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ABSTRACT
We consider, for p odd, a p–brane coupled to a (p + 1)th rank background
antisymmetric tensor field and to background Yang-Mills (YM) fields via a Wess-
Zumino term. We obtain the generators of antisymmetric tensor and Yang-Mills
gauge transformations acting on p–brane wavefunctionals (functions on ‘p-loop
space’). The Yang-Mills generators do not form a closed algebra by themselves;
instead, the algebra of Yang-Mills and antisymmetric tensor generators is a U(1)
extension of the usual algebra of Yang-Mills gauge transformations. We construct
the p-brane’s Hamiltonian and thereby find gauge-covariant functional derivatives
acting on p–brane wavefunctionals that commute with the YM and U(1) gener-
ators.
∗ Work supported in part by NSF grant PHY-9106593.
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1. Introduction
In many supergravity theories the graviton supermultiplet includes a (p + 1)-form gauge
potential that couples naturally to a p-dimensional extended object, i.e. a p–brane. Two examples
of interest are a string coupled to ten-dimensional (d = 10) supergravity in the 2-form formulation
and a fivebrane coupled to d = 10 supergravity in the 6-form formulation. A feature of the
two-form formulation is that the two-form potential acquires a non-trivial Yang-Mills (YM)
transformation when YM fields are included [1]. Although there is no analogous ‘anomalous’ YM
variation of the six-form in the six-form formulation of classical supergravity/YM theory, such a
variation is required for anomaly cancellation in the quantum theory [2]. In both formulations,
therefore, one finds that the YM algebra is modified in the sense that a commutator of two YM
transformations yields not only another YM transformation but also an antisymmetric tensor
gauge transformation. One would expect that, upon quantization of the p–brane in the YM and
antisymmetric tensor background, this modified algebra should be realized in terms of functional
differential operators acting on the p–brane wavefunctional. This is a function on p-loop space,
i.e. the space of maps of the p–brane to spacetime. Since the antisymmetric tensor transformation
of the (p+1)-form on spacetime is equivalent to a U(1) transformation of an associated one-form
on p-loop space [3], one expects the modified algebra to be a U(1) extension of the algebra of
YM gauge transformations.
To investigate this point one first needs an action for the p–brane coupled to these background
fields. For p odd, which includes the p = 1 and p = 5 cases under discussion, such an action
has been proposed for the bosonic p–brane [4]. This action describes a p–brane propagating in
a curved background locally diffeomorphic to M × G, where M is spacetime and G is a group
manifold, and includes a Wess-Zumino (WZ) term. (The coupling to target spacetime gauge fields
considered here is analogous to, but should not be directly confused with, the gauging of Wess-
Zumino terms via world-volume gauge fields as considered in [5].) For p = 1 this action reduces to
the bosonic sector of an action for the heterotic string appearing in earlier work [6]. More recently,
a set of YM generators acting on string wavefunctionals was deduced from this action and shown
to satisfy an affine Kacˇ-Moody algebra [7]. The central charge appearing in this algebra can
be interpreted as the eigenvalue of the U(1) generator associated with the antisymmetric tensor
gauge transformation [8]. One purpose of this paper is to obtain the analogous results for all
odd p (partial results have appeared [9] during the course of writing this paper). Our method is
also novel; from a path integral representation of the p–brane wavefunctional Ψ, together with a
careful treatment of boundary terms, we find that Ψ satisfies the conditions
GǫΨ = 0 GΛΨ = 0, (1.1)
with specific operators Gǫ and GΛ. These operators are not purely operators on p-loop space
because they also contain functional derivatives with respect to the background gauge fields;
consequently, eqs. (1.1) do not constrain Ψ for given fixed background fields but simply determine
the response of the wavefunctional to a gauge transformation (if the background fields were
treated as dynamical variables, eqs. (1.1) could be interpreted as continuity equations.). The
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consistency of these equations follows from the fact that the operators Gǫ and GΛ form a closed
algebra, for which the only non-zero commutator is
[Gǫ1 , Gǫ2] = G[ǫ1,ǫ2] −GΛ (1.2)
where
Λ = kpω
2
p(A, ǫ1, ǫ2) (1.3)
is a p–form 2-cocycle of the algebra of YM gauge transformations and kp is a normalisation
constant. For p = 1, 3, 5, which are the principal cases of interest (see section 3 for details of the
notation),
ω21(A, ǫ1, ǫ2) = − 2tr ǫ1dǫ2
ω23(A, ǫ1, ǫ2) = − tr {dǫ1, dǫ2}A
ω25(A, ǫ1, ǫ2) =
1
15
tr (5F − 3A2) [2A{dǫ1, dǫ2} − dǫ1Adǫ2 + dǫ2Adǫ1] .
(1.4)
A special feature of the string is that in this case the cocycle (1.3) is background-field independent,
so the algebra defined by (1.2) is a Lie algebra. For p > 1 the structure ‘constants’ of the algebra
are background-field dependent.
Note that these results are similar to those found from the analysis of chiral anomalies in
the Hamiltonian formalism of (p + 1)-dimensional gauge theories [10, 11], but there are several
differences. One is that here the gauge fields are not dynamical so the anomalies in question are
of ‘sigma-model’ type. A more significant, but related, difference is the presence of the (p+ 1)th
rank antisymmetric tensor and its ‘anomalous’ YM transformation (without which there would
be no background gauge invariance of the string action; cf. the sigma-model anomaly cancellation
in the fermionic formulation of the heterotic string [12]). With the antisymmetric tensor field,
the algebra is anomaly-free, despite the central extension, in the sense that equations (1.1) do
not imply a vanishing wavefunctional.
Since our p-brane action is worldvolume reparametrization invariant, its canonical Hamil-
tonian is a sum of constraints (cf. General Relativity). The ‘Hamiltonian’ constraint function
associated with time reparametrizations is a quadratic function of the momenta conjugate to the
worldvolume fields xµ and ym (these being maps from the worldvolume toM and G respectively).
The invariance of the Hamiltonian under background field transformations is a consequence of
the invariance of particular linear combinations of the momenta that become, upon quantiza-
tion, functional YM and U(1) ‘covariant’ derivatives acting on p-brane wavefunctionals. There
are two covariant derivatives, Dµ and Da ≡ LamDm, corresponding to covariant differentiation
with respect to xµ or to ym, respectively (La
m are the components of the left-invariant Killing
vectors on G). The first of these was introduced for the string in Ref. [7], where it was used to
derive dynamical equations for the background fields via the principle of lightlike integrability.
Existence arguments for Dµ in the general case have also been given [13]. From the point of
view of this paper the covariant derivatives are functional differential operators on p–loop space
satisfying
[Dµ, GΛ] = 0 [Dµ, Gǫ] = 0
[Da, GΛ] = 0 [Da, Gǫ] = ǫbfdabDd .
(1.5)
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Another result of this paper is the construction of these covariant derivatives for all odd p via the
construction of the Hamiltonian for a p-brane in a YM and antisymmetric tensor background.
In section 2 we shall begin our presentation with an explanation of the method used. For this
purpose we shall consider in detail the special cases of the string (recovering previous results)
and the three-brane (since this is the simplest illustration of the new features that occur beyond
p = 1). We then proceed, in section 3, to a discussion of the general case and in section 4 we
construct the p-brane Hamiltonian and find the covariant derivatives.
2. Strings and Three-branes
We begin with the p = 1 case, i.e. a closed string moving on M ×G. We first introduce some
notation. Let xµ and ym be local coordinates on M and G respectively and let Aµ(x) = A
a
µTa
and Bµν(x) be background YM and tensor gauge fields on M . Let us denote by La = La
m(y)∂m
the left-invariant vector fields on G; they satisfy [La, Lb] = Lcf
c
ab where f
c
ab are the structure
constants of G. We shall also need a background Riemannian metric gµν on M and an invariant
Riemannian metric gmn = Lm
aLn
bdab on G, where dab = tr(TaTb) is a multiple of the Cartan-
Killing inner product on the Lie algebra of G. We also introduce a potential bmn on G chosen to
satisfy the relation 3∂[mbnp] = fabcLm
aLn
bLp
c, where fabc = dadf
d
bc and it is to be understood
in what follows that all lowering and raising of the group indices will be done with dab and its
inverse.
Introducing local worldsheet coordinates ξi = (τ, σ) and an (independent) worldsheet metric
γij(ξ) (with inverse γ
ij), we can now write the string action as
S =
∫
d2ξ
[
− 12
√−γγij
(
∂ix
µ∂jx
νgµν + (Diy)
m(Djy)
ngmn
)
+ ǫij
(
1
2Bij − k1LaiAja − 12k1bij
)] (2.1)
where Bij , bij , L
a
i and A
a
i are the pullbacks to the worldsheet of Bµν , bmn, L
a
m and A
a
µ, respec-
tively, γ = det γij , and (Diy)
m ≡ ∂iym−∂ixµAaµLma is a YM-covariant derivative. The coefficient
k1 is a normalisation constant; in order that exp(−12 ik1
∫
ǫijbij) be well-defined in the quantum
theory, the coefficient k1 is restricted to be an integer multiple of some numerical factor, whose
precise value will not concern us here. The last two terms in (2.1) are not YM invariant by
themselves, but their variation can be cancelled, up to a total derivative, by an anomalous vari-
ation of Bµν . Specifically, under YM and antisymmetric tensor gauge transformations the fields
transform as
δxµ = 0 ,
δym = ǫa(x)La
m(y) ,
δAaµ = ∂µǫ
a + fabcA
b
µǫ
c = (Dµǫ)
a ,
δBµν =− 2k1Aa[µ∂ν]ǫa + 2∂[µΛν] .
(2.2)
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The variation of the action (2.1) under these transformations is
δS =
∫
d2ξ εij∂i
[
k1ǫ
a∂jy
mLm
b(dab − bab) + ∂jxµΛµ
]
=
∫
dτ∂τ
∮
dσ
[
k1ǫ
a∂σy
mLm
b(dab − bab) + ∂σxµΛµ
]
,
(2.3)
where the second line follows from the fact that a closed string has no boundary. We remark
that the inclusion of the WZ term in the action, with the consequent complications, is not
obligatory from a worldsheet point of view, but it is required for the background gauge field
transformations needed for invariance of the action to coincide with those known from the D-
dimensional supergravity/YM theory, at least for the particular cases (D=10, p=1,5) of most
interest to us here.
Our aim now is to determine the transformation properties of the string wave-functional. Let
us suppose the world-sheet to be a two-manifold with an S1 boundary component representing
a closed string at a given time, and consider the string wave-functional
Ψ[x, y;A,B] =
∫ x,y
[dX ][dY ]eiS[X,Y ;A,B] , (2.4)
where the arguments
(
xµ(σ), ym(σ)
)
are the boundary values of the integration variables(
Xµ(τ, σ), Y m(τ, σ)
)
. In the spirit of the ‘no boundary’ proposal [14] of quantum cosmology,
we can avoid having to deal with boundary conditions at an earlier time by supposing that there
is no such boundary. The consistency of this viewpoint requires that iS be replaced by minus the
Euclidean action, obtained by analytic continuation of the worldsheet metric from Lorentzian to
Euclidean signature, but the relevant terms in the action are metric-independent and therefore
unaffected by the difference of signature. Now, assuming an invariant path-integral measure and
keeping only first-order variations,
Ψ[x, y + δy;A+ δA,B + δB] =
∫ x,y+δy
[dX ][dY ]eiS[X,Y ;A+δA,B+δB]
=
∫ x,y
[dX ][dY ]eiS[X,Y +δY ;A+δA,B+δB]
=
∫ x,y
[dX ][dY ]ei(S+δS)
= (1 + iδS)Ψ[x, y;A,B] ,
(2.5)
where the last line follows from the asssumption that δS is a surface term and therefore inde-
pendent of the integration variables. The assumption of the invariance of the measure is justified
for the bosonic string considered here. If we were dealing with the formulation in which the YM
fields couple to the worldsheet via heterotic fermions then the surface term would arise not from
the variation of the classical action but from the non-invariance of the measure; however, the
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final result would be the same. Expanding the left-hand-side of (2.5) to first order in variations
we deduce that Ψ satisfies the functional differential equation
{∫
dDx′
[
δAaµ(x
′)
δ
δAaµ(x
′)
+ δBµν(x
′)
δ
δBµν(x′)
]
+
∮
dσδym(σ)
δ
δym(σ)
− i δS(x, y)
}
Ψ[x, y;A,B] = 0 .
(2.6)
where D is the dimension of M . The functional derivatives here, and henceforth, are defined to
be densities; for example, δyn(σ′)/δym(σ) = δnmδ(σ − σ′) where the delta function is a density.
Substituting the particular variations of (2.2) into (2.6) and taking into account the independence
of ǫa and Λ, we find that
GǫΨ(x, y;A,B) = 0 GΛΨ(x, y;A,B) = 0 (2.7)
where
Gǫ =
∫
dDx′
{(
Dµǫ(x
′)
)a δ
δAaµ(x
′)
− 2k1
(
∂νǫ(x
′)
)
a
Aaµ(x
′)
δ
δBµν(x′)
}
+
∮
dσǫa
(
x(σ)
)
Da(σ) (2.8a)
GΛ =
∫
dDx′ 2∂µΛν(x
′)
δ
δBµν(x′)
− i
∮
dσ ∂σx
µ(σ)Λµ
(
x(σ)
)
(2.8b)
with Da(σ) given by
Da(σ) = La
m δ
δym(σ)
− ik1∂σymLmb(dab − bab) . (2.9)
Eqs. (2.7) state that the wavefunctional (2.4) is invariant under the transformations (2.2) up to
a phase. Although this result was found for a particular wavefunctional, its general validity is
clearly required for physical quantities to be gauge-independent.
The computation of the algebra of the generators of eqs. (2.8) is greatly simplified by the
fact that the operators Da(σ) are background-field independent. As shown in [7], these operators
generate an affine Kacˇ-Moody algebra with a central extension. Using this result, we find that
all commutators of the complete generators vanish except for (1.2) with [ǫ1, ǫ2] ≡ fabcǫb1ǫc2Ta and
Λµ = k1ǫ
a
2
↔
∂ µǫ1a.
Before proceeding to the general odd-p case, we shall discuss the closed three-brane as this
provides the simplest illustration of the complications that arise beyond p = 1. The action of [4]
describing the coupling of a three-brane to YM fields exists only for those groups for which there
is a third order symmetric invariant tensor dabc (which satisfies the identity f
d
e(adbc)d = 0); a
simple example would be SU(3). Introducing worldvolume coordinates ξ = (τ ; σr, r = 1, 2, 3),
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we can write the action as
S =
∫
d4ξ
{
− 12
√−γγij[∂ixµ∂jxνgµν + dab(Diy)a(Djy)b]+√−γ
− k3
8
εijkldabc
[
fade
(
Li
bAcjA
d
kA
e
l − LicLjdAbkAel − LicLjdLkeAbl
)
+ 4Li
a∂jA
b
kA
c
l
]
+
1
24
εijkl
(
Bijkl − k3bijkl
)}
,
(2.15)
where k3 is a normalisation constant, and Bijkl and bijkl are the pull-backs of Bµνρσ and bmnpq
respectively, the latter being chosen to satisfy
5∂[mbnpqr] = −
3
2
dst[mf
s
npf
t
qr] . (2.16)
The YM and antisymmetric tensor gauge transformations are now
δym = ǫa(x)La
m(y)
δAaµ = (Dµǫ)
a
δBµνρσ = −12k3dabc
(
Aa[µ∂νA
b
ρ +
1
4
fadeA
d
[µA
e
νA
b
ρ
)
∂σ]ǫ
c + 4∂[µΛνρσ] .
(2.17)
The variation of the action under these transformations is
δS =
∫
d4ξ εijkl∂i
{
− 1
6
k3ǫ
a
[
Lj
bLk
cLl
d(babcd +
3
4
deabf
e
cd) + 3dabc∂l(Lj
bAck)
]
+
1
6
∂jx
µ∂kx
ν∂lx
ρΛµνρ
}
.
(2.18)
Since the three-brane has no boundary, this surface term can be written as
δS =
∫
dτ∂τ
∮
d3σ εrst
{
− 1
6
k3ǫ
a
[
Lr
bLs
cLt
d(babcd +
3
4
deabf
e
cd) + 3dabc∂t(Lr
bAcs)
]
+
1
6
∂rx
µ∂sx
ν∂tx
ρΛµνρ
}
.
(2.19)
This result leads, by the same reasoning as before, to the generators
Gǫ =
∫
dDx′
{(
Dµǫ(x
′)
)a δ
δAaµ(x
′)
− 12k3dabc
(
Aaµ∂νA
b
ρ +
1
4
fadeA
d
µA
e
νA
b
ρ
)(
∂σǫ
c(x′)
) δ
δBµνρσ(x′)
}
+
∮
d3σ ǫa
(
x(σ)
)
Da(σ) (2.20a)
GΛ =
∫
dDx′ 4∂µΛνρσ(x
′)
δ
δBµνρσ(x′)
− i
∮
d3σ εrst∂rx
µ∂sx
ν∂tx
ρΛµνρ
(
x(σ)
)
(2.20b)
where σ = {σr}, and
Da(σ) = La
m δ
δym(σ)
+
ik3
6
εrst
[
Lr
bLs
cLt
d(babcd +
3
4
deabf
e
cd) + 3dabc∂t(Lr
bAcs)
]
(2.21)
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Observe that, in contradistinction to the string case, the operators Da(σ) depend on the back-
ground fields so that their algebra differs from the algebra of the complete generators, and there-
fore has no obvious significance. However, the background-field dependence of Da(σ) is such that
the algebra of the complete generators, Gǫ and GΛ, is the same as (1.2) with [ǫ1, ǫ2] ≡ fabcǫb1ǫc2Ta
and Λµνρ = k3dabc∂[µǫ
a
1∂νǫ
b
2A
c
ρ]. For a related discussion of the algebra of gauge transformations
in the context of field-theoretic gauged Wess-Zumino terms, see Ref. [11].
3. The general odd-p case
We now turn to the case of a closed p–brane propagating in M ×G for p odd but otherwise
arbitrary. The background fields on M are the metric gµν(x), the antisymmetric tensor field
Bµ1...µp+1(x), and the YM field Aµ = A
a
µ(x)Ta valued in some representation of the Lie algebra
of G. The background fields on G are now the left-invariant metric gmn(y) and the potential
bm1...mp+1(y) satisfying
∂[m1bm2...mp+2] = −cp(p+ 1)!trL[m1 . . . Lmp+2] , (3.1)
where Lm = Lm
aTa, and cp is the constant cp = (−1)
p+1
2
(
p+3
2
)
Γ(p+32 )
2/Γ(p+ 3).
We may now write the action (for unit p-volume tension) as [4]
S =
∫
dp+1ξ
{
− 12
√−γγij (∂ixµ∂jxνgµν +DiymDjyngmn) + (p− 1)
2
√−γ
+
1
(p+ 1)!
εi1...ip+1
[
Bi1...ip+1 + kpCi1...ip+1 − kpbi1...ip+1
]}
,
(3.2)
where kp is a normalisation constant, Bi1...ip+1 and bi1...ip+1 are the pullbacks to the worldvolume
of the corresponding antisymmetric tensors on M and G, and Ci1...ip+1 are the components of the
pullback of a (p+1)-form Cp+1 on M ×G that is constructed as follows. Let At = tA+ (1− t)L
and Ft = dAt + A
2
t , where A = dx
µAµ and L = dy
mLm. Defining the operator
ℓt = dt(A
a − La) ∂
∂F at
, (3.3)
we have
Cp+1(A, F, L) =
∫ 1
0
ℓt ω
0
p+2(At, Ft) , (3.4)
where ω0p+2 is the Chern-Simons form defined by the relation
dω0p+2 = trF
p+3
2 . (3.5)
The cases of most interest are p = 1, 3, 5, for which
ω03(A, F ) = tr
(
FA− 1
3
A3
)
ω05(A, F ) = tr
(
F 2A− 1
2
FA3 +
1
10
A5
)
ω07(A, F ) = tr
(
F 3A− 2
5
F 2A3 − 1
5
FAFA2 +
1
5
FA5 − 1
35
A7
)
,
(3.6)
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and substituting these expressions into (3.4) we find that
C2 =tr(AL)
C4 =
1
4
tr
[
2(FA+ AF − A3)L+ ALAL− 2AL3]
C6 =
1
30
tr
[
(10F 2A + 10FAF + 10AF 2 − 8FA3 − 8A3F − 4AFA2 − 4A2FA+ 6A5)L
+ 2F (A2L2 − L2A2 + 3ALAL− 3LALA)− 6A3LAL
+ 3F (LAL2 − L2AL+ 2L3A− 2AL3) + 6A3L3
− 3L2A2LA + 3A2L2AL+ 2ALALAL+ 6L3ALA+ 6AL5] .
(3.7)
The three-brane action of (2.15) agrees with (3.2) if the identification dabc = tr
(
Ta{Tb, Tc}
)
is
made. The YM gauge variation of the Chern–Simons forms defines the (p+ 1)-form ω1p+1:
δǫω
0
p+2(A, F ) = dω
1
p+1(A, F, ǫ) . (3.8)
As explained in [15], ω1p+1 can be written in the form
ω1p+1(A, F, ǫ) = tr dǫ φp(A, F ) (3.9)
where the p-form φp = φ
a
pTa is a Lie algebra-valued polynomial in A and F , given, for p = 1, 3, 5,
by
φ1 = − A
φ3 = − 12(FA+ AF −A3)
φ5 = − 13
[
(F 2A + FAF + AF 2)− 45(A3F + FA3)− 25(A2FA+ AFA2) + 35A5
] (3.10)
The components of the form ω1p+1 appear in the YM transformation of the antisymmetric tensor
field; the full YM and antisymmetric tensor gauge transformations are
δxµ =0
δym = ǫa(x)Lma (y)
δAaµ = ∂µǫ
a + fabcA
b
µǫ
c
δBµ1...µp+1 = − kpω1µ1...µp+1(A, F, ǫ) + (p+ 1)∂[µ1Λµ2...µp+1]
(3.11)
The variation of Cp+1 is determined as follows. Note first that ℓt commutes with δǫ since
A− L and F both transform homogeneously. Then, from the definition (3.4) of Cp+1, and (3.8)
it follows that
δǫCp+1 =
∫ 1
0
ℓt dω
1
p+1(At, Ft, ǫ) . (3.12)
Now apply the homotopy formula [15]
dt ≡ dt d
dt
= ℓtd− dℓt ; (3.13)
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this leads to the formula
δǫCp+1 = ω
1
p+1(A, F, ǫ)− ω1p+1(L, ǫ) + d
∫ 1
0
ℓttr dǫφp(At, Ft) (3.14)
where ω1p+1(L, ǫ) = ω
1
p+1(L, 0, ǫ), and we have rewritten the last term using (3.9). Finally,
defining a Lie algebra-valued (p− 1)-form χp−1 = χap−1Ta by
χp−1 =
∫ 1
0
ℓt φp(At, Ft) , (3.15)
we obtain
δǫkpCp+1 = kp
(
ω1p+1(A, F, ǫ)− ω1p+1(L, ǫ) + d
(
tr [ǫdχp−1]
))
. (3.16)
The variation of the last term in (3.2) is given by
− kp
p!
ǫi1...ip+1∂i1
{
ǫaLm1a ∂i2y
m2 . . . ∂ip+1y
mp+1bm1m2...mp+1
}
− (p+ 2)kp
(p+ 1)!
ǫi1...ip+1ǫaLna∂i1y
m1 . . . ∂ip+1y
mp+1∂[nbm1...mp+1] .
(3.17)
The first term here is a surface term; using (3.1), the second term is seen to be equal to
kpcp(p+ 2)tr ǫL
p+1 = kptr ǫdφp(L) = kp
(
ω1p+1(L, ǫ)− d(tr ǫφp(L))
)
, (3.18)
where we have used the fact that φp(L) ≡ φp(L, 0) = cp(p + 2)Lp and then (3.9). One can now
easily prove the invariance of the action up to a surface term. The terms in the first line of (3.2)
are manifestly invariant. The variation of B cancels the first term on the r.h.s. of (3.16). The
first term on the r.h.s. of (3.18) cancels the second term on the r.h.s. of (3.16).
All that remains are the first term in (3.17), the third term on the r.h.s. of (3.16) and the
second term on the r.h.s. of (3.18). Also taking into account the surface terms coming from the
tensor gauge transformations, we find
δS =
∫
dτ∂τ
∮
dpσ
1
p!
ǫr1...rp
{
Λr1...rp
− kpǫa
[
La
mbmr1...rp + dab
(
φbp(L)
)
r1...rp
− pdab∂[r1
(
χbp−1
)
r2...rp]
]}
,
(3.19)
where we have decomposed the i-index into a time and a space part according to i = (0, r1 . . . rp).
In this formula, appropriate pull-backs with ∂rx
µ and ∂ry
m are understood. (For comparison
with the string and three-brane formulae of section 3 we note here that χa0 = 0, χ
a
2 = −12dabcAbLc;
also note χa4 = d
a
bcdL
bAc[F d− 110fdfg(3AfAg+3LfLg−2LfAg)], where dabcd = tr(T(aTbTcTd))).
Following the reasoning of the string and three-brane examples we deduce from (3.19) that
the generators acting on the p–brane wavefunctional are given by
Gǫ =
∫
dDx′
{(
Dµǫ
a(x′)
) δ
δAaµ(x
′)
− (p+ 1)kp
(
∂µ1ǫ
a(x′)
)
dab(φ
b
p)µ2...µp+1(A, F )
δ
δBµ1...µp+1(x
′)
}
+
∮
dpσ ǫaDa(σ) (3.20a)
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GΛ =
∫
dDx′
{
(p+ 1)∂µ1Λµ2...µp+1(x
′)
δ
δBµ1...µp+1(x
′)
}
− i
∮
dpσ εr1...rp∂r1x
µ1 · · ·∂rpxµpΛµ1...µp ,
(3.20b)
where Da(σ) is given by
Da(σ) = La
m
[
δ
δym(σ)
+i
kp
p!
εr1...rp
{
bmr1...rp+Lmb
[(
φbp(L)
)
r1...rp
−p∂[r1
(
χbp−1
)
r2...rp]
]}]
(3.21)
We refer to [16] for a computation of the algebra of these generators, which is that given in
(1.2). We note here that once it is known that they form a closed algebra, (1.2) follows from the
transformations (3.11) because Gǫ and GΛ reproduce these transformations when acting on the
individual fields.
4. Covariant Derivatives in p–Loop Space
The coupling to the antisymmetric tensor Bµν and the WZ term in the action (3.2) are linear
in time derivatives and can therefore be expressed as
∫
dτ
∮
dpσ
[
x˙µBµ − kpy˙mbm
]
, (4.1)
where the overdot indicates differentiation with respect to τ . Using the chain rule for C(A, F, L)
we have that
Bµ =
1
p!
εr1...rp∂r1x
ν1 · · ·∂rpxνpBµν1...νp + kpAaµ
∂C
∂Aa0
+ kpF
a
µν∂rx
ν ∂C
∂F a0r
bm =
1
p!
εr1...rp∂r1y
n1 · · ·∂rpynpbmn1...np − Lma
∂C
∂L0a
.
(4.2)
Introducing the momenta pµ(τ,σ) and pm(τ,σ), conjugate to the worldvolume fields x
µ and
ym respectively, and the Lagrange multipliers ℓ(τ,σ) and sr(τ,σ) for, respectively, the time and
space reparametrization constraints, we can rewrite the action (3.2) in the equivalent ‘first-order’
form
S =
∫
dτ
∮
dpσ
[
x˙µpµ + y˙
mpm − ℓ H0 − sr Hr
]
. (4.3)
The constraint functions are
H0 = gµνPµPν + dabPaPb + det
(
∂rx
µ∂sx
νgµν + (Dry)
m(Dsy)
ngmn
)
Hr = ∂rxµPµ + (Dry)mLmaPa
(4.4)
where
Pµ = pµ −Bµ + AaµPa
Pa = Lam(pm + kpbm)
(4.5)
The (classical) equivalence of (4.3) to (3.2) can be proved by eliminating all auxiliary variables
from both actions.
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Observe that the action (4.3) can be rewritten as
S =
∫
dτ
∮
dpσ
[
x˙µPµ + (D0y)mLmaPa − ℓ H0 − sr Hr
]
+
∫
dτ
∮
dpσ
[
x˙µBµ − kpy˙mbm
]
.
(4.6)
The second integral is just (4.1) which was shown in section 3 to be invariant, up to a surface term,
under the gauge transformations (3.11). The first integral is invariant if these transformations
are supplemented by transformations of pµ and pm chosen such that the functions Pµ and Pa
are covariant, i.e. such that
δPµ = 0 δPa = −Pcf cabǫb . (4.7)
The corresponding statement in the quantum theory, obtained by the replacements
pµ(σ)→ pˆµ(σ) = −i δ
δxµ(σ)
pm(σ)→ pˆm(σ) = −i δ
δym(σ)
, (4.8)
is that the operators Dµ ≡ iPˆµ and Da ≡ iPˆa obey (1.5).
Of chief importance is the derivative Dµ. Using (4.2) and (4.5) we find that
Dµ = δ
δxµ(σ)
− i
p!
εr1...rp∂r1x
ν1 · · ·∂rpxνpBµν1...νp − ikpF aµν∂rxν
∂C
∂F a0r
+ AaµLa
m
[ δ
δym(σ)
+
ikp
p!
εr1...rp∂r1y
n1 · · ·∂rpynpbmn1...np − kpLmb
( ∂C
∂L0b
+
∂C
∂Ab0
)]
.
(4.9)
It can be shown [16] that
∂C
∂Aa0
+
∂C
∂L0a
= dab
(
φbp(A, F )− φbp(L) + dχbp−1
)
. (4.10)
from which it follows that
Dµ = δ
δxµ(σ)
− iCµ + AaµDa(σ) (4.11)
where Da(σ) is the p–loop space differential operator given previously in (3.21) and
Cµ = 1
p!
εr1...rp∂r1x
ν1 · · ·∂rpxνpBµν1...νp + kpAaµφbp(A, F )dab + kpF aµν∂rxν
∂C
∂F a0r
, (4.12)
which we identify as the U(1) gauge potential. For p = 1 this reproduces the results of [7,8].
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