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Avoidance of the harmful effects of runaway electrons (REs) in plasma-terminating disruptions is pivotal 
in the design of safety systems for magnetic fusion devices. Here, we describe a computationally 
efficient numerical tool, that allows for self-consistent simulations of plasma cooling and associated RE 
dynamics during disruptions. It solves flux-surface averaged transport equations for the plasma density, 
temperature and poloidal flux, using a bounce-averaged kinetic equation to self-consistently provide the 
electron current, heat, density and RE evolution, as well as the electron distribution function. As an 
example, we consider disruption scenarios with material injection and compare the electron dynamics 
resolved with different levels of complexity, from fully kinetic to fluid modes.
Program summary
Program Title: Dream
CPC Library link to program files: https://doi .org /10 .17632 /vs3yvnrzg6 .1
Developer’s repository link: https://github .com /chalmersplasmatheory /DREAM
Licensing provisions: MIT
Programming language: C++, Python
Nature of problem: Self-consistently simulates the plasma evolution in a tokamak disruption, with specific 
emphasis on runaway electron dynamics. The runaway electrons can be simulated either as a fluid, fully 
kinetically, or as a mix of the two. Plasma temperature, current density, electric field, ion density and 
charge states are all evolved self-consistently, where kinetic non-thermal contributions are captured using 
an orbit-averaged relativistic electron Fokker-Planck equation, which couples to the plasma evolution. In 
the typical use case, the electrons are represented by two distinct populations: a cold fluid population 
and a kinetic superthermal population.
Solution method: The system of equations is solved using a standard multidimensional Newton’s method. 
Partial differential equations—most prominently the bounce-averaged Fokker–Planck and current diffusion 
equations—are discretized using a high-resolution finite volume scheme that preserves density and 
positivity.
© 2021 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license 
(http://creativecommons.org/licenses/by/4.0/).1. Introduction
Disruptions of tokamak plasmas involve a partial loss of mag-
netic confinement and a sudden cooling of the plasma [1]. This 
thermal quench leads to an increase in the plasma resistivity, caus-
ing the plasma current to decay over a period termed the current 
quench. The toroidal current cannot change significantly on the 
short thermal quench timescale, and therefore an inductive elec-
✩ The review of this paper was arranged by Prof. David W. Walker.
* Corresponding author.
E-mail address: hoppe@chalmers.se (M. Hoppe).https://doi.org/10.1016/j.cpc.2021.108098
0010-4655/© 2021 The Author(s). Published by Elsevier B.V. This is an open access artictric field is produced that can lead to electron runaway. The main 
runaway generation processes are the Dreicer [2,3], hot-tail [4–6]
and avalanche [7–9] mechanisms. In the nuclear phase of oper-
ations, these are complemented with electrons generated by the 
beta decay of tritium and Compton scattering of γ -rays emitted 
by the activated wall.
During the current quench, a large part of the plasma current 
can be converted to a beam of energetic electrons which has the 
potential to cause severe damage to plasma facing components 
[10,11]. As the runaway generation is exponentially sensitive to 
the plasma current [8], this problem is expected to be unaccept-
able in future high current tokamaks, such as ITER [1] and SPARC 
[12]. Development of control methods for avoidance or mitigation le under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
M. Hoppe, O. Embreus and T. Fülöp Computer Physics Communications 268 (2021) 108098of disruptions is therefore of critical importance and urgency in 
fusion physics.
The most discussed disruption mitigation method is material 
injection. However, in certain cases the injection of impurities 
and the associated radiative cooling can lead to the generation 
of even larger runaway currents [13]. There are a large number 
of degrees of freedom associated with proposed mitigation meth-
ods [14]. However, only a small part of the parameter space is 
accessible to existing experiments and the extrapolation of the re-
sults of existing experiments to next-generation tokamaks is not 
straightforward [15,16]. Therefore theoretical modelling and com-
putationally efficient numerical simulations of the disruption and 
associated runaway electron generation are essential.
Nonlinear magnetohydrodynamic (MHD) simulation tools, such 
as Jorek [17,18] and Nimrod [19] have many of the necessary 
components to simulate mitigated disruptions. However, they so 
far only allow studies of the dynamics of runaway electrons as test 
particles [20,21] or via a fluid model [22–24], and are computa-
tionally expensive. To self-consistently simulate disruption dynam-
ics, an integrated tool that can simulate situations when relativistic 
electrons comprise a significant part of the electron distribution is 
required.
Simplified fluid codes such as go [13] and the 1.5-dimensional 
transport toolkit astra-strahl [25] include kinetically bench-
marked models for Dreicer and avalanche runaway electron gen-
eration, but have simplified models for hot-tail generation [26]. 
Fully kinetic tools modelling the momentum-space dynamics of 
relativistic electrons, such as code [27,28], norse [29], or the 
bounce-averaged codes luke [30] and cql3d [4,31] are suitable for 
capturing the hot-tail generation, however, to couple these codes 
to a self-consistent model of the global disruption dynamics leads 
to prohibitively expensive simulations.
In this paper we describe a new integrated tool for self-
consistently simulating the evolution of temperature, poloidal flux, 
and impurity densities, along with the generation and transport of 
runaway electrons in tokamaks: Dream (Disruption Runaway Elec-
tron Analysis Model). The fully-implicit tool solves a nonlinear set 
of coupled equations describing the evolution of temperature, den-
sity, current density and electric field, as well as the full electron 
distribution function in arbitrary axisymmetric geometry. It em-
ploys a combination of fluid models for background plasma param-
eters, including the toroidal electric field, electron and ion temper-
atures, ion densities and charge states, as well as various models 
for runaway electrons, ranging from fluid to fully kinetic. The most 
complete drift-kinetic model includes a fully relativistic Fokker-
Planck test-particle operator for electron-electron collisions, syn-
chrotron radiation reaction, an avalanche operator, bremsstrahlung 
and effects of screening in a partially ionized plasma. Neglect-
ing the field-particle part of the collision operator means that the 
conductivity is underestimated [32], therefore the ohmic current 
is amended with a conductivity correction to capture the correct 
Spitzer response to an electric field. A distinguishing feature of
Dream is the possibility of choosing reduced kinetic modes, which 
allow parts of the electron phase space to be modelled kinetically, 
and the remainder to be described by fluid equations.
The equations that describe the electron kinetics and back-
ground plasma evolution in Dream are discussed in Sections 2-3. 
The numerical implementation is then outlined in Section 4, and 
benchmarked in Section 5 through a comparison to other numer-
ical tools in various limits. Finally, in Section 6, we use Dream to 
investigate a disruption simulation in a toroidal plasma, through 
which we highlight the difference between the hierarchy of elec-
tron models implemented.2
2. Electron kinetics
Electrons in Dream are primarily modelled with a bounce-













− {Am} f + {Dmn} ∂ f
∂zn
)]
+ {S} , (1)
where f (t, z) denotes the electron distribution, zi denotes phase 
space coordinates and the contravariant components Am =
(∂zm/∂z) · A and (in dyadic notation) Dmn = (∂zm/∂z)(∂zn/∂z) : D, 
where A and D represent the underlying advection vector and 
diffusion tensor, driving electron phase-space flows. We consider 
the zero-orbit-width limit, wherein the Larmor radius and cross 
field drifts are neglected, so that electrons exactly follow magnetic 
field lines, and choose z as the constants of motion z = (r, p, ξ0), 
where the flux-surface label r is the distance from the magnetic 
axis when the particle orbit passes the point of minimum mag-
netic field strength Bmin; ξ0 = B · p/(Bp)|B=Bmin is the particle 
pitch with respect to the magnetic field B at this point and p is 
the magnitude of the particle momentum. The kinetic equation (1)
has been averaged over the remaining three coordinates, using the 
























with toroidal angle φ, gyrophase ζ and where the angle θ is an 
arbitrary poloidal angle which parametrizes the flux surface, as-
sumed to be 2π -periodic. The metric 
√
g of the (r, θ, φ, p, ξ, ζ )
coordinates and the spatial Jacobian J are defined by
√





J = 1|∇φ · (∇θ × ∇r)| , (3)
where ξ = sgn(ξ0)
√
1 − (1 − ξ20 )B/Bmin. The poloidal integral 
along the particle orbit is taken as∮





−π dθ X(r, θ, φ, p, ξ, ζ ), |ξ0| > ξT∫ θb2
θb1
dθ [X(r, θ, φ, p, ξ, ζ )
+X(r, θ, φ, p, −ξ, ζ )], 0 < ξ0 ≤ ξT
0, −ξT ≤ ξ0 ≤ 0
(4)
where the bounce points θb1 and θb2 are the two separate poloidal 
angles defined by ξ(ξ0, θb1) = ξ(ξ0, θb2) = 0, and the trapped-
passing boundary is denoted ξT = √1 − Bmin/Bmax. In the positive 
trapped region, 0 < ξ0 ≤ ξT , the full contributions from both co-
moving and counter-moving trapped particles are accounted for, 
and therefore all bounce averages are set to zero in −ξT ≤ ξ0 ≤ 0
in order to avoid double counting (in this region the solution sat-
isfies f (ξ0) = f (−ξ0)). We will also utilize the spatial flux surface 
average














dθ J . (6)
The geometry of the magnetic surfaces enters into J and into the 
dependence on poloidal angle of B(θ); in Dream we evolve the 
equations of motion in a static magnetic geometry where each flux 
surface is parametrized by its major radius, elongation, Shafranov 
shift, triangularity and a reference poloidal flux profile, as de-
scribed in Appendix A. The magnetic field is represented by the 
mixed form
B = G∇φ + 1
2π
∇φ × ∇ψ, (7)
with ψ the poloidal flux—labelling magnetic surfaces—defined as 
the magnetic flux through a horizontal disc centred on the toka-
mak axis of symmetry, as in Ref. [33].
2.1. Kinetic equation
Dream implements the following model for the phase-space ad-
vection and diffusion:
A = AE + AC + AB + AS + AT , (8)
D = DC + DT , (9)
where AE describes acceleration in an electric field, AC collisional 
friction, AB the bremsstrahlung radiation reaction force, A S the 
synchrotron radiation reaction force and AT radial transport. Sim-
ilarly, DC denotes collisional momentum-space diffusion and DT
radial diffusion. The particle source is modelled as
S = Cava + S p, (10)
where Cava denotes the knock-on collision operator responsible for 
the runaway avalanche, and S p a particle source to model electron 
density variations, for example due to ion transport or ionization-
recombination.
In the following, we give explicit expressions for these terms 
in the bounce-averaged electron drift-kinetic equation, as imple-
mented in Dream. For the remainder of the paper, p = γ v/c de-
notes the relativistic momentum normalized to mec, with γ =
(1 − v2/c2)−1/2 denoting the Lorentz factor and v the speed. Other 
quantities are given in SI units, except temperatures which have 
the dimension of energy (the Boltzmann constant is kB = 1).
2.1.1. Electric field
The acceleration in the parallel electric field is described by the 
advection term
AE = −eE, (11)
with the non-vanishing bounce-averaged components{
ApE
} = −e {E‖ξ} ,{
Aξ0p
}


















Collisions are modelled with a test-particle Fokker-Planck oper-
ator consisting of the advection and diffusion terms
DC = me Tcoldγ νs p̂ p̂ + m2e c2
νD
2
p2(I − p̂ p̂),
AC = −νs p, (14)

















} = me Tcoldγ νs,{
ApC
} = −pνs. (15)
The collision frequencies νs and νD describe slowing down and 
pitch-angle scattering and, with the collision operator written in 
this form, support a Maxwell-Jüttner equilibrium distribution at 
temperature Tcold independently of their value. These test-particle 
collision frequencies are given by the sum of the contributions 
from different sources.
For collisions with free electrons, the collision frequencies are 
taken from the relativistic Coulomb Fokker-Planck operator [34]
νees = νc
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νc = 4π lneencoldr20c, (16)
where K2 is the second-order modified Bessel function of the sec-
ond kind and r0 = e2/(4πε0mec2) the classical electron radius. 
Here, ncold and Tcold refer to the density and temperature of the 
Maxwellian component of the electron distribution, around which 
the collision operator has been linearized.
Ion collisions, assumed to be against infinitely massive targets, 
















ln(1 + hki ),
gi = 23 (Z
2
i − Z 20i) ln(1 + (āi p)3/2)
− 2
3







where the sum is taken over all ion species (and charge states) in 
the plasma, Zi denotes their atomic number and Z0i the charge 
number. The ad-hoc matching parameter k = 5, and āi is an 
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evaluated using the recommended formula āi =
(3/2α)(π/3)1/3(Zi − Z0i)2/3/Zi , with α ≈ 1/137 the fine-structure 
constant, in the absence of tabulated values. The ionic mean-
excitation energy Ii is calculated using tabulated values from 
Ref. [36] or extrapolated using their proposed 2-parameter for-
mula1 for Zi > 18. The Coulomb logarithms are modelled using
lnee = ln0 + 1
k
ln[1 + [2(γ − 1)/p2T e]k/2],
lnei = ln0 + 1
k
ln[1 + (2p/pT e)k], (18)










with the free-electron density nfree = ∑i Z0ini , pT e =√
2Tcold/mec2 is the normalized thermal momentum and k = 5
is a matching parameter analogous to the one appearing in (17).
2.1.3. Radiation reaction force
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ln2(γ + p) − 4
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AB = −νBs p,
where effects of straggling [38] and screening are ignored.
Synchrotron emission due to the electron gyromotion around 
the magnetic field line is accounted for using the advection term
AS = − 1
γ τS
[









where p⊥ = p − B · p/B denotes the perpendicular momentum. 


























where τS,min = τS(B = Bmin).
2.1.4. Avalanche source
Avalanche generation is modelled using the Rosenbluth-













γ + 1 , (22)
1 We adopt the values DN = D14 for N = Zi − Z0i > 14 and I0Z = 10Z for the 
parameters D N and I0Z which appear in equation (8) of Ref. [36].4
where nre is the density of runaway electrons and ntot = ∑i Zini
denotes the total density of electrons (free and bound). The inclu-
sion of bound electrons in this source term provides an approxi-
mation for the energy spectrum of electrons created via ionization, 
which is valid when the energy of the created electron is much 
greater than the binding energy of the ion [39]. The conservative 
discretization of this source is detailed in section 4.2.
2.1.5. Radial transport
Radial transport is captured by prescribing the contravariant ra-
dial coefficients Ar = (∂x/∂r) · AT and Drr = (∂x/∂r)(∂x/∂r) : DT . 
They can either be specified as arbitrary functions of (t, r, p, ξ0), 
or via a Rechester-Rosenbluth model representing diffusion in fully 







where (δB/B)(r, t) represents a normalized radial magnetic field 
fluctuation amplitude on the flux surface, Rm is the major radius of 
the magnetic axis, q = q(r) is the safety factor calculated from the 
dynamically evolved plasma current density, and the step function 
H equals unity for passing particles and zero for trapped:
H(ξ0) =
{
1, |ξ0| > ξT
0, |ξ0| ≤ ξT (24)
with ξT = √1 − Bmin/Bmax denoting the trapped-passing bound-
ary. Since the Rechester-Rosenbluth model describes parallel trans-
port along open field lines, trapped particles which bounce 
back and forth, will not undergo any net radial transport. The 




πqRmc(δB/B)2 v|ξ0| {ξ/ξ0}. The heat transport DW associated with 
this transport model is derived in Appendix B.1.
2.1.6. Particle source
In order to describe a time-dependent electron density due to 
ionization dynamics, an ad-hoc source term is added, of the form{
S p
} = S pδ(p), (25)
where electrons are created (or removed) with zero kinetic energy 
in the ion rest frame. The same source term is used for replacing 
radially transported fast electrons with cold electrons, required for 
quasi-neutrality to be maintained. The source amplitude S p(t, r)
is treated as an additional unknown quantity which is solved for 
non-linearly in the Dream equation system, under the constraint 






2.2. Three electron populations
Dream allows the electron distribution to be evolved using the 
full kinetic equation (1), which is the most accurate but computa-
tionally expensive approach. The code also supports the solution of 
simplified equations for the electron dynamics which often provide 
adequately accurate results at significantly reduced computational 
cost. These approximations will be described in this section, and 
are based on the fact that electron dynamics are qualitatively dif-
ferent on three, typically well separated momentum scales; the 
corresponding characteristic momenta are
1. The thermal momentum pT e ∼ 0.01 at which the ohmic cur-
rent, joule heating and many atomic-physics processes are 
dominant.
M. Hoppe, O. Embreus and T. Fülöp Computer Physics Communications 268 (2021) 108098Fig. 1. Illustration of the three kinetic regions defined in the fully kinetic mode. In 
this mode, the distribution function fhot describes both the cold (p < phot) and hot
(phot ≤ p < pre) electrons, while fre describes the runaway (p ≥ pre) electrons on a 
separate simulation grid.
2. The runaway critical momentum pc ∼
√
Ec/E‖ ∼ 0.1 at which 
the runaway generation rate is determined. In this region, elec-
trons that will be thermalized are separated from those run-
away electrons that are accelerated towards ultra-relativistic 
energies.
3. The acceleration region p ∼ ∫ eE‖ dt/mec ∼ 100 where the en-
ergy spectrum (and pitch distribution) of the runaway tail is 
set. The dynamics in this region determine the synchrotron 
and bremsstrahlung radiation emitted by a runaway beam, as 
well as the current decay rate during the runaway plateau.
In order to resolve each of these regions efficiently, as well as to 
allow flexibility in approximating parts of the electron dynamics 
(such as neglecting to resolve the energy spectrum of the runaway 
tail if only the generation rate is of interest), electrons in Dream
are split into three separate populations: cold, hot and runaway
(re) electrons which are, respectively, characterized by the densi-
ties 〈ncold〉, 〈nhot〉 and 〈nre〉. These three momentum regions, as 
well as the two associated electron distribution functions fhot and 
fre, are illustrated in Fig. 1. In the general case, these are distin-
guished only by labels on different phase-space regions, and the 
dynamics are purely governed by (1) for all momenta. In the sub-
sections that follow, we describe approximations to the electron 
kinetics in each of these three regions. An overview of the approx-
imations considered in this manuscript is given in Table 1.
2.2.1. Cold electrons
The Maxwellian component of the electrons, the cold popula-
tion, is characterized by the density 〈ncold〉, temperature Tcold and 
the parallel (ohmic) current density j . The density represents the 
density of all free electrons that are not labelled hot or runaway:
〈ncold〉 = 〈nfree〉 − 〈nhot〉 − 〈nre〉 , (27)
where 〈nfree〉 = ∑i Z0ini is the total number density of free elec-
trons, defined by the ion composition of the plasma, the sum taken Table 1
Summary of the approximations used in the fo
fluid, isotropic and superthermal modes, the cold
(here indicated with the density ncold and temp
the hot population varies between the models, b
distribution function fhot as the thermal electron
in the superthermal limit (superthermal), with an







over all ion charge states. The temperature is evolved according to 
a transport equation, to be described further in section 3.
The cold thermal component of the post-disruption plasma is 
not well-described by the bounce-averaged equation (1) due to its 
typically high collisionality, and in addition the test-particle colli-
sion operator employed in Dream is not adequate for resolving the 
ohmic current due to the lack of field-particle collisions. Therefore, 
the ohmic current is modelled according to
j
B
= σ 〈E · B〉〈
B2
〉 + δ jcorr
B
, (28)
where σ(ni, Tcold) denotes the parallel electric conductivity, and 
we implement the Sauter-Redl model [41] which accounts for 
neoclassical effects at arbitrary collisionality. The conductivity cor-
rection δ jcorr is an addition that is used to correct for transient 
currents when the thermal population is modelled kinetically (see 












− σkineq 〈E · B〉〈
B2
〉 , (29)
where the step function H is defined in (24), phot defines a thresh-
old momentum (typically temperature dependent, phot = 7pT e) 
separating cold from hot electrons, and σkineq represents the con-
ductivity supported by the kinetic equation (1) in a fully ionized 
plasma; in such plasmas, δ jcorr = 0 in steady state. The δ jcorr term 
therefore provides a correction to the neoclassical conductivity in a 
rapidly time-varying plasma and accounts for the effect of partially 
ionized impurities. By matching the Ohmic conductivity σkineq cal-
culated with the test-particle collision operator for Zeff ∈ [0, 50] to 








provides an accurate approximation, where σ0 is the Sauter-Redl 
formula in the collisionless limit.
2.2.2. Hot electrons
The hot electrons, described by a distribution function fhot, 
are modelled kinetically according to equation (1). They contribute 









ur main operating modes of Dream. In the 
 electrons are represented with a fluid model 
erature Tcold). Notably, the representation of 
eing represented either as part of the same 
s (fully kinetic), with a distribution function 
 energy distribution in the superthermal limit 
ctrons Hot electrons
(not modelled)∫
dξ0 fhot (v  vth)
fhot (v  vth)
fhot
M. Hoppe, O. Embreus and T. Fülöp Computer Physics Communications 268 (2021) 108098Fig. 2. Illustration of how the distribution functions fhot and fre are defined in the 
superthermal mode. In this mode, the hot electron distribution function fhot covers 
only the hot region which is extended to p = 0, while cold electrons are modelled 












where the two threshold momenta phot and pre differentiate hot 
electrons from cold and runaway electrons, respectively. There are 
two main modes of treating hot electrons in Dream: the fully 
kinetic mode where the full distribution function—including the 
thermal Maxwellian—is resolved kinetically on the grid, and su-
perthermal where only the non-Maxwellian part of the distribution 
is followed:
Fully kinetic. The full equation (1) is solved, in the form presented 
in section 2.1. Therefore, thermal electrons are resolved kinetically 
alongside hot electrons in the distribution function fhot as illus-
trated in Fig. 1, since the collision operator is density conserving 
and drives the solution towards a Maxwell-Jüttner distribution at 











corresponding to the density of electrons having momentum less 
than the hot-threshold phot.
Superthermal. Only the superthermal electrons are resolved by tak-










in which case the kinetic equation will no longer support a 
Maxwellian equilibrium distribution, but instead acquires a par-
ticle sink at p = 0 since the advective particle flux limp→0 V ′ pνs
is finite. In this case, the hot-electron threshold is chosen to be 
phot = 0, meaning that all electrons in fhot are considered hot, as 
illustrated in Fig. 2. By the cold-density equation (27), the elec-
trons that are lost at p = 0 will be added to 〈ncold〉. In this mode, 
the conductivity correction δ jcorr in equation (29) is dropped since 
ohmic current is not resolved kinetically. This approach was pio-
neered in Ref. [6] for thermal quench simulations.
Isotropic. A further approximate form of the superthermal mode 
is supported by Dream, where the kinetic equation is analytically 
pitch-angle averaged based on an asymptotic expansion in which 
pitch-angle scattering is assumed to dominate the electron dynam-
ics. The procedure mirrors the approximations employed in the 6
calculation of the avalanche growth rate in ref. [8], but is gen-
eralized here to time-dependent situations which covers hot-tail 
formation. Details on the derivation of this reduced kinetic equa-
tion are provided in Appendix B.2, and the resulting expression is 
given by (B.15).
2.2.3. Runaway electrons
Runaways are described by the distribution function fre, which 
satisfies the same kinetic equation as the hot electrons fhot, but 
is defined on a separate grid spanning the interval p ∈ [pre, pmax], 
where the runaway threshold is typically chosen as pre ∼ 1, and 
the maximum resolved momentum is pmax ∼ 100. Note that the 
boundary pre for the runaway grid is distinct from the usual crit-
ical momentum for runaway pc sometimes used to define a run-
away electron in other codes. The runaway boundary pre used in
Dream is constant in the simulation and must be appropriately 
chosen by the user so that both the hot and runaway electron 
distribution functions can be well approximated numerically. As 
long as the numerical grid is sufficiently resolved, the choice of 
the boundary pre has no effect on the simulation results.
The reason for separating hot and runaway electrons is that 
the electron distribution in the hot generation region (p ∼ pc) 
is nearly isotropic, whereas in the runaway tail it can be ex-
tremely anisotropic. By utilizing a separate grid, resolution and 
discretization methods can be tailored to more efficiently resolve 
the runaway tail. Although the runaway electron distribution cou-
ples relatively weakly to the plasma evolution since they move 
with parallel velocities near the speed of light, the runaway distri-
bution is essential when coupling to synthetic radiation diagnostic 
tools [43,44] or when considering kinetic instabilities driven by the 
runaways [45,46].
Particle conservation is ensured by enforcing a boundary condi-
tion on fre at the lower p boundary





















using a method described in section 4.5, where Fhot/re denotes 
the particle flux through the shared p = pre boundary on the re-
spective kinetic grids, and (∂ 〈nre〉/∂t)fluid denotes the runaway 
generation rate due to sources that are not modelled kinetically 
on the hot grid. An example of such a source is Dreicer genera-
tion when using the superthermal mode, in which case the thermal 
Maxwellian is not resolved so that no electrons are available for 
Dreicer acceleration. The runaway density, corresponding to the 





















If the runaway electron distribution function is solved for, the 
transport term in equation (36) is replaced with a source term 
which is the momentum-space integral of the transport term in 
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itly evolved, the transport coefficients can instead be directly pre-
scribed as functions of only radius, or be integrated over mo-
mentum space in the manner described in Ref. [47]. The parallel 












The fluid runaway rate (∂ 〈nre〉/∂t)fluid depends on the kinetic 
model employed, and support is implemented for modelling run-
away generation due to Dreicer, hot-tail, Compton, tritium-decay 
and avalanche [13,48] depending on which equation terms are en-
abled. The fluid runaway models are described in Appendix C. If 
the hot grid is disabled altogether, the runaway distribution fre
can still be evolved using fluid models for the generation via the 
boundary condition (35). Likewise, if the runaway grid is disabled, 
runaway generation is still captured via (36) where transport co-
efficients Are and Dre can be imposed. In this case, the runaway 
current is instead determined by
jre
B
= ec 〈nre〉〈B〉 . (39)
If neither hot or runaway electrons are resolved kinetically, a fully 
fluid-like system is obtained, corresponding approximately to the 
model contained in the Go code [13,49,50], generalized here to 
account for effects of arbitrary axisymmetric toroidal geometry.
3. Background plasma evolution
Dream utilizes a test-particle collision operator for the elec-
tron dynamics, which refers to the Maxwellian electron component 
of the plasma as well as the ion composition. In order to close 
the equation system, equations governing the evolution of these 
quantities as well as the electric field must be introduced. In this 
section we describe the evolution of the background plasma and 
how it couples to the electrons.
Most equations for the background plasma can be written in 










− 〈Ar 〉 X + 〈Drr 〉 ∂ X
∂r
)]
+ 〈S〉 , (40)
which has a structure very similar to the kinetic equation (1), but 
only evolves the quantity X in the radial coordinate r. In addition, 
it has the spatial Jacobian V ′ instead of the full phase-space Jaco-
bian V ′ , and uses flux surface averages for its coefficients, defined 
by (5), instead of bounce averages. The similar structure is utilized 
when implementing the equations, as the discretized forms of the 
equations are near identical with only coefficients differing.
3.1. Ions
Ions are modelled by the densities n( j)i of each species i with 
atomic number Zi , and charge state j with charge number Z0 j , 
which are assumed to be uniformly distributed on flux surfaces. 





















+ R( j+1)i 〈ncold〉n( j+1)i − R( j)i 〈ncold〉n( j)i , (41)7
where I and R denote ionization and recombination rate co-
efficients, respectively, which are extracted from the OpenADAS 














vσ ( j)ion,i fhot/re, (42)
where the ionization cross-sections σ ( j)ion,i are taken as in Ref. [52], 
which extended the validity of the Burgess-Chidichimo model [53]
to relativistic energies, with the momentum integration limits 
taken as in section 2.2. Unlike the cited studies where model pa-
rameters were chosen from atomic data, Dream uses parameters 
which have been fitted to the OpenADAS ionization coefficients in 
the low-density (coronal) limit when the distribution is taken to 
be a Maxwellian for a range of temperatures, assuming that a sin-
gle shell dominates the ionization. This method provides a smooth 
transition between kinetic and thermal (fluid) ionization rate co-
efficients, improving numerical stability of the solver. If the hot 
electrons fhot or the runaways fre are not resolved kinetically, the 
contribution to the ionization rate from such electrons is neglected.
3.2. Temperature
The background electron temperature Tcold, which is assumed 
to be uniform on flux surfaces, is modelled via the evolution of 




























where the advection coefficient AW and diffusion coefficient DW
are either prescribed functions of time and radius, or derived from 
the particle transport model, as described in Appendix B. The cold 
electron density has been pulled out of the radial derivative, con-
sistent with the assumption that electrons cannot be transported 
independently of ions, in order to maintain quasineutrality. The 
collisional heat transfer to the cold population from hot and run-

































where we assume that hot and runaway electrons only deposit 
energy via elastic collisions with free cold electrons, thereby ne-
glecting energy transfer by electron impact ionization. The sum i
is taken over all ion species in the plasma, and it has been as-
sumed that different charge states of the same ion species have 
the same temperature so that only the total density ni = ∑ j n( j)i










0 j of each species i ap-
pears. The ion temperature evolves according to the thermal-
energy equation





Q i j + Q ie, (45)
where W i = 3Tini/2. The rate of energy loss L( j)i by inelastic 
atomic processes is modelled via
L( j)i = Lline + Lfree + W ( j)i (I( j)i − R( j)i ), (46)
where Lline is the radiated power by line radiation, Lfree by recom-
bination radiation and bremsstrahlung, and the last terms repre-
sent the change in potential energy due to excitation and recombi-
nation, with the rate coefficients as in equation (41). The ionization 
threshold W ( j)i is retrieved from the NIST database [54], and the 
other rate coefficients are taken from OpenADAS.
3.3. Current, electric field and poloidal flux


















V ′ 〈B · ∇φ〉 dr, (48)
where the loop voltage is given by V loop = 2π 〈E · B〉/ 〈B · ∇φ〉, 
and the generalized Ohm’s law for the system is given by jtot =
j + jhot + jre, where the total parallel current density jtot satisfies 
Ampère’s law















Note that ψ here is distinct from the poloidal flux appearing in the 
definition of the magnetic field (7). The latter is taken as a static 
parameter which specifies the magnetic geometry and enters into 
all bounce and flux surface averages, while the ψ of equation (47)
is a dynamically evolved quantity that sets the current profile evo-
lution. The magnetic equilibrium (i.e. shape of the flux surfaces) is 
therefore kept constant during a simulation.
The second term on the right-hand-side of equation (47), the 
hyperresistive term, acts to flatten the current profile due to mag-
netic field line breaking, while conserving the helicity content of 
the plasma [55]. The derivatives with respect to toroidal flux ψt
are taken at constant radius r. The helicity transport coefficient 
(t, r), which is allowed to be arbitrarily prescribed, can be esti-
mated e.g. by experimental observations of the temporal current 
spike and drop in the internal inductance in disruptions [56].
The boundary condition for the poloidal flux is modelled by in-
troducing ψedge = ψ(r = a) and ψwall = ψ(r = b), where a is the 
(low-field side mid-plane) minor radius of the plasma and b rep-
resents the radius of the conducting wall. The flux at the edge 
couples to that at the wall via an approximate edge-wall mutual 
flux inductance Mwe = μ0 Rm ln ba with Rm the major radius of the 
plasma, such that ψedge = ψwall − Mwe I p . The total toroidal plasma 
current is




V ′ 〈B · ∇φ〉 jtot
B
dr. (50)
The poloidal flux ψwall at the tokamak wall is evolved by
∂ψwall = V (wall)loop , (51)∂t
8
where the loop voltage V (wall)loop at the tokamak wall can be mod-
elled in two different ways, given as follows:
Poloidal flux boundary condition 1: Prescribed. The wall loop voltage 
is provided as a prescribed time-dependent input, and the initial 
condition for the wall poloidal flux is chosen as ψwall(t = 0) = 0.
Poloidal flux boundary condition 2: Self-consistent with circuit equa-
tion. The wall loop voltage is modelled by assuming an external 
inductance Lext = μ0 Rm ln(Rm/b) and a wall resistivity Rwall such 
that the characteristic wall time is τwall = Lext/Rwall. Then, the wall 
loop voltage is defined as
V (wall)loop = Rwall Iwall, (52)
where the wall current Iwall is given in terms of the external in-
ductance as
ψwall = −Lext(I p + Iwall). (53)
4. Numerics and implementation
The main part of the codebase constituting Dream is written in 
C++, with a rich interface written in Python. The C++ code is di-
vided into two libraries that contain all routines necessary for set-
ting up and running simulations, and one executable, which merely 
provides a thin command-line interface to the library routines. The 
difference between the two libraries is that one library contains 
lower-level routines for building finite volume stencils and inter-
acting with the sparse linear algebra library PETSc [57,58], while 
the other library contains code for the physical models available, 
for initializing simulations, as well as for evolving the equation 
system in time.
In this section we will describe the details of the implemen-
tation, particularly the time, space and momentum discretizations 
used, but also the special boundary condition used to connect the 
hot and runaway electron kinetic grids. We end the section with a 
discussion about the performance of the code as well as some spe-
cial methods that are used to improve performance of the code.
4.1. Finite volume discretization
To preserve the integral of the evolved quantities, we discretize 
equation (1) using a finite volume method [59]. This involves di-
viding the computational grid into Nr × Np × Nξ cells with center 
values denoted using integer indices (i, j, k) (henceforth referred 
to as the distribution grid), and points on the cell faces denoted 
with half integers, e.g. (i − 1/2, j, k) (referred to as the flux grid). 
In Dream, grids are defined by specifying the edge points zm1/2 and 
zmNm+1/2 of each flux grid along with the cell widths z
m
i so that 
the flux and distribution grid points are distributed according to






When evaluating second derivatives it is also useful to introduce 
the distribution grid spacing
zmi+1/2 = zmi+1 − zmi . (55)
Next, the Fokker–Planck and transport equations (1) and (40), 
are averaged separately over each cell volume, resulting in a set of 
coupled equations for the average value of X in each cell. By us-
ing a central difference approximation for phase-space derivatives, 
and an Euler backward scheme for time derivatives, the discretized 
form of equation (1) becomes













































where l is the time step index and the notation im ± N indicates 
that N should be added to/subtracted from the index of the m’th 
phase space coordinate, zm . The discretized form of equation (40)
is almost identical. Since the advection and diffusion fluxes are 
evaluated on cell faces, the flux into any given cell on the compu-
tational grid will also be exactly the flux out of adjacent grid cells. 
This guarantees exact conservation of the integral of the quantity 
X within machine precision, in the absence of sources and edge 
losses.
4.1.1. Discretization of advection terms
The main difficulty of evaluating advection terms comes from 
the fact that the quantity X must be evaluated on a cell face 
rather than in the center of the cell, where it is actually com-
puted. To do so we must interpolate in X based on its value in 
adjacent cells and many possible interpolation schemes could be 
used to this end. However, choosing the interpolation scheme with 
care can provide benefits such as improved stability of the numer-
ical scheme as well as the preservation of monotonicity in X . In











k denoting a set of interpolation coefficients to be 
determined. The user can then select among a range of popu-
lar schemes, including linear schemes such as the simple centred 
(δ−1 = δ0 = 1/2, for uniform grids), first or second-order upwind 
schemes, the third-order quadratic upwind scheme [60], or non-
linear flux limiter schemes such as SMART [61], MUSCL [62], OS-
PRE [63] or TCDF [64]. The nonlinear schemes are designed to 
preserve positivity of the solution. The flux limited schemes are 
upwind-biased, and for positive flow (Aim−1/2 ≥ 0) can be ex-
pressed as
δ−2 = −kφ(r),
δ−1 = 1 + kφ(r) (58)
k = xim−1/2 − xim−1
xim−1 − xim−2
,
r = (Xim − Xim−1)/(xim − xim−1)
(Xim−1 − Xim−2)/(xim−1 − xim−2)
.
The flux limiter function φ(r) determines which scheme is used. 
For negative flows (Aim−1/2 < 0), equation (58) is modified by mir-
roring all indices according to im + x → im − 1 − x and δk → δ−1−k . 
The OSPRE and TCDF limiters prescribe continuously differentiable 
φ, making them robust choices with attractive convergence prop-
erties in the Newton solver, whereas the other piecewise linear 9
schemes may sometimes fail to converge, but may provide higher 
accuracy.
4.1.2. Discretization of diffusion terms
The derivatives appearing in the diffusion terms in equation (1)
are conveniently also discretized using a central difference approx-





= Xin − Xin−1
znin−1/2
, (59)
which also ensures that monotonicity is preserved for X . Off-
diagonal diffusion terms require interpolation, and thus do not 









An alternative to the above manner for discretizing off-diagonal 
diffusion terms was given in [65] where the terms were rewritten 
as advection terms and combined with a flux limiter scheme to 
ensure the preservation of monotonicity.
4.2. Discretization of avalanche source
The cell average of the bounce-averaged avalanche source (22)
is evaluated according to


































where the θ integral is taken over all angles for which ξ(ξ j−1/2) <
ξ(pi) < ξ(ξ j+1/2), with ξ(ξ0) defined as in equation (3), ξ as 
defined in equation (22), and it has been assumed that nre/B is 
constant on flux surfaces (consistent with the assumption that run-
aways have ξ = 1 in the derivation of the local source function). 
Equation (61) is equivalent to equation (20) in Ref. [66]. We intro-
duce a cutoff γcut such that, if γi−1/2 < γcut < γi+1/2, we replace 
γi−1/2 = γcut, and we set the source to 0 for γi+1/2 < γcut. Defined 





















1 + p2max, and pmax denoting the maximum mo-
mentum resolved on the grid. This expression agrees with an exact 
integration of (22), independently of grid resolution.
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As described in section 4.1, Dream uses an Euler backward (im-
plicit) time discretization. All quantities on the right hand side 
of (56) should therefore be evaluated at time t = tl+1, the same 
time for which a solution to the equation system is sought, thus 
requiring the nonlinear system to be solved iteratively. In Dream, 
a standard Newton’s method is used. By moving all terms in (56)
to the same side of the equality we obtain a system of coupled 
equations in homogeneous form which we denote with the oper-
ator F . By also denoting the vector of unknowns at time tl+1 by 






In Newton’s method we then linearize F around the true solution 
and obtain the iterative scheme









where the index i indicates the Newton iteration and J−1 de-
notes the inverse of the Jacobian of F . The Jacobian is constructed 
based on analytical expressions for all equations, although some 
derivatives are approximated or even neglected altogether for sim-
plicity and to ensure the sparsity of the Jacobian matrix. Notably, 
since the kinetic equation is relatively insensitive to the ion charge 
state distribution, a net performance gain is typically obtained by 
neglecting the ion Jacobian in the kinetic equation. Also, the ad-
vection interpolation coefficients (57) can be set to a linear upwind
scheme in the Jacobian, even if a flux limiter method is used in the 
evaluation of the residual F ; the computational gain by reducing 
the number of non-zeros in the Jacobian can sometimes offset the 
additional iterations needed by the Newton solver to reach conver-
gence.
An alternative approach to solving (63), suitable for linear sys-
tems and nonlinear systems which vary slowly in time, is obtained 
with a so-called linearly implicit or semi-implicit time discretization. 
With this scheme, the equation system (56) is linearized in time so 














where M(x(l)) is a matrix operator representing the differential op-
erators and coefficients in (56), and S(x(l)) is a vector representing 
the sources S in the same equation. In contrast to the Newton’s 
method described above, M and S are here to be evaluated at the 
current time tl instead of at the time for which the solution x(l+1)
is sought. As a result, a solution for equation (63) can be obtained 
using only a single matrix inversion, instead of a series of repeated 
inversions as required by the Newton method.
Both the linear and nonlinear solver options are available for all 
combinations of equations in Dream, allowing the user to easily 
switch between the two to compare performance and accuracy. To 
avoid duplicating implementations, the matrix M and the residual 
F are both built using the same routines, which receive a function 
pointer that is used to set a single element of M, or add to a single 
row of the residual F .
4.4. Convergence condition
The Newton iteration (64) should be terminated once the so-
lution x(l+1)i+1 is sufficiently close to the true solution x
(l+1)
 . This 
is typically done by evaluating an appropriate norm of the New-
ton step x(l+1)i+1 = x(l+1)i+1 − x(l+1)i . This method is applied in Dream
as well, but since the unknown vector x is a combination of all 10the unknowns of the equation system, we calculate the norm sep-
arately for each unknown quantity. To each unknown Xn(r, p, ξ0)
we assign a pair of absolute and relative tolerances, εabsn and εreln
respectively, and demand that∥∥∥X (l+1)n,i+1 − X (l+1)n,i ∥∥∥2 ≤ εabsn + εreln
∥∥∥X (l+1)n,i+1∥∥∥2 , (66)
be satisfied for every unknown of the equation system Xn in order 
for the solution to be accepted. The norm is taken to be the 2-
norm of the solution vector corresponding to Xn .
By default, the relative tolerance is set to εreln = 10−6 for all 
unknowns Xn . The absolute tolerance, on the other hand, is dis-
abled for most quantities (i.e. εabsn = 0), with the exception of the 
runaway density nRE and current jRE, for which the absence of an 
absolute tolerance can sometimes cause the Newton solver to di-
verge.2 We set the absolute tolerance for nRE to εabsnRE = 10−10 by 
default, and for jRE to εabsjRE = ecεabsnRE .
4.5. Treatment of fluid-kinetic boundary conditions
One of the novel features of Dream is the ability to seamlessly 
evolve different energy regions of the electron population using ei-
ther fluid or kinetic models. The connection between the different 
energy regions is handled using specialized boundary conditions 
on the kinetic grids, and source terms on the fluid grids. Two par-
ticularly interesting use cases are when a runaway electron distri-
bution function is included in an otherwise pure fluid simulation, 
as well as the case where two separate distribution functions are 
used to model the hot and runaway regions of the electron popu-
lation.
4.5.1. Fluid runaway sources on kinetic grids
The use of a separate distribution function fRE for the runaway 
region in Dream makes it easy to resolve the high-energy runaway 
electron distribution function in simulations which otherwise only 
evolve fluid quantities. In such simulations, the electron population 
is split into a (free) thermal electron density ncold and a runaway 
density nRE. The production of runaway electrons is modelled using 
fluid generation rates, according to equation (36), with Fhot = 0, 
which move particles from the thermal population to the runaway 
population.
When the runaway electron distribution function is included in 
such a simulation, the particles that are moved to the runaway 
density nRE must also be introduced to the runaway distribution 
function fRE. In reality, the details of how the particles should 
be introduced depend on the physics of the runaway production 
mechanism, but for the purpose of obtaining a lightweight fluid-
kinetic model we introduce particles in the cell corresponding to 
(p, ξ0) = (pmin, sign(E)). This choice of source term is motivated by 
the fact that the newly introduced runaway electrons will gener-
ally be rapidly accelerated to even higher energies in the runaway 
electron distribution function, and thus move close to the ξ0 = ±1
boundary anyway. The final form of the distribution function is 
generally not set by the kinetic details of the runaway source term, 
but rather by effects such as pitch-angle scattering, electric field 
acceleration, synchrotron emission etc. which are all included fully 
kinetically in this simulation mode. It is only the kinetic details of 
how particles cross into the runaway region which are not resolved 
in this mode.
2 This is related to approximations in the Jacobian for nRE which causes the New-
ton solver to eventually oscillate around the true solution nRE = 0 at a level which 
is physically insignificant.
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The separation of the electron distribution function into a hot 
region and a runaway region can have significant computational 
advantages. The hot electron distribution function is often close 
to isotropic while varying rapidly with momentum, thus requir-
ing only a few grid points in pitch ξ0, but potentially a large 
number of grid points in momentum p. The runaway electron dis-
tribution function, on the other hand, is typically aligned close to 
ξ0 = sign(E) with a long, slowly varying tail in momentum. It thus 
often requires careful placement of pitch grid points, while only a 
handful of grid points in momentum may be necessary.
To handle the flow of particles between the hot and runaway 
electron distribution functions, a boundary condition connecting 
grid cells on both sides of the interface between them is intro-
duced, as illustrated in Fig. 3. Since the two distribution functions 
may be defined on grids with widely different resolutions, care 
must be taken to ensure that the number of particles are con-
served when electrons enter the runaway grid and vice versa. The 
boundary condition connecting the two grids is therefore based on 

















V ′hotN p+1/2, jξ j J ,
(67)
where (p),RE and (p),hot denote the particle fluxes into the run-
away grid and out of the hot grid, respectively, and the extent 
ξ j J by which the cells overlap in ξ0 is













By requiring the flux of particles to be locally conserved as in (67), 
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= DhotN p+1/2, j
f hotj − f̂ RE1, j
pRE1/2 − photN p+1/2
,
(69)
with the averaged runaway distribution function
f̂ RE1, j = f REJ j +
(
ξhotj − ξREJ j−1




where J j denotes the smallest integer such that ξREJ j ≥ ξhotj . The 
interpolation coefficients δ(1)j should be chosen as to minimize the 
risk of spurious oscillations on the grid boundary, and are therefore 





1, if F hotN p+1/2, j ≤ 0,
0, otherwise.
(71)









11Fig. 3. The hot (black) and runaway electron (red) kinetic grids are independent of 
each other but should allow for particles to flow freely between them. (For inter-
pretation of the colours in the figure(s), the reader is referred to the web version of 
this article.)
Note that the advection and diffusion coefficients F hotN p+1/2, j and 
DhotN p+1/2, j appear in the expressions for the fluxes on both the hot 
and runaway electron grids. To conserve particles it is necessary to 
use exactly the same coefficients for both grids.
5. Tests & benchmarks
A number of tests have been implemented for Dream in or-
der to verify the correctness of both the individual modules in 
the code, and the overall physics modelled. For the latter, bench-
marks against results in the published literature have been per-
formed and in this section we present the results of three such 
benchmarks. The first two tests verify that the plasma conductivity 
and Dreicer runaway rates are accurately computed by compar-
ing Dream simulations to simulations with the 2D Fokker–Planck 
solver Code [27,28], and primarily validate the Fokker–Planck col-
lision operator used. Code only simulates homogeneous plasmas, 
but uses the same test-particle collision operator as Dream, al-
beit with a finite difference discretization in momentum and a 
Legendre polynomial decomposition in pitch. The third test is to 
reproduce the tokamak disruption simulations in [13], which were 
carried out with the 1D fluid code Go [67,49,68].
5.1. Conductivity
A typical method for validating Fokker–Planck collision opera-




= C { f } , (73)
arising in the presence of a parallel electric field E‖ , where C is 
the collision operator, including collisions between electrons and 
electrons, as well as electrons and ions. In the weak electric field 
limit (E‖  Ec, with Ec the critical electric field for runaway [3]) 
the current density j carried by the distribution function f will 
be proportional to E‖ , with constant of proportionality σ , i.e. the 
conductivity of the plasma at the given temperature and effective 
charge. By solving equation (73) for f , and by extension the cur-
rent density j, we can obtain the plasma conductivity from the 
relation σ = j/E‖ .
In Fig. 4, the conductivity has been calculated with Dream
(crosses) in the fully kinetic mode at a few different temperatures 
and plasma charges, and is compared to the conductivity as cal-
culated with Code (solid lines). Both codes implement the fully 
relativistic test-particle collision operator of Ref. [69]. The values 
calculated with Dream are within less than 0.3% of those calcu-
lated with Code, indicating that the collision operator is correctly 
implemented.
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and with Dream (crosses) at a few different temperatures T and effective plasma 
charges Z . All calculated conductivities match to within 0.3%.
Fig. 5. Comparison of the runaway rate as calculated with Code (circles), with
Dream (crosses) and using the formula given in [3] (solid lines). The dimension-
less variable Ē = (E − 2Ec)/(0.04ED − 2Ec) is introduced so that Ē ∈ [0, 1] covers 
the region of E in which the runaway generation is mild to modest, and the lin-
earized collision operator is valid. The Code and Dream runaway rates match to 
within 3.5%.
5.2. Runaway rate
Another quantity of importance to the physics studied in Dream
is the so-called Dreicer runaway electron generation rate obtained 
in a Zeff = 1 plasma when increasing E‖ in the test above to 
E‖ > Ec [3]. In the fully kinetic mode, the number of runaway 
electrons nre is then defined as the number of particles with 
momentum p ≥ pre, where the runaway boundary is chosen as 
pre = 20
√
2T /mc2 with T the electron temperature, and the run-
away generation rate is taken as γ = ∂nre/∂t . Fig. 5 shows the 
primary runaway rate as calculated with Dream (crosses) and Code
(circles). The solid lines are calculated with the formula given 
in [3]. The x axis ranges from E‖ = 2Ec to E‖ = 0.04ED—where 
ED denotes the Dreicer electric field [2] at which all electrons 
run away—corresponding to marginal and strong runaway electron 
generation respectively. The Dream and Code runaway rates match 
to within 3%.
5.3. GO ITER simulations
To validate the coupled physics of Dream we will now present 
a comparison between Dream and the simulations of ITER-like 
disruptions conducted in [13]. In ref. [13] the effect of inject-
ing impurities in the plasma on the maximum runaway current 
in a standard ITER scenario was studied using the 1D fluid code
Go [67,49,68]. The Go code can be considered a predecessor of 
the fluid mode in Dream and uses similar models for the back-
ground plasma evolution. Using the fluid model, as described in 
section 2.2.3, with a cylindrical radial grid in Dream, the two codes 12Fig. 6. Comparison of (a) the time evolution of the total plasma current, and (b) 
maximum runaway current density profiles obtained with Dream (black/blue) and
Go (red). In (a), the black curves show total plasma current, while blue curves show 
the runaway current component. In (b), the black curve indicates the initial current 
density profile.
Table 2
Amount of material injected in the ITER simulations described in section 5.3.
Case Deuterium (1020 m−3) Neon (1020 m−3)
Case 2 3 0.03
Case 3 40 0.08
Case 4 7 0.08
should simulate approximately3 the same physics. While bench-
marking the two codes it was discovered that some of the simu-
lations in [13] were slightly under-resolved with respect to time. 
While it does not lead to any qualitative differences, for this com-
parison we have re-run the Go simulations with improved time 
resolution.
Fig. 6 shows a comparison between the plasma currents and 
current densities obtained for cases 2, 3 and 4 in [13]. All three 
cases have the same temperature, main ion density and pre-
disruption current density profiles, and only differ in the compo-
sition of the injected material. In all cases a mixture of neutral 
deuterium and neon is injected and is added instantaneously to 
the plasma, distributed uniformly across radii. The amount of ma-
terial injected in the different cases is summarized in Table 2.
In all three cases considered, Dream closely reproduces both 
the total and runaway plasma currents in both the thermal and 
current quench phases of the disruptions, as well as the maximum 
runaway current density. The small deviations between the sim-
ulation results are explained primarily by the use of somewhat 
improved models for the critical electric field Eeffc in Dream.
6. Comparison of electron models
To demonstrate some of the main features of Dream we will 
now examine two separate disruptions in a toroidal plasma with 
parameters representative of ASDEX Upgrade [70–72]. In sec-
tion 6.1 we first describe the general parameters used for all 
simulations and briefly recall the differences between the electron 
3 Note, that the models for the runaway rate and Eeffc used in Go have been 
replaced with generalized versions in Dream, according to the expressions given 
in Appendix C.
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Fig. 7. Parameters for the baseline scenario, which is used in all the simulations of section 6. (a) Magnetic field flux surfaces (gray), with the plasma boundary shown in 
blue and vessel wall in red. (b) Initial electron density. (c) Initial electron temperature. (d) Initial plasma current density profile, normalized to the central current density 
j0 = 1.52 MA m2.Table 3
Magnetic field and vessel parameters used in the simu-
lations of section 6.
Parameter Value
Major radius Rm 1.65 m
Minor radius a 0.5 m
Wall radius b 0.55 m
Elongation at edge κ(a) 1.15
Toroidal magnetic field B0 2.5 T
Initial plasma current Ip,0 800 kA
models of Dream. Sections 6.2 and 6.3 then discuss the results and 
performance of each of the electron models.
6.1. Baseline simulation setup
All simulations of this section are conducted in an elongated 
ASDEX Upgrade-like plasma with magnetic field and vessel param-
eters as shown in Table 3. Fig. 7a shows the corresponding flux 
surfaces along with the plasma boundary (black) and conducting 
vessel wall structure (red). The flux surfaces are slightly elongated 
with a linearly varying elongation profile κ(r) = 1 + 0.15r/a. In 
Fig. 7b-d radial profiles of the initial electron density, tempera-
ture and current density are shown. The electron density is nearly 
uniform, close to ne,0 = 2.6 × 1019 m−3, while the electron tem-
perature is peaked at Te,0 = 5.8 keV on the magnetic axis and 
decreases towards 60 eV near the edge. The plasma current den-
sity is j(r) = j0[1 − (r/a)4]3/2, with j0 = 1.52 MA/m2 chosen to 
give the desired total initial plasma current Ip,0 = 800 kA.
In the following sections we will insert a combination of neu-
tral deuterium and neutral argon into the plasma outlined above. 
The material is assumed to be instantly distributed uniformly 
across the plasma. Using four different electron models, we fol-
low the evolution of the plasma using as it cools down due 
to radiation losses as well as a prescribed diffusive heat trans-
port, according to (43), with DW = 4000 m2/s in section 6.2 and 
DW = 1000 m2/s in section 6.3. The four models used are the 
fully kinetic, the superthermal and the isotropic models described 
in section 2.2.2, as well as a fluid model similar to the one used 
in the Go code [13,49,50], which we briefly commented on in 
section 2.2.3. The main differences between these models can be 
briefly summarized as follows: in the fully kinetic model, both cold 
and hot electrons are modelled kinetically while runaway electrons 
are modelled as a fluid; in the superthermal model, only hot elec-
trons are modelled kinetically, while cold and runaway electrons 
are modelled as fluids; the isotropic model makes the same as-
sumptions as the superthermal model, but uses an angle-averaged 
kinetic equation and evolves only the energy distribution of the 13Table 4
Typical wall clock times for the simulations conducted in section 6 on an Intel Xeon 
desktop computer with a total of 2 800 time steps.
Model Nr × Nξ × N p Wall time
Fluid 15 × 1 × 1 25 seconds
Isotropic 15 × 1 × 80 1 minute 40 seconds
Superthermal 15 × 68 × 80 1 hour 7 minutes
Fully kinetic 15 × 68 × 140 4 hours
hot electrons; in the fluid model, only thermal bulk and runaway 
electron populations are followed, both as fluids.
Another important difference separating the fully kinetic/fluid
and superthermal/isotropic models is the treatment of the cold elec-
tron temperature, Tcold, which is used both in the test-particle 
collision operator and in the ion rate equations (41). In all mod-
els the temperature is evolved according to equation (43), and the 
electron distribution is initialized at equilibrium with the tempera-
ture of the hot initial plasma. In the fully kinetic and fluid models—
which do not distinguish between cold and warm electrons—the 
temperature Tcold starts at the initial warm plasma temperature, 
and rapidly falls as cold impurities are inserted in the plasma. In 
contrast, in the superthermal and isotropic models, Tcold starts at 
almost zero, corresponding to the temperature of the injected im-
purities. The injected electrons will promptly form a Maxwellian at 
a significantly lower temperature than that of the pre-disruption 
plasma, and the hot electrons will predominantly slow down in 
free-free collisions with this cold Maxwellian. Because of these dif-
ferences, the fully kinetic and fluid models can be expected to agree 
relatively well, while the superthermal and isotropic models could 
be expected to differ from the former two in some cases.
The cooling-down process occurring as impurities are injected 
into the hot plasma leads to an inherently non-linear evolution 
for the distribution function as it transitions from containing two 
Maxwellian electron populations—the injected electrons at a very 
low temperature and the initial bulk electrons at a warm, but 
gradually cooling, temperature—into a state dominated by a sin-
gle Maxwellian electron population. As illustrated in Table 4, the 
superthermal and isotropic models provide a computationally effi-
cient way of capturing some of this dynamic without resorting to 
a fully non-linear collision operator.
6.2. Full-conversion scenario
In this scenario we initiate the plasma as described in sec-
tion 6.1 and insert neutral deuterium and argon with radially uni-
form densities nD = nAr = 2.6 × 1019 m−3 at t = 0. As shown in 
Fig. 8, the resulting temperature and current dynamics are very 
fast, with much of the thermal quench completing in about one 
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rent (solid) and runaway current (dashed) in the full-conversion scenario.
hundred microseconds. Due to the rapid cooling, a significant frac-
tion of electrons remain hot at the onset of the current quench, 
leading to a seamless conversion of ohmic current into superther-
mal and then runaway current via the hot-tail mechanism. By the 
end of the current quench, almost all of the original current has 
been converted into runaway current in all three models.
Some differences are observed in the evolution of the tem-
perature and total runaway current in the fully kinetic/fluid and 
superthermal/isotropic models, although the total plasma current 
reached is almost exactly the same in all cases. Note that the tem-
perature shown for the superthermal and isotropic models is that 
of the cold injected electrons, while the temperature shown for 
the fully kinetic and fluid models is that of the (initially warm) 
bulk electrons. The main reason for the differences in temperature 
evolution is the electron-ion heat exchange Q ij in equation (44), 
which explicitly depends on the relative temperature difference 
between electrons and ions. Since the initial value of Tcold differs 
in the four models, so does the heat transferred from the ions to 
the electrons, and hence also the detailed evolution of Tcold. The 
fact that the runaway currents still agree well is due to the thermal 
quench being rapid in all models, which leads to the formation of 
a significant hot electron population that is eventually accelerated 
and runs away.
Fig. 9 illustrates the evolution of the current carried by the dis-
tribution functions in the superthermal and fully kinetic models. In 
the former, the ohmic current is obtained from Ohm’s law (as in 
equation (28)) and the distribution function only carries superther-
mal current, while in the latter the distribution function also con-
tains the thermal bulk electrons, and thus also carries ohmic cur-
rent (seen as a sharp peak near p = 0 in Fig. 9b). During the cur-
rent quench, the remaining superthermal electrons—which carry 
a significant fraction of the total current—are accelerated to even 
higher momenta and run away. The absence of the thermal bulk in 
the superthermal model permits the momentum grid resolution to 
be nearly halved, making the superthermal model computationally 
efficient while accurate in capturing the hot-tail formation.
6.3. Slow disruption scenario
In this scenario we initiate the plasma as described in sec-
tion 6.1 and insert neutral deuterium and argon with radially uni-
form densities nD = 5.2 × 2020 m−3 and nAr = 5.2 × 1018 m−3
respectively at t = 0. The resulting disruption occurs over a rela-
tively long time, with the current quench lasting for up to 4 ms, 
depending on the model used, as shown in Fig. 10b. As in sec-
tion 6.2, the temperature shown in Fig. 10a for the superthermal14Fig. 9. Time evolution of the ξ -averaged contribution to the parallel current from 
(a) the hot electron distribution function fhot(r, p, ξ) in the superthermal model, 
and (b) from the electron distribution function f (r, p, ξ) in the fully kinetic model. 
The latter contains both the ohmic (seen as a large peak near p = 0) and the hot 
electron current.
Fig. 10. Time evolution of (a) cold electron temperature at r/a = 0.17, (b) plasma 
current (solid) and runaway current (dashed) in the slow disruption scenario of 
section 6.3.
and isotropic models is that of the cold injected electrons, while 
the temperature shown for the fully kinetic and fluid models is that 
of the (initially warm) bulk electrons. In contrast to the scenario 
of section 6.2, this scenario reveals significant differences between 
the different models used. The fluid and fully kinetic models mostly 
agree with each other, as do the isotropic and superthermal models, 
but when comparing the superthermal and fully kinetic models—the 
two most advanced models—the final runaway currents are found 
to deviate by a factor of two.
The deviations between the fluid/fully kinetic and isotropic/
superthermal models in Fig. 10 are consequences of the self-
consistent plasma evolution, although the origin of the different 
evolutions can be traced to the disparate definitions of the tem-
perature used. Several terms and coefficients depend explicitly on 
the temperature Tcold, including the ion rate coefficients in equa-
tion (41), the collisional energy transfer term (44), and the radial 
heat diffusion term, and as such, differing dynamics are to be 
expected in the brief initial phase of the TQ when Tcold differs sig-
M. Hoppe, O. Embreus and T. Fülöp Computer Physics Communications 268 (2021) 108098Fig. 11. Electric field as a function of radius at a few times during the TQ phase in 
the scenario of section 6.3 using (a) the superthermal model, and (b) the fully kinetic
model. The large difference in initial temperature between the models results in a 
significantly slower electric field evolution in the fully kinetic model.
nificantly between the two groups of models. However, it is only if 
one or more of these temperature-dependent terms are dominant 
during the early TQ phase that the final runaway current should be 
significantly impacted. In the scenario of Fig. 10 it turns out that 
the radial heat diffusion term plays an important role in the fluid
and fully kinetic models early during the TQ, causing the Tcold pro-
file to be flattened. This in turn alters the behaviour of the electric 
field, which typically grows rapidly in response to the decreased 
conductivity when the temperature drops.
With the fluid and fully kinetic models, the relatively strong ra-
dial heat diffusion causes the temperature to decrease rapidly in 
the centre of the plasma, but also to be slightly raised at outer 
radii. As a result, the remaining thermal energy is radiated away 
more slowly, allowing the ohmic current to be maintained for a 
longer time, and thus delaying the increase of the electric field. 
Fig. 11 shows the electric field evolution in the superthermal and 
fully kinetic models during this early phase of the disruption. The 
strong electric fields during the early phase of the disruption leads 
to a significant conversion of hot electrons to runaways. In the fully 
kinetic case, Fig. 11b, the slower electric field evolution does not 
allow for as many hot electrons to be immediately converted into 
runaways, but partially compensates for this later on during the 
disruption by driving more production of runaways through the 
avalanche mechanism. The increased avalanche generation in the 
fully kinetic model is however not sufficient to fully compensate 
for the early hot-tail generation in the superthermal model.
The deviations between the fluid and fully kinetic models, as 
well as the isotropic and superthermal models, stem almost entirely 
from the differences in how the hot-tail generation is modelled. 
Both the fluid and isotropic models utilise approximations to the 
Fokker–Planck treatment of the hot-tail mechanism used in the 
superthermal and fully kinetic modes. As a result, the number of 
runaway electrons generated via the hot-tail mechanism is slightly 
over- and underestimated, respectively, in the fluid and isotropic
modes.
Finally, a comment on the physics fidelity of the four consid-
ered models is due. The fluid and isotropic models are direct ap-
proximations of the more advanced models and are less reliable, 
although the results here suggest that their results for the tem-
perature and current evolution are reasonably close to the more 
advanced kinetic models. As for the superthermal and fully kinetic
models, it is difficult to clearly state that one is more reliable than 
the other. The fully kinetic model uses a linearized collision oper-
ator and in the early phase of the thermal quench, the process 
may be inherently non-linear. When a large amount of impurities 15are injected, the electron distribution will briefly be constituted 
by two Maxwellians at different temperatures, which the fully ki-
netic model is not equipped to handle. The superthermal model, on 
the other hand, is derived with this exact situation in mind and 
therefore provides a better approximation of the processes. The 
superthermal model is however still an approximation to the full 
disruption physics, and its assumptions, e.g. that a large number 
of impurities are present, are not necessarily always well satis-
fied. To verify the hot-tail models considered here, a relativistic 
non-linear collision operator, as used in Refs. [29,73], coupled to a 
self-consistently evolving background plasma, is therefore needed. 
This will be considered in future work.
7. Summary
The main purpose of the Dream code is to model the self-
consistent plasma evolution and runaway electron generation dur-
ing a tokamak disruption. The output is the evolution of the tem-
perature, densities of the different particle species and poloidal 
flux (which sets the evolution of the current density) as well as the 
electron distribution function. The temperature evolution includes 
ohmic heating, radiated power using atomic rate coefficients, col-
lisional energy transfer from hot electrons and ions, as well as 
dilution cooling. The poloidal flux evolution includes the option to 
model rapid current flattening associated with fast magnetic recon-
nection events, via a helicity-conserving hyperresistivity term. The 
fluid quantities are solved on a one-dimensional flux-surface av-
eraged grid, and the kinetic equation for the electron distribution 
is solved in a three-dimensional (1D-2P) bounce-averaged formu-
lation.
The ability to treat electrons at various degrees of sophistication 
is one of the more novel contributions of Dream. The physics of 
tokamak disruptions typically involves multiple temporal and spa-
tial scales, and so far often required comprehensive and computa-
tionally expensive simulations involving both fluid and full kinetic 
physics. By separating the electrons into cold, hot and runaway 
populations, and evolving the cold and runaway electrons using 
fluid models, Dream avoids resolving the usually uninteresting—
but computationally intensive—kinetic bulk and runaway tail dy-
namics. Furthermore, the possibility to evolve hot electrons using 
a pitch angle-averaged kinetic equation allows simulation times to 
be reduced almost to the level of pure fluid models while the elec-
tron hot-tail generation is still accurately captured.
Together with the comprehensive physics model, which reaches 
beyond previous efforts in kinetic disruption modelling, the code is 
equipped with several attractive numerical features including fully 
implicit time stepping of the full system, as well as a flux conser-
vative and positivity preserving discretization, which contributes to 
the robustness of the tool. Due to its flexibility and numerical effi-
ciency, Dream is suitable for extensive investigations of disruption 
and runaway physics.
Dream has been verified against both kinetic and fluid codes, 
and has been found to reproduce their results in the appropriate 
limits. As an application, two disruption scenarios were investi-
gated in an ASDEX Upgrade like tokamak, where the disruption is 
triggered by the injection of a combination of neutral deuterium 
and argon atoms. The full hierarchy of electron models was com-
pared: fully kinetic, superthermal, isotropic and fluid models, and 
reasonable agreement was found. The difference in simulation time 
between the fluid and kinetic simulations is more than two orders 
of magnitude.
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Appendix A. Magnetic field and evaluation of flux surface 
integrals
In an axisymmetric tokamak of major radius Rm, with ions uni-
formly distributed on the flux surfaces, the poloidal dependence 
of the coefficients of the transport equation (1) is naturally de-
scribed in terms of three independent quantities η1 = B/Bmin, 
η2 = R/Rm, η3 = |∇r|2, as well as the pitch-angle dependent 
variable η4 = ξ/ξ0 =
√
[1 − (1 − ξ20 )B/Bmin]/ξ20 . These have been 
introduced such that they all equal unity in a circular plasma, 
characterized by Rm = ∞, which simplifies solutions in this limit. 
The minimum magnetic field on a flux surface has been denoted 
Bmin(r) = min(
√
B(r, θ)2 | θ), with r a flux surface label.







evaluated with a Gauss-Legendre quadrature rule where the four 
independent angle-dependent quantities {ηn}4n=1 as well as the Ja-
cobian J = 1/|∇ϕ · (∇r × ∇θ)| are precomputed at the nodes θi , 
where N = 10 is found to typically be sufficient for relative errors 
< 10−4. For bounce integrals over trapped orbits, the integration 
limits θb1(ξ0) and θb2(ξ0) depend on pitch and the metric has an 
integrable singularity (∼ 1/
√
θ2b1,b2 − θ2) at the boundary, and a 
Chebyshev-Gauss quadrature is employed instead. In this case, the 
precomputed values must be separately evaluated on individual 
poloidal angle meshes for each trapped orbit, in contrast to passing 
orbits for which the same poloidal angle mesh can be reused.
The bounce-orbit metric V ′ contains a logarithmic singularity 
on the trapped-passing boundary ξ0 = ±ξT . In order to resolve 
these singular points, instead of using the midpoint rule to esti-
mate the cell average in the finite-volume methods, for cells con-
taining a singular point we instead carry out the pitch average
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dθ X(ξ, θ) (A.2)
as a double integral using the adaptive QAWS routine of QUAD-
PACK, which is designed for integrals with endpoint singularities. 
For brevity, we have not written out other arguments on which the 
integrand may depend.
Dream supports the use of an analytic up-down symmetric ge-
ometry where the flux surfaces are parametrized according to
x = R R̂ + zẑ,
R = Rm + (r) + r cos[θ + δ(r) sin θ],16z = rκ(r) sin θ,
R̂ = cosϕ x̂ + sinϕ ŷ,




∇ϕ × ∇r. (A.3)
Here, the Shafranov shift , elongation κ and triangularity δ
parametrize the shape of the flux surfaces, and G and the refer-
ence poloidal flux gradient ψ ′ref (that is left independent of the 
poloidal flux ψ , evolved dynamically in the equation system) de-
termine the strength of the toroidal and poloidal components of 
the magnetic field, respectively. In this geometry, the Jacobian J
and scale factor |∇r|2 are given by
J = κrR
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Appendix B. Kinetic equation
B.1. Heat transport due to fast-electron transport
The heat transport associated with the electron particle trans-
port is obtained by integrating the diffusive transport term of the 
kinetic equation with the diffusion coefficient (23) over a Maxwell-
Jüttner distribution function,

















where we do not keep the contribution from ∂ncold/∂r since elec-
tron density cannot be transported independently of the ions; the 
electron density profile is set by quasineutrality. As such, we as-
sume that the heat transport acts to flatten the temperature pro-
file. Therefore, the heat diffusion coefficient is given by the energy 















































































with the last line corresponding to the non-relativistic limit   1, 
retaining the leading-order relativistic correction.
B.2. Reduced kinetic equation
For the isotropic electron mode, described in section 2.2.2, a re-
duced form of the usual kinetic equation detailed in section 2.1
is used, analogous to Ref. [8]. To derive the reduced equation, 
we first introduce the ordering parameter δ and assume νD ∼ δ0
and E ∼ δ1, with all other terms being of order δ2. Writing f =
f0 + δ f1 +O(δ2) and grouping the kinetic equation by order in δ, 






















































































where in the last equation, Â p denotes the momentum advection 
that is not due to electric-field acceleration, and F ξ0 denotes the 
net pitch flux, which will not affect the final result. Solving the δ0
equation (B.6a) first yields the leading order solution
f0 = f0 (t, r, p) , (B.7)
i.e. f0 is isotropic. Substituting this into the next order equa-
tion (B.6b) and integrating the result over ξ0 from −1 to ξ0 yields






















1 − ξ2T , trapped,
1 − ξ20 , passing,
(B.9)
where the step function H was defined in (24). A solution for f1
can then be obtained by isolating ∂ f1/∂ξ0 and integrating over ξ0
once more, giving
f1 (t, r, p, ξ0) = −π p2 eV




















1 − ξ ′20
) . (B.10)
With f0 and f1 determined, we may now use the δ2 equa-
tion (B.6c) to obtain the final reduced kinetic equation. We first 17multiply both sides of equation (B.6c) by V ′ and integrate over all 
ξ0. Because of this, the pitch angle scattering term, as well as the 
ξ0 component of the electric field term, vanish due to the factors of 
1 − ξ20 which are zero at ξ0 = ±1. The slowing down and transient 



















































dξ0 = 4π p2 V ′,
(B.11)
while the electric field term becomes
2π







2ξ0 f1H (ξ0) =
= −π V













−h (ξ ′0) dξ ′0〈
ξ/ξ ′0
〉 (
1 − ξ ′20
)
(B.12)
where the expression (B.10) for f1 was substituted. After inter-
changing the order of integration, the ξ ′0 integral ranges over the 
passing region only due to the step function, while the ξ0 integral 
is recognized as half the function h(ξ ′0). Since we will then only 
evaluate h(ξ ′0) in the passing region, we may replace it by its ac-
tual value there, h(ξ ′0 ∈ passing) = 1 − ξ ′ 20 . Furthermore, since the 
integrand is even in ξ ′0 in the passing region, we may replace the 
integral with two times the integral ranging from ξT to 1:
(B.12) = −π V




1 − ξ ′20〈
ξ/ξ ′0








The electric field term, which was purely advective in the original 
kinetic equation, has now become purely diffusive after the aver-
aging procedure.
For the radial transport terms the ξ0 integral will only apply to 
the advection and diffusion coefficients, and so we can make use 
of the relation
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≡ 4π p2 〈X〉ξ ,
(B.14)
where in the next-to-last step we used that Bminξ dξ = Bξ0 dξ0. In 
what remains, we will use the notation 〈X〉ξ to denote the com-
bined flux surface and pitch average of a quantity X .
After the steps above, we obtain the final reduced kinetic equa-
tion by dividing all terms by 
∫



















































Here we have introduced DE as the momentum diffusion coeffi-
cient representing the electric-field acceleration, and the effective 








1 − ξ ′20〈
ξ/ξ ′0
〉 dξ ′0. (B.16)
Current density. The current density corresponding to the distribu-
tion evolved by the reduced kinetic equation can be calculated 
from equation (32). Since f0 is isotropic, f1 is the lowest-order 



























Just as for the electric field term, we interchange the order of in-
tegration in ξ0 and ξ ′0 and recognize that the ξ0 integral yields a 













An undesirable property of (B.18) is that it allows for the cur-
rent density to grow larger than ecne , which is the current density 
expected when all electrons travel at the speed of light along mag-
netic field lines. Exceeding this value may destabilize the solver, 
and so we adjust for this behaviour by smoothly matching the 
limit of all electrons travelling parallel to magnetic field lines, in 
which case the current density is given by
jiso,2 = 4πe sgn(〈E · B〉)
∫
dp vp2 f , (B.19)
B
18where sgn(x) denotes the sign function. The actual current density 
used in the simulation is then taken as the matched formula
j = jiso jiso,2√
j2iso + j2iso,2
, (B.20)
corresponding approximately to the smallest of the two approxi-
mations.
Appendix C. Runaway fluid formulae in general tokamak 
geometry
A widely used formula for the avalanche growth rate in a pure 
plasma was derived by Rosenbluth & Putvinski [8], accounting for 
geometric effects in a large-aspect-ratio tokamak. This formula has 
later been generalized to partially ionized plasmas [74,75], which 
has also been applied to runaway generation due to Compton scat-
tering and tritium beta decay [48,13]. Here, we present generalized 
fluid formulae for the runaway generation rate that extends the 
validity of previous work to axisymmetric tokamak geometry with 
shaped surfaces of arbitrary aspect ratio.
C.1. Analytic runaway rate from source function S
Runaway production mechanisms other than Dreicer and hot-
tail generation—such as large-angle collisions, beta decay of tri-
tium and Compton scattering—are typically modelled by a source 
function defined in the particle phase space S = S(t, x, p). A gen-
eral procedure for deriving the corresponding fluid runaway rate 
from such a source function follows from the ordering made in 
Appendix B.2 in the superthermal limit, where D pp is negligible. 
We also assume runaway formation to occur in quasi-steady state 
and that radial transport occurs on longer time scales, by order-
ing ∂/∂t ∼ Ar ∼ Drr ∼ δ3. Doing so casts the second-order equa-











f +DE ∂ f
∂ p
)]
+ 〈S〉ξ = 0. (C.1)
In the steady-state fluid picture, since 〈Ap〉ξ and DE become con-
stant in the limit v → c, the rate at which new runaway electrons 













Note that the purpose of the source function S in (C.1) is to cre-
ate new free electrons at any energy, not necessarily runaway 
electrons. For a newly created electron to become a runaway, it 
must be successfully accelerated into the runaway region, and the 
probability for this is determined by the advective and diffusive 
processes dominating the electron dynamics. By integrating equa-
tion (C.1) from p to ∞ we obtain a relation between the runaway 
generation rate, the source term S and the advection-diffusion pro-























To solve this equation for the runaway generation rate, we intro-

























If we assume that f is well-behaved, so that eG f |p=∞ =
eG f |p=0 = 0, where the latter follows from the fact that



























































can be interpreted as the probability for an electron created with 
momentum p to run away. In the non-relativistic limit, for a fully 






portional to 1/p2, allowing an exact integration of the runaway 
probability








fp(e 〈E · B〉)2
]
(C.9)
Since the exponent varies rapidly with momentum, p2νsνD ∝
1/p4, the runaway probability h is well approximated by a step 
function at the critical momentum p defined by
p2νs(p)νD(p) = fp
(e 〈E · B〉)2〈
B2
〉 . (C.10)
The validity of the runaway rates can be extended to the near-
threshold regime E ∼ Ec and to weak pitch scattering νD ∼ 0 by 
defining a matched formula for the critical runaway momentum 
pc according to [75]
pc =
⎛









where ν̄s = p3νs/γ 2 and ν̄D = p3νD/γ denote normalized colli-
sion frequencies that depend only weakly on momentum. In this 
expression Eeffc denotes the effective critical field, described in C.2, 
and pc = ∞ when the electric field is smaller than Eeffc . Compared 
to ref. [75], the numerator includes a factor of ν̄2s which increases 
the accuracy of the formula for weakly ionized low-Z plasmas. In19Dream, the runaway rate due to source functions are evaluated us-
ing equation (C.7) with the runaway probability
h(p) = H(p − pc), (C.12)
where H denotes the Heaviside step function. The source function 
S due to Compton and tritium decay are modelled as in ref. [13].
C.2. Evaluation of critical electric field
The critical electric field for runaway generation is the weak-
est electric field required for net acceleration of any electron in 
the plasma to occur. The original expression for this field, derived 
by Connor and Hastie [3], only considered electric field acceler-
ation and deceleration due to collisional friction. However, it has 
been experimentally observed that the actual, or effective, criti-
cal electric field is likely larger than the value given by Connor 
and Hastie. Several theoretical studies have since generalized orig-
inal Connor and Hastie expression to also account for the effect 
of bremsstrahlung and synchrotron radiation, as well as the par-
tial ionization of atoms. In Dream, we use the method described 
in [76], further generalized to tokamak geometry. Below, we de-
rive the equation which must be minimized to obtain the effective 
critical electric field and describe how it is implemented in a com-
putationally efficient manner.
Theory


























where the bounce-averaged advection-diffusion coefficients {A p}, 
{Aξ0 } and {Dξ0ξ0 } contain the effects of electric field acceleration, 
partial ionization and radiation losses (bremsstrahlung and syn-
chrotron) as described in Appendix B. Near the critical momentum 
for runaway acceleration it is expected that pitch fluxes dominate 
over energy fluxes, i.e. {Aξ0} ∼ {Dξ0ξ0 }  {Ap}, allowing us to ob-
tain an expression for the steady-state pitch distribution
0 = −{Aξ0 } f + {Dξ0ξ0 } ∂ f
∂ξ0
,


















} = Ag (ξ0) , (C.15)
where in the cylindrical theory A = 2eE/(pνD) and g = 1 − ξ0. In 
the general case, we have






H (ξ0,1) , ξT < ξ0 ≤ 1
H (ξT ,1) , −ξT ≤ ξ0 ≤ ξT
H (ξT ,1) + H (ξ0,−ξT ) , −1 ≤ ξ0 < −ξT
with the auxiliary function
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+ ∂ (U (p)F0)
∂ p
= 0, (C.17)
where the distribution-weighted bounce averaged momentum 








V ′ f dξ0
. (C.18)
The effective critical electric field Eeffc is then defined as the mini-
mum value of the electric field for which there exists a real solu-
tion to U (p) = 0, that is
Eeffc = min
⎛
⎜⎝ 〈E · B〉√〈
B2
〉




The calculation of U (p) typically requires repeated evaluation 
of three nested integrals, two of which stand inside an exponential 
function, and is hence not entirely straightforward to implement 
efficiently. To speed up evaluation we use splines to evaluate the 
function g(ξ0) in (C.15) as well as bounce averages of the advec-
tion coefficient Ap . For the function g(ξ0), we construct splines 
representing the integrand ξ0/ 〈ξ〉 in (C.16) by evaluating the inte-
grand on a uniform ξ0 reference grid, which subsequently allows 
the function H(ξ1, ξ2) to be efficiently evaluated using routines for 
exact integration of splines.





i (ξ0, θ) with the sum i taken over equation terms con-
tributing to the force balance, and where the prefactor depends 
only on momentum and the remainder only on pitch and poloidal 
angle. The bounce average of the pitch-dependent part of the 
advection coefficients, { Âi p}, are then spline interpolated onto a 
uniform pitch grid in the interval ξ0 ∈ [0, 1], since all advection 
operators considered are either symmetric or anti-symmetric in 
ξ0. The distribution-weighted bounce average of the coefficients 
Â p are then spline interpolated to the uniformly sampled vari-
able X = A2/(1 + A)2 ∈ [0, 1] (in which the functions are smoothly 
varying all the way up to the limit A = ∞, corresponding to all 
runaways having ξ = 1), where A is the inverse pitch distribution 
width parameter given in (C.15), allowing rapid evaluation of the 
acceleration function U .
The root of (C.19) is then solved for as a nested optimization 
problem with two layers. In the outer layer, a solution is sought to 
the one-dimensional root finding problem
Ue (〈E · B〉) = 0, (C.20)
where Ue is the maximum of U (p) with respect to p at a given 
electric field 〈E · B〉, i.e. the strongest acceleration experienced by 
any particle. The problem is solved using an unbounded secant 
method, assuming for the initial guess that Eeffc /Etotc is constant 
in time, where Etotc denotes the classical critical electric field given 
in Ref. [3], evaluated with ne being the density of both free and 
bound electrons.
In the inner layer, the strongest acceleration at any momentum
Ue = min
p
[−U (p)] , (C.21)
is determined. This problem is solved using Brent’s method [77]
from the GNU Scientific Library [78]. To ensure fast and robust 20convergence of the method, the algorithm is applied to the inter-
val popt(1 ± 0.02), where popt is the minimum from the previous 
solve. If the interval does not contain the minimum, it is expanded 
in steps of 20% until a minimum is enclosed. Expansion of the in-
terval is typically needed less than once in a thousand solves.
C.3. Dreicer runaway rate
Dreicer runaway generation in Dream can be modelled using 
the neural network presented in Ref. [79], which was trained on 
kinetic simulations in cylindrical geometry for a wide range of 
ion compositions, temperatures and electric fields. Since the Dre-
icer rate is exponentially sensitive to the normalized electric field 
E/E D , with E D = ne3 ln /(4πε20 Tcold) the Dreicer field, the run-
away rate will typically be sharply peaked near the time when 
E/E D takes its maximum value. During the disruption, before sig-
nificant runaway generation has occurred, the current is mainly 
ohmic so that E ∼ η j ∝ T −3/2cold , whereas the Dreicer field scales like 
T −1cold. Therefore E/E D ∝ T −1/2cold , indicating that Dreicer generation 
occurs when the temperature approaches its minimum value, typ-
ically in the 5-10 eV range in a disruption scenario. At such low 
temperatures, it has been shown that trapping effects are signif-
icantly suppressed [80], and therefore we neglect such effects by 
evaluating the neural network at the average parallel electric field 






Dream implements a fluid description of hot-tail formation 
which is similar to the method described in Ref. [26], but differs in 
the counting of runaways, resulting in increased accuracy at high 
plasma charge. Different models for hot-tail generation, including 
the method implemented here, have been described in detail and 
compared to each other in a recent report [81].
The hot-tail generation is calculated by starting with the re-
duced isotropic kinetic equation given by (B.15), but ordering the 
transport and electric-field acceleration as small, Ar ∼ Drr ∼ DE ∼
δ3. Although the electric field term will be needed to evaluate the 
runaway rate, the initial slowing down occurs while electric fields 
are still weak and have little impact on the energy spectrum of hot 
















where collisional momentum diffusion D pp can be neglected due 
to the low temperatures during the thermal quench. The solution 
to this slowing-down problem was given in Ref. [26] when Â p was 

















νc = 4π ln 0r20cncold,
where τ is the time-integrated collision frequency, and the solu-
tion was subject to the initial condition of a Maxwellian at tem-
perature n0 and temperature T0 = p2T e0mec2/2 at time t = 0.
The runaway rate is obtained by considering how the electric-
field term would contribute to equation (C.22). The ratio of advec-




/DE ∝ pνsνD ∼ 1/p5, meaning ξ
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going to be dominant and will lead to rapid runaway acceleration. 










which depends on the instantaneous distribution. If we consider 
the density of electrons having momentum p > p0 as runaways, 









This is the hot-tail runaway rate formula implemented in Dream, 
evaluated using p0 calculated according to (C.24) with collision fre-
quencies νs = νc/p3 and νD = (1 + Zeff)νc/p3, using the distribu-
tion function (C.23). Trapping effects are captured via the effective 
passing fraction which enters into the electric-field coefficient DE .
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