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1. Introduction
In this paper, the following notation is used: for y, z ∈ Rm,
y = z, iff yi = zi, i = 1, . . . ,m,
y ≤ z, iff yi ≤ zi, i = 1, . . . ,m,
y < z, iff yi < zi, i = 1, . . . ,m,
y 0 z, iff yi ≤ zi, and y ≠ z, i = 1, . . . ,m,
Y = diag(y1, . . . , ym)
where yi and zi are the ith components of y and z respectively, and diag(y) is the diagonal matrix of order m whose ith
diagonal element is yi.
For λ = (λ1, . . . , λp)T ∈ Rp, f (x) = (f1(x), . . . , fp(x))T : Rn → Rp,
λ−p = (λ1, . . . , λp−1)T ,
f−p(x) = (f1(x), . . . , fp−1(x))T .
Rm+ = {x ∈ Rm : x ≥ 0},
Rm++ = {x ∈ Rm : x > 0},
Λ+ =

λ−p ∈ Rp−1 : λ−p ≥ 0,
p−1
i=1
λi ≤ 1

,
Λ++ =

λ−p ∈ Rp−1 : λ−p > 0,
p−1
i=1
λi < 1

.
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Consider the following multi-objective programming (MOP):
min
x∈Ω f (x), (1)
where f (x) : Rn → Rp,Ω = {x ∈ Rn|g(x) ≤ 0, h(x) = 0} is the feasible set of (1), g(x) : Rn → Rm and h(x) : Rn → Rl.
LetΩ0 = {x|g(x) < 0, h(x) = 0} be the strict feasible set of (1), and I(x) = {i|gi(x) = 0, i = 1, . . . ,m} be the index set of
active inequality constraints at x.
A point x∗ ∈ Ω is called an efficient (weakly efficient) solution of (1) if there is no x ∈ Ω with
f (x) 0 f (x∗) (f (x) < f (x∗)). (2)
If fi (i = 1, . . . , p), gj (j = 1, . . . ,m) are convex functions and hk (k = 1, . . . , l) are linear functions, then (1) is a convex
multi-objective programming (CMOP); in particular, if fi, gj and hk are all linear functions, then (1) is a linear multi-objective
program (LMOP). MOP has important applications in many practical fields like portfolio selection, production planning,
transportation, structural designing, resource allocation, etc. and, research on it can be traced back to Pareto [1], Von
Neumann and Morgenstern [2], and Koopmans [3] or even earlier. Many theoretical results and practical methods can be
founded in some survey books (e.g., [4–14]) and references therein.
Among other methods like minimax methods, utopia point methods, goal programming methods, interactive methods,
stochastic methods, fuzzy methods, evolutionary methods etc., the weighted sum method is particularly popular and
efficient. It transforms the MOP to a single-objective programming:
min λT f (x),
s.t. g(x) ≤ 0,
h(x) = 0,
p−
i=1
λi = 1, λ ≥ 0,
(3)
where λ is the weight vector given by the user on the basis of their preference. However, sometimes, it is difficult for the
user to give a suitable preference, i.e., the weight vector λ.
In [15], for CMOP with only inequality constraints, the single-objective programming (3) was considered by taking the
weight vector λ as variable. This is a nonconvex programmingwith convex inequality constraints. Its solutionwas called the
minimal efficient solution of (1). For solving (3), a combined homotopy method was presented. The homotopy used in [15]
is as follows:
H˜(x, λ, y, z, w, t) =

(1− t)(∇f (x)λ+∇g(x)y)+ t(x− x(0))
(1− t)(f (x)− z)− we+ t(λ− λ(0))
Yg(x)− tY (0)g(x(0))
Zλ− tZ (0)λ(0)
1−
p−
i=1
λp
 = 0, (4)
where x(0) ∈ Ω0, y(0) > 0, z(0) > 0, λ(0) > 0 and∑pi=1 λ(0)i = 1.
In [16], another combined homotopy method for general MOP problems (1) was given as follows:
Hˆ(x, λ, y, z, t) =

(1− t)(∇f (x)λ+∇g(x)y)+∇h(x)z + t(x− x(0))
Yg(x)− tY (0)g(x(0))
h(x)
(1− t)

1−
p−
i=1
λp

e− t(λ− λ(0))
 = 0 (5)
where x(0) ∈ Ω0, y(0) > 0, λ(0) > 0 and∑pi=1 λ(0)i = 1.
However, the solution of (5) simply yields λ = λ(0) for all t ∈ (0, 1]. In fact, if we have (x, λ, y, z, t) such that Hˆ(x,
λ, y, z, t) = 0 and t ∈ (0, 1], from the last equation of (5), we have
(1− t)

1−
p−
i=1
λi

− t(λi − λ(0)i ) = 0, ∀i ∈ {1, . . . , p}. (6)
Carrying out the summation in both sides of (6), and noting that
∑p
i=1 λ
(0)
i = 1, we get
((1− t)p+ t)

1−
p−
i=1
λi

= 0.
Because (1− t)p+ t ≠ 0 for t ∈ (0, 1], we know that 1−∑pi=1 λi = 0, and hence λ = λ(0) by (6).
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From the above observation, we know that in fact, themethod given in [16] just solves the single-objective programming
min λ(0)
T
f (x),
s.t. g(x) ≤ 0,
h(x) = 0,
for a previously given weight vector λ(0). Hence, the homotopy (5) can be replaced by the following simpler one:
H¯(x, y, z, t) =
(1− t)(∇f (x)λ(0) +∇g(x)y)+∇h(x)z + t(x− x(0))Yg(x)− tY (0)g(x(0))
h(x)
 = 0. (7)
The homotopies in (4) and (5) (or (7)) require that x(0) ∈ Ω0, and hence are not convenient to use, especially for MOP
with equality constraints.
In this paper, we consider for finding the minimal efficient solution of the CMOP problem with both inequality and
equality constraints and the feasible set is not assumed to be bounded. As in [15], we will solve the single-objective
programming (3) with variables (x, λ). We will give a constraint shifting homotopy method, in which the starting point
x(0) need not be an interior point or even a feasible point ofΩ , and which hence is convenient to use.
The paper is organized as follows. In Section 2, the constraint shifting homotopy is constructed, and existence and
convergence of the smooth pathway to a solution of (3), whose x-component is a minimal efficient solution of (1), are
proven. In Section 3, numerical results are given.
2. The homotopy method and its convergence
Eliminating the variable λp and the equality constraint
∑p
i=1 λi = 1, we can rewrite (3) as
min λT−pf−p(x)+

1−
p−1
i=1
λi

fp(x),
s.t. g(x) ≤ 0,
h(x) = 0,
−λ−p ≤ 0,
p−1
i=1
λi − 1 ≤ 0.
(8)
The KKT system of (8) is
∇f−p(x)λ−p +

1−
p−1
i=1
λi

∇fp(x)+∇g(x)y+∇h(x)z = 0,
f−p(x)− fp(x)e− w−p + wpe
Yg(x)
h(x)
W−pλ−p
wp

p−1
i=1
λi − 1


= 0, (9)
y ≥ 0, g(x) ≤ 0, w ≥ 0, λ−p ≥ 0,
p−1
i=1
λi − 1 ≤ 0, (10)
where e = (1, . . . , 1)T ∈ Rp−1.
Proposition 1. Suppose that f , g and h are continuously differentiable, f , g are convex and h is linear. If u∗ = (x∗, y∗, z∗,
w∗, λ∗) satisfies (9) and (10), then the following statements hold:
(1) x∗ is a weakly efficient solution of (1).
(2) There exists a constant A such that fi(x∗) = A for all i ∈ I∗1 , and fi(x∗) ≥ A for all i ∉ I∗1 , where I∗1 = {i|λ∗i ≠ 0}.
Proof. (1) The first, the third and the fourth equations in (9) together with corresponding inequalities in (10) form the KKT
condition of the (weakly) efficient solution of (1), so x∗ is a weakly efficient solution of (1).
(2) From (10) and the fifth equation in (9), we have w∗ ≥ 0 and w∗i = 0 for i ∈ I∗1 . Suppose that A = fp(x∗)− w∗p . From
the second equation in (9), we have
fi(x∗) = fp(x∗)+ w∗i − w∗p
= A, for i ∈ I∗1 ,≥ A, for i ∉ I∗1 . 
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To solve (9) and (10), we construct a constraint shifting combined homotopy equation as follows:
H(u, z, t) =

(1− t)

∇f−p(x)λ−p +

1−
p−1
i=1
λi

∇fp(x)+∇g(x)y+∇h(x)z

+ t(x− x(0))(1− t)(f−p(x)− fp(x)e− w−p + wpe)+ t(λ− λ(0))
Y (g(x)− tΘ(x(0)))− tY (0)(g(x(0))−Θ(x(0)))
h(x)− tz,
W−pλ−p − tW (0)−pλ(0)−p,
wp

p−1
i=1
λi − 1

− tw(0)p

p−1
i=1
λ
(0)
i − 1


= 0, (11)
where u = (x, y, w, λ−p), u(0) = (x(0), y(0), w(0), λ(0)−p) ∈ Rn × Rm++ × Rp++ ×Λ++,Θ(x(0)) = (θ1(x(0)), . . . , θm(x(0)))T , and
θi(x(0)) =

gi(x(0))+ 1, when gi(x(0)) ≥ 0,
0, when gi(x(0)) < 0,
(i = 1, . . . ,m).
When t = 0, (11) becomes (9), and it is easy to see that
H(w, z, 1) =

x− x(0)
λ− λ(0)
Y (g(x)−Θ(x(0)))− tY (0)(g(x(0))−Θ(x(0)))
h(x)− z,
W−pλ−p −W (0)−pλ(0)−p,
wp

p−1
i=1
λi − 1

− w(0)p

p−1
i=1
λ
(0)
i − 1


= 0
has only one simple solution (w(0), z(0)), where z(0) = h(x(0)).
Suppose that Ω1 = {x|g(x) ≤ 0},Ω01 = {x|g(x) < 0} and ∂Ω1 = Ω1 \ Ω01 . For t ∈ [0, 1], suppose that Ω1(t) =
{x|g(x) − tΘ(x(0)) ≤ 0},Ω01 (t) = {x|g(x) − tΘ(x(0)) < 0}, ∂Ω1(t) = Ω1(t) \ Ω01 (t), and I(x, t) = {i|gi(x) − tθi(x(0)) =
0, i ∈ {1, . . . ,m}}.
Assumption 1. Ω0 is nonempty.
Assumption 2. There exists xˆ ∈ Ω0 such that, for any sequence {x(k)} ⊂ Rn with ‖x(k)‖ → +∞ as k →+∞,
(x(k) − xˆ)T∇fi(x(k)) > 0
holds for all i = 1, . . . , p and sufficiently big k.
Assumption 3. ∀x ∈ Ω1,∑i∈I(x) ∇gi(x)yi +∑lj=1 ∇hj(x)zj = 0(yi ∈ R+, zj ∈ R)⇔ yi = 0, zj = 0, (i ∈ I(x), j = 1, . . . , l).
For a given u(0) ∈ Rn × Rm++ × Rp++ ×Λ++, the zero-point set of H(u, z, t) is
H−1(0) = {(u, z, t)|H(u, z, t) = 0}.
Theorem 1. Suppose that f , g and h are three times continuously differentiable, f , g are convex and h is linear, and
Assumptions 1–3 hold. Let H(u, z, t) be defined as (11), Then for almost all u(0) ∈ Rn× Rm++×Λ++× Rp++,H−1(0) is nonempty
and contains a smooth curveΓ starting from (u(0), z(0), 1).Γ terminates in our approaches to the hyperplane t = 0. If (u∗, z∗, 0)
is a limit point of Γ on the hyperplane t = 0, then (u∗, z∗) is a solution of (9) and (10).
Proof. Let H(u, u(0), z, t) be the same map as H(u, z, t) but taking u(0) as a variate. Consider the following submatrix of
DH(u, u(0), z, t), the Jacobian of H(u, u(0), z, t):
∂H(u, u(0), z, t)
∂(u(0), z)
=

−tEn 0 0 0 0 (1− t)∇h(x)
0 0 0 0 −tEp−1 0
τ −tG˜(x(0)) 0 0 0 0
0 0 0 0 0 −tEl
0 0 −tΛ(0)−p 0 −tW (0)−p 0
0 0 0 −t

1−
p−1
i
λ
(0)
i

−tw(0)p eT 0

,
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where En is identity matrix of n× n, and G˜(x(0)) = diag(g(x(0))−Θ(x(0))), τ = −Y∇Θ(x(0))− Y (0)(∇g(x(0))−∇Θ(x(0))).
By a simple computation, the determinant of ∂H(u,u
(0),z,t)
∂(u(0),z)
is a nonsingular matrix, and hence, DH(u, u(0), z, t) is a matrix of
full row rank. That is, 0 is a regular value of H(u, u(0), z, t).
From the parameterized Sard theorem (Th.2.1, [17]) and the inverse image theorem,we know that for almost all x(0) ∈ Rn
and y(0) ∈ Rm++, 0 is a regular value of H(u, z, t) and H−1(0) consists of some smooth curves. By H(u(0), z(0), 1) = 0, there
must exist a smooth curve Γ in H−1(0) starting from (u(0), z(0), 1).
Suppose that there exists a sequence {(u(k), z(k), tk)}+∞k=1 ∈ Γ , and as k →+∞, such that ‖x(k)‖ → +∞. By the homotopy
Eq. (11) we have
(1− tk)(∇f−p(x(k))λ(k)−p +

1−
p−1
i=1
λ
(k)
i

∇fp(x(k))+∇g(x(k))y(k) +∇h(x(k))z(k))+ tk(x(k) − x(0)) = 0, (12)
(1− tk)(f−p(x(k))− fp(x(k))e− w(k)−p + w(k)p e)+ tk(λ(k)−p − λ(0)−p) = 0, (13)
Y (k)(g(x(k))− tkΘ(x(0)))− tkY (0)(g(x(0))−Θ(x(0))) = 0, (14)
h(x(k))− tkz(k) = 0, (15)
W (k)−pλ
(k)
−p − tkW (0)−pλ(0)−p = 0, (16)
w(k)p

p−1
i=1
λ
(k)
i − 1

− tkw(0)p

p−1
i=1
λ
(0)
i − 1

. (17)
Multiplying both sides of (12) from left by (x(k) − xˆ)T (where xˆ is a point that satisfies Assumption 2), we have
(1− tk)(x(k) − xˆ)T

∇f−p(x(k))λ(k)−p +

1−
p−1
i=1
λ
(k)
i

∇fp(x(k))

= − (1− tk)(x(k) − xˆ)T∇g(x(k))y(k) + (x(k) − xˆ)T∇h(x(k))z(k) + tk(x(k) − xˆ)T (x(k) − x(0))
< −(1− tk)tk(g(x(0))−Θ(x(0)))Ty(0) − (h(x(k))− h(xˆ))z(k) − 12 tk(‖x
(k) − x(0)‖2 − ‖xˆ− x(0)‖2)
= −(1− tk)tk(g(x(0))−Θ(x(0)))Ty(0) − (tkz(k) − h(xˆ))z(k) − 12 tk(‖x
(k) − x(0)‖2 − ‖xˆ− x(0)‖2). (18)
By the use of (18), we get for all k sufficiently large,
(x(k) − xˆ)T

∇f−p(x(k))λ(k)−p +

1−
p−1
i=1
λ
(k)
i

∇fp(x(k))

< 0. (19)
This contradicts Assumption 2, so {x(k)} is bounded. 
Because the sequences {x(k)}, {λ(k)−p} ⊂ Λ+ and tk ⊂ [0, 1] are bounded, they must have convergent subsequences.
Without loss of generality, we suppose x(k) → x∗, λ(k)−p → λ∗−p and tk → t∗. If Γ is an unbounded curve, then we have that
‖(y(k), w(k), z(k))T‖ → ∞, as k → ∞. And only the following three subcases are possible: (i) t∗ = 1; (ii) t∗ ∈ (0, 1); (iii)
t∗ = 0.
(i) t∗ = 1.
From the equality (15), we have that z(k) → h(x∗) as k → ∞. This implies that {z(k)} is bounded; hence ‖y(k)‖ →
∞, x∗ ∈ ∂Ω(t∗) and ‖w(k)‖ → ∞.
If ‖(1 − tk)y(k)‖ < ∞, suppose without loss of generality that (1 − tk)y(k) → y; thenyi = 0 for i ∉ J(x∗, 1) from the
equality (14). When k →+∞, taking limits on both sides of the equality (12), we have
x(0) = x∗ + lim
k→+∞(1− tk)

∇f−p(x(k))λ(k)−p +

1−
p−1
i=1
λ
(k)
i

∇fp(x(k))+∇h(x(k))z(k)

+ lim
k→+∞(1− tk)∇g(x
(k))y(k)
= x∗ +
−
j∈J(x∗,1)
yj∇gj(x∗).
This contradicts the fact that g is convex.
(a) Ifw(k)p 9 +∞, then I1 = {i ∈ {1, . . . , p− 1}|w(k)i →∞} = {i ∈ {1, . . . , p− 1}|λ∗i = 0} is nonempty. For i ∈ I1, from
the ith equality of (13), we know that (1 − tk)w(k)i must has a limit w¯i ≥ 0 and, taking the limit, we get −w¯i − λ(0)i = 0,
which contradicts λ(0)i > 0.
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Table 1
Results for Example 1.
x(0) x∗ Res f1(x∗) f2(x∗)
(1, 2, 0,1, 1) (0.3077, 0.5374,−0.2703,−0.1336,0.2804) 6.5768e−016 0.5530 2.0874
(1, 12, 0, 1, 1) (−2.2124,−2.0383, 0.8241,−0.5208,8.8528) 1.8017e−014 88.3715 −19.2246
(−1,−2, 1, 1, 1) (−2.2124,−2.0383, 0.8241,−0.5208,8.8528) 4.1427e−014 88.3715 −19.2246
(10, 0, 0, 0, 0) (0.3077, 0.5374,−0.2703,−0.1336,0.2804) 7.0773e−014 0.5530 2.0874
(b) If w(k)p → +∞, then I2 = {i ∈ {1, . . . , p− 1}|w(k)i 9∞} is nonempty. Summing up the equalities in (13) for i ∈ I2,
we have−
i∈I2
(1− tk)w(k)p =
−
i∈I2
(1− tk)(−fi(x(k))+ fp(x(k))+ w(k)i )−
−
i∈I2
tk(λ
(k)
i − λ(0)i ). (20)
As k → ∞, the right hand side of goes to −

1−∑i∈I2 λ(0)i ; hence its left hand side has a limit w¯p. From tk > 0 and
w
(k)
p > 0, we get w¯p ≥ 0. This contradicts−

1−∑i∈I2 λ(0)i  < 0.
(ii) t∗ ∈ (0, 1).
As in the proof of (i), we have that {z(k)} is bounded, x∗ ∈ ∂Ω(t∗), ‖(1 − tk)y(k)‖ → ∞ and ‖w(k)‖ → ∞. Suppose
without loss of generality that (1 − tk)y(k)/‖(1 − tk)y(k)‖ → α∗, ‖α∗‖ = 1 and α∗i = 0 for i ∉ I(x∗, t∗). Divide (12) by
‖(1− tk)y(k)‖ and take the limit; we have−
i∈I(x∗,t∗)
α∗i ∇gi(x∗) = 0.
This contradicts Assumption 3.
If w(k)p 9 ∞, then by (13) we have w(k)i 9 ∞, for all i ∈ I1. This contradicts ‖w(k)‖ → ∞. If w(k)p → ∞, we have w(k)i→∞, for all i ∈ I1. This contradicts (16).
(iii) t∗ = 0.
As in the proof of (ii), we have that ‖w∗‖ is bounded; suppose without loss of generality that (y(k), z(k))/‖(y(k), z(k))‖ →
(α, β), ‖(α, β)‖ = 1 and αi = 0 for i ∉ I(x∗, 0). Divide (12) by ‖(y(k), z(k))‖ and take the limit; we have−
i∈I(x∗,0)
αi∇gi(x∗)+
l−
i=1
βi∇hi(x∗) = 0,
which contradicts Assumption 3.
Since (u(0), z(0), 1) is the unique solution of H(u, z, 1) = 0, and 0 is a regular value of H(u, z, t), we have t∗ ≠ 1. From
(14), we know that t∗ > 0 and y∗ ∈ ∂Rm+, i.e. y∗i = 0 for some 1 ≤ i ≤ m, cannot happen simultaneously. If y∗ > 0 and
t∗ > 0, from (14), we have g(x∗) < 0. Hence, Γ is bounded, and (u∗, z∗) is a solution of (9) and (10).
3. Numerical results
We have implemented the proposed constraint shifting homotopy method by numerically tracing the homotopy path
Γw(0) by the simple Euler–Newton predictor–corrector procedure (see [18]). The algorithm was programmed in Matlab 6.5
and was run on a laptop with Intel Core 2 Duo CPU 2.4 GHz and 1.96 GB memory, for a simple test problem with several
different starting points. The problems and numerical results are listed as follows.
In Table 1, the column titled x(0) lists the x-components of starting points, the column titled x∗ lists the computed
approximate solutions, the column titled Res lists ‖H(u∗, z∗, t∗)‖, and the column titled fi(x∗) lists the values of the ith
objective at x∗.
Example 1.
f1(x) = x21 + x22 + x23 + x24 + x25,
f2(x) = 3x1 + 2x2 − 13x3 + 0.01(x4 − x5)
3,
and
g1(x) = x21 + x22 + x23 + x24 − 10,
h1(x) = 4x1 − 2x2 + 0.8x3 + 0.6x4 + 0.5x25,
h2(x) = x1 + 2x2 − x3 − 0.5x4 + x5 − 2.
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Remark. The proposed homotopy method gives a globally convergent algorithm for solving the KKT system (9) and (10) of
(8). Although the multi-objective programming problem (1) is convex, (8) is nonconvex and may have some local minima
or stationary points. In Example 1, from four different starting points, we found two different KKT points of (8).
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