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Povzetek
Profiliranje uporabnikov postaja vse bolj pomembna tema pri razvoju sple-
tnih strani, saj omogocˇa zagotavljanje boljˇse uporabniˇske izkusˇnje z ugota-
vljanjem uporabnikovih interesov. V tem delu se ukvarjamo z dinamicˇno
izbiro metod profiliranja uporabnikov. Cilj je uporabiti metode strojnega
ucˇenja in zgraditi ucˇni model, ki bo znal kar najbolje kombinirati metode
profiliranja in tako ustvariti kombinirano metodo profiliranja, uspesˇnejˇso od
vsake posamezne metode, ki smo jih uporabili pri ucˇenju. Pokazali smo, da je
kombiniranje profilirnih algoritmov z uporabo strojnega ucˇenja lahko mocˇno
orodje pri izboljˇsavi uspesˇnosti profiliranja. Pokazali smo tudi, da je uporaba
dinamicˇne izbire metod smiselna v primeru, ko so razlike med posameznimi
algoritmi profiliranja vecˇje in so tako tudi mozˇnosti za izboljˇsave vecˇje.
Kljucˇne besede: dinamicˇna izbira metod, profiliranje uporabnikov, strojno
ucˇenje.

Abstract
User profiling is becoming an increasingly important subject in the field of
web development as it enables improving the user experience through learning
the users interests. In this study we examine dynamic selection of web user
profiling methods. Our goal is to use machine learning methods to build a
learning model that predicts the most successful combined profiling method,
which is expected to be significantly better from each individual method. We
have shown that combining of profiling methods using machine learning can
be a powerful tool when looking for a way of improving the accuracy of web
user profiles. We have also shown that dynamic selection is most effective
when differences between profiling methods are relatively large and therefore
providing room for improvement.
Keywords: dynamic method selection, user profiling, machine learning.

Poglavje 1
Uvod
Profiliranje uporabnikov je podrocˇje informatike, ki je v zadnjih letih dozˇivelo
velik razmah. Predvsem neinvazivne metode, ki omogocˇajo profiliranje z ana-
lizo velike kolicˇine podatkov, zbranih brez interakcije uporabnika. Ti podatki
so lahko ime, starost, pretekla dejanja, itd. Motivacija za gradnjo cˇim bolj
natancˇnih uporabniˇskih profilov je spoznanje, da so preference, cilji in zˇelje
uporabnikov razlicˇne. Z odkrivanjem teh razlik lahko zagotovimo boljˇso upo-
rabniˇsko izkusˇnjo, prilagojeno uporabniku.
V [6] je predstavljenih vecˇ razlicˇnih metod za profiliranje uporabnikov.
Za gradnjo profilov uporabljajo algoritem AverageAction (opisano v poglavju
2), ki ga dopolnjuje cˇasovno pozabljanje. S spreminjanjem stopnje pozablja-
nja lahko zgradimo vecˇ razlicˇnih metod. Te metode so razlicˇno uspesˇne pod
razlicˇnimi pogoji. Z dinamicˇno izbiro metod bomo poskusili dosecˇi, da se pod
dolocˇenimi pogoji vedno izbere najbolj optimalna. Dinamicˇno izbiro bomo
dosegli z uporabo klasifikacije.
Klasifikacija za ucˇenje uporablja klasifikacijska pravila. Ta so sestavljena
iz pogojnega in sklepnega dela. Pogojni del je konjunkcija pogojev Ci, sklepni
del pa vsebuje pogoj C0.
Ci1 & Ci2 & ... & Cil =⇒ C0 (1.1)
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Pogoji so oblike Ci = (Ai ∈ Vi′), kjer je Vi′ podmnozˇica mozˇnih vrednosti
atributa Ai : Vi
′ ⊂ Vi.
Najbolj uspesˇne izmed klasifikacijskih algoritmov bomo uporabili za ucˇenje
iz podatkov povprecˇja uspesˇnosti profiliranja. Za najbolj uspesˇne so se v
nasˇem primeru izkazali naivni Bayes, C4.5, nakljucˇni gozd, logisticˇna regre-
sija, algoritem bagging in glasovanje s povprecˇenjem verjetnosti modelov J48,
naivni Bayes in nakljucˇni gozd. Podatki so nam na voljo v sˇtirih matrikah
velikosti 11 ∗ 11 in zdruzˇeni po starosti profila ter velikosti hranjene zgodo-
vine profilov uporabnikov. Pridobljeni so bili s profiliranjem uporabnikov
oglasˇevalske mrezˇe. To domeno podatkov bomo v nadaljevanju oznacˇevali z
oznako ADV.
Rezultate bomo primerjali na podlagi klasifikacijske tocˇnosti in povprecˇja
uspesˇnosti profiliranja pri vsaki kombinaciji parametrov starost profila / zgo-
dovina ter skupni povprecˇni vrednosti uspesˇnosti profiliranja. Poleg tega
bomo izbrane klasifikacijske algoritme preizkusili tudi na drugi domeni po-
datkov, pridobljenih s profiliranjem sˇtudentov, uporabnikov spletne ucˇilnice.
To domeno podatkov bomo v nadaljevanju oznacˇevali z ozanko MDL.
Dosezˇene izboljˇsave bomo na koncu potrdili tudi z Wilcoxonovim stati-
sticˇnim testom in s tem preverili, cˇe so nasˇe izboljˇsave statisticˇno znacˇilne.
V 2. poglavju bomo najprej predstavili profilirne metode, ki jih zˇelimo
kombinirati z uporabo klasifikacije. V poglavju 3 bomo predstavili podatke,
ki so nam na voljo, izpostavili nekaj znacˇilnosti teh podatkov ter opisali
nacˇin, s katerim smo te podatke preoblikovali za namene klasifikacije. V 4.
poglavju bomo opisali uporabljene metode strojnega ucˇenja in mere, ki smo
jih uporabili za ocenjevanje uspesˇnosti klasifikacije. V poglavju 5 bomo pred-
stavili rezultate uspesˇnosti klasifikacije, primerjavo ucˇenja na obeh domenah
podatkov in primerjali dosezˇeno izboljˇsano dinamicˇno metodo z vsako izmed
3staticˇnih metod, katerih podatki so nam bili na voljo na zacˇetku. V poglavju
5 so predstavljeni tudi podatki statisticˇnega testa.
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Poglavje 2
Opis metod za profiliranje
uporabnikov
V tem poglavju bomo predstavili profilirne metode, s katerimi so bili prido-
bljeni podatki, ki smo jih uporabili pri strojnem ucˇenju za dosego dinamicˇne
izbire metod. Opisane metode so bile prvicˇ predstavljene v [6].
Vse uporabljene metode izhajajo iz osnovne metode AverageAction. Ta
gradi ontolosˇki profil uporabnika na podlagi njegovih preteklih akcij. Upo-
rabnikove akcije so definirane kot obiskane spletne strani, ki so predhodno
kategorizirane v drevesno strukturo (ontologijo), v kateri vsako vozliˇscˇe pred-
stavlja tematsko kategorijo, ki je posplosˇitev tematskih kategorij v poddre-
vesu. Za vsako akcijo uporabnika algoritem povecˇa oceno ustrezni kategoriji.
Vse ocene so shranjene v vektorju velikosti sˇtevila vseh tematskih kategorij.
Na koncu metoda ocene normalizira, tako da je njihova vsota enaka 1.
Vzemimo za primer spletno mesto, ki vsebuje tri spletne strani. Obisk
vsake izmed teh strani predstavlja akcijo, ki jo lahko uporabnik izvede. Pred-
postavimo, da so vse akcije predhodno kategorizirane v ontologijo tematskih
kategorij in da vsaka akcija spada v svojo locˇeno kategorijo. Predpostavimo
tudi, da hranimo zadnjih deset akcij uporabnika, ki so shranjene v normali-
ziranem vektorju, prikazanem v enacˇbi 2.1.
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norm([5, 4, 1]) = [0.5, 0.4, 0.1] (2.1)
Ker je bilo najvecˇ obiskov prve strani, bo njej pripadajocˇa kategorija
podana kot prvi predlog.
Osnovno metodo izboljˇsuje funkcija cˇasovnega pozabljanja. Funkcija
cˇasovnega pozabljanja temelji na spoznanju, da so uporabnikove nedavne
akcije bolj pomembne pri ugotavljanju trenutnih interesov kot tiste, ki so
se zgodile v bolj oddaljeni zgodovini. S tem namenom je bila vpeljana lo-
garitmicˇna funkcija cˇasovnega pozabljanja, ki dodeljuje pomembnost posa-
meznim akcijam. Zadnja uporabnikova akcija je najpomembnejˇsa in ji je
zato dodeljena vrednost importanceaction = 1. Vrednost pomembnosti sta-
rejˇsih akcij je izracˇunana po formuli (2.2). S taksˇnim dodeljevanjem vecˇje
pomembnosti nedavnim akcijam je dosezˇeno boljˇse prilagajanje spreminjanju
uporabnikovih interesov.
importanceaction =
1
1 + loga(ageaction + 1)
(2.2)
S spreminjanjem baze logaritma a, lahko nadzirmo hitrost pozabljanja.
Manjˇse vrednosti pomenijo hitrejˇse pozabljanje. Z ageaction oznacˇimo starost
akcije, ki pomeni pretecˇen cˇas od njene pojavitve.
Z uporabo funkcije cˇasovnega pozabljanja lahko dosezˇemo naslednje tri
nacˇine delovanja profilirnega algoritma:
1. Profiliranje brez pozabljanja, imenovano AverageAction. Tu funkcija
cˇasovnega pozabljanja nima vpliva.
2. Profiliranje z zmernim pozabljanjem, imenovano AverageActionF(a).
S spreminjanjem parametra a lahko nadziramo mocˇ pozabljanja. V tem
delu uporabljamo podatke za dve razlicˇici tega nacˇina delovanja. Ave-
rageActionF(1.1) in AverageActionF(100), ki sta predstavljeni v
[6]
3. Profiliranje s popolnim pozabljanjem, imenovano LastAction. Ta
nacˇin vedno hrani samo zadnjo izvrsˇeno akcijo.
7Kot bo vidno tudi v nadaljevanju je profiliranje brez pozabljanja najbolj
uspesˇno pri napovedovanju uporabnikovih dolgorocˇnih interesov, profiliranje
z zmernim pozabljanjem pri napovedovanju srednjerocˇnih interesov in profi-
liranje s popolnim pozabljanjem pri napovedovanju kratkorocˇnih interesov.
Slika 2.1.
Slika 2.1: Primerjave uspesˇnosti sˇtirih nacˇinov delovanja profilirnega algoritma Average-
Action za dolzˇino hranjene zgodovine 100, glede na starost profila v sekundah. Metoda
LastAction je uspesˇna le v prvih nekaj sekundah, nato jo zamenja metoda AverageActi-
onF(1.1). Pri daljˇsih obiskih je najprimernejˇsa metoda AverageAction.
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Poglavje 3
Opis podatkovnih mnozˇic
Za strojno ucˇenje so nam bile na voljo podatkovne mnozˇice v obliki matrik
velikosti 11x11 za vsako izmed izbranih profilirnih metod. V stolpcih so
vrednosti razvrsˇcˇene po starosti profila, ki je pretecˇeni cˇas od izgradnje profila
do ocene njegove uspesˇnosti, v vrsticah pa vrednosti, razvrsˇcˇene po dolzˇini
hranjene zgodovine profila, ki pomeni sˇtevilo uporabljenih akcij pri gradnji
profila.
5 10 20 30 40 50 60 70 80 90 100
3 0,951955 0,941526 0,93998 0,935983 0,930143 0,937889 0,944987 0,936627 0,938565 0,929098 0,943249
60 0,948436 0,950895 0,955453 0,955704 0,952721 0,949624 0,952463 0,948082 0,947076 0,959453 0,95221
600 0,946317 0,952353 0,957362 0,95292 0,953156 0,955431 0,961689 0,961174 0,964671 0,960534 0,960611
1800 0,931518 0,940452 0,944592 0,943681 0,950357 0,953462 0,960736 0,961393 0,96579 0,962455 0,962286
3600 0,925337 0,937548 0,944252 0,91203 0,920214 0,940071 0,943449 0,955336 0,963492 0,959885 0,949157
7200 0,912027 0,916238 0,93639 0,943429 0,93654 0,950314 0,94562 0,960026 0,960213 0,950664 0,951347
21600 0,919811 0,926933 0,926937 0,922651 0,935868 0,943715 0,931321 0,929726 0,925274 0,945969 0,950458
43200 0,892587 0,903944 0,91764 0,92767 0,932745 0,932707 0,93528 0,94597 0,950174 0,953682 0,946167
86400 0,888905 0,914164 0,922776 0,920868 0,940592 0,935704 0,941768 0,94299 0,945855 0,930153 0,936443
604800 0,877567 0,890932 0,906609 0,915066 0,916506 0,919781 0,918595 0,924017 0,925678 0,926802 0,927984
2419200 0,837387 0,855408 0,870129 0,877645 0,88232 0,886985 0,889771 0,890763 0,892014 0,896272 0,894444
Tabela 3.1: Podatkovna mnozˇica za metodo AverageAction. V vrsticah so podatki glede na
starost profila v sekundah, v stolpcih pa glede na dolzˇino hranjene zgodovine oz. sˇtevilo
akcij. V primerjavi z ostalimi podatkovnimi mnozˇicami je razvidno, da je ta metoda
uspesˇnejˇsa pri daljˇsih obiskih, torej napovedovanju dolgorocˇnih interesov. Odebeljene so
uspesˇnosti, ki so najviˇsje glede na istolezˇne celice v tabelah 3.1 - 3.4.
Z namenom uporabe pri klasifikaciji smo podatke preoblikovali v obliko
(zgodovina, starost profila, razred), kjer je zgodovina sˇtevilo hranjenih obi-
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5 10 20 30 40 50 60 70 80 90 100
3 0,97685 0,96800 0,96619 0,95949 0,95605 0,96121 0,96344 0,95564 0,95730 0,94543 0,95739
60 0,95725 0,96316 0,96623 0,96873 0,96682 0,96369 0,96593 0,96439 0,96020 0,96960 0,96490
600 0,95536 0,96441 0,96905 0,96330 0,96651 0,96786 0,97233 0,97139 0,97234 0,96847 0,96994
1800 0,93851 0,94932 0,95610 0,95732 0,96239 0,96385 0,96976 0,96965 0,97368 0,97223 0,97044
3600 0,93157 0,94240 0,94711 0,92589 0,93195 0,94928 0,94883 0,96221 0,97026 0,96853 0,95407
7200 0,90836 0,91771 0,93983 0,94283 0,94017 0,95050 0,95209 0,96487 0,96624 0,95564 0,95712
21600 0,91704 0,92529 0,92216 0,91596 0,93530 0,94361 0,92939 0,92596 0,92106 0,94733 0,95199
43200 0,89182 0,90113 0,91622 0,92562 0,93497 0,93323 0,93950 0,94418 0,94875 0,95348 0,94423
86400 0,88352 0,91332 0,91919 0,91521 0,94072 0,93432 0,94294 0,94304 0,94633 0,93079 0,93715
604800 0,86930 0,88846 0,90343 0,91280 0,91439 0,91867 0,91776 0,92315 0,92275 0,92448 0,92583
2419200 0,82960 0,84935 0,86407 0,87171 0,87846 0,88264 0,88610 0,88922 0,88862 0,89528 0,89186
Tabela 3.2: Podatkovna mnozˇica za metodo AverageActionF(100). V primerjavi z ostalimi
podatkovnimi mnozˇicami vidimo, da je ta metoda boljˇsa pri napovedovanju srednjerocˇnih
interesov v kombinaciji z metodo AverageActionF(1.1). Odebeljene so uspesˇnosti, ki so
najviˇsje glede na istolezˇne celice v tabelah 3.1 - 3.4.
5 10 20 30 40 50 60 70 80 90 100
3 0,98531 0,97858 0,98168 0,97410 0,97654 0,98009 0,97760 0,97125 0,97117 0,95968 0,96976
60 0,95746 0,96534 0,96943 0,97329 0,97266 0,96972 0,97109 0,97213 0,96573 0,97493 0,97307
600 0,95501 0,96587 0,97181 0,96573 0,97172 0,97315 0,97553 0,97528 0,97491 0,97326 0,97555
1800 0,93805 0,94788 0,95823 0,96163 0,96818 0,96919 0,97237 0,97386 0,97702 0,97770 0,97486
3600 0,92900 0,93949 0,94398 0,93177 0,93658 0,95221 0,94934 0,96648 0,97237 0,97175 0,95570
7200 0,90043 0,91577 0,93864 0,93696 0,93934 0,94816 0,95484 0,96343 0,96699 0,95742 0,96020
21600 0,91242 0,92041 0,91436 0,90683 0,93195 0,94015 0,92425 0,91905 0,91744 0,94571 0,95104
43200 0,88927 0,89162 0,91228 0,92171 0,93409 0,93151 0,93669 0,94037 0,94452 0,94933 0,93970
86400 0,87465 0,90314 0,90905 0,90557 0,93736 0,92862 0,93954 0,93904 0,94195 0,92909 0,93493
604800 0,85766 0,87859 0,89237 0,90251 0,90508 0,91241 0,91118 0,91819 0,91502 0,91864 0,92048
2419200 0,81815 0,83513 0,84829 0,85758 0,86736 0,87143 0,87680 0,88231 0,88036 0,88923 0,88465
Tabela 3.3: Podatkovna mnozˇica za metodo AverageActionF(1.1). V primerjavi z ostalimi
podatkovnimi mnozˇicami vidimo, da je ta metoda boljˇsa pri napovedovanju srednjerocˇnih
interesov v kombinaciji z metodo AverageActionF(100). Odebeljene so uspesˇnosti, ki so
najviˇsje glede na istolezˇne celice v tabelah 3.1 - 3.4.
skov v profilu, starost profila pretecˇen cˇas od izgradnje profila do ocene
uspesˇnosti in razred koda najuspesˇnejˇse metode pri posamezni kombinaciji
parametrov zgodovina in cˇas. Metode AverageAction, AverageActionF(100),
AverageActionF(1.1) in LastAction smo oznacˇili s kodami a, b, c in d v tem
zaporedju. Izsek podatkov je viden v tabeli 3.5.
11
5 10 20 30 40 50 60 70 80 90 100
3 0,990178 0,98298 0,994047 0,983928 0,994631 0,996437 0,99337 0,989085 0,980114 0,973563 0,98522
60 0,951659 0,957572 0,959496 0,962838 0,966661 0,960629 0,963323 0,960921 0,955244 0,96902 0,963976
600 0,948974 0,959152 0,962551 0,957671 0,965436 0,963064 0,962061 0,964765 0,966632 0,966731 0,963254
1800 0,930337 0,939158 0,950833 0,94843 0,959692 0,959276 0,951497 0,965904 0,971808 0,971646 0,96847
3600 0,918082 0,933427 0,923783 0,916778 0,924257 0,942982 0,93326 0,937997 0,966092 0,959039 0,946565
7200 0,887229 0,903821 0,917888 0,91443 0,921889 0,929565 0,928609 0,946913 0,949721 0,945546 0,942102
21600 0,904464 0,910239 0,888636 0,877052 0,905821 0,914733 0,895047 0,87484 0,891117 0,933728 0,934584
43200 0,88149 0,870104 0,887141 0,894548 0,900196 0,900991 0,907584 0,892239 0,918369 0,921078 0,912149
86400 0,863306 0,884681 0,880305 0,867988 0,907341 0,898529 0,900334 0,881872 0,900091 0,906172 0,896251
604800 0,843724 0,858504 0,856949 0,866815 0,858169 0,870181 0,87072 0,8728 0,85262 0,875779 0,868898
2419200 0,802359 0,811884 0,804102 0,810214 0,821139 0,818948 0,826633 0,828512 0,822133 0,830175 0,825587
Tabela 3.4: Podatkovna mnozˇica za metodo LastAction. V primerjavi z ostalimi podatkov-
nimi mnozˇicami vidimo, da je ta metoda boljˇsa pri napovedovanju kratkorocˇnih interesov.
Odebeljene so uspesˇnosti, ki so najviˇsje glede na istolezˇne celice v tabelah 3.1 - 3.4.
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zgodovina starost profila razred
5 3 c
5 60 d
5 600 b
5 1800 b
5 3600 b
. . .
. . .
. . .
10 3 c
10 60 d
10 600 d
. . .
. . .
. . .
10 2419200 a
. . .
. . .
. . .
100 2419200 a
Tabela 3.5: Izsek preoblikovanih podatkov z namenom klasifikacije. V prvem stolpcu je
dolzˇina hranjene zgodovine, v drugem starost profila in v tretjem koda metode, ki je pri
tej kombinaciji parametrov najuspesˇnejˇsa. Celotna mnozˇica ima 121 primerov.
Poglavje 4
Dinamicˇna izbira metod
K iskanju najboljˇsega nacˇina dinamicˇne izbire metod smo pristopili s treh
razlicˇnih smeri. Z uporabo klasifikacije, rangiranja z vecˇznacˇnim ucˇenjem in
rangiranja s klasifikacijo. Pri uporabi rangiranja je bil namen podati urejen
seznam predlogov. Zaradi slabsˇih rezultatov smo rangiranje z vecˇznacˇnim
ucˇenjem opustili.
4.1 Klasifikacija
Za namene klasifikacije smo uporabili java knjizˇnico za strojno ucˇenje Weka
[5]. Le-ta vsebuje veliko sˇtevilo implementacij razlicˇnih algoritmov za strojno
ucˇenje, kot so odlocˇitvena drevesa, naivni Bayes, metode za meta-ucˇenje itd.
Poleg tega pa je na voljo tudi veliko razsˇiritev, ki dodajajo nove algoritme
ali izboljˇsujejo stare.
4.2 Uporabljeni ucˇni modeli
Pri raziskovanju smo si ogledali naslednje algoritme:
• naivni Bayes,
• C4.5 odlocˇitveno drevo,
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• nakljucˇni gozd,
• logisticˇna regresija,
• glasovanje, ki s povprecˇenjem verjetnosti kombinira algoritme J48, na-
ivni Bayes in nakljucˇni gozd.
4.2.1 Naivni Bayes
Naivni Bayes [7] je preprost pristop h klasifikaciji, ki za svoje delovanje upo-
rablja Bayesov teorem in sloni na dveh pomembnih predpostavkah. Predpo-
stavlja namrecˇ, da so vsi klasifikacijski atributi med seboj pogojno neodvisni
in da neobstojecˇi podatki ne vplivajo na rezultat napovedi. Bayesova formula
za racˇunanje verjetnosti posameznega razreda:
p (c|a1, a2, ..., an) = p(c) ∗
∏
i
p(c|ai)
p(c)
(4.1)
Po formuli (4.1) naivni Bayes izracˇuna verjetnost razreda p (c|a1, a2, ..., ai)
za kombinacijo parametrov (a1, a2, ..., ai). Za napoved izbere razred z najviˇsjo
verjetnostjo.
4.2.2 Odlocˇitveno drevo J48
J48 je java implementacija algoritma za grajenje odlocˇitvenega drevesa C4.5
[10]. Odlocˇitveno drevo je grajeno iz listov in vozliˇscˇ. Listi nam povedo
razred, v katerega klasificiramo posamezen primer, v vozliˇscˇih pa izvajamo
teste. Za vsak rezultat izvrsˇenega testa obstaja veja oz. poddrevo. Kla-
sificiramo tako, da zacˇnemo v korenskem elementu in se premikamo skozi
vozliˇscˇa, dokler nismo v listu. V vsakem vozliˇscˇu se na podlagi rezultata
testa odlocˇimo za poddrevo. Primer klasificiramo v razred, na katerega kazˇe
list, v katerem smo pot zakljucˇili. C4.5 za odlocˇanje uporablja normaliziran
informacijski dobitek.
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4.2.3 Nakljucˇni gozd
Ucˇenje z gozdovi je oblika ucˇenja s kombiniranjem klasifikacijskih dreves.
Vsa drevesa, ki so del gozda, nato glasujejo za najbolj popularni razred. Pri
nakljucˇnem gozdu [2] so drevesa t.i. nakljucˇna drevesa. Nakljucˇno drevo
zgradimo tako, da v vsakem vozliˇscˇu nakljucˇno izberemo manjˇso mnozˇico
atributov, po katerih bomo podatke delili v razrede. Gradimo po CART
metodologiji do maksimalne velikosti drevesa in ne rezˇemo (ang. pruning).
Velikost mnozˇice atributov je konstantna.
4.2.4 Logisticˇna regresija
Logisticˇna regresija je statisticˇni klasifikacijski model, ki za klasifikacijo upo-
rablja logisticˇno funkcijo (4.2). Na podlagi te funkcije se izracˇunajo verje-
tnosti posameznega razreda pri dolocˇeni kombinaciji atributov.
F (x1, x2, ..., xk) =
1
1 + e−(ß0+ß1x1+...+ßkxk)
(4.2)
4.2.5 Klasifikacija z vecˇinskim razredom
Klasifikacija z vecˇinskim razredom je najbolj preprost nacˇin klasifikacije. Al-
goritem presˇteje vse pojavitve vseh razredov in nato vse nove primere kla-
sificira v razred, ki vsebuje najvecˇ primerov. To metodo smo uporabili za
postavitev referencˇne vrednosti, ki jo morajo nasˇi ucˇni modeli dosegati. Cˇe
je ta mera presezˇena, lahko govorimo o uspesˇni dinamicˇni izbiri metod.
Vrednosti xi so vrednosti atributov, ßi pa utezˇi. S prilagajanjem utezˇi
lahko dosezˇemo dobro prilagajanje ucˇni mnozˇici.
4.2.6 Kombiniranje z uporabo meta-ucˇenja
Meta-ucˇenje je metoda za kombiniranje vecˇ razlicˇnih enostavnih modelov
ucˇenja med seboj z namenom pridobitve novega, bolj uspesˇnega in fleksibil-
nega modela strojnega ucˇenja. Enostavnejˇsi modeli na ucˇni mnozˇici podatkov
16 POGLAVJE 4. DINAMICˇNA IZBIRA METOD
vrnejo napovedi za vsako kombinacijo atributov, te napovedi pa se uporabijo
kot atributi pri meta-ucˇenju. Algoritmi za meta-ucˇenje uporabljeni in pred-
stavljeni v tem diplomskem delu so stacking, bootstrap aggregating, boosting
in voting.
Metoda stacking
Metoda stacking [12] ali skladanje deluje tako, da zdruzˇi vse napovedi upora-
bljenih ucˇnih modelov s pomocˇjo zdruzˇevalnega ucˇnega modela. Vsi upora-
bljeni modeli najprej podajo napovedi za ucˇno mnozˇico podatkov, ti podatki
pa so uporabljeni pri ucˇenju zdruzˇevalnega modela. Zaradi slabsˇe uspesˇnosti
ucˇenja rezultati metode stacking niso predstavljeni.
Bootstrap aggregating
Algoritem bootstrap aggregating ali bagging [1] za ucˇenje uporablja vecˇ eno-
stavnejˇsih ucˇnih modelov. Ucˇno mnozˇico podatkov razdeli v vecˇ nakljucˇno
izbranih podmnozˇic, ki jih nato uporabi za gradnjo ucˇnih modelov. Zgra-
jeni modeli za tem glasujejo za najbolj uspesˇno napoved. Primer ucˇenja z
uporabo algoritma bagging je tudi nakljucˇni gozd, opisan v 3.2.3.
Boosting
Algoritem boosting [3] za meta ucˇenje je v nekaterih primerih lahko uspesˇnejˇsi
od bagginga. Deluje tako, da zaporedoma gradi mnozˇico ucˇnih modelov s
poudarkom na napacˇno klasificiranih primerih. Poudarek dosezˇemo z upo-
rabo utezˇi. Za vsakim zgrajenim modelom se podatki utezˇijo. Primeri, ki so
napacˇno klasificirani pridobijo tezˇo, med tem ko pravilno klasificirani primeri
izgubijo tezˇo. Tako dosezˇemo, da vsak naslednji klasifikator bolje klasificira
do tedaj napacˇno klasificirane primere. Taksˇen nacˇin ucˇenja lahko pomeni
tudi, da se zgrajeni ucˇni model prevecˇ prilagaja podatkom. Zaradi slabsˇe
uspesˇnosti rezultati ucˇenja z algoritmom boosting niso predstavljeni v rezul-
tatih.
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Glasovanje
Glasovanje [9] je eden izmed preprostejˇsih algoritmov za kombiniranje ucˇnih
modelov. Najprej zgradi vecˇ enostavnejˇsih ucˇnih modelov, ki nato med seboj
glasujejo za najbolj uspesˇno napoved. Vecˇinski razred se nato uporabi za
klasifikacijo primera. Glasovanje se uporablja tudi pri algoritmu bagging
opisanem v 3.4.2.
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4.2.7 Ocenjevanje uspesˇnosti ucˇnih modelov
Ucˇne modele smo med seboj primerjali na podlagi vecˇ razlicˇnih parametrov.
Najpomembnejˇsa med njimi sta klasifikacijska tocˇnost (CA) in povprecˇje
uspesˇnosti profiliranja. Pri primerjanju uspesˇnosti klasifikacijskih rezultatov
z rezultati, pridobljenimi z vecˇznacˇnim ucˇenjem, smo namesto CA uporabljali
vrednosti priklic in preciznost. Vsi podatki pa so bili pridobljeni z uporabo
10-kratnega precˇnega preverjanja.
Klasifikacijska tocˇnost
CA je standardna mera za ocenjevanje uspesˇnosti klasifikacije, ki jo prido-
bimo z deljenjem sˇtevila pravilno klasificiranih primerov s sˇtevilom vseh kla-
sificiranih primerov in pomnozˇimo s 100.
CA =
Nt
N
∗ 100% (4.3)
Preciznost in priklic
Meri za preciznost in priklica smo uporabili za primerjanje rezultatov vecˇznacˇnega
ucˇenja z rezultati klasifikacije.
Preciznost je sˇtevilo pravilno klasificiranih pozitivnih primerov (True Posi-
tive), deljeno s sˇtevilom pravilno klasificiranih pozitivnih in napacˇno klasifi-
ciranih pozitivnih primerov (False Positive).
preciznost =
Tp
Tp + Fp
(4.4)
Priklic je sˇtevilo pravilno klasificiranih pozitivnih primerov, deljeno s
sˇtevilom pravilno klasificiranih pozitivnih in napacˇno klasificiranih negativ-
nih primerov.
priklic =
Tp
Tp + Fn
(4.5)
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Povprecˇje uspesˇnosti profiliranja
Povprecˇja uspesˇnosti profiliranja smo pridobili s povprecˇenjem vrednosti
uspesˇnosti profiliranja za napovedan razred preko vseh kombinacij parame-
trov zgodovina in starost profila. Uspesˇnosti profiliranja so vrednosti iz ma-
trik podatkov, ki so nam bile na voljo za strojno ucˇenje (Poglavje 3). Prido-
bljene so bile z uporabo posplosˇene mere kosinusne podobnosti [4].
S tem povprecˇjem smo pridobili dodatno mero uspesˇnosti ucˇenja poleg
klasifikacijske tocˇnosti(CA), ki nam pomaga ugotoviti, kako uspesˇna je nasˇa
kombinirana profilirna metoda. Podatki niso enakomerno razporejeni, zato
v nekaterih primerih prihaja do tezˇave, kjer je CA visoka, a je bilo napacˇno
klasificiranih nekaj kljucˇnih primerov, ki znizˇujejo uspesˇnost profiliranja.
Statisticˇno testiranje
Dosezˇene izboljˇsave smo potrdili tudi s statisticˇnim testom. Uporabili smo
Wilcoxonov parni predznacˇeni test [11], ki je bil za testiranje uporabljen tudi
v [6]. Testno statistiko izracˇunamo po formuli 4.6:
W = |
Nr∑
i=1
[sgn(x2,i − x1,i) ∗Ri]| (4.6)
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Poglavje 5
Rezultati
V nadaljevanju so predstavljeni rezultati najbolj uspesˇnih uporabljenih me-
tod strojnega ucˇenja. Vsi rezultati so pridobljeni z uporabo 10-kratnega
precˇnega preverjanja. Podatki so predstavljeni v obliki klasifikacijske tocˇnosti
in povprecˇja uspesˇnosti profiliranja. Prvi prikazujejo uspesˇnost samega stroj-
nega ucˇenja posameznega algoritma v primerjavi z drugimi, drugi pa uspesˇnost
v primerjavi s staticˇno uporabo metod profiliranja. Podana je tudi referencˇna
vrednost, ki pomeni klasifikacijo z uporabo vecˇinskega razreda. Predstavljene
so tudi primerjave z meritvami na drugi domeni podatkov in primerjave di-
namicˇne izbire s staticˇnimi vrednostmi vsake od metod profiliranja.
5.1 Klasifikacijska tocˇnost
S slike 5.1 je razvidno, da je najuspesˇnejˇsi pri ucˇenju algoritem, ki z glaso-
vanjem s povprecˇenjem verjetnosti kombinira algoritme J48, naivni Bayes in
nakljucˇni gozd(85,9504 %). Sledi mu algoritem nakljucˇni gozd (84,2975 %).
Nekaj slabsˇe so se obnesli enostavnesˇji algoritmi J48 (83,4711 %), naivni Ba-
yes (80,1653 %) in logisticˇna regresija (78,5124 %), a kot bomo videli, so pri
povprecˇjih uspesˇnosti profiliranja kljub temu precej uspesˇni. Klasifikacijska
tocˇnost z uporabo klasifikacije z vecˇinskim razredom je 38,0165 % in je veliko
nizˇja od vseh predstavljenih algoritmov.
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Slika 5.1: Klasifikacijske tocˇnosti
5.2 Povprecˇja uspesˇnosti profiliranja
Na sliki 5.2 so prikazana povprecˇja uspesˇnosti profiliranja z uporabo di-
namicˇne izbire metod. Podatke smo pridobili tako, da smo pri vsaki napo-
vedi za kombinacijo parametrov starost profila in zgodovina vzeli povprecˇno
uspesˇnost iz tabel podatkov metod (tabele 3.1 - 3.4).
Optimalno vrednost smo izracˇunali s povprecˇenjem najbolj optimalnih
napovedi izmed vseh sˇtirih uporabljenih algoritmov pri vsaki kombinaciji pa-
rametrov starost profila in zgodovina.
Nasˇ cilj je kar najbolj se priblizˇati optimalni vrednosti z dinamicˇno izbiro
metod profiliranja. Vidimo, da so razlike med posameznimi ucˇnimi modeli
veliko manjˇse kot pri uspesˇnosti ucˇenja osnovnih modelov(slika 5.1). Sˇe vedno
je najboljˇsi model glasovanje s povprecˇenjem verjetnosti modelov J48, naivni
Bayes in nakljucˇni gozd, ki se od optimalne vrednosti (0,9434) razlikuje le za
0,0003. Prav tako se le za 0,0003 od optimalne vrednosti razlikuje algoritem
nakljucˇni gozd. Za 0,0004 se od optimalne vrednosti razlikujeta napovedi
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Slika 5.2: Povprecˇja uspesˇnosti profiliranja. Optimalna vrednost je bila pridobljena s
povprecˇenjem najviˇsjih vrednosti v tabelah podatkov za vsako kombinacijo parametrov
starost profila / zgodovina
algoritmov J48 in logisticˇne regresije, sledi pa jima sˇe napoved algoritma
naivni Bayes, ki se od optimalne napovedi razlikuje za 0,0005. Referencˇna
vrednost, pridobljena z uporabo klasifikacije z vecˇinskim razredom, se od
optimalne napovedi razlikuje za 0,0098.
5.3 Izboljˇsave
Na slikah 5.3 in 5.4 so prikazani grafi izboljˇsav, dosezˇenih z dinamicˇno izbiro
metod z uporabo glasovanja s povprecˇenjem verjetnosti modelov J48, naivni
Bayes in nakljucˇni gozd. Graf izboljˇsav prikazuje razliko v uspesˇnosti pro-
filiranja med posamezno (staticˇno) in nasˇo dinamicˇno metodo. Na osi x so
starosti profilov v sekundah, na osi y pa razlike med staticˇno in dinamicˇno
vrednostjo. Izrisani so rezultati za dolzˇino hranjene zgodovine uporabnika
5 in 100. Pri teh vrednostih so meje v uspesˇnostih profiliranja posameznih
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algoritmov najbolj vidne. Na vsakem grafu lahko opazimo:
1. Visoko vrednost ordinate pri metodah, ki smo jih uspeli izboljˇsati s
strojnim ucˇenjem.
2. Vrednost ordinate 0 pri metodah, katerih uspesˇnost profiliranja je enaka
dinamicˇno izbrani metodi.
3. Negativno vrednost ordinate pri metodah, ki so bile napovedane napacˇno.
Te vrednosti znizˇujejo uspesˇnost profiliranja.
Slika 5.3: Izboljˇsave pri dolzˇini zgodovine 5. Vidimo, da je metoda LastAction najbolj
uspesˇna v prvih nekaj sekundah obiska, saj je na tej tocˇki izboljˇsava zanjo enaka 0. Pri
srednje dolgih obiskih je vidno kombiniranje metod AverageActionF(1.1) in AverageActi-
onF(100). Kombiniranje je vidno pri izmenjavi dotikov osi x. Pri teh kombinacijah prihaja
tudi do napacˇnih klasifikacij, ki pa zaradi majhnih razlik med metodama ne vplivajo uso-
dno na koncˇno uspesˇnost. Pri daljˇsih obiskih je najuspesˇnejˇsa metoda AverageAction.
Zelo dobro so razvidna obmocˇja, kjer so posamezne metode uspesˇne. Na
slikah 5.3 in 5.4 lahko vidimo, da je metoda LastAction najbolj uspesˇna v
prvih nekaj sekundah obiska, kmalu za tem pa ji uspesˇnost pade in jo tako
z dinamicˇno izbiro metod dopolnjujejo ostale. V srednjem obmocˇju, kjer je
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Slika 5.4: Izboljˇsave pri dolzˇini zgodovine 100. Podobno kot pri grafu za zgodovino dolzˇine
5 je tudi tukaj v prvih sekundah najuspesˇnejˇsa metoda LastAction. Pri srednje dolgih obi-
skih je v tem primeru vedno pravilno izbrana najuspesˇnejˇsa metoda AverageActionF(1.1).
Do napak pride pri obiskih dolzˇine 21600 in 43200 sekund. Napake zaradi majhne razlike
med izbrano in najuspesˇnejˇso metodo zopet niso usodne.
starost profila med 60 in 21600 sekundami, se prepletata metodi Average-
ActionF(1.1) in AverageActionF(100), kar na grafu vidimo po izmenjavanju
velikosti izboljˇsav enakih 0(dotik osi x). Slednja je uspesˇna tudi pri daljˇsih
obiskih, kjer pa jo dopolnjuje metoda AverageAction, ki je najuspesˇnejˇsa pri
daljˇsih obiskih.
Na sliki 5.5 so primerjane povprecˇne uspesˇnosti staticˇnih metod z novo
dinamicˇno metodo za zgodovino dolzˇine 5, na sliki 5.6 pa so prikazana odsto-
panja uspesˇnosti napovedanih vrednosti od optimalnih. Vidimo lahko, da so
odstopanja minimalna v primerjavi z izboljˇsavami. Graf 5.6 prikazuje trend,
da je napaka pri daljˇsi zgodovini profila prisotna pri vecˇji starosti profila. Ta
trend znova upade pri zelo dolgih starostih profila. Do napak pride zaradi
podobnosti v uspesˇnosti metod pri teh kombinacijah parametrov zgodovina /
starost profila. Metode AverageAction, AverageActionF(100) in AverageAc-
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tionF(1.1) so, kot je razvidno tudi iz grafov izboljˇsav(5.3 in 5.4), v srednjem
obmocˇju podatkov podobno uspesˇne.
Z uporabo dinamicˇne izbire metod nam je uspelo izboljˇsati povprecˇno
uspesˇnost profiliranja v primerjavi s posameznimi metodami.
• Metodo LastAction smo z izboljˇsali iz vrednosti 0,9184 na 0,9431 (raz-
lika 0,0247, p− vrednost < 2, 2 ∗ 10−16)
• Metodo AverageAction smo izboljˇsali iz vrednosti 0,9335 na 0,9431
(razlika 0,0096, p− vrednost < 2, 2 ∗ 10−16)
• Metodo AverageActionF(100) smo izboljˇsali iz vrednosti 0,9384 na 0,9431
(razlika 0,0047, p− vrednost < 2, 2 ∗ 10−16)
• Metodo AverageActionF(1.1) smo izboljˇsali iz vrednosti 0,9378 na 0,9430
(razlika 0,0052, p− vrednost < 2, 2 ∗ 10−16)
Slika 5.5: Primerjava izboljˇsane dinamicˇne metode s staticˇnimi metodami po uspesˇnosti
pri dolzˇini zgodovine 5. Na osi x so starosti profilov, na y osi pa uspesˇnosti profilirnih
metod. Vidimo, da ima nasˇa dinamicˇna metoda v vecˇini primerov optimalno vrednost,
napake pa so minimalne.
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Slika 5.6: Razlike do optimalnih vrednosti. Na tem grafu vidimo odstopanja od optimalnih
vrednosti. Na osi x so vrednosti razvrsˇcˇene po starosti profila, na osi y pa po dolzˇini
hranjene zgodovine. Razvidno je, da so v primerjavi z dosezˇenimi izboljˇsavami odstopanja
zelo majhna. Predvsem zaradi podobnosti med optimalno in dinamicˇno izbrano vrednostjo
kadar pride do napak. Graf prikazuje trend, da je napaka pri daljˇsi zgodovini profila
prisotna pri vecˇji starosti profila. Ta trend znova upade pri zelo dolgih starostih profila.
5.3.1 Statisticˇni test
Rezultate smo preverili tudi z uporabo parnega Wilcoxonovega predznacˇnega
testa. Izvedli smo 5 testov, po enega za vsako metodo in enega na zdruzˇenih
podatkih. Vse p-vrednosti so bile nizˇje od 2, 2 ∗ 10−16. Tako smo brez tezˇav
zavrnili nicˇelno hipotezo, da je razlika median na obeh vzorcih enaka 0 s
stopnjo signifikantnosti α = 0, 0001. Test je bil izveden na mnozˇici parov
velikosti N = 6532888, N/4 = 1633222 parov za vsako metodo.
5.4 Domena podatkov profiliranja sˇtudentov
Uspesˇnost ucˇenja smo preverili tudi z uporabo izbranih ucˇnih algoritmov
na drugi domeni podatkov. Podatki za drugo domeno so bili pridobljeni
s profiliranjem sˇtudentov uporabnikov spletne ucˇilnice. Uspesˇnosti metod
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profiliranja so na tej domeni nizˇje in podatki bolj razprsˇeni, kar pomeni,
da so tudi koncˇne uspesˇnosti nizˇje in izboljˇsave dosezˇene z dinamicˇno izbiro
metod boljˇse. Uspesˇnosti ucˇenja so primerljive s tistimi na prvi domeni
podatkov (slika 5.7). Ucˇenje za obe domeni je bilo izvedeno na zmanjˇsani
mnozˇici podatkov, v kateri so bile vrednosti za dolzˇino zgodovine 5, 10, 20,
50 in 100.
Slika 5.7: Primerjava uspesˇnosti ucˇenja na obeh domenah podatkov. Na osi x so primerjani
klasifikacijski algoritmi, na osi y pa vrednosti CA.
5.4.1 Primerjave izboljˇsav
Na slikah z grafi 5.8, 5.9, 5.10 in 5.11 so zdruzˇeni podatki o izboljˇsavah
na obeh domenah za velikosti hranjene zgodovine uporabnika 5 in 100. Raz-
vidno je, da so izboljˇsave metod z uporabo dinamicˇne izbire na domeni pro-
filiranja sˇtudentov precej vecˇje kot pri domeni podatkov oglasˇevalske mrezˇe.
To je posledica predvsem vecˇje razprsˇenosti podatkov na domeni profiliranja
sˇtudentov (σmdl = 0, 0957, σadv = 0, 0394). To dodatno potrjuje uspesˇnost
nasˇega ucˇenja in zgrajene dinamicˇne metode profiliranja.
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Slika 5.8: Primerjava izboljˇsav za metodo LastAction na obeh domenah. Vidimo, da se
metoda LastAction obnasˇa podobno na obeh domenah podatkov. Najuspesˇnejˇsa je v prvih
nekaj sekundah obiska, nato pa so boljˇse druge metode.
Slika 5.9: Primerjava izboljˇsav za metodo AverageAction na obeh domenah. Na tem grafu
vidimo, da se tudi Metoda AverageAction na obeh domenah obnasˇa podobno. Predvsem
je uspesˇna pri dolgih obiskih.
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Slika 5.10: Primerjava izboljˇsav za metodo AverageActionF(100) na obeh domenah. Raz-
vidno je, da je metoda AverageActionF(100) najbolj uspesˇna pri srednje dolgih in dolgih
obiskih. Izboljˇsave, ki jih dosezˇemo z uporabo dinamicˇne izbire, so v teh primerih majhne.
Slika 5.11: Primerjava izboljˇsav za metodo AverageActionF(1.1) na obeh domenah. Me-
toda AverageActionF(1.1) je uspesˇna pri srednje dolgih obiskih predvsem na domeni
oglasˇevalske mrezˇe. V ostalih primerih so uspesˇnejˇse druge metode.
Poglavje 6
Zakljucˇek
V tem diplomskem delu smo preucˇili in obdelali podatke uspesˇnosti profi-
liranja vecˇ profilirnih metod, opisanih v [6]. Glede na uspesˇnosti pri po-
samezni kombinaciji parametrov starost profila / zgodovina smo se odlocˇili
za sˇtiri, ki so pri dinamicˇni izbiri dajale najboljˇse rezultate. Te metode so
LastAction, AverageAction, AverageActionF(100) in AverageActionF(1.1).
Obdelane podatke smo nato uporabili pri strojnem ucˇenju, s katerim smo
dosegli dinamicˇno izbiro metod. Preizkusili smo razlicˇne algoritme strojnega
ucˇenja. Za najuspesˇnejˇse so se izkazali klasifikacijski algoritmi J48, naivni
Bayes in logisticˇna regresija. Osnovne klasifikacijske algoritme smo poskusˇali
izboljˇsati tudi z uporabo meta-ucˇenja, a z omejeno uspesˇnostjo. Izboljˇsani
klasifikatorji so dajali rahlo boljˇse rezultate, vendar so razlike premajhne, da
bi lahko upravicˇili njihovo uporabo, saj so le-ti bolj kompleksni.
Z uposˇtevanjem preprostosti algoritmov in njihove uspesˇnosti, se je naj-
bolje izkazal ucˇni model J48. Poleg dobre dosezˇene klasifikacijske tocˇnosti
je tudi lahko razumljiv, preprost za izgradnjo in omogocˇa izdelavo if-then
pravil, katera pa so zelo enostavna za implementacijo v kodi sami in ne zah-
tevajo dodatnih sredstev.
V nadaljnjem raziskovanju bi bilo smiselno bolj podrobno raziskati raz-
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merja cen proti ucˇinkovitosti algoritmov, saj zakljucˇki glede kompleksnosti v
tem delu temeljijo zgolj na grobih ocenah. Pri obdelavi podatkov je obetavne
rezultate dajalo tudi filtriranje podatkov, kateremu se nismo podrobneje po-
svetili. Izboljˇsave so bile dosezˇene z odstranjevanjem podatkov za prvih nekaj
sekund obiska. S tem preprecˇimo napacˇne napovedi, saj je ocˇitno, da je v tem
obdobju najuspesˇnejˇsa metoda LastAction. Podobno bi bilo mozˇno prenesti
tudi na daljˇse obiske, kjer se ponavadi najbolj izkazˇe metoda AverageAction.
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