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Abstract
Within this thesis the dynamics of diatomic molecules, initiated and probed by intense
extreme-ultraviolet (XUV) radiation delivered by the free-electron laser in Hamburg
(FLASH), is investigated by means of three-dimensional recoil-ion momentum spec-
troscopy.
In a study on iodine molecules I2, ultrafast charge rearrangement between the two
ions of a dissociating molecule is triggered by the localized absorption of short 87 eV
XUV pulses at either of the ions and studied as a function of their internuclear distance.
This yields the critical distance and the corresponding time up to which charge transfer
along the internuclear axis can take place dependent on the charge state of the photon-
absorbing ion. Additionally, the response to intense XUV radiation of molecules and of
isolated atoms is compared, yielding that higher charge states are reached for the latter.
The lifetime of interatomic Coulombic decay (ICD), an efficient relaxation mechanism
in weakly bound systems, is determined for the (2s−1) inner-valence vacancy of the
neon dimer Ne2. Applying an XUV pump-probe scheme at a photon energy of 58 eV,
the dynamics of ICD is for the first time traced directly. The measured lifetime of
(150± 50) fs only agrees well with predictions that explicitly take nuclear dynamics prior
to the decay into account, demonstrating the key role of the motion for ICD in light
systems.
Zusammenfassung
Gegenstand dieser Arbeit ist die Untersuchung der Dynamik diatomarer Moleküle, welche
durch intensive, extrem-ultraviolette (XUV) Strahlung vom Freie-Elektronen-Laser in
Hamburg (FLASH) initiiert und abgefragt wird. Diese Untersuchung wird mit Hilfe von
dreidimensionaler Rückstoß-Ionen-Spektroskopie durchgeführt.
In einer Studie am Iodmolekül I2 wird die Ladungsumverteilung zwischen den beiden
Ionen eines dissoziierenden Moleküls auf der Femtosekunden-Skala untersucht. Der
Elektronentransfer wird durch die, an einem der beiden Ionen lokalisierte, Absorption
von Photonen eines kurzen 87 eV XUV-Pulses ausgelöst und in Abhängigkeit vom
internuklearen Abstand der beiden Ionen analysiert. Dadurch können der kritische
Abstand und die dazugehörige Zeit, bis zu welchen Elektronen entlang der Kernachse
ausgetauscht werden können, in Abhängigkeit vom Ladungszustand des absorbierenden
Ions, bestimmt werden. Zusätzlich erlaubt der Vergleich von Molekülen und Atomen
in ihrer Reaktion auf XUV-Strahlung den Schluss, dass letztere höher geladen werden
können.
Die Lebensdauer eines effizienten Abregungsmechanismus schwach gebundener Systeme,
Interatomic Coulombic Decay (ICD), wird für den innen-valenz-ionisierten (2s−1)-Zustand
in Neon-Dimeren, Ne2, untersucht. Mit Hilfe eines Anregungs-Abfrage-Schemas, bei
einer Photonen-Energie von 58 eV, kann das dynamische Verhalten des Prozesses erstmals
direkt verfolgt werden. Die gemessene Lebensdauer von (150± 50) fs stimmt nur mit
solchen theoretischen Vorhersagen überein, die explizit die Bewegung der Kerne vor dem
Zerfall berücksichtigen. Dies zeigt, dass die Kernbewegung von grundlegender Bedeutung
für ICD in Ne2 ist.
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Chapter 1.
Introduction
Molecules undergoing a chemical reaction, such as dissociation or ionization, are essentially
few-particle quantum systems that dynamically evolve as a function of time. They
progress from an initial to a final state, passing through – quite often very short lived –
intermediate states. While the study of the initial and the final state can provide some
aspects, such as lifetimes and state populations, a deeper insight into the dynamical
properties calls for the investigation of the intermediate states. This is the subject of
femtochemistry, which aims to study the formation and breaking of chemical bonds on
their natural time and length scales [282]: the femtosecond (10−15 s) and the Ångström
(10−10 m). It requires dedicated time-dependent methods, capable of isolating each
intermediate state temporally and determining their essential features.
The most prominent experimental technique for tracing the real-time evolution of photo-
induced processes is pump-probe spectroscopy [281]. A first light pulse initiates a reaction
in the system of interest, which is then followed in time by probing the system’s state
with a second light pulse at variable time delay. The resolvable time scales are on the
order of the pulse duration, limiting the range and nature of dynamical processes that
can be explored. Thus, in order to trace vibrational and dissociative motion in molecules,
which occur within tens to hundreds of femtoseconds, pulses of corresponding duration
are required. The production of such pulses became possible with advances in laser
technology, in particular by the development of the mode-locking technique [82]. This
method has quickly developed due to the use of Titanium:Sapphire lasers that deliver
pulses with a duration in the femtosecond regime at near infrared (IR) wavelengths
(∼ 800 nm) [262]. Thus, they allow the resolution of even the fastest vibrations in small
molecules [71, 81].
Nuclear motion in molecules is usually quantum mechanically treated within the Born–
Oppenheimer approximation [27], which neglects coupling between electronic and nuclear
motion as the former is typically a factor of thousand faster than the latter. In this
estimate the potential energy of the molecule is represented by potential energy surfaces,
which for diatomic molecules simplify to potential energy curves and are thus only
dependent on the internuclear distance of the two nuclei. The nuclear dynamics within a
molecule is described by nuclear wave packets evolving in time, as illustrated in Fig. 1.1:
The ionization of a molecule by the pump pulse may initiate wave-packet dynamics in an
1
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intermediate electronic state due to the coherent superposition of vibrational levels. This
leads to a modulated nuclear wave packet propagating along the internuclear coordinates.
Probing the time evolution of the wave packet is thus equivalent to tracing the motion
of the nuclei. If the probe pulse further ionizes the molecule onto a repulsive Coulomb
curve, Coulomb-explosion imaging (CEI) [261] allows to access the molecular geometry
by exploiting the repulsion of the quickly ionized heavy constituents.
Ionization with IR lasers typically requires the simultaneous absorption of a large number
of photons and thus the application of intense pulses. However, the thereby induced
strong electromagnetic fields disturb the studied systems and the ongoing dynamics [52].
In order to return to the perturbative regime of single or few photon absorption, while
still being able to ionize a molecule, one has to apply higher photon energies, such as
that of extreme ultraviolet (XUV) radiation. Developments in recent years have yielded
two different types of XUV sources capable of producing the necessary short pulses:
• High harmonic generation (HHG) sources [159, 197],
• Free-electron lasers (FELs) [25].
Each of them has its advantages and drawbacks, depending on the goal of the specific
pump-probe experiment.
As HHG allows the generation of XUV and soft X-ray pulses with durations below
100 as and a fixed phase relation to the fundamental pulses [284], it enables experiments
with unprecedented temporal resolution. Applying XUV-IR streaking techniques [136],
delays in photoemission of tens of attoseconds [236] as well as Auger lifetimes of a few
femtoseconds [64] could be determined. Recent improvement of HHG sources has led to
intensities higher than 1013 W/cm2 [169], which are sufficient to perform XUV pump-probe
experiments. However, these intensities are not yet routinely available and they are
still not high enough for inducing non-linear processes. Therefore, XUV pump-probe
experiments are predominantly performed at FELs [126, 129], which deliver intensities
up to 1018 W/cm2 [29].
FELs are able to produce coherent radiation ranging from the XUV to the hard X-ray
regime with pulse durations in the order of ten femtoseconds and peak brilliances up
to 8 orders of magnitude larger than that of the most powerful synchrotrons [209]. The
pulses consist of stochastic spikes [1] of a few femtoseconds width that corresponds to
the temporal coherence length [180]. FELs have opened up a whole new research area,
as they combine the key features of lasers, such as short and intense pulses, with those
of synchrotron sources delivering XUV and X-ray radiation. Before the advances in FEL
technology, dynamical and non-linear studies could only be carried out with ultra-short
pulses in the optical and IR regime, while inner-valence and core ionization investigations
were limited to the single-photon regime by using picosecond synchrotron pulses. The
first FEL that reached into the XUV regime, the free-electron laser in Hamburg (FLASH)
[79], became operational in 2005, and the first hard X-ray FEL, the linac coherent light
source (LCLS) in Stanford followed in 2009 [69]. At the moment, two further XUV FELs,
one in Italy (FERMI) [3] and one in Japan (SCSS) [245], are available. Another hard
2
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Figure 1.1.: Illustration of the pump-probe technique in a diatomic dummy
molecule AB. The molecule is ionized by the pump pulse leading to the
formation of a nuclear wave-packet that evolves in time in a bound electronic
state of AB+. After an adjustable time delay the probe pulse further ionizes
the molecular ion leading to the population of a repulsive state resulting in a
Coulomb explosion into the fragments A+ and B+.
X-ray FEL (SACLA) [115] became recently operational in Japan. Still some more are
to come in the next few years, such as the European XFEL [94] in Hamburg and the
SwissFEL [196] in Villigen.
One of the most far reaching visions for the application of FEL radiation is the imaging
of single biomolecules with intense femtosecond X-ray pulses [168, 239]. By using X-ray
diffraction the electron density and thus the structure of molecules can be reconstructed,
which is crucial for the understanding of the functionality of biomolecules. Such studies
have been performed for many years at synchrotrons and yielded hundred thousands
of molecular structures so far [36]. However, the method requires large crystallized
samples that for most molecules are often very difficult or even impossible to produce
[41]. The intense coherent radiation of FELs with pulse durations in the femtosecond
regime enables imaging of much smaller crystals (nano-crystals) [17]. Recently, the first
so far unknown molecular structure, namely the Trypanosoma brucei enzyme, could be
extracted from an experiment at LCLS [141].
Molecular imaging relies on the so-called diffract before destroy concept [185], where a
snapshot of a structure is taken before it had time to change. Once a sample is irradiated
with intense X-ray radiation, its electron density distribution and consequently the
structure is modified, i.e., the molecule suffers damage. Therefore, the central question
arises how fast the structural rearrangement takes place and thus whether the damage
hinders the imaging of single biomolecules. Recent experiments on nano-crystalized
lysozyme have shown signatures of radiation damage from X-ray pulses as short as 70 fs
[161]. Photon absorption within molecules is strongly localized at constituents with high
3
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atomic number, often having more than an order-of-magnitude larger cross sections
than H or C atoms [279]. Therefore, it is crucial to understand the underlying ultrafast
dynamics in order to develop improved damage models that take the spatio-temporal
spread of the induced damage into account.
Localized photoabsorption efficiently triggers nuclear motion and electronic rearrange-
ment across the entire molecule, mainly leading to its fragmentation. The induced
rearrangement for few femtosecond pulses has been investigated in a recent study on
methyl- and ethylselenol, both containing a heavy selenium atom as photoabsorption cen-
ter [72, 73]. It could be concluded that even inside pulses as short as 5 fs ultrafast charge
rearrangement took place and that it was accompanied by considerable displacement of
the constituents. However, the essential questions about the time and length scales of
the rearrangement remained open. This question is addressed in this thesis in the form
of a pump-probe experiment on a diatomic model system, the iodine molecule I2, with
the goal to gain time resolution for the aforementioned charge rearrangement and the
accompanied nuclear motion [234]. In particular, the internuclear separation at which
charge transfer is not possible anymore is investigated. I2 is a well-suited target system,
as it features a large cross section for the removal of inner-valence electrons around
a photon energy of 90 eV [45]. Earlier studies have already explored the dissociation
dynamics of molecular iodine ions [147, 148], however only for charge states up to I5+2 .
We reach considerably higher charge states and in addition investigate whether the
highest charge states are reached for the molecule or separated iodine atoms. The pro-
duction of these highly charged ions requires the absorption of multiple photons: It takes
place via sequences of single-photon absorption and from some point on several photons
must be absorbed simultaneously to remove further electrons [101, 211]. Investigating
the pathways of multiple ionization is important to gain insight into the fundamental
processes occurring when intense FEL radiation interacts with matter. The first studies
of that kind were carried out in the XUV wavelength regime on Xe clusters and atoms
[206, 266] and were later extended into the X-ray regime [113, 214, 280].
A completely different situation arises, when weakly bound complexes are studied. The
aforementioned electron transfer, induced by the localized absorption of high energetic
photons, occurs only up to a certain internuclear distance. Hydrogen bonds, which are
ubiquitously contained in large biomolecules, are often so weak that the distance between
the constituents are too large for electron transfer, even at equilibrium internuclear
distances. If this is the case, excited species within the molecule relax by transferring
their excess energy solely through the Coulomb force. An example for such a process
is the Förster resonant energy transfer (FRET) between molecules, which enables for
instance the light harvesting in photosynthesis [83]. Another process of this type is
interatomic or intermolecular Coulombic decay (ICD) [37] taking place in weakly bound
van-der-Waals and hydrogen bound clusters. Here, an excited monomer ion relaxes by
transferring its excess energy to a neighboring atom or molecule, which consequently
emits an electron. ICD is an extremely efficient relaxation process and ubiquitous in
different chemical environments like clusters [223], He droplets [149], fullerenes [11]
and aqueous solutions [189]. The ejected ICD electrons usually have low energies and
4
therefore destroy efficiently chemical bonds in close-by molecules [28]. Therefore ICD is
expected to affect the DNA damage in radiation tumor therapy [106].
ICD occurs on time-scales of a few femtoseconds up to nanoseconds [286], depending
on the system and the type of decay mechanism. From a quantum dynamical point
of view, ICD and its related phenomena allow to study processes in the interesting
regime where electronic transitions couple strongly to nuclear degrees of freedom. For
large internuclear distances R the ICD rate is proportional to ∼ R−6 [225]. For smaller
distances other decay pathways may open up, resulting in shorter lifetimes [9]. Thus,
if the decaying system is given time to change its internuclear distance, the decay rate
will change significantly [222, 228]. For a decay occurring within a few femtoseconds,
the accompanying nuclear motion is negligible [11, 123, 190]. In contrast, it plays a
crucial role for relaxation times larger than that [222]. Therefore the ICD lifetime is
a crucial parameter for understanding the complex interplay between electronic and
nuclear motion.
The first ICD lifetime determination in large neon clusters yielded 6 fs for Ne+(2s−1)
ions from the bulk [190]. It neglected nuclear motion prior to the decay, which is justified
because of the fast decay and the slow nuclear dynamics in the cluster. In contrast for
dimers like Ne2, lifetimes of 64 fs to 92 fs (for fixed R = 3.2Å) are theoretically predicted
[8, 220, 263], which are long enough to allow significant nuclear movement prior to the
decay. Therefore, different experimental techniques capable of including intramolecular
dynamics are required. Moreover, the calculation of distance dependent ICD decay
rates is a demanding task and a recent study on NeAr showed that theory had clearly
overestimated the decay width [192]. Therefore, experimentally determined lifetimes
are urgently needed to benchmark theory. In the scope of this thesis the first direct
time-resolved measurement of an ICD lifetime was performed by means of an XUV
pump-probe scheme applied to the (2s−1) vacancy in Ne2 [235].
Both experiments presented in this thesis are performed applying recoil-ion momentum
spectroscopy by means of a reaction microscope (REMI) [260], which was especially
designed for experiments at FELs. It enables the determination of the ion momentum
vectors and thus, by momentum conservation, an unambiguous identification of the
fragment pairs that emerged from the same molecule.
This thesis is organized as follows: Chapter 2 begins with a theoretical description of
single-electron atoms in an electromagnetic field. This is followed by a discussion of
many-electron atoms and molecules. Then, the relevant relaxation processes initiated
by XUV radiation are introduced with special emphasis on ICD. The basic operation
principle of an FEL and the resulting characteristic radiation are introduced in Chapter 3.
The experimental setup with its core, the REMI, is presented in Chapter 4, including
the actual setups of the I2 and the Ne2 experiments. In Chapter 5 the analysis of the
recorded data is discussed and the relevant observables for the interpretation of the data
are introduced. The results for the I2 experiment are presented in Chapter 6 and the ICD
lifetime determination in Chapter 7. In the final Chapter 8 we conclude with a summary
of the obtained results.
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Chapter 2.
Photoionization and Interatomic
Coulombic Decay
The type of process that may be induced in an atom by the interaction with a single
photon is strongly dependent on the photon energy. An overview of the energy regimes in
the electromagnetic spectrum is given in Fig. 2.1. For wavelengths in the infrared (IR) and
optical regime, electron-photon interaction is dominated by elastic Rayleigh scattering.
For ultraviolet (UV) radiation and X-rays up to a few keV, inelastic photoabsorption is
the most relevant process. For even higher photon energies, Compton scattering becomes
dominant and is eventually taken over by pair creation when the energy increases further.
Throughout this thesis we will mostly address the interaction of extreme ultraviolet
radiation (XUV), corresponding to the energy regime of 10 eV < hν < 124 eV, with
atoms and molecules, which usually leads to photoionization.
The absorption of a single and of multiple photons in a one-electron system is introduced
in Sec. 2.1. For the description of a system consisting of more than just a core and
an electron, the electron-electron interaction must be taken into account. Common
techniques and approximations used to describe the Coulomb repulsion between the
electrons and the electron correlation for atoms and molecules are presented in Sec. 2.2.
The cross sections for the absorption of single XUV photons are discussed in Sec. 2.3. As
high energetic photons efficiently remove inner-shell and core electrons, highly excited
ions are often created. The most relevant relaxation mechanisms are explained in Sec. 2.4.
One particular relaxation mechanism, interatomic Coulombic decay (ICD), which relies on
the Coulomb interaction of a highly excited monomer with its environment, is presented
in Sec. 2.5. A classical simulation for pump-probe schemes, which is applied to extract
time-information for such molecular processes, is presented in Sec. 2.6. The chapter
concludes with a model for charge transfer in dissociating molecules in Sec. 2.7.
2.1. Photon-Atom Interaction
The response of atoms to electromagnetic radiation depends on the wavelength and the
field strength. While weak fields may be treated perturbatively, strong fields require a
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Figure 2.1.: Electromagnetic spectrum. Adapted from [272, 273].
different approach. These two regimes will be discussed in the following section, starting
with the weak field in Sec. 2.1.1. Following this, the transition from weak to strong fields
is discussed in Sec. 2.1.2.
2.1.1. Single- and Multi-Photon Absorption
We start by giving a short introduction to the quantum mechanical treatment of a
hydrogen-like atom interacting with an electromagnetic wave. The following consid-
erations are compiled from [88, 111, 153]. Please note, that the equations are given
in atomic units. For further details on the applied unit system see AppendixA. The
interaction of an atom with a classical field is described by introducing the minimal
coupling p→ p−A/c into the non-relativistic Hamiltonian:
Hˆ = 12
(
p− A
c
)2
+ V (r). (2.1)
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Here, p is the momentum operator, A is the vector potential of the electromagnetic field
in Coulomb gauge ∇A = 0, and V (r) = −Z/r is the Coulomb potential for an electron
in the field of a nucleus with charge Z. The A2 term is neglected as we assume the
electromagnetic field to be weak. The full Hamiltonian from Eq. (2.1) is separated into
the Hamiltonian of a free atom Hˆ0 = p2/2−Z/r and the interaction term Hint = −pA/c,
describing the coupling to the external field. Here, we made use of pA = Ap. The time
evolution of the system is governed by the time-dependent Schrödinger equation
i ∂
∂t
Ψ(r, t) = HˆΨ(r, t) =
(
Hˆ0 + Hˆint
)
Ψ(r, t). (2.2)
If the interaction term is weak, Eq. (2.2) can be solved using time-dependent perturbation
theory. In order to do so we introduce the parameter λ, which will denote the order of
perturbation theory:
i ∂
∂t
Ψ(r, t) =
(
Hˆ0 + λHˆint
)
Ψ(r, t). (2.3)
The unperturbed Hamiltonian Hˆ0 is not anymore the exact Hamiltonian of the system.
Its known eigenfunctions ψk(r) form a complete basis set. Therefore, the full solution
of the Schrödinger equation may be expanded in this basis with the time-dependent
expansion coefficients ck(t):
Ψ(r, t) =
∑
k
ck(t)ψk(r)e−iEkt. (2.4)
Upon insertion of this expansion into Eq. (2.3), a system of coupled differential equations
enumerated by b, is obtained:
∂cb(t)
∂t
= 1i
∑
k
λck(t) 〈ψb| Hˆint |ψk〉 ei(Eb−Ek)t. (2.5)
This system may be solved by using a perturbative approach, if λHˆint is small. The
coefficients ck are expanded in powers of the parameter λ:
ck(t) = c(0)k (t) + λc
(1)
k (t) + λ
2c
(2)
k (t) + . . . (2.6)
The expansion from Eq. (2.6) is then inserted into Eq. (2.5) and the solutions of the
individual orders are found iteratively by integration in time. At time t = 0 the system
is prepared in its initial state ψa, which has to be ensured by the zeroth order of the
expansion series, thus c(0)k = δka. In order to calculate the next higher order term the
resulting coefficient from the previous order is inserted into Eq. (2.5) and integrated in
time. Exemplary, the first- and second-order terms in λ are given in the following. They
describe a single or a double interaction with the electromagnetic field, leading to the
9
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transition of the system from the initial state ψa to a final state ψb.
λ0 : c(0)b (t) = δba (2.7)
λ1 : c(1)b (t) =
1
i
∫ t
0
dt′ 〈ψb| Hˆint(t′) |ψa〉 ei(Eb−Ea)t′ (2.8)
λ2 : c(2)b (t) =
1
i2
∑
k
∫ t
0
dt′
∫ t′
0
dt′′ 〈ψb| Hˆint(t′) |ψk〉 〈ψk| Hˆint(t′′) |ψa〉
× ei(Eb−Ek)t′ei(Ek−Ea)t′′
(2.9)
The contribution of the electromagnetic field is expressed by the interaction Hamiltonian
Hˆint = −pA/c. The vector potential is assumed to be a plane wave
A(r, t) = A0epol
(
ei(kr−ωt) + e−i(kr−ωt)
)
, (2.10)
where epol is a unit vector in polarization direction and k is the wave vector with
|k| = 2pi/λ. If the wavelength of the electromagnetic wave λ is large compared to the
dimensions of an atom, kr  1, the dipole approximation eikr ≈ 1 is applicable. This
assumption is justified up to photon energies of a few kiloelectronvolt and is thus also
valid for the XUV regime.
Then, the interaction Hamiltonian can be rewritten as Hˆint = −d using the electric
field  = −1c ∂A∂t and the dipole operator d = qr. According to our applied unit system,
we set the charge q = e = 1. An instructive derivation of this transformation may be
found in [68], using the kinetic momentum p = ∂r∂t :
Hˆint = −1
c
pA = −1
c
∂r
∂t
A = r 1
c
∂A
∂t︸ ︷︷ ︸
−
−1
c
∂
∂t
(rA)︸ ︷︷ ︸
0
, (2.11)
where the latter term vanishes due to the Coulomb gauge. For an exact derivation,
which is also valid beyond the dipole approximation, the so-called Power–Zienau–Woolley
transformation must be performed [204, 275].
For a electromagnetic field polarized in x-direction and the absorption1 of photons this
leads to
Hˆint = x0e−iωt. (2.12)
Inserting this Hˆint into Eq. (2.8) and Eq. (2.9) yields the first and second order expansion
coefficients, respectively. Particularly, the integrations in time may be performed using a
represenation of Dirac’s δ-function:
δ(x) = 12pi
∫ ∞
0
dt eixt. (2.13)
1Had we chosen the negative exponent of Eq. (2.10), e−i(kr−ωt), stimulated emission instead of
photon absorption would be described.
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The probability for finding the system in the eigenstate ψb, due to n-photon absorption,
after a certain time t is given by
w
(n)
a→b(t) =
∣∣∣c(n)b (t)∣∣∣2 . (2.14)
Assuming that the transition is induced by a laser with intensity I0 ∝ 20, which is turned
on for a duration τ , the transition rate is given by
R
(n)
a→b =
w
(n)
a→b(τ)
τ
. (2.15)
Note that, the squared δ-function in w(n)a→b leads to a factor containing the duration τ
[22], which cancels with the 1/τ in R(n)a→b. Thus, the rate for the first and second order
process reads:
R
(1)
a→b ∝ I0|〈ψb|x |ψa〉|2δ(Eb − Ea − ω), (2.16)
R
(2)
a→b ∝ I20
∑
k
〈ψb|x |ψk〉 〈ψk|x |ψa〉 δ(Eb − Ea − 2ω). (2.17)
The intuitive picture for the two-photon absorption process is that an electron is excited
from the initial state ψa to an intermediate state ψk by the first photon and from
the intermediate state to the final state ψb by the second photon [101]. Note that the
intermediate state is virtual, i.e., not necessarily an eigenstate of the atom.
So far, we found that the transition rate for the single-photon absorption grows linearly in
the laser intensity, while the two-photon case grows squared. Continuing our consideration
to the absorption of n photons, by taking the respective orders in the perturbative
expansion from Eq. (2.6), shows
R
(n)
a→b ∝ In0 . (2.18)
Although the previous derivations were only made for a transition between two bound
states, the same behavior is found for a final state in the continuum. Thus, the result is
also applicable for photoionization [88].
It is important to stress that we observe two different mechanisms of multi-photon
absorption in the experiment, sequential and direct photon absorption. The In0 -scaling
found in this section is valid for the direct case. There, the intermediate states are
virtual and their – usually short – lifetime is determined by Heisenberg’s uncertainty
relation. Thus, the photon absorption must occur directly within the limited lifetime of
the state, i.e., quasi simultaneously.
In the sequential case, the first photon ionizes the system, another photon ionizes
the created ion and so forth. This process can be described as a sequence of single-
photon absorptions, which may occur at any time during the pulse. Thus, all populated
intermediate states are stationary and the probability to absorb another photon is linearly
dependent on the intensity and the number of available ions.
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Multi-photon
ionization
Tunnel ionization
Field ionization
(a) (b)
Figure 2.2.: Mechanisms of (a) multi-photon ionization (γ > 1) and (b)
tunnel and field ionization (γ > 1).
2.1.2. Atoms in Strong Laser Fields
The motion of an atom in a laser field  = 0 cosωt can be simplified by assuming that a
single electron oscillates in an electromagnetic field, while the much heavier core remains
fixed. Classically, the electron’s oscillation is described via Newton’s lex secunda, as
described in [111]:
me
dv
dt
= e → v = e0
meω
sinωt (2.19)
with a kinetic energy of
1
2mev
2 = e
220
2meω2
sin2 ωt. (2.20)
The average of Eq. (2.20) over one laser period is the so-called ponderomotive potential
Up, which is interpreted as the energy of an electron that performs a quiver motion in
the oscillating electric field of the laser. It is given by
Up =
1
2me
〈
v2
〉
= e
220
4meω2
= e
2
8pi2ε0c3me
I0λ
2. (2.21)
A comparison of Up for ionization with an IR and an equally intense XUV pulse is
given in Tab. 2.1. While the ponderomotive potential of an electron in the XUV field is
completely negligible, it is already two times larger than the electron’s binding energy in
I2 for the IR pulse. Therefore, the influence of the XUV pulse may be treated as a weak
perturbation. In contrast, the IR field is strong enough to deform the potential.
The ionization of atoms in strong laser fields is described within two different pictures,
which one applies is characterized by the so-called Keldysh parameter [135]
γ =
√
EI
2Up
, (2.22)
with EI being the ionization energy of the atom. For γ > 1 the electron’s binding energy
is larger than the maximal kinetic energy gained in the laser field. This is the regime of
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λ (nm) γ Up (eV)
IR 800 0.5 20
XUV 14 84 < 0.001
Table 2.1.: Ionization of I2 with an ionization potential EI = 10 eV via an
IR pulse of 3.4× 1014 W/cm2 and an XUV pulse with the same intensity. The
Keldysh parameter γ and the ponderomotive potential Up are given.
multi-photon ionization, where the rate of n-photon absorption is proportional to In0 . In
contrast, for γ < 1 the laser field bends the potential barrier of the atom or molecule so
far, that the electron may tunnel through the barrier or even until the electron is quasi
free, as illustrated in Fig. 2.2. This is the strong field regime, in which the maximum
energy gained in the laser field is larger than the electron’s binding energy. It should be
noted, that there is no strict transition between the regimes and experiments around
γ ≈ 1 exhibit typical features of both mechanisms [24, 172].
According to the Keldysh parameters, listed in Tab. 2.1, the XUV experiments are clearly
situated in the multi-photon regime, while the experiments carried out with the IR laser
are better described and understood in the tunneling regime.
2.2. Many-Electron Systems
In order to describe an atom consisting of N electrons and a nucleus of charge Z, the
kinetic energy of all particles and the interaction between them must be taken into
account. In a non-relativistic fashion this is done by including all attractive terms from the
nucleus-electron interaction and all Coulomb-repulsion terms from the electron-electron
interaction into the Hamiltonian2
Hˆ =
N∑
j=1
−12∆j − Zrj + 12
N∑
k 6=j
1
rjk
 (2.23)
with the Laplace operator ∆j = ∇2j , the distance rjk = |rj − rk| between the electrons
j and k, and the distance rj = |rj − rn| between the electrons and the nucleus. The
central task is to solve the Schrödinger equation
HˆΨ(q1, q2, . . . ) = EΨ(q1, q2, . . . ), (2.24)
in order to get the multi-electron wave function Ψ(q1, q2, ...) with the coordinates qi =
(ri, si), where ri denotes the spatial and si the spin coordinates. In the following we will
only consider the spatial coordinate. In the mean-field approximation [194] the potential
2If not indicated otherwise, the presentation given here follows that of [111].
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Vj seen by the electron j is approximated by an averaged central potential of all other
electrons and the nucleus
Vj(rj) = −Z
rj
+
〈
N∑
k 6=j
1
rjk
〉
. (2.25)
Therefore each electron moves in a field of the point-like nucleus and the mean field
created by the other N − 1 electrons. The motion of a single electron is independent of
the motion of the other electrons. This allows a separation ansatz for the multi-electron
wave function consisting of single-electron wave functions φi(ri):
ψ(r1, r2, . . . ) = φ1(r1)φ2(r2) . . . φN (rN ). (2.26)
The single-electron wave functions, also called orbitals, are obtained by solving the single-
particle Schrödinger equations with the averaged potentials Vj(rj). These potentials
can only be determined precisely by integrating over the density of all other orbitals,
which are generally not known. Therefore, the Schrödinger equation may be iteratively
solved via the variational Hartree-method [107]. One starts with a set of single-particle
wave functions, which are expanded in an appropriate basis set and assumes some initial
averaged potential for each electron. In every iteration step the Schrödinger equation
is solved and the computed orbitals are compared to those of the previous step. If the
agreement is not good enough, a modified potential is calculated and the next iteration is
started by calculating new orbitals. Only if self-consistency [213] is reached, meaning the
previous and present orbitals agree (up to a predefined accuracy), the iteration stops. In
the end, one obtains a set of N orbitals |φi(ri)〉, called an electron configuration, which
allows the determination of the total energy of the electron configuration
E = 〈φ1(r1)φ2(r2) . . . φN (rN )| Hˆ |φ1(r1)φ2(r2) . . . φN (rN )〉 . (2.27)
2.2.1. Hartree–Fock Method
So far, the fact that electrons are indistinguishable particles and fermions, and conse-
quently that their total wave function has to be antisymmetric, has not been taken
into account. This is taken care of in the Hartree–Fock formalism by using the Slater
determinant
Ψ(q1, q2, ..., qN ) =
1√
N !
∣∣∣∣∣∣∣∣∣∣
φα(q1) φβ(q1) . . . φν(q1)
φα(q2) φβ(q2) . . . φν(q2)
...
... . . .
...
φα(qN ) φβ(qN ) . . . φν(qN )
∣∣∣∣∣∣∣∣∣∣
, (2.28)
which guarantees the required symmetry properties. The φλ(qi) are single electron wave
functions, where λ denotes a set of quantum number (n lmlms) and qi = (ri, si). In the
following we will only consider the spatial coordinates.
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The Hartree–Fock Hamiltonian Fˆ is expressed in terms of single-electron Hamiltonians
fˆi consisting of hˆi = −12∆i − Zri and the electron-electron interaction vˆi = jˆi − kˆi:
Fˆ =
∑
i
fˆi with fˆi = hˆi + vˆi, (2.29)
with the Coulomb operators jˆi and the exchange operators kˆi defined via their action on
a single electron wave function φλ [285]:
jˆi(rn)φλ(rn) =
[∫
φ†i (rm)
1
|rnm|φi(rm) d
3rm
]
φλ(rn), (2.30)
kˆi(rn)φλ(rn) =
[∫
φ†i (rm)
1
|rnm|φλ(rm) d
3rm
]
φi(rn). (2.31)
The N -electron wave function is found by solving the Hartree–Fock equation
Fˆ |Ψ〉 = EHF |Ψ〉 . (2.32)
When deriving the total energy EHF = 〈Ψ(q1, q2, . . . , qN )| Fˆ |Ψ(q1, q2, . . . , qN )〉 of a
certain electron configuration, using the Slater determinant from Eq. (2.28) and the
Hamiltonian from Eq. (2.29), one arrives at
EHF =
∑
ν
ν , (2.33)
with the energy of an individual orbital ν being
ν = Eνν +
∑
λ 6=ν
Vνλ[νλ]. (2.34)
Here, Eνν = 〈φν | hˆν |φν〉 is the single-electron energy in the field of the nucleus and
Vνλ[νλ] := Vνλνλ − Vνλλν is the electron-electron Coulomb matrix element consisting of
two terms [285]:
Direct term: Vνλνλ =
∫∫
φ†ν(ri)φ
†
λ(rk)
1
|rik|φν(ri)φλ(rk) d
3rid
3rk, (2.35)
Exchange term: Vνλλν =
∫∫
φ†ν(ri)φ
†
λ(rk)
1
|rik|φλ(ri)φν(rk) d
3rid
3rk. (2.36)
The direct term corresponds to the energy of an electron in the averaged field of another
electron. The exchange term arises from the fact that the electrons are indistinguishable
and describes their exchange.
The Hartree–Fock equation in Eq. (2.32) consists of a set of N coupled single-particle
differential equations fˆiφi(rm) = iφi(rm) that cannot be solved analytically. Thus, in
practice, the solution is found via a self-consistent iterative method as introduced in the
previous section: A set of basis functions is chosen in which each single-electron wave
function φi is expanded. The variation consists of modifying the expansion coefficients
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in each iteration step and thereby finding the best suited orbitals (single-particle wave
functions). In order to do so a large amount of integrals of the type of Eq. (2.35)
and Eq. (2.36) must be calculated. It should be emphasized that the quality of the
single-particle wave functions strongly depends on the chosen basis set [56]. However if
the complexity of the basis functions increases, which is needed to correctly describe
many-electron configurations correctly, the computational effort increases strongly. A
compromise between accuracy and calculation time is usually made by choosing a
standard basis set, such as Slater functions or Gauß functions. In particular the latter
type of basis function allows fast calculations due to the advantageous integration
properties of Gauß functions. More details can for instance be found in [158].
2.2.2. Electron Correlation
The Hartree–Fock method allows to account for the nucleus-electron interaction precisely
and treats electron-electron interaction by an approximated overall potential seen by each
electron. However, this picture of independently behaving electrons is not completely
accurate as effects like autoionization (cf. Sec. 2.4), which rely on the correlation between
the electrons in the atom, are impossible to describe in the Hartree–Fock picture.
One method to account for electron correlation3 is the so-called Configuration Interaction
(CI) method [244] where the multi-electron wave function is a linear combination of
Slater determinants (electron configurations). Thus, the total wave function Ω is a
superposition of different electron configurations Ψk, which can each be obtained by the
Hartree–Fock method:
Ω =
∑
k
ckΨk. (2.37)
The central task consists of finding the optimal coefficients ck, which can again be done
iteratively, as introduced before.
Usually the expansion contains a leading term, the Hartree–Fock ground-state configura-
tion, and further excited configurations, created by substituting filled orbitals with empty
ones. Depending on how many substitutions are performed one speaks about single
excitation for one and double excitation for two substitutions. In the literature, e.g.,
[225], the different configurations are referred to as n-hole and m-particle (nhmp) config-
urations with n being the number of considered excitations with respect to the ground
state and m being the number of excited electrons. Thus, a 1h1p-state is singly excited
compared to the reference ground state. If the ground state is already composed of more
than one Slater determinant, one speaks of a multi-reference CI calculation (MRCI) [271].
If all excited states are taken into account, a full-CI calculation is performed, however
this is only feasible for very small systems [18].
Another method, that can be used to construct the wave function in a basis of correlated
electron states is the so-called Algebraic Diagrammatic Construction (ADC) method [230].
3The presentation in this chapter follows [56, 285].
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It is based on the Green’s function formalism that is applicable to describe transitions in
many-electron systems including correlation effects [38]. In order to describe a transition
from an initial to a final state the wave functions of the participating states were
so-far derived separately. The Green’s function method allows to calculate energy
differences and transition amplitudes directly. However, the Green’s function cannot be
calculated exactly due to the high complexity of many electron systems, thus one chooses
a perturbative approach in which the total Hamiltonian is split into a non-perturbed
and an interaction part. One way to determine the Green’s function in the framework of
perturbation theory is the ADC method. Thus, if all orders of the expansion were taken
into account the resulting wave functions would be exact. The expansion is truncated at
a given order n, which is then denoted as an ADC(n) scheme. The ADC(2) scheme, for
instance, describes singly ionized systems (one hole) with a wave function including all
1h0p and 2h1p contributions.
2.2.3. Diatomic Molecules
Diatomic molecules, consisting of two atoms, A and B, are described by considering
the kinetic energies of all constituents and the interaction between them4. The kinetic
energies of the nuclei and the electrons is given by
TˆN = − 12µ∆R and Tˆe = −
1
2
N∑
i
∆ri , (2.38)
with the reduced nuclear mass µ = MAMB/(MA+MB), the internuclear distance vector
R = RB −RA, and ri the electrons’ distance vectors from the center of mass. Thus,
the Hamilton operator reads
Hˆ = TˆN (R) + Tˆe(r) + V (R, r), (2.39)
with the potential
V (R, r) = VAe + VBe + Vee + VAB (2.40)
= −
N∑
i=1
ZA
|ri −RA| −
N∑
i=1
ZB
|ri −RB| +
N∑
i<k
1
|ri − rk| +
ZAZB
R
. (2.41)
In order to describe the system, the stationary Schrödinger equation HˆΨ(r,R) =
WΨ(r,R) must be solved, where W is the total energy of the system. No analytical
solution exists, even for the smallest molecule H+2 , calling for a numerical solution.
However, by introducing reasonable approximations, the Schrödinger equation may
be significantly simplified. The most important complexity reduction is achieved by
applying the so-called Born–Oppenheimer approximation [27]. It allows the separation
of the Schrödinger equation into one equation for the electrons and one for the nuclei.
4The presentation given in this section is compiled from [56, 104, 112].
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Neglecting the coupling between electronic and nuclear motion is possible, because the
electronic motion is roughly a factor of 1000 faster than that of the nuclei. Therefore,
electrons adapt virtually immediately to the movement of the nuclei and the electronic
wave function is solved for stationary interatomic distances R. The product ansatz
Ψ(r,R) = φ(r)χ(R) leads to the decoupling of the Schrödinger equation into an electronic
and a nuclear part:
Electronic:
(
Tˆe + V (r,R)
)
φ(r) = Wγ(R)φ(r), (2.42)
Nuclear:
(
TˆN +Wγ(R)
)
χ(R) = Wγ,ν χ(R). (2.43)
Wγ(R), depending on a set of electronic quantum numbers γ, denotes the R-dependent
eigenvalues of the electronic Schrödinger equation, which serve as the potential of the
nuclear Schrödinger equation. The R-dependent behavior of Wγ(R) is known as a
molecular potential energy curve, which will be denoted as V (R) for the rest of this
work. All potential energy curves show a steep rise for small R due to the repulsion of
the nuclei and converge to the asymptotic behavior of separated atoms or ions for large
R. Bound molecular states exhibit a potential minimum at an intermediate R, which is
the equilibrium internuclear distance Req. The eigenvalues of the nuclear equation Wγ,ν
correspond to the total energy of a molecular state with a set of electronic quantum
numbers γ and a set of nuclear quantum numbers ν. The total energy of a molecule is
composed of three different contributions:
Wγ,ν = Wγ(R) +Wvibration(R) +Wrotation(R) = const. (2.44)
Each term has its characteristic energy and time scale. The binding energies of electronic
states are usually in the order of several electronvolt and the motion of electrons takes
place within tens to hundreds of attoseconds. Vibrational states exhibit typical energies
in the order of 0.1 eV and the time scales range from a few to hundred femtoseconds.
The binding energies of rotational states are even lower and rotation periods are in the
order of picoseconds.
Within this work typical time scales of vibrational motion will be investigated, while
rotations will not be considered. If the vibration of a molecule is a small displacement
around Req, a Taylor expansion around that distance leads to
Vγ(R) = Vγ(Req) + (R−Req) dVγ
dR
∣∣∣∣
R=Req
+ 12(R−Req)
2 d
2Vγ
dR2
∣∣∣∣∣
R=Req
+ . . . (2.45)
As dVγdR
∣∣∣
R=Req
vanishes at the potential minimum, we arrive at the potential of an
harmonic oscillator
Vγ(R) = Vγ(Req) +
1
2k(R−Req)
2, (2.46)
with the coupling constant k = d
2Vγ
dR2
∣∣∣
R=Req
.
18
2.2. Many-Electron Systems
Classically, this potential leads to vibrations with the frequency ω =
√
k
µ . The solution
of the corresponding Schrödinger equation yields the Hermitian polynomials [56]. A
harmonic potential is the most basic assumption for a molecular potential. A better
estimate is usually gained with the Morse potential [178], while weakly bound systems,
such as Ne2, are well characterized by a Lennard-Jones potential [130].
We will now consider transitions between vibrational levels of different electronic states
m and k. The vibrational and rotational quantum numbers will be denoted as ν and J
respectively. The transition matrix element with the nuclear wave functions χi is given
by
Dmk =
∫
χ∗mD
el
mkχkd
3R′, (2.47)
with Delmk being the electronic matrix element, which depends on the electronic dipole
moment. The nuclear wave function separates into a vibrational part Svib(R), which is
only dependent on R, and a rotational part YMJ (θ, φ), which depends on the polar angle
θ and the azimuthal angle φ. Thus, Dmk reads
Dmk =
∫
Svib(ν ′′)DelmkSvib(ν ′)R2dR
∫∫
YM
′′
J ′′ Y
M ′
J ′ d cos θdφ. (2.48)
If the dipole operator is independent of R, it is moved out of the integral and the absolute
square of the first integral can be written as:
qν′,ν′′ =
∣∣∣∣∫ Svib(ν ′′)Svib(ν ′)R2dR∣∣∣∣2 , (2.49)
which is known as the Franck–Condon factor. Thus, the probability for a transition from
one vibrational level to another is determined by the spatial overlap of the vibrational
wave functions, as illustrated in Fig. 2.3. The second integral in Eq. (2.48) is the so-called
Hönl–London factor, which depends on the rotational quantum numbers. The transition
between two vibrational levels via the absorption of a photon is occurring so fast, that the
internuclear distance and kinetic energies of the nuclei are considered as fixed. Therefore,
these transitions occur on vertical lines at a fixed distance R, which is known as the
Franck–Condon principle (cf. Fig. 2.3). Nuclear dynamics within a molecule is often
described by a nuclear wave packet propagating in time. The coherent superposition
of several vibrational states, that may be populated by photoionization, leads to the
modulation of the nuclear wave packet propagating along the internuclear distance.
Solving the multi-electron Schrödinger equation of molecules relies on the methods
presented in Sec. 2.2.1 and Sec. 2.2.2 for multi-electron atoms. The ansatz for the total
wave function is again the product of single-electron wave functions. However, the single
electron wave functions are so-called molecular orbitals, which are expressed as linear
combinations of atomic orbitals.
The molecular orbitals have more complex symmetry properties when the system is not
central symmetric anymore. Due to the symmetry breaking, the characterization of
electronic states is more complicated. Here, we will only introduce the nomenclature
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Figure 2.3.: Illustration of the Franck–Condon principle. The blue arrow
indicates a (vertical) Franck–Condon transition from the vibrational and
electronic ground state of the molecule into an excited electronic state. Mostly
the second excited vibrational state (ν ′′ = 2) is populated due to the large
overlap with the nuclear wave function of the ground state. The green arrow
shows a relaxation of the molecule. Figure adapted from [274].
of electronic states in diatomic homonuclear molecules, as those are relevant for our
experimental investigation:
2S+1Λ(+,−)(g,u) , (2.50)
where Λ is the angular momentum and S is the total spin, resulting in the multiplicity
2S + 1 of each state. The angular momentum is commonly denoted similarly to atoms
with Σ,Π,∆ for Λ = 0, 1, 2. The superscript (+,−) and the subscripts (g, u) indicate
symmetry properties of the wave function Ψ. For diatomic molecules, reflection on a
plane through the axis of the nuclei, denoted by the operator σ, is a symmetry operation.
As applying this reflection operator twice leads to the original wave function,
σ(σΨ) = σ2Ψ = Ψ, (2.51)
one finds that (+,−) are the eigenvalue of σ:
σΨ = ±Ψ. (2.52)
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For diatomic homonuclear molecules another symmetry operation can be defined, inver-
sion I on the center of mass:
I2Ψ = Ψ with IΨg = +Ψg and IΨu = −Ψg. (2.53)
Thus, g-states have “gerade” and u-states have “ungerade” symmetry. As an example,
the ground state X in H2 is denoted by X1 Σ+g .
Atoms with closed atomic shells, i.e., the rare gases, are not able to form covalent bonds
due to the lack of unpaired valence electrons. Nevertheless, they are able to assemble
in weakly bound structures because of the attractive van-der-Waals forces. Neutral
atoms do neither have a net charge nor a dipole moment, when averaged over time.
The situation changes if an atom A approaches atom B and the momentary induced
dipole moment creates an electric field at B and vice versa. This results in an attractive
potential energy of [56]
Epot ∝ αA αB
R6
, (2.54)
where αA and αB are the polarisabilities of the respective atoms. Van-der-Waals bonds
are weaker than hydrogen bonds and roughly a factor of 100 to 1000 weaker than typical
chemical bonds. This results in very shallow potential energy curves with only few
vibrational states. Therefore, rare gas dimers are usually only stable at low temperatures.
The most remarkable example is the He dimer, which has a mean internuclear distance
of 52Å and a binding energy of 95 neV =̂ 1.1 mK [99].
2.3. Photoionization for High Photon Energies
In photoionization, the energy of a photon, ~ω, is transferred to a bound electron that is
consequently ejected into the continuum. For an atom A with the initial state |a〉 = |nl〉
and the continuum state |b〉 = |l′〉, the reaction reads
A+ ~ω → A+ + e−. (2.55)
The kinetic energy  of the ejected electron equals the photon energy minus the binding
energy of the electron:  = ~ω −WI . The probability for the absorption of a photon
is proportional to the transition matrix amplitude Tˆab = 〈b| Tˆ |a〉, which is derived via
first-order perturbation theory, as presented in Sec. 2.1. The cross section for the process
is given by
σab(~ω) = 4pi2α~ω
∣∣∣Tˆab∣∣∣2 . (2.56)
For large photon energies, where WI  ~ω  mc2, and for one-electron systems, the
wave function of the outgoing electron can be approximated by a plane wave. Further
assuming hydrogen-like radial wave functions, the total cross section for photoionization
reads [111]:
σab ∝ Z
5
n3(2~ω)7/2
. (2.57)
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Figure 2.4.: Photoionization cross sections of background species nitrogen,
oxygen and hydrogen, and the target species iodine and neon [279].
This formula illustrates some of the characteristic features in photoionization cross
sections, such as the strong decrease with the photon energy and the increase for heavier
nuclei. In addition the removal of electrons from outer orbitals is preferred. Fig. 2.4
shows the cross sections for relevant background species and the investigated targets as a
function of the photon energy. The aforementioned features are clearly present in these
spectra. However, iodine shows an exceptional behavior with a distinct maximum above
80 eV and further steps at photon energies of 140 eV and 180 eV. These characteristic
steps can usually be attributed to the break-up of an additional shell, e.g., the photon
energy overcomes the ionization potential of the electrons sitting in the next tighter
bound shell. At these so-called absorption edges the cross section is usually maximal
and drops off afterwards. In iodine the step at 140 eV corresponds to the break-up of the
4p shell, while the 180 eV step corresponds to that of the 4s shell. The broad maximum
in the cross section above 80 eV is assigned to a so-called shape resonance, which will be
discussed in the following.
2.3.1. 4d Shape Resonance
The observed increase in the photoionization cross section of I in a broad region above
80 eV is assigned to the excitation of a 4d shape resonance [258]. Here, we will give an
intuitive explanation for this effect [31, 46]. The effective potential of atoms other than
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Figure 2.5.: Double valley potential, that may lead to the formation of a
shape resonance: The 4f wave function collapses from the outer well into the
inner well, where the 4d wave function is localized.
hydrogen is given by a Coulomb potential modified by a repulsive centrifugal term:
Veff(r) = −Z
r
+ l(l + 1)2r2 , (2.58)
with l being the angular momentum quantum number of the respective electronic state.
For certain combinations of Z and l, particularly for the 4f shell in iodine, a potential
with the eponymous shape, a so-called double valley (cf. Fig. 2.5), may arise. In this
situation the 4f wave function may collapse from the outer well (where all nf states
would be expected) into the inner well, leading to an increased spatial overlap with the
4d wave function, which is localized in the inner well. Due to the enhanced overlap,
exciting a 4d electron by photoabsorption will most likely induce a transition to 4f , while
a transition to the spatially separated nf for n > 4 is very unlikely. The resulting 4f
state lies above the ionization potential and will thus autoionize, as discussed in Sec. 2.4.
In conclusion, we note that if the initial and the final state overlap perfectly, due to the
collapse of the latter, a strong increase in the cross section for this transition occurs, a
so-called giant resonance. In fact, this is the case for the 4d and the 4f wave functions
in Xe and I.
2.4. Relaxation Processes in Atoms and
Molecules
The removal of electrons from outer-valence shells usually leaves the created ions in their
ground state and therefore does not trigger further relaxation dynamics in atoms and
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Figure 2.6.: Illustration of the relaxation mechanisms that may occur in
excited atoms and molecules.
molecules. If instead excited ions are produced, due to vacancies in an inner-valence or
core shell or due to excited outer-valence electrons, the system may relax via different
pathways.
Fig. 2.6 shows different relaxation mechanisms for ionized and simultaneously excited
atoms. The presented processes can equally well take place in molecules and are not
limited to atoms. Due to electron correlation, one photon may also excite two electrons
into the continuum at the same time, as shown in Fig. 2.6(a). If one of the electrons
relaxes, it transfers its energy to the other excited electron, which is consequently ejected.
This process is called autoionization and has typical decay times of a few femtoseconds.
As autoionization is usually indistinguishable from direct photoionization of the valence
shell, these two pathways may interfere and give rise to the famous Fano-resonance line
shapes [77].
Depending on the atomic number Z and the binding energy of the electrons, inner-
valence and core vacancies relax via two different mechanisms. For intermediate Z (or
inner-valence vacancies in high-Z atoms), the dominating effect is Auger decay [171],
as illustrated in Fig. 2.6(b): An outer-valence electron fills the core hole and the energy
released upon the relaxation is transferred to another valence electron, which is then
ejected. In larger atoms the entire relaxation process may involve several electrons,
resulting in Auger cascades. The ion is still excited after the first Auger decay and
relaxes via further Auger decays. For instance the 4d vacancy in I+2 mostly relaxes via a
single or a cascade of two Auger decays [26]. The typical time scales of Auger decay are
a few femtoseconds. Note that autoionization and Auger decay are possible due to the
Coulomb interaction between the electrons involved in the processes.
For core holes in heavy elements, radiative decay, as shown in Fig. 2.6(c), is usually the
dominating relaxation pathway, with typical lifetimes in the order of a few femtoseconds
[14]. For light elements, Auger decay is often energetically forbidden and the only
remaining relaxation pathway is radiative decay. There, excited states often have
lifetimes in the pico- to nanosecond regime. Notably, the lifetime of a Ne+(2s−1) ion is
0.2 ns [97].
24
2.5. Interatomic Coulombic Decay (ICD)
2.5. Interatomic Coulombic Decay (ICD)
The lifetimes of core vacancies in strongly bound molecules and solids can be affected by
the environment, which is known as chemical shift [162]. However the effect is weak and
van-der-Waals and hydrogen bonds have hardly any influence on the dynamics of core-
and inner-valence vacancies. Despite these findings, a new relaxation mechanism for inner-
valence ionized atoms and molecules embedded into a weakly interacting environment
was proposed in 1997: interatomic or intermolecular Coulombic decay (ICD) [37]. The
vacancy is filled by an outer-valence electron and the released energy is transferred to a
neighboring particle, which then emits an electron.
In 2003, ICD was first experimentally confirmed in large neon clusters [165] via a low-
energetic feature in the electron spectra, which was not present for monomers. A further
proof of ICD was given in 2004 by a kinematically complete experiment on Ne2 [120].
The process is depicted in Fig. 2.7: An isolated 2s inner-valence ionized Ne+ ion can
only relax radiatively, which occurs within 0.2 ns, because Auger decay is energetically
forbidden. If another Ne atom is placed nearby, the hole is filled by a 2p electron and
the excess energy is transferred to the neighboring atom, which is consequently ionized.
The relaxation energy of 27 eV is not sufficient to remove a second electron from the ion,
which requires more than 40 eV. However it is sufficient to remove a 2p electron from
a neutral Ne atom, which is bound with 21 eV. Finally, two singly charged Ne+ ions
are produced, which repel each other with the Coulomb force. The process is possible
because the double ionization threshold in clusters is considerably lowered compared to
monomers as the charges can be distributed among the constituents.
By now, a whole plethora of ICD phenomena in different systems was predicted and many
of them have been experimentally verified. In the following, we discuss the processes
relevant for Ne2. An overview of the experimental status of ICD research can be found
in [109], a review on ICD theory is given in [10].
2.5.1. Theoretical Treatment
The goal of our experiment on Ne2 is the determination of the lifetime τ of the excited
Ne+2 (2s−1) state. The probability p for finding the system in the excited state at a
certain time t is given by
p = p0e
−Γ·t
~ with p0 = p(t = 0). (2.59)
While the obvious choice of observable from the experiment is the lifetime, theory prefers
the decay width Γ = ~/τ. Besides Γ, electron and ion spectra for comparison with the
experiment may be calculated.
The theoretical treatment of ICD is a challenging task as it requires the full quantum
mechanical description of a many electron system for which electron correlation must
be taken into account. Moreover, nuclear motion occurring while the decay takes place,
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Figure 2.7.: Illustration of the ICD process in Ne2 dimers. A 2s electron
in either of the two Ne atoms is removed. The relaxation energy of 27.2 eV
(insufficient for the removal of a 2p electron in the same ion) is transferred to
the neutral Ne atom via virtual photon exchange. Since a 2p electron in the
neutral Ne is bound with only 21.6 eV, the excess energy is large enough to
ionize the formerly neutral side of the dimer. The final state consists of two
singly charged Ne+ ions, which Coulomb explode.
must be included. In order to gain further insight into the ICD mechanism, we begin in
Sec. 2.5.1.1 by giving an expression for Γ derived within the framework of time-dependent
perturbation theory via the Wigner–Weißkopf method, following the presentation in
[225]. Since this method is not routinely applied for the determination of decay widths,
a brief discussion of other methods will be given in Sec. 2.5.1.2. An overview of the
existing calculations for the 2s−1 vacancy in Ne+2 , is presented in Sec. 2.5.1.3. In order
to obtain a complete theoretical treatment for ICD, nuclear motion must be included,
which will be introduced in Sec. 2.5.1.4.
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2.5.1.1. Wigner–Weißkopf Method
An expression for the decay width Γiv of an inner-valence ionized system, such as
Ne+2 (2s−1), may be derived by applying the Wigner–Weißkopf method [225, 269]:
Γiv = 2pi
∑
k
∑
ov1
∑
ov2>ov1
∣∣∣Vov1,ov2[iv,k]∣∣∣2︸ ︷︷ ︸
(a)
× δ(iv−ov1 − ov2 + Vov1,ov2[ov1,ov2]︸ ︷︷ ︸
(b)
+ k − Vk,ov1[k,ov1] − Vk,ov2[k,ov2]︸ ︷︷ ︸
(c)
),
(2.60)
with the summation indices k for the continuum, iv for the inner-valence hole, ov1 and
ov2 for the first and the second outer-valence hole, respectively. Energies are denoted by
. The notation Vpq[rs] = Vpqrs− Vpqsr for the direct and the exchange terms respectively
has been introduced in Sec. 2.2.
We will first discuss the argument of the delta function, which ensures energy conserva-
tion and thus specifies the possible decay channels of the inner-valence vacancy. The
binding energy iv of the ejected inner-valence electron, i.e., the total energy available, is
distributed among the terms (b) and (c). Term (b) corresponds to the energy of a doubly
outer-valence-ionized state consisting of the ionization potentials of the outer-valence
electrons ov1,2 and the Coulomb interaction between the holes. This term illustrates
why ICD is possible: The double ionization threshold of clusters is lower than that of
monomers. Therefore the decay becomes energetically allowed as the outer-valence holes
can be placed at two “distant” monomers, which lowers the Coulomb repulsion of the
holes. If both electrons were removed from the same monomer, the required energy
would be higher than the available −iv and consequently the argument of the delta
function never vanishes. Term (c) corresponds to the energy of an emitted electron k
corrected by the interaction with the two holes.
We conclude that the two outer-valence holes must be located at different monomers in
order to get a non-vanishing Γiv and proceed by discussing the overlap matrix elements
Vov1,ov2,[iv,k], appearing in (a) from Eq. (2.60), which consists of two contributions:
Direct term:
Vov1,ov2,iv,k =
∫∫
φ†ov1(x1)φiv(x1)
1
|x1 − x2|φ
†
ov2(x2)φk(x2) d
3x1d
3x2. (2.61)
Exchange term:
Vov1,ov2,k,iv =
∫∫
φ†ov1(x1)φk(x1)
1
|x1 − x2|φ
†
ov2(x2)φiv(x2) d
3x1d
3x2. (2.62)
Each matrix element describes one of the physical processes illustrated in Fig. 2.8 for
the Ne+(2s−1) dimer ion. The direct term in Eq. (2.61) corresponds to the situation in
which the inner-valence vacancy φiv is filled by an outer-valence electron from the same
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Figure 2.8.: Illustration of the two competing ICD processes: direct ICD
and exchange ICD. In the direct process the 2s vacancy at the left neon ion is
filled by a 2p electron from the same ion and the excess energy is transferred
to a neighboring 2p electron, which is then ejected. In the exchange process
the 2s vacancy is filled by a neighboring 2p electron and the released energy is
given to a 2p electron at the left side, which is then emitted.
monomer φov1 and an outer-valence electron φov2 from the other monomer is ejected
into the continuum φk. The exchange term in Eq. (2.62) describes a process in which
an electron from the neighboring atom φov2 fills the inner-valence vacancy φiv and an
outer-valence electron from the inner-valence side φov1 is ejected into the continuum φk.
However, for rare gas clusters the exchange term is very weak at equilibrium internuclear
distance because the overlap of φov2 and φiv is more or less negligible. Therefore the
direct ICD process dominates by far. It should be noted though that exchange ICD
might also occur under certain circumstances, as will be shown in Sec. 7.2.7.
Now we will discuss the general distance dependence of ICD. The orbital overlap of two
neighboring atoms – even at large distance R as occurring in van-der-Waals clusters – is
usually non-negligible. However, for inner-valence orbitals the assumption of vanishing
overlap is reasonable and a power series expansion may be performed:
1
|x1 − x2| =
1
R
− (r1 − r2) · uR
R2
+ 3 [(r1 − r2) · uR]
2 − (r1 − r2)2
2R3 +O
( 1
R4
)
, (2.63)
with R = R1 −R2, the unit vector uR along the internuclear axis and the position ri of
the electrons relative to the monomers’ centers of mass Ri. If we insert this expansion
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into Eq. (2.61), the first two terms cancel and the first non-vanishing term is
Vov1,ov2,iv,k ∝
1
R3
. (2.64)
Here, one has to assume that 〈φov1 |φiv〉 = 〈φov2 |φk〉 = 0. Therefore, for large R we
obtain
Γiv ∝ 1
R6
. (2.65)
The characteristic 1/R6 behavior is also known from other intermolecular processes, such as
Förster resonances [84] and Penning ionization [198, 248]. In the Förster Resonant Energy
Transfer (FRET) the excitation energy of one molecule is non-radiatively transferred to
a close-by molecule that absorbs the energy and subsequently emits it via fluorescence.
The occurrences and applications of FRET are manifold. Notable examples are light
harvesting in photosynthesis [83] and the structural and functional studies of proteins [96].
All involved electronic states in FRET are bound, therefore discrete and thus the energy
emitted from one molecule must be resonant with the excitation of the other molecule.
Achieving the resonance condition often requires nuclear motion, which determines the
duration of the process [221]. For (direct) ICD a resonant energy transfer is not required
as the electron, which absorbs the relaxation energy, is ejected into the continuum.
Therefore it takes place much faster. Penning ionization is a process occurring in slow
ion-atom collisions: An excited atom collides with a neutral one, thereby forming a
quasimolecular state for a short time. The excitation energy is transferred to the neutral
particle, which is consequently ionized [248].
2.5.1.2. Decay Widths
In practice, ICD widths are usually calculated within two different theoretical frameworks,
which are briefly introduced here5. In atomic physics, resonances are, for instance, found
in electron scattering with atoms or molecules or in photoionization, resulting in an
enhanced cross section for a certain process. Related are autoionization, Auger decay
and ICD. Resonances are characterized by their complex Siegert energy [247], consisting
of their position on the energy scale ER and their decay width Γ:
Eres = ER − iΓ2 . (2.66)
A major difficulty that arises in calculating the lifetime of resonances is the wave function
of the outgoing electron. As it is not square integrable, standard electronic structure
theory is not applicable [222]. One method is to make the electron wave function square
integrable by introducing a Complex Absorbing Potential (CAP), which creates an
absorbing boundary condition around the considered molecular system. It is important
to note, that the boundary condition must be chosen in such a way that the wave function
5If not indicated otherwise, the presentation given here is compiled from [10, 220, 263].
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in the vicinity of the molecule is not disturbed [220]. The absorption of the electron is
achieved by adding a complex term to the original Hamiltonian Hˆ of the system:
Hˆ(η) = Hˆ − iηWˆ . (2.67)
The parameter η is a real positive number and referred to as the CAP strength and
Wˆ is a local semi-definite one-particle operator. The new Hamiltonian still fulfills the
Schrödinger equation, but is non-Hermitian. Thus, its eigenvalues are no longer real
numbers. Even though the CAP disturbs the Hamiltonian, the exact eigenvalues of the
resonance are obtained in the limit of vanishing η [207]. If a complete basis set is given,
each resonance has an eigenvalue E(η) with
lim
η→0E(η) = ER − i
Γ
2 (2.68)
corresponding to the Siegert energy. Thus, the complex part of the eigenvalue E(η)
yields the decay width.
In order to perform the actual calculation, many-electron wave functions of the initial
and final state of the system are needed. The wave functions and, thus, the energy
eigenvalues can be determined using different ab initio techniques: Two commonly used
methods for ICD calculations are the configuration interaction (CI) and the algebraic
diagrammatic construction (ADC) [230] method, which have been introduced in Sec. 2.2.2.
For a detailed treatment of the CAP-CI method see [225]. The application of CAP-ADC
to the Ne+(2s−1) decay rate is presented in [263].
Another method6 used to calculate ICD decay widths is based on the Fano theory of
resonances [77]. The wave function ΨE at the energy E, which is beyond the ionization
energy, is expressed as a superposition of a bound-like state Φ and a continuum-like
state χ:
ΨE = a(E)Φ +
Nc∑
β=1
∫
Cβ(E, )χβ,d. (2.69)
The initial state of the decay Φ corresponds to the Ne+(2s−1) state of our system. χβ,
is the final state with the continuum energy  and enumerated by β, which counts the
decay channels up to Nc. Here, this is the doubly ionized Ne+ −Ne+ state. The decay
width Γ is expressed in the Fano theory as:
Γ =
Nc∑
β=1
Γβ = 2pi
Nc∑
β=1
∣∣∣〈Φ ∣∣∣Hˆ − Er∣∣∣χβ,β〉∣∣∣2 . (2.70)
Er is the energy of the decaying state: Er ≈ EΦ =
〈
Φ
∣∣∣Hˆ∣∣∣Φ〉 and β is the asymptotic
kinetic energy of the ICD electron emerging from the decay channel β.
In order to calculate Γ via Eq. (2.70), the wave functions of the initial and the final states
are needed. These correlated many-electron states can for instance be constructed via
the ADC method [230].
6This discussion is adapted from [10].
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Figure 2.9.: Decay width Γ as a function of the internuclear distance for
both intermediate states 2Σu and 2Σg calculated via CAP-CI. Figure taken
from [222].
2.5.1.3. Decay Widths for the Neon Dimer
The ICD lifetime of the 2s−1 vacancy in Ne+2 was subject to many theoretical studies,
which will be reviewed here. In a study on the dependence of the lifetime on the cluster
size, it was shown that the lifetime of the 2s hole decreases from τ = 85 fs for Ne2
down to τ = 3 fs for Ne13 [221]. The decay width for the 2Σu state was calculated
using the Stieltches–Chebyshev moment theory [225]. As the initial and final states were
determined via Hartree–Fock calculations, no correlation effects were included and the
geometry of the clusters was kept at a fixed solid-neon-like internuclear distance of 3.13Å
[221].
Another study [222] found a strong dependence of the decay width on the internuclear
distance R in Ne+(2s−1) for both intermediate inner-valence states 2Σu and 2Σg, as
shown in Fig. 2.9. There, a lifetime of approximately τ = 530 fs at R = 3.2Å for both
states was calculated. The result shown in Fig. 2.9 was obtained using the CAP-CI
method with a CI expansion for the Ne+2 (2s−1) state including all one-hole states and
their single and double excitations [225]. A more precise CAP calculation with a multi-
reference CI (MRCI) expansion yielded a value of τ = 64 fs for the 2Σg state at R = 3.2Å
[220]. However the latter calculation was only performed at a single internuclear distance
due to the high computational complexity.
A further study was carried out in the CAP framework to calculate Γ as a function of
the cluster size with optimized cluster geometry, and to investigate its dependence on
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the used basis set for the calculation [263]. With the most accurate basis, the application
of the CAP-ADC method yielded a value of τ = 92 fs at R = 3.2Å for the 2Σg state
while the basis set used in [220, 222] gives a slightly smaller lifetime of τ = 74 fs.
Using the Fano-ADC method to determine the ICD decay widths of the 2Σg state yields
a lifetime of τ = 82 fs at R = 3.2Å [8]. These calculations were performed at several
internuclear distances, as shown in Fig. 7.19.
Concluding we note that the most accurate results for the τ of 2Σg at R = 3.2Å are
to be expected from the CAP-MRCI (64 fs) [220], the CAP-ADC (92 fs) [263] and the
Fano-ADC (82 fs) method [8].
2.5.1.4. Nuclear Dynamics
The previously presented calculations, performed for a fixed internuclear distance, pre-
dicted ICD lifetimes in the order of 100 fs, which gives the nuclei enough time to move
prior to the decay. Therefore, it is crucial to include nuclear dynamics into calculations
as the decay width is strongly dependent on the internuclear distance (cf. Fig. 2.9 and
Fig. 7.19). Only if nuclear motion is included, the calculated electron and ion spectra
are comparable to experimental data [222, 227]. Since the behavior of Γ(R) is non-linear,
a non-trivial impact on the lifetime is expected [228].
The theoretical description of ICD is usually performed in the Born–Oppenheimer
approximation where the electronic and the nuclear dynamics are decoupled. Thus, the
nuclear motion is added on top of the calculated potential energy curves by describing
the whole ICD process as transitions of wave packets between different electronic states.
In the following, we give an overview of the method of time-dependent propagation of
nuclear wave packets, following the description in [10, 227].
The ground state wave packet is instantaneously projected onto the intermediate inner-
valence potential energy curve, where it starts to propagate. As the equilibrium internu-
clear distances of the intermediate inner-valence states are usually located at smaller R,
due to the tighter bound of the singly ionized system, the wave packet usually starts
to propagate towards smaller R. Simultaneously the decay process sets in and the
final state is populated at the same rate as the density drops in the intermediate state.
The final wave packets, associated to the different energies of the ICD electron, are
generated and start propagating along the repulsive curve of the final state. The wave
packet dynamics is described by a set of coupled differential equations (time-dependent
Schrödinger equations) with i denoting the initial, d the intermediate and f the final
electronic state with the corresponding nuclear wave functions Ψi, Ψd and Ψmf , where
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m counts the different final electronic states:
i ∂
∂t
|Ψi(R, t)〉 = Hˆi(R) |Ψi(R, t)〉 ,
i ∂
∂t
|Ψd(R, t)〉 = Fˆi(R) |Ψi(R, t)〉+ Hˆd(R) |Ψd(R, t)〉 ,
i ∂
∂t
|Ψm,f (R, t, )〉 = Wˆm(R, ) |Ψd(R, t)〉+
(
Hˆm,f (R) + 
)
|Ψm,f (R, t, )〉
(2.71)
The initial Hamiltonian Hˆi = TˆN + Vˆi consists of the nuclear kinetic energy TˆN and the
potential energy Vˆi according to the populated potential energy curve. In order to describe
the dynamics of the intermediate state, the decay process must be taken into account by
introducing a complex part with the decay width Γ: Hˆd(R) = TˆN (R) + Vˆd(R)− iΓ(R)/2.
The coupling between the initial and final state is taken care of by Fˆ , which is only
a delta function δ(t = 0) for instantaneous ionization. The coupling strength Wm
between the intermediate and the final state is related to the partial decay widths
Γm via Γm(R) = 2pi
∣∣∣Wˆm(R)∣∣∣ with Γ = ∑m Γm. The final state Hamiltonian reads
Hˆm,f = TˆN (R) + Vˆm,f (R) and  is the energy of the outgoing electron. In the system
of coupled Schrödinger equations, Eq. (2.71), the norm of the intermediate wave packet
decreases with increasing time at a rate given by Γ(R). This is caused by the non-
hermiticity of Hˆd. The norm of the final wave packet increases accordingly with the same
rate. Thus, the norm of the total wave function for the whole system is constant in time.
When the entire wave packet has decayed from the intermediate to the final state, all
the information required to compute the ICD electron spectrum and the kinetic energy
release for the fragments formed after Coulomb explosion is contained in the final wave
packet [227, 228]. Results from calculations including nuclear dynamics, are discussed in
Sec. 7.2.8.
2.6. Classical Treatment of the Pump-Probe
Technique
No detector is able to resolve processes in the femtosecond time domain, in particular
the motion of nuclei in molecules. Therefore dedicated experimental techniques have to
be developed, such as the pump-probe method for which Ahmed Zewail was awarded
the Nobel Prize in chemistry in 1999 [281]. A preceding pump pulse initiates a certain
reaction by populating intermediate states and a probe pulse samples the evolution of
the system by further ionizing it at an adjustable time delay. As the achievable temporal
resolution lies in the order of the pulse duration, femtosecond pulses are needed to
observe nuclear motion in real time. Typical Ti:Sa lasers, operating at 800 nm, deliver
pulse durations of 25 fs, which can be further shortened to ≈ 6 fs by spectral broadening
[81]. Therefore, even fast molecular processes are accessible via pump-probe spectroscopy
in the IR regime [71].
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Only in recent years the creation of ultra-short pulses in the XUV to X-ray regime
became feasible due to the development of HHG sources [159, 197] and FELs [25]. In
order to produce high harmonic radiation an intense femtosecond IR pulse is focused
into a gas cell. A target electron absorbs several photons, recollides with its atom
and thereby emits one high energetic photon. Using HHG sources, pulses in the XUV
regime with durations as short as 68 as [284] can be produced. They provide excellent
conditions for IR/XUV experiments: The IR pulse for the HHG is also used as probe
pulse and is therefore intrinsically synchronized with the XUV pump pulse. The peak
intensities achievable by HHG (> 1013 W/cm2 [169]) are starting to become sufficient for
XUV pump-probe experiments [154]. However the generation of these high intensities is
still difficult and not yet sufficient for all systems. FELs instead routinely deliver much
higher intensities up to 1018 W/cm2 [29] in the XUV and X-ray regime. Therefore most of
the XUV pump-probe experiments are performed at FELs.
In this work XUV pump-probe experiments on two different systems, the iodine molecule
I2 and the neon dimer Ne2, are discussed. Our studies rely on Coulomb-explosion
imaging (CEI) [261], which allows to access the molecules’ geometry by exploiting the
large Coulomb repulsion of the quickly ionized constituents. One XUV photon is usually
sufficient to ionize an atom or molecule. At the present intensities the most likely scenario
is single-photon absorption within the pump and single-photon absorption within the
probe. Under these conditions mostly repulsive molecular curves are accessed at a
well-defined time. These requirements justify the application of the classical model, that
will be presented in the following.
The most intuitive way to simulate the measurements is by modeling molecular motion
in a diatomic molecule as a classical point-like particle moving on the involved potential
energy curves. A similar method was already successfully applied in earlier XUV
pump-probe experiments [23].
According to the Franck–Condon approximation, the pump process is implemented by
placing the particle on an intermediate potential curve at equilibrium internuclear distance
R(t0) = Req of the neutral molecule at time t0, as shown in Fig. 2.10. The particle is
given the reduced mass µ = m1m2m1+m2 and a vanishing initial velocity:
dR
dt
∣∣∣
t0=0
= 0. In
order to describe the motion of the particle, moving on the molecular potential curve
V (R), Newton’s classical equation of motion is solved for all internuclear distances R.
The simulation is performed on an equidistant grid (R1, R2, . . . , Ri, . . . , Rn) starting
from Req with a constant step size of ∆R = Ri − Ri−1. We start by calculating the
acceleration a for each step Ri:
a(Ri) = − 1
µ
V (Ri)− V (Ri−1)
∆R . (2.72)
The time ∆t(Ri−Ri−1) needed to overcome ∆R with the velocity v(Ri−1) is given by
∆t(Ri −Ri−1) = −v(Ri−1) +
√
v2(Ri−1) + 2a(Ri)∆R
∆R , (2.73)
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Figure 2.10.: Illustration of the classical simulation used for the present
pump-probe studies. At t0 the pump pulse prepares the classical point-like
particle on the potential energy curve V (R) thereby initiating dynamics in the
molecule. The evolution of the system is sampled via the probe pulse at tj by
populating a different potential energy curve V ′(R).
while the total time tm for passing m intervals ∆R is composed of all infinitesimal
intervals tm =
∑m
i=1 ∆t(Ri −Ri−1). At the end of each step the present kinetic energy
of the particle is evaluated via
Ekin(Ri) = V (Ri)− V (Req), (2.74)
in order to provide the velocity input v(Ri) for the next step:
v(Ri) =
√
2Ekin(Ri)
µ
. (2.75)
The particle pursues its motion on V (R) until the probe pulse promotes it onto a different
potential curve V ′(R) at tj . Thus, after each step the passed time tm must be compared
with a predetermined time delay tD = tj − t0 before starting the calculation of the
trajectories. If tm exceeds tD the calculational procedure continues on the new potential
curve V ′(R) with the previously gained velocity as initial condition. The transition onto
a different potential energy curve is not always induced by the probe, alternatively it
may occur via ICD or other decay mechanisms, as will be shown in Sec. 7.2.4.
Once the particle has reached its final potential curve, the propagation is carried on
until the change in its velocity is negligible. This way the “infinite” distance R∞ = n∆R
passed by the particle on its way to the detector is approximated. At R∞ the total energy
of the particle, gained on all populated potential curves, is evaluated. The obtained
value is directly comparable to the experimentally observed kinetic energy release of
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the fragments (cf. Sec. 5.3.3). The used potential energy curves are either taken from
literature or if not existent – which is typically the case for multiply charged molecular
ions – assumed to be Coulombic.
2.7. Charge Transfer and Classical
Over-the-Barrier Model
Charge transfer describes a reaction, in which electrons are transferred from one system
to another. It occurs efficiently in slow ion-atom collisions, where single or multiple
electrons from a typically neutral target are transferred to a highly charged projectile
ion while it flies by [183]. These conditions are present in astrophysical plasmas, where
charge transfer occurs between ions from solar winds and neutral clouds from comets
and planetary atmospheres, leading to highly excited ions that relax via radiative decay
[20]. The same effects are important for the analysis of earth-bound plasmas, as those in
tokamaks [108]. Furthermore, understanding the interaction of low-energetic ions with
matter plays a crucial role for heavy ion therapy [4, 143], as the deposited energy is
maximal for the low projectile energies where charge transfer plays an essential role.
Therefore collision experiments have explicitly addressed this question by bombarding
biomolecules with low-energetic ions in order to identify the relevant break-up channels
leading to DNA damage [57, 58, 265].
Here, we consider charge transfer of t electrons between the dissociating fragments Bp+
and Aq+ of a molecule AB:
Aq+ +Bp+ → A(q−t)+ +B(p+t)+, q > p. (2.76)
The electrons of Bp+ are affected by the Coulomb field of Aq+ resulting in a lowering of
the potential barrier between the two. Thus, a loosely bound electron migrates from
Bp+ to Aq+ as soon as the potential barrier is lower than the electron’s binding energy,
as shown in Fig. 2.11. This process is described in the classical over-the-barrier (COB)
model, first formulated in [217] and extended to state selective capture of multiple
electrons in [186]. This illustrative model and its extensions are in good agreement with
experimental data and thus very popular for the description of charge transfer at low
energies, like for the examples mentioned above.
The goal of the following considerations is to find an analytical expression for the critical
internuclear distance Rcrit at which charge exchange between Aq+ and Bp+ is not possible
anymore. The binding energy E′i(R) of electron i of Bp+ is increased in the external
field of Aq+ according to
E′i(R) = −Ei −
q
R
, (2.77)
where Ei is the binding energy experienced by the electron in the unperturbed case and
R the internuclear distance. The potential Vi(r,R) seen by the electron i at distance r
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is a superposition of the potential of its own nucleus with effective charge p∗i and the
potential of the other ion (cf. Fig. 2.11):
Vi(r,R) = −
(
p∗i
R− r +
q
r
)
for 0 < r < R. (2.78)
In order to determine the distance ri,max at which the maximum of the barrier occurs,
the derivative of Eq. (2.78) is used:
∂Vi(r,R)
∂r
= q
r2
− p
∗
i
(R− r)2
!= 0. (2.79)
The local maximum is found by solving Eq. (2.79) for r:
ri,max =
R
√
q√
q +
√
p∗i
. (2.80)
Upon insertion of ri,max into Eq. (2.78) an expression for the height of the potential
barrier as a function of the internuclear distance R is found:
Vi,max(R) = −q + 2
√
q + p∗i
R
. (2.81)
Since the electron i is able to overcome the potential barrier as soon as its binding energy
E′i(R) is above Vi,max(R) (cf. Fig. 2.11), Eq. (2.81) must be compared to Eq. (2.77):
− q
R
+ 2
√
q p∗i + p∗i
R
= −Ei − q
R
, (2.82)
This leads to
Ri,crit =
2
√
q p∗i + p∗i
Ei
. (2.83)
With the help of the critical distance, the geometrical cross section for electron capture
is defined as:
σ = CpiR2i,crit =
pi
2
(
2
√
q p∗i + p∗i
Ei
)2
. (2.84)
In order to account for the oscillatory behavior of the electron bouncing back and forth
between the two ions as long as charge transfer is possible, the additional weighting
factor C is introduced. Assuming that beyond Ri,crit the electron localizes at either of
the ions with equal probability, C is set7 to 1/2 in Eq. (2.84).
For the purpose of this thesis extensions of the COB model [186] are not necessary since
only half-collisions are considered, i.e., only the outgoing ionic fragments are observed
(cf. Sec. 6.2.7).
In Fig. 2.11 the COB model is illustrated for a I1+ and a I4+ ion moving apart for various
R. The effective charge p∗i seen by electron i is assumed such that each tighter bound
electron screens the nuclear charge by one. Thus, the least bound electron i = 2 in I1+ is
attracted by the nucleus via the potential −2/r. The ionization potential of I1+ is taken
from Tab. 6.2.
7Comparison of measured (0.46± 0.05) [62] and calculated 0.452 [15] values of C shows that
the assumption of 1/2 is reasonable.
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Figure 2.11.: Illustration of the over-the-barrier model for a I1+ and a I4+
ion moving apart from each other. The internuclear distance R increases from
the top to the bottom. At the equilibrium internuclear distance of I2 at 5 au
the three least bound electrons may transfer to I4+. Beyond 10.9 au charge
transfer is not possible anymore. The required ionization potentials were taken
from Tab. 6.2.
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Free-Electron Lasers
Free-electron lasers (FELs) are accelerator-based light sources that produce light with
laser-like properties. The conventional definition of a laser as light amplification by
stimulated emission of radiation does not apply to FELs. However, the usual criteria
are well met in the light they produce: low divergence, high photon density, spatial
and (partially) temporal coherence. While the first FEL in the infrared (IR) regime
was already proposed in 1971 [163] and became operational shortly after [51], it took
until 2004 to realize its first counterpart in the XUV regime: the free-electron laser in
Hamburg (FLASH) [13]. With the start of operation of the Linear Coherent Light Source
(LCLS) in 2009 the wavelength regime accessible by FELs has been extended into the
hard X-ray region [69].
The question arises why it took so long to realize the first FEL producing XUV or
X-ray radiation. As conventional optics do not work beyond UV wavelengths, only FELs
from the optical to the THz regime can be operated with classical optical resonators
and a different concept had to be developed to access high photon energies. For XUV
and X-ray FELs laser saturation must be reached within a single passage through an
undulator, which is achievable via the mechanism of microbunching.
This chapter will cover the basics of the operation principle of an FEL, mostly compiled
from [233], starting with the radiation produced by an undulator in Sec. 3.1. This is
followed by an overview of microbunching and Self-Amplified Spontaneous Emission
(SASE) in Sec. 3.2. SASE has direct implications on the light properties such as pulse
shape and coherence, which will be discussed in Sec. 3.3. A summary on the available
beam parameters at FLASH and an overview of the facility will be given in Sec. 3.4.
3.1. Undulator Radiation
Electrons passing through a structure of magnets with alternating polarity, a so-called
undulator, are forced on an oscillatory trajectory due to the Lorentz force. The deflection
causes the electrons to emit synchrotron radiation which is characterized by the properties
of a relativistic electron beam and the undulator geometry (cf. Fig. 3.1). The period of the
magnet arrangement λu is reduced to λ∗u = λu/γ in the coordinate system of the moving
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N
S
Figure 3.1.: Principle of undulator radiation: A relativistic electron beam is
deflected by an alternating magnet structure, the so-called undulator. Thereby
the electrons emit radiation of a small spectral range within a narrow cone.
electron due to the relativistic length contraction, by the Lorentz factor γ = 1/
√
1− v2
c2 .
In the moving frame the electrons oscillate with the frequency ν∗ = c/λ∗u = c γ/λu. For
an observer in the laboratory frame looking against the beam the emitted frequency
is Doppler shifted to ν = γ(1 + β)ν∗ with β = v/c and thus the measured rest frame
wavelength λ is
λ = λu
γ2
1
(1 + β) ≈
λu
2γ2 with β ≈ 1. (3.1)
Wavelengths down to the Ångström regime are accessible by accelerating electrons to
highly relativistic velocities at typically cm-sized undulator periods. In a more accurate
treatment including the oscillatory trajectory of the electrons, Eq. (3.1) is generalized to
[233]
λ = λu2γ2
(
1 + K
2
2
)
with K = eB0λu2pimec
. (3.2)
The so-called undulator parameter K is determined by the magnetic field in the undulator
plane B0 and the undulator period λu. As the latter is usually a fixed parameter, the
FEL wavelength is tuned by varying the electron energy or B0.
Due to the relativistic electron velocities the radiation is emitted in forward direction
within a narrow cone around the tangent at the particles’ trajectories. The opening angle
of the cone is given by θmax ≈ K/γ. Only if the directional spread of the emitted photons
is smaller than 1/γ, corresponding to K ≤ 1, contributions from various sections of the
trajectory overlap and interfere, and consequently a monochromatic beam is obtained
[118, 233].
Now we will discuss under which conditions energy is transferred from the electrons to
the light field [233]. The light field, which is in practice a short pulse, is approximated
as a plane wave. In the coordinate system used throughout this work, as introduced in
Fig. 3.1, the propagation direction of the wave is denoted as y, the polarization direction
as x and the magnetic field of the undulator equals the z-direction. The electron beam
co-propagates with the electric field of the wave
Ex(y, t) = E0 cos(kly − ωlt+ ψ0) with kl = ωl
c
= 2pi
λl
. (3.3)
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light wave
electron trajectory
Figure 3.2.: Only if the electric field vector E = (Ex, 0, 0) of the wave points
into the same direction as the transversal component of the electron trajectory
vx at all times, continuous energy transfer from the electrons into the light
field is guaranteed (Figure adapted from [233]).
The time derivative of the electron energy W with transversal velocity vx is given by
dW
dt
= vx(t)Fx(t) = −evx(t)Ex(t). (3.4)
Only if dW/dt < 0 energy is transferred from the electrons to the light field implying that
vx and Ex must be oriented in the same direction, as indicated in Fig. 3.2. This condition
will be automatically fulfilled at several points throughout the undulator. However the
condition must be maintained during the whole passage through the undulator, because
if vx and Ex would point in opposite directions the light wave would lose the previously
gained energy. The electron beam and the light wave move with different velocities due
to the detour of the oscillating electrons and the fundamental velocity limitation of a
massive particle. The averaged electron velocity in the direction of propagation is given
by [233]
v¯y =
(
1− 12γ
(
1 + K
2
2
))
. (3.5)
The gain condition is fulfilled by choosing the phase and the wavelength λl of the light
wave such that it is always half a wavelength ahead of the electron trajectory, as indicated
in Fig. 3.2. The difference ∆t between the time that the electrons (te) and the light wave
(tl) need to overcome half an undulator period is given by
∆t = te − tl =
(
1
vy
− 1
c
)
λu
2
!= λl2c . (3.6)
Inserting the expression for the electron velocity from Eq. (3.5) yields the wavelength
that will lead to an amplified light wave:
λl =
λu
2γ2
(
1 + K
2
2
)
. (3.7)
The obtained expression is equal to that for the undulator radiation in Eq. (3.2). Therefore
the light amplification process can start from spontaneously emitted undulator radiation,
which builds the foundation of the SASE principle.
41
Chapter 3. Free-Electron Lasers
Figure 3.3.: Build-up of electron microbunches. During its passage through
the undulator the electron bunch is split up into narrow electron microbunches
that radiate coherently (adapted from [166]).
3.2. Microbunching and SASE
FELs that operate in the XUV or X-ray regime are so-called high gain FELs because
intensity saturation is reached within a single passage through the undulator [25]. This is
in contrast to IR and THz FELs, also called low gain FELs, where an optical resonator
is combined with an electron storage ring allowing the electron beam to pass through the
undulator repeatedly until saturation is reached. As conventional optics are unavailable
in the XUV and X-ray regime and optical resonators cannot be realized, the high gain
FEL requires a different working principle.
This problem is solved using the formation of so-called microbunches, as illustrated in
Fig. 3.3: The electron bunch is split into microbunches with a spacing in the order of one
photon wavelength while it passes the undulator [166]. Assuming that Eq. (3.6) is fulfilled,
electrons gaining energy from the light wave travel on a sinusoidal trajectory of smaller
amplitude than electrons losing energy to the light wave. Therefore the longitudinal
velocity is modified such that the electrons are concentrated around the maxima of
the energy transfer into (micro)bunches shorter than the optical wavelength. Within
one microbunch the electrons oscillate collectively, acting as a single point-like particle
of charge Ne. This leads to correlated emission of radiation, which is fully coherent
within one microbunch. As the photon intensity grows, the microbunching effect is even
enhanced. Only because of this effect the intensity of the high gain FEL scales with the
squared number of electrons in each microbunch I ∼ N2. This is in contrast to all other
undulator based radiation sources, such as synchrotrons, where the electrons emit their
radiation independently from each other resulting in an intensity that is proportional to
N .
High gain FELs owe their name to the exponential amplification of the radiation while
the electrons pass through the undulator [69]:
I = I0e
x
Lg , (3.8)
with x being the transversal undulator coordinate and Lg the gain length. However, the
amplification stops once the saturation length is reached, then the microbunches start to
collapse and the intensity decreases. Thus it is crucial to choose the correct undulator
length of a high gain FEL.
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The microbunching process can be initiated in different ways: If the process is triggered
by an external laser one speaks of seeding, if it starts from spontaneous emission of
undulator radiation it is called self-amplified spontaneous emission (SASE) [25]. SASE
has the great advantage that it allows the operation of an FEL over a wide range of
wavelengths without requiring an external source. Although SASE was already suggested
theoretically in the 1980s [25, 137], it took roughly 20 years to realize it experimentally
for the first time in the IR regime [114]. The SASE process is interpreted in different ways:
In an intuitive picture spontaneously emitted undulator radiation is amplified in the
first section of the undulator and then provides the seeding beam for the microbunching
process in the rest of the undulator. The second interpretation is a start from a periodic
charge density modulation in the electron beam, which is imprinted in the beam because
only one component of the electrons’ white shot noise is amplified [233].
Both start-up interpretations show the stochastic nature of the process, which leads to
spectrally broad and noisy pulses with poor temporal coherence [1]. This is avoided by
using a seeding laser with well defined spectral properties. Seeding in the XUV regime
was already demonstrated with a high harmonic source at FLASH [80] and frequency
doubled optical lasers at FERMI@Elettra [3]. Recently self-seeding in the X-ray regime
was accomplished at LCLS [5].
Here, only a short quantitative description of the FEL theory was given, for further
reading on an introductory level see [30, 233], while a thorough mathematical treatment
is given in [218]. A recent review about high gain FELs and the status of available
facilities can be found in [170].
3.3. Pulse Characterization
As SASE is a stochastic process, strongly fluctuating pulses with broad and noisy spectra
are produced [1]. Each individual pulse consists of spikes on top of a noisy background,
as illustrated in Fig. 3.4. However, the knowledge of the pulse length is crucial for
pump-probe measurements in order to determine the limits of temporal resolution.
Furthermore the pulse shape influences the experimental results, in particular those for
non-linear processes, such as multi-photon absorption [211]. Therefore it is important to
characterize the FEL pulse properties in order to arrive at a correct interpretation of the
experimental data.
Determining the relevant pulse parameters is a demanding task in the XUV regime at
femtosecond time resolution. Suitable tools are under development, but not yet routinely
available at FELs. Therefore we apply intensity autocorrelation, a well known technique
for optical wavelengths, in order to determine the pulse length and thereby get additional
insight into the internal pulse structure [180]. The general idea is to split the beam into
two identical parts that are delayed with respect to each other and send them onto
a target generating a non-linear signal, which is then monitored as a function of the
delay.
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Figure 3.4.: Ten exemplary FEL pulses with wavelengths centered around
32.2 nm with an averaged width of 0.4 nm. Figure adapted from [65].
We implement this scheme by splitting the FEL beam geometrically into two halves
with the split mirror described in Sec. 4.3.3, which at the same time introduces a delay
between the pulses and focuses them into a dilute gas target, discussed in Sec. 4.1.1. The
ionization yield of the atoms or molecules in the gas target depends on the intensity like
N ∼ In0 (cf. Sec. 2.1) and thus serves as the nth order non-linear signal. The expected
autocorrelation signal A(n) for pulses exhibiting a time delay of τ reads
A(n)(τ) =
∫ ∞
−∞
dt |(E(t) + E(t− τ))n|2 . (3.9)
The time-dependent electric fields of the delayed and the non-delayed pulse are denoted
by E(t− τ) and E(t) respectively. For short wavelengths the uncertainty in τ is mostly
larger than the optical period permitting to resolve the oscillations of the electric
field. Therefore we average A(n) over one optical cycle to obtain an nth order intensity
autocorrelation signal [241]
A¯(n)(τ) =
n−1∑
i=1
(
n
i
)∫ ∞
−∞
dtI(t)iI(t− τ)n−i. (3.10)
The measured spectra can also be simulated via the so-called partial coherence model
(PCM), in which statistically fluctuating, partially coherent single FEL pulses are
generated and the autocorrelation function is evaluated [200]. By comparing the recorded
data with the outcome of the simulation we conclude on the pulse parameters.
Fig. 3.5 shows the Ar3+ ion yield recorded at a photon energy of 28 eV for two different
accelerator settings. The goal of both settings was to generate as short pulses as possible.
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Figure 3.5.: Yield of Ar3+ ions recorded as a function of the time delay τ
for a wavelength of 28 eV and two different FLASH settings. The experimental
data are shown in red with error bars. The dashed green lines indicate the
second order autocorrelation function while blue dotted lines stand for the
third order autocorrelation function. Both are generated with the PCM with
a pulse duration for (a) of 28.2 fs (FWHM) and (b) of 42.5 fs (FWHM) with a
spectral width of 0.33 eV (FWHM) [242]. The asymmetry in (a) with respect to
the sharp coherence peak, is due to a wave front tilt resulting in an additional
time delay of 7 fs.
The data are overlayed with a second order autocorrelation function generated by the
PCM (green dashed line) as the ionization step Ar2+ → Ar3+ requires direct two-photon
absorption. In addition, Ar3+ might be produced via three-photon absorption from the
neutral atom, thus the third order PCM autocorrelation function is also shown in Fig. 3.5
(blue dotted line). The PCM simulations use an average pulse length of 28.2 fs (FWHM)
for the first FLASH setting and 42.5 fs (FWHM) for the second, utilizing a spectral
width of 0.33 eV (FWHM), which matches the width of a photon spectrum obtained by
averaging many FLASH pulses directly before recording the autocorrelation traces. Both
spectra in Fig. 3.5 show two clear features: A sharp spike sitting on a broader pedestal.
The broad structure is related to the averaged pulse duration. It is a factor
√
2 broader
than the pulse duration for the second and a factor
√
1.5 broader for the third order
autocorrelation trace. The sharp peak stems from interference of the spikes within the
FEL pulse and corresponds to the temporal coherence length of the FEL pulse [200].
This length was already determined in earlier experiments to be around 7 fs [175, 250]
which is in good agreement with the results of the method presented here [127]. The
open question remains why the broad feature in Fig. 3.5(a) shows an asymmetry with
respect to the coherence spike. This is explained by a tilted wave front of the FEL
pulse which causes an additional time delay, here 7 fs, of the pulses and results in an
asymmetry [180].
It is well known that the pump-probe time resolution is limited by the pulse duration.
However due to the intrinsic spiky structure of the FEL pulses the resolution is no more
45
Chapter 3. Free-Electron Lasers
315 m 
5 MeV 150 MeV 1250 MeV 
Bunch Compressors 
450 MeV 
Accelerating Structures RF Stations 
Laser 
RF Gun 
Soft X-ray 
Undulators 
sFLASH 
FEL Experiments 
Photon 
Diagnostics 
Beam Dump 
THz 
Seeding 
Figure 3.6.: Layout of the FLASH facility with the extension FLASH II
(lower branch) which is under construction at the moment (taken from [60]).
limited to the overall pulse duration but to the spikes’ widths. Therefore processes
occurring on shorter time scales than the overall pulse length may still be resolvable
[126, 173].
3.4. FLASH
Originally, FLASH’s accelerator section was planned as a test facility to demonstrate
the feasibility of superconducting cavities for a compact linear electron-positron collider
for particle physics. Only three years after proposing the TESLA (Teraelectronvolt
Energy Superconducting Linear Accelerator) Test Facility (TTF), in 1994, first plans
of extending it to a light source were put forward. Today, the free-electron laser in
Hamburg (FLASH) is a user facility delivering pulses of tens of fs in the XUV range at
intensities up to 1016 W/cm2 [79].
In this section the essential components needed to realize an FEL will be explained:
an electron gun, a linear accelerator and an undulator. All components and their
requirements will be introduced by the example of the FLASH facility and the possible
operation parameters will be presented. Information, given here, are mainly compiled
from [60, 79].
An overview of the FLASH facility, which has a total length of 315 m, is given in Fig. 3.6.
The requirements on the electron beam quality to produce radiation through SASE are
very demanding: Short, high-density electron bunches with a low energy spread and a
narrow beam diameter are needed. So far, this is only possible with linear accelerators.
Since FLASH has superconducting accelerator cavities, thousands of electron bunches
can be accelerated within a second. The duty cycle is organized in such a way that the
main repetition rate is 10 Hz with a train of 1 to 400 minibunches8 arriving each 10 Hz.
The length of each minibunch train is limited to a maximum of 800 µs which imposes
the maximum time difference between two minibunches.
8Please note that minibunches are not related to microbunches.
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Parameter Value
Wavelength range (4.2–45) nm
Average single pulse energy (10–500) µJ
Pulse duration (FWHM) < 50 fs–200 fs
Spectral width (FWHM) 0.7–2 %
Photons per pulse 1011–1013
Table 3.1.: FLASH parameters (taken from [60])
The electron source needs to emit short pulses with large currents of 20 pC to 1 nC
at a high repetition rate. The electron bunches are produced by bombarding a Cs2Te
photocathode with 262 nm laser pulses of 4.6±0.1ps (corresponding to 2 mm long electron
bunches) and accelerating them with a high gradient radio frequency (normal conducting)
cavity [252]. Afterwards the electron beam is further accelerated and compressed in
the seven TESLA modules, each containing eight superconducting niobium cavities and
cooled to 2 K. Further compression of the bunches is achieved by sending the beam
through magnetic chicanes. The total length of the linear accelerator section, which
delivers the beam to the undulator, is 120 m.
As intensity saturation must be achieved within a single passage for a high gain FEL,
rather long undulators are needed. At FLASH six undulator modules, each with a length
of 4.5 m, are installed. At a fixed undulator gap of 12 mm a peak magnetic field of 0.48 T
is reached using permanent NdFeB magnets. With an undulator period λu = 27.3 mm,
an undulator parameter K = 1.23 and the available electron beam energies between
0.37 GeV and 1.25 GeV, wavelengths ranging from 120 nm to 4 nm can be produced.
The electron beam is dumped after it has passed the undulator. The FEL radiation is
transported through a photon diagnostic section into the experimental hall where it is
distributed to one of five different experimental stations [257]. In the photon diagnostic
section the FEL beam properties, such as intensity, shape and position are characterized.
The absolute position of the beam is monitored at various places on Ce:YAG crystals by
means of cameras while the photon number is determined via two gas monitor detectors
[257]. The beam size is adjustable with the help of apertures behind the undulator and
the beam position is steered by motorized mirrors. More information about FLASH can
be found in [60, 79, 257].
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Experimental Setup
The purpose of this thesis is to gain insight into the dynamics of small molecules upon
impact of intense femtosecond XUV pulses. In order to do so recoil ion momentum
spectroscopy is applied. It relies on the coincident detection of all ions and thus enables
the reconstruction of the interaction process by calculating the particles’ initial momenta.
Therefore, the detection setup must be capable of preparing a well defined initial
target state and detecting the final state of the molecule after the interaction. These
requirements are fulfilled by a reaction microscope (REMI) equipped with a supersonic
gas jet. In order to gain temporal resolution of molecular processes we apply pump-probe
spectroscopy, experimentally realized by a delay stage. The REMI for FLASH is not
permanently installed in Hamburg and is thus modified in order to meet the optimal
conditions for each experiment.
The key components of the REMI will be discussed in Sec. 4.1 and specialties for the I2
and the Ne2 experiments will be presented in Sec. 4.2 and Sec. 4.3, respectively.
4.1. Reaction Microscope (REMI)
Originally designed for ion-atom collisions [179], the reaction microscope (REMI) has
become a versatile tool for kinematically complete studies of atomic and molecular
processes [260]. It relies on the coincident detection of all produced charged particles.
The target, in our case a supersonic gas jet, is bombarded with a projectile, such as ions,
electrons or photons, and the charged fragments created upon the collision are guided
onto time- and position-sensitive detectors by an electric field, as illustrated in Fig. 4.1.
For the light electrons an additional magnetic field is needed to ensure 4pi solid angle
acceptance. From the impact time and position on the detectors the three-dimensional
momentum vectors of all charged particles are calculated. By momentum- and energy-
conservation each interaction process is reconstructed. Since electron spectra have not
been recorded in the experiments discussed here, the following considerations will focus
on the coincident detection of ions. A brief discussion of the difficulties of electron
detection is given in Sec. 4.4.
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Figure 4.1.: REMI setup used for the FLASH experiments in combination
with our split-and-delay mirror described in Sec. 4.3.3.
4.1.1. Supersonic Gas Jet
The momenta transferred to atoms and molecules via photoionization vary over several
orders of magnitude from below 1 au up to hundreds of au. In order to resolve even
small transfers, the uncertainty of the initial target momentum must be well below
the momentum gain in the ionization process. At room temperature, the momentum
spread of the target, caused by thermal motion, is already larger than 10 au for heavier
target species. For neon dimers another important aspect comes into play: The binding
energy of a neon dimer in its vibrational ground state is only 3 meV. For comparison,
the internal energy Etherm = 32kBT0 of a single atom at room temperature T0 = 300 K
is already 39 meV. Thus, in order to create neon dimers, a jet temperature below their
binding energy is crucial, which requires an internally cool gas target (< 24 K). A broad
overview about atomic and molecular beam sources can be found in [238], where the
content of this chapter is mostly compiled from.
4.1.1.1. Theoretical Description
The aforementioned requirements are fulfilled by a supersonic gas jet, where a gas is
expanded through a narrow nozzle from a reservoir with high pressure P0 into a region
of lower pressure Pf . The underlying working principle is conversion of undirected
thermal energy of a gas into a directional kinetic energy in form of a jet. Heat dissipation
during the expansion can be neglected for short nozzles, thus the process is considered
adiabatically. Under the assumption that the whole enthalpy, which consists of the
internal energy Etherm and the compression energy kBT0, is converted into directed
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motion, the jet velocity vjet is estimated via [174]:
1
2mv
2
jet =
f
2 kBT0 + kBT0 → vjet =
√
2kBT0
m
(
1 + f2
)
, (4.1)
with f being the degrees of freedom. In this idealized case the temperature of the jet
after expansion is 0 K, which is in practice not possible. Typical gas jet temperatures
range from tens of millikelvin to a few kelvin. Even colder targets are producible by
laser cooling in magneto-optical traps [117] and dipole traps [98, 116].
In order to characterize a jet the speed ratio S∞ is introduced: It is defined as the ratio
of the longitudinal jet velocity and the thermal velocity of the molecules vtherm in the
rest frame of the jet:
S∞ =
vjet
vtherm
. (4.2)
In terms of experimentally accessible parameters the speed ratio is expressed as [174]
S∞ = A
[√
2 P0d
kBT0
(53C6
kBT0
)1/3]B
, (4.3)
where A, B and C6 are empirical constants, d is the nozzle diameter, P0 the initial
pressure and T0 the initial temperature. The crucial experimental parameter is the final9
temperature T∞ of the jet, which is related to S∞ and T0 by
T∞ = T0
γ
γ − 1
1
S2∞
. (4.4)
The parameter γ = CPCV = 1 +
2
f is the heat capacity ratio built from the heat capacity at
constant pressure CP and the heat capacity at constant volume CV . For an ideal gas
of diatomic molecules with f = 5 (3 translational and 2 rotational degrees of freedom,
vibrational motion is negligible for gas jet temperatures) the heat capacity ratio yields
γ = 1.4.
The temperatures of the jet in longitudinal direction T∞ and transversal direction Trad
are different, but T∞ imposes an upper limit on the temperature, as it is always larger
than Trad.
4.1.1.2. Principle of Operation
The velocity of the molecules is characterized by the Mach number Ma = v/a, with v
being the particle velocity and a being the speed of sound in the present medium. The
pressure difference between P0 and Pf causes acceleration of the gas towards the low
pressure region. Due to the acceleration, the Mach number grows from Ma  1 to
Ma > 1. Upon leaving the nozzle v exceeds the speed of sound explaining the name
supersonic gas jet.
9The subscript ∞ indicates far away from the expansion region
51
Chapter 4. Experimental Setup
In an ideal supersonic expansion, the particles move without interacting with neighboring
particles in the region behind the nozzle, the so-called zone of silence. However, this is
only true for perfect vacuum conditions, which is not fulfilled in the experiment. The
experimentally achievable zone of silence is restricted to a small region behind the nozzle
and breaks down beyond. Therefore the beam forming the target must be cut out of the
zone of silence before the break down.
In our setup, the nozzle is realized by a thin platinum plate with a 30µm diameter hole,
which is mounted on a steel pipe. It is adjustable in the three spatial dimensions via
an x-y-z–manipulator. An overview of the setup is given in Fig. 4.2. The high pressure
side of the nozzle is usually connected to a gas bottle, with a pressure typically ranging
from 1 to 25bar. The first jet stage behind the nozzle has the highest gas load in the
entire vacuum system. It is evacuated via a 350 L/s pump and typical pressures of 10−3
to 10−4 mbar are reached, depending on the injection pressure and the target species.
A part of the expansion cone that builds up behind the nozzle is cut out by a conical
skimmer producing a molecular beam. Varying the distance between the nozzle and the
skimmer allows to adjust the density of the gas target, as the particle density decreases
quickly with increasing distance. A second skimmer is mounted behind the first one,
to cut out those particles with larger transversal momentum in order to reduce the
transverseal temperature of the gas jet. After the second skimmer the beam passes
four additional differential pumping stages, each of them separated by a 2 mm diameter
aperture.
The skimmers and apertures reduce the expansion pressure of several bars by 14 orders of
magnitude. This way, the base pressure in the interaction chamber of roughly 10−11 mbar
is achieved. Due to the large number of differential pumping stages a comparably small
target density of 109 to 1010particles/cm3 is reached. If all apertures and skimmers are
centered perfectly with respect to the nozzle, the gas jet diameter in the interaction region
is roughly 1.2 mm. Optionally, the dimensions of the beam can be cut by three pairs of
slits, mounted in the jet stages 4, 5, and 6. Two of them allow cuts in the propagation
direction of the FEL beam, while the third pair allows cuts perpendicular to that. After
passing the interaction point the molecular beam is dumped into a turbomolecular pump
via two further differential pumping stages. The latter are needed to avoid backscattering
of gas particles into the main chamber.
4.1.2. Spectrometer
Fig. 4.3 shows the spectrometer used in our REMI. The homogeneous electric field of
the spectrometer accelerates the ions and electrons towards opposite directions onto
the corresponding detectors. This is realized by an array of 22 ring-like steel plates
with equidistant spacing. As voltage is only applied on the upper most and lowest
spectrometer ring, two neighboring rings are connected via 100 kΩ resistors creating a
constant voltage gradient along the whole spectrometer. An exception are the innermost
plates above and below the reaction point, which are separated by the doubled spacing
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Figure 4.2.: Setup of the supersonic gas jet. Gas expansion from a high to
a low pressure region through a 30 µm diameter nozzle. The first skimmer
peels a beam out of the expansion cone and the second skimmer cuts off atoms
with large transversal momentum to reduce the temperature in that direction.
Three pairs of slits (green) are mounted perpendicular to the jet propagation
direction in order to adjust the dimensions of the jet. The number of the jet
stage and the respective pressure in mbar is given in the lower part of the
figure.
and two resistors. This allows the unfocussed FEL beam to pass through without
scattering. In addition the plates are sloped towards the center in order to create well
defined equipotential planes resulting in a higher degree of electric field homogeneity.
The electric field is oriented such that ions are guided to the top, while electrons are
accelerated to the bottom detector. The spectrometer has a total length of 275 mm,
with the electron arm being roughly a factor of two longer than that for the ions. A
long electron arm is favorable in order to stretch the time interval at which the fast
electrons arrive at the detector. In contrast, for the presented experiments a short ion
arm is necessary, because fragments with large transversal momentum are created in
Coulomb explosions due to the produced high charge states. Thus, in order to prevent
ions from flying off the detector, a moderate acceleration distance in combination with
relatively high acceleration voltages is used. It is crucial for a coincidence experiment
that full 4pi acceptance for the ions is guaranteed. Typical electric fields for the presented
measurements lie between 35 and 70 V/m.
The spectrometer is closed by high transmission gratings on the top and the bottom.
This extends the homogeneous electric field until the very end of the spectrometer.
Additionally, the gratings avoid field distortion originating from the high voltages applied
to the detectors. On both sides, additional gratings are mounted and put to high
voltage, in order to post-accelerate the ions and electrons towards the detector, as will
be discussed in Sec. 4.1.3.1.
In a traditional REMI spectrometer setup an additional field free drift region with length
dd is added after the acceleration distance da. For a ratio of da/dd = 2, the so-called
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Figure 4.3.: Setup of the spectrometer. Ions, created in the interaction
point of the FEL and the gas target, are accelerated onto a 120 mm time- and
position-sensitive detector on the top and electrons to the bottom.
time-focusing condition [260] is fulfilled, which compensates an uncertainty in the ions’
time-of-flight caused by the finite dimension of the interaction region and the projectile
beam. Our spectrometer is designed without a drift region, as the FEL is focused down
to a diameter of approximately 20µm. This is in the order of the detector resolution
limit and thus the compensating effect of the drift region is not needed.
At this point a short remark on the coordinate system used throughout this work should
be made. As shown in Fig. 4.3, the spectrometer axis, which defines the direction of
ion acceleration, will be denoted as z-axis. The FEL beam and the gas jet are oriented
perpendicular to the spectrometer axis and perpendicular to each other. The propagation
direction of the gas jet defines the x-axis and the FEL beam propagates along the y-axis
with its polarization in x-direction.
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4.1.3. Detectors
Coincidence measurements, such as the ones performed with a REMI, rely crucially
on the detection of all particles. Therefore, the main requirements on the detectors
are high efficiency, multi-hit capability, i.e., short dead times, and good temporal and
spatial resolution. In our setup, this is achieved by a stacked detector consisting of a
time-sensitive microchannel plate, which is presented in Sec. 4.1.3.1, mounted in front of
a position-sensitive delayline anode, as described in Sec. 4.1.3.2.
4.1.3.1. Microchannel Plate
The detection of a single particle is difficult as it induces only a small signal, which
then must be amplified. This is done with a microchannel plate (MCP), which provides
the additional information at which time the charged particle has impacted on the
detector, the so-called time-of-flight (TOF). In principle an MCP is a large array of
micrometer-sized individually-working electron multipliers, embedded in a 1 mm thick
plate [105]. The upper and lower surface of the MCP are metal-coated, while the plate
itself is made of an insulator such as glass. This allows to create a strong electric field
between the top and the bottom by applying a voltage of typically 1 kV. The surface
inside of the capillaries is coated with a semiconductor, e.g., gallium phosphide (GaP)
or gallium arsenide phosphide (GaAsP), that has a low electron work function upon
bombardment with charged particles and photons (beyond the UV range). Thus, when a
charged particle impinges on the surface inside a capillary, electrons are released and get
accelerated through the channel. Thereby they gain enough energy to eject secondary
electrons by hitting the wall repeatedly. This way an electron avalanche is formed along
the channel, which amplifies the original signal by roughly a factor of 104, as shown in
Fig. 4.4. By tilting all channels – which are aligned in parallel – by typically 8° towards
the surface normal, hitting the a wall surface is almost unavoidable.
The signal is further amplified by stacking a second MCP on top of the first one. This
enhances the gain to 105 − 106. For a stack of three plates a gain of more than 107
is reachable. The orientation of the plates is chosen such, that the channels form a
V-shape (or N-shape for three plates), known as the chevron geometry. This arrangement
increases the gain, since no electron can fly through the channels without hitting a wall.
At the same time it reduces the feedback from background ions created by electron
impact ionization inside the channels. If these ions would escape the channel, they would
be accelerated away from the detector towards the spectrometer and cause background
counts in the ion detector. By orienting the MCPs in chevron geometry they will be
mostly dumped on a channel wall, instead.
The probability that an ion gets detected is dependent on how likely it ends up in a
channel and how efficient it creates electrons therein. The former factor is determined by
the geometry of the plate, meaning how much area consists of holes (active area). We use
MCPs with a diameter of 120 mm, a channel diameter of 25µm and a center-to-center
spacing of 32µm. This results in a typical active area of 60% [35]. The probability to
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Figure 4.4.: Operation principle of a microchannel plate (MCP). Particles
impinging on the surface inside the channels release secondary electrons. The
resulting avalanche leaves the channel as an electron cloud. Figure taken from
[201].
create electrons upon ion impact is highly dependent on the energy and the type of
impinging particle: The detection of ions works best for high particle energies, e.g., in the
keV range. These energies are by far not reached during the interaction of the FEL with
the molecules, thus the created ions are post-acceleration behind the spectrometer before
hitting the detector. This is done by the second grating, mounted just in front of the
MCP, which is supplied with a voltage of 1 kV (cf. Fig. 4.3). In principle the efficiency is
different for each charge state and for every ion species [105]. To give an example, the
detection efficiency for a He+ ion accelerated to ≈ 1 kV is roughly 50% for our MCPs
[35]. If we nevertheless assume this detection efficiency for all ions and take the two
gratings with a transmission of 78% into account, the probability for detecting a single
ion is about 30%. However, the presented measurements rely on two ion coincidences
which further reduces the detection probability of a coincident ion pair to 9%.
The timing information tMCP on the impact of the particle is obtained from the signal
that arises from the build-up of the electron avalanche. It results in a short drop of the
MCP voltage that is recorded during the measurement. The TOF of a charged particle
created in the interaction point is determined from the impact time on the detector with
respect to an external trigger signal (here provided by FLASH, indicating the arrival
time of the photons):
TOF = tMCP − ttrigger. (4.5)
In principal the MCP also provides spatial resolution since the charge cloud is localized
in the individual channel where the particle originally hit the detector. The electron
cloud could for instance be imaged onto a phosphor screen making the impact position
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Figure 4.5.: Operation principle of a delayline anode. The electron cloud
leaving the MCP is accelerated onto the delayline wires. From the arrival time
difference of the signals at both ends of the wire the impact position of the
cloud is reconstructed. Figure taken from [201].
visible. This technique is routinely used in velocity map imaging (VMI) [212]. However,
our experiments require single particle resolution and read out, which is not possible
with a phosphor screen. Instead, we image the electron cloud onto a delayline anode (cf.
Sec. 4.1.3.2).
4.1.3.2. Delayline Anode
The delayline anode is used to determine the impact position of charged particles on the
detector [119]. This detector type is chosen since it requires only a few read-out chains
and, despite its large sensitive detector area, has fast read-out times. Additionally, it is
to some extend multi-hit capable. We use a quad-anode with a quadratic shape featuring
two sets of parallel wires oriented perpendicular to each other.
The wires are biased with a positive voltage, typically 200 V, with respect to the exit side
of the MCP. They thus attract the electron cloud leaving the MCP. When the electron
cloud arrives at the delayline plane a signal is induced and propagates along the wires
towards both ends (cf. Fig. 4.5). From the arrival time difference (t1 − t2) at the wire
ends, counted from the impact time on the MCP, the impact position x is deduced:
x ∼ (tx1 − tMCP)− (tx2 − tMCP) = (tx1 − tx2). (4.6)
The conversion factor from a time difference to a space coordinate is a constant factor
that is extracted from the detector size. In order to receive 2D information on the impact
position additional perpendicular wires are needed from which the y-position is deduced.
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In the actual delayline setup not only one, but two parallel wires, insulated from each
other, are used for every direction. This is done for two reasons: One of the two parallel
wires, the reference wire, is set to a voltage that is typically 50 V lower than that of
the other wire, the signal wire. Therefore the electron charge is predominantly picked
up by the signal wire. Noise, instead, is detected equally strong by both wires. Thus
subtraction of the signal and the reference allows to discriminate noise and thus clean up
of the signal. An additional reason for using a pair of wires is the reduction of dispersion,
known from Lecher lines [55], as compared to a single wire.
With this detector two arriving signals are separable as long as the difference of their
arrival times is larger than the propagation time on the wires. Even if another signal
arrives within the propagation time and thereby introduces the wrong arriving order at
the end of the wires, the associated particles are reconstructed via the time-sum condition
shown in Eq. (5.1) and Eq. (5.2). In the presented setup, signals arriving as close as 8 ns
are separable. The multi-hit ability could be further improved by introducing redundancy
in the data by adding a third layer of wires [243].
4.1.4. Data Acquisition
In order to determine the initial momenta of the charged particles the TOF for each
particle and the corresponding impact coordinates (xi, yi) on the detector are needed.
Thus the collected signals from the MCP and the delayline wires must be translated
into timing information, which are later converted to positions for the delayline. The
first step to do so is to assign a time to each detector signal. Each signal has a different
height, width and overall shape, as shown in Fig. 5.1. Therefore a reliable way must
be found to make this assignment independently of the individual signal features. This
is usually done with a CFD (Constant Fraction Discriminator), which electronically
identifies the peak and sends a success-signal to a TDC (Time-to-Digital-Converter),
which then assigns a timing information to the peak position [243]. Typically only the
timing information from the detector is stored.
In contrast to this scheme, we acquire our data with so-called digitizer cards which record
the complete signal trace by sampling the voltage with a certain repetition rate. The
analysis is then done afterwards in a software-based peak finding procedure by evaluating
the shape of the recorded trace. This type of data acquisition provides several advantages
needed for FEL experiments. The high ionization rate caused by the intense radiation
requires multi-hit ability. Using digitizer cards the dead time of delayline anodes can be
reduced down to 2 ns [48]. Working on recorded data allows to adjust the peak-finding
algorithm to the features of the trace, as will be discussed in Sec. 5.1. Particularly, the
ability to resolve two partially overlapping peaks is optimized. An additional advantage
of the digitizer cards is that no TDC dead time, which is usually in the order of 10 to
20 ns, occurs. The signal storage procedure is organized in a way that only those signals
are written to disk which overcome an adjustable noise threshold for a certain time. The
acquisition time before and after the signal is also adjustable. This way only non-zero
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Figure 4.6.: Recorded MCP raw data spectrum that shows one read-out
cycle with 30 minibunches per pulse train. The inset shows a time-of-flight
spectrum from a single minibunch.
traces are recorded to save storage space. More details on the Acqiris system and the
AGAT software, used to store the recorded data, may be found in [85].
In total four DC282 digitizer cards from Agilent were used, each with one trigger and
four acquisition channels. The highest possible voltage signal sampling rate is 2 GHz
(equal to 0.5 ns between two samples) with a maximal voltage range of ±5 V. As the
read-out time for the cards is 5 ms but the distance between two minibunches is usually
less than 10µs the digitizer cards are read out after each pulse train. The read-out
process is triggered by the FLASH master trigger that indicates the arrival of time each
minibunch train. Therefore the memory of the digitizer cards must be sufficiently large
to save the data amount of an entire pulse train. A classical TDC could not handle
this large amount of data. As the digitizer cards are read out with 10 Hz repetition
rate, after each pulse train of n minibunches the recorded raw data contain n single shot
spectra per read out, as illustrated in Fig. 4.6. In the analysis the n individual spectra
are convoluted into one. The data processing will be described in Chapter 5
4.1.5. Vacuum Requirements
The interaction of atoms and molecules with XUV radiation mostly leads to the ejection
of valence and inner-shell electrons. The photoabsorption cross sections usually are
largest in the XUV range, which leads to efficient ionization of the target as well as the
remaining residual gases. An overview of the absolute cross sections for the dominating
residual gases and the chosen targets is given in Fig. 2.4. The comparison shows that
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great care must be taken to reduce the base pressure in the vacuum chamber as much as
possible. Otherwise the assignment of coincidences, which requires the detection of all
fragments, becomes impossible, because the detectors will be saturated by background
events. In order to assure ultra-high-vacuum (UHV) conditions (P < 10−9 mbar) only
special materials with low outgassing rate are used. Additionally, the whole chamber
must either be heated or cooled down to cryogenic temperatures to remove or freeze
material that adsorbs on all surfaces.
In our interaction chamber a typical base pressure of 10−11 mbar is reached. Assuming
the FEL settings for the I2 experiments (cf. Tab. 6.1), the cross sections from Fig. 2.4
and a beam diameter of 10 mm the number of ions from the residual gas amounts to
16 per pulse. For comparison, the FLASH beamline system is kept at a pressure of
roughly 10−8 mbar. If we operated the REMI at that pressure we would receive 16000
background events per pulse, which would render our experiment impossible. Therefore
differential pumping stages have to be mounted between the FLASH beamline and our
REMI to ensure the required low base pressure.
The key points for achieving these extreme vacuum conditions will be explained in the
following. The vacuum chamber, fabricated from annealed antimagnetic steel, has a
very low outgassing rate and is evacuated by turbo-molecular pumps with additional
pre-vacuum pumps mounted upstream. Even at highest pumping powers a certain base
pressure cannot be overcome – at least not on short time scales – because of the adsorbed
atoms and molecules that continuously come off all surfaces. By heating the whole
vacuum vessel (in a process called baking) this emission process is accelerated and the
ejected atoms and molecules are removed by the pumping system. The most important
background component removed by baking is water, which sticks well to all surfaces due
to its polarity. In order to achieve even better vacuum conditions, the inner surface of
our interaction chamber is coated with a non-evaporable getter (NEG) material. Once
the NEG material is heated above roughly 180° for at least 24h and then cooled down
again it is activated. Afterwards it is able to react chemically with the residual gas in
the chamber, thereby binding it. Thus the entire surface of the vacuum chamber acts as
an additional vacuum pump.
4.2. Setup for the Iodine Experiments
With the setup depicted in Fig. 4.7, we have performed different types of experiments on
the iodine molecule I2:
• Single pulse XUV
• Single pulse IR
• XUV pump-probe
• XUV/IR pump-probe
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Figure 4.7.: Experimental setup for IR/XUV pump-probe experiments on I2.
The IR beam is guided into the vacuum chamber onto a mirror, which reflects
the beam into the gas target. The focusing on the gas target is achieved by a
lens placed directly in front of the vacuum viewport. The FEL passes the IR
incoupling mirror from behind through a hole of 5 mm diameter. The XUV
beam is focused into the gas target without further detours and both lasers
are dumped onto a tilted copper blade, which avoids stray light and secondary
electrons to scatter back in the interaction chamber. Differential pumping
stages before and behind the interaction chamber ensure the UHV conditions
needed to operate the REMI at FLASH.
This section gives an overview of the geometry of the experiment and the applied delay
stages.
The XUV and the IR beam are delivered to the experiment in parallel beamlines. While
the XUV beam is directly focused into the gas jet, the IR laser is guided through a
viewport perpendicular to the XUV beam onto an in-vacuum mirror oriented under 45°
towards the IR. This mirror reflects the previously focused IR beam into the gas target.
The mirror has a hole of 5 mm diameter drilled through the center under an angle of
45°. This allows the FEL to pass through the back of the mirror towards the target. As
the FEL beam is already tightly focused by the time it passes the mirror, no beam loss
occurs. An IR focusing lens is placed just before the vacuum viewport, thus the beam is
still spread over a sufficiently large area to lose only a small fraction in the non-reflecting
hole.
In order to perform XUV pump-probe experiments the FEL beam is split and delayed
by an autocorrelator (AC), which is presented in Sec. 4.2.2. For IR/XUV pump-probe
experiments, the arrival time of the IR laser is varied, as presented in Sec. 4.2.3. For
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both types of experiments the spatial and temporal overlap of pump and probe pulse
is crucial. The spatial overlap is adjusted by simultaneously monitoring the beams
on a screen, that is moved into the interaction point. In order to visualize the XUV
beam the screen is coated with a fluorescing powder (ZnS). The temporal overlap of
the IR and the XUV beam is found by scanning the delay stage and monitoring the
emission characteristic of the ions, which is different for a preceding or a delayed IR
laser. Exemplary spectra will be shown in Sec. 6.3.2, for instance Fig. 6.30. As the delay
axis of the AC is already calibrated, the beams are delivered with a known delay. During
all pump-probe experiments, the delay is continuously scanned over a range of 4 ps for
XUX pump-probe and over 10 ps for IR/XUV pump-probe.
4.2.1. Iodine Target
At room temperature iodine is a solid that starts to sublimate. In order to achieve a
gaseous iodine target with reasonable concentration, solid iodine is heated. Consequently
the vapor pressure rises and the gas is expanded into the vacuum chamber. Experimentally
this is realized by placing iodine flakes (∼ 1 g) in an evacuated steel cylinder, the so-
called “bubbler”. The lid of this reservoir is equipped with two pipes: One serves as
inlet for a seeding gas flowing through the vapor and the other as outlet for the gas
mixture. The seeding gas, here He, is used to increase the backing pressure and cools
the iodine molecules that have a large momentum spread due to the heating. In order
to avoid clogging of the nozzle by resublimated iodine, the whole setup is heated with
a temperature gradient rising from the bottom of the bubbler (373 K) to the nozzle
(423 K). Once clogged the nozzle must be replaced, which requires dismounting of several
components and new alignment afterwards. This is obviously very undesirable during
a running experiment. The heating of the in-vacuum nozzle is provided by a heating
wire (thermocoax) surrounding the mount and connected via a vacuum feed-through.
The temperature is controlled with the current flowing through this wire. In order to
monitor the temperature two thermal elements (PT1000) are used, one mounted just
behind the nozzle and another behind the vacuum feed-through.
The behavior of a mixed gas jet, here I2 mixed with He, is difficult to predict, but the
properties will lie somewhere between a pure jet of the one or the other component. One
assumes that the constituents of the mixed jet thermalize before the expansion and that
both gases will have the same asymptotic velocity after the expansion, vjet, determined
by the mixing ratio of the gases [156]. With these assumptions an average jet velocity
v¯jet = 1433 m/s is calculated via Eq. (4.1) using an averaged mass composed of the two gas
components according to their mixing ratio10 of m¯ = 98%mHe+2%mI2 = 9.04 amu. This
is in relatively good agreement with the velocity that is extracted from the momentum
calibration in Sec. 5.3.1, yielding a value of v¯jet = 1595 m/s. From Eq. (4.1) it becomes
10The mixing ratio is only a rough estimate counting the number of ions emerging from I2
and from He and accounting for the different photoionization cross sections at 87 eV: σ(I2) ∼
2× σ(I) ≈ 40 Mb, σ(He) = 0.47 Mb
62
4.2. Setup for the Iodine Experiments
He I2 Ne
A 0.778 0.783 0.778
B 0.495 0.353 0.495
σ (Å) 2.66 4.98 —
C6/kb (10−44cm6K) — — 7.58
T0 (K) 423 423 300
P0 (bar) 1 1 21
γ 1.67 1.40 1.67
Scalc∞ 9.64 7.34 53.29
T calc∞ (K) 11.38 27.50 0.26
Table 4.1.: Theoretical jet temperatures T calc∞ calculated using Eq. (4.3) and
Eq. (4.4), with the required parameters for He, I2 and Ne. The empirical
constants are taken from [174].
immediately clear that the reduced mass leads to a higher jet velocity and consequently
a larger speed ratio and finally a lower jet temperature T∞, the latter two given in
Eq. (4.2) and Eq. (4.4), respectively.
However, Eq. (4.3), which is used to calculate the speed ratio from experimental pa-
rameters, is only applicable to the two constituents separately. The lighter gas thus
determines the lower temperature limit, while the heavier constituent gives the upper
limit. In addition, for heated sources, Eq. (4.3) has to be modified: The cross section
3
√
53C6
kBT0
must be replaced by the hard-sphere cross section piσ2 [174]. Using this modified
speed ratio the temperature limits are calculated to be 11 K and 28 K for He and I2,
respectively, as summarized in Tab. 4.1.
The target temperature can also be estimated from experimental parameters, particularly
from the width of the ions’ momentum distribution in jet propagation direction: The
width σv =
√
kBT∞
m of the Maxwell–Boltzmann distribution of the particles’ thermal
velocities is translated into the momentum width
σp = σv ·m =
√
kBT∞m → T∞ =
σ2p
kBm
. (4.7)
However, this is only true if the target temperature is the dominating effect broadening
this distribution. In the following the validity of this assumption is tested. Due to
momentum conservation the photoelectron transfers a recoil momentum to the nucleus
that is equal to the electron’s momentum. For instance, a He 1s electron, which is bound
with 24 eV, transfers roughly 2 au to its nucleus when photoionized by 87 eV photons.
These photoelectrons are emitted in a dipole shape along the polarization axis of the
FEL, which corresponds to the jet propagation direction. Thus, we conclude that the
He+ momentum distribution along the x-axis should exhibit two dipole lobes, separated
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He+ I2+2 Ne2+
σx (au) 1.330± 0.001 5.10± 0.06 1.364± 0.001
σy (au) 0.770± 0.001 1.67± 0.02 3.236± 0.002
σz (au) 0.600± 0.001 0.668± 0.001 0.760± 0.001
m (amu = 1836 au) 4 254 20
T exp∞ (K) — 17.07 —
Table 4.2.: Momentum distributions of detected molecular ions along x-, y-
and z-direction. An estimate of the temperature is given for I2+2 .
by 4 au. The measured momentum distributions along all three spatial axes are given in
Tab. 4.2. In contradiction to the theoretical expectation, the experimental momentum in
x-direction exhibits only one peak with σx = 1.33 au. From this we conclude that the
detected width does not originate from the recoil, instead it is most likely caused by
detector saturation effects. Consequently, the determination of the target temperature is
not possible from the He+ data.
The momentum distribution of I2+2 instead is not severely affected by saturation effects.
The experimental width σx = 5.10 au, corresponding to ∆px = 12 au, translates into a
temperature of 17K. The typical recoil momentum of a photoelectron emerging from
I2 at 87 eV photon energy is roughly 1 au and the second electron contributes another
1 au. Therefore the width is dominated by the temperature. However, the given value
should be understood as an upper limit as the experimental distribution contains the
broadening by the electron recoil.
4.2.2. Autocorrelator
The autocorrelator (AC) at FLASH [176] is installed permanently at beamline 2 and
allows to perform jitter-free XUV–pump-probe experiments. The incoming beam is
geometrically split and deflected by mirror 1 (M1), as shown in Fig. 4.8. One part of the
beam is guided into the fixed arm of the AC onto M3 and M4, where it passes a chicane
of constant length. The other part of the beam is deflected onto the mirrors M5 and
M6, which are moved together with respect to M2 and M7. Thereby an adjustable path
difference between the split beams is introduced. The mirrors M7 and M8 deflect the
beams back into the direction of the incoming beam. Both beams are afterwards focused
by a grazing incidence mirror to a diameter of 35µm. The spatial overlap between the
beams is adjusted by changing the angles of M7 and M8, and simultaneously monitoring
the beam on a fluorescing screen mounted in the focal plane. In addition a Ce:YAG screen
is mounted behind the interaction point to survey the beams. It allows to distribute the
FEL intensity equally among the pump and the probe pulse.
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Figure 4.8.: Working principle of the autocorrelator (adapted from [276]).
The incoming pulse (purple) is split by mirror M1 into a fixed (blue) and
an adjustable arm (red). The delay ∆y is varied by moving M5 and M6
perpendicular to the beam propagation direction.
The possible delays lie between −5 ps and +20 ps with a minimal step-size of 40 as. The
eight mirrors are housed in a chamber with a length of 1.8 m in the direction of beam
travel and a diameter of 0.5 m. In order to guarantee a high transmission of at least 50%
between 20 and 200 eV photon energy, grazing incidence mirrors were chosen, mounted
under 3° for the fixed arm and 6° for the delay arm [276].
4.2.3. IR Laser
Two infrared (IR) laser systems with a central wavelength of 800 nm are installed at
FLASH and available for IR/XUV pump-probe experiments [205]. One of the systems
operates in a burst mode, thereby mimicking the minibunch repetition rate of FLASH.
It provides an output energy of maximal 60µJ per pulse train at a pulse length of 120 fs.
The second laser system shoots at 10 Hz repetition rate with a pulse energy of up to
20 mJ and a pulse duration larger than 50 fs. Details of both laser systems may be found
in [205]. The IR lasers are installed in a separated lab within the experimental hall. From
there the beam is guided into beamlines that run in parallel to the XUV beamlines to
the endstations.
In the experiments presented here (cf. Sec. 6.3), the second laser system was used, as
the burst-mode laser did not provide enough energy to ionize I2. The pulse energy
was measured to be roughly 2 mJ before coupling the beam into the vacuum chamber.
A recent experiment with similar settings has characterized the pulse length to be
120 fs (FWHM) [147]. For a 50µm (FWHM) diameter focus, the intensity on target was
approximately 3.4× 1014 W/cm2. The estimate of the intensity includes beam losses due
to the hole in the incoupling mirror, as discussed in Sec. 4.2.
In contrast to the AC (described in Sec. 4.2.2), where pump and probe pulse are inherently
synchronized, the synchronization of the IR laser and the FEL is non-trivial. Here, the
two pulses originate from different sources. Thus, special care must be taken to determine
the timing between the IR- and the XUV-pulse, as it cannot be actively stabilized. The
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tools that were used for the precise determination of the delay are described in the
following. It should be noted that all of them measure the timing between the IR pulse
and the electron bunches in the undulator, not the XUV pulse.
Timing drifts on the order of a few hundred femtoseconds up to picoseconds may occur
within a day due to temperature differences and other external influences. For online
monitoring of the long-term drift between the electron bunches and the IR laser a streak
camera [205, 257] is used. The timing reference for the electron bunch originates from
optical synchrotron radiation that is produced when the electron beam is deflected by a
dipole magnet into the dump. For the IR beam a part is split off and guided onto the
streak camera.
However, since the goal of this work is the study of molecular dissociation dynamics
that take place on time scales of 100 fs, the correction of the long-term drift is not
sufficient. Additionally, a shot-to-shot fluctuation of the arrival times of the both pulses,
the jitter, has to be accounted for. For a more precise shot-to-shot analysis, another tool
is used based on the electro-optical effect, the so-called TEO (Timing by electro-optical
sampling) [79, 257] method. Part of the IR laser is sent trough a glass fiber into the
accelerator section. There, the beam impinges on and passes through an electro-optically
active crystal. The crystal is only a few millimeters away from the electron beam. Thus,
when the electron bunch flies by, its electric field causes a change of the birefringence
in the crystal, slightly changing the polarization of the laser light. By monitoring the
polarization, the timing jitter is reconstructed. With this technique a resolution of about
100 fs is reached.
In order to record the presented pump-probe spectra, such as Fig. 6.32, the arrival time
between IR and XUV pulse is continuously scanned by sending the IR beam through a
delay stage. The delay stage position and the jitter monitored by the streak camera are
read out online via the DESY data distribution system DOOCS [59]. The TEO data are
recorded on demand only and stored separately. All presented pump-probe spectra have
a calibrated delay axis corrected by the information provided by the timing tools. As
only a small fraction of data was recorded together with the TEO tool, the presented
spectra will only include the streak-camera correction.
4.3. Setup for the Neon Experiments
For the XUV pump-probe experiment on Ne2 we use our own delay stage, which requires
the unfocused FEL beam to cross the main chamber before it hits the mirror, which
then focuses the beam into the gas target (cf. Fig. 4.1). In order to avoid stray light
from the unfocused beam an additional piece of beamline is mounted between the end
of the FLASH beamline and the REMI. The production of a Ne2 cluster beam will be
discussed in Sec. 4.3.1, followed by a description of the beamline in Sec. 4.3.2 and the
split-and-delay mirror setup in Sec. 4.3.3.
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4.3.1. Neon Target
Neon dimers do not occur at room temperature and special measures have to be taken
to produce them. Stable clusters are only produced if the internal kinetic energy of the
gas particles is smaller than the cluster’s binding energy. The formation of a dimer is
based on the collision of three particles, in which two of them form a van-der-Waals
bond, their relative kinetic energy is transferred to a third particle. This process does
usually take place in two steps [32, 140]:
A+A
 A∗2, (4.8)
A∗2 +A→ A2 +A. (4.9)
Larger clusters are then formed by combining small ones.
The essential collisions are favored in areas where the gas density is high. This is the
case close to the nozzle area of the supersonic gas jet, making it a well-suited tool for
the production of clusters. The number of collisions at the nozzle is proportional to P0dT0
[102], with the injection pressure P0, the nozzle diameter d and the nozzle temperature
T0. Thus by varying these parameters all cluster sizes can be produced, however not
size-selectively but with a distribution centered around a most likely cluster size Nc.
This means shifting the expansion conditions towards larger clusters comes along with
less smaller clusters and vice versa.
There is no way to precisely predict the cluster size distribution. However, the empirical
scaling parameter Γ∗ , known as the Hagena parameter [103], allows an estimate.
This parameter takes into account target specific properties as well as setup specific
parameters.
Γ∗ = kP0d
0.85
T 2.290
, (4.10)
with d in µm, P0 in mbar, T0 in K and the element specific parameter k, which is related
to the bond forming [249]. The scaling of Nc with the Hagena parameter depends on the
studied range of cluster sizes. In general, clustering starts for Γ∗ > 100− 300 with the
formation of dimers.
For our parameters11, we calculate Γ∗ = 148 predicting the formation of only small
clusters, which is in agreement with the experimental observation of Ne2 as largest
cluster. Besides these general considerations studies on the maximal yield of neon dimers
have been carried out predicting a maximum yield of 2% dimers [61].
In principle, an estimate of the dimer-to-monomer ratio present in the experiment is
gained by comparing the relative abundances of ionized monomers and dimers. Apart
from 20Ne, neon has two further stable isotopes that occur in nature, 22Ne and 21Ne, with
their relative abundances given in Tab. 4.3. Therefore six different dimer compounds are
formed, which are listed in Tab. 4.4 with their relative abundances. As the time-of-flight
of the ionized dimers is proportional to the square root of their mass, they impinge
11Parameters: k(Ne) = 185 [249], P0 = 21 bar, d = 30µm, T0 = 300 K.
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Isotope Abundance
Ne in %
20 90.48
21 0.27
22 9.25
Table 4.3.: Relative abundances of Ne isotopes [268].
Isotope combination Abundance
Ne – Ne in %
20 – 20 81.866
20 – 21 0.489
20 – 22 16.739
21 – 21 0.001
21 – 22 0.050
22 – 22 0.856
Table 4.4.: Relative abundances of Ne2 isotope mixtures.
at different times on the detector, as shown in Fig. 4.9. However, due to saturation
effects, ionized monomers 20,21,22Ne+ are not counted correctly by the detector (cf.
Fig. 7.1). Thus, we are not able to determine the dimer-to-monomer ratio present in the
experiment.
The jet temperature is determined via the speed ratio, given in Eq. (4.3), in the same
way as for I2 in Sec. 4.2.1. The relevant parameters are summarized in Tab. 4.1 leading
to a theoretical temperature of T calc∞ = 26 mK. An experimental determination of the
temperature from the width of the momentum distribution along the jet propagation
direction is not possible due to the recoil of the electrons (cf. Sec. 4.2.1). Ne2+ is
produced via two-photon absorption and thus receives a recoil of 1.3 au from the first
and 0.6 au from the second electron, which is in the order of the measured width. A
precise determination of the target temperature is not possible, but it should be well
below the thermal energy needed to populate the first excited level in the dimer ground
state, when compared with similar settings of previous experiments [125, 146].
4.3.2. Beamline
We have used an additional beamline between the FLASH beamline and the REMI. It is
needed for three reasons: It serves as a differential pumping stage between FLASH and
the UHV in the REMI, it enables manipulation of the XUV beam via apertures and foils,
and it blocks stray light produced by the unfocused beam passing the main chamber.
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Figure 4.9.: Time-of-flight spectrum of singly charged dimer ions. The
isotope compounds arrive at the detector at different times and are indicated
by arrows.
The base pressure in the FLASH beamline of roughly 10−8 mbar would directly spoil the
pressure in the interaction chamber, which is roughly three orders of magnitude lower.
Therefore the beamline consists of three differential pumping stages to “secure” the low
pressure in the interaction chamber.
In order to manipulate the FEL, the beamline is equipped with apertures, slits, wires
and foils. The aperture panels are mounted on x-y-z–manipulators, allowing a precise
alignment of each hole. During the setup phase, the apertures are centered with respect
to an alignment laser and then provide reference points for aligning the FEL beam with
the gas jet. The apertures are also used to confine the beam size, which is important for
the prevention of stray light.
While on its way to the split-and-delay mirror, the unfocussed FEL beam crosses the gas
jet creating background events. This is prevented by wires in the beamline, which cut
out a jet-sized slice such that no photons may interact with the target on the way in.
4.3.3. Mirror Chamber
The purpose of the mirror chamber is to simultaneously split, delay and focus the FEL
beam. XUV radiation is efficiently absorbed in almost all materials making it difficult
to steer and focus it. Thus special mirrors, such as grazing incidence and multi-layer
mirrors, are used. The first class of mirrors is applicable from hard X-rays down to the
EUV range. They offer a relatively constant reflection behavior over a wide wavelength
range, depending on the specific absorption edges of the coating material. In addition,
the reflectivity depends on the – preferentially very small – angle of incidence of the
beam onto the mirror. For instance, the FLASH mirrors for switching the FEL between
69
Chapter 4. Experimental Setup
the different beamlines are 0.5 m long plane mirrors that reflect the beam at grazing
incidence of two and three degrees [60]. The drawback of these mirrors are the large
dimensions due to the small incidence angle, which complicates mounting and housing.
In addition they are hard to produce and quite costly.
In contrast, multi-layer mirrors work at normal incidence and therefore have the same
dimensions as optics in the visible regime. The drawback of these mirrors is, that they
are manufactured for a specific wavelength. Multilayer mirrors consist of glass substrates
that are coated with hundreds of alternating layers of typically two materials with
different refractive indices. In our case these are molybdenum (Mo) and silicon (Si).
One material is a high-mass metal (here Mo) and the other is a spacer material of lower
mass (here Si). According to Bragg’s law, the thickness of the layers must be designed
in such a way that the summed thickness of one Si and one Mo layer corresponds to half
the incoming wavelength that should be reflected. In this case, constructive interference
between the waves reflected off each layer may occur. Depending on the wavelength, a
reflectivity up to 70% (at 90 eV) is feasible [78]. For the neon experiment a mirror with
a reflectivity of roughly 40% with a centroid energy of 58 eV and a bandwidth of 3 eV
(FWHM) was used. It focuses the beam down to a diameter of 10 to 15µm at a 50 cm
focal length.
The design of an XUV pump-probe setup to be used at FLASH has some special
requirements that need to be fulfilled. Just like the rest of the setup it must be
transportable, but at the same time stable enough to guarantee a fixed position of the
mirror. Particularly, it must be insensitive to vibrations from pumps and other external
sources. For multi-photon ionization a high photon density is needed, which requires
a tight focus and a short focal length. This typically conflicts with the demanding
vacuum requirements, since the used optics can only be baked at comparatively low
temperatures < 100 °C. In addition, all applied optomechanical components for the
mirror adjustment must be suitable for UHV conditions. Even if taking great care
when choosing components, the required base pressure of the interaction chamber is
not reached in the mirror chamber. Thus, it is mounted in a separate vacuum chamber
connected to the interaction chamber via a 12 cm long differential pumping stage with a
diameter of 17 mm.
One block of beamtime is usually used for experiments at various wavelengths, which all
require a different XUV mirror. Therefore, changing the mirror must be accomplished in
a few hours to avoid beamtime loss. The precise alignment of the mirrors is done prior
to the start of the experiment with the help of alignment lasers.
The whole mirror setup is mounted on a massive pipe connected to a x-y-z–manipulator.
This is used to center the focused beam with respect to the incoming beam and the
gas target. The fine-adjustment of the mirrors is achieved with the help of several
optomechanical elements mounted inside the mirror chamber. Two goniometers (Micos
WT-85) are mounted perpendicularly to each other. They allow the horizontal and
vertical rotation of both mirrors around the focal point with a maximum deflection
angle of ±5° with respect to the incoming beam. In order to overlap the two foci, the
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Figure 4.10.: Split-and-delay mirror setup. The left panel shows a CAD
drawing of the optomechanical components (taken from [110]) and the right
panel shows a photograph of the implementation.
upper half is mounted on a piezo tip/tilt stage (S-325 from Physik Instrumente). The
maximum travel range of the tip/tilt unit is on a radius of 4 mm in the focal plane. The
lower mirror half is mounted on a piezo driven translation stage (P-628 from Physik
Instrumente) that allows to shift the mirrors with respect to each other in the plane
of the beam and thereby introduces a time delay between the split beams. In order to
overcome the total travel range of 800 µm (resolution 0.5 nm) the light needs 2.67 ps.
As the light travels back and forth, a maximum delay of 5.33 ps is achievable, which is
sufficient for the time scales of vibrational and dissociative motion of small molecules.
The temporal overlap is usually placed in the middle of the delay stage, which enables
autocorrelation measurements for pulse analysis, as presented in Sec. 3.3. The intensity
was distributed equally among the pump and the probe beam in all presented spectra.
The pre-alignment of the mirrors is achieved by overlapping the foci of the split beam with
an optical laser that is monitored on a screen in the interaction point. More challenging
is the temporal overlap of the split beams, which is determined using a special diode
laser with a broad spectrum and consequently a short coherence length. This results in
an interference pattern of the two overlapping beams that is only present for roughly
±20µm around the perfect temporal overlap. Using this method the temporal overlap
of the two beams is determined up to a precision of typically 5 µm (150 fs).
4.4. The Trouble with the Electrons
As introduced in the first section of this chapter, the REMI is capable of detecting
ions and electrons in coincidence. However in this work only ion spectra are recorded
and discussed. The reasons for this are technical difficulties that arise when operating
a REMI at FLASH. Due to the large photoionization cross sections for basically all
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elements at XUV wavelengths, low base pressure in the interaction chamber is essential.
Even for the reached 10−11 mbar, roughly 16 background ions per pulse are produced
with the I2 beam parameters. Rest gas ionization is also clearly visible in the detector
image in Fig. 5.3. Since each photon-atom interaction creates at least one electron-ion
pair, the residual gas may cause false coincidences.
Even without background the coincident detection of electrons is difficult for high FEL
intensities. The used detectors are multi-hit capable up to a certain degree: For the
delayline, particles impinging within a few nanoseconds are indistinguishable. During
the I2 measurement, we detected on average ten ions per FEL pulse, including two
background events. Since every 4d-ionized iodine molecule ejects at least two electrons
when hit by a 87 eV photon, typically more than twenty electrons have to be detected
per shot. Due to the high energetic Coulomb-explosion fragments, strong electric field
gradients are applied to the spectrometer in order to guarantee full 4pi resolution for
the ions. Therefore, the estimated twenty electrons impact in a short time interval on
the electron detector and thus become indistinguishable. Thus, for experiments at high
intensities, such as the one for iodine, the coincident recording of electron spectra is a
demanding task. The situation could be improved by a longer electron spectrometer
arm, which is at the moment limited by the dimensions of the vacuum chamber.
A further difficulty emerges from scattered photons close to the interaction chamber.
They typically have enough energy to eject electrons from surfaces or trigger the detectors
directly. Considering an ionization potential of 4.34 eV for steel, which is omnipresent
in our interaction chamber, a single photon creates a reasonable amount of secondary
electrons without even hitting the target. Therefore, several measures are taken to hinder
scattered photons and secondary electrons to reach the spectrometer region, such as
the additional beamline discussed in Sec. 4.3.2. An unavoidable stray light source is the
back-reflecting multi-layer mirror that scatters many photons in random directions. A
new mirror setup might be able to overcome these difficulties.
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The data analysis process is divided into three steps. In the first step, the Acquire step,
all recorded voltage traces are translated into timing signals by peak finding procedures,
as described in Sec. 5.1. In the following Unpack step the assignment of signals to
time-of-flights and positions is performed, which is presented in Sec. 5.2. In the Calculate
step the particle momenta are calculated and coincident particles are assigned to each
other, as shown in Sec. 5.3. The advantage of splitting up the analysis process into
different steps is that the outcome of each step is saved and used as input for the next
one. Thus, if changes are made in later steps, the results of the previous ones are already
available and don’t have to be generated again. This way, the data analysis process is
sped up as the particularly time-consuming Acquire step must not be repeated over and
over. The analysis code GENERiC (General Analysis Code for Reaction Microscopes)
[243] is embedded in the Go4 (GSI Object Oriented On-line Off-line system) analysis
environment [100] based on CERN’s ROOT [39]. Go4 already provides the organization
structure into different steps, which are accessible via a graphical user interface. The
chapter is also covering the momentum resolution in Sec. 5.4 and the acceptance in
Sec. 5.5.
5.1. Acquire Step
In this step the stored voltage traces, as described in Sec. 4.1.4, are read-in and analyzed.
This is done via peak-finding procedures that assign peak positions to each voltage trace.
The applied algorithms must be robust with respect to the pulse shape and capable
of finding peaks occurring at close temporal distances. Exemplary voltage traces are
depicted in Fig. 5.1, showing some of the possible peak shapes.
The acquire step is not needed for hardware based data acquisition systems with CFDs
and TDCs as voltage traces from the detector are already converted into times before
they are recorded. This way the traces are not accessible after the experiment anymore,
making an optimization of CFD settings for a given dataset impossible. Instead, if the
traces are recorded via digitizer cards the settings can be adjusted and compared until
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Figure 5.1.: Examples for recorded voltage traces, the upper row (a–c) shows
MCP traces while the lower row (d–f) shows delayline signals. The red line
indicates the baseline, while the red diamonds indicate found peaks by the
CFD algorithm.
the optimum is found. This increases the quantity of usable data, as well as the quality
of the results.
Three different peak finding algorithms are implemented in the Acquire step, which can
be assigned to each recorded channel individually:
• SearchHighRes (SHR) [167]
• Constanst Fraction Discriminator (CFD) [157]
• Center of Mass (COM) [152]
Here, only a brief overview of the different methods is given. For more details on the
different algorithms and their performance see [85, 152].
The SHR algorithm is routinely applied for peak identification in gamma-ray spectra. It
is implemented in ROOT [40] and is applicable to the recorded voltage traces without
further modifications. It performs best for double peaks and for noisy spectra with bad
signal-to-noise ratio. At the same time it has the highest computational complexity
and is therefore the slowest algorithm. In addition it requires well defined boundary
conditions to enable successful peak finding, which is a disadvantage as the conditions
might change during the measurement. Despite these disadvantages, the SHR algorithm
was used for the MCP signal in the neon experiment as there the amount of double
peaks was particularly high.
The CFD algorithm works also well for double peaks but is roughly a factor of five
faster than the SHR algorithm. However, it performs worse when searching peaks in
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noisy spectra. The latter drawback is compensated by smoothing the voltage traces
before applying the peak finding, however this deteriorates the resolution. The working
principle of the algorithm is based on that of a hardware CFD [93]. The strength of the
CFD algorithm becomes obvious, when comparing it to the alternative rising edge peak
finding: If peaks are identified by their rising edge a significant deviation in the peak
position for small and large signals may occur, because large signals pass the trigger
level earlier than small ones with the same peak position. The CFD algorithm is able
to overcome this difficulty and identifies peaks independently of their height [157]. We
apply the CFD algorithm for the delayline signals as it is relatively fast and performs
reasonable well for double peaks.
The COM algorithm assumes that the recorded traces are symmetric and that the full
rise and fall time of the trace is recorded. The latter point is important as the algorithm
works by comparing the height of neighboring points in the signal. If a certain number of
points rises above background level and returns to it again, a peak is identified. Therefore
the COM is neither suited for double peaks nor for asymmetric pulses.
For every minibunch a set of found peaks is passed on to the unpack step, for each
recorded channel separately.
5.2. Unpack Step
In the Unpack step the found peak positions of each channel are assigned to the
corresponding physical observable, such as time-of-flight or detector position. In principle,
each particle impinging on the detector creates one MCP signal and four delayline signals.
In order to identify the five signals corresponding to one particle all signals in each
channel must be tested. This is done via so-called time-sum conditions: The sum of the
arrival times t1 and t2 on the delayline ends is always equal to the time the signal needs
to travel along the whole wire in x- and y-direction, respectively. The MCP arrival time
tMCP is taken as reference for the start of the propagation:
tx,sum = (tx,1 − tMCP) + (tx,2 − tMCP) = const. (5.1)
ty,sum = (ty,1 − tMCP) + (ty,2 − tMCP) = const. (5.2)
where tx,sum ≈ ty,sum.
All possible combinations of signals occurring within a certain time interval are checked
for the time-sum condition. In case of a match they are assigned to each other. Thus
one complete hit is characterized by a set of five coordinates (tx,1, tx,2, ty,1, ty,2, tMCP).
During the assignment procedure all signals are used only once. After the signals are
matched to each other using the time-sum condition, some will still remain unassigned
because they were either caused by noise or one of the five required coordinates forming
one hit was not detected. The latter may occur if two signals arrive so close to each
other that they are identified as one signal or if the amplitude of a signal was below the
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threshold of the applied peak-finding algorithm. However there are means to reconstruct
an event even if one of the five signals is missing. If a delayline signal is missing one
of the time-sum conditions Eq. (5.1) or Eq. (5.2) is fulfilled and used to determine the
missing time. If the MCP signal is missing, which is the prevalent case, combinations of
x- and y-pairs are tested to result in the same tMCP.
The timing information has to be translated to a position on the detector and an absolute
TOF. In order to do so, the detector size must be calibrated, i.e. the proportionality
factor of Eq. (4.6) must be found. For the TOF calibration the precise time when the
FEL hits the target must be determined. This is roughly determined by the FLASH
trigger that starts the data acquisition system, however not at the level of precision
needed for the absolute TOF determination of each particle. The precise starting time
with respect to the trigger is determined as a constant offset in the raw TOF-spectra:
The TOF t of a particle with charge Q and mass m without initial momentum is only
dependent of the spectrometer length da and the applied voltage U .
da =
1
2at
2 → t =
√
2da
a
, (5.3)
where the acceleration a is gained from
F = m · a = QU
da
. (5.4)
Inserting a into Eq. (5.3) results in an expression for the TOF
t = da
√
2m
QU
∼
√
m
Q
. (5.5)
The raw TOF of all identified ion species deviates from Eq. (5.5) by the aforementioned
constant, allowing to extract this offset from the y-intercept of a linear fit. The resulting
offset is then subtracted from the raw spectrum.
An exemplary I2 TOF spectrum recorded at U = 350 V with an acceleration length of
da = 10.1 cm is shown in Fig. 5.2. The ion species are ordered according to their mass-to-
charge ratio. The particle with the highest ratio, here the singly charged molecular ion
I+2 , will have the largest TOF. With m(I2) = 254 amu and Q(I+2 ) = 1, a TOF of 12.47µs
is expected from Eq. (5.5). As this time is larger than the time difference between
two minibunches (10 µs), the fragment will impact on the detector within the following
minibunch. As all minibunches of one pulse train are folded on top of each other, the
I+2 molecular ion should appear in the spectrum at 12.47µs − 10 µs = 2.47µs, which
is confirmed in Fig. 5.2. Applying this method we calibrate the absolute TOF of all
particles, which is needed to calculate the correct momenta of the ions.
The corresponding detector image for I2 is shown in Fig. 5.3. The FEL passes the
interaction chamber along the y-direction and thereby ionizes the rest gas, which results
in a straight line of ionization events along that direction. Target ions with large TOFs,
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Figure 5.2.: Folded time-of-flight spectrum composed of the individual
spectra from Fig. 4.6. The peaks that were used for the calibration of the
time-of-flight offset are indicated and assigned to the element they originate
from.
such as I+2 , have an offset in negative x-direction due to the velocity of the jet in that
direction. It is often difficult to distinguish events emerging from target ionization from
background events in a TOF spectrum. However, due to the velocity of the jet all target
molecules will have an offset in x-direction as compared to the residual gas that has a
random velocity distribution due to thermal motion. Therefore by plotting the TOF
versus the impact position in x-direction, particles emerging from the jet are identified,
as shown in Fig. 5.4. In addition, bound molecular ions have a much narrower momentum
distributions than ionized rest gas atoms and molecules due to the low temperature
within the jet. The spherical shapes in the spectrum emerge from fragments with high,
distinct momenta, emerging from Coulomb-exploding molecules.
5.3. Calculate Step
In the Calculate step the momenta of all detected ions are calculated by means of the
TOFs and detector positions determined in the previous Unpack step. Using momentum
conservation two ions emerging from the same molecule are identified, which are denoted
as a coincident ion pair. Coincidences are a very powerful tool to identify associated
fragments even if the TOF spectra of both fragments overlap. Other methods used to
study the correlation of dissociating ions, like covariance mapping [86, 212], fail under
these conditions [142]. One important observable of coincident ions is their kinetic energy
release (KER), which allows to study the dynamics of the molecular break-up.
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Figure 5.3.: Detector image recorded during the I2 experiment. The vertical
line along the y-direction through the center of the detector shows the path
of the FEL beam passing the interaction chamber and thereby ionizing the
residual gas. The increased rate in the center stems from interaction with the
gas jet. Molecular ions with a high mass-to-charge ratio exhibit a large offset
from the center due to the jet velocity in that direction (here: x). Molecules
that fragment into two charged ions in a so-called Coulomb explosion gain
high momenta and consequently are spread over a large area of the detector,
which is indicated by a dashed circle.
5.3.1. Calculation of Momenta
The momentum of a particle with mass m and charge Q is calculated using the respective
TOF t, position coordinates on the detector (x, y) and the length of the acceleration
distance da with the voltage U applied to it. The particle’s motion in TOF direction
(i.e., along the z-axis) is composed of the initial momentum pz = mvz transferred during
the interaction and acceleration in the spectrometer field. The acceleration a in the field
is expressed via
F = ma = Q U
da
→ a = UQ
mda
. (5.6)
Thus the distance to the detector is written as the sum of the two superimposed
motions:
da =
1
2at
2 + vz t =
1
2
UQ
mda
t2 + vz t. (5.7)
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Figure 5.4.: (a) x-position on the detector plotted versus the TOF. Ions
emerging from within the jet have an offset in x-direction due to the velocity
of the jet. They are thus centered around the black line, which indicates
the jet velocity, and not around the x-axis. Ions from the residual gas, e.g.,
the bright spots in the region from 2500 to 5500 ns, have a random velocity
distribution and are therefore centered around the x-axis. (b) y-position
on the detector plotted versus the TOF. The y-direction coincides with the
propagation direction of the FEL. While passing the vacuum chamber the
FEL ionizes rest gas along the whole pathway resulting in events occurring
along the y-direction. Instead, ionization of the target takes only place in the
intersection of the jet and the FEL in the middle of the vacuum chamber and
is therefore centered around the y-axis.
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Figure 5.5.: Longitudinal momentum pz in TOF-direction plotted versus the
transversal momentum ptrans in the detector plane for all I2+ ions. The rings
indicate fragmentation of the molecule into I2+ + IQ+: The innermost ring –
with the lowest momentum – stems from fragmentation into I2+ + I, the second
ring from I2+ + I+ and so forth.
Which leads to the momentum in z-direction
pz = mvz =
2md2a − UQ t2
2t da
. (5.8)
The motion in x- and y-direction is independent of the applied electric field, which only
acts in z-direction. Thus the momenta px and py are expressed as a function of the
impact positions (x, y) on the detector and the TOF:
px = mvx = m
(
x
t
− vjet
)
, (5.9)
py = mvy = m
y
t
. (5.10)
As the x-component lies in the propagation direction of the jet, a constant offset from
the jet velocity vjet must be subtracted from the measured momentum in that direction
to obtain the initial momentum px. Exemplarily, the reconstructed momenta of I2+ ions
emerging from the photoionization of I2 are shown in Fig. 5.5.
5.3.2. Assignment of Coincidences
The assignment of coincident particles is based on momentum conservation: As long as
their temperature is not considered, the constituents of a molecule have no relative mo-
mentum before the fragmentation, thus the fragments have to have zero total momentum
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Figure 5.6.: Momentum sums of the exemplary coincidence channel I+ + I2+
in x-, y-, and z-direction.
afterwards. For a diatomic molecule this directly implies that the summed momentum
components of the two constituents must sum up to zero for each spatial direction:
psum = pion 1 + pion 2 = 0. (5.11)
The momenta of potentially coincident ion pairs, i.e., ions occurring within a certain
time-window, are tested for the momentum sum condition and assigned to each other in
the case that all momentum components meet Eq. (5.11). As the molecules already have
momentum before their fragmentation due to their finite temperature and the recoil
momentum from the electrons, condition Eq. (5.11) is not fulfilled exactly. This is taken
into account by assigning a certain window in which the condition is assumed to be
fulfilled. Due to the large momenta occurring in the Coulomb explosions of I2 and Ne2
the recoil momenta of the electrons are negligible. The momentum sums in x-, y- and
z-direction for the exemplary coincidence channel I+ + I2+ are shown in Fig. 5.6. Note
that, the condition can also be fulfilled randomly by a target and a background ion,
which would result in a false coincidence.
Even without the calculation of momenta, coincident ions are identified by plotting the
TOF of the ion that arrives first at the detector (TOF1) versus that of the ion impinging
second (TOF2), as shown in Fig. 5.7. As the momentum in z-direction is approximately
proportional to the TOF, the sum TOF1 + TOF2 must be constant for all particles
originating from the same molecule. In a spectrum where TOF1 is plotted versus TOF2
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Figure 5.7.: Photo-Ion-Photo-Ion Coincidence (PiPiCo) spectrum: TOF1 of
the first particle impinging on the detector plotted versus the TOF2 of the
second particle for photoionization of I2 at 87 eV .
this condition manifests itself as diagonal lines. Fig. 5.7 shows an overview of the charge
state distribution for the photoionization experiment on I2 at a photon energy of 87 eV.
5.3.3. Kinetic Energy Release
The kinetic energy release (KER) is the most important observable in our Coulomb-
explosion experiments on molecules as it allows to draw conclusions on the geometry of
the molecule at the time it was fragmented. The KER equals the summed kinetic energy
of all atomic or ionic fragments emerging from photoionization of the molecule. The KER
of coincident fragments equals the difference in potential energy of the initial molecular
geometry E0 minus the asymptotic energy E∞ for infinitely separated particles:
KER = E0 − E∞. (5.12)
For a diatomic molecule this reduces to KER = E(R0) − E(R = ∞), as illustrated
in Fig. 5.8. Due to momentum conservation the fragments of diatomic homonuclear
molecules will always have the same kinetic energy. Therefore the KER is the doubled
kinetic energy of one of the fragments. However this assumption is only true, if the recoil
momentum of the ejected electrons is negligible. For charged fragments emerging from
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Figure 5.8.: Illustration of the kinetic energy release (KER) for a diatomic
molecule. According to the Franck–Condon principle, a photon with energy
hν ionizes a diatomic molecule at the internuclear distance R0. The ejected
electron gains a kinetic energy of Ekin(e−) = hν − E(R0) that is equal to the
photon energy minus the ionization E(R0) potential of the molecule. The
energy of two asymptotically far away fragments is denoted as E(R = ∞),
thus KER = E(R0)− E(R =∞)
.
In+2 and Nen+2 , this assumption is well justified as an electron recoil of ≤ 1 au barely
affects the fragments’ total momenta of hundreds to a thousand au.
5.4. Momentum Resolution
The momentum resolution is influenced by many effects. Some of them stem from
imperfections of the apparatus, which could in principle be corrected, while other effects
are fundamental and thus unavoidable. Due to the geometry of the experiment some
effects impact only certain momentum components.
In z-direction the resolution is mainly limited by imperfections of the spectrometer
electric field and tilts of the detector with respect to the field lines. The intrinsic detector
resolution, which lies in the order of several hundred picoseconds for an MCP [283], is
negligible. In x- and y-direction the detector resolution is limited by the width of the
signals traveling on the delayline. These signals are broadened due to the dimension
of the electron cloud leaving the MCP. However for the large momenta emerging from
Coulomb explosions the quality of the electric field is the limiting factor and not the
detector resolution.
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Figure 5.9.: Momentum in x-, y- and z-direction plotted versus the respective
momentum sum for the coincidence channel (1, 2) in the top row and for (4, 4)
in the bottom row. The widths of the distributions is broadest in x-direction
due to the jet temperature. The bending of the momentum distributions in
x- and y-direction is due to inhomogeneities of the spectrometer field. This is
the dominant contribution in y-direction and also contributes significantly in
x-direction.
Furthermore the uncertainty of the starting point of the ions within the jet must be
taken into account. For the x- and z-direction, which are perpendicular to the FEL
beam, the starting point is confined by the focus size of the laser. This amounts to only
20µm and 35µm per direction, for the neon and iodine measurement, respectively. In
contrast, in FEL propagation direction ions are produced along the whole width of the
jet, that is adjustable between 1 mm and 200 µm. Thus the spatial uncertainty will be
largest in y-direction.
The jet temperature is a further factor broadening the momentum distribution. However,
this effect is only relevant for the x-direction as the target temperature is highest in
propagation direction of the jet. It is negligible for the y- and z-direction because
skimmers reduce the temperature perpendicular to the jet, as discussed in Sec. 4.1.1.
The jet temperature could not be determined exactly in the experiment due to the
recoil momentum of the electrons transferred to the ions, as shown in Sec. 4.2.1 and
Sec. 4.3.1.
Due to the high FEL intensity, tens of ions are produced within less than 100 fs in the
focus region (< 10−4 mm3). This leads to a strong repulsion between the ions that results
in space charge broadening of the ion cloud. The expansion of the starting region leads
84
5.4. Momentum Resolution
I2 Ne
x y z x y z
Detector (ns) 0.5 0.5 0.5 0.5 0.5 0.5
Start (µm) 35 200 35 20 1000 20
Temperature (K) 17 - - 1 - -
∆p (FWHM) (au) 12 2.0 0.1 0.35 7.5 0.08
Table 5.1.: Momentum uncertainty ∆p for the I2 and the Ne2 experiments
for vanishing initial momentum. ∆p is calculated by applying the law of prop-
agation of uncertainties to Eq. (5.9), Eq. (5.10) and Eq. (5.8). The uncertainty
in the detector position is estimated to be 0.5 ns and the uncertainty of the
start position depends strongly on the direction. Only the longitudinal jet
temperature is considered, which was determined in Sec. 4.2.1 for I2 and for
Ne2 an estimate from similar experiments [146] was taken.
to a non-negligible broadening of the momentum distribution [151]. Only if the number
of ions in the focus could be reduced to one, this effect could be avoided. However
reduction of the target density requires longer measurement times, which is at this time
not feasible due to the limited amount of FEL beamtime.
The high count rates lead to further degrading of the resolution due to saturation effects:
For the most abundant target species the number of ions created per FEL pulse usually
exceeds by far the possible rate that can be processed by the detectors and the data
acquisition system. Therefore the number of created ions is not counted correctly, which
is obvious for He+ in the I2 experiment (cf. Sec. 4.2.1) and Ne+ in the Ne2 experiment
(cf. Sec. 4.3.1). However, as we are not interested in the ionized monomer species, but
the molecular fragments emerging from Coulomb explosions, these saturation effects do
not directly affect the results of the experiments.
The momentum uncertainty of ions with low initial momenta are dominated by the
initial temperature of the gas jet for the I2 measurement and by the width of the jet for
the Ne2 measurement, which is illustrated in Tab. 5.1. As already mentioned, for large
initial momenta the inhomogeneity of the spectrometer field becomes more relevant, as
shown in Fig. 5.9. In x- and y-direction the momentum sums should be straight, but
they are significantly bend. This introduces an additional uncertainty increasing with
the charge of the fragments.
After all, the uncertainty for large momenta in the I2 measurement amounts to tens of
atomic units, but it does not limit the experiment as the different reaction fragments are
resolved and separated, as shown in Chapter 6. The most important criterion for the
Ne2 measurement was a dense target in order to obtain a high ionization rate for the
small rate of dimers present in the jet at the cost of degrading the resolution. For the
lifetime determination the momentum resolution is only a minor issue which does not
influence the result.
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5.5. Acceptance
For the large recoil ion energies that arise from Coulomb explosions, high electric fields
must be applied to the spectrometer in order to guarantee full angular acceptance. If
the ions’ displacement in the (x, y)-plane is larger than the detector radius they are
not imaged on the detector area anymore and are lost. As the detection of all particles
is crucial for a coincidence measurement, acceptance for all charge states and particle
species is needed. Here, only diatomic homonuclear molecules are considered, which are
always emitted back to back in a Coulomb explosion. In the studied examples the angular
distribution is almost isotropic resulting in momentum spheres with a characteristic
radius for each fragmentation charge state.
Full angular acceptance for a certain applied voltage is reached if all ionic fragments from
a molecule, in particular those emitted perpendicular to the spectrometer axis, reach
the detector. As the jet propagates in x-direction all ions do already have a constant
momentum offset in that direction before they interact with the FEL. Therefore the
acceptance is worst for particles that are emitted in the x-direction, perpendicular to
the spectrometer field. The maximal velocity in that direction vx is composed of the jet
velocity vjet and the velocity emerging from the Coulomb explosion vCoul:
vx = vjet + vCoul. (5.13)
The KER for a diatomic homonuclear molecule is split equally among the two fragments:
E1 = E2 = KER/2. This results in a velocity of
vCoul =
√
KER
m
, (5.14)
with m being the mass of each fragment. The KER is approximated by considering
the molecular fragments as two point-charges P and Q that repel each other with the
Coulomb force at the equilibrium internuclear distance of the molecule Req:
KER = P Q
Req
. (5.15)
The maximal distance xmax in x-direction covered by an ion with charge P depends on
the particle’s velocity and its TOF
t = da
√
2m
PU
, (5.16)
which depends on the spectrometer length da, the applied voltage U and the mass-to-
charge ratio m/P :
xmax = v t =
vJet +
√
KER
m
 t =
vJet +
√
KER
m
 da√ 2m
PU
. (5.17)
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U (V) drad (cm) da (cm) vJet (m/s) vJet (au) Req (au)
I2 350 6 10.3 1595 0.00073 5.01
Ne2 350 6 10.3 919 0.00042 6
Table 5.2.: Parameters used to evaluate the acceptance.
Full angular acceptance is reached as long as the distance dmax is smaller than the
detector radius drad = 6 cm.
First, the acceptance for the iodine experiment will be discussed. One pair of coincident
ion pairs IP+ + IQ+ will be denoted as (P,Q). The experimental parameters are
summarized in Tab. 5.2. The highest charge state observed in the experiment I9+ is not
covered with full angular acceptance according to Fig. 5.10. However the number of I9+
ions is expected to be negligible anyway. The lower charged fragment of the coincidence
channels (1, 8), (2, 8), (3, 8) and (1, 7) also cannot be detected at all angles. For all other
channels full acceptance is reached.
For the neon experiment the crucial coincidence channel is Ne+ + Ne2+ as it is used to
determine the ICD lifetime. For the applied settings (cf. Tab. 5.2) full angular acceptance
is achieved.
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Figure 5.10.: Spectrometer acceptance for the Coulomb explosion of I2 into
IP+ + IQ+. The acceptance of two coincident ions with different charge states
is not the same as the higher charged one has a shorter TOF and thus a better
acceptance. The fragment for which the acceptance is considered is denoted as
P with its coincident partner Q represented by a line for each Q. The gray
shaded area indicates the limit of acceptance.
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Ionization Dynamics of I2 in
XUV and IR Laser Pulses
The study of shape resonances (cf. Sec. 2.3.1) in atomic shells with high angular
momentum has been an active area of research since synchrotron sources are routinely
available [31, 46, 208]. Two prominent examples that feature shape resonances in their
4d shells are Xe [19] and I2 [45] for photon energies around 90 eV. The resonance leads
to high 4d photoionization cross sections and the removal of inner-valence electrons, that
triggers Auger cascades [7, 138]. Consequently the absorption of a single photon may
result in triply ionized atoms and molecules.
With the advent of FELs, which deliver orders of magnitude higher brilliances than syn-
chrotrons, the large cross sections have been exploited to study multi-photon absorption
in the regions of the resonances [206, 266, 267]. One prominent experiment, performed
at FLASH, has reached Xe21+ within a single FEL pulse [251]. The goal of these studies
is to identify the pathways of multi-photon absorption in highly intense FEL radiation,
which have also been pursued for higher photon energies at LCLS and SACLA: Ne was
fully stripped [63, 131, 280] and the ionization dynamics of heavier atoms was studied by
means of Xe [90], which was ionized 36 fold [215] and 16 electrons were removed from Kr
[214]. The production of these high charge states is possible via sequential single-photon
ionization and direct multi-photon absorption, as introduced in Sec. 2.1.1. The observed
charge state yield for Xe and Kr was enhanced compared to the model of sequential
photon absorption due to the resonant population of intermediate excited states. The
effect is called resonance-enabled X-ray multiple ionization (REXMI) [215].
While the previously presented studies gave insight into the interaction of intense XUV
and X-ray radiation with single atoms, the interesting question arises, how molecules
respond to it. This question was for instance addressed in an experiment on the multiple
ionization of N2 [113]. It showed a suppressed formation of high charge states for few
femtosecond pulses, which were present for longer pulses. Further studies on small
molecules were carried out with emphasize on the creation of double core holes [49, 76,
182, 219], a process that became only recently accessible with the high intensities of
FELs.
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Understanding the dynamics of molecules, initiated by the absorption of X-ray photons,
is crucial for the realization of single-molecule imaging at FELs. As imaging relies on
the “diffract before destroy” concept [185], it must be ensured that the reconstructed
structure is still that of the intact molecule. Therefore charge relaxation, transfer and
the accompanied nuclear motion must be investigated on the femtosecond time scale,
the duration of the FEL pulses. Particularly, the localized photon absorption at heavy
constituents efficiently triggers electron transfer throughout the molecule within a few
femtoseconds. This has been investigated in two recent studies on methylselenol [72] and
ethylselenol [73], which contain selenium atoms as heavy absorption center. Even for 5 fs
FEL pulses charge rearrangement and considerable displacement of the constituents was
observed.
Charge transfer within a molecule is studied best by the underlying dynamics by means
of the the most simple system, a diatomic molecule. The iodine molecule serves as an
excellent model system due to the large photoabsorption cross section in the region of
the shape resonance and the slow dissociation dynamics. IR/XUV pump-probe studies
at FLASH have already exploited I2 for time-resolved dissociation studies [148].
In this chapter the dynamics of iodine molecules induced by intense XUV and strong IR
pulses is studied. While XUV photons efficiently remove electrons from inner shells, the
IR laser only acts on the least bound valence electrons. In Sec. 6.1 the interaction of a
single FEL pulse with I2 is discussed. This knowledge enables the interpretation of XUV
pump-probe experiments that are presented in Sec. 6.2. The interaction of a strong IR
laser (800 nm) on I2 is discussed in Sec. 6.3. The chapter closes with the interpretation
of IR/XUV pump-probe spectra.
6.1. Single XUV Pulse Measurements
The 4d shape resonance in I2 results in large photoionization cross sections around
90 eV, that is presented in Sec. 6.1.1. The interaction of a single photon with I2 is
discussed in Sec. 6.1.2. Multi-photon absorption is introduced in Sec. 6.1.3 by means of
Xe atoms, which feature a well studied similar shape resonance. Bearing in mind the
gained knowledge from Xe, multi-photon absorption in I and I2 is discussed in Sec. 6.1.4.
The charge-state yield for exemplary coincidence channels for different intensities is
compared in Sec. 6.1.5.
6.1.1. Cross Section in the Region of the Shape Resonance
The chosen photon energy of 87 eV is close to the maximum of the 4d shape resonance in
I2 (cf. Sec. 2.3.1): Earlier studies found the maximum to be at 92 eV [45] and 96 eV [26].
The total cross sections for atomic and molecular iodine around 90 eV are dominated by
the contribution from the 4d subshell which accounts to more than 80% of the total cross
section [258]. The contributions from subshells other than 4d mainly stem from 5p valence
90
6.1. Single XUV Pulse Measurements
ionization. The absolute value for the cross sections in neutral iodine are controversial:
The 4d subshell cross section at 90 eV was experimentally determined for methyliodine
to be 11 Mb [160, 191]. For atomic iodine, dissociated from I2, the contribution was
determined to be 6.5 Mb [258]. Another experiment, in which the individual subshell
contributions were not measured, yielded a total cross section of 19 Mb for I2 at 90 eV
[45].
All mentioned measurements on neutral iodine disagree with calculations predicting cross
sections of significantly higher values of approximately 30 Mb for a single iodine atom
[6]. However, the same calculations for I1+ and I2+ ions do agree with measurements,
which determine cross sections of 23 Mb and 24 Mb, respectively [138]. The experimental
results for neutral iodine have large error bars due to uncertainties in the gas density. In
contrast, for charged targets a beam is formed allowing a direct density measurement.
Therefore we estimate the 4d cross section of I2 by taking twice that of I+, i.e., roughly
40 Mb at 87 eV.
The assumption of a high cross section is also supported by measurements on atomic
Xe which has a similar 4d shape resonance. In Xe, Xe+ and Xe2+ the photoionization
cross sections of all subshells except 4d are almost negligible (< 10%) and the absolute
cross sections lie between 20 and 30 Mb at the maximum of the shape resonance [7]. In
contrast to iodine the measured cross sections for neutral and charged Xe species agree
well. One reason could be that for Xe well calibrated gas cells are used that allow a
more precise determination of the gas density [138].
6.1.2. Single-Photon Absorption in I2
The absorption of one 87 eV photon in I2 leads most likely to the creation of a 4d-type
vacancy. The binding energies of the 4d electrons lie between 56 and 61 eV [184]. The
maximum of the distribution of 4d5/2 electrons is located at 57.2 eV and that of the 4d3/2
electrons at 59.0 eV. The highly excited 4d hole-state relaxes via a single Auger decay
(A1) leading to I2+2 or via a cascade of two Auger processes (A1+A2) resulting in I3+2 [26].
A1 occurs within a few femtoseconds (≈ 5 fs) [50] and is consequently assumed to take
place instantaneously. It is reasonable to neglect the influence of the finite lifetime of A1
on the dissociation dynamics since nuclear motion is roughly two orders of magnitude
slower: Two singly-charged point-like particles, repelling each other with the Coulomb
force, need for instance 150 fs to expand from the I2 equilibrium internuclear distance
of 5 au to the doubled distance. The lifetime of A2 was determined recently to be 23 fs
[148], which can still be considered fast compared to the slow dissociation.
In our experiment, only a small fraction of I2+2 and I3+2 molecular ions remains stable
until they reach the detector. This was investigated in a low intensity study with an
attenuated FEL beam where roughly 10% of the detected I2+2 ions and less than 1% of
the I3+2 ions did not dissociate. An earlier synchrotron measurement found similar ratios
[26]. This observation is not surprising considering the abundance of dissociative I2+2
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states compared to bound ones in Fig. 6.5 as well as the small energy difference necessary
to overcome the dissociation barrier.
Molecular ions mostly break up into fragments with symmetric charge-state distribution
as this is energetically more favorable. However we also find a small fraction of I2+2 ions
that dissociate asymmetrically into I2+ + I, but they account for less than 1% of all
fragmented doubly charged molecular ions. In summary, a single 87 eV photon creates
I2+2 and I3+2 molecular ions that mainly fragment according to
I2 hν−→ I+∗2 A1+A2−−−−−→ I3+2 −→ I1+ + I2+, (6.1)
I2 hν−→ I+∗2 A1−−−−−→ I2+2 −→ I1+ + I1+, (6.2)
I2 hν−→ I+∗2 A1−−−−−→ I2+2 −→ I + I2+. (6.3)
6.1.3. Multi-Photon Absorption in Xe
The maximum of the 4d shape resonance in Xe is shifted to a slightly higher energy of
100 eV [66] as compared to I because of the additional electron. Many synchrotron studies
on the properties of the shape resonance in Xe have been carried out [232]. In recent
years this area has experienced a revival when intense XUV sources, such as FLASH,
became available and allowed to extend measurements into the multi-photon absorption
regime [206, 251, 266, 267]. A pioneering experiment exploited the large photoabsorption
cross sections in the region of the shape resonance in Xe resulting in spectacular high
charge states up to Xe21+ with intensities of 1016 W/cm2 at 93 eV [251]. This required the
absorption of 60 photons within the 10 fs pulse duration.
The high charge states are produced by sequences of one or multi-photon processes. The
created ion serves as target for further photon absorption in order to perform the next
ionization step. Exemplarily, we sketch the first few steps of multi-photon absorption in
Xe: One 93 eV photon creates Xe2+ or Xe3+ via photoionization and subsequent Auger
decay. The created ions are targets for the next photon that is absorbed within the same
pulse resulting in the creation of Xe4+. If Xe4+ is produced via the intermediate Xe2+
state, photoionization with subsequent Auger decay is the relevant mechanism [7]. From
Xe3+ onwards the photon energy is not anymore sufficient to directly remove another 4d
electron, thus 5p photoionization becomes the most probable process [21, 70]. However
this is only possible until the 5p-shell is depleted, which is reached with the charge state
Xe6+. An exception is the ionization of Xe4+ which is enhanced by an autoionization
resonance [2], which will also become relevant for I2 as described in Sec. 6.1.5. In order
to remove a 5s electron from Xe6+ an energy of 92 eV is needed which is close but still
below the photon energy. The following ionization step from Xe7+ to Xe8+ requires the
direct absorption of two photons and the transition from Xe10+ to Xe11+ even requires
three-photon absorption.
We have performed a calibration measurement with Xe at 87 eV in order to estimate the
present FEL intensity. The highest charge state reached is Xe8+, as shown in Fig. 6.1.
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Figure 6.1.: TOF spectrum of Xe, recorded at a photon energy of 87 eV with
an intensity of roughly 1014 W/cm2. The two highest charge states Xe7+ and
Xe8+ are only producible via direct two-photon absorption. The inset shows
a zoom into the charge state Xe2+ with its isotopes. The isotope ratio for
all charge states was found to be the same, which is a good method to check
whether saturation effects affect the charge state yield.
The first charge state which can only be produced via direct two-photon absorption is
Xe7+. As the two highest charge states, requiring direct two-photon absorption, show up
in the data weakly, we conclude that the dominant process was sequential single-photon
absorption. Some of the aforementioned mechanisms of photon absorption in Xe are well
reproduced in our spectrum: The expected suppression of Xe+ ions due to the dominance
of the 4d subshell cross section and the enhancement of Xe4+ due to its two precursor
states. By comparing the recorded charge state yield with that of earlier measurements
at FLASH [206, 251] the present FEL intensity is estimated to be 1014 W/cm2.
6.1.4. Single-Photon Absorption in Iodine
We studied the multi-photon absorption in I2 at two different FEL settings, which
are summarized in Tab. 6.1. For Setting 1 the intensity was similar to that of the Xe
experiment yielding charge states as high as I14+2 . The measurement with Setting 2 at
higher intensities reached charge states up to I17+2 . In order to explain the creation of
the lower charge states (up to I7+2 ) photoionization as well as Auger decay must be taken
into account, while the higher charge states are dominantly produced via sequences of
single-photon and direct two- and three-photon absorption.
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Setting Photon energy Pulse length Intensity No. of minibunches
1 87 eV < 57 fs 1× 1014 W/cm2 30
2 87 eV < 103 fs 3× 1014 W/cm2 30
Table 6.1.: Summary of the pulse parameters for Setting 1 with lower
intensity and shorter pulses, and Setting 2 with higher intensity and longer
pulses. The pulse length is estimated in Sec. 6.2.4 and the intensity is obtained
by comparison to Xe spectra.
6.1.4.1. Multi-Photon Absorption in I
To understand the pathways leading to the observed charge states in I2 we will briefly
discuss the ionization of atomic iodine, which is very similar to xenon. The production of
the relevant iodine charge states is summarized in Fig. 6.2 and the ionization potentials
are listed in Tab. 6.2. One photon creates a 4d inner-shell vacancy that relaxes by one or
two Auger processes [258] resulting in I2+ or I3+, respectively, as indicated by the red
arrows in Fig. 6.2. The cross section of I2+ is also dominated by the ionization of the
4d subshell, which initiates another Auger process leading to I4+ [138]. From I3+ on, 5p
valence shell ionization becomes dominant augmenting the charge state by only one per
absorbed photon, as indicated by the blue arrows in Fig. 6.2. The 5p shell is completely
depleted by the time I5+ is reached and thus the 5s shell will be emptied. The ionization
energy of the transition from I6+ to I7+ is at the limit of the photon energy of 87 eV,
but may still be accessible due to the finite bandwidth of the FEL. For the transition
from I7+ to I8+ two photons are required to overcome the ionization threshold, which is
indicated by the two short blue arrows in Fig. 6.2. Finally, for the transition from I9+ to
I10+ even three photons are needed.
6.1.4.2. Multi-Photon Absorption in I2
In order to evaluate each ionization step in I2 the ionization potentials up to the highest
observed charge states I17+2 are required. As the highest experimentally explored valence
ionization potential is that for I2+2 [67], we have to find a way to estimate the missing
values. In this estimate only the ionization potential of the least bound electron of each
atom is considered as this is most relevant for the production of the high charge states.
Molecular properties are neglected in the following. For an iodine ion IQ+, the influence
of a neighboring ion IP+ is taken into account by assuming that the Coulomb potential
of IP+ leads to tighter bound electrons of IQ+. Thus, the binding energy of the least
bound electron of IQ+ (EQ < 0) is increased to
E′Q = EQ −
P
R
, (6.4)
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Figure 6.2.: Stepwise ionization of atomic iodine as a function of the total
number of required photons: Red arrows indicate photoionization followed
by one Auger decay, the green arrow indicates photoionization followed by
a cascade of two Auger decays, blue arrows represent photoionization only.
When the energy of one photon is not sufficient to overcome the next ionization
threshold, two photons must be absorbed, which is illustrated by arrows of
half length. The required ionization potentials are taken from Tab. 6.2.
where R is the internuclear distance between the two ions. The molecule is assumed to
fragment into the most symmetric configuration, e.g., I5+2 dissociates into I2+ + I3+. The
estimated ionization potentials of the transition In2 → In+12 at the equilibrium internuclear
distance Req = 5.01 au are given in Tab. 6.2. To test the quality of our estimate we
compare the experimentally determined double ionization potential E(I2 → I2+2 ) =
(24.95± 0.02) eV [67] with the calculated value of 25.05 eV from Tab. 6.2. Both are in
very good agreement, supporting our assumption.
We will now return to the discussion of the stepwise ionization of I2. As described in
Sec. 6.1.2, a single photon creates I2+2 or I3+2 . In analogy to iodine monomer ions (I1+
and I2+), we assume that a second photon interacting with I2+2 and I3+2 mainly creates
further 4d vacancies. These vacancies relax via Auger decay (A3) [67] leading to I4+2 and
I5+2 , respectively:
I2+2
hν−→ I∗3+2 A3−→ I4+2 −→ I2+ + I2+, (6.5)
I3+2
hν−→ I∗4+2 A3−→ I5+2 −→ I2+ + I3+. (6.6)
These pathways are understood from the comparison with the respective monomer
ions. The partial cross sections at 90 eV for the 4d subshell ionization of I+ and I2+ are
(23± 3) Mb and (24± 4) Mb respectively, and account for roughly 90% of the total cross
sections [67]. We assume a similar behavior for the molecule, as for instance I2+2 may be
considered as combination of two I1+ ions.
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EQ (eV) Photon E ′Q (eV) Photon
Q+→ (Q+ 1)+ IQ+ → I(Q+1)+ Number IQ+2 → I(Q+1)+2 Number
0→ 1 10.4 [75] 1 9.35 [89] 1
1→ 2 19.1 [74] 1 15.7 1
2→ 3 29.6 [255] 1 24.4 1
3→ 4 40.4 [256] 1 29.7 1
4→ 5 51.2 [133] 1 40.2 1
5→ 6 74.4 [133] 1 45.5 1
6→ 7 87.6 [132] 1 56.3 1
7→ 8 150.8 [43] 2 61.6 1
8→ 9 171.0 [210] 2 72.4 1
9→ 10 197.0 [210] 3 77.7 1
10→ 11 — — 100.9 2
11→ 12 — — 106.2 2
12→ 13 — — 119.4 2
13→ 14 — — 124.7 2
14→ 15 — — 187.9 3
15→ 16 — — 193.2 3
16→ 17 — — 213.4 3
17→ 18 — — 213.4 3
Table 6.2.: Lowest ionization potentials EQ for IQ+ and estimated potentials
E ′Q for I
Q′+
2 . The latter is calculated under the assumption that I2 remains
at the equilibrium internuclear distance Req = 5.01 au. The photon number
indicates how many photons must be absorbed in order to reach the next
charge state.
From I4+2 onwards valence ionization and 4d inner-shell ionization compete, which we
conclude from the ratio of I4+2 and I5+2 ions in Fig. 6.4. The number of I5+2 ions is enhanced
because it features two precursors. However, the exact ratio between inner-shell and
valence ionization is not known. Finally, from I5+2 onwards only single valence ionization
is energetically allowed and increases the charge state by one per photon.
For the low intensity measurement we observe a sharp drop in the ion yield beyond the
coincidence channel I6+ + I6+, as shown in Fig. 6.4. This drop stems from the increasing
height of the ionization potential. From some charge state onwards, here from I12+2 , it
cannot be overcome with the energy of one photon. Thus a direct two-photon absorption
is required to reach the next higher charge state. The probability for this process is
proportional to the squared intensity and thus much smaller than that of a single-photon
absorption, which goes linearly in the intensity. A discussion on the different mechanisms
of multi-photon absorption may be found in Sec. 2.1.1.
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Figure 6.3.: Stepwise ionization of I2 as a function of the total number of
required photons: Red arrows indicate photoionization followed by one Auger
decay, the green arrow indicates photoionization followed by a cascade of two
Augers and blue arrows represent photoionization only. When the energy of
one photon is not sufficient to overcome the next ionization threshold, two or
three must be absorbed, which is illustrated by arrows of half and one third
length. The required ionization potentials are taken from Tab. 6.2. Note that
from I4+2 on valence and inner-shell ionization compete (indicated by red and
blue arrow on top of each other).
At first, this may seem in contradiction to our estimated ionization potentials listed in
Tab. 6.2. There, direct two-photon absorption is required from I10+2 onwards. However it
should be recalled that these binding energies are only a rough estimate. Particularly
they are calculated for a static internuclear distance of 5.01 au. This assumption is
invalid once the absorption of several photons within one pulse is required, as being the
case for the higher charge states. As the first photon already triggers the dissociation
of the molecule and subsequent photons are absorbed at any time during the pulse,
the molecular ion is given a whole pulse duration to increase the internuclear distance
before it reaches its final charge state. For instance, within 100 fs two singly charged
I1+ ions increase their internuclear distance to 7 au. As the distance between the ions
increases during the pulse, the ionization potential decreases and charge states that
cannot be populated at Req may become accessible. Reaching higher charge states than
expected may also be possible due to resonantly excited intermediate states: While a
direct transition with one photon is not possible anymore from a certain charge state
on, it might well be possible for a previously excited ion. If the excited ion is created
by a resonant transition, the ionization may get very efficient, although the required
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Figure 6.4.: Charge state distribution for the low intensity (red) and the
high intensity (green) measurement. On the x-axis the summed charge of the
ion fragments is indicated. The small amount of low charge states in the high
intensity measurement may be attributed to saturation effects. In addition the
contribution of background in the high intensity data may be slightly larger,
as more false coincidences are detected for higher count rates and particularly
for high charge state as their TOFs overlap with the dominant background
species.
energy is above the single-photon ionization threshold. Resonance enhanced ionization
was already observed for Xe and Kr for higher photon energies [214, 215].
For the high intensity measurement we observe a similar sharp drop in the ion yield
beyond the coincidence channel I7+ + I7+ originating from I14+2 , as shown in Fig. 6.4. In
analogue to the low intensity case, we conclude that from ionization step I14+2 → I15+2
onwards three-photon absorption becomes necessary, which is suppressed due to the higher
order in the photon number. The estimated ionization potential with the assumption of
fixed nuclei predicts the three-photon absorption from I14+2 onwards, which is in good
agreement with the experiment.
It should be noted that the number of photons in Fig. 6.3 is only a rough estimate and
the real values may differ from the assumed. Our results hint towards a maximum of
direct two-photon ionization for the lower intensity measurement and a maximum of
direct three-photon ionization for the higher intensity. For the shorter pulses higher
charge states than expected from the frozen nuclei approximation were observed.
All considerations made here assume, that Auger decay has occurred before the next
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photoionization takes place. The situation would get much more complicated if the
first 4d photoionization is followed by a second or third one in competition with Auger
decays. This way so called hollow atoms with multiple core holes are created, where
the inner shells are depleted [76, 86]. In general this occurs in studies with higher
intensities, shorter pulses, or higher photon energies where longer, more complicated
Auger cascades are initiated. Therefore, we assume that these effects are negligible for
our pulse parameters.
6.1.5. Coulomb-Explosion Imaging in In+2
To this point the multi-photon absorption which leads to charge states up to I17+2 has
been discussed. It is thus convenient to introduce the method used to identify the
different charge states. In this approach the kinetic energy release (KER) of coincident
ions, as introduced in Sec. 5.3.3, is used to identify their charge states. The detected
KER of a coincident ion pair equals in good approximation the energy that a point-like
particle with reduced mass gains by moving on the respective potential energy curve (cf.
Sec. 2.6). In order to make use of this approximation the potential energy curves must
be known. However, the electronic configuration of atomic iodine is complicated due to
the large number of electrons and the situation gets even more challenging when the
molecule, I2, is considered. A large number of accessible potential energy curves have to
be considered, forming so called molecular bands. The individual populated states are
not resolvable in the analysis, particularly without knowledge of the momenta of the
ejected electrons. In addition, no theoretical potential energy curves exist beyond I2+2 .
Thus, the situation is simplified by assuming purely Coulombic potential energy curves,
which will be referred to as Coulomb-explosion model in the following:
KER ≈ E(R) = P Q
R
, (6.7)
with P and Q being the charges of the fragments. In general, the potential curves of
dissociating molecular ions are well approximated by purely Coulombic potential energy
curves for large internuclear distances. At small distances the curves may have very
complicated shapes with potential wells (cf. Fig. 6.5). The assumption is only exact for
systems without electrons. Iodine on the other hand features many electrons, which
is an adverse prerequisite for the model. However, iodine exhibits a large equilibrium
internuclear distance, which justifies the application of the model. In general, any
deviation of the data from the KER calculated via Eq. (6.7) allows to draw conclusions
on the populated potential energy curves and nuclear dynamics within the molecular
ion. From now on, coincident ion pairs will be denoted as (P,Q) instead of IP+ + IQ+.
In the following, a selection of coincidence channels is discussed. In Fig. 6.7 the KERs of
exemplary coincidence channels are compared to the result of the Coulomb-explosion
model calculated at Req = 5.01 au using Eq. (6.7). We describe the conclusions that can
be drawn from the comparison in the following.
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Figure 6.5.: Comparison of a Coulombic potential curve (red) with calculated
potential energy curves of I2+2 , taken from [67]. The asymptotic value of the
Coulomb curve is twice the single ionization potential of I given in Tab. 6.2. (a)
Overview for the region of internuclear distances from 2Å to 7Å. The dashed
rectangle indicates a zoom-in, which is shown in (b).
6.1.5.1. Coincidence Channels from Single-Photon Absorption
For the fragmentation into (1, 1) a KER of 5.4 eV is expected according to Eq. (6.7), but
a slightly larger one of 5.9 eV is observed in the experiment (cf. Fig. 6.6). Thus, according
to our model, the molecule should have decreased its internuclear distance to 4.6 au
before its fragmentation, which would then result in a larger KER. Actually, we see a
limitation of our assumption of purely Coulombic curves here. In Fig. 6.5, a comparison
between a Coulomb potential corresponding to two singly-charged point-like particles (in
red) and more sophisticated calculated potential energy curves (black) for I2+2 are shown.
Within the Franck–Condon region most of the accessible “real” curves have larger values
than the Coulombic one. According to Eq. (5.12) this results in larger KERs, which is in
agreement with the experimental observation. The coincidence channel (1, 1) shows a
slight shoulder at 4.8 eV in Fig. 6.6. It originates from metastable I2+2 ions that fragment
into two I+ ions on their way to the detector. Thus the Coulomb explosion is delayed
and the spectrometer length is effectively shortened. This results in the reconstruction
of smaller KERs as compared to ions that fragment at the interaction point.
The fragment pair (1, 2) has its KER maximum shifted towards lower values than
expected from the Coulomb-explosion model. This hints towards expansion of the
100
6.1. Single XUV Pulse Measurements
0 5 10 15 200
2000
4000
6000
8000
10000
(1,1) (1,2)
KER (eV)
C
ou
nt
s
(1,1)
(1,2)
Figure 6.6.: KER of the coincidence channels (1, 1) and (1, 2) in comparison
to the expectation values from the Coulomb explosion of charged point-like
particles (indicated by dashed vertical lines).
molecular ion before the final charge state was reached: An excited doubly charged
molecular ion starts to dissociate before the second Auger decay, with a lifetime of 23 fs,
leads to the final charge state (1, 2):
I2+∗2 → I+∗ + I1+ → I2+ + I1+. (6.8)
In addition, the width of the KER distribution for (1, 2) is broader than for (1, 1) (cf.
Fig. 6.6). This is a strong indicator for a smeared-out internuclear distance at which the
fragmentation into the final charge states started. This is attributed to the exponential
nature of the Auger decay. The small shoulder shifted to smaller energies is explained
with the same phenomena of delayed fragmentation of a I3+2 molecular ion, as introduced
for the coincidence channel (1, 1) above.
6.1.5.2. Coincidence Channels Produced by Multi-Photon Absorption
To this point only coincidence channels that are produced via single-photon absorption
were discussed. Therefore pulse shape and length effects could be neglected. For
multi-photon absorption they must be taken into account. The effect of a finite pulse
length is introduced by means of the coincidence channel (2, 2), which is produced via
two-photon absorption within one pulse. The maximum energy is centered around
20 eV (cf. Fig. 6.7(e)), which is slightly lower than the value expected for instantaneous
fragmentation at Req into (2, 2) amounting to 21.8 eV. As the two photons, required to
reach the final charge state, are absorbed at any time during the pulse, the first photon
triggers a dissociation which leads to an increased internuclear distance by the time the
second photon is absorbed. Therefore, the overall KER decreases with increasing pulse
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Figure 6.7.: Spectra of coincident iodine ion pairs, denoted by (P,Q) in
the upper right corners, created within a single XUV pulse. Two different
measurements are shown, the red curves are recorded with pulses of roughly
57 fs at an intensity of approximately 1014 W/cm2 and the blue curves with
a pulse duration of roughly 103 fs at a higher intensity of approximately
3× 1014 W/cm2. The dashed lines indicate the expected KERs calculated via
the Coulomb-explosion model.
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Figure 6.8.: Comparison between predictions made with the Coumlomb-
explosion model (red markers) at Req with the measured KERs (black markers)
for the high intensity setting, for all observed coincidence channels. The black
markers correspond to the positions of the maxima in the KER distribution.
length and with the number of photons needed to reach a specific charge state. The same
is true for the high energetic maximum of (2, 3) at 28 eV(cf. Fig. 6.7(f)), which is shifted
towards lower energies as compared to instantaneous fragmentation. A comparison
between the KERs predicted for a Coulomb explosion at Req with the measured KERs of
all observed channels is shown in Fig. 6.8. The agreement between the Coulomb-explosion
model and the measured KERs gets worse with increasing charge states. As the charge
states become higher, more and more photons need to be absorbed, resulting in various
intermediate charge states, that are further ionized within the pulse. The higher the
charge state the steeper the corresponding Coulomb curve and consequently the created
ions move further apart before the next photon is absorbed. This results in smaller KERs
compared to channels which require only few photons with low charged intermediate
states that dissociate slower.
The width of the KER distribution increases with the charge state, as shown in Fig. 6.9.
This is partially attributed to delayed multi-photon absorption within one pulse at
random times. Additionally, the momentum uncertainty gets larger for increasing charge
states, as shown in Fig. 5.9. Exemplarily, we estimate the influence of the momentum
uncertainty by means of the coincidence channel (4, 4). The total uncertainty amounts
to roughly 7 eV, while the total width of the KER distribution in Fig. 6.9 is roughly
30 eV. Thus, another effect must severely affect the width of the distribution: The
main contribution is due to the spatial width of the ground state wave function and
would thus also occur for infinitely short pulses and perfect resolution. So far we have
assumed that the population of each potential energy curve starts from the ground state
at one well defined distance Req. This is only an approximation and in contradiction to
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Figure 6.9.: KER distributions for symmetric break-up channels at the high
intensity setting. Note that the widths of the distributions increase drastically
with the charge state.
quantum mechanics. Fig. 6.10 illustrates the effect by means of a Gaussian ground state
distribution, which is projected onto a rather flat potential energy curve, according to
(1, 1), and a steeper one, according to (1, 5). The steeper the potential curve the broader
the resulting KER distribution.
The coincidence channel (1, 3) shows an exceptional behavior (cf. Fig. 6.7(c)): The KER
distribution is strongly extended towards higher energies up to 30 eV. In addition, the
high energetic tail has an almost linear slope, unlike any other channel. A possible
explanation for the high energies is the creation of a highly excited I4+2 molecular ion
in which one of the electrons is excited into a Rydberg state and remains only loosely
bound. In this situation the excited electron appears “almost ejected” for the rest of the
system and the Coulomb-explosion energy of the I4+∗2 molecular ion is shifted towards
that of a I5+2 molecular ion. The same feature should therefore show up in the (2, 2)
coincidence channel as it also originates from a I4+2 fragmentation. Indeed, the slope of
(2, 2) at high energies shows a similar linearly decreasing rate as (1, 3). Our hypothesis is
further supported by again bridging the gap to Xe: The photoabsorption cross section of
Xe4+ is strongly enhanced around 91 eV due to a resonant excitation process 4d→ nf [2].
The excited state autoionizes resulting in Xe5+. It is reasonable to assume the existence
of a similar resonance in iodine. Thus, we assume that I4+2 is resonantly excited into a
Rydberg state, possibly also autoionizing, by the absorption of one photon. The ions
that have not undergone autoionization by the time they reach the detector are assigned
to the (1, 3) channel. This results in a broad energy distribution shifted towards larger
energies. The molecular ions that have undergone autoionization into I5+2 fragment into
(1, 4) or (2, 3). The more symmetric break-up is preferred as it is energetically more
favorable. To a smaller amount the high energetic contributions are also present in the
channel (1, 4).
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Figure 6.10.: Illustration of the broadening effect of the KER spectra due to
the spatial width of the ground state distribution. As this spread translates
directly into the observed KER distribution, we conclude that the steeper the
potential curve, the broader the resulting KER distribution.
Finally, the high and the low intensity measurement, shown in Fig. 6.7, should be
compared. The spectra recorded at higher intensities and longer pulse durations have
pronounced shoulders and peaks shifted towards lower energies, e.g. fragment pair (2, 3)
in Fig. 6.7(f). This effect indicates the population of a lower charged precursor state
that starts to dissociate until a second photon from the same pulse further ionizes the
system. If the pulses have durations on the order of the dissociation time, as it is the
case for the measurement with longer pulses, the KERs exhibit additonal low-energetic
contributions (cf. Fig. 6.7 blue traces). The shift is most pronounced for molecules that
break into fragments with asymmetric charge state. In the low intensity measurement
only few of these fragment pairs exist, while a lot show up in the high intensity data. In
principle break-up into fragments with symmetrical charge distribution should always
be preferable. A symmetric charge state distribution is achieved by electron transfer
between unequally charged ions, but only over a certain range of internuclear distances.
Therefore creation of the asymmetrically charged coincidence channels indicates that the
time difference between the sequentially absorbed photons was relatively long. Thus,
by the time the second or third photon impinged, the distance between the dissociating
ions was already too large for charge transfer. The relevant time and length scales of
this effect were investigated in great detail via an XUV pump-probe measurement and
will be presented in Sec. 6.2.5. The question which intermediate states are populated
also remained open so far and will be discussed in the following section on time-resolved
experiments.
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6.2. XUV Pump-Probe Measurements
In order to trace the dynamics of dissociating In+2 molecules in real time we apply an
XUV-pump–XUV-probe scheme. The interaction of a single intense XUV pulse with I2
has already been discussed in the previous section and serves as a basis for the results
obtained by two consecutive XUV pulses. In Sec. 6.2.1 delay-dependent KER spectra
are introduced and the applied method for the identification of the underlying ionization
mechanism is explained. Some exemplary delay-dependent KER spectra are shown in
Sec. 6.2.2. The creation of the lower charged coincidence channels is predicted via the
classical simulation presented in Sec. 6.2.3, which will be extended to finite pulse lengths
in Sec. 6.2.4. Fragmentation into asymmetrically charged ions, as discussed in Sec. 6.2.5,
allows to draw conclusions on charge transfer between the dissociating fragments, which
is presented in Sec. 6.2.6. Additionally, model calculations are compared to the delay-
dependent KER spectra of asymmetric coincidence channels. These considerations are
linked to collision physics, as explained in Sec. 6.2.7. The creation mechanisms of the
highest reached charge states are discussed in Sec. 6.2.8.
6.2.1. Interpretation of Pump-Probe Spectra
Applying the knowledge gained in Sec. 6.1 we now address the question of how to interpret
spectra originating from two consecutive XUV pulses. Exemplarily, the coincidence
channel I2+ + I3+, again denoted by (2, 3), will be discussed in order to demonstrate
how intermediate charge states, produced within the pump pulse, are identified from
delay-dependent KER spectra, such as Fig. 6.11(a).
Fig. 6.11(a) shows two types of features: a constant band centered around KERs of 27 eV
and two time-dependent traces of which the dominant one converges to approximately
11 eV and the weaker one to 3.5 eV. The delay-independent feature has already been
discussed in the single pulse analysis of Sec. 6.1.5. Thus, we concluded that it originates
from sequential two-photon absorption within one of the consecutive pulses. The time-
dependent traces in contrast stem from the interplay of photon absorptions during pump
and probe pulse. At delays around zero the traces overlap with the constant band
because pump and probe pulse act as a single pulse within their temporal overlap. In the
overlap region the electric fields of both pulses add up resulting in a quadrupled intensity.
This effect manifests in Fig. 6.11(a) as an increased ion yield around tD = 0 fs and is
particularly prominent in the projection onto the KER axis, as shown in Fig. 6.11(c).
With increasing delay the KERs of the time-dependent traces get smaller and finally
converge to an asymptotic value. This is due to the creation of an intermediate charge
state (Pi, Qi), produced by the pump pulse, and the subsequent ionization to (Pf , Qf ) by
the probe pulse impinging at tD. The pump-induced dissociation leads to an increased
internuclear distance by the time the probe pulse arrives. Therefore, the population
of the steeper potential energy curve of a higher charge state takes place at a larger
distance. This results in smaller KERs compared to the two-photon absorption within
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Figure 6.11.: (a) Delay-dependent KER spectrum of the coincidence channel
(2, 3). The ion-pair yield is plotted as a function of the KER and the delay
time. (b) Projection of KERs for large delays (shaded area) onto the KER
axis. The inset shows a zoom into the low energy region. (c) Projection of all
KERs onto the delay axis.
a single pulse. Thus, the longer the delay, the smaller the energy gain on the steeper
curve. For large delays the energy gain vanishes completely as all potential energy curves
are asymptotically flat. Therefore, the KERs for large delays are used to determine the
intermediate charge states (Pi, Qi) for each measured coincidence channel (Pf , Qf ). As
an example, the asymptotic value of 11 eV in Fig. 6.11(b) corresponds to the energy that
I1+ and I2+ gain from the Coulomb force at Req, as introduced in Sec. 6.1. This suggests
a reaction pathway via the precursor (1, 2) (cf. Eq. (6.11)). The introduced method
is applicable if the assumption of Coulombic potential energy curves is justified. This
will be discussed in more detail in Sec. 6.2.3 by comparison with a simulation of their
temporal evolution.
6.2.1.1. Dissociation into Neutral Fragments
Fig. 6.11(a) also shows a trace at low energies converging to 3.5 eV. It cannot be attributed
to a direct fragmentation into charged particles that repel each other with the Coulomb
force: According to Eq. (6.7) the lowest KER emerging from a Coulomb explosion into
charged fragments is that for (1, 1) amounting to 5.4 eV. One explanation of the low
energy trace is the dissociation into a neutral and a charged fragment. This process often
leads to smaller KERs as it is represented by shallower potential energy curves compared
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Figure 6.12.: Identification of a fragmentation that contained one charged
and one neutral fragment: The red curve shows all detected I2+ ions, while
the blue curve contains only those I2+ ions that were detected in coincidence
with I3+ ions for large delays. Please note, that the energy of the fragments is
half of the KER, as only the energy of one fragment is considered.
to fragmentation into two charged fragments. As neutral fragments are not detected in
our setup, we have to identify coincidence channels containing them indirectly. This
is done by comparing the coincident pump-probe spectra with non-coincident spectra
recorded during the single pulse measurement. The most likely break-ups with one
partner being a neutral fragment are those into (0, 1) or (0, 2). Therefore, we restrict
our consideration to these precursors. However, we expect the latter to be strongly
suppressed as the competing symmetric fragmentation channel (1, 1) is energetically
favored.
We will explain the identification procedure for the exemplary precursor (0, 2) in the
coincidence channel (2, 3). In Fig. 6.12 the spectrum of all detected I2+ ions is compared
to the spectrum of I2+ ions that were detected in coincidence with a I3+ ion. The shaded
areas indicate coinciding peaks of both spectra. The red region marks I2+ ions from
a Coulomb explosion I5+2 → (2, 3). The green region marks I2+ ions with an energy
corresponding to the fragmentation I3+2 → (1, 2). The latter contribution shows up in
the asymptotic KER spectrum of (2, 3) because it is produced via the precursor (1, 2)
and further ionized at large delays. The blue region of interest marks those I2+ ions
originating from the neutral fragmentation I2+2 → (0, 2). The neutral contribution in
the coincidence spectrum is only small and shifted towards higher energies. The reason
for the higher energy in the pump-probe spectrum is the energy gain when the neutral
fragment is further ionized to I3+. Even at large delays the gain is still comparatively
large due to the much steeper potential curve corresponding to (2, 3) compared to the
neutral precursor curve (0, 2).
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Figure 6.13.: Reaction pathways for single-photon absorption within the
pump and delayed single-photon absorption within the probe.
In summary, the three different contributions in Fig. 6.11 are assigned to the following
reaction pathways:
I2
pump−−−−→ I5+2 −→ I2+ + I3+ (red), (6.9)
I2
pump−−−−→ I3+2 −→ I1+ + I2+
probe−−−−→ I3+ + I2+ (green), (6.10)
I2
pump−−−−→ I2+2 −→ I0+ + I2+
probe−−−−→ I3+ + I2+ (blue). (6.11)
The color coding for the shaded areas in Fig. 6.12 is given in parentheses.
6.2.2. Relevant Charge States and Dissociation Channels
Complementary to the aforementioned identification in the measured data via the
asymptotic KER, our suggested pathways can be predicted using our knowledge from
the single pulse discussion in Sec. 6.1.4. At large delays the fragments behave like
individual particles and are therefore treated in good approximation as isolated iodine
ions. According to Eq. (6.3), a single photon from the pump creates one of the precursors
(0, 2), (1, 1) or (1, 2). Additionally, a small contribution from valence ionization to (0, 1)
will arise. We assume the absorption of a second photon within the probe, which is
localized at one of the two fragments for large delays. Thus we have to evaluate the effect
of single-photon impact on the individual precursor fragments I, I1+ and I2+, which has
been discussed already in Sec. 6.1.4.
An overview of possible reaction pathways via precursors created by single-photon
absorption within the probe and further ionized by a delayed photon from the probe is
given in Fig. 6.13. The validity of the suggested pathways is tested by comparing them
to the observed ones. Here, we will only consider time-dependent contributions of the
pump-probe spectra, the time-independent features correspond to those discussed in
Sec. 6.1.5. For the coincidence channel (2, 3), Fig. 6.13 predicts two precursors (0, 2) and
(1, 2), which are also present in the recorded data. Two further coincidence channels,
(1, 2) in Fig. 6.14(a) and (2, 2) in Fig. 6.14(b), are discussed in order to test the agreement
with the predicted pathways. According to Fig. 6.13 (1, 2) is expected to have only
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Figure 6.14.: Delay-dependent KER spectra for the coincidence channels
(a)(1, 2) and (b)(2, 2). The time-dependent traces are emphasized in a zoom-in,
that is given in the middle panels. Note that the color scale is set to one. The
projection onto the delay axis for all KERs is shown in the respective lowest
panels. In addition, a projection onto the KER axis for large delays is shown
in the right panels.
one precursor (0, 1), which appears in the data as a weak trace converging to 2 eV
in Fig. 6.14(a). For (2, 2) the precursor (0, 2) is expected and also confirmed in the
measurement in Fig. 6.14(b). The channels (1, 3) and (1, 4) are shown in Fig. 6.19 and
will be discussed in Sec. 6.2.5, but it should already be mentioned that they exhibit the
traces, predicted in Fig. 6.13.
The presented method is extendable to the absorption of more than one photon within
the pump or the probe pulse. However, for highly charged break-up channels the number
of precursors increases drastically and the method becomes cumbersome.
6.2.3. Comparison with Simulated Pump-Probe Spectra
Now that we found a method to predict the precursor charge states, a model for their
time-dependent behavior will be introduced. In Sec. 6.1.5, the measured KERs were
already compared to the predictions for point-like charged particles repelling each other
with the Coulomb force. This method turned out to be successful for low charge states.
If we assume purely Coulombic potential energy curves for the intermediate states as
well, we are able to simulate the time-dependent spectra using the model introduced
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in Sec. 2.6. For fragmentation channels containing a neutral fragment this method is in
principle not applicable as it requires two charged particles. In practice it is nevertheless
applied by assuming for instance a charge of 1/2 for each particle of the break-up channel
(0, 1) [203]. This is only a very rough estimate and will not be used here.
Exemplarily, the coincidence channels (3, 3) in Fig. 6.15(a) and (3, 4) in Fig. 6.15(b)
are compared to their corresponding simulated traces. It is assumed that these charge
states were created by the minimum number of photons needed, here three. Thus these
channels extend the two-photon scheme shown in Fig. 6.13. Coincident (3, 3) ion pairs
are produced via the following pathways:
I2
pump: 1 photon−−−−−−−−−−−→ (1, 0) probe: 2 photons−−−−−−−−−−−→ (3, 3), (6.12)
I2
pump: 1 photon−−−−−−−−−−−→ (1, 1) probe: 2 photons−−−−−−−−−−−→ (3, 3), (6.13)
I2
pump: 2 photons−−−−−−−−−−−→ (1, 3) probe: 1 photon−−−−−−−−−−−→ (3, 3). (6.14)
Precursors with neutral fragments are not simulated as their potential energy curves are
usually not well represented by Coulombic ones. A trace corresponding to (1, 3) is not
present in the data, as it mostly transforms into the energetically favored charge state
(2, 2) by charge transfer. The precursor (2, 2) does also not show up in Fig. 6.15(a) as the
pathway (2, 2)→ (3, 3) is heavily suppressed: The absorption of an additional photon at
either of the I2+ ions leads to the removal of two electrons, resulting in I4+ ions. The
overall agreement of (1, 1)→ (3, 3) with the simulated Coulomb trace is excellent, except
for very small delays. This is most likely due to the finite pulse length, which is not
taken into account in the simulation, or deviations from the Coulomb potential energy
curves.
For the production of (3, 4) (cf. Fig. 6.15(b)) we propose the possible pathways:
I2
pump: 1 photon−−−−−−−−−−−→ (1, 2) probe: 2 photons−−−−−−−−−−−→ (3, 4), (6.15)
I2
pump: 2 photons−−−−−−−−−−−→ (2, 3) probe: 1 photon−−−−−−−−−−−→ (3, 4). (6.16)
Both expected traces are present in the data. While the recorded KER via the precursor
(2, 3) is lower than expected, the agreement via (1, 2) is very good. This trend has
already been observed in the single pulse spectra in Sec. 6.1.5, where lower charge states
showed better agreement with the model. The explanation for this effect given there is
further underlined by the pump-probe spectra: In order to produce the precursor (2, 3)
two photons are needed. As these photons are absorbed sequentially, (2, 3) will not be
produced at Req. This effect is strongest for small internuclear distances, where the
potential energy curves are steepest and consequently the ions’ energy gain is largest.
For the pathway via (1, 2) two-photon absorption within the probe is required. The
final charge state is thus created at distances where the potential curves are already flat.
There, sequential photon absorption influences the KER only slightly and the result is
in good agreement with the simulation.
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Figure 6.15.: Delay-dependent KER spectra for the coincidence channels
(3, 3) and (3, 4). Simulated time-dependent traces are shown as overlayed white
curves.
In conclusion the purely Coulombic potential energy curves are in good agreement with
the measured data and the main deviation stems from the assumption of instantaneous
ionization to the precursor state.
6.2.4. Simulation with Finite Pulse Length
A more realistic treatment of the delay-dependent KER spectra is obtained by extending
the pump-probe simulation from Sec. 6.2.3 to finite pulse lengths. Experimentally, the
pulse length is not known precisely. However, an upper limit is gained indirectly from
the width of the time-dependent trace in Fig. 6.18(a). For small delays, this width is
mainly determined by the pulse length and only a small contribution stems from the
spatial width of the ground state. The impact of these two contributions is illustrated
by means of our classical pump-probe simulation.
We start by determining the total width of the trace at small delays, which is the
convolution of the pump and the probe pulse widths. For simplicity we assume two
identical Gaussian pulses. A thin slice from 18 eV to 20 eV of experimental KERs from
Fig. 6.11(a) is projected12 onto the delay axis, as shown in Fig. 6.16. The distribution is
fitted with two Gaussians and the averaged fit result for positive and negative delays is
σ = (34± 3) fs for the shorter pulses, which corresponds to a FWHM of approximately
80 fs. We also recorded pump-probe spectra for longer pulses (Setting 1 in Tab. 6.1),
which were not yet presented. Performing the same projection and fit as for the short
pulses yields σ = (63± 8) fs, which corresponds to a FWHM of approximately 146 fs.
The width of the convoluted curves is calculated from the individual pulse widths
σpump = σprobe = σpulse:
σ2 = σ2pump + σ2probe = 2σ2pulse. (6.17)
12Please note that the traces are not precisely vertical in the projection region. Therefore the
determined width is slightly broadened by the tilt of the curves.
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Figure 6.16.: Projection of Fig. 6.11 onto the delay axis for KERs from 18 eV
to 20 eV (in blue). Two Gaussian fits are performed and the respective σ± for
negative and positive dealys are given (in red). (a) For shorter pulse duration
(Setting 2 in Tab. 6.1) and (b) for longer pulse duration (Setting 1 in Tab. 6.1).
Thus we extract a pulse length of roughly 57 fs (FWHM) for the shorter pulses and 103 fs
(FWHM) for the longer pulses.
For all simulations it was so far assumed that the ionization occurs at Req. This
assumption is not consistent with quantum mechanics which predicts the initial state
to have a spatial width. An estimate for it is gained by calculating the width of the
vibrational ground state wave function in an harmonic oscillator potential, as shown in
Sec. 2.2.3. The coupling constant is taken from [104] yielding a Gaussian ground state
wave function with a width of 0.6 au (FWHM). In order to calculate the probability
density for the ground state, we have to square the ground state wave function and
determine a ground state width of 0.5 au (FWHM). A pump-probe simulation with
infinitely short pulses and the estimated ground state width is shown in Fig. 6.18(b). It
yields a total width of (12.1± 0.5) fs for the same projection interval as for Fig. 6.16. In
general, the broader the spatial ground state distribution the broader the KER traces
for asymptotic delays. As illustrated in Fig. 6.17, a broad spread in the ground state
translates to the population of a wide energy range on the Coulomb curves, which then
results in a broad KER distribution.
Fig. 6.18(c) shows a second simulation with a finite pulse length of 57 fs and no spatial
distribution of the ground state. For small delays, the resulting width is identical to
the pulse length. The simulated traces converge to the KER expected from a Coulomb
explosion at Req because the pulse length does not influence the position at which the
potential curves are populated.
A third simulation taking into account the pulse length and the ground state distribution
is shown in Fig. 6.18(d). The width of the convoluted traces is again roughly 57 fs. Thus
we conclude that the contribution of the ground state width at small delays is negligible
and the pulse length can be estimated from the width of the time dependent traces. The
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Figure 6.17.: Mapping of the squared ground state wave function onto a
Coulomb curve. A narrow distribution (pink) leads to a narrow distribution
of accessed potential energies that translates directly into the observed KER
distribution. In contrast, a broad ground state distribution (blue) causes a
broad range of accessible energy, which is then also observed in the KER
spectrum. Thus we directly map spatial widths into an energy distribution.
obtained value should be understood as an upper limit because the finite experimental
resolution and the tilt of the traces is neglected.
6.2.5. Break-Up into Asymmetrically Charged Fragments
Here we will again apply the notation (Pf , Qf ) for the fragment pair IPf+ + IQf+.
Coincidence channels with |Pf−Qf | ≥ 2 are referred to as asymmetric channels. Fig. 6.19
shows pump-probe spectra of asymmetric coincidence channels with one of the fragments
being I1+: (Pf = 1, Qf > 2). All of them share a depleted ion yield for small delays.
This is in contrast to the more symmetric break-up channels presented in the previous
Sec. 6.2.1, which showed an increased ion yield for small delays. In order to explain the
difference, we first have to identify the precursor charge states for the various coincidence
channels in Fig. 6.19.
As predicted in Fig. 6.13, the coincidence channel (1, 3) in Fig. 6.19(a) emerges almost
exclusively from the precursor (1, 1). The additional time-independent band of KERs
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Figure 6.18.: Delay-dependent KER spectra for the coincidence channel (2, 3).
(a) Experimental data. (b) Simulation with spatial ground state distribution.
(c) Simulation with finite pulse duration of 57 fs. (d) Simulation with spatial
ground state distribution and finite pulse length. Note that, for asymptotic
delays the measured trace is broader than that of the simulation. This may
be attributed to the population of different potential energy curves, that have
different energies. In addition the experimental resolution is broadening the
trace.
centered around 17 eV was already identified as a highly excited I4+2 ion by the analysis
of single pulse KER spectra in Sec. 6.1.5.
The channel (1, 4) in Fig. 6.19(b) shows a broad time dependent trace, that is attributed
to two partially overlapping precursor states. The dominant contribution is centered
around 11 eV and thus corresponds to the precursor (1, 2) as predicted in Fig. 6.13. The
weaker contribution converging to lower energies stems from the precursor (1, 1). This
pathway cannot be explained by one photon absorption within the probe as the ionization
I1+ → I4+ requires at least two photons. Besides two-photon absorption, this channel
could be created via a highly excited I+∗ precursor ion, which is then triply ionized by
the probe. Both contributions may show up but are indistinguishable.
The creation of the coincidence channel (1, 5) in Fig. 6.19(c) requires the absorption of
an additional photon within the probe compared to (1, 4). Thus it features the same
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Figure 6.19.: Delay-dependent KER spectra for all observed coincidence
channels (1, Qf ), Qf ∈ {3, 4, 5, 6}. Additionally the projections onto the delay
axis are shown in the respective lower panels. Projections onto the KER axis
for large delays are shown are shown in the right panels. (a) (1, 3), (b) (1, 4),
(c) (1, 5) and (d) (1, 6).
two precursors, (1, 2) and (1, 1). In addition (1, 5) is produced via an excited13 precursor
(1, 3∗) by the absorption of a second photon.
In order to create the I6+ ion of the (1, 6) channel in Fig. 6.19(c) the I5+ ion from (1, 5)
must be further ionized by an additional photon from the probe pulse. Therefore it
features the same precursor channels.
The increased ion yield for small delays for the more symmetric channels and the
depletion for the asymmetric ones will now be introduced via a pictorial description of
the underlying processes, as illustrated in Fig. 6.20. The pump pulse multiply ionizes
the molecule and thereby triggers a dissociation. Consequently the probe pulse will
13Considering the high energetic contributions in Fig. 6.7(c) we assume that channel (1, 3) will
mainly be produced in an excited state.
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Figure 6.20.: Illustration of the applied pump-probe scheme: The pump
pulse triggers the dissociation of the molecule by multiply ionizing it to (1, 2).
The molecule is given time to expand to a certain internuclear distance until
the probe pulse impinges and further ionizes the upper ion to I4+. As the
orbital overlap of the ions is still large enough by the time the probe pulse
arrives, charge transfer from I1+ to I4+ is initiated. This leads to the most
symmetric fragmentation channel of the molecule: (2, 3).
experience a target with an internuclear distance that depends on the pump-probe delay.
The probe pulse further ionizes one of the ions, which produces a positive net charge at
that ion. To balance the charge state distribution and to establish the energetically most
favorable state for the molecule an electron from the other ion may transfer. As electron
motion is typically a factor of thousand faster than dissociative motion, the transfer
process is considered as taking place instantaneously. However, charge transfer is only
possible as long as the orbital overlap of the ions is large enough to exchange electrons.
Therefore asymmetric coincidence channels are only produced if the orbital overlap has
become too small before the probe pulse arrives. Beyond a critical delay time tcrit, which
is attributed to a critical internuclear distance Rcrit, the electron transfer is not possible
anymore. Thus, the width of the depleted ion yield for small delays in Fig. 6.19 marks
the transition from a molecular system to two separated ions.
The special role of coincidence channels with asymmetrically charged fragments was
already addressed in Sec. 6.1.5. The measurement with longer pulses showed a significant
amount of asymmetric channels, while the study with shorter pulses was missing these
channels almost completely (cf. Fig. 6.7). With the insight gained from the XUV pump-
probe spectra the effect of the pulse length can now be explained directly: If the pulse is
long, the molecule has enough time to overcome Rcrit within it and asymmetric channels
are produced. Thus, the pulse length is an important parameter determining the charge
state distribution created by multi-photon absorption.
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Figure 6.21.: Simulation of time-dependent traces resulting in the coincidence
channel (1, 4) including RCOBcrit of the COB model. As the dissociation via the
higher charged precursor proceeds faster, tcrit(1, 2) < tcrit(1, 1).
6.2.6. Determination of the Critical Distance for Charge
Transfer
Charge transfer is at the basis of many fundamental processes in chemistry [57, 58, 265]
and plasma reactions [20, 108]. It is also of great importance for applications of intense
X-ray radiation, such as the coherent imaging of single non-crystallized biomolecules
[185]. Thus, knowing the distances up to which charge transfer occurs is crucial.
All pump-probe spectra were recorded over a symmetric delay range of ±2 ps with the
temporal overlap of the pulses at tD = 0, which means one of the pulses is preceding the
other for negative delays and succeeding it for positive delays. Therefore we measure the
same spectrum twice, one for positive and the other for negative delays. Thus the critical
time tcrit of charge transfer is only half of the width of the dip. We determine it from the
projection of all KERs onto the delay axis by taking half width at half depth (HWHD)
of the dip. It turns out that the width of the gaps is different for all coincidence channels
(Qf , Pf ) (cf. Tab. 6.3). In order to interpret our findings and gain insight into the charge
transfer process we will now compare the results from a model with the measured data.
The charge transfer between two ions can be described by means of the classical over-
the-barrier (COB) model that was originally introduced for slow ion-atom collisions [164,
186, 217]. A version of the COB model adapted to our geometry was discussed in Sec. 2.7.
There we derived an analytical expression for the maximum distance RCOBcrit of two ions
up to which charge transfer takes place. Applying the nomenclature of this chapter, the
formula reads
RCOBcrit =
(Pf + 1) + 2
√
(Pf + 1)Qf
|EPf |
, (6.18)
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Figure 6.22.: Comparison of experimentally determined Rexpcrit with those
predicted by the COB model for all coincidence channels (1, Qf) with Qf ∈
{3, 4, 5, 6}: The blue markers indicate Rexpcrit that were converted by assuming
the dissociation took place via the precursor (1, 1), while the green markers
stand for the pathway via the precursor (1, 2). The average of both precursors
weighted with the relative occurrences of (1, 1) and (1, 2) (taken from the
experiment) is plotted in red. Black markers show the predictions made by
the COB.
with the restriction of Pf < Qf + 1 for each coincidence channel (Pf , Qf ). EPf is
the binding energy of the least bound electron of IPf+ given in Tab. 6.2. The critical
distances calculated via Eq. (6.18) for break-ups with Pf = 1 are plotted in Fig. 6.22 as
black markers. In accordance with Eq. (6.18), the distance over which charge transfer is
possible grows with increasing Qf . This is due to the higher charge bending the potential
of I1+ stronger.
The evaluation of the XUV pump-probe spectra in Fig. 6.19 gives only indirectly access
to Rexpcrit as the width of the depleted ion yield is given in the time domain. Therefore
we need a method to translate the measured tcrit into the corresponding distance. In
order to do so, we use our classical pump-probe simulation from Sec. 2.6 with Coulombic
potential energy curves, that has already proven to be a good approximation.
The simulation, presented in Sec. 6.2.3, requires the knowledge of the precursor state as
input parameter because the width of the gap is different for each precursor, as shown in
Fig. 6.21. However in the experiment we measure an averaged tcrit composed of different
precursor states. As all coincidence channels in Fig. 6.19 have the precursor states (1, 1)
and (1, 2) two critical distances Rexpcrit will be calculated for each coincidence channel (as
shown in green and blue in Fig. 6.22). All predicted distances RCOBcrit lie within the band
of data points spanned by Rexpcrit for the both precursor states. Note that all values for
119
Chapter 6. Ionization Dynamics of I2 in XUV and IR Laser Pulses
Channel RCOBcrit (au) tcrit (fs) (HWHD)
(1, 3) 9.8 128
(1, 4) 10.9 124
(1, 5) 11.9 130
(1, 6) 12.7 160
(2, 4) 9.1 43
(2, 5) 9.9 78
Table 6.3.: Critical distances RCOBcrit calculated with the COB model and the
corresponding experimentally determined tcrit (half width at half depth) for
the presented coincidence channels.
RCOBcrit show a tendency to one of the precursors: RCOBcrit (1, 3) is shifted towards (1, 1),
which is its only precursor observed in the experiment. RCOBcrit (1, 4) shows a tendency
towards (1, 2), which is its dominant precursor. The channels (1, 5) and (1, 6) feature
both precursors, however predominantly (1, 1). This is in accordance with the prediction
of RCOBcrit , which also tends to (1, 1) for both cases. These trends suggest the use of an
averaged critical distance R¯expcrit, where the two precursor states are weighted according
to their relative occurrence in the experiment. The result is plotted as red diamonds in
Fig. 6.22 and coincides perfectly with the trend predicted by the model.
The good agreement with the COB model encouraged us to combine the extended
pump-probe simulation introduced in Sec. 6.2.4 with the COB model to simulate the
recorded time-dependent spectra. In order to do so creation of the asymmetric channels
is only allowed for internuclear distances larger than Rcrit. The pulse duration was
assumed to be 57 fs (FWHM) and the spatial width of the ground state 0.5 au (FWHM).
Fig. 6.23 shows the comparison of experimental data for the channel (1, 3) in (a) with
the result of the simulation via the precursor (1, 1) in (b). The agreement is very good,
which confirms that our models assuming classical motion for the ions deliver a suitable
description of the underlying phenomena.
Further asymmetric coincidence channels were recorded in the experiment, particularly
those for (2, Qf ) and (3, Qf ). However higher charge states exhibit more than one or
two precursor states, mostly three or four (cf. Fig. 6.24). Our method to convert the
critical time delay into a distance, as applied for (1, Qf ), relied heavily on knowing the
precursor and its relative occurrence. One precursor was always dominating and thus
determined the width of the gap. If several precursors contribute equally, each of them
with a different gap our method can not be applied anymore. We can give an upper
limit for the gap from the slowest dissociating precursor state and a lower limit from
the fastest dissociating. But the overall shape of the measured gap is composed of all
contributing precursors and their relative occurrences.
Two exemplary coincidence channels (2, 4) and (2, 5) are shown in Fig. 6.24(a) and
(b) respectively. For (2, 4) the calculated Rcrit is 9.1 au, similar to that for (1, 4) (cf.
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Figure 6.23.: Delay-dependent KER spectrum for the coincidence channel
(1, 3) for (a) measured data and (b) pump-probe simulation in combination
with the classical COB model. For the pump-probe simulation the determined
pulse length of 57 fs and the estimated spatial ground state distribution of
0.5 au were assumed (cf. Sec. 6.2.4). The critical distance for (1, 3), calculated
via Eq. (6.18), was included into the simulation.
Tab. 6.3). However the measured tcrit is 43 fs for (2, 4) and 128 fs for (1, 4). The reason
for the difference in tcrit are their corresponding precursor states. As (1, 4) features the
comparatively slow dissociating precursors (1, 1) and (1, 2) it takes longer to reach RCOBcrit
than for (2, 4), which exhibits the much faster dissociating precursors (2, 2) and (2, 3).
Therefore RCOBcrit is reached at smaller delays and the gap becomes narrower for (2, 4).
As the width is already in the order of the pulse length we have reached the limit of our
temporal resolution.
Here we should also mention the so-called Coulomb blocking, which is discussed in
Sec. 6.3.2, as it also hinders the creation of highly charged molecular ions for small
delays. The Coulomb potential of one constituents increases the ionization potential of
its neighbor. This leads to similar depletion for small delays in the ion yield spectra as
caused by charge transfer. However the origin of this depletion is fundamentally different.
Particularly, also symmetric coincidence channels with high charge states have a depleted
ion yield for small delays.
6.2.7. Collision Physics from a Different Perspective
The analogy of our experiment to collision experiments was already drawn by applying
the classical COB model, which was originally introduced for electron capture in slow
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Figure 6.24.: Delay-dependent KER spectra for the coincidence channels (a)
(2, 4) and (b) (2, 5) with projections onto the delay axis (lower panels) and
onto the KER axis for large delays (right panels). The precursor states are
indicated in brackets.
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ion-atom collisions (Eprojectile > 10 eV per nucleon) [33, 62]. While it has proven to
be a good description for these slow processes, we would like to point out that some
assumptions of the model are usually not fulfilled therein. Thus the question arises
how well the requirements are met in our experiment. The first requirement is a slow
collision, meaning that the electrons of the target and the projectile adjust adiabatically
to the changing potential induced when the target passes the projectile. This condition
is well fulfilled in our experiment where the ions’ kinetic energies emerge from Coulomb
explosions only. Thus they are typically below 0.1 eV per nucleon, far smaller than the
Eprojectile mentioned above. In addition the COB model assumes the motion of atoms and
ions to be in one dimension only. Thus it is not able to account for angular momentum
that is transferred to a target by a deflected projectile. This requires extensions to the
COB model [34]. As the trajectories of the ions in our experiment are determined by
Coulomb explosion the two fragments are always emitted back-to-back. This corresponds
perfectly to a one-dimensional movement. In summary, our experiment is a more exact
realization of the COB model, than the traditional ion-atom collisions for which the
model was developed. Thus we open up a new testing ground for charge transfer models
in a low-energetic regime that is almost unexplored.
The present experiment can be considered as a “half-collision” [195, 270] without distinc-
tion between target and projectile. In a traditional collision experiment the projectile
approaches the target up to a certain distance and is deflected from its trajectory by
a certain angle. For fixed target and projectile conditions the dynamics of a collision
is classically fully determined by the impact parameter, which is the closest distance
between target and a non-deflected projectile [155] (cf. Fig. 6.25). Thus, the impact pa-
rameter resembles the “control knob” determining the outcome of the collision. However
this knob is not directly accessible in a classical collision experiment and can only be
read-out afterwards, not actively tuned. This is different in our experiment: Here, the
impact parameter is determined by the distance between the dissociating ions at the time
when the probe pulse further ionizes one of the fragments and thereby starts the second
half of a “collision”, as illustrated in Fig. 6.25. It is thus referred to as a half-collision. By
choosing a certain delay, which is convertible into an internuclear distance, the impact
parameter is predetermined and the outcome of the collision actively controlled. For
instance, charge transfer is switched on and off by the variation of the delay, as shown in
Sec. 6.2.6.
6.2.8. Reaching the High Charge States
Coincidence channels with high charges show asymmetric delay-dependent KER spectra
(cf. Fig. 6.26). In principle, the negative and the positive delay range should be mirror
images of each other. However this is only true if the intensity in both pulses is equal and
the spatial overlap of pump and probe pulse remains the same for all delays. Since the
delay is introduced by mechanically moving mirrors the focal position may well change
by several micrometers over a delay range of 4 ps.
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Figure 6.25.: (a) Geometry of a traditional collision, where the projectile
approaches the target and gets deflected from its original trajectory. (b)
Half-collision in the rest frame of the green ion as realized in our experiment.
The pump pulse has multiply ionized the molecule at Req (not shown) and
consequently the molecular ion fragments. At an adjustable time delay, which
corresponds to a certain internuclear separation of the ions, the probe pulse
impinges, which defines the impact parameter of the half-collision.
The decreasing overlap was already visible in earlier spectra: Fig. 6.19 shows a decreased
ion yield for large positive delays as these channels require the interplay of pump and
probe pulse. In contrast, the channels in Fig. 6.14 show an increased rate for the same
delay values because they are mainly produced within a single pulse, making the spatial
overlap irrelevant. Similarly, the spectra in Fig. 6.26 show an increased ion yield for large
KERs and large positive delays, where the spatial pulse overlap is fading and thus the
single pulse contribution at high KERs dominating. For small positive delays instead
the rate in the direct channel is decreased because of good spatial overlap.
The vanishing of the time-dependent traces for negative delays in Fig. 6.26 is caused
by the intensity being distributed unequally among both pulses. If the pulse of higher
intensity is preceding, it will highly ionize the molecule and the intensity of the probe is
not sufficient to further ionize the fragments. Instead, if the pulse of lower intensity is
preceding a slowly dissociating molecular ion is produced and both fragments are further
ionized by the intenser probe pulse. We note that the dominant precursor for reaching
the highest charge states is (1, 2). Other intermediate charge states, particularly those
created by more than just one photon, are not visible.
6.3. IR/XUV Pump-Probe Measurements
While the XUV photons mainly interact with inner-shell electrons, the IR laser couples
most efficiently to the least bound electrons in the outer shells. In addition the IR
field imposes a strong perturbation on the molecule that may lead to tunnel ionization
of the molecule, as explained in Sec. 2.1.2. Therefore we deal with two fundamentally
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Figure 6.26.: Delay-dependent KER spectra for the coincidence channels
(a) (6, 6), (b) (6, 7), (c) (7, 7), and (d) (7, 8). Note that these spectra were
recorded with the high intensity setting.
different ionization mechanisms combined in an IR/XUV pump-probe experiment. In
Sec. 6.3.1 the action of the IR laser alone on the I2 molecule is discussed and compared to
ionization within a single XUV pulse. Combining the knowledge from single-pulse XUV
measurements, presented in Sec. 6.1, with that from single-pulse IR studies allows the
interpretation of the IR/XUV pump-probe spectra, presented in Sec. 6.3.2. In Sec. 6.3.3
the ion yield of bound I2 molecules and separated ions or atoms is compared.
6.3.1. Ionization of I2 in Strong IR Laser Fields
The multiple ionization of diatomic homonuclear molecules with short intense laser pulses
in the optical and IR regime has been investigated in many studies, for instance [203,
264, 287]. The internuclear distance between the atoms imposes an additional degree
of freedom as compared to atoms and thus offers the interesting possibility to study
the ionization dynamics as a function of that distance. Although I2 has a complicated
electronic configuration it was used as a target in many multi-ionization studies due to
its slow dissociation dynamics, e.g., [47, 95, 203].
Once a molecule is multiply ionized it will most likely dissociate and the fragments will
repel each other due to the Coulomb force. During the dissociation the molecule may
absorb more photons that further ionize it. This accelerates the fragments because the
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Coulomb repulsion increases with the charge. In literature this process is referred to
as multi-electron dissociative ionization (MEDI) [87]. Analyzing the fragments’ kinetic
energies gives insight into the ionization process on the time scales of the dissociative
motion. In principle we have introduced multiple ionization via intense XUV radiation
in the same way. However, the ionization with an IR laser involves a much larger number
of photons. The MEDI scheme occurs only for some molecules at certain wavelengths
but fails for others [44, 188].
An alternative scheme, where the ionization probability was found to be drastically en-
hanced at certain internuclear distances [240], is the so-called charge-resonance-enhanced
ionization (CREI) [42, 287]. The distance of enhanced ionization for I2 is approximately
the double equilibrium internuclear distance. This is explained by using a Coulomb-
explosion model based on field ionization [203]. These models are similar to the classical
COB model, which we have applied in Sec. 6.2.6 for the interpretation of the critical
distances of charge transfer.
Understanding the interaction of a single IR laser pulse with I2 is important for the
interpretation of the IR/XUV pump-probe spectra that will be presented in the fol-
lowing Sec. 6.3.2. All data are recorded at a repetition rate of 10 Hz, a limitation
imposed by the IR laser system. The IR laser parameters were already introduced in
Sec. 4.2.3, most importantly the pulse length of 120 fs (FWHM) [147] and the intensity
of 3.4× 1014 W/cm2.
In Fig. 6.27 an overview of the created fragments produced with the IR laser alone
is given. In the presence of the strong field the electrons are predominantly emitted
in polarization direction as the field bends the potential barrier in that direction. It
manifests in our data as a dipole distribution of the ions along the polarization direction.
The molecules are oriented randomly in the gas target, but those with their internuclear
axis parallel to the laser polarization are ionized most efficiently. We extract the original
orientation of the molecule by analyzing the angular distribution of the fragments as
they are always emitted back-to-back in a Coulomb explosion. Therefore, target ions are
detected predominantly in the direction of the laser polarization axis. As the IR laser
couples most efficiently to the least bound electrons from the valence shell, the electrons
are most likely removed from the 5p-like shells. A strong indicator for this hypothesis is
the charge state distribution showing a sharp cut-off beyond I5+, which for the iodine
atom corresponds to a completely depleted 5p-shell.
The distribution of each charge state in Fig. 6.27(a) shows several discrete ring-like
structures, with larger radii for higher charge states. The larger the radius, the higher
the energy gained from a Coulomb explosion. For instance, the distribution of I2+ ions
features four rings, each from a Coulomb explosion with one fragment being I2+. As the
IR laser mostly creates dissociating molecules with at least one neutral fragment [148],
the lowest energy and thus the innermost ring corresponds to the fragmentation channel
I2+ + I, the next outer one to I2+ + I1+, and so forth.
As we detect only charged particles, the dissociation channel (0, 0) is not accessible in
our experiment. However, channels with one charged and one neutral fragment can be
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Figure 6.27.: Ionization of I2 by the IR laser: (a) TOF versus x-position on
the detector, which coincides with the laser polarization direction. Dominant
fragments originating from Coulomb explosions are indicated. As the jet
is propagating in negative x-direction, the fragments emerging from it have
constant offset in that direction (cf. Sec. 5.2).(b) Projection of (a) onto the
TOF axis. The TOFs of molecular iodine ions are highlighted.
reconstructed indirectly, as already illustrated in Sec. 6.2.1. The spectra of all I1+ and
I2+ ions are shown in Fig. 6.28 and the energy region of break-ups with potentially one
neutral fragment is indicated. I1+ ions emerge most likely from a neutral dissociation
into (0, 1), while for I2+ fragments the break-up into (0, 2) is also present. The creation
of the asymmetric channel (0, 2) might be surprising in the first place as the decay into
the symmetric (1, 1) channel is energetically more favorable. However, this is only true if
field effects from the IR laser are neglected. For short pulses and at high intensities the
IR field bends the molecules’ potential strong enough that the (0, 2) channel becomes
energetically favorable, which has been investigated in detail experimentally [95, 203].
Another feature arises in the center of each Coulomb-explosion ring which is thus
attributed to a fragment with low kinetic energy. When analyzing the KERs of the
coincident ions we find fragments with almost no energy for all charge states. Thus we
conclude that these ions were created from already dissociated iodine molecules and
therefore have only small KERs. The low-energetic feature is only present in spectra
where the IR laser has been used. It thus stems most likely from a prepulse or pedestal
of the IR pulse that dissociates the molecule before the main IR and the XUV pulse
impinge. This is well possible – even for a weak prepulse – as two 1.55 eV photons are
sufficient to neutrally dissociate the I2 molecule (cf. Fig. 6.31). The highest charge state
emerging from an isolated atom is I4+ arising around 4200 ns in Fig. 6.27. It is clearly
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Figure 6.28.: Superimposed energy spectra of all I1+ and I2+ ions. All
fragments with an energy below the lowest Coulomb-explosion energy, i.e., that
of (1, 1), may belong to dissociation with one neutral fragment.
visible as the background events from rest gas ionization are drastically suppressed
compared to analogous spectra for an XUV pulse. While the XUV radiation ionizes
along its whole path through the vacuum chamber, ionization through the IR laser is
limited to the focal volume, as the photon density is not sufficient elsewhere.
Fig. 6.29 shows a comparison between single pulse IR and single pulse XUV spectra
for various coincidence channels. For the IR data, the KER distributions for the
channels (1, 1) and (2, 2) are clearly shifted towards lower values compared to the XUV
spectra. This behavior is attributed to the different ionization mechanisms governing
both wavelength regimes. The removal of two valence electrons in I2 requires at least
17 photons of 1.55 eV to be absorbed within one pulse. IR/XUV pump-probe studies
have shown that the production of I2+2 proceeds within (75± 15) fs (FWHM) of the
IR pulse [147], while the same degree of ionization is reached almost instantaneously
via the absorption of a single XUV photon. In addition the inner-valence-ionized I2+2
molecule may remain in a highly excited state. Thus it dissociates via an entirely different
state compared to the IR-induced dissociation. For two-photon XUV ionization, the
coincidence channel (1, 1) is a precursor of (2, 2). Thus both channels are expected to
show the same behavior when they are compared to the IR spectra: Their peak positions
are located at higher KERs than their IR counterparts. With the same reasoning we
may find that the XUV channel (2, 3) and its precursor (1, 2) share the low-energetic
edge with the corresponding IR spectra. The peak positions of the XUV spectra are in
general shifted towards higher KERs as compared to the IR spectra. This is explained
by considering their intrinsic difference: While (1, 1) is produced via one fast Auger
decay, (1, 2) has undergone a second slower Auger decay (cf. Sec. 6.1). The exponential
nature of this slower Auger decay has a second effect: The distribution is broadened,
as an individual molecule may further decay immediately after the first Auger decay
leading to high KERs, or it may live longer leading to smaller KERs.
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Figure 6.29.: Comparison of single pulse XUV (red) and single pulse IR
(green) KER spectra for exemplary coincidence channels. The intensity of the
IR data is scaled to the height of the XUV data, however the different count
rates are indicated by the two y-axes. The XUV pulses were roughly 57 fs
long and the intensity was approximately 1014 W/cm2. For the (2, 2) in (c) and
the (1, 1) channel in (a) the IR KER-distribution peaks at smaller values than
for the XUV case. This indicates that the final charge states were populated
within a longer time resulting in an overall smaller KER. In fact several IR
photons are needed to reach (1, 1), while a single XUV photon is sufficient.
As (1, 1) is a precursor of (2, 2) the channels are expected to exhibit similar
features. The same is true for (1, 2) in (b) and (2, 3) in (d), where the IR and
XUV spectra share their low-energetic cut-off, indicating a slightly delayed
population of the final charge states for the XUV pulses as well.
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Figure 6.30.: TOF versus the x-position on the detector for (a) the IR pulse
arriving before the XUV pulse and (b) vice versa.
In conclusion we recall that the peak intensity of the IR laser was sufficient to create
fragments up to I5+ at an intensity in the transition regime between multi-photon
absorption and tunnel ionization.
6.3.2. Combining IR and XUV Radiation
With the effects of a single XUV and a single IR pulse on the iodine molecule introduced,
we now study the combination of the both. The TOF and the detector position along the
laser polarization axis of all detected particles are shown in Fig. 6.30 (a) for a preceding
IR pulse and in (b) for a preceding XUV pulse. The intensity of the IR pulse is identical
to that used for the measurement discussed in the previous Sec. 6.3.1 and the intensity
of the XUV pulses is the higher of the two, roughly 3× 1014 W/cm2.
If the IR pulse arrives first it initiates the dissociation of the molecule. This determines
the emission angle of the coincident fragments with respect to the IR polarization axis.
Therefore, a dipole-shaped emission in polarization direction is also preferred for the
high charge states that are out of reach with an IR pulse only, as shown in Fig. 6.30. In
contrast to the IR-only spectrum from Fig. 6.27, the count rate perpendicular to the
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Figure 6.31.: Potential energy curves of I2 relevant for the interaction with
the IR laser. The pump pulse in blue induces the dissociation of the molecule,
which is probed after a time delay by the probe pulse in magenta. Figure
adapted from [92].
polarization direction does not vanish completely, because all charge states can also be
produced with a single XUV pulse leading to a homogeneous emission pattern. If the
XUV pulse arrives first, the emission characteristic is spherical and the succeeding IR
pulse further ionizes the dissociating fragments. For small charge states the emission
characteristic remains partially dipole-like. Thus they are created within the IR pulse
alone.
In Fig. 6.32 a set of exemplary coincidence channels is shown. As discussed in Sec. 6.2
for XUV pump-probe spectra, all time-independent features are created within a single
pulse, either XUV or IR, and the time-dependent traces stem from the joint illumination
with XUV and IR radiation. We start by discussing negative delays where the IR
pulse is preceding: The coincidence channels (1, 2) and (2, 2) (cf. Fig. 6.32 (a) and (b),
respectively) show only low-energetic precursors emerging from a dissociation with one
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neutral fragment. As a delayed XUV pulse will always increase the charge state of one
of the fragments by two, the only possibility for the production of channel (1, 2) is via
(1, 0) and for (2, 2) via (2, 0):
I2 IR−→ (1, 0) XUV−−−→ (1, 2), (6.19)
I2 IR−→ (2, 0) XUV−−−→ (2, 2). (6.20)
The other presented channels, (2, 3) and (3, 3), feature neutral and charged precursor
states as indicated in Fig. 6.32 (c) and (d), respectively. The precursors with a neutral
fragment are assigned as above. The charged precursors are identified using the Coulomb-
explosion model to be (1, 2) and (1, 1), respectively. Thus the spectra with preceding IR
laser are summarized in the following way:
I2 IR−→ (2, 1) XUV−−−→ (2, 3), (6.21)
I2 IR−→ (2, 0) XUV−−−→ (2, 3), (6.22)
I2 IR−→ (1, 1) XUV−−−→ (3, 3), (6.23)
I2 IR−→ (1, 0) XUV−−−→ (3, 3). (6.24)
For a preceding XUV pulse the spectra are analyzed in the exact same way, but neutral
precursors can be neglected. The coincidence channel (1, 2) for instance is reached by
producing the precursor (1, 1) and subsequent removal of a further electron by the IR
probe. Similarly, (2, 2) shows the main precursor (1, 2) with a weak contribution from
the precursor (1, 1). Interestingly the channel (2, 3) does only show a single precursor,
(2, 2), while the next higher coincidence channel (3, 3) again features two precursors.
The question arises why (1, 2), the second possible precursor of (2, 3), is missing. As
already discussed, the inner-valence-ionized I2+2 molecular ion remains in a highly excited
state due to the large excess energy. Thus it is easily further ionized by the IR pulse
resulting in two precursors of (2, 2). The triply ionized molecular ion I3+2 instead has
only little remaining excess energy and thus will be produced in its ground state or at
least close to that. Therefore the required energy to remove two further electrons from
I3+2 is relatively high and thus the precursor (1, 2) does not show up in (2, 3). The two
precursor states of (3, 3) are explained in a similar fashion: We have already identified
I4+2 – created within one XUV pulse – to be a highly excited molecular ion that is easily
ionized. Therefore the intensity of the IR laser is sufficient to remove the highly excited
electron and a second valence electron. We conclude that delayed ionization with the IR
pulse gives valuable information on which states were created in an excited state by the
XUV pulse.
The delayed ionization by the IR laser is a very efficient process, because it clearly
dominates the ion yield of the delay-dependent KER spectra in Fig. 6.32. However this
trend of an increased ion yield at positive delays is only present for the more symmetric
break-up channels and only up to a certain degree of ionization. For already highly
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Figure 6.32.: Delay-dependent KER spectra for exemplary (more) symmetric
coincidence channels and their projection onto the delay axis: (a) for (1, 2),
(b) for (2, 2), (c) for (2, 3) and (d) for (3, 3). Negative delays denote those
events with preceding IR pulse and positive values stand for a delayed IR
pulse. Predictions from the Coulomb-explosion model are superimposed (gray
dashed lines) in order to identify the corresponding precursor states of each
coincidence channel.
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Figure 6.33.: Delay-dependent KER spectra for the coincidence channels
(4, 5) in (a) and (5, 6) in (b) and the projections of all KERs onto the delay
axis.
charged molecular ions the IR laser intensity is not sufficient anymore to strip off further
electrons, in particular if all electrons are removed from the 5p shell (beyond I5+). Thus
the asymmetry in the charge state yield should vanish at some point. Two exemplary
delay-dependent KER spectra of the channels (4, 5) and (5, 6) are shown in Fig. 6.33(a)
and (b) respectively. Indeed the positive delay range shows the characteristic spectrum
of one XUV pulse alone and the asymmetry is not present anymore for (4, 5). For (5, 6)
the situation is even reversed, it shows more coincident ion pairs at negative delays where
the IR laser pulse proceeds. This trend continues up to the highest symmetric charge
states.
The more efficient creation of highly charged fragments for a preceding IR laser is
explained via an effect that we refer to as Coulomb blocking. For small delays the charged
fragments of a molecular ion are still close to each other. The neighboring ion may hinder
the creation of the next higher charge state by increasing the ionization potential due to
its Coulomb potential. But the further the ions move apart the weaker the influence of
the neighboring ion. Eventually the ionization potential may again become accessible
with the present pulse settings, as illustrated in Fig. 6.34. The effect is directly visible
in the calculated ionization potentials of In+2 listed in Tab. 6.2: The energy required to
produce two separated ions was found to be lower than that needed to create a molecular
ion with the sum charge of both. As the IR laser mostly creates low charged ions or
neutrals, the molecule will slowly dissociate and by the time the XUV pulse impinges, the
internuclear distance may be large enough so that the Coulomb force of the neighboring
ion has become negligible.
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Figure 6.34.: Illustration of Coulomb blocking. At equilibrium internuclear
distance the joint illumination with XUV (light blue arrows) and IR (green
arrows) is not sufficient to reach the highest potential energy curve due to the
close-by Coulomb potential of the other ion. If, instead the IR laser triggers
a dissociation, the energy of one XUV photon is at some point sufficient to
reach the next higher charge state.
Now we will discuss asymmetric channels, which exhibit a strongly increased ion yield
for negative delays. Fig. 6.35 shows the delay-dependent KER spectra of two exemplary
asymmetric coincidence channels (1, 3) and (1, 4). For a preceding XUV pulse the KER
distributions show the same behavior as the single-pulse XUV spectra in Fig. 6.7. From
this we draw the conclusion that in the creation of these spectra the IR pulse does not
play a significant role. Therefore, delayed ionization by the IR laser does not lead to the
production of asymmetric charge state distributions. This is attributed to the different
ionization mechanisms of the IR and the XUV pulses. While XUV photons act most
efficiently on inner-valence electrons, which are well localized at one of the constituents,
the IR laser couples best to outer-valence electrons that are not localized at one of the
atoms. An IR pulse will thus not create asymmetric charge state distributions, except
for very strong fields, when the molecular potential is bend so much, that asymmetric
break-up gets energetically more favorable than symmetric one [203]. Furthermore, even
for large positive delays, where the iodine ions are considered as separated, the IR laser
does not create asymmetric charge states. This is due to the suppression of higher
multi-photon orders: For instance, the XUV radiation ionizes I2 into (1, 2) and the ionic
fragments are placed into the IR field as separated ions for large delays. The number
of photons needed to remove another electron from I+ is much smaller than that for
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Figure 6.35.: Delay-dependent KER spectra for the asymmetric coincidence
channels (1, 3) and (1, 4) and their projections onto the delay axis.
I2+. Therefore the creation of (1, 3) compared to (2, 2) is suppressed. This explanation
is valid for the creation of all asymmetric charge states. In contrast, if the XUV pulse
arrives late, a single photon is sufficient to ionize either of the ions and thus asymmetric
charge states are created (cf. Fig. 6.35).
We would like to point out that, in principle, the ion yields for small negative delays
in Fig. 6.35 should also exhibit the characteristic gaps, discussed in Sec. 6.2.5. Actually
the gaps should be even more pronounced, as the dissociation via neutral fragment
occurs slower. However, the region of interest is not sufficiently resolvable due to the
jitter between FEL and IR pulses, that could not be compensated with the TEO tool,
discussed in Sec. 4.2.3.
6.3.3. What can be Charged Up Higher, Two Atoms or a
Molecule?
The interesting question arises, whether we reach higher charge states in a diatomic
molecule or two separated atoms. The role of the preceding IR pulse is to prepare
isolated neutrals or ions with low charge states by dissociating the molecule. For the
highest charge states a delayed IR pulse does not affect the charge state at all. Thus, we
have created a situation, in which we can directly compare the response of an isolated
atom or ion with that of a molecule irradiated with the same intense XUV radiation.
Our findings are summarized in Fig. 6.36, which shows an overview of the ion yield of
all observed coincidence channels (Q1, Q2). Shown is the difference between the yield
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for a preceding IR and a delayed IR pulse as a function of Q1 and Q2. The region
of low charge states and symmetric break-ups is clearly dominated by a preceding
XUV pulse, because the IR efficiently removes remaining valence electrons until the 5p
shell is emptied. For higher ionized fragments the ion-yield difference becomes positive.
Therefore, these charge states are produced more efficiently with a preceding IR pulse,
which has already dissociated the molecular ion before the XUV pulse arrives. This
effect has been explained via the Coulomb blocking, where the highest charge states
are suppressed for small internuclear distances. Furthermore, asymmetric coincidence
channels are mostly produced via a delayed XUV pulse from dissociated molecules.
We conclude that the highest charge states were reached for separated atoms or ions.
This is in contrast to studies on large Xe clusters, which were found to absorb XUV
radiation much more efficiently than monomers due to collective electron phenomena
building up in a cluster [266]. A system of only two constituents, the I2 molecule, is too
small for similar effects and the difference in the reached charge states for monomers
and molecules is attributed to the Coulomb blocking.
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Figure 6.36.: Ion yield of all observed coincidence channels (Q1, Q2). The
difference between the yield for a preceding IR and a delayed IR pulse as a
function of Q1 and Q2 is shown. Symmetric break-up channels dominate if the
XUV pulse arrives first, mostly because these charge states are dominantly
created by the single XUV pulse only. Asymmetric and very high break-up
channels are produced more often if the IR laser arrives first and dissociates
the molecule prior to the removal of additional electrons by the XUV.
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ICD lifetimes span over several orders of magnitude from a few femtoseconds up to
nanoseconds. The fastest decay times are found for excited ions embedded in an
environment with a large number of neighbors. While an isolated excited Ne+(2s−1) ion
needs 0.2 ns [97] to return to its ground state, the same ion embedded into a large neon
cluster relaxes within a few femtoseconds [190, 221]. The theoretical prediction of only
2 fs for the decay of a neon ion caged into a fullerene is even faster [11]. ICD in large
water clusters [181] and dimers [123] was experimentally confirmed to take place within
a few to ten femtoseconds. Notably, the dimers were found to relax faster via ICD than
via proton transfer, which is known to take tens of femtoseconds [91]. For ICD taking
place within a few femtoseconds, accompanied nuclear motion is negligible.
The ICD lifetimes of smaller systems, such as rare gas dimers, usually range from tens
to hundred of femtoseconds. As discussed in Sec. 2.5.1.3 the 2s hole in Ne+ is expected
to decay within 64 fs to 92 fs [8, 220, 263]. Here, the lifetime is in the order of nuclear
motion, which thus cannot be neglected, as the decay rate depends severely on the
internuclear distance. Similar decay times are predicted for the doubly ionized neon
dimer [224] and in NeAr [54].
The slowest ICD processes occur within hundreds of femtoseconds to picoseconds. Typical
examples are exchange ICD (cf. Sec. 2.5.1.1) and electron transfer mediated decay [286],
which were theoretically predicted in core-ionized Ne2 dimers [253] and also experimentally
confirmed [145]. For these processes nuclear motion is essential because the dimer has
to gain orbital overlap by decreasing its internuclear distance, as it occurs via electron
transfer. Three-electron ICD [12], predicted to be one of the slowest ICD processes, was
recently experimentally observed for the first time [193].
So far, the ICD lifetime was experimentally determined for a 2s vacancy in large neon
clusters (> 1000 atoms) to be 6 fs for bulk atoms and 30 fs for surface atoms. The lifetime
was extracted by measuring the width of the 2s photoline [190]. This method relies on
the assumption that the internuclear distance stays constant before ICD takes place, as
the photoline would be broadened by the inset of nuclear motion. Therefore it is only
applicable for the fastest decaying systems.
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Photon energy Pulse length Intensity No. of minibunches
58.2 eV 60 fs 1012 W/cm2 30
Table 7.1.: Summary of pulse parameters for the Ne2 measurement.
Inner-valence ionized dimers undergoing ICD usually end up in Coulomb exploding
fragments. It can be shown (cf. Sec. 7.1.3), that the width of the ions’ energy distribution
is dependent on the ICD lifetime. Thus, by comparing the experimentally obtained
energy width with theoretical predictions, that include nuclear motion, an estimate for
the lifetime is obtained, as demonstrated for NeAr [192]. Note that this estimate relies
heavily on the accuracy of theory and has little predictive power.
Recently another method to extract temporal information on ICD in He2 [259] was
presented, relying on post-collision interaction (PCI) [187, 216]. The measured photo-
electron energy distribution was translated into timing-information via a classical model.
The KER spectra, recorded as a function of the photo-electron energy, showed good
agreement with theoretical calculations performed at different times. Therefore the
experiment confirmed the expected ICD lifetime in He2 to be a few hundred femtoseconds
up to picoseconds.
In this chapter the first direct time-resolved determination of an ICD lifetime is discussed.
It was measured on Ne2, applying an XUV pump-probe measurement. We start in
Sec. 7.1 by describing single- and multi-photon absorption of atomic and diatomic neon
within a single XUV pulse. The pump-probe experiments on Ne2, enabling the lifetime
determination, are presented in Sec. 7.2. The chapter concludes with a discussion of the
lifetime result and a comparison with theoretical predictions.
7.1. Single-Pulse Measurements on Ne and Ne2
Understanding the interaction of a single XUV pulse of 58.2 eV with Ne and Ne2 is the
prerequisite for the interpretation of pump-probe experiments. Therefore, in Sec. 7.1.1
we start by discussing single and multiple ionization in atomic Ne. In Sec. 7.1.2 we
introduce the relevant potential energy curves for Ne2 in the energy range of one photon
absorption. We emphasize the coincidence channel Ne+−Ne+, because it mostly emerges
from dimers that have undergone ICD, as will be shown in Sec. 7.1.3. Additionally, we
introduce the alternative 2p shake-up processes leading to the same charge state in
Sec. 7.1.4.
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Process Ionization Potential (eV) Cross Section (Mbarn)
Ne→ Ne+(2p−1) 21.56 [134] 7.22 [279]
Ne→ Ne+(2s−1) 48.42 [16] 0.54 [279]
Ne+(2p−1)→ Ne2+(2p−2) 40.96 [199] ≈ 7 [139]
Ne2+(2p−2)→ Ne3+(2p−3) 60.42 [144] —
Table 7.2.: Photoionization of Ne at 58.2 eV.
7.1.1. Photoionization of Ne
The total cross section for photoionization of Ne at 58.2 eV amounts to 7.76 Mb and is
dominated by the 2p subshell ionization cross section, as shown in Tab. 7.2. The second
relevant single-photon process is the creation of a 2s inner-valence vacancy. However, the
cross section for the latter process is about a factor of 14 smaller. The resulting highly
excited Ne+(2s−1) ion can only decay radiatively because relaxation via Auger decay is
energetically forbidden: The relaxation energy of Erelax = Ep(2s−1)−Ep(2p−1) = 26.86 eV
is not sufficient to remove a 2p electron bound with 40.96 eV [199]. While Auger decay
typically takes place within hundreds of attoseconds to a few femtoseconds, radiative
decay occurs within 0.2 ns [97]. As the removal of a 1s core electron requires at least
860 eV this it is not accessible in our experiment and will not be discussed here.
Fig. 7.1 shows an overview of the fragments created in single XUV pulses with an intensity
of roughly 1012 W/cm2. The most prominent peak in the TOF spectrum stems from singly
ionized 20Ne+ ions at roughly 3600 ns. This ion species occurs so often that it saturates
the detector as indicated by the sharp dip to the right of the 20Ne+ peak in Fig. 7.1.
Apart from 20Ne, neon has two further stable isotopes that occur in nature: 22Ne and
21Ne. The relative abundances are given in Tab. 4.3. All isotopes show up in the TOF
spectrum in Fig. 7.1, however 21Ne+ is hard to recognize among the singly charged Ne+
ions as it partially overlaps with the saturated TOF region. With a single photon of
58.2 eV no charge states higher than Ne+ are reached as the double ionization threshold
is about 61 eV [199]. Therefore, the production of doubly charged Ne2+ ions, indicated
around 2600 ns, requires the absorption of another photon. The cross section of Ne+ is
comparable to that of the neutral Ne atom [139]. As the energy to overcome the next
ionization step Ne2+ → Ne3+ is 60.42 eV, direct two-photon absorption is needed. A
small contribution from Ne3+ shows up at 2100 ns. In summary:
Ne hν−→ Ne+ hν−→ Ne2+ 2hν−−→ Ne3+ (7.1)
It should be noted that the intensity for this experiment was kept relatively low in
order to suppress background events from multi-photon absorption within one pulse for
the ICD measurement, as will be shown later. Thus, the beam was attenuated with a
suitable filter combination until only a minimal Ne3+ signal remained.
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Figure 7.1.: TOF spectrum for a single pulse XUV measurement at a photon
energy of 58.2 eV with a neon target containing monomers and dimers. (a)
The TOF is plotted versus the x-position on the detector. (b) Projection of
(a) onto the TOF axis, with the characteristic ion peaks indicated.
7.1.2. Photoionization of Ne2 by a Single Photon
The photoionization cross sections and energies for the removal of a 2p- or a 2s-like14
electron in Ne2 are very similar to those in an isolated Ne atom because of the weak
binding of the dimer. However, the TOF spectrum in Fig. 7.1 is clearly dominated by
ionized monomers due to the much smaller amount of dimers (below 2% of the monomers)
in the jet. A small contribution from singly charged dimers Ne+2 arises in the region
from 100 ns to 300 ns. Although Ne+2 should exhibit a larger TOF than all monomers
due to the larger m/Q ratio, it is found at smaller times. This is explained by taking
the operation mode of FLASH into account: the next minibunch arrives before the Ne+2
fragments have reached the detector (cf. Sec. 5.2). Thus the TOF of these “wrap-around”
ions is calculated by adding one minibunch distance of ≈ 5000 ns to their observed TOF
amounting to values between 5100 ns and 5300 ns. A closer look in the TOF region of
14Although the notation 2p or 2s is only valid for atoms, they are applied here as Ne2 is only
weakly bound and thus the constituents are considered as almost free.
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the Ne+2 ions, as shown in Fig. 4.9, reveals five different peaks corresponding to singly
charged dimers that are attributed to the possible isotope combinations (cf. Tab. 4.4).
The ring-like feature in Fig. 7.1, indicated by a dashed circle, shows fragments emerging
from dimers that Coulomb-explode into Ne+ −Ne+ ions.
7.1.2.1. Relevant Potential Energy Curves
Now we will discuss the relevant states in Ne2 accessible by irradiation with a single
58.2 eV photon. We start with the initial state of the dimer, the 11Σ+g ground state. The
minimum of the shallow electronic ground state is located at roughly 3.1Å and features
only two bound vibrational levels [277]: The lowest one has a binding energy of 3 meV
and the first excited level is bound with 1.7 meV. Due to the low target temperature
(cf. Sec. 4.1.1) we assume that the dimers were prepared in their vibrational ground
state. The maximum of the lowest vibrational eigenfunction of the ground state is
roughly centered around the aforementioned potential minimum at 3.1Å. The squared
vibrational ground state wave function is shown in Fig. 7.4: Due to the small binding
energy of the dimer the width of the distribution is broader than for tightly bound
molecules.
The accessible potential energy curves via photoionization by single-photon absorption
are shown in Fig. 7.2. Upon removal of a 2p-like electron the created Ne+ ion and the
neutral Ne atom form four molecular states, with two of them being twofold degenerate
(cf. central panel in Fig. 7.2). While the 12Σ+g and 12Πu states lead to the dissociation of
the dimer into Ne−Ne+, the 12Πg and 12Σ+u states are bound. As the potential minima
of the bound states are shifted towards internuclear distances R < Req, the launched
nuclear wave packet will propagate towards smaller R.
The removal of a 2s-like electron from one of the Ne atoms leads to the population of
the 22Σ+u or 22Σ+g state. The potential of the 22Σ+u state has its minimum at 2.15Å
and supports eleven vibrational levels with a spacing of roughly 20 meV [228]. The 22Σ+g
state is virtually flat and exhibits only a shallow potential well at 3.05Å featuring one
vibrational state [228]. Consequently, a wave packet that is created in the 22Σ+g state by
a Franck–Condon transition from the 11Σ+g ground state will remain localized around
the ground state equilibrium distance as this distance approximately coincides with the
position of the only bound state. In contrast, a wave packet in the 22Σ+u state will
propagate towards smaller internuclear distances. Because the potential energy curves
are almost flat, the nuclear wave packet dynamics takes place relatively slow compared
to tightly bound molecules. As the Franck–Condon region for Ne2 is centered around
Req, mainly high-lying vibrational states of the 22Σ+u potential are populated, because
those are spatially extended farthest to larger internuclear distances [227].
If 2p electrons are removed from each atom in the dimer – resulting in dissociating
Ne+ −Ne+ ions – 18 different molecular states can be formed. The population of these
states is strongly suppressed since it requires the removal of a 2p electron from each site
with a single photon. Thus for high photon intensities two-photon absorption is more
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Figure 7.2.: Accessible potential energy curves after photoionization of Ne2
with one 58.2 eV photon and the corresponding dissociation limits. The purple
arrow indicates the absorption of an XUV photon from the ground state at
equilibrium internuclear distance Req = 3.1Å. The shown potential energy
curves are extracted from [53].
probable and will cause some Ne+ −Ne+ ion pairs. However, the dominant population
mechanism is via ICD, as indicated in the KER spectrum of coincident Ne+ −Ne+ ion
pairs, shown in Fig. 7.3. The strongest peak emerges from dimers undergoing ICD after
the removal of a 2s electron, which is discussed in Sec. 7.1.3. Note that the other peak
at larger KERs arises from 2p shake-up states, which will be covered in Sec. 7.1.4.
Before we continue with the discussion of these two processes, we have to exclude that
the double-hump structure in Fig. 7.3 is an artifact stemming from the structure of
the ground state wave function. Fig. 7.4 shows the comparison of KER distributions
that would arise from the population of the vibrational ground state or the first excited
vibrational level. In this comparison instantaneous access of the 1/R curve is assumed,
which is usually not true as some intermediate state is populated. Thus the measured
KER spectrum carries information about the nuclear dynamics in intermediate and
ground states. Here we consider only the influence of the ground state distribution:
Population of the first excited vibrational level would lead – even if nuclear motion in an
intermediate state was included – to a low-energetic contribution in the KER spectrum.
As this is completely absent in the data shown in Fig. 7.3, we conclude that the dimers
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Figure 7.3.: KER of coincident Ne+ − Ne+ fragments. The two peaks are
attributed to ion pairs created via ICD (purple dashed area) and those at high
energies via shake-up states (green dashed area).
were created in their vibrational ground state. Note, that this observation is in agreement
with the estimate of the jet temperature given in Sec. 4.3.1.
7.1.3. Interatomic Coulombic Decay
In order to initiate ICD in Ne2, a 2s vacancy in either of the two Ne atoms has to be
created. Here, this is achieved through photoionization by a single photon. Thereby a
nuclear wave packet in the molecular 2Σ+u or 2Σ+g state is launched. The probability
to populate the gerade or the ungerade state is assumed to be equal. This assumption
is reasonable since preferences for certain symmetries of states are typically found in
experiments with photon energies close to resonances [124], which is not the case at
58.2 eV [122]. If the bound 2Σ+u state is populated the wave packet travels towards smaller
internuclear distances, while it remains around Req for the 2Σ+g state. The wave packet
propagation continues until ICD occurs, leading to the transition into one of the various
molecular states that asymptotically result in Ne+(2p−1) + Ne+(2p−1) fragments (cf.
Fig. 7.2). Thus, the occurrence of coincident Ne+ −Ne+ ion pairs is a clear fingerprint
of ICD.
The unambiguous way to prove that ICD has happened is by detecting the two Ne+ ions
emerging from the Coulomb explosion and the associated electrons. In 2004 Jahnke et
al. were able to detect both ions and one of the electrons in coincidence [120]. Fig. 7.5
shows their recorded KER distribution of coincident Ne+ − Ne+ ions as a function of
the electron energy. As the experiment was performed with 58.8 eV photons the 2s
photoelectron is expected to have an energy of roughly 10 eV, which corresponds to the
high energetic island in Fig. 7.5. The available kinetic energy for the two Ne+ ions and
the ICD electron consists of the energy difference between the 2s−1 hole state and that
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Figure 7.4.: Mapping of the squared nuclear wave function via projection
onto the 1/R potential energy curve. The squared nuclear wave functions
|χ|20,0 of the lowest (in blue) and |χ|20,1 of the first excited (in red) vibrational
level are mapped onto the Ne+ − Ne+ Coulomb curve and translated into
the corresponding KER distribution. Here, instantaneous population of the
Coulomb curve is assumed. However, nuclear motion in the intermediate
state will affect the shape of the wave packet. Thus comparing the shape
of the measured KER distribution and that expected from the ground state
wave function reveals important information on the nuclear dynamics in the
intermediate state. Wave functions are taken from [229].
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Figure 7.5.: (a) The KER of coincident Ne+−Ne+ ions is plotted versus the
energy of electrons detected in coincidence with the ions. (b) Zoom into the
low energy part of the electrons where the ICD electrons are situated. Figures
are taken from [125].
of two asymptotically free Ne+(2p−1) ions. With a 2s ionization potential of 48.48 eV
for Ne2 [177] the excess energy, shared by the ions and the ICD electron, is calculated to
be:
KER + EICDe− = 48.48 eV− 2 · 21.56 eV = 5.36 eV. (7.2)
This value is in excellent agreement with the measured energies of the ICD electron and
the KER lying on a diagonal line in Fig. 7.5(b). The maximum KER, i.e., where no
energy is transferred to the ICD electron, lies almost exactly at the predicted energy
given in Eq. (7.2). From this the authors have concluded that the ICD electrons have an
energy distribution between 0 and 2 eV with their peak intensity lying around 0.2 eV and
the KER distribution ranges from 3.2 to 5.3 eV, peaking at 4.6 eV [120].
As we did not detect electrons in our experiment we have to identify ICD from the
ion spectra alone. Our data of coincident Ne+ − Ne+ ion pairs in Fig. 7.3 feature a
very similar KER distribution as those in the three particle coincidence study of [120]
in the energy range around 4.5 eV. Thus we expect that the low-energetic peak in
Fig. 7.3 emerges from dimers that have undergone ICD. This assumption is reinforced by
comparing the released energy with that expected from instantaneous Coulomb explosion
according to the spatial ground state distribution as shown in Fig. 7.4. The distribution
has its maximum located at roughly 4.6 eV, which coincides well with the experimental
observation. The estimate is made under the assumption that the decay into charged
fragments occurs directly after the 2s ionization on purely Coulombic potential energy
curves and neglects all nuclear wave packet dynamics. It should be noted again that the
assumption of purely Coulombic potential energy curves is best at large distances and
that the potential curves deviate for small R [228]. From the good agreement with the
instantaneous decay, we further conclude that ICD takes place very fast as the wave
packet is only given little time to evolve, resulting in a well confined KER distribution.
ICD occurs roughly a factor of 10000 faster than radiative decay, which is the only
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competing relaxation process in Ne+2 (2s−1). Thus the amount of radiatively decaying
inner-valence ionized dimers is negligible.
In principle, the ICD lifetime may be deduced by comparing the shape of the KER
spectrum from Ne+ − Ne+ ion pairs with its theoretical counterpart. In order to do
so, very accurate ab initio calculations of the potential energy surfaces and transition
rates have to be carried out, including nuclear dynamics. This kind of comparison has
been performed for an ICD experiment on NeAr with the outcome that the decay width
was most likely overestimated in the theoretical calculations [192]. We note that this
method requires a theory that describes all underlying phenomena correctly. As we also
seek to test the available theories, we apply a different method that allows the lifetime
determination from experimental data only (cf. Sec. 7.2.5).
7.1.4. Shake-Up Processes
The second contribution in Fig. 7.3, appearing at larger KERs from 5.8 eV up to 7.5 eV,
will be discussed in the following. In the framework of our Coulomb-explosion model
(cf. Sec. 6.1.5), the peak energy of 6.5 eV translates into a mean fragmentation distance
of 2.2Å, according to Eq. (6.7). For ICD we found the most likely break-up distance
close to Req = 3.1Å and concluded that it takes place very fast. In contrast, the present
process requires nuclear motion in form of a contraction of the dimer prior to the decay
process and is thus expected to occur slower than ICD. The high KER contribution in
the spectrum of coincident Ne+−Ne+ ions was already observed in an earlier experiment
[121] and explained as a dipole-forbidden relaxation of 2p shake-up states.
Shake-up states are produced by photoemission of one electron and simultaneous excita-
tion of another electron. Here, shake-up states resulting from 2p photoionization and
simultaneous excitation of another 2p electron are relevant. It is well known that Ne+
features a rich spectrum of (2s22p4nl) satellite states above the 2s ionization potential
[254]. The present photon energy of 58.2 eV is sufficient to create excited Ne+ ions, but is
below the double ionization threshold. Thus relaxation via autoionization is not possible
[237], and the only remaining relaxation pathway in the isolated atom is radiative decay.
In a dimer an excited Ne+(2s22p4nl)−Ne state located above the 2s ionization potential
has the additional possibility to relax via ICD, which is again the dominant process,
as illustrated in Fig. 7.6. But if this decay process is again fast, the question arises
how the high energetic feature in Fig. 7.3 is produced. As shake-up is not restricted
to dipole-transitions it populates a variety of excited states. Relaxation via radiative
decay and ICD occurs only if the transition is dipole allowed (at least in the dipole
approximation). Thus all excited dipole-forbidden states cannot decay except via an
electron transfer process from the neutral Ne neighbor, as indicated in Fig. 7.6. One
2p vacancy in Ne+(2s22p4nl)− Ne is filled by a 2p electron from the neutral Ne atom
and the released energy is transferred to the excited electron, which is then emitted. As
electron transfer requires sufficient orbital overlap of the participating atoms in order
to take place, the distance between the excited Ne+ ion and the neutral Ne atom must
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Figure 7.6.: Alternative relaxation pathways of the 2p ionized and simultane-
ously excited Ne+2 molecular ion resulting in coincident Ne+ − Ne+ fragments.
For a dipole-allowed transition the excited ion will relax by ICD: The excess
energy is transferred to the neutral side of the dimer via a virtual photon and
consequently removes a 2p electron from there (lower left panel). Alternatively,
for a dipole-forbidden transition the 2p vacancy in Ne+ is filled by a 2p electron
from the neutral Ne atom and the released energy is transferred to the excited
electron, which is then emitted (lower right panel). The latter process occurs
much slower than ICD as the electron transfer requires orbital overlap, that
must be gained by nuclear motion.
be reduced by nuclear motion prior to the decay. This translates into higher KERs, as
observed in Fig. 7.3.
At first it might seem surprising that a second order process, such as shake-up, which
requires the interaction of two electrons and a photon, competes with the first order 2s
photoionization. Although shake-up is less likely to happen, it shows a clear contribution
in Fig. 7.3. This puzzle is solved by considering the differences in photoionization cross
sections: It is roughly a factor of 15 more likely to remove a 2p electron compared to 2s
photoionization. Consequently, due to the small cross section of the first order process,
the second order process becomes competitive.
Note that the electron transfer process is only relevant for the 2p shake-up states and
negligible for the inner-valence ionized dimer Ne+2 (2s−1). For the latter configuration
the 2s hole is filled with any of the 2p electrons. It is thus always dipole allowed and
ICD will be the dominant process.
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7.2. Pump-Probe Measurements on Ne2
In order to determine the lifetime of the Ne+2 (2s−1) state, which decays via ICD, we apply
an XUV-pump–XUV-probe scheme. The delay-dependent KER spectra are introduced
by means of the coincidence channel Ne+ −Ne+ in Sec. 7.2.1. The pump-probe scheme
and the relevant potential energy curves for the lifetime determination are explained
in Sec. 7.2.2. As the lifetime is contained in the ion yield of coincident Ne+ − Ne2+
ions, this channel will be discussed in Sec. 7.2.3 and compared to classical simulations in
Sec. 7.2.4. The lifetime determination is described in Sec. 7.2.5 and competing processes
that may alter the result are presented in Sec. 7.2.6 and Sec. 7.2.7. The section closes
with a discussion of the result and comparison with calculated values in Sec. 7.2.8.
7.2.1. Delay-Dependence of Coincident Ne+ −Ne+ Ions
In Fig. 7.7 the KER of coincident Ne+ −Ne+ fragments is plotted as a function of the
pump-probe time delay. The time independent single-pulse contributions resulting in
coincident Ne+ −Ne+ fragments were already discussed in the previous section. Fig. 7.7
shows an additional time-dependent feature rising from KERs as low as 1.5 eV at 600 fs up
to higher KERs for smaller delays. This behavior is characteristic for delayed ionization:
The molecule is first dissociated by the pump pulse and after an adjustable time delay
further ionized by the probe pulse. The time-dependent trace in Fig. 7.7 stems from
a dissociating singly ionized dimer Ne+2 that is again ionized within the probe pulse
resulting in coincident Ne+ − Ne+ ions. As the removal of 2p electrons features the
largest cross section the most likely production pathway is
Ne2
pump−−−−→ Ne+2 ( 2p−1)
↓
Ne +Ne+(2p−1) probe−−−−→ Ne+(2p−1) + Ne+(2p−1).
(7.3)
The method of how to identify precursor charge states in our pump-probe spectra from
the asymptotic KER was already introduced in Sec. 6.2.1. From the low asymptotic KER
of roughly 1.5 eV, which is smaller than all KERs emerging from two charged fragments,
a break-up into one neutral and one charged fragment is inferred. In comparison, the
lowest KER expected from a Coulomb explosion of two charged fragments at Req is
that of two singly charged Ne+ ions which amounts to 4.6 eV. Lower KERs must stem
from break-up with one neutral fragment. Unfortunately, particularly at small delays,
the time-dependent component overlaps energetically with the dominant single pulse
component after ICD. Therefore the shape of the rising curve towards smaller delays,
which maps the potential curves of the intermediate (2p−1) state, cannot be analyzed.
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Figure 7.7.: Delay-dependent KER spectrum of the coincidence channel
Ne+ −Ne+. The upper panel shows the whole spectrum and a projection onto
the KER axis for large delays. In the lower panel a zoom into the low-energetic
region is shown to make the time-dependent trace visible.
7.2.2. Pump-Probe Scheme for the ICD Lifetime
Determination
In order to explain the XUV pump-probe scheme for the lifetime determination, we
introduce the relevant potential energy curves in Ne2 that are accessible via two-photon
absorption from the ground state, as shown in Fig. 7.8. The energy region between 52 eV
and 90 eV supports further potential energy curves, that are not shown.
The role of the pump pulse is to initiate ICD by the creation of a 2s inner-valence
vacancy at one of the neon atoms. Once the excited Ne+2 (2s−1) state is created the
essential question arises how long it takes until the excited dimer decays into coincident
Ne+ − Ne+ ions. In order to answer this question the dimer’s charge state has to be
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Figure 7.8.: Relevant potential energy curves for two-photon absorption in
Ne2 and illustration of the pump-probe scheme. A first photon initiates ICD
by the creation of a 2s vacancy in one of the neon atoms. If ICD has occurred
before the probe pulse arrives (probe A), one of the Ne+ − Ne2+ curves is
accessed. For an early probe pulse (probe B), the unstable Ne2+(2s−12p−1)−Ne
state may be populated, which decays via a competing ICDcomp into Ne+−Ne2+,
as will be discussed in Sec. 7.2.6. Potential energy curves extracted from [253].
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tested continuously. Experimentally, this is realized by probing the charge state with a
delayed second XUV pulse that further ionizes the dimer into a distinct state, which
reveals whether the dimer had already decayed by the time the probe pulse arrived
or not. Thus, by scanning the time delay and simultaneously detecting the fragments
created after the probe pulse, the lifetime of the excited state, i.e., the ICD lifetime, is
determined. Fig. 7.8 shows a simplified version of the pump-probe scheme: If ICD has
occurred by the time the probe pulse arrives one of the created Ne+ −Ne+ fragments
is further ionized, resulting in a coincident Ne+ − Ne2+ ion pair. If instead ICD has
not taken place when the probe pulse impinges, a further electron from the dimer ion
Ne+2 (2s−1) is removed, resulting in Ne2+2 . This molecular ion will mostly dissociate into
Ne − Ne2+ or Ne1+ − Ne1+, as will be discussed in Sec. 7.2.6 in more detail. Thus a
potential curve with the dissociation limit Ne+ −Ne2+ is only reached for dimers that
have already undergone ICD. Therefore we expect a time-dependent Ne+−Ne2+ ion yield
that increases with a slope that returns the ICD lifetime. However these considerations
do only take into account the situation in which a single photon is absorbed within the
pump and a single photon within the probe pulse.
7.2.3. Fragmentation Channel Ne+ −Ne2+ as a Function of
the Pump-Probe Time Delay
Since the lifetime of the 2s vacancy in Ne+2 is determined by analyzing the yield of
coincident Ne+ − Ne2+ ion pairs, all possible pathways leading to this fragmentation
channel must be analyzed carefully. The delay-dependent KER of coincident Ne+−Ne2+
fragments for a data set recorded at low intensity is shown in Fig. 7.9(a) and another
one recorded at high intensity in Fig. 7.9(b). The spectra show two dominant features:
one with a constant KER around 8.6 eV and a time dependent one converging to 5 eV for
large delays. The time-independent band stems from Ne+ −Ne2+ ions that were created
by multi-photon absorption within one pulse, which is confirmed by evaluating the KER
as follows. For two point-like charged particles, one singly and the other doubly charged,
the expected KER within our Coulomb-explosion model amounts to 9.28 eV. Since this
value is close to the observed one, a relatively fast ionization process can be assumed.
In order to create the triply ionized dimer Ne3+2 directly from the ground state three
photons must be absorbed. Thus an intensity dependence for the multi-photon process
is expected. This is clearly visible in the KER distributions when comparing the high
and the low intensity spectra in Fig. 7.9: At high intensity the peak at 8.6 eV, which is
attributed to multi-photon absorption, is much more pronounced. As our pump-probe
scheme relies on single-photon absorption within the pump and the probe, contributions
from multi-photon process must be suppressed. This is achieved by keeping a low FEL
intensity of roughly 1012 W/cm2, which is the setting present in Fig. 7.9(a).
The lifetime information is contained in the time dependent trace in Fig. 7.9. As it
converges to an energy of roughly 5 eV we conclude that the precursor Ne+ −Ne+ was
populated by the pump pulse. The observed KER is slightly higher than the expected
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one of 4.64 eV from a Coulomb explosion at Req. This indicates that the KER has not
converged to its asymptotic value after 600 fs. Around time delay zero the ion yield
is increased due to the quadrupled intensity in the overlap region of the pulses. At
high intensities the multi-photon process becomes more likely, resulting in an increased
number of Ne+ −Ne2+ ions. The enhanced ion yield around time delay zero can not be
completely suppressed, even for small intensities, and thus causes background events for
the lifetime determination. In order to understand how the ICD lifetime is contained in
the time-dependent trace of Fig. 7.9 we perform a classical simulation.
7.2.4. Classical Simulation
The classical simulation used to model pump-probe spectra has been introduced already
in Sec. 2.6 and applied for I2 in Sec. 6.2 with various modifications. For Ne2 the shape of
the relevant potential curves is known from calculations and is thus used as input for the
simulation. The simulation starts by placing the point-like classical particle, a “ball”,
either on the 22Σ+g or 22Σ+u curve at Req = 3.1Å, which models single-photon absorption
from the dimer ground state. Both states are populated with equal probability. While
the ball rolls towards smaller R when placed on the attractive 22Σ+u curve, it will more or
less stay at rest on the virtually flat 22Σ+g potential curve. The ICD of the intermediate
state is implemented by assuming an exponential decay probability e−t/τ with a lifetime
τ , leading to a predetermined lifetime for each ball. After the assigned lifetime the ball
decays onto the repulsive 1/R curve where it pursues its motion until the probe pulse
arrives after an adjustable time delay td, thereby promoting the ball onto the steeper
2/R potential curve.
In Fig. 7.10 the comparison of the classical simulations for 22Σ+g and 22Σ+u are shown
with an ICD lifetime of τ = 100 fs. If the ball is placed on the 22Σ+g potential energy
curve it will remain close to Req, thus the shape of the spectrum is determined by the
interplay of the exponential decay and the arrival time of the probe pulse. The time
when ICD occurs is simulated by an exponential probability distribution, thus it may
happen at any time after the creation of the 2s vacancy. If ICD takes place immediately
after the pump pulse the repulsive 1/R curve is populated early giving the nuclei the
largest possible time to dissociate before the probe pulse further ionizes the system
into Ne+ − Ne2+ fragments. Thus, events with a fast decay time are located close to
the low-energy cut-off of Fig. 7.10 because the steep Ne+ − Ne2+ curve is populated
at large internuclear distances where the energy gain is already small. In contrast, for
dimers decaying just before the probe pulse arrives, the internuclear distance when the
fragments are further ionized is still close to Req resulting in a much larger energy gain
on the steep Ne+ −Ne2+ curve. Thus these events occur at larger KERs even for large
delays.
In Fig. 7.10(b) the corresponding spectrum for the population of the intermediate 22Σ+u
state is shown. It features an additional wing-like structure as compared to the 22Σ+g
state which is due to nuclear motion before ICD has occurred. The low energy cut-offs
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Figure 7.9.: Delay-dependent KER spectra of coincident Ne+ − Ne2+ frag-
ments for lower FEL intensity in (a) and a higher one in (b). In addition
the projections onto the KER axis for large delays are shown. Note that
the multi-photon contribution around 8 eV is pronounced for higher photon
intensity in (b), while the pump-probe contribution around 5 eV is dominating
for the lower intensity in (a).
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Figure 7.10.: Classical simulation of the delay-dependent KER for Ne+−Ne2+
ion pairs produced after ICD. (a) Population of the flat intermediate 22Σ+g
curve. (b) Population of the attractive intermediate 22Σ+u curve.
in Fig. 7.10(a) and (b) are identical because they have the same origin: For a fast ICD,
nuclear motion on the intermediate 22Σ+u curve is negligible, resulting in the well known
behavior of delayed ionization. Instead, if ICD takes place late, the classical particle will
start to roll towards smaller R leading to a smaller R by the time the dimer ion decays.
Therefore the steeper potential energy curve Ne+ − Ne2+ is accessed at internuclear
distances smaller than Req resulting in KERs higher than those expected at Req. However
the KER in Fig. 7.10(b) rises only up to a roughly 11 eV, which translates into R = 2.6Å.
ICD is only energetically allowed as long as the 22Σ+u curve lies above the Ne+ −Ne+
curve and the crossing region of the two curves lies around R = 2.6Å. This manifests in
a sharp cut-off of the decay width, as shown in Fig. 2.9. Thus, no KERs higher than that
corresponding to a Coulomb explosion at the crossing point occurs. In our simulation
a small number of Ne+2 ions reach this point and the question arises how to deal with
them. In Fig. 7.10(b) we have assumed immediate decay at the crossing point onto
the Ne+ − Ne+ curve, which causes the sharp cut-off at high energies beyond 120 fs.
Alternatively, we have also performed simulations where the classical particle crosses the
intersection. In this region dimers can only decay radiatively, which is not included in our
simulation. Therefore those dimers which have crossed the intersection will eventually
return to the region of internuclear distances where ICD is allowed. This difficulty
demonstrates the limitations of our model of classical point-like particles moving on
potential energy curves. For quantum mechanical calculations employing nuclear wave
packet propagation the wave packet exhibits a certain width. The fraction of the wave
packet beyond the crossing decays only via radiative decay. However, even if the wave
packet propagates to smaller R the decay rate does not vanish completely as some part
of the wave function remains before the crossing. This condition is fulfilled for Ne+2 (2s−1)
for all times as the highest vibrational levels are predominantly populated by the pump
pulse, which exhibit wave functions that are spread to larger R. Therefore the probability
density before the crossing never vanishes completely.
Experimentally, we are not able to distinguish between the 22Σ+u and the 22Σ+g state.
Fig. 7.11 shows the superposition of the simulation for equal contribution of each interme-
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Figure 7.11.: Simulation of the delay-dependent KER spectra of coincident
Ne+−Ne2+ ion pairs for both intermediate states for an ICD lifetime of 100 fs.
The projection of all KERs onto the delay axis is strongly time dependent and
the exponential slope at which the ion yield rises returns the input lifetime.
(a) Simulation for an initial fixed internuclear distance of Req = 3.1Å. (b)
Simulation with R distributed according to the squared nuclear ground state
wave function, shown in Fig. 7.4.
diate state. The general behavior of the time-dependent experimental trace (cf. Fig. 7.9)
is well reproduced by our simulation supporting the proposed pathway. However the
characteristic increases of the KER due to nuclear motion on the 22Σ+u is not observed.
The absence of this feature has various reasons: Counts from direct multi-photon absorp-
tion overlap energetically with the expected KER increase and cannot be separated from
the pump-probe contribution with statistical significance. In addition, our simulation
was performed at a fixed initial internuclear distance Req, which is in contrast to the
spatial distribution of the ground state wave function, as shown in Fig. 7.4. If we perform
the simulation with a distribution of initial internuclear distances according to the
ground state wave function the wing-like structure gets washed out, as demonstrated in
Fig. 7.11(b).
Up to now we have not discussed the effect that the simulated rate of Ne+ −Ne2+ ion
pairs varies with the pump-probe delay, which is especially apparent in Fig. 7.11. In
order to closer investigate this time-dependence we have to evaluate the projection of all
KERs onto the delay axis, as shown in the lower row of Fig. 7.11. The Ne+ −Ne2+ ion
yield vanishes at small delays and saturates at larger delays. This behavior becomes clear
when recalling the involved potential energy curves: Coincident Ne+−Ne2+ ion pairs are
only produced when ICD has already occurred by the time the probe pulse impinges. At
small delays only few dimers have undergone ICD and consequently only a small number
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Figure 7.12.: Projection of all KERs in the time-dependent Ne+ − Ne2+
spectrum onto the delay axis. The red lines indicate the increasing ion yield
from small towards larger delays.
of Ne+ −Ne+ ion pairs are further ionized to Ne+ −Ne2+. In contrast, at large delays
almost all Ne+2 (2s−1) ions have decayed into Ne+ −Ne+ pairs and thus the number of
Ne+−Ne2+ ions is also large. Performing an exponential fit to the time-dependent slope
of the ion yield returns the input lifetime of the simulation. Thus, by analyzing the
Ne+ −Ne2+ ion yield we have found a tool to extract the ICD lifetime.
7.2.5. Lifetime Determination
In order to determine the ICD lifetime from our experimental data we proceed the same
way as introduced for the simulation: All events in the time-dependent KER spectrum
of coincident Ne+ −Ne2+ ions are projected onto the delay axis, as shown in Fig. 7.12.
The projection exhibits a clear drop in the ion yield towards small delays as predicted
by the simulation. The offset in the time-dependent ion yield is mostly caused by direct
multi-photon absorption (cf. Fig. 7.9). To avoid fluctuations in the ion yield due to
imperfections of the delay stage the projected spectra are normalized to the total time
the delay stage spent at each scanning step.
In order to improve statistics the counts for negative delays are added to those of the
respective positive delays as the experiment is mirror-symmetric with respect to time
delay zero. Fig. 7.13 shows the projection onto the delay axis with an exponential fit
yielding an ICD lifetime of (150± 50) fs with a purely statistical uncertainty. The limit
of our temporal resolution is determined by the uncertainty arising from the finite pulse
length: For a 60 fs (FWHM) Gaussian pulse the uncertainty due to the temporal overlap
of pump and probe pulse accounts to ±36 fs, as was introduced in Sec. 6.2.4. Thus, the
accuracy of the lifetime determination is not yet limited by the pulse duration. Actually,
we expect even a better temporal resolution due to the spiky structure of the FEL pulses
[173]. The given pulse length of 60 fs is averaged over a larger number of pulses while
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Figure 7.13.: (a) Delay-dependent KER spectrum of coincident Ne+ − Ne2+
ions where negative delays from Fig. 7.9(a) are flipped onto the positive delay
range in order to improve statistics. (b) Projection of KERs between 0 and
11 eV onto the delay axis. The exponential fit (in red) returns an ICD lifetime
of (150± 50) fs.
each individual pulse exhibits spikes with a width of a few femtoseconds, which is the
temporal coherence length [200]. The peak structure manifests in our data as a sharp
coherence peak at zero time delay as shown in Sec. 3.3. As it is unrelated to ICD, it
has to be ignored for the lifetime fit. Still it influences the fit result to larger lifetimes
and consequently our result should be understood as an upper limit for the lifetime. On
the other hand the peak allows us to determine the zero of the time-delay axis, when
the pulses have perfect temporal overlap, to an accuracy of a few femtoseconds. This is
crucial for adding the ion yield of negative delays onto the positive ones.
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Figure 7.14.: Competing pathways via the population of the
Ne2+2 (2s−12p−1) − Ne potential curve (in purple). The indicated state can
decay into background coincident Ne+ − Ne2+ ion pairs via ICD2, ICD3 or
ICD4. The orange arrow is drawn at Req. The potential energy curves are
taken from [253].
7.2.6. Alternative Pathways to Ne+ −Ne2+ Ion Pairs
With the help of the classical simulation we test the influence of competing pathways
also resulting in coincident Ne+ −Ne2+ ion pairs. As the time-independent contribution
from multi-photon absorption causes only a constant offset in the ion yield spectrum
the lifetime determination is not disturbed by this competing pathway. Relevant are
only pathways with time-dependent ion yield because those might change the outcome
of the lifetime fit. If the inner-valence-ionized dimer Ne+2 (2s−1) absorbs another photon
before ICD has occurred it will result in the fragmentation channels Ne+ − Ne+ or
Ne − Ne2+. One particular state (Ne − Ne2+(2s−12p−1)) also decays via ICD into
Ne+ −Ne2+ ion pairs and thus causes a time-dependent background. Fig. 7.14 shows a
zoom into the potential energy diagram into the region from 90 eV to 106 eV illustrating
the decay channels ICD2, ICD3 and ICD4 from the Ne−Ne2+(2s−12p−1) state. These
ICD processes were already predicted theoretically [224, 253] and have been confirmed
experimentally [145]. However in these studies the population of the decaying state was
initiated by the creation of a 1s core hole and subsequent Auger decay.
Here, the population of the Ne−Ne2+(2s−12p−1) state is either achieved by sequential
photon absorption within one pulse or by a single-photon pump single-photon probe
scheme for Ne+2 (2s−1) ions that have not yet undergone ICD (cf. Fig. 7.8). The latter
pathway is most prominent for small time delays because shortly after the pump pulse
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only few dimers have undergone ICD and are consequently probed into the Ne −
Ne2+(2s−12p−1) state. For small delays the dimer is given little time for nuclear dynamics
in the intermediate 22Σ+g and 22Σ+u states. Thus the shape of the wave packet accessing
the Ne−Ne2+(2s−12p−1) curve should still be close to that of the ground state and peak
around Req. The same argument holds for the population of the curve via two-photon
absorption within the pulse length of 60 fs. However, in order to enable decay via ICD2
internuclear distances beyond the curve crossing of the initial and final state at 3.8Å
must be populated. Although the wave packet is broad only a very small fraction of the
distribution will exceed the crossing allowing the decay
Ne−Ne2+(2s−12p−1 1P ) ICD2−−−→ Ne2+(2p−2 1S)−Ne+(2p−1 2P ). (7.4)
Thus the overall contribution of ICD2 is negligible.
ICD3 instead takes place for internuclear distances larger than ≈ 2.6Å which covers the
distance range at which most of the nuclear wave packet is launched. The decay occurs
via direct ICD:
Ne−Ne2+(2s−12p−1 1P ) ICD3−−−→ Ne2+(2p−2 1D)−Ne+(2p−1 2P ). (7.5)
The transition time is predicted to be 80 fs [224]. For a fast decay only little nuclear
motion takes place resulting in a KER distribution of the Ne+ −Ne2+ fragments corre-
sponding to distances around Req. Therefore events from ICD3 are expected to emerge
at similar KERs as those from direct multi-photon absorption and will consequently
be indistinguishable from them. The maximal cut-off energy for this decay channel is
computed by translating the internuclear distance of the curve crossing (2.6Å) into the
corresponding KER of 11 eV.
The transition ICD4 in Fig. 7.14 takes place for R as small as 2.13Å resulting in a
maximum KER of 13.5 eV. However it should be noted that our estimate with purely
Coulombic potential energy curves is not adequate anymore for these small distances.
It is important to note that ICD4 differs from the ICD transition discussed so far. It
is not mediated by exchange of a virtual photon alone. Instead an additional spin-flip
would be needed, as a singlet P -state is transformed into a triplet P -state. However, a
transition including a spin-flip is dipole-forbidden and thus strongly suppressed [253].
Therefore, different types of ICD occur: exchange ICD or electron transfer mediated
decay (ETMD). Both require the exchange of electrons, contrasting the “normal” ICD
where energy is transferred via a virtual photon. The decay reads
Ne−Ne2+(2s−12p−1 1P ) exch. ICD/ETMD−−−−−−−−−−−→ Ne2+(2p−2 3P )−Ne+(2p−1 2P ). (7.6)
In exchange ICD the inner-valence vacancy located at the Ne2+ ion is filled by a 2p
electron from the neutral Ne neighbor, thereby ionizing another 2p electron from the
formerly excited ion resulting in coincident Ne+ −Ne2+ ions. ETMD is different in the
sense, that the excess energy after population of the inner-valence hole is transferred
to a 2p electron from the formerly neutral neighbor atom, which is then ionized. Both
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Figure 7.15.: Comparison of exchange ICD (right) and ETMD (left) for
ICD4. In exchange ICD the relaxation energy is transferred to an electron of
the initially inner-valence ionized side, while in ETMD the energy is transferred
to the initially neutral side.
processes are illustrated in Fig. 7.15. As mechanisms involving the migration of electrons
require sufficient orbital overlap, exchange ICD and ETMD can only occur at smaller
R compared to ICD and thus demand nuclear motion prior to the decay. At smaller
distances the decay rates can be strongly enhanced due to the orbital overlap [9]. However,
nuclear motion takes time and causes the electron transfer processes to be much slower
than ICD via virtual photon exchange [286].
Fig. 7.14 shows an overview of the different processes leading to coincident Ne+ −Ne2+
ions and the corresponding relevant energy ranges are indicated in Fig. 7.16. The high
energetic contribution in the range from 11 eV to 16 eV stems most likely from the
previously discussed exchange ICD and ETMD processes (indicated as ICD4 in Fig. 7.14).
The peak around 5 eV stems from the discussed asymptotic limit of our desired pump-
probe channel. For small time delays it creates a signal in the intermediate KER range
of 6 eV to 11 eV where it overlaps with the contributions from sequential multi-photon
absorption and from ICD3.
7.2.7. Simulation of Competing Processes
The time-dependent trace returning the ICD lifetime cannot overcome an energy of
≈ 11 eV, which corresponds to a Coulomb explosion at 2.6Å. At this distance the 22Σ+g,u
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Figure 7.16.: KER spectrum of coincident Ne+ − Ne2+ ions at large delays.
Note that the pump-probe region is extended up to 11 eV, when considering
all delays.
curves intersect the repulsive Ne+ −Ne+ curves and for smaller R, ICD is energetically
not possible anymore. Therefore the competing processes occurring via exchange ICD and
ETMD, which arise in the KER spectrum at higher values than ≈ 11 eV, are suppressed
by projecting only smaller KERs than that onto the delay axis. In fact, this was already
done for the lifetime determination in Sec. 7.2.5. All time-independent processes will
cause a constant offset for the ion yield but do not disturb the overall shape of the decay
curve. The only remaining delay-dependent background stems from Ne+2 (2s−1) ions that
are further ionized by the probe pulse to the Ne−Ne2+(2s−12p−1) state and decay via
ICD3. Thus we will further investigate the influence of this pathway on the lifetime fit
by utilizing our classical pump-probe simulation.
The simulation starts by placing the classical particle on the intermediate 22Σ+u or 22Σ+g
potential curve, let it evolve in time until ICD occurs or the probe pulse arrives. Only
if the latter event takes place first, the particle is placed on the Ne− Ne2+(2s−12p−1)
curve from where it decays onto a Coulombic Ne+ −Ne2+ curve. The lifetime of ICD3
does not alter the delay-dependence of the Ne+ −Ne2+ ion yield as long as the lifetime
is much shorter than radiative decay. This condition is well met and thus all dimers
will decay via ICD3. Therefore the population of the yield of coincident Ne+ − Ne2+
ions produced via the competing pathway is expected to be large at small delays and
decreasing towards larger delays, which is inverse to the behavior of the primary ICD
process.
Fig. 7.17 shows the result of a simulation of the competing process with an input lifetime
of 100 fs, starting from the equilibrium internuclear distance Req. The time-independent
feature at 9 eV corresponds to the pathway via the intermediate state 22Σ+g . It is constant
because nuclear motion in the intermediate state is negligible and the decay of the doubly
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Figure 7.17.: Simulation of the competing process ICD3 with an input lifetime
of 100 fs. The upper panel shows the delay-dependent KER of Ne+−Ne2+ ions
and the lower panel shows the projection of all events onto the delay axis. An
exponential fit (in red) also returns the ICD lifetime as the rate of competing
ion pairs decreases at the rate the direct ICD rate increases.
ionized dimer is assumed to be instantaneous. The ICD3 time information is irrelevant
for the ion yield as discussed earlier. Introducing the finite lifetime of ICD3 into the
simulation would yield a spread along the KER axis but it would not influence the delay-
dependence. The time-dependent trace in the upper panel of Fig. 7.17 corresponds to the
population of the intermediate 22Σ+u state. The nuclear motion causes the characteristic
KER increase within the trace. As we probe the number of ions that still dwell in the
intermediate 2s hole state the projection of the ion yield produced via the competing
process also returns the input lifetime and could in principle also be used for the lifetime
determination.
The population of the Ne − Ne2+(2s−12p−1 1P ) potential energy curve is only one
possibility out of many that are reached after single-photon ionization of the intermediate
Ne+2 (2s−1) ion. Thus, in order to evaluate the relevance of the competing process we
will count the total number of accessible electronic states and compare it with the direct
ICD pathway. Fig. 7.8 shows only a small selection of accessible curves. A complete
overview may be found in [253]. In Tab. 7.3 the four possible electronic states are listed
and weighted according to their spin multiplicity. Creating another 2s vacancy is unlikely
and thus left out of the following considerations. Including the spin multiplicity, the
possibility to access the Ne−Ne2+(2s−12p−1 1P ) state is only 1/6 for a photon that is
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Configuration Spin multiplicity Cross section
(Mbarn)
Ne− Ne2+(2s−12p−1 1P ) 1 7
Ne− Ne2+(2s−12p−1 3P ) 3 7
Ne+(2p−1 2P )− Ne+(2s−1 2S) 2 7
Ne+(2s−1 2S)− Ne+(2s−1 2S) 2 0.5
Table 7.3.: Electronic states accessible via single-photon absorption by the
Ne+(2s−1) ion, the competing ICD active state is colored red. In addition the
spin multiplicity of each state is given. The cross section for each ionization
step is that for isolated atoms and ions.
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Figure 7.18.: Simulation of the Ne+ − Ne2+ ion yield for the direct ICD
(blue), the competing pathway (orange) and the superposition of both (red).
The results of an exponential fit for the respective spectra are also given.
absorbed by the Ne+2 (2s−1) ion. Note that this is a pessimistic estimate as the third
process in Tab. 7.3 should be more probable because a neutral Ne is ionized and ETMD
and exchange ICD, which reduce the rate of ICD3, are not taken into account.
In Fig. 7.18 a comparison between a simulation including the competing pathway and
one without is shown with an input lifetime of 100 fs. The direct and the competing
process are normalized in the following way: Each dimer that has undergone ICD will
end up in a Ne+ −Ne2+ state when further ionized by another photon from the probe.
But only 1/6 of dimers that have not yet decayed via ICD will result in Ne+ −Ne2+ ion
pairs. Therefore the contribution of the competing process in the simulation has been
decreased by a factor of 6. The lifetime fit of the total ion yield is almost unaffected.
Thus ICD3 does not disturb the lifetime determination.
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Figure 7.19.: Decay width Γ for ICD in Ne+(2s−1) for both intermediate
states as a function of the internuclear distance, calculated with the Fano-ADC
method [8].
7.2.8. Discussion of the Lifetime and Comparison with
Theory
In order to determine the ICD lifetime we have assumed that the recorded ion yield can
be approximated by an exponential fit. However this is only true for a dimer remaining
at a fixed internuclear distance before ICD occurs. As the decay width Γ is R-dependent,
the theoretically calculated ICD lifetime is different for all R as shown in Fig. 7.19. In
the experiment it is impossible to switch off nuclear motion and thus we measure a decay
time averaged over all internuclear distances that are covered from the creation of the
inner-valence vacancy to the arrival of the probe pulse. The data include wave packet
dynamics in the intermediate state up to 600 fs, the longest delay in the measurement,
and an additional broadening due to the spatial width the ground state wave function.
The internuclear distance at which the decay of a dimer occurred is imprinted in the
KER. However, in practice the KER does not carry information on how the dimer
reached that distance and how long it took for the decay. If all dimers started at Req on
a known potential energy curve we could determine the lifetime of each dimer by the
KER only. In the experiment it is not possible to assign the observed events to one of the
two different intermediate states because both overlap energetically. For a measurement
that detected also the ICD electrons the assignment to an intermediate state would
be possible to some extend by considering the angular distribution of the electrons
[122]. In addition the KER distribution is smeared out by the width of the squared
ground state wave function, as shown in Fig. 7.11. Thus we are neither able to access
individual particle information, nor trace back individual dimer lifetimes. In the real
experiment the situation is further complicated by the finite pulse width, contributions
from multi-photon absorption, limited statistics and limited resolution. Therefore we
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Figure 7.20.: Delay-dependent Ne+−Ne2+ ion yield for calculations including
nuclear motion, starting from the vibrational ground state and comparison
to our experimental result (dark blue) with uncertainty (light blue area). For
theory both intermediate states are indicated, long dashed lines stand for the
22Σ+g state and short dashed lines for the 22Σ+u state.
have to average over both intermediate states and all dynamics taking place within 600 fs,
which we do by assuming an exponential slope.
Thus, it is not possible to compare our result to purely electronic calculations performed
at a fixed internuclear distance of R = 3.2Å that were presented in Sec. 2.5.1.3. These
calculations give values for the decay time ranging from 64 fs to 92 fs [8, 220, 263], which
is significantly shorter than our value and therefore hints towards the need for the
inclusion of nuclear motion.
Calculations including nuclear dynamics require the knowledge of Γ as a function of the
internuclear distance. The determination of Γ for a single R is already time-consuming,
thus the decay width is usually calculated for a few internuclear distances only and
interpolated in between (cf. Fig. 7.19). In Fig. 7.20 a comparison of three different
Γ calculations is shown including nuclear motion. The methods and the respective Γ
were already introduced and compared in Sec. 2.5.1.3. The calculations accounting for
nuclear motion were performed starting from the vibrational ground state with the
167
Chapter 7. ICD Lifetime in Ne2
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
0 100 200 300 400 500 600
N
o
rm
a
li
ze
d
N
e+
-
N
e2
+
y
ie
ld
Delay in fs
Experimental Fit
CAP-CI g
CAP-CI u
Single-Point CAP-MRCI g
Single-Point CAP-MRCI u
Fano-ADC g
Fano-ADC u
Figure 7.21.: Delay-dependent Ne+−Ne2+ ion yield for calculations including
nuclear motion, starting from the first excited vibrational state and comparison
to our experimental result (dark blue) with uncertainty (light blue area). For
theory both intermediate states are indicated, long dashed lines stand for the
22Σ+g state and short dashed lines for the 22Σ+u state.
time-dependent propagation of wave packets, which was discussed in Sec. 2.5.1.4.
We start by discussing the green curves calculated via the CAP-CI method, which shows
the least agreement with our measured lifetime, as its prediction is much longer. It was
expected that the agreement of this calculation would be rather poor as it showed already
a large deviation from the other calculation before nuclear motion was added. The curve
of the CAP-MRCI method, shown in purple, was obtained by inferring the R-dependence
from the CAP-CI result by scaling it to the single data point calculated with the former.
Although this calculation shows better agreement, it clearly underestimates the lifetime.
The Fano-ADC result, shown in red, gives the best agreement and lies within the error
bars of our data. The strongest deviation of the calculations from the exponential shape
occurs for large delays. This is plausible because the assumption of an exponential decay
gets worth the longer the wave packet is given to evolve in time. The distribution of
internuclear distances in the intermediate state changes, which strongly influences the
lifetime.
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Fig. 7.21 is similar to the previously discussed Fig. 7.20 with the difference that the wave
packet calculations are performed starting from the first excited vibrational state. The
agreement is much worse and demonstrates nicely the strong dependence on the ground
state. In Fig. 7.4 both vibrational levels in the electronic ground states were shown: The
excited state is extended towards larger R where the decay width decreases strongly.
Thus a larger lifetime is expected compared to the ground state wave function centered
at smaller R.
In conclusion, our measurement agrees only well with theory if nuclear motion prior to
the decay is included in the calculations. From this we infer the importance of nuclear
motion for small systems, such as Ne2, undergoing ICD.
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Conclusions and Outlook
In the course of this work time-resolved experiments on diatomic molecules have been
carried out at the free-electron laser FLASH. Information on the induced processes were
retrieved by reconstructing the initial three-dimensional momenta of all ionic fragments
by means of a reaction microscope. First, the dissociation of multiply ionized iodine
molecules In+2 , initiated and probed by intense XUV radiation, was traced. This allowed
to follow the transition from a molecule to a regime in which the molecular constituents
stop acting collectively and start behaving as individual atoms. Multi-photon absorption
in both regimes was compared. Second, the most crucial parameter, the lifetime, of
interatomic Coulombic decay (ICD), an efficient relaxation mechanism of weakly bound
atoms, was determined with an XUV pump-probe experiment on neon dimers Ne2. Both
diatomic systems serve as prototypes for larger molecules allowing to study the reactions
occurring therein, charge transfer and ICD, at the most comprehensive level between
two atoms. The results of the experiments are summarized in the subsequent sections,
followed by an outlook on the perspectives of follow-up experiments. In the latter we
emphasize future experimental improvements.
8.1. Results from the I2 Experiments
FELs have opened up the field of multi-photon absorption studies in the XUV and
X-ray regime. Understanding the interaction of highly intense XUV and X-ray radiation
with matter is fundamental for all applications of FELs. Here, we have investigated
the dynamics of I2 molecules in intense XUV radiation of up to 3× 1014 W/cm2 with
single-pulse and pump-probe measurements.
The behavior of I2 molecules in single XUV pulses was compared for two sets of beam
parameters, one with shorter pulses (≈ 57 fs (FWHM)) and lower intensity (1014 W/cm2),
the other one with longer pulses (≈ 103 fs (FWHM)) and higher intensity (3× 1014 W/cm2).
The wavelength of 87 eV was chosen close to the maximum of the 4d shape resonance
in I2 [45], which exhibits a large photoabsorption cross section of roughly 40 Mb. We
were able to identify the pathways of multi-photon absorption in I2 by comparison with
Xe, which has a similar electronic structure and was investigated in great detail in
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earlier experiments [251]. Lower charge states are produced by sequences of single-photon
absorption, while higher ones require the direct absorption of multiple photons. Up to
two photons were absorbed directly for the low intensity study, resulting in the highest
charge state I14+2 and up to three photons for the higher intensity, resulting in I17+2 .
The ionic fragments of highly charged molecular ions gain large momenta due to the
Coulomb repulsion between the charged constituents. By comparing the measured kinetic
energy release (KER) of the fragments with the expectation of a Coulomb explosion at the
molecule’s equilibrium internuclear distance Req, we were able to unravel effects caused
by the finite FEL pulse length, the spatial width of the ground state and intramolecular
dynamics. In general the measured KERs were lower than expected, with increasing
deviation for the higher charge states. This was attributed to a delayed absorption of
photons throughout the pulse, as well as intramolecular dynamics, e.g., delayed Auger
decay. Both effects result in a delayed population of the final potential energy curve at
larger internuclear distances, giving rise to a lower KER compared to a direct transition
at the equilibrium internuclear distance. Two exceptions from the general trend of
KERs lower than predicted were found: The fragments of molecules that dissociated into
coincident I+ − I+ ion pairs showed higher KERs than expected because the potential
energy curves deviate from Coulomb curves. Furthermore, the KER distribution of
I+ − I3+ ion pairs was by significantly extended to higher values than expected, which
was attributed to the resonant population of a highly excited state in I4+∗2 ions. The
highly excited electron remains only so weakly bound that the detected KER is shifted
to that of the next higher charge state, the I5+2 molecular ion.
Some break-up channels, in particular those recorded with longer pulse durations, showed
KER distributions with several distinct peaks that were extended to considerably lower
KERs than expected. This indicated the population of certain intermediate charge
states, which are detectable by XUV pump-probe experiments: The first XUV pulse
populates an intermediate charge state by multiply ionizing I2 and thereby initiating the
dissociation into charged fragments that are further ionized after an adjustable delay
by a copy of the first pulse. The analysis of the resulting time-dependent KER spectra
at large delays enabled us to reconstruct the precursor charge states. Recalling the
suggested multi-photon absorption pathways from the XUV single-pulse measurements,
allowed to predict the possible precursor states for each fragmentation channel and to
compare them to the observed ones. The good agreement of both encouraged us to
simulate the pump-probe experiment by modeling the motion of dissociating molecules
like that of point-like charged particles repelling each other with the Coulomb force.
The time-dependence of the spectra was well reproduced, supporting the assumption of
Coulombic potential energy curves. The KER of higher charge states was overestimated
due to delayed ionization within one pulse.
The localized absorption of highly energetic photons leads to molecular constituents with
high charge states. This induces electron rearrangement throughout the molecule in
order to establish the most favorable energetic state. At the same time, the molecule
typically starts to dissociate, which raises the question of how far relaxation through
electron transfer within the molecule can proceed before it is fragmented into individual
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ions. This question has already been addressed in earlier experiments by means of ethyl-
and methylsolenol, which found charge rearrangement accompanied by considerable
displacement of the constituents within 5 fs X-ray pulses [72, 73]. However, the time and
length scales of the processes remained open. Applying our pump-probe scheme, we were
able to trace the dynamics of dissociating In+2 ions and thereby determined the critical
distances Rcrit up to which charge transfer took place. To do so, I2 molecules were first
multiply ionized and consequently dissociated, resulting in a target with time-dependent
internuclear distance. Then, the delayed probe pulse initiated charge transfer between
ions if they were closer to each other than Rcrit, or the probe pulse further ionized only
one of the fragments for distances larger than Rcrit. Therefore, coincident ion pairs with
asymmetric charge state distribution, i.e. IP+−IQ+ with|P −Q| ≥ 2, were only produced
for separations larger than Rcrit. In fact, many asymmetric fragmentation channels were
completely absent for small time delays. The time-range where this depletion occurred
was converted into an internuclear distance by comparison with the aforementioned
pump-probe simulations. It was shown that electrons are transferred over distances
larger than 10 au. Furthermore, the distances get larger with increasing charge states.
This study mimics the situation of localized X-ray absorption at high-Z constituents,
which is most relevant to understand the role of damage for coherent single-molecule
imaging at XFELs [185].
The experimentally determined critical distances agree well with predictions from a
classical over-the-barrier (COB) model [186, 217] for all asymmetric coincidence channels
with one fragment being I+. The COB model is routinely applied to model charge transfer
in slow ion-atom collisions. As the ion energies emerging from Coulomb explosions are
much smaller than those in slow collisions, we were able to test the model in a so far
unexplored quasimolecular regime. We found excellent agreement with the model, which
shows that the motion of the heavy iodine ions is well described by means of classical
considerations. Understanding and modeling charge transfer, in particular at small ion
energies, is for instance relevant for the interaction of ions with biomolecules [57, 58,
265] and for plasma reactions [20, 108].
An IR/XUV pump-probe study allowed to investigate the joint illumination of I2 with
a strong IR laser field, at the transition from multi-photon to tunnel ionization, and
the weak XUV field, mostly leading to single- and few-photon absorption. As the IR
laser acts on the least bound electrons in the outer-valence shells, it mostly produces
neutrals and low charged ions that predominantly dissociate. In contrast, an XUV pulse
interacts most efficiently with 4d inner-valence electrons and the absorption of a single
photon produces a doubly or triply charged molecular ion. The question arises, which
charge states are produced more efficiently with a preceding IR and delayed XUV pulse,
and vice versa. It turned out that low- and intermediately-charged symmetric break-up
channels were produced most efficiently by first illuminating the molecule with an XUV
pulse, followed by a delayed IR pulse. This was attributed to the efficient removal of
remaining valence electrons by the IR laser. However, once the 5p-type valence shell is
depleted, a delayed IR pulse does not influence the final charge state anymore and the
highest charge states are produced by the XUV alone. In contrast, as a preceding IR
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laser pulse mostly dissociates the molecule into neutral or low charged fragments, delayed
XUV pulses impinge on spatially separated ions or atoms for large delays. Consequently,
we have created a situation in which we can directly compare the response of isolated
atoms to intense XUV radiation with that of molecules. This raised the question which
of both is ionized more efficiently. We found the highest charge states for dissociated
molecules, which is due to an effect we refer to as Coulomb blocking: The ionization
potential of an ion is increased in the vicinity of another ion, which may hinder the
removal of the next electron. For separated ions, the influence of the neighboring ion
is fading, which may allow higher charged fragments. These results are in contrast
to experiments on large Xe clusters, which were charged significantly higher than the
respective monomers [266]. While collective effects determine the behavior of clusters
[226, 246], the small I2 molecule is better described in the picture of interacting ions.
It is an interesting question to investigate from which cluster size onwards collective
phenomena take over.
8.2. Results from the Ne2 Experiments
The second experiment presented in this thesis investigated an efficient relaxation
mechanism occurring in weakly bound systems, such as rare-gas and van-der-Waals
clusters: Interatomic or intermolecular Coulombic decay (ICD). In ICD an excited
monomer ion relaxes by transferring its excess energy to a neighboring monomer, which
is consequently ionized [37]. The initial ionization typically also triggers nuclear motion,
which is a crucial point as the decay probability of ICD is heavily dependent on the
internuclear separation between the monomers [222]. The respective decay times were
predicted to be only a few femtoseconds for large clusters [11, 221] and around 100 fs
for dimers [54, 220, 253]. Thus, nuclear motion, which takes place on typical time scales
of hundred to a few hundred femtoseconds, is negligible for the large systems. This
assumption was exploited for the first ICD lifetime determination in large Ne clusters,
which yielded 6 fs for a 2s vacancy in Ne+ [190]. In order to account for nuclear motion,
which is needed for smaller systems, other methods have to be employed. The lifetime
can be determined by comparing electron and KER spectra with theoretical counterparts
that include the motion of the nuclei prior to the decay. However, this method relies
heavily on the accuracy of theory. The drawback of this technique was demonstrated in
a study on NeAr, where the theoretically predicted decay width seemed about a factor
of two too large when compared to experimental data [192]. Another method to extract
information on the temporal evolution of ICD employing post-collision interaction was
recently presented [259]. These previous experiments were performed in the frequency
domain. In contrast, we have accessed the dynamics of ICD directly in the time domain
by an XUV pump-probe experiment. We have performed a time-resolved measurement
on 2s ionized neon dimers undergoing ICD and determined an ICD lifetime for the first
time directly.
In order to interpret the spectra emerging from two consecutive XUV pulses, we first
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analyzed the interaction of a single 60 fs (FWHM) XUV pulse of 58.2 eV with Ne2 by
identifying the accessible states. The most important channel is fragmentation into
Ne+ −Ne+: It is predominantly produced by a single photon through population of an
intermediate Ne+(2s−1) state, which then decays into coincident Ne+−Ne+ ion pairs via
ICD. This pathway was identified for a KER region from 3 eV to 5.5 eV, which agrees well
with the expectation of a Coulomb-explosion model. The KER spectrum of Ne+ −Ne+
ions featured another contribution that was assigned to 2p shake-up states that relax by
electron transfer [121]. As relaxation via this channel requires a certain degree of orbital
overlap it occurs only for smaller internuclear distances, thus yielding larger KERs.
The applied XUV pump-probe scheme for the ICD lifetime determination is based on
triggering ICD with one photon from the pump pulse, leaving a 2s vacancy in either
of the Ne atoms. Thereby, it initiates a nuclear wave packet in the intermediate 22Σ+g
or 22Σ+u state of the Ne+2 molecular ion. The delayed probe pulse tests the number
of dimers that have already undergone ICD into Ne+ − Ne+ by further ionizing one
of the fragments with a single photon, which results in coincident Ne+ − Ne2+ ion
pairs. The presented scheme relies on single-photon absorption within the pump and
the probe pulse. Therefore, the experiment was performed at a relatively low intensity
of 1012 W/cm2 in order to suppress multi-photon processes. Nevertheless, the recorded
delay-dependent Ne+−Ne2+ KER spectra showed events from single pulse multi-photon
ionization ontop of the pump-probe contribution that contains the ICD lifetime. From a
classical pump-probe simulation we learned that the delay-dependent yield of Ne+−Ne2+
ions increases with an approximately exponential dependence that reflects the ICD
lifetime. As other pathways than the presented one may also lead to a delay-dependent
Ne+ −Ne2+ ion yield, it is crucial to analyze the accessible potential energy curves in
Ne2. Particularly, one further state relaxing via ICD was identified that produces a time-
dependent background of Ne+−Ne2+ ions. Nonetheless, our classical simulations showed
that the contribution of this state is negligible. By fitting the recorded delay-dependent
yield of Ne+ −Ne2+ ions with an exponential, we extracted a lifetime of (150± 50) fs.
Our result is significantly larger than expected from quantum mechanical ab initio
calculations that neglect nuclear motion. Therein, the decay width was usually calculated
for the equilibrium internuclear distance. This assumption is not consistent with our
experimental results. There, the ground state already exhibits a spatial width according
to the extension of the squared ground state wave function and additional nuclear
dynamics taking place in the intermediate states. Thus, in order to compare our
result to theoretical calculations, they have to include nuclear motion. This has been
done by calculating the decay widths for various internuclear distances and performing
time-dependent wave-packet propagation calculations on the involved potential energy
curves with the distance-dependent decay rate [228]. If such dynamical calculations are
performed using the decay width obtained via the Fano-ADC method [8], the predicted
delay-dependent ion yield agrees well with the experimental data. However, we stress
that this is only true for dynamical calculations. Hence, we conclude that nuclear motion
significantly affects the dynamics of ICD. The determined lifetime is averaged over both
intermediate 22Σ+g or 22Σ+u states and the dynamics taking place between the pump
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and the probe pulse. As both states feature different lifetimes it would be desirable
to distinguish them, which might be possible by recording electrons in coincidence.
Choosing a different system with only one intermediate state, such as NeAr, would also
overcome this difficulty and is an option for future experiments. We would also like to
extend our time-resolved studies to hydrogen bound clusters, such as ammonia and water
dimers. In particular, water is of high significance because ICD is expected to strongly
influence radiation tumor therapy through the creation of low-energetic electrons [28,
106].
8.3. Outlook
The presented experiments, as well as earlier ones are constrained by the limited avail-
ability of beam time at FLASH. The need for higher statistics is obvious in the Ne2
experiment. The difficulty of the measurement is easily demonstrated by an instructive
estimate: Taking into account the small amount of dimers present in the gas jet, the
cross section for 2s photoionization and the present FEL intensity yields a rate of 0.15
dimers per shot that decay via ICD. However, the same dimer must be probed, which
reduces the event rate to 0.005 per shot. In addition, the probability of detecting two
ions in coincidence is only 10%, which illustrates the need of sufficient count rates.
Therefore it would be desirable to have longer measurement periods and higher repetition
rates. Within the next year FLASH II, the extension of the current FLASH facility, will
become operational. The electron beams for FLASH and FLASH II will be delivered
by the currently operating linear accelerator, but both will have their own undulators,
which will enable to generate FEL radiation for two experiments at the same time. Our
REMI for FLASH will be installed as a permanent endstation at FLASH II. This will
increase the amount of available beam time. However, a more drastic gain in statistics is
achievable with an increased repetition rate, which is coming in reach at FLASH. New
developments are also driven by the demanding requirements for the European XFEL,
which is planned to have a repetition rate of 27 kHz [278].
Large statistics are also needed for experiments aiming at detecting more than two
particles in coincidence. This is for instance needed to retrieve structural information
by Coulomb-explosion imaging on molecules with more than two constituents. The
potential of this technique was recently exploited by reconstructing the configuration of
the chiral molecule bromochlorofluoromethane (CHBrClF) with the coincident detection
of all 5 charged fragments [202]. The feasibility of time-resolved Coulomb-explosion
imaging experiments at FELs was also demonstrated by means of the acetylene molecule
undergoing isomerization with an XUV pump-probe measurement [128, 129]. Further
studies of structural isomerization, such as the ring formation in allene are planned for
the future. Instead of applying XUV pulses as pump and probe pulse, other molecular
reactions could also be initiated with visible and UV lasers and probed by intense XUV
or X-ray lasers.
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In addition, we are currently modifying our setup to improve coincident electron detection.
Recently, XUV-pump–THz-probe experiments on electrons emitted from Ne [231] and
N2 [150] were performed with the goal of studying time shifts between the emission
of fast and slow electrons. A new split-mirror setup based on gracing-incidence optics
instead of back reflection is currently designed in order to avoid stray light from our
current mirror hindering electron detection. This will for instance enable time-resolved
studies of correlated electron dynamics.
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Appendix A.
Units
Throughout this thesis, wherever physical quantities are given, we tried to ensure that
they are presented in the most appropriate unit system. Whenever several representations
could prove useful, all of them are shown. This should ensure convenient reading on the
one hand and straight-forward comparison of the numbers on the other. Nevertheless, a
brief overview of the applied unit systems and of the conversions from one to another is
presented in the following.
A.1. Atomic Units
The International System of Units (abbreviated SI from French: Le Système international
d’unités) is not always the most convenient choice. Particularly, for quantities on the
molecular or the atomic scale the system of atomic units (au) allows a much better grasp
of the occurring quantities. As they are natural units, au are based on universal physical
constants as measures. These constants are chosen to represent the dimensions of the
electronic motion in an atom. This is underlined by the strong connection between au
and the hydrogenic ground state as described by the Bohr model.
There are two variants of au15, Rydberg and Hartree units, differing in their choice of the
unit of mass and charge. We only make use of the latter, which is gained by setting the
electron mass, the elementary charge, the reduced Planck constant and the electrostatic
constant to unity:
me = e = ~ =
1
4pi0
!= 1. (A.1)
An overview of the numerical values of these constants in SI units is given in Tab.A.1.
From the above definition we can directly infer two important physical constants. The
proton mass in SI units can be written mp = 1836.153 ·me, thus the au equivalent reads
mp ≈ 1836 au. Using the definition of the dimensionless fine-structure constant
α = e
2
4pi0 ~c
= 1137.036 (A.2)
15The abbreviation au might also lead to confusion with astronomical or arbitrary units. Partic-
ularly the latter is thus not used in this work.
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Constant Symbol Dimension SI value
Electron rest mass me mass 9.109× 10−31 kg
Elementary charge e charge 1.602× 10−19C
Reduced Planck constant ~ = h/2pi action 1.054× 10−34 J s
Electrostatic constant 1/4pi0 inverse 0 8.987× 109 kg m3/s2C2
Table A.1.: Overview of the numerical values of fundamental atomic units.
Here, the vacuum permittivity 0 = 8.854× 10−12 F/m is used.
and the knowledge that dimensionless constants retain their value independent of the
unit system, we can give the vacuum speed of light c in atomic units:
c = 1
α
≈ 137. (A.3)
From the fundamental atomic units above a full set of units may be derived, a subset of
which is given in Tab.A.2.
A.2. Other Commonly Used Units
For quantities with the dimension energy, several commonly used representations are
available. Besides the SI unit Joule (J) and the atomic unit Hartree (H) (cf. Sec.A.1),
the electron volt (eV) is used throughout this work. It is defined as the amount of energy
gained by moving an elementary charge e across an electric potential difference of 1V:
1 eV = 1.602× 10−19 J. (A.4)
It is also common practice to give quantities that are not energies in eV by applying
mass-energy equivalence E = mc2, with the relativistic mass m = γm0, the rest mass m0,
the Lorentz-factor γ = 1/
√
1−β2 and the velocity in units of the speed of light in vacuum
β = v/c. For example, the electron rest mass me is often given as me = 511 keV/c2.
Additionally, due to the relation between the frequency ν, the wavelength λ, and the
energy of a photon,
E = hν = hc
λ
, (A.5)
with the Planck constant h = 6.626× 10−34 J s, the convenient conversion formula
E[eV] ≈ 1240
λ[nm] (A.6)
is widely used.
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Constant Symbol Dimension SI value Alternative units
Bohr radius a0 = ~/meαc length 5.292× 10−11m 0.529Å
Hartree H = meα2c2 energy 4.360× 10−18 J 27.211 eV
~/H time 2.419× 10−17 s
Table A.2.: Overview of the numerical values of some derived atomic units.
Two convenient alternative representations are given, as discussed in Sec.A.2.
Note that the au of time corresponds to the time an electron needs for one
revolution on the ground state orbit of hydrogen according to the Bohr model.
Eventhough, the atomic unit of length, the Bohr radius a0 (cf. Sec.A.1), provides a
measure on the atomic scale, another length unit is also commonly used, the Ångström
denoted by Å:
1Å = 10−10 m ≈ 2a0. (A.7)
Obviously it describes the diameter of the lowest orbit in hydrogen, as a0 is the corre-
sponding radius.
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