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We report direct experimental evidence that the insulating phase of a disordered, yet strongly
interacting two-dimensional electron system (2DES) becomes unstable at low temperatures. As the
temperature decreases, a transition from insulating to metal-like transport behaviour is observed,
which persists even when the resistivity of the system greatly exceeds the quantum of resistivity
h/e2. The results have been achieved by measuring transport on a mesoscopic length-scale while
systematically varying the strength of disorder.
Ever since the first two-dimensional electron systems
(2DES) were realised, they have been used extensively
to investigate various theories and concepts of charge
localisation [1]. The scaling theory of localisation pro-
hibits extended electronic states in two dimensions (2D)
at absolute zero in presence of disorder [2]. While there
has been extensive theoretical work on the possibility of
a delocalisation caused by electron-electron interactions,
e.g. [3, 4, 5, 6, 7, 8, 9], conclusive experimental evidence
of such an effect has not been observed. On the con-
trary, the insulating phase in 2D at low temperatures
has proven robust, in particular in the case of strong lo-
calisation, where the resistivity ρ h/e2.
For strong disorder, insulating variable-range hopping
transport has been observed, with interaction effects only
leading to a modification of the single-particle density
of states [10]. In low but finite disorder an interaction
driven localisation mechanism has been suggested in form
of pinned charge-density waves [11, 12]. However, no de-
viation from the insulating nature of transport has been
reported in potential realisations of such phases, nor is
it expected theoretically. The intermediate regime where
disorder and interaction effects are equally important, is
very challenging to study theoretically and experimen-
tally and is still not well understood. Our work repre-
sents an attempt to close this gap.
A crucial property of disorder is the characteristic
length-scale of its potential fluctuations. If the disorder
is mainly long-range, at low electron densities the system
becomes increasingly inhomogeneous. Transport then
behaves according to classical percolation law, masking
possible interactions between electrons [13]. Hence, an
experimental approach for investigating interaction ef-
fects in presence of disorder should minimise the effects
of long-range disorder and focus on short-range fluctua-
tions.
In modulation doped GaAs/AlGaAs heterojunctions,
the disorder mainly comes from the remote charged ions
in the doping layer, and the strength of disorder de-
pends strongly on the width δ of the undoped spacer
layer between 2DES and doping layer. The possibility of
changing the strength of disorder by varying δ provides
a powerful tool in the investigation of disorder effects.
In theoretical treatment, an entirely random distribution
of the dopants is generally assumed, giving an uniform
spectral density of the potential fluctuations with only
fluctuations of length-scale < δ exponentially damped in
the 2DES [14]. However, recent imaging of the disor-
der landscape of 2DES suggest that the dominant length
scale in modulation doped GaAs/AlGaAs heterostruc-
tures is, in fact, greater than 0.5 µm  δ [15, 16]. This
strongly indicates that in these systems, long-range dis-
order dominates on a macroscopic length-scale.
In consideration of this problem, our experimental ap-
proach differs in two crucial ways from previous studies
of charge localisation in 2D: (1) We have used meso-
scopic 2DES extending only over 0.5 µm to a few mi-
crons, thereby strongly reducing the impact of long-
range disorder and allowing a focus on the short-range
fluctuations of order δ (schematic in Fig. 1b). (2) In-
stead of outright minimisation, we have systematically
varied the strength of background potential fluctuations
by varying the spacer width. On the other hand, the
electron density ns and, hence, interaction parameter
rs = 1/a∗B
√
pins (a∗B the effective Bohr radius), could be
tuned with a metallic top gate. Devices were fabricated
from Si monolayer doped GaAs/AlGaAs heterojunctions,
where the spacer between 2DES and doping layer was
varied from 20 nm to 60 nm with a total depth of the
2DES 270 nm−300 nm. A typical doping concentration
of nδ = 2.5 × 1012 cm−2 was used and as-grown mobili-
ties were 0.6− 1.8× 106 cm2/Vs. The dimensions of the
2DES were determined by a wet-etched mesa of width
W ∼ 8 µm and the length L ∼ 0.5 − 3 µm of a NiCrAu
top gate, which was defined by optical or e-beam lithog-
raphy. A typical set of devices is shown in Fig. 1a.
We have recently confirmed that localisation in macro-
scopic devices, indeed, shows characteristics of a perco-
lation transition caused by long-range charge inhomo-
geneities [17]. This percolation behaviour is absent in
mesoscopic devices from the same wafer. Additionally,
freeze-out of transport occurs at much lower densities,
making a new regime of disorder and interaction strength
accessible. In this regime, a completely new behaviour
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2of the T -dependence of resistance in the localised regime
was observed, which is the focus of this letter.
In Figs. 1c-e we show typical temperature traces for
one macroscopic and two mesoscopic devices with ap-
proximately the same resistivity at lowest T . All the de-
vices had the same spacer δ = 40 nm. The macroscopic
device shows the expected activated behaviour down to
the lowest temperatures. In contrast, the mesoscopic de-
vices show activated transport only at high T , followed
by a temperature range where the resistivity increases
only slowly or even decreases as T is lowered. In the
following, we use the terms “metallic” for a positive tem-
perature coefficient of resistivity dρ/dT > 0 and “sat-
urated” for the weak but non-metallic T -dependence,
as opposed to “insulating” for an activated behaviour.
Great care was taken to rule out electron heating as the
origin of the saturated T -dependence, even though heat-
ing could, of course, not explain the metallic behaviour.
The main results presented here were obtained in a dilu-
tion refrigerator with base mixing chamber temperature
TBase ∼= 60 mK. The electron temperature was separately
estimated as ≈ 70 mK using a Coulomb blockade ther-
mometer. Measurements were done in a four-probe set-
up with appropriate radiation filtering and a constant ex-
citation voltage Vext ∼= 5 µV< kBTBase/e and frequency
Ωext = 84 Hz, where current and voltage drop across the
sample were measured simultaneously. Both saturated
and metallic behaviour were also observed in a 3He cryo-
stat with TBase ∼= 300 mK, where a four-probe constant
current set-up was used (Iext=0.1 nA, Ωext = 7.3 Hz). In
both systems, the T -dependent damping of Shubnikov-
de Haas oscillations showed no saturation of the electron
temperature at lowest T . The low choice of excitation
voltage or current ensures that experiments were within
the linear response regime, which was confirmed by a
separate measurement. Note that the metallic behaviour
also rules out a finite size effect as origin of the unex-
pected low temperature behaviour.
Figs. 2a-d show ρ plotted against 1/T at four val-
ues of ns marked by arrows in the inset to 2a for a
mesoscopic device with particularly strong metallic be-
haviour. We focus on the following distinctive features:
(1) At all ns, metallic behaviour appears at low T , while
the system shows insulator-like activated transport above
a crossover temperature Tθ, indicating a temperature-
driven insulator-to-metal transition. (2) The metallic be-
haviour can be detected over nearly three orders of mag-
nitude of ρ and up to ρ ≈ 700 h/e2. These observations
clearly distinguish our results from previously reported
examples of zero-temperature quantum phase transi-
tions in 2D, including superconductor-to-insulator [18],
quantum Hall liquid-to-insulator [19] or apparent metal-
insulator transitions [3, 20], all of which occur at a scale
set by ρ ∼ h/e2. Tθ varies from 0.35 K to 1.6 K, which
is up to one order of magnitude lower than the corre-
sponding Fermi temperature (3.7-7 K), implying our sys-
tems to be degenerate. The resistivity as a function of
ns is shown in the inset of Fig. 2a for three values of
T = 60 mK, 500 mK, and 4.2 K. The trace at 500 mK
shows highest ρ at all ns (0.9 − 1.7 × 1010 cm−2), con-
firming a non-monotonic T−dependence over the entire
accessible localised regime.
In order to highlight the generality of the phenomenon
we show in Fig. 3 the “metallicity” (expressed by the
slope dρ(T )/dTρ(T ) at T = 300 mK) for four devices from
three different wafers with spacer δ=20-60 nm. All de-
vices had a mesa width of 8 µm, but the length of the
gate varied from L ∼ 0.5 µm to 3 µm. The colour coding
discerns the regions of ns with a metallic T -dependence
from those with saturated behaviour. Device III, on
which this letter is focused, shows a continuous metal-
lic phase over the whole density range while other de-
vices show both metallic and saturated regions. Extent of
metallicity varies from device to device and also between
different cooldowns of the same device, but more than
50% of the mesoscopic devices with 20 nm≤ δ ≤ 60 nm
showed metallic behaviour at some windows of electron
density. Importantly, neither saturated nor metallic T -
dependence were observed in a mesoscopic device with
δ = 80 nm. On the other hand, for δ ≤ 10 nm Coulomb
blockade effects often dominated the T -dependence [21].
This highlights the importance of finding the ideal win-
dow of disorder strength. In all cases, the metallic be-
haviour could be suppressed by applying a perpendicular
magnetic field B⊥ >∼ 1− 1.5 T, but a transition to a sat-
urated regime at low T persisted. One example is shown
in the inset of Fig. 2d.
As the low-temperature behaviour observed in our de-
vices is not expected for conventional one-particle An-
derson localisation [1] or tunnelling between electron
droplets [22], alternative mechanisms have to be consid-
ered. There have been various suggestions how inter-
action effects could affect the localisation in disordered
2DES. Enhanced screening or formation of many-body
states has been suggested to lead to extended or less lo-
calised wave functions in the groundstate or above a crit-
ical temperature, and modify the single-electron conduc-
tion mechanism [4, 5, 6, 7, 9, 23]. On the other hand, the
interaction effects could also be suppressed at high tem-
peratures, which would explain our observed behaviour
qualitatively, with Tθ as the temperature below which
the delocalisation sets in. A renewed localisation at even
lower temperatures cannot be ruled out, although no sign
of such a second turnaround has been observed experi-
mentally.
A possible description may be based on the behaviour
of defects in an interaction-induced, disorder stabilised
pinned electron quantum solid (QS): The existence of de-
localised zero-point defects (defectons) in a crystal with
strong zero-point fluctuations was first proposed for solid
helium [24] and has been adapted for 2DES [8, 25, 26].
3Moderate disorder has been predicted to facilitate the
formation of a Wigner crystal for rs close to the values
in our 2DES (rs ≈ 4 − 6) [27], a range where defec-
ton formation is likely [17]. Suppression of the metal-
lic state by a perpendicular magnetic field is then ex-
plained by localisation of these charged (quasi)-particles
at local potential traps. Since, here, these traps arise
from the distribution of the electrons themselves, trans-
port then occurs by a weakly T -dependent, near-resonant
tunnelling of localised defects over the average distance
of a lattice constant. Similarly, disorder can induce an
energy gradient between defect states. If the energy dif-
ference exceeds the defecton bandwidth, delocalisation
is suppressed and transport again occurs by tunnelling
of localised defects. Hence, the duality of metallic and
saturated transport is explained by the influence of the
local disorder potential, which determines the extension
of the metallic phase. A particularly important aspect
is that analysis of the magnetoresistance in the regime
of saturated T -dependence revealed an universal average
hopping distance λhop ≈ ree ∼= 1/√ns, as expected for
defect tunnelling in an electron solid [17, 28]. This ob-
servation also excludes a spin entropy effect as a likely
origin of the metallic behaviour [26].
In analogy to atomic transport in solid 3He, and noting
that the atomic diffusion coefficient is analogous to the
inverse resistivity in the electronic QS, we can write the
total ρ(T ) in the form [29]
ρ(T )−1 = (ρ0 + αT γ)−1 + β exp [−E0/kBT ] . (1)
The second term represents the hopping transport of lo-
calised defects, which dominates at T > Tθ, with E0 the
energy barrier. The first term signifies quantum diffu-
sion of mobile defectons with ρ0 the residual resistivity.
In Figs. 2a-d we have successfully fitted Eq. 1 to our
data. For the temperature exponent we found γ ≈ 2
(Fig. 4b). This suggests inter-quasiparticle scattering in
a gas of degenerate defectons as the dominant relaxation
mechanism [29]. The deviations from γ ≈ 2 at lowest
densities may be explained by onset of stronger disorder
scattering, making it harder to resolve the T 2-component
of the resistivity. The activation energy was found to
be E0/kB ≈ 1 − 6K, with highest E0 at lowest ns (not
shown).
The fitting parameters are relevant not only with re-
spect to defecton transport but also in a more general
context. The observed T 2-dependence of ρ at low T is
expected in the standard Fermi liquid theory for strongly
interacting metals. The finite resistance ρ0 extrapolated
to T = 0 (Fig. 4a) fits into this picture, however, for
the case of a metal, ρ0 <∼ h/e2 is expected, contrary
to our observation ρ0  h/e2. Phenomenologically, Tθ
indicates the crossover temperature between insulating
and metallic state, and, thus, defines a phase diagram in
T − ns-space (Fig. 4c). Tθ shows a non-monotonic be-
haviour with a maximum for intermediate ns. Neither
the unusually high values of ρ0, nor the behaviour of Tθ
are understood at present. Furthermore, the question
remains if the metallic T -dependence is the signature of
a metallic ground state in 2D or if it will disappear at
lower temperatures due to the onset of quantum correc-
tions [30].
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5FIG. 1: (Colour online) a) Optical microscope picture of a typical device with mesa width W = 8 µm. The gates labelled 1-3
have lengths L=0.5, 1, and 2 µm. The other gates were not used. b) Schematic representation of long- and short-range disorder
in mesoscopic devices. For devices smaller than the length scale of long-range disorder, short-range fluctuations of O[δ] are
dominant. c)-e) Comparison of temperature dependence of resistivity for two mesoscopic devices (W = 8 µm, L = 2, 0.5 µm
for device I, II) with a macroscopic one (100 µm× 900 µm) from wafers with the same spacer (40 nm). While the macroscopic
device shows an exponential increase in resistivity to lowest T , a saturation or downturn occurs in the mesoscopic devices. Solid
lines are fits of the form ρ = ρ0 exp [E0/kBT ]. The inset to c) shows the same data on a log(ρ) against 1/T scale, highlighting
the exponential behaviour.
FIG. 2: (Colour online) Resistivity as a function of inverse temperature 1/T at B = 0 T (symbols). At all densities, the
strongly insulating T -dependence at higher temperatures is followed by a decrease in resistance at low T . Device dimensions
are W × L = 8 µm × 0.5 µm, spacer δ = 40 nm. Electron densities are indicated by arrows in the inset to a). Solid lines
represent a fit of Eq. 1 to the data. Inset to a): Resistivity as a function of electron density at T=60 mK, 500 mK, 4 K. Inset
to d): ρ as function of 1/T at the same density as d) but at B⊥=1.5T.
6FIG. 3: (Colour online) Comparison of “metallicity” (defined as dρ(T )/dT
ρ(T )
at T = 300 mK) for four devices from three different
wafers with spacer δ = 20 − 60 nm. A metallic state shows positive, and a saturated behaviour negative values. The mesa
width is W = 8 µm for all devices, while the gate lengths L are indicated in the graph. Device III is shown in Fig. 2 and
discussed extensively in the text.
FIG. 4: Physical quantities extracted from data fits to Eq. 1: a) ρ0 is the resistivity extrapolated to zero T . Note that ρ0  h/e2
but finite for all ns. b) The temperature exponent is γ ≈ 2 over a wide density range. c) Temperature Tθ at which the resistivity
is maximal. It shows a non-monotonic density-dependence with a maximum value Tθ ≈ 1.6 K. Tθ marks the transition between
the insulating and the metallic phase, and, hence, defines a phase diagram in T − ns space.
