We use a two-step Durbin method rather than the single step version in the even-odd split Levinson algorithm for strongly nonsingular real symmetric Toeplitz systems with arbitrary right-hand side, thereby slightly reducing the complexity of this algorithm to 19 8 n 2 + O(n) flops on a sequential machine. We also present extensive numerical results comparing several Levinson-type methods.
Introduction
The purpose of this work is twofold: to improve an existing algorithm and to numerically compare a number of similar algorithms.
In the first part, we begin by describing the algorithms to be compared later and then reduce the complexity of an algorithm, recently proposed in [17] , for solving a strongly nonsingular real symmetric Toeplitz system of linear equations with an arbitrary right-hand side. Such systems are common in many applications, where the matrices involved are positive-definite. This algorithm, the "even-odd split Levinson" algorithm, is a combination of the "split Durbin" [7] and the "even-odd Levinson" algorithm [16] . The split Durbin algorithm recursively computes the even and odd solutions of a system with a special right-hand side, namely the Yule-Walker equations. It does so by solving subsystems of increasing dimension. The evenodd Levinson algorithm then uses these solutions to solve a system with arbitrary right-hand side. However, this algorithm proceeds in steps of two, whereas the split Durbin algorithm proceeds one step at a time. It would therefore be desirable to have an algorithm for the Yule-Walker equations which proceeds in steps of two as well. That this can be done and that this was already implicitly contained in the split Durbin algorithm was demonstrated in [5] . We will show how this two-step scheme can be incorporated into the even-odd split Levinson algorithm, making it the "twostep even-odd split Levinson algorithm", which has a slightly lower complexity than its one-step equivalent, namely 19 8 n 2 + O(n) instead of 5 2 n 2 + O(n) floating point operations, or flops (following [10] , we define a flop, or floating-point operation, as an addition, subtraction, multiplication, or division). However, if two independent processors are available, the complexity is reduced to 15 8 n 2 + O(n) from 2n 2 + O(n) flops. We do not consider stability issues, even though this new algorithm can be expected to have roughly the same stability properties as the Durbin and split Levinson algorithms (see [3] and [14] , respectively).
In the second part, we carry out extensive numerical experiments in which we compare the Levinson-type methods described in the first part. Such studies are not commonly found in the literature as far as we know and our results point to sometimes significant differences between the methods.
Several of the parameters, which appear in the methods we will outline have a special meaning in the context of certain applications, such as linear prediction and the construction of orthogonal polynomials. It would lead us too far to delve into this here, and we refer to the same references as the ones pointed to in the description of the methods where those parameters appear.
The paper is organized as follows. In Section 2 we present some basic definitions and results, and then, in Sections 3 and 4, summarize the classical Durbin and Levinson algorithms and their split versions, respectively. In Section 5 the even-odd split Levinson algorithm is described, whereas in Sections 6 and 7 we present the two-step Durbin algorithm from [5] and show how it can be used to improve the complexity of the even-odd split Levinson algorithm. This concludes the first part of the paper. In Section 8, which forms the second part, we present the numerical results.
Preliminaries
A symmetric matrix T n ∈ R (n,n) is said to be Toeplitz if its elements (T n ) ij satisfy
Many early results about such matrices can be found in, e.g., [1, 2, 6, 9, 11, 15] . The identity matrix is denoted by I throughout this paper and we will not specifically indicate its dimension, which is assumed to be clear from the context. We denote by J the matrix with ones on its southwest-northeast diagonal and zeros everywhere else (the exchange matrix). As with I, we will not specifically indicate its dimension. Toeplitz matrices are persymmetric, i.e., they are symmetric about their southwest-northeast diagonal. For such a matrix T n , this is the same as requiring that J T T n J = T n . It is easy to see that the inverse of a persymmetric matrix is also persymmetric. A matrix that is both symmetric and persymmetric is called doubly symmetric.
An even (sometimes also referred to as symmetric) vector v is defined as a vector satisfying J v = v and an odd (sometimes called antisymmetric or skew-symmetric) vector w as one that satisfies J w = −w.
Throughout this paper, it will be assumed that the matrix T n is strongly nonsingular, i.e., that its principal submatrices T k , k = 1, 2, . . . , n, are all nonsingular.
The Durbin and Levinson algorithms
We now briefly present both Durbin's and Levinson's algorithms, referring to [10, pp. 194-196] and [17] for full details.
Durbin's algorithm
The Yule-Walker equations we referred to in the introduction are given by T n y (n) = −t n , where T n is as in (1) and t k = (ρ 1 , . . . , ρ k ) T . Durbin's algorithm solves this system recursively as follows: assuming that the solution to
with
The strong nonsingularity of T n ensures that the denominator in (4) is never zero. The magnitude of this denominator affects the numerical accuracy. In addition, we define β k = ρ 0 + t T k y (k) . The following recursion then holds (see [10, p. 195] ):
Because of the strong nonsingularity assumption on T n , β k / = 0, and therefore α k / = 1. The first step of the method consists of solving a trivial 1 × 1 system, whereas in the final step, y (n) is computed from y (n−1) , β n−1 , and α n−1 . The quantities α k are called reflection coefficients, or Schur-Szegö parameters.
Complexity. This algorithm requires a total of n 2 + O(n) additions and n 2 + O(n) multiplications, or 2n 2 + O(n) flops.
Levinson's algorithm
We now turn to Levinson's algorithm for solving the general right-hand side prob-
It solves this system recursively as follows: assuming that the solutions to
As was mentioned before, the denominator in (8) is nonzero for a strongly nonsingular T n , so that µ k is well-defined. Durbin's algorithm is used "in parallel" for computing the solutions y (k) of the Yule-Walker subsystems.
Complexity. Taking into account the complexity of Durbin's algorithm, this algorithm requires a total of 2n 2 + O(n) additions and 2n 2 + O(n) multiplications, or 4n 2 + O(n) flops.
The split Durbin and split Levinson algorithms
The "split Levinson" algorithms for the Yule-Walker equations and for the general case, were introduced in [7] and [8] , respectively. However, in the spirit of Golub and Van Loan [10] , we will call the split Levinson algorithm for Yule-Walker equations from [7] , the "split Durbin algorithm", to distinguish it from the split Levinson algorithm for the general right-hand side case in [8] . We will also use the formulation of these algorithms as they were presented in [17] , to which we once again refer for the details.
The split Durbin algorithm for the Yule-Walker equations
We start with the split Levinson algorithm from [7] for the Yule-Walker equations T n y (n) = −t n , from now on called the "split Durbin" algorithm. Defining an even solution u (k) of these equations as the solution of (k) and an odd solution as the solution of (k) , this algorithm is based on the remarkable observation that the solution y (k) can be written either as a combination of the two successive even solutions u (k) and u (k−1) or as a combination of the two successive odd solutions v (k) and v (k−1) . It is therefore sufficient to compute either the even or the odd solutions. As we shall see, this can be achieved with fewer operations than Durbin's algorithm.
In what follows, we concentrate on the even solutions and refer to [7] for the corresponding (and analogous) results for the odd solutions.
The split Durbin algorithm solves for the even solutions as follows: assuming that the solutions to
After this, compute y (n) from
All necessary quantities for k = 1, 2 are easily computed before starting the algorithm.
The following relations hold:
(We note that the letters p and q in λ p k−2 and λ q k−2 are superscripts, not exponents.) The denominator in (11) and the expression in (12) are nonzero because of the strong nonsingularity assumption on T n . The magnitude of these quantities affects the accuracy of the algorithm. The full details for this method can be found in [17] .
Complexity. The total number of operations required by the algorithm is n 2 + O(n) additions and 
The split Levinson algorithm for the general case
We now turn to the general right-hand side problem (k) . As in the case of the Yule-Walker equations, the solution x (k) can be written in terms of the two successive even solutions w (k) and w (k−1) . It is therefore sufficient, once again, to compute only the even solutions, which requires fewer operations than Levinson's algorithm. Analogous results exist for the odd solutions, but we will discuss only the even case, as this is the case we will need later. The split Levinson algorithm solves for the even solutions as follows: assuming that the solutions to
After this, compute x (n) from
The following relation holds:
which is, once again, well-defined because of the strong nonsingularity assumption on T n . Complexity. Taking into account the complexity of the split Durbin's algorithm for the Yule-Walker equations, the algorithm requires a total of 2n 2 + O(n) additions and n 2 + O(n) multiplications, or 3n 2 + O(n) flops.
The even-odd split Levinson algorithm
In this section we describe the "even-odd split Levinson algorithm", a combination of the split Durbin algorithm with the "even-odd Levinson algorithm" from [16] . The details can be found in [17] . Before we state this algorithm, we need the following definitions:
This means that
. . , n − 2 (n odd), the algorithm proceeds as follows: assuming that h
, and u (k−2) are available, compute u (k) with the split Durbin algorithm and compute h
and
This produces h (n−2) q = w (n−2) . Perform (16) and (17) once more, for k = n, to obtain h (n) p = w (n) . The algorithm is initialized by solving a trivial 1 × 1 or 2 × 2 system, depending on whether n is odd or even, respectively.
Let us now show how we can compute the remaining quantities, necessary to calculate x (n) , in O(n) operations. We start by computing w (n−1) from w (n) and w (n−2) . From (13) and (14), we have
where
To compute w (n−1) , we first compute η, for which we use the fact that
The remaining components of w (n−1) then follow from (23). We note that the denominators in (20), (21) and (24) are all nonzero because of the strong nonsingularity assumption on T n and that their magnitude affects the accuracy of the algorithm. Finally, we compute µ n−1 from (15) and obtain for the solution x (n) :
Therefore, the computation of w (n−1) and, subsequently, of x (n) , requires an additional O(n) flops.
We conclude the description of this algorithm by noting that we used the even solutions to obtain the general solution. It would not be possible to do the same with the odd solutions, because the reflection coefficients µ k are not computed by the even-odd Levinson algorithm. In the even case this is not necessary because we can obtain these also from (15), as we did at the end of the algorithm, when we calculated µ n−1 to obtain the general solution. However, (15) has no analog in the odd case. Of course, if one only wants to compute the odd solution, without computing the general solution, then the reflection coefficients are not necessary.
Complexity. Taking into account the complexity of the split Durbin algorithm, the complexity of this algorithm is 3 2 n 2 + O(n) additions and n 2 + O(n) multiplications, or 5 2 n 2 + O(n) flops on a sequential machine. However, if two independent processors are available, this complexity is reduced to 2n 2 + O(n) flops (see [17] ).
The two-step split Durbin and two-step even-odd split Levinson algorithms
In this section, we derive a two-step split Durbin algorithm, which we then combine with the even-odd Levinson algorithm from [16] . This in itself is not new (see [5] ): what is new is the resulting algorithm, which is different from the even-odd split Levinson algorithm in [17] , where the even-odd Levinson algorithm was combined with the one-step split Durbin algorithm from [7] . The result is a method with a lower complexity and a different numerical behavior.
The two-step split Durbin algorithm
We first derive a two-step version of the split Durbin algorithm. This same version of the algorithm can also be found in [5] , albeit in slightly different notation. In fact, this algorithm is implicitly contained in the split Durbin algorithm, as will become clear from its derivation.
Using Eq. (10) 
On the other hand, Eq. (10), with k − 2 instead of k, gives
Combining (26) with (25) and substituting back in (10) yields
To examine the coefficient of u
j −1 , we will consider the quantity 1 − (γ k−1 /γ k−2 ) in more detail. We have
Definingt k =(ρ 2 , . . . , ρ k+1 ) T , using k − 1 instead of k in (10) and using the even properties of the vectors u (k−1) and u (k−2) allow us to write t T k−1 u (k−1) as
Substituting this back into (28) gives
We define
so that, with the help of (29), we obtain
Since the quantities, related to the (k − 3)th subsystem, have dropped out, this makes it now possible for the algorithm to advance in steps of two. Proceeding analogously for the first two components of u (k) , we can formulate the basis for the two-step split Durbin algorithm as follows:
Complexity. At each step this algorithm computes two scalar products involving an even vector, and an update. Taking into account that it progresses in steps of two and that roughly only half of the components need to be computed (as with the other split methods), one finds that a total of 
The two-step even-odd split Levinson algorithms
The new algorithm we now propose uses the two-step split Durbin algorithm to compute the successive even solutions of the Yule-Walker equations in the even-odd split Levinson method. Therefore, this method, which we call the "two-step evenodd split Levinson algorithms", "leaps over" subsystems of even or odd dimensions, when the dimension n of the system T n x (n) = b (n) that we are solving is odd or even, respectively.
The recursive process in this case no longer provides us with u (n−1) as in the regular even-odd split Levinson method, but this quantity still needs to be calculated before x (n) can be computed. Once u (n−1) is available, x (n) is obtained exactly as in the even-odd split Levinson algorithm.
The computation of u (n−1) can be done with (9) and (10) for k = n − 1, namely:
provided we can compute u (n−3) . This in turn can be achieved by considering once again (9) and (10), this time for k = n − 2, which yields
The only unknown quantity in these expressions is γ n−3 /γ n−4 . To compute it, we consider the following:
Recalling that
we have
Because u (k) and u (k−2) are even vectors, this expression is useless when k is even, in which case it reduces to 0 = 0. However, when k is odd, it provides us with a useful equation, namely
Setting k = n − 2 then yields a computable expression for γ n−3 /γ n−4 . We remark that this procedure is also used in [12] . Once again, the denominators in this expression can be shown to be nonzero because of the strong nonsingularity assumption on the coefficient matrix T n . Therefore, when n is odd, we compute the solution x (n) by using the even-odd split Levinson algorithm with the two-step split Durbin algorithm for the Yule-Walker equations. When n is even, we compute first the solution of T n−1 x (n−1) = b (n−1) as was just outlined (since in this case n − 1 is odd), and then carry out one step of the Levinson algorithm to compute x (n) . We note that the last part of the algorithm, namely the computation of u (n−3) , u (n−1) , and subsequently of x (n) , requires O(n) flops.
Complexity. Taking into account the complexity of the two-step Durbin algorithm, a total of 11 8 n 2 + O(n) additions and n 2 + O(n) multiplications are carried out, which yields a complexity of 19 8 n 2 + O(n) flops on a sequential machine. How-ever, if two independent processors are available, the complexity is reduced exactly as in the even-odd split Levinson method: in this case it becomes 15 8 n 2 + O(n) flops. Table 1 contains the number of floating point operations needed by the different methods described in this work to solve an aribitrary right-hand side problem on a sequential machine. We have denoted the Levinson, split Levinson, even-odd split Levinson and two-step even-odd split Levinson algorithms by L, SL, EOSL, and TSEOSL, respectively. In Fig. 1 , we have plotted the number of flops as a function of the dimension of the problem for each of the aforementioned algorithms. The leading term in the complexity is clearly reflected in the plots. However, the relative performances of the methods may vary slightly in different implementations. In ours, we achieved the following ranking:
Summary
For n < 15, the differences are not significant. This ranking makes it easy to identify the curves in the plot.
Numerical results

Test matrices
We have tested these methods on three classes of matrices, two of which are classes of positive-definite matrices. These were randomly generated, and even though this usually tends to avoid seriously ill-conditioned matrices, it is sufficient for the purpose of comparing the methods. For each class we have made three comparisons, Table 1 Comparison of the complexity of methods for an arbitrary right-hand side problem
Method
Additions Multiplications Total number of flops Fig. 1 The number of flops as a function of the dimension of the problem for the four methods.
and collected the results in Tables 2-10. Tables 2, 5 and 8 compare the average relative accuracy of the solution of T n x (n) = b (n) for the four methods and for the dimensions n = 100, 101, 200, 201, 400, 401, 800, 801. In each of its columns underneath the dimension one finds the average value of the quantity − log 10 ( T n x (n) − b (n) / x (n) ), with its standard deviation in parentheses, obtained from 4000 randomly generated problems. Each entry contains two such results, separated by a slash and corresponding to the dimensions in the column heading. Tables 3, 6 and 9 compare the average accuracy of x (n) , w (n) , w (n−1) , and w (n−2) for n = 800 and n = 801 for the SL and EOSL methods. Tables 4, 7 and 10 compare the average accuracy of x (n) , w (n) , w (n−1) , and w (n−2) for n = 801 for the SL, EOSL and TSEOSL algorithms. Tables 3, 6 , 9 and 4, 7, 10 use the same format as Tables 2, 5 and 8 and are each based on 4000 randomly generated problems. We now list the three classes of matrices.
(1) CVL matrices. These are matrices defined in [4] (whence their name) as
where n is the dimension of T, µ is such that T kk = 1, k = 1, . . . , n, and
These matrices are positive semi-definite. We generated random matrices of this kind by taking the value of θ k to be uniformly distributed on (0, 1). (2) KMS matrices. These are the Kac-Murdock-Szegö matrices (see [13] ), defined as
where 0 < ν < 1 and i, j = 1, . . . , n, where n is the dimension of the matrix. They are positive definite. Random matrices of this kind were generated by taking the value of ν to be uniformly distributed on (0, 1). (3) RND matrices. We define RND matrices by defining a random vector v of length n whose components are uniformly distributed on (0, 1).
Theoretically, some of the matrices generated in the experiments might not be strongly nonsingular, although we never encountered this situation in practice.
All experiments were implemented in MATLAB.
Conclusions
First of all, there is a marked difference in accuracy between positive definite systems and those that are not: all algorithms achieve a much higher accuracy for positive definite systems. This is not unexpected as the stability results that are available for these methods [3, 14] are all derived under the assumption of positive definiteness.
In the case of our particular test problems there is also a substantial difference between systems of even and odd dimension for the EOSL algorithm, reflected not only in the accuracy, but also in the standard deviation: systems of odd dimension yield a lower accuracy and higher standard deviation. We found no satisfactory explanation for this phenomenon nor do we know how general it is. This is only true for the accuracy of x (n) : there was no such difference for the even solutions w (n) and w (n−2) . Only for CVL matrices is there a difference in accuracy for w (n−1) between even and odd dimensions, not for KMS and RND matrices. It seems clear that some accuracy is lost when quantities have to be reconstructed, as opposed to when they are computed recursively. This is especially true for the TSEOSL algorithm, where several quantities need to be reconstructed in addition to x (n) , namely µ n−1 , u (n−3) , u (n−1) , and w (n−1) . This algorithm displays virtually no difference between even and odd dimensions because it basically always solves a problem of odd dimension. However, the quantities that are computed recursively by the TSEOSL algorithm do not suffer from this and are computed to higher accuracy than both the SL and EOSL algorithms for both classes of positive-definite matrices, but not for the RND matrices. This seems to indicate that this method is best suited for implementation on two independent processors, where the even and odd solutions are computed separately: in such a case the method seems capable of maintaining high accuracy while reducing the flop count, except for indefinite matrices.
As is clear from the results, the Levinson algorithm achieved the highest accuracy and smallest standard deviation for our particular problems. The SL and EOSL algorithms performed fairly similarly, except when the dimension of the system was odd, in which case the SL algorithm was superior. As was mentioned before, the TSEOSL algorithm's accuracy was superior to that of the SL and EOSL algorithms for the even solutions in the case of positive-definite matrices, while this was not true for the solution of the system itself. The accuracy decreased with increasing dimension of the system for all methods, although the Levinson algorithm was least affected by this.
