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Abstract
We use the inverse scattering transform to show that a solution of the Camassa–Holm equation is identi-
cally zero whenever it vanishes on two horizontal half-lines in the x–t space. In particular, a solution that
has compact support at two different times vanishes everywhere, proving that the Camassa–Holm equation
has infinite propagation speed.
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1. Introduction
The Camassa–Holm equation
ut − utxx + 2ωux + 3uux = 2uxuxx + uuxxx, t > 0, x ∈R, (1.1)
in dimensionless space–time variables (x, t) is a model for the unidirectional propagation of
two-dimensional waves in shallow water with a flat bottom, ω > 0 being a constant related to the
critical shallow water speed (see [3]). It was first found [19] by the method of recursion operators
as a bi-Hamiltonian equation with an infinite number of conservation laws. Of physical interest
are solutions of (1.1) which decay at infinity cf. [21]. Equation (1.1) was subsequently obtained
as a model for wave propagation in cylindrical hyperelastic rods [15], and shown to describe
geodesic flow on the diffeomorphism group of the circle and of the line [5,9,10]. It admits waves
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J. Lenells / J. Math. Anal. Appl. 325 (2007) 1468–1478 1469that break [8,16,27,28] but also has globally defined solutions [5]. An aspect of considerable
interest is the fact that the solitary waves of (1.1), which are orbitally stable [13,14,24,25], are
solitons (see [4] for numerical evidence and [22] for the complete description). For a large class
of initial data, Eq. (1.1) is an infinite-dimensional completely integrable Hamiltonian system:
A scattering/inverse scattering transform converts the equation into a finite or infinite sequence
of linear ordinary differential equations which can be trivially integrated (see [2,6,12,23]).
In this paper we employ the scattering/inverse scattering scheme to show that a solution of the
Camassa–Holm equation is identically zero whenever it vanishes on two horizontal half-lines in
the x–t space. In particular, this means that a solution that has compact support at two different
times vanishes everywhere, proving that the Camassa–Holm equation has infinite propagation
speed: Even if the initial data u(·,0) has compact support, there is no t > 0 for which this is true.
Since our approach utilizes the inverse scattering procedure, the result is restricted to solutions u
whose initial momentum m0 = u(·,0)− uxx(·,0) satisfies m0 +ω > 0 on R. Let us comment on
the conditions ω > 0 and m0 + ω > 0. Equation (1.1) with ω = 0 has been extensively investi-
gated in the literature, partly because it is the only value of ω for which Eq. (1.1) admits peaked
traveling wave solutions with decay to zero at infinity (cf. [26]). Despite this special feature of
the choice ω = 0, it is argued in [21] that the case ω = 0 is not relevant to the water-wave prob-
lem. In the context of water waves, it is therefore physically motivated to assume ω > 0. Once
this choice has been made, the second assumption m0 + ω > 0 is satisfied for all solutions of
(1.1) with initial data of sufficiently small amplitude.
The present paper is inspired by [30] where a similar result was proved for the Korteweg–
de Vries equation also by means of inverse scattering techniques. However, due to the unique
time-evolution of the scattering data for each equation, the Camassa–Holm equation necessitates
a different argument.
Using completely different methods, it was shown in [7] (see also [20]) that in the case of
ω = 0 Eq. (1.1) has infinite propagation speed, i.e. for any non-zero initial data, the solution
u(x, t) of (1.1) instantly loses the property of being compactly supported. However, the case
ω > 0 exhibits a peculiar dissimilarity to the case ω = 0: For ω = 0 the momentum m = u− uxx
remains compactly supported for all times whenever its support is compact initially, whereas if
ω > 0, as we will see in Theorem 1, both u and m instantly lose the property of being compactly
supported.
In Section 2 we review some aspects of the inverse scattering problem for the one-dimensional
Schrödinger operator on the real line. Section 3 describes the scattering/inverse scattering method
for the Camassa–Holm equation. Finally, we state and prove our main result in Section 4.
2. Preliminaries
In this section we state various results pertaining to the inverse scattering problem for the one-
dimensional Schrödinger operator on the real line (see [17] for details). Consider the self-adjoint
Schrödinger operator L defined by
Lf = −fyy + Qf,
where the real-valued potential Q ∈ H 1(R) satisfies∫ (
1 + |y|)∣∣Q(y)∣∣dy < ∞. (2.1)
R
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Lf = k2f. (2.2)
For Im k  0, the Jost functions f+(y, k), f−(y, k), are the solutions of (2.2) with the asymptotic
behavior
f+(y, k)  eiky as y → ∞,
f−(y, k)  e−iky as y → −∞.
Set
g+(y, k) = f+(y, k)e−iky, g−(y, k) = f−(y, k)eiky,
and define the functions T (k), R+(k), and R−(k) by
1
T (k)
= 1 − 1
2ik
∫
R
Q(y)g+(y, k) dy,
R+(k)
T (k)
= 1
2ik
∫
R
e−2ikyQ(y)g−(y, k) dy,
R−(k)
T (k)
= 1
2ik
∫
R
e2ikyQ(y)g+(y, k) dy. (2.3)
Here T (k) is the transmission coefficient and R+(k), R−(k) are the right respectively left reflec-
tion coefficients.
The operator L has finitely many simple negative eigenvalues (called bound states)
−k2N < −k2N−1 < · · · < −k21 < 0.
Let φN, . . . , φ1, be the corresponding eigenfunctions such that
∞∫
−∞
|φn|2 dy = 1, n = 1, . . . ,N.
The normalization constants cN, . . . , c1, are defined by
φn(y) ≈ cne−kny for y → ∞, n = 1, . . . ,N.
Definition 1. The scattering data associated to the eigenvalue problem (2.2) consists of the finite
number of bound states −k2n, n = 1, . . . ,N , the corresponding normalization constants cn, n =
1, . . . ,N , and the values of the transmission and reflection coefficients T (k) and R+(k) for k ∈
R\{0}.
The following results are cited from [17].
Lemma 1. Assume that Q has no bound states. If suppQ ⊂ (−∞, α) for some α ∈R, then
sup{y: y ∈ suppQ} = inf
{
y:
∫
R
kR+(k)e2ikt dk = 0 for all t > y
}
.
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simple poles ik1, . . . , ikN , kn > 0 for n = 1, . . . ,N . The bound states of Q are
−k2N < −k2N−1 < · · · < −k21 .
T (k) is continuous in Imk  0, k = 0, ik1, . . . , ikN , and
T (k) = 1 + O
(
1
k
)
as |k| → ∞, Im k  0.
Lemma 3. Assume that Q has N bound states listed as
−k2N < −k2N−1 < · · · < −k21 .
Define inductively, for 1 nN ,
Q(y,0) = Q(y),
Q(y,−n) = Q(y,−(n − 1))− 2 d2
dy2
logf+
(
y, ikN−n+1;−(n− 1)
)
,
where f+(y, k;−(n − 1)) is the Jost function corresponding to the potential Q(y,−(n − 1)).
Then Q(y,−N) satisfies (2.1), has no bound states, and its right reflection coefficient is
R+(k,−N) = (−1)N
(
N∏
n=1
k − ikn
k + ikn
)
R+(k).
Moreover, if suppQ ∈ (a, b), then suppQ(·,−N) ∈ (a, b) where a is a finite number or −∞.
Lemma 4. If Q has N th-order derivatives which are in L1(R), then
R+(k) = O
(
1
kN+1
)
as |k| → ∞, k ∈R.
Lemma 5. The function g−(y, k) obeys the estimate∣∣g−(y, k) − 1∣∣ C(1 + max{0, y}1 + |k|
)
, y ∈R, Imk  0,
where C is a constant independent of y and k. For each y, g−(y, k) is analytic in Im k > 0 and
continuous in Im k  0.
Remark 1. In view of Lemma 5, we infer from (2.3) that if suppQ ⊂ (−∞,0), then R+(k)
T (k)
is
holomorphic in Imk > 0 and continuous in Imk  0, k = 0. Therefore, by Lemma 2, R+(k) is
meromorphic in Imk > 0; the number of poles being the number of bound states.
3. Direct and inverse scattering
In terms of the momentum m = u − uxx the Camassa–Holm equation can be expressed
(cf. [4]) as the condition of compatibility between
ψxx = 1ψ + λ(m + ω)ψ (3.1)4
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ψt =
(
1
2λ
− u
)
ψx + 12uxψ, (3.2)
that is, (ψxx)t = (ψt )xx if and only if (1.1) holds. Equation (3.1) is the isospectral problem
associated to (1.1) so that the Camassa–Holm equation is formally integrable. In the absence of
bound states for (3.1), the direct and inverse scattering problem was discussed in [6]. Treating
t as a parameter, transmission and reflection coefficients were defined for (3.1) and their time-
evolution established. In [23] it was shown how the scattering approach for the Camassa–Holm
equation can be pursued in the more general case when finitely many bound states are present.
The key to this generalization was the transformation of the isospectral problem (3.1) into an
eigenvalue problem of the kind (2.2). Rather than defining the scattering data for the Camassa–
Holm equation directly in terms of (3.1), it was defined as the scattering data for the transformed
problem (2.2). Since we will use this approach to prove our main result, we now briefly describe
how the procedure applies.
If the initial momentum m0 = m(·,0) satisfies
m0 ∈ S(R) and m0 + ω > 0, (3.3)
where S(R) denotes the Schwartz class of smooth functions f :R→R such that for all j, k  0,
supx∈R |xj ∂kxf (x)| < ∞, then both properties are preserved by the flow of (1.1) (cf. [6,29]). For
solutions m(x, t) whose initial data satisfy (3.3), we may therefore perform the following change
of variables.
The Liouville transformation
φ(y) = (m(x) + ω)1/4ψ(x), where y = x − ∞∫
x
(√
m(ξ) + ω − √ω )dξ
converts (3.1) into
−φyy + Qφ = μφ, (3.4)
where
Q(y) = 1
4q(y)
+ qyy(y)
4q(y)
− 3q
2
y (y)
16q2(y)
− 1
4ω
, q(y) = m(x) + ω, (3.5)
and the spectral parameter is μ = − 14ω − λ.
Remark 2. If m(x) has support in (−∞,0) then Q(y) also has support in (−∞,0). Indeed, this
is immediate from (3.5) and the fact that x = 0 corresponds to y = 0 for such m.
The basic steps of the solution method for the initial value problem of (1.1) are now as follows.
(1) Find Q(y,0) corresponding to m0 = m(·,0) via the Liouville transformation.
(2) With Q(y,0) as potential in the eigenvalue problem (2.2), find the scattering data as in
Definition 1, that is, find the bound states
μn(0) = −k2n, n = 1, . . . ,N,
the normalization constants
cn(0), n = 1, . . . ,N,
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T (k,0) and R+(k,0), k ∈R\{0}.
(3) Treat t  0 as a parameter and consider the potential Q(y, t) related to m(x, t) by the Liou-
ville transformation. The remarkable fact is that the scattering data associated to Q(y, t) can
be found immediately as (cf. [6,23])
μn(t) = μn(0), cn(t) = cn(0) exp
(
−kn
√
ω
2λn
t
)
, n = 1, . . . ,N,
with λn = − 14ω − μn, and
T (k, t) = T (k,0), R+(k, t) = R+(k,0) exp
(
ik
λ
t
)
, k ∈R\{0}, (3.6)
where λ = − 14ω − μ and μ = k2.(4) To reconstruct Q(y, t) from its scattering data let
Ω(ξ, t) = 2
N∑
n=1
c2n(t)e
−2knξ + 1
π
∫
R
R+(k, t)e2ikξ dk
and solve the Marchenko equation
B(x, y, t) + Ω(x + y, t) +
∞∫
0
Ω(x + y + z, t)B(x, z, t) dz = 0, y > 0,
for its unique solution B(x, y, t). Then (see [17] and references therein)
Q(y, t) = − ∂
∂y
B(y,0, t).
(5) Recover m(x, t) from Q(y, t) by the algorithm presented in [12] (see also [6,11]).
4. Main result
Our main theorem says that a solution of the Camassa–Holm equation is identically zero
whenever it vanishes on two horizontal half-lines in the x–t space. In particular, a solution that
has compact support at two different times vanishes everywhere.
Theorem 1. Let m(x, t) = u(x, t) − uxx(x, t) be a solution of Eq. (1.1) whose initial data m0 =
m(·,0) satisfies (3.3). If there exist α ∈R and t1, t2  0, t1 < t2, such that
suppm(·, tj ) ⊂ (−∞, α), j = 1,2, (4.1)
then
m(x, t) ≡ 0, x ∈R, t  0.
Remark 3. Note that the support of m = u − uxx is contained in the support of u. Furthermore,
passing to Fourier transforms, we see that if m is identically zero, then u also vanishes every-
where. Therefore the statement of our theorem holds also with m replaced by u.
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For f ∈ L1(R) define the Fourier transform and its inverse by
fˆ (t) = 1√
2π
∫
R
f (x)e−ixt dx,
fˇ (x) = 1√
2π
∫
R
f (t)eixt dt.
We use the same symbols to denote the Fourier–Plancherel extensions of ˆ and ˇ to L2(R). Let
H 2+ be the Hardy space of functions f (k) holomorphic in Im k > 0 with
sup
b∈(0,∞)
∫
R
∣∣f (a + ib)∣∣2 dx < ∞.
A function f ∈ H 2+ assumes boundary values
f ∗(a) = lim
b↓0 f (a + ib),
with f ∗ ∈ L2(R), and it is well known (cf. [18]) that H 2+ can be identified with the set of f ∗ ∈
L2(R) such that supp f̂ ∗ ⊂ (0,∞).
The next lemma is a modification of this construction to functions whose behavior is known
only on a horizontal strip near the real axis.
Lemma 6. Let δ > 0. Suppose f (k) is a holomorphic function in the strip Imk ∈ (0, δ) and
sup
b∈(0,δ)
∫
R
∣∣f (a + ib)∣∣2 da = C < ∞. (4.2)
Then there exists an F ∈ L2(R) such that
F(·)e−b· ∈ L2(R) and fb =
(
F(·)e−b·)ˇ for all b ∈ (0, δ), (4.3)
and
‖fb − Fˇ‖L2(R) → 0 as b ↓ 0,
where fb(a) = f (a + ib).
Proof. Fix b ∈ (0, δ) and let t ∈ R. For each α > 0 let Γα be the rectangular path with vertices
at ±α + iδ/2 and ±α + ib. By Cauchy’s theorem∫
Γα
f (z)e−itz dz = 0. (4.4)
Let I = [b, δ/2] if b < δ/2 and I = [δ/2, b] if b > δ/2. Put
Φ(β) =
∫
f (β + iu)e−it (β+iu) du, β ∈R,
I
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I
∣∣f (β + iu)∣∣2 du∫
I
e2tu du. (4.5)
Let
Λ(β) =
∫
I
∣∣f (β + iu)∣∣2 du.
Fubini’s theorem together with assumption (4.2) yield∫
R
Λ(β)dβ =
∫
I
∫
R
∣∣f (β + iu)∣∣2 dβ du C|b − δ/2|.
Hence there exists a sequence {αj }j1 with αj → ∞ such that
Λ(αj ) → 0 and Λ(−αj ) → 0 as j → ∞.
Now (4.5) gives
Φ(αj ) → 0 and Φ(−αj ) → 0 as j → ∞. (4.6)
Define
gj (b, t) = 1√
2π
αj∫
−αj
f (a + ib)e−ita da.
We infer from (4.4) and (4.6) that
lim
j→∞
[
etbgj (b, t) − etδ/2gj (δ/2, t)
]= 0, t ∈R. (4.7)
Since
gj (b, ·) → f̂b in L2(R) as j → ∞,
a subsequence of {gj (b, ·)}j1 converges pointwise almost everywhere to f̂b. It follows from
(4.7) that if we define
F(t) = etδ/2f̂δ/2(t), a.e. t ∈R, (4.8)
then
F(t) = etbf̂b(t), a.e. t ∈R. (4.9)
Since, b ∈ (0, δ) in the above argument was fixed but arbitrary and (4.8) is independent of b,
we deduce that (4.9) holds for all b ∈ (0, δ). Plancherel’s theorem can be applied to (4.9) to give∫
R
e−2tb
∣∣F(t)∣∣2 dt = ∫
R
∣∣fb(a)∣∣2 da  C, b ∈ (0, δ). (4.10)
If we let b ↓ 0, (4.10) also shows that F ∈ L2(R). This completes the proof of (4.3).
Finally, by Lebesgue’s Dominated Convergence theorem,
‖fb − Fˇ‖2L2(R) = ‖f̂b − F‖2L2(R) =
∫
R
∣∣(e−tb − 1)F(t)∣∣2 dt → 0 as b ↓ 0.
This finishes the proof. 
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Im k ∈ [0, δ), k = 0, and
sup
b∈(0,δ)
∫
R
∣∣f (a + ib)∣∣2 da < ∞, (4.11)
sup
b∈(0,δ)
∫
R
∣∣g(a + ib)∣∣2 da < ∞. (4.12)
Then, if f = g on R\{0}, it follows that f (k) = g(k) for all k with Im k ∈ (0, δ).
Proof. Let f and g be as in the statement. By Lemma 6 we infer the existence of F,G ∈ L2(R)
such that
fb =
(
F(·)e−b·)ˇ, b ∈ (0, δ), (4.13)
gb =
(
G(·)e−b·)ˇ, b ∈ (0, δ), (4.14)
and Fˇ , Gˇ are the L2-limits of fb respectively gb as b ↓ 0. If f = g on R\{0}, the continuity
hypothesis on f and g shows that the L2-limits of fb and gb as b ↓ 0 must coincide. Therefore
F = G and the result follows from (4.13) and (4.14). 
Proof of Theorem 1. We may, without loss of generality, assume that α = 0. For each time t ,
let Q(y, t) be the potential obtained from m(x, t) via the Liouville transformation (3.5). Let
R+(k, t) be the right reflection coefficient corresponding to Q(y, t). From (3.6) we get
kR+(k, t2) = kR+(k, t1) exp
(
ik(t2 − t1)
− 14ω − k2
)
, k ∈R\{0}. (4.15)
Suppose Q(y, t) has N bound states (independent of t by the scattering approach)
−k2N < −k2N−1 < · · · < −k21 .
Claim. Equation (4.15) holds for all k with Im k > 0, k = i2√ω , ikN , . . . , ik1.
Suppose this is true. Assumption (4.1) shows in view of Remark 2 that Q(y, t1) and Q(y, t2)
have support in (−∞,0). Hence, by Remark 1, R+(k, tj ), j = 1,2, are meromorphic functions
in Im k > 0 with poles at ikN , . . . , ik1. Since the exponential term in (4.15) has an essential
singularity at k = i2√ω , this leads to a contradiction unless R+(k, t1) ≡ R+(k, t2) ≡ 0. Hence
Q(y, t1) is a reflectionless potential with a finite number of bound states, i.e. it has the profile of
a pure n-soliton solution of the KdV equation. Since such a profile cannot be supported on a half-
line (see [1]), we infer that Q(y, t1) ≡ 0. A simple application of the inverse scattering approach
presented in [12] now proves that m(x, t1) vanishes identically. Finally, since solutions of the
Camassa–Holm equation are uniquely determined by their initial data, we obtain m(x, t) = 0 for
all x ∈R, t  0. This completes the proof. 
Proof of the claim. For j = 1,2 we construct Q(y, tj ,−N) as in Lemma 3 so that it has no
bound states,
suppQ(·, tj ,−N) ⊂ (−∞,0), (4.16)
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R+(k, tj ,−N) = (−1)N
(
N∏
n=1
k − ikn
k + ikn
)
R+(k, tj ). (4.17)
Remark 1 shows that R+(k, tj ,−N) is holomorphic in Im k > 0 and continuous in Im k  0,
k = 0.
From Lemma 4 and (4.17) we see that∫
R
k2
∣∣R+(k, tj ,−N)∣∣2 dk < ∞, j = 1,2.
Moreover, in view of Lemma 1 we have∫
R
kR+(k, tj ,−N)e2ikt dk = 0, t  0, j = 1,2.
Therefore
kR+(k, tj ,−N) ∈ H 2+, j = 1,2.
In particular,
sup
b>0
∫
R
|a + ib|2∣∣R+(a + ib, tj ,−N)∣∣2 da < ∞, j = 1,2. (4.18)
Now (4.17) and (4.18) give
sup
0<b<δ
∫
R
|a + ib|2∣∣R+(a + ib, tj )∣∣2 da < ∞, j = 1,2,
where δ = 14√ω in the absence of bound states and δ = min
{
k1
2 ,
1
4
√
ω
}
if bound states exist (in fact
we always have k1 < 12√ω as all the bound states for Eq. (1.1) lie in the open interval (− 14ω ,0)
cf. [6]). Since∣∣∣∣exp( i(a + ib)(t2 − t1)− 14ω − (a + ib)2
)∣∣∣∣= exp( ( 14ω − a2 − b2)b(t2 − t1)
(− 14ω − a2 + b2)2 + 4a2b2
)
→ 1 as a → ±∞,
both sides of Eq. (4.15) satisfy the hypotheses of Lemma 7 with this choice of δ > 0. Hence
kR+(k, t2) = kR+(k, t1) exp
(
ik(t2 − t1)
− 14ω − k2
)
, Im k ∈ (0, δ). (4.19)
By unique analytic continuation (4.19) holds for all k with Im k > 0, k = 12√ω , ikN , . . . , ik1. 
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