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ABSTRACT
Ghosh, Sreya. PhD. The University of Memphis. August 2015. 3D BlockBased Restoration (BBR) Method Addressing Space-Variance in Fluorescence
Microscopy due to Thick Samples with Non-Uniform Refractive Index. Dr.
Chrysanthe Preza.
This dissertation proposes a method to restore 3D fluorescence microscopy
images obtained from samples with non-uniform refractive index (RI). Existing
restoration methods assume the sample is thin and/or has uniform RI in order to keep
the computations practical. This is an invalid assumption for most biological samples,
which are optically thick because they are neither thin (>5 µm) nor have uniform RI.
Specimen properties introduce spherical aberration (SA) in the gathered 3D image,
which is dependent on the RI variability between the specimen and the imaging lens’s
immersion medium as well as the thickness of the sample. Understanding the image
formation process, and modelling it accurately, is essential in the development of a
model-based algorithm that solves the inverse imaging problem thereby providing the
true fluorescence intensity distribution of the underlying sample. The effect of sample
variance on the point-spread function (PSF), i.e. the impulse response of the system,
was investigated as part of this project, which led to the development of the Ninterface 3D PSF model. Improvement in restoration accuracy in the range of 18%35% was observed when PSFs from the proposed model were used with a depthvariant restoration algorithm, instead of PSFs from an existing model. Because the
PSF predicted by this model is different at every point within the 3D imaging volume,
as it should be under these imaging conditions and current imaging models do not
address this space variant (SV) microscope response. As part of this dissertation, a
block-based forward model was developed to approximate SV imaging. In the blockbased model the object space is divided into a collection of non-overlapping 3D
iv

blocks where PSFs at block vertices are predicted by the N-interface 3D PSF model.
An optimized combination of overlap-save and overlap-add imaging methods was
developed to obtain the final SV image. Principal component analysis (PCA) was also
used to represent the SV-PSFs, thereby further reducing the dimensionality of our
block-based forward model and rendering it practical for use in restoration algorithms.
The PCA block-based model produced images that show a 0.98 cross-correlation
with images computed without the PCA representation, while achieving an 85%
reduction in computational resources compared to those required by the blockbased model without PCA. A block-based restoration (BBR) method that combines
the SV model investigated here with the fast convergence of conjugate gradient type
iteration was adapted to solve the inverse SV imaging problem. Results obtained
with the BBR method show a two orders of magnitude improvement in accuracy
(quantified using the I-divergence metric) of restoration from simulated SV images
using only 20 iterations when compared to restoration of the same data using existing
depth-variant or space-invariant approaches. A rigorous numerical phantom of lung
tissue was modelled as a part of this study. The BBR was applied to simulated
images of the lung phantom and the effect of SV imaging on image restoration was
investigated. This dissertation provides a preliminary investigation into the problem
of SV in fluorescence microscopy and a possible solution to it, contributing toward
the eventual goal of restoring thick biological samples using computational optical
sectioning microscopy (COSM).
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PREFACE
The content present in this dissertation has been focused on developing solutions
for the space variant (SV) imaging problem based on integrating four on-going lines
of investigation: (a) development of a methodology to derive the sample refractive
index (RI); (b) development of an accurate but practical point-spread function (PSF)
model; (c) a block-based imaging model that integrates multiple PSFs (computed with
the model proposed here) to approximate the SV forward image; and (d) a restoration
algorithm based on the block-based SV-imaging model. Chapter 1 introduces the
problem of SV imaging and existing literature on related work is reviewed in detail.
Chapter 2 discusses the contribution of this dissertation. Chapter 3 is a paper
published in the Journal of Biomedical Optics, titled “Fluorescence Microscopy
Point-Spread Function Model Accounting for Aberrations due to Refractive Index
Variability within a Specimen”, 20(7), 075003 (2015). doi:10.1117/1.
JBO.20.7.075003. Chapter 4 is a paper that was presented at the IEEE International
Symposium for Biomedical Imaging, titled, Space-Variant Image Formation for
3D Fluorescence Microscopy Using a Computationally Efficient Block-Based
Model”, Brooklyn, N.Y., April 2015. Chapter 5 is a paper under preparation for
publication in the Journal of Biomedical Optics, entitled “Block-Based Restoration of
Specimens with Spatially Variant Refractive Index in Three-dimensional Fluorescence
Microscopy”. Preliminary work towards this paper has been presented in parts at 2
conferences: (i) Ghosh, S., and Preza, C., “A block-based forward imaging model
for improved sample volume representation in computational optical sectioning
microscopy”, BiOS at Photonics West, SPIE Proc. 93300T , Feb 2015. (ii) Ghosh, S.,
Schafer, L., Schuster, D., and Preza, C., “Further developments in addressing
vi

depth-variant 3D fluorescence microscopy imaging”, BiOS at Photonics West,
SPIE Proc. 89490Q, Feb 2014. Chapter 6 has a thorough discussion about future
work, conclusion and discussion on the SV problem and its proposed solution.
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1. Introduction

1.1. Overview
Three dimensional wide-field fluorescence imaging is a powerful tool to image
biological samples. The method of forming a 3D image by collating a stack of 2D
images1 is known as optical sectioning microscopy (OSM) Figure 1. This type of 3D
imaging system is prone to the undesirable effects of defocus, spherical aberration
(SA), photo bleaching and loss of resolution, which can be partially ameliorated by
computational methods. The process of improving the image quality using
computational methods is termed as Computational Optical Sectioning Microscopy
(COSM) 2. Wide-field fluorescence microscopy has a higher throughput and photon
efficiency than other modes such as, confocal microscopy and stimulated emission
depletion (STED) microscopy to name a few, making it a relevant imaging modality.

Figure 1: Optical Sectioning Microscopy. The Zeiss Axio-Imager microscope, used
in the work presented here, is a multi-modal imaging system with a computercontrolled optical sectioning capability to gather 3D images with Zeiss supported Zen
software for processing 3D images. The optics coupled with a stepping motor that
1

controls the z stack image acquisition and the computational system together
implement the OSM system. This microscope comes with the capability for structured
illumination microscopy (SIM), differential interference contrast microscopy (DIC)
and bright-field microscopy.

Accurate mathematical modeling of the imaging system enables us to define
the point spread function (PSF), which is the response of the system to a single point
source of light. Many COSM algorithms assume that the imaging system is invariant,
i.e., a PSF due to a point source located anywhere in object space should be a linearly
shifted version of the PSF due to a reference point source. This leads to the
assumption that for a unique florescence distribution the system response can be
modeled as a convolution with its PSF. However, this is a very naïve assumption
because the PSF is not space-invariant throughout the sample’s volume. The thickness
and refractive index of the sample affects the PSFs throughout the 3D space and
hence a space-variant (SV) imaging model is needed. In the forward model of the
imaging system, an accurate representation of the PSF coupled with accurate space
variant superposition can provide a way to describe the system’s response to an
arbitrary specimen. The process of retrieving the original specimen function from an
image is termed as the inverse imaging problem. Space variance and the presence of
noise and missing frequencies due to the system’s transfer function, make restoration
a challenging inverse imaging problem.
This dissertation provides a solution to the problem of space-variance in
fluorescence microscopy. The next section has a review of PSF, forward and inverse
models available in literature.

2

1.2. Literature Review
COSM is comprised of two interconnected challenges: the forward image modeling,
which studies how the image is formed and the inverse imaging problem, which
attempts to find the true object (3D fluorescence distribution) from an acquired data
volume illustrated in Figure 2. An accurate forward model can be obtained by
effectively modeling specimen parameters, the physics of light propagating through
the object, and the system’s optics. The inverse problem is ill-posed, i.e., it does not
yield a unique solution and hence algorithms use prior knowledge (forward model and
other object constraints) to reduce uncertainty in restoration. An accurate forward
model yields an improved solution to the inverse imaging problem. This section
covers a review of previous published work on: (a) modeling the PSF of a
fluorescence microscope; (b) space variant imaging; (c) phase imaging of biological
samples to obtain its refractive index and (d) 3D model-based restoration from
fluorescence images.
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Figure 2: Computational Imaging. Schematic diagram outlining the relationship
between improved restoration algorithms and accurate modeling of the physics of the
specimen, light, microscope and detector. The performance of the algorithm is further
analyzed for improved processing of the image. Figure courtesy of Dr. C. Preza,
Computational Imaging Research Laboratory (CIRL).

1.2.1. Aberrations in 3D Microscopy and Shift Variance in Point Spread
Functions
COSM algorithms estimate the underlying object given the recorded image, a
mathematical model for the process of image formation and recording, and any
known information about the specimen3. Most algorithms4 developed for microscopy
to date, make certain assumptions regarding the specimen, such as it is extremely thin,
has a uniform RI and is placed directly under the coverslip. These assumptions rarely
hold for biological samples which are neither thin nor have uniform RI. Cells are
often quite thick (5 to10 µm) and tissue slices are even thicker (> 10 µm) when
compared with the depth of focus of a high-NA lens (<0.2 µm) and have a RI which is
different from that of the immersion oil (n = 1.515) used with most high-NA lenses.
These properties of biological samples introduce optical aberrations.
In 3D imaging, the 2D image at each focusing depth is contaminated by the
effects of defocused projections from planes surrounding the in-focus plane. This is
known as defocus aberration. Other aberrations in imaging are primarily of 5 types:
spherical aberration (SA), coma, astigmatism, field curvature and chromatic
aberration caused by refraction within the sample and the immersion medium of the
objective lens, misalignment of the system, curvature of the lens, and dispersion of
light by the lens respectively5. Wide-field microscopes are corrected for most of these
aberrations apart from specimen induced SA.
4

Spherical Aberration
SA introduces shift variance in a system but preserves superposition, i.e. the output of
the system is the linear combination of the system response to each point source
within the sample. In microscopy shift variance is traditionally divided into lateral and
axial shift variance. The thickness of the sample introduces axial variance while RI
variability can introduce both axial and lateral variance which is discussed next.
Under the design conditions, the object plane immediately below the coverslip
is in focus at the design detector (camera) plane. For a point source located at some
depth into the specimen layer to be observed, the stage containing the specimen must
be shifted along the optical axis toward the lens until the desired object plane is in
focus at the designed detector plane. The shift of the stage results in a decrease in the
thickness of the immersion-oil layer separating the coverslip from the front element of
the objective lens. For object points located deep in the specimen layer, light emitted
by the observed object point must pass through layers whose thicknesses and RI can
vary significantly from the layers in the design system. Refraction between layers
affects the spherical wave-front of the propagated light which results in a larger
spread of the focus reducing both resolution and peak intensity6. There is a
redistribution of intensity to the secondary lobes, observed as the ringing pattern of
the PSF. Optical path length (OPL) is the product of the geometric length of the path
light through the system, and the index of refraction of the medium through which it
propagates. A difference in OPL between a thin specimen and a thick stratified
sample is called the optical path difference (OPD). This OPD causes the spherical
aberration (SA) 7. The amount of SA introduced8 increases with three factors:
a. Depth under the cover slip at which the microscope is focused.
5

b. Degree to which the RI in the specimen differs from the RI of the
immersion medium and cover slip.
c. Numerical aperture (NA) of the objective lens and wavelength of light.
When the light travels from a specimen of lower RI to an immersion medium
of higher RI, the best focus moves away from the coverslip due to an aberration
termed as positive SA. On the other hand, when light travels from a specimen of
higher RI to an immersion medium of lower RI the best focus moves towards the
coverslip due to an aberration termed as negative SA.

Figure 3: Spherical aberration due to imaging conditions with axially varying
refractive index (a) Schematic diagram of the imaging system susceptible to SA due
to RI mismatch between a watery specimen and an oil-immersion lens. Axial crosssections (XZ) of PSFs with (b) no SA and (c) SA at a 12.8-μm depth below the
coverslip. (d) Image of 5 beads at increasing depths, exhibiting changes in intensity
distribution due to SA. The system parameters: 63x/1.4 NA oil lens (RI 1.512), size
256x256x256, and wavelength 540 nm, axial and lateral spacing 0.1 μm. Specimen
medium: water (RI 1.33). Vectorial model (Haeberle) implemented in in the
COSMOS software (http://cirl.memphis.edu/cosmos).

6

Changes in SA due to depth (Figure 3) are addressed by some COSM
algorithms9-11 but in these approaches, the specimen is assumed to comprise of a
single RI, which is not necessarily true. Axial shift variance is an effect of the
thickness of the sample while lateral as well as axial shift variance is an effect of the
change in RI of specimen. Thus, for improved COSM restoration, the variance in the
PSF needs to be effectively modeled, which is discussed in the next section.
1.2.2. The Need for a Better Point Spread Function Model
The image of a point is affected by the finite numerical aperture (NA) of the objective
lens. The limited aperture fails to collect all the light emitted by a fluorescent point
source leading to a diffraction pattern instead of the formation of a perfect image of
the point source12.
Although this section primarily describes the analytical point spread function
(PSF), a PSF can also be measured experimentally. Experimental PSFs are gathered
by imaging small point like sources within a field of view or sub resolved spheres
within a specimen. Though representing the system well, the experimental PSFs
include system noise and are affected by the efficiency of the detector. Analytical
PSFs are on the other hand only limited by our assumptions for the system and
specimen, and are immune to noise and detector resolution. Improved theoretical
PSFs contribute to the development of COSM by ensuring that the cumbersome
process of gathering an experimental PSF for each imaging session is avoided.
The simplest mathematical representation of a PSF is a 2D Gaussian function,
with the variance increasing as the plane moves away from the best focus13. The
linear optics model describes the effect of defocusing in the Fourier domain by
considering the effect of the aperture shape and coherence of light 12. The Born &
7

Wolf model14 formulates a mathematical expression using Kirchoff’s diffraction
integral for the electric and magnetic vectors in the image space of a linearly polarized
incident field. The point source is located at the focal plane of the objective lens, right
beneath the coverslip for all the three models mentioned above. The well-defined
Born & Wolf model has been extended for stratified media encountered in
microscopy.
The Torok & Varga15 PSF model extends the Born &Wolf model of
diffraction for stratified medium by application of the Fresnel refraction law. The
electromagnetic field inside the Nth layer is determined to examine how the SA is
introduced by variations in RI along the optical axis. Dhelyan et. al. 16 around the
same time found the exact solution of Maxwell’s equations in a stratified medium
with Fourier transforms using a dydadic Green’s function. These models are rigorous
but use parameters like initial aberration function which cannot be directly collected
from the microscope, and require multiple numerical methods before yielding any
solutions.
The user-friendly Gibson & Lanni PSF model17 on the other hand is optimized
for a 3 layer stratification observed in microscopy systems comprised of an immersion
medium of high refractive index like oil (RI = 1.515), the coverslip and a watery
specimen(RI = 1.33). This model effectively uses user procurable information to
generate the PSF. Kirshner et. al18 exploited this knowledge of the 3D PSF model for
effective localization of point sources within a sample using a linear least squares
approach (LLS).
The Gibson & Lanni model is a scalar PSF model with an axially changing
optical path difference (OPD) function to account for points located deeper within the
8

sample. This scalar model is challenged for high NA lenses where the extremal rays
impinge with large angles of incidence at interfaces which can be accurately describe
by vectorial models of microscopy. Haeberle19 combined the OPD described in the
Gibson & Lanni model into the vectorial representation of the PSF in the Torok &
Varga model, to give a highly accurate PSF using the design and actual acquisition
parameters but assuming only 3 layers. The Haeberle PSF has been proven effective
in restoring microscope acquired images20.
The idea of having 3 layers in the OPD, i.e., 1) the immersion medium, 2)
coverslip and 3) specimen, is an oversimplification that has been understood but not
explored in detail. The idea of a RI change occurring within the specimen was
addressed by Hiware et al.21 who extended the Gibson and Lanni OPD to include the
variation of RI within the sample. The Hiware et al. model does not assume a definite
interface but rather describes a smoothly varying RI within the sample hence cannot
establish change in media. Kam et al. 22 also proposed to address the issue of
continuous change in RI within the sample using ray tracing to account for aberrations
in Differential Interference Contrast (DIC).
The work for this dissertation builds on the existing model for PSFs proposed
by Haeberle. This section gave a historical perspective of the development of PSF
models and highlighted their strengths and weaknesses. This analysis emphasizes the
need of a PSF model for specimen with multiple layers of different mediums with
different RIs. The usage of SV-PSFs in the forward imaging model is discussed next.
1.2.3. The Need for a Space-Variant Imaging Model for COSM
3D image formation has been modeled mathematically as the convolution of the 3D
PSF of the system with the 3D intensity of the underlying object. In an ideal case
9

every pixel in the image is associated with a unique PSF. As mentioned in
Section1.2.2, SA changes the PSF and makes the system SV, i.e., a single 3D PSF
cannot be used to describe the entire system accurately. In Figure 4 the change in the
PSF due to SA is clearly observed. For a thick specimen with varying RI, the image
cannot be modeled by a single convolution with the ideal PSF, but rather a SV
superposition with multiple PSFs (determined based on the conditions prevalent
within the specimen) is needed. The next section describes existing methods to
incorporate SV in the imaging model.

Figure 4: Space Variance. Axial cross-section of simulated 3D PSF illustrating change
in the intensity distribution of the PSFs. Horizontal row: The depth is fixed at 5μm
below the coverslip, while the RI is varied from 1.40 to 1.00. Vertical column: The RI
is fixed at 1.3 i.e. similar to water while the depth is changed instead. Diagonal: Both
RI and depth within the sample are changed. A non-aberrant PSF is also shown for
10

comparison. The system parameters are: 63x/1.4 NA oil lens (RI 1.512), size
256x256x256, wavelength 540 nm, axial and lateral spacing 0.1 μm.

Space Variance in 2D images
SV superposition was initially explored for astronomy to ameliorate variance in
images acquired from the Hubble telescope. The mathematical ground work was laid
down by Trussell & Hunt 23. They divided a 2D image into sub-sections which were
individually treated as space invariant. Although this procedure seems fairly straight
forward, the degradation caused by sectioning is observed in edge artifacts present in
the restoration.
Sectioning involves multiplying the image with rectangular blocks in the space
domain, which translate into convolutions with sinc functions in the frequency
domain resulting in ringing. This is also known a Gibbs phenomenon24. To overcome
the mosaic like affect that the Gibbs phenomenon creates, Costello et al.25 sectioned
the image into overlapping sub-sections which were restored using Weiner filters26.
Weddell et al. also tried to ameliorate this problem by estimating a PSF occurring at
the boundaries of two subsections27. Adorf 28 combined the statistical Expectation
Maximization algorithm with sectioning methods to obtain improved restoration. He
sectioned the image post processing preserving the portions of the image of interest
and forcing everything else to zero for a particular PSF, i.e., using a computational
mask.
Two mathematicians Nagy and O’Leary29 compiled the concepts of SV
superposition with linear interpolation between PSFs to prevent aberrations. They
defined two formats of sub-block convolution with Fast Fourier Transform. The first
11

is called the overlap-add format, where the block division occurs in the object space
and the second is the overlap-save format where the block division occurs in the
image space. Overlap-add is very accurate since it calculates the forward model image
of each sub-section using the relevant PSF and then superimposes them to obtain the
final image with no loss of information. Overlap-save on the other hand calculates the
forward model image of the entire object with all PSFs and then extracts their
subsections and replaces them in the final image discarding some information. The
main advantage of overlap-save is that it can exploit parallelism, i.e., it
simultaneously calculates forward image of the objects and then extracts the relevant
sections using interpolation. These algorithms were studied by Rahman establishing
the accuracy of overlap-add and the speed of overlap-save30.
Depth Variance in 3D images
In 3D microscopy the variance along the axial direction is known as depth variance
(DV) assuming there is no variation along the lateral (X and Y) directions. While 2D
space variance (only lateral variance) was being explored in astronomy, in
microscopy Preza and Conchello9 developed a strata-based model and method for 3D
depth variant imaging. This efficient approach for correcting for SA along the axial
direction involved dividing the object space into M number of layers or strata . Within
each stratum the PSF is the weighted interpolation of two PSFs, one computed at the
top of the strata and one at the bottom.
Maalouf et al. 10, 31 also solved the 3D DV modeling problem but used a
method of dividing the image space, instead of the object space, in layers. They
presented the EMMA (Evolutive Merging Mask Algorithm), which uses a maskbased approach to divide the image space post processing. In this method, each image
12

layer is replaced with the corresponding result obtained from processing the 3D data
with a corresponding DV-PSF. This method exploits parallelism and speeds up the
restoration process at the cost of accuracy.
Accuracy in restoration is increased as the strata size is reduced, ,i.e.,, if more
PSFs are used for restoration both in the strata method or EMMA method since they
approximate a PSF that is continuously varying over the entire axial direction.
However, using more PSFs makes the problem more complex ,i.e., in terms of time
and memory since more convolutions are required to generate the forward image. To
solve this problem, Arigovindan et al. 11 presented a method of representing the DVPSFs using principal component analysis (PCA).
PCA is a procedure based on singular value decomposition (SVD) that uses
orthogonal transformation to convert a possibly correlated data set into linearly
uncorrelated variables called principal components32. Using this procedure, the 3D
PSFs are represented as a weighted sum of basis functions that are computed with the
PCA.
Yuan et al.33 compared the PCA forward model to the strata model and found
agreement in the simulations. In addition it was established that using very few PCA
components34 (<10) an accurate representation of the depth variant imaging could be
obtained. The PCA DV-PSF model also offers a significant advantage in the time
required for completion of the forward imaging algorithm because the number of
convolutions required decreases.
In 3D DV microscopy the change in PSFs due to SA, with depth has been
explored with a fixed specimen RI in the techniques described here. It is commonly
acknowledged that the specimen RI changes too throughout the sample, bringing in
13

the need for a truly space-variant algorithm for 3D microscopy. This dissertation
attempts to solve this imaging problem.
1.2.4. The Need for a New Image Restoration for COSM
Image restoration techniques have been developed for a wide range of applications.
3D image restoration in microscopy comes with challenges, such as a unknown
system parameters for the precise calculation of a transfer function, noise and a
missing cone of frequencies visible in the optical transfer function (OTF)35. Figure 5
schematically outlines the forward imaging model, the inverse algorithm and the
parameters that affect it.
The image in its simplest model can be approximated to a simple convolution
of the PSF with the true object36, hence deconvolution is the simplest restoration
algorithm. Inverse algorithms reassign the spatial distribution of fluorescence
intensity in the image to create the restored object. Space variance, noise and missing
information make deconvolution an inaccurate approach to compute a solution.
A few approaches to solve the restoration algorithms37, 38 : (1) a deterministic
approach where the image formation model is assumed to have a deterministic
framework and the inverse solution minimizes a cost function based on it; (2)a
statistical approach where the image formation model is assumed to have a
probabilistic (statistical) framework and uses predictive algorithms for improved
reconstruction by minimization of a cost function; (3) blind algorithms, where no
prior information about the system is given and (4) space variant statistical
algorithms, that address the variant nature of the imaging problem. Some examples of
these algorithms are discussed in the following sub-sections.

14

Figure 5: Forward and Inverse Imaging Problems. The solution to the forward
problem simulates the microscopy imaging system. The solution to the inverse
problem restores the acquired image overcoming the challenges posed by noise,
missing cone of frequencies and point spread function. The true object in this figure
consists of two under-resolved occluded beads; the image does not indicate the
presence of two beads, while the restored object does show the two beads.

Deterministic Restoration Algorithms
Deterministic restoration algorithms can be further divided into two types, (1) Linear
algorithms which just use the PSF for restoration with no additional information about
the system (2) Non-linear algorithms which add additional physical information about
the specimen to the algorithm.
The nearest neighbors algorithm is one of the simplest linear deterministic
restoration algorithms39. The effect of out of focus light from the planes surrounding
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the plane of interest is subtracted. This process is not ideal for noisy cases and the
processing introduces artifacts.
Weiner filters are the simplest form of 3D image restoration based on
deconvolution with an added component to counter for the effect of noise. The
Weiner filter is the Fourier transform of the adjoint of the PSF scaled by the SNR of
the system40.
Deterministic linear algorithms though fast, are not ideal for processing high
precision images. They rely only on the knowledge provided to them with no
constraints, or linear constraints on their solution which introduces artifacts in
restoration. Due to the ill-posed nature of the inverse imaging problem there are
multiple solutions which can be reduced by applying complex constraints to the
solution. This new type of solution can be obtained with a constrained non-linear
algorithm.
Non-linear algorithms iteratively minimize the estimation error in a particular
problem based on physical constraints like non-negativity, finite specimen support,
specimen smoothness, and regularization. Janson Van Cittert (JVC) 1 algorithm was
the first iterative method for constrained deconvolution. At every iteration a
constrained error image is calculated by subtracting the estimated image from the
recorded distorted image which is used in the next iteration to weigh the input
function. While JVC improves the resolution in the final estimated image, this method
is not good for removing the noise.
Regularization is of particular importance to solve the inverse imaging
problem for noisy images. It is a penalty term introduced in algorithms to avoid
solutions which are less likely. Over-regularization can cause the loss of features
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while under-regularization can keep the solution noisy. Roughness and intensity are
common regularization penalties in imaging. Both types are included in the
formulation of the maximum likelihood estimation problem formulated for the inverse
imaging problem. The next section discusses algorithms that use regularization to
constrain inverse imaging problems.
The constrained linear least squares (LLS) algorithm is the simplest iterative
algorithm that solves the minimization problem using inverse filtering. Preza et al.41
introduced a regularization term to overcome the effect of small values in the
microscope PSF thereby making the algorithm significantly more stable. The Iterative
Constrained Tikhonov-Miller (ICTM) algorithm also iteratively minimizes the
maximum likelihood operator with a compensatory Tikhonov regularization term42
using a downhill search algorithm. Carrington et al 43 proposed a regularization
method based on minimization with constraints in the least squares sense. Carrington
uses the method of projection onto convex sets (POCS) to integrate the constraints in
a rigorous way, which converge the result into a unique solution. Algorithms like
(RLLS, ICTM, Carrington’s) give fairly accurate solution but do not add any
information about the missing cone of frequencies which are tackled by statistical
algorithms.
Statistical Restoration Algorithms
Statistical algorithms are the most sophisticated set of algorithms available for solving
the image restoration problem. They have a framework that is based on the assumed
probability density function (PDF) of the measurement and the object estimated. They
can additionally include regularization for noise removal. However, they are more
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complex and computationally more intensive than the linear and non-iterative
methods.
The expectation maximization (EM) algorithm gives the maximum likelihood
estimate of the true specimen function by iteratively maximizing the log-likelihood of
the error. This algorithm was independently proposed by Richardson 44, Lucy45 and
Dempster 46 for different applications. The EM algorithm is a two-step process
comprising of an expectation (E) step and a maximization (M) step. Conchello 47
studied the super-resolution and convergence properties of the algorithm concluding
that it is monotonically converging and also solves accurately for under-resolved
objects making it a very computationally efficient algorithm.
The EM is an extremely accurate algorithm but the number of iterations
required for convergence is high. Practical applications of COSM require a tradeoff
between accuracy and speed emphasizing the need for a faster algorithm. The
conjugate gradient (CG) type iteration scheme has been a choice for fast convergent
algorithms. Schafer et al. 48 introduced a method for finding the step size using a
Hessian matrix in a CG based algorithm. This work also developed an accelerated
maximum likelihood image restoration algorithm with CG iteration scheme for
Gaussian noise with a modified Tikhonov regularization. This algorithm has a
disadvantage of possibly getting stuck at a local minima exhibiting pseudoconvergence, hence it’s not monotonically decreasing like the EM algorithm.
Blind Restoration Algorithms
Both deterministic and statistical algorithms are dependent on well-modeled or well
acquired PSFs. Finding these PSFs is a challenging task because of noise and detector
inefficiency in experimental conditions and incomplete system definition in
18

theoretical cases. Blind deconvolution (BD) methods simultaneously estimate the
microscope PSF and the original 3-D specimen image 49, 50. An iterative ML type of
blind estimation involves a two-step process per iteration where the image generated
by the estimated object and a known PSF is compared to the acquired image and
minimized. The second step repeats this assuming that the object is known and the
PSF is unknown to generate a new estimated PSF. Blind algorithms rely on
constraints to converge to a solution. Constraining the PSF to be circularly symmetric,
band-limited and non-negative are some techniques. These set of algorithms are not
particularly useful for ill-posed problems but offer an alternate approach to make
restoration independent of any assumptions about the system.
Depth Variant Statistical Restoration Algorithms
The CG and EM algorithms have been adapted for use with a depth variant imaging
models. The depth variant EM (DV-EM) algorithm was first suggested by Preza and
Conchello 9 and showed improvement in restoring spherically aberrant images using
the strata model. Yuan and Preza 33 incorporated the PCA representation of the DVPSFs into an EM algorithm, creating the PCA-EM algorithm. Both these algorithms
show similar accuracy in restoration even in the presence of noise although the PCAEM is much faster34.
The CG algorithm was also extended for depth variant imaging (DV-CG) with
the strata model and was further explored by Rahman et. al.51, where comparisons
with other algorithms support its advantage in terms of iterations required for
convergence. The number of convolutions per iteration for DV-CG depends on the
number of strata used. PCA can be used to represent the DV-PSFs using fewer
components and speed up the algorithm.
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Table 1: Comparison between Algorithms for Restoration of 3D images in COSM
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All the algorithms discussed in this sub-section have their own set of
advantages. For 3D SV imaging there is a trade-off between accuracy and speed. The
two algorithms best suited for this purpose are the PCA-EM and the DV-CG. A
desirable 3D SV restoration algorithm would exhibit the fast convergence of the CG
algorithm with the efficiency of PSF representation using the PCA approach.
1.2.5. The Need to Account for Specimen Properties
Spatial variability in the RI of samples is attributed to the variability of their cellular
components52. Lung tissue, for example, demonstrates RI variability because there is
air (RI = 1.00) in the alveoli, which are surrounded by cellular material with RI
between 1.30-1.4153, 54. 3D imaging of such specimen with wide-field microscopy
suffers from both defocus and spherical aberration (SA). 3D imaging with confocal or
structured illumination microscopy, though not affected by defocus, is still prone to
SA 55, 56. Light emitted by points located deep in the specimen layer must pass
through layers whose thicknesses and RI can vary significantly from the layers in the
ideally designed system.
Spatial variance in the RI of cells investigated by many researchers including
Beuthan et al.57 who showed that the nucleus and the cell membrane have different
optical properties than the rest of the cell. Liang et al.58 also studied the RI of cells
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using IC circuits for disease diagnosis. Schmitt et al. 59 showed the structure of the RI
inhomogeneity in a variety of mammalian tissues.
The structure of the thick tissue influences the RI and each sample is
associated with a unique RI map. The 3D RI map allows for the development of novel
COSM methods that provide solutions to SV image, like ours. This unique sample RI
map can be obtained from a 3D phase image of the sample, discussed in the next
section.
Refractive Index derivation using Phase Imaging
Specimens have the property of changing the phase of light that passes through them
due to spatial variations in their RI and thickness; this change can be exploited by
specialized microscope setups to generate image intensity variations (contrast) 60.
There are many methods to accomplish this; Differential Interference Contrast (DIC)
based Quantitative Phase Microscopy61, Quantitative Phase Amplitude Microscopy
(QPAM) 62, Digital holographic phase microscopy (DHM) 63 and many others. In the
DIC-based approach used in the CIRL, the quantitative phase (∆𝜙) of the sample can
be derived with a rotational diversity technique proposed by Preza64 that uses an
iterative phase-estimation method for the calculation of a specimen’s phase function
distribution from multiple (at least two) DIC microscopy images. Another method
developed based on DIC is the one by Arnison et al. 65, in which a spiral phase
integration (SPI) technique is applied to phase shifted-DIC images to obtain the
quantitative phase of the object. SPI was experimentally implemented and calibrated
by King et al. 66.
Many researchers have spent time optimizing RI derivation based on the
sample’s phase image. The RI of a biological specimen holds clues about the
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biological properties of the specimen. For example, the RI of a cell can be possibly
used to diagnose cancer since cancerous and non-cancerous cells have different RI63.
RI plays an important role in the use of optical fibers hence many techniques have
been proposed to determine the refractive index profile of fiber, which have been
adapted for imaging biological specimen. For example, Ampem-Lasen et al. 67 used
QPAM to derive the RI of optical fibers.
The space variant RI within a cell was determined with a margin of error
around 0.004 using QPAM in conjunction with confocal microscopy by Curl et al. 52
In their approach, the phase of the sample was obtained using the transport of
intensity (TIE) algorithm while the thickness of the sample was obtained with
confocal microscopy by taking a z stack of 2D fluorescence images and locating the
highest intensity along z for each pixel location. In another study, Tearney et al. 68
found the RIs of human skin, adipose tissue and muscle using optical coherence
tomography to track the focal length shift that results from translating the focus along
the optic axis within the tissue. The RI and cell morphometry of live cells was
studied using DHM by Rappaz et al. 69. The phase was extracted from the interference
pattern generated from the reference beam and the beam through the cell. This phase
was used to obtain the RI of the sample. Keeping the thickness constant but changing
the RI of the surrounding immersion media two phase patterns were generated which
were solely dependent on the RI of the sample. Sierra et al. 70 suggested a multimodal
iterative method to reconstruct the spatial distribution of the RI, combining
information from two phase microscopy techniques, viz. DIC and optical quadrature
microscopy (OQM). The DIC image was used to predict object boundaries, and
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iterative estimation of the RI within these boundaries was guided by the OQM
images.
In this section techniques to retrieve the RI of the specimen based on phase
imaging were briefly discussed to show that there has been a growing interest in this
area. However, this topic is beyond the scope of this dissertation. In this dissertation,
it is assumed that the 3D RI map of the sample is available to us. Based on this
assumption, a research problem and its solution have been formulated as part of this
dissertation. In the next Chapter the contribution of this dissertation is presented.
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2. Contributions of the Dissertation

In this section the research problem addressed by the dissertation is discussed in
detail. The individual pieces that come together to give a novel contribution in the
field of computational microscopy are also elaborated here.
2.1 Motivation and Research Problem
New frontiers in biological imaging are not only focused on super- resolution but also
on the ability of the system to conserve light, i.e., photon efficiency. Modern superresolution fluorescence microscopy techniques like confocal, STED, PALM and
STORM offer an advantage with resolution, at the cost of photon efficiency. These
techniques eliminate out of focus light, by using a pin-hole or bleaching hence
reducing the number of collected photons. Modern statistical algorithms when
implemented on COSM framework offers resolution similar to that of confocal but
reassigns photon to their true spatial location reducing out-of-focus light as well as
aberrations. COSM not only conserves photons but also offers advantage in terms of
reduction of noise, exposure time and super-resolution.
Biological data is not only thick but has RI variance due to change in media
with the volume, like lung tissue, elaborated in the previous section. This
phenomenon introduces space-variance due to SA. COSM being a computational
technique is based on the accuracy of modelling. Space-variance ,i.e., both axial and
lateral variance in 3D fluorescence, is acknowledged in fluorescence microscopy but
the computational burden and lack of information about specimen properties has
prevented further research in this area. A comprehensive solution for imaging thick
samples is the research challenge this work attempts to solve.
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The research problem addressed by this dissertation can be broadly divided into
three parts:
1. An accurate PSF model
2. A space variant forward model
3. An optimized inverse imaging algorithm.
Accurate PSF modeling allows the formulation of the impulse response of the
system. It is essential to obtain accurate restoration of the image. The PSF models
commonly used in microscopy describe a 3 layer (coverslip, immersion medium and
specimen) system, i.e., the entire specimen is assumed to have a single RI. However,
spatial variability both in thickness and RI of the sample plays an integral role in
determining the PSF. A new model for PSF generation is vital to accurately describe
the system where it varies both in RI and thickness.
Light from a point source travels through stratified media, ,i.e., layers of different
RI to generate the PSF. Light from all point sources do not travel through the same
vertical arrangement of layers hence requiring an appropriate forward model. The
final image can be approximated as the collection of layers together forming a block
like approximation. There are methods to represent depth variance, but a truly SV
model is not yet available for fluorescence microscopy. Ideally the intensity at each
pixel would be computed with its own unique PSF model but it is not computationally
feasible. A forward model that accounts for the space-variance of the image without
introducing artifacts is essential in this study.
The space variance assumption, described above, introduces a high computational
burden (in terms of both computational time and memory) because approximations
based on multiple convolutions and SV-PSFs are required for accurate reconstruction.
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Hence the final key component to the solution of this problem is a fast converging
algorithm that optimizes the usage of resources.
A fourth component to the solution of this problem is knowledge of a 3D RI map
for the unknown sample. The imaging model and restoration method developed as
part of this dissertation require such an RI map. In this dissertation approximations to
RI maps were generated for simple test samples using multimodal microscopy and
available information from the literature about the sample. Currently, different
approaches based on quantitative phase imaging under development by different
research groups (including ours) 71, 72 , are promising in producing more accurate 3D
RI map of arbitrary samples.
2.2 Research Contributions
The novel contribution of this work lies in the three areas identified above. In this
section we will discuss the specific contributions under each broad topic.


An Accurate N-interface PSF Model


In this study, microscope and specimen derived parameters are
combined with a rigorous vectorial formulation to obtain a new PSF
model that accounts for additional aberrations due to specimen RI
variability.



Experimental evaluation and verification of the PSF model was
accomplished using images from 175-nm fluorescent beads in a
controlled test sample.



Fundamental experimental validation of the advantage of using
improved PSFs in depth-variant restoration was accomplished by
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restoring experimental data from beads (6 µm in diameter)
mounted in a test sample with RI variability.


The new PSF model was further validated by showing that its
prediction compares to an experimental PSF (determined from 175-nm
beads located below a thick rat lung slice) with a 42% improved
accuracy over the current PSF model prediction.



Space-Variant Forward Imaging Model
This study formulated a computationally efficient method for modeling space
variant image formation in 3D fluorescence microscopy which is called the
block-based forward model.


In this study a new forward imaging model was developed using a blockbased approach. In this approach, the object space is sectioned into nonoverlapping blocks where the size of the block is determined by the smallest
volume of uniform RI in the object space. The PSFs at discrete locations at
the block boundaries are assumed to be known. An optimized combination
of overlap-save and overlap-add methods of interpolation are used to obtain
the final SV (axially and laterally variant) image.



Simulated SV images of a numerical object comprising of similar structures
dispersed in a medium with spatially variant RI were computed using the
new imaging model in order to show the model’s ability in modeling SA due
to RI variation.



Evaluation and validation of the new model using images of fluorescent
microspheres (6-µm in diameter) dispersed in a controlled test sample with
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two distinct RIs were compared to simulated images of a numerical object
subjected to the same imaging condition


The dimensionality of the imaging problem was further reduced by
approximating the image formation process using a principal component
analysis (PCA) to represent a set of spatially-variant PSFs. Our results
demonstrate the applicability of the PCA approach and its utility in
computing the forward imaging model to generate space-variant images in a
computationally tractable time frame.



An Optimized Solution to the Inverse Imaging Problem
In this dissertation, the N-interface PSF model, the block-based forward
model and a previously-developed CG based restoration algorithm were
integrated to form a new restoration approach suitable for images from
optically thick samples. This method is the overarching contribution of this
thesis and is referred to as Block Based Restoration (BBR) throughout the
rest of the dissertation.


The BBR method solves a maximum likelihood estimation problem based
on Poisson statistics and using a regularization approach to ameliorate the
instability of the inverse imaging problem.



The BBR method was evaluated with simulated SV images of a test sample
with uniform structures suspended in media with variable RI. Restorations
obtained after only 25 iterations show improvements over results obtained
with current depth-variant and space-invariant methods.
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The BBR algorithm was applied to experimental SV images from controlled
samples. Restoration results were shown to be consistent with results from
simulated data, validating the BBR method.



A lung tissue phantom was numerically modelled and used in simulation to
show the effect of RI variance (RI = 1.00 in air-filled alveoli while RI =
1.336 in edema, or fluid-filled, alveoli) on the 3D image of the phantom and
its restoration. This investigation highlights the potential use of the BBR
method in lung tissue imaging.



Modelling of an approximate sample RI map for test samples using
multimodal imaging


The region of interest within the sample was imaged simultaneously using
DIC, and fluorescence modes of microscopy. The contrast variability
observed in DIC due to change in the RI as well as thickness of the sample
indicates a spatial change in media. The BBR algorithm then relies on
information from the literature about the RI of different media to obtain the
3D RI map of the sample from the DIC image.

The contribution of this dissertation is a computational approach that provides
improved fluorescence images of thick samples with SV RI. This was accomplished
by addressing challenges in SV imaging including: PSF modelling, development of a
new SV forward imaging model and a computationally-practical restoration method.
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3. N-interface Point Spread Function
This chapter is a paper published in the Journal of Biomedical Optics.
S Ghosh and C Preza; "Fluorescence microscopy point spread function model
accounting for aberrations due to refractive index variability within a specimen," J.
Biomed. Opt., 20(7), 075003 (2015). doi:10.1117/1.JBO.20.7.075003.
Abstract: A three-dimensional (3D) point-spread function (PSF) model for widefield
fluorescence microscopy, suitable for imaging samples with variable refractive index
(RI) in multi-layered media, is presented. This PSF model is a key component for
accurate 3D image restoration of thick biological samples, such as lung tissue. In this
study, microscope and specimen derived parameters are combined with a rigorous
vectorial formulation to obtain a new PSF model that accounts for additional
aberrations due to specimen RI variability. Experimental evaluation and verification
of the PSF model was accomplished using images from 175-nm fluorescent beads in a
controlled test sample. Fundamental experimental validation of the advantage of using
improved PSFs in depth-variant restoration was accomplished by restoring
experimental data from beads (6 µm in diameter) mounted in a sample with RI
variation. In the investigated study, improvement in restoration accuracy in the range
of 18%-35% was observed when PSFs from the proposed model were used over
restoration using PSFs from an existing model. The new PSF model was further
validated by showing that its prediction compares to an experimental PSF (determined
from 175-nm beads located below a thick rat lung slice) with a 42% improved
accuracy over the current PSF model prediction.
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3.1. Introduction
The three-dimensional (3D) image of a point is affected by the limiting aperture of the
wide-field microscopy system, which prevents the formation of a perfect image. The
aperture fails to collect all the light emitted by the point source and also introduces a
diffraction pattern. Imaging through stratified media adds an additional challenge due
to refraction at media interfaces 73. The 3D image formation process can be modeled
as an integral operation of the true fluorescence distribution with the point spread
functions (PSFs) of the system, which is the impulse response of the system 12.
Computational optical sectioning microscopy (COSM)2 algorithms restore the true
object intensities from the acquired image using prior knowledge about the imaging
conditions, including the PSF of the system48. The accuracy of the restoration is
contingent on the accuracy of the PSF model, which this study aims to improve by
incorporating the impact of a specimen on the overall system response.
Biological specimens are thicker (> 5 µm) than the depth of field of a high
numerical aperture (NA) lens (< 0.2 µm) and have a variable refractive index (RI),
which is different from the RI of the immersion medium and of the coverslip. Spatial
variability in the RI of samples is attributed to the variability of their cellular
components52. Lung tissue, for example, demonstrates RI variability because there is
air (RI = 1.00) in the alveoli which are surrounded by cellular material with RI
between 1.30-1.4153, 54. 3D imaging of such specimen with wide-field microscopy
suffers from both defocus and spherical aberration (SA). 3D imaging with confocal or
structured illumination microscopy, though not affected by defocus, is still prone to
SA 55, 56. Light emitted by points located deep in the specimen layer must pass
through layers whose thicknesses and RI can vary significantly from the layers in the
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ideally designed system. Refraction between the non-design layers affects the
spherical wave-front of the propagated light resulting in a larger spread of the focus,
thus reducing both resolution and peak intensity6. This phenomenon poses a
challenge to restoration algorithms in COSM creating the need for a new paradigm.
The variability of the PSF due to change in SA throughout the specimen
introduces the challenge of space-variant (SV) imaging. Depth variant imaging, ,i.e.,,
variance along Z has been investigated by many researchers9, 10, 74. Our work has been
focused on developing solutions for the SV imaging problem based on integrating
four on-going lines of investigation: (a) development of a methodology to derive the
sample RI72; (b) development of an accurate but practical PSF model (reported in this
paper); (c) a block-based imaging model75, 76 that integrates multiple PSFs (computed
with the model proposed here) to approximate the SV forward image; and (d) a
restoration algorithm based on the block-based SV-imaging model. The new PSF
model presented here extends the mathematical formulation in existing models 17, 19
and is a key component within our broader goal that aims to restore images of thick
biological samples using practical model-based computational algorithms.
Experimental PSFs, obtained by imaging small point-like sources, such as subresolved fluorescent spheres within a specimen, can provide an accurate
representation of the system’s response for specific imaging conditions77. However,
experimental PSFs are not easy to measure11 and they tend to have reduced signal to
noise ratio (SNR) and poor sampling due to the efficiency of the detector78. Analytical
PSFs, on the other hand, are limited by model assumptions based on our knowledge of
the system and specimen. Improved theoretical PSF models contribute to the
development of COSM by enabling computation of more accurate imaging models
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which are robust to restorations, and by avoiding the acquisition of multiple
experimental PSFs for each restoration.
Initial models12, 14 developed for 3D PSFs assumed that the specimen is thin
with a uniform RI and that it is placed directly under the coverslip; all these
assumptions do not hold for most biological samples. Prevalent models 17, 19 account
for SA due to thickness but the RI of the sample is assumed to be uniform throughout.
In the study presented in this paper, a specimen is modelled to have multiple layers of
variant RI, which is accounted within the mathematical formulation of the extended
PSF model.
The widely used Gibson and Lanni (G&L) PSF model 17 is optimized for a 3interface stratification assumed in microscopy systems, comprising of the oil
immersion lens (RI = 1.512), the coverslip (RI = 1.522), and the specimen with an
average RI close to water (RI = 1.33). The use of design and actual imaging
conditions and efficient calculations make the G&L model prevalent, but it is
challenged for high-NA lenses because the extremal rays impinge with large angles of
incidence at interfaces. This challenge can be overcome by a vectorial PSF model,
such as the one proposed by Török and Varga 15. The Török and Varga (T&V) model
accounts for RI variance within the sample by extending the Born and Wolf model 73
of diffraction for a stratified medium by application of the Fresnel refraction law. The
model is rigorous but uses parameters, such as the initial aberration function, which
cannot be directly determined from the microscope imaging conditions.
Haeberlé 19 combined the optical path difference (OPD) described in the G&L
model with the vectorial representation of the PSF provided by the T&V model, to
give a more accurate PSF using the design and actual acquisition parameters. The
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Haeberlé representation of the PSF model has been proven effective in restoring
microscope acquired images 51, 79. The PSF model discussed in this paper was
developed using an approach similar to the one presented by Haeberlé, and it
represents an extension of his model, which assumes that the sample has a uniform
RI. The new PSF model presented here accounts for a spatially variant sample RI by
assuming that different layers within the sample can have a different RI, and thereby
approximating more accurately the imaging conditions than previous models while
keeping the computations tractable.
In our overall approach, the RI variability within the specimen is represented
by a finite arrangement of non-overlapping blocks (Figure 10) where the RI is
assumed to be a constant within each block75. The block size is determined by the
smallest volume within the sample where the RI can be assumed to be constant, since
very small variations in RI do not appreciably affect the PSF. This approximation,
models more accurately specimen RI by allowing it to vary not only axially but also
laterally. Light from a point source travels through all the blocks directly above it, and
each interface between two blocks introduces a change in the optical path, influencing
the formation of its PSF. The PSF model presented here is implemented on a stratified
column formed by isolating a series of axially stacked blocks directly above the point
source (Figure 6). Each point source is associated with its own stratified column,
which allows PSF computation using the new model. This arrangement is further
elucidated in Figure 6. In the rest of the paper we refer to our proposed model as the
N-interface PSF model.
The computation of the optical path difference (OPD) in the imaging system
using only three layers (,i.e.,, the lens’ immersion medium, the coverslip and the
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specimen) has been understood to be an approximation, which is not easy to relax
because variability within the specimen is hard to model uniquely. Advances in
understanding the properties of samples are currently being studied using quantitative
phase microscopy approaches. Specimens have the property of changing the phase of
light that passes through them due to spatial variations in their RI and thickness; this
change can be exploited by specialized microscope setups to generate image intensity
variations (contrast)72. 3D RI maps of objects have been investigated using phase
contrast microscopy 59 and tomographic phase microscopy 80. The RI of lung cells has
been studied using a combination of confocal and quantitative phase amplitude
microscopy (QPAM)52.
Kam et al. 22 modelled the change in RI using specimen phase information and
a ray tracing method to obtain the aberrant PSF. However ray tracing based on ray
optics, is not computationally practical in iterative restoration algorithms because raytracing attempts to restore one pixel at a time. Hiware et al. 21 extended the OPD of
the G&L model to include the variation of turbulent but small RI variances (0.0010.005) within the sample as suggested by Schmitt 59. The Schmitt sample
approximation is not suitable for specimens with large RI variances (1.00-1.49) such
as those encountered in ex-vivo lung tissue81 (discussed previously). Our investigation
with a 63x1.4 NA oil immersion lens, has shown that for a watery sample (a common
assumption for many biological samples) a 0.5% change in the RI (,i.e.,, a change
from 1.333 to 1.338) results in >1% change in the PSF (quantified by a mean square
error) at a 10-50 µm depth range within the sample, which is negligible with respect
to imaging and restoration. The proposed PSF model is not limited to such small RI
variations.
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The paper is organized as follows: Section 2 discusses the mathematical
formulation of the N-interface PSF model. The validity of the new PSF model for
specimen with RI variance is investigated using experimental results and it is
discussed in Section 3. The effect of RI variance within the specimen on the response
of a typical system is studied using simulated N-interface PSFs in Section 4. The use
and advantage of N-interface PSFs in the restoration of 3D images of 6 µm in
diameter bead is presented in Section 5. The model is further evaluated using images
of point sources placed below rat lung slices in Section 6. A summary of the findings
from this study and further developments are discussed in Section 7.
3.2.Mathematical Models
This section describes the mathematical formulation developed for the Ninterface PSF model. The new PSF model introduced in this paper, accounts for RI
variation within the specimen modeled over N (≥ 3) interfaces between layers, such as
the lens’ immersion medium, the coverslip, and one or more interfaces within the
specimen.
The PSF model presented here requires a 3D sample RI map, n(x,y,z), for the
determination of the optical path length (OPL). The OPL is the product of RI and the
physical distance that light travels when it propagates through the sample. The
determination of the sample RI map is a challenging problem that has been tackled by
several groups52, 54, 80 including ours72. Our overarching method described in Section
1, utilizes an automated multi-modal microscope capable of 3D wide-field
fluorescence microscopy and DIC microscopy, which facilitates the determination of
sample RI and thickness from quantitative phase derived from DIC images 72. In our
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formulation the N-interface PSF model assumes that a specimen 3D RI map is
available.

Figure 6. An N-interface PSF model: (a) Specimen with SV RI divided into blocks
with each block having a uniform RI. Light rays from a unique point source (indicated
by green dot) travel through blocks, with different RIs, directly above it. The axially
stacked blocks (which look like a column) are isolated by the model to calculate the
PSF. (b) Schematic diagram of the light path from a point source on the optical axis to
the objective lens within a unique column. The light travels through the specimen
with multiple layers of varying RIs in addition to the layer of the immersion medium
and the cover-glass. ni, ng and nsk are the refractive indices of the immersion medium,
coverglass and sample respectively, while, ti , tg and tsk are their corresponding
thicknesses.; h1, h2 and hN are the locations of the interfaces. In the design system,
the point source is located just under the coverslip at P, but for thicker samples its
location, at A, which is deeper within the sample. Variables marked with a “*”
represent design parameters as opposed to the non-design (actual) parameters. The
design optical path is PQRS while ABCD is the non-design (actual) optical path
through the stratified medium; their difference is the optical path difference.

Our model assumes that the imaging system comprises of N-1 stratified layers
with distinct RIs that would not cause total internal reflection or generation of
evanescent waves, as presented in the T&V model 15. The optical path difference
38

(OPD) is the change in the OPL between corresponding rays from the design and nondesign system that pass through the same point in the back-focal plane as defined in
17

. The OPD used in the G&L model 17 is modified here to account for a stratified

specimen with variable RI, to consequently model more accurately the influence of
the sample on the amount of SA.
The OPD is based on Snell’s law of refraction and the Abbe sine condition 82, as:
K

OPD  OPDi  OPDg   OPDsk  ABCD  PQRS

(1)

k 1

where OPDi is the OPD introduced by the immersion medium, OPDg is the OPD
introduced by the coverglass and

K

 OPD
k 1

sk

is the sum of all the OPDs introduced by

the K layers within the specimen. Eq. 1 based on derivations elaborated in 17 can be
rewritten as:
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where ni , ng , and ns are the RI of the immersion medium, coverglass and sample,
k

accordingly while ti , t g and ts are their corresponding thicknesses, K is the number of
k

specimen layers. The overall system has N (N = K+2) layers with the additional
layers belonging to the immersion medium and coverglass. Terms with a “*” indicate
objective lens design conditions.



is the angle both rays (ABCD and PQRS Figure 6)

entering the frontal lens of the objective make with the horizontal axis. As assumed in
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(2)

the G&L model, the normalized radius in the back focal plane (where ρ = 0 at the
optical axis and ρ = 1 at the edge of the projection of the microscope's limiting
aperture onto the back focal plane) can be expressed as   na sin a / NA , where NA is
the numerical aperture of the objective lens, while the origin of the (x,y,z) coordinate
system is at the Gaussian focus point and thus, ∆z is the defocus of the system.  a is
the angle the ray makes with the horizontal axis when entering in the ath layer (,i.e.,,
the angle of incidence), and na is the corresponding RI, where (a = 1,.., N).
In the following equations we show that the OPD in Eq. 1 and the aberration function
(Ψ) in 15 are approximately equivalent, justifying the use of the OPD in the vectorial
model proposed by Török and Varga 15.
The entire system is assumed to be composed of individual interfaces of the N
stratified layers which are located axially at z  h1 , h2 ,..., hN 1 as defined in 15. The
layers are assumed to be separate regions of homogenous and isotropic material, with
RI of n1 , n2 ,..., nN , correspondingly. The angle of incidence at the first interface is
denoted by 1 and the angle in the Nth medium by  N .The aberration function (Eq. 28
from 15) can be written as:
N 1

  h1n1 cos 1  (h3  h2 )n2 cos 2  hN 1nN cos N   (hl 1  hl )nl cos l

(3)

l 3

In Eq. 4 we map the notation of the modified G&L OPD parameters (Eq. 2) to
the notation of the terms in Eq. 3. The specimen comprises of K stratified layers as
indicated above, with each layer having RI, ns  nl where (k = 1, 2, … , K and l = 3,…,
k

N ). The RIs of the immersion medium and coverglass are defined as ni  n1 and ng  n2 ,
respectively. The thickness of the immersion medium and the coverglass are defined
as ti and tg  h3  h2 , respectively. The thickness of the Kth (where the point source is
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located) layer is defined as tS

 hN 1

K

while the thickness of all the other specimen

layers are defined as ts  hl 1  hl where (k = 1, 2, … , K-1; l = 3,4,…, N-1). The
k

normalized radius (ρ) in the back-focal plane can be used to determine the terms
cos  m 

1  sin 2  m 

  NA 
1 

 nm 

2

for m = 1, 2, … , N .

Modern objective lenses are compensated for design parameters like the RI
and thickness of the coverslip and the immersion medium, which are not present in
the T&V PSF model 15. Like Haeberlé 19, we borrow the compensation terms ti* and t g *
for the design thickness of the immersion medium and coverglass, respectively, and ni*
and ng * for their corresponding RIs, from the G&L model. These compensation factors
are subtracted from the aberration function (ψ) defined in Eq. 3 and are the fourth and
fifth terms in Eq. 4 below. The second and last term in Eq. 3 are combined to form the
third term in Eq. 4, which together describe the properties of the specimen. Replacing
the variables in the aberration function (ψ) with notations from the G&L model and
adding the compensation terms we can update Eq.3 to generate Eq. 4 below:
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(4)

In Eq. 4, all the parameters can be determined from the microscope apart from
h1 , which varies as the position of the lens varies when it is focused deeper within the

sample. We use Figure 6 to rewrite h1 in terms of the other described variables so that
the mathematical formulation is independent of it. It can be written as

41

K t
 z t g t g * ti*
s
h1  ni 
  *  *  k
 ni ng ng
n
n
k 1 sk
i







(5)

Hence the first term in Eq. 4 can be written as:
K t
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Replacing h1 (Eq. 5) in Eq. 4 we observe, that all the terms of the Eq. 2 are
present in Eq. 4. This substitution allows us to show that OPD   for a system with RI
variability within the specimen.
For completion, we rewrite the PSF, using the OPD in Eq. 2. The PSF at any arbitrary
point ( x, y, z) is calculated from the electrical field
PSF  ENx  ENy  ENz

E as

in 15:

2

ENx  i( I 0( N )  I 2( N ) cos 2 ); ENy  i( I 2( N ) s in2 ); ENz  2 I 1( N ) cos 

(7)

where ENx , ENy and ENz are the directional electric fields (with  in spherical polar
coordinates) of a typical ray in the Nth medium. The illumination integrals I 0( N ) , I1( N ) and
I 2( N )

of the electrical fields are:


I 0( N )   cos 1 sin 1 J 0 (k1 x 2  y 2 sin 1 )
0

 (Ts( N 1)  Tp( N 1) cos  N ) exp(ik0 OPD)  exp(ik N z cos  N ) d1


I1( N )   cos 1 sin 1 J1 (k1 x 2  y 2 sin 1 )

(8)

0

 (T

( N 1)
p

sin  N ) exp(ik0 OPD)  exp(ik N z cos  N ) d1



I 2( N )   cos 1 sin 1 J 2 (k1 x 2  y 2 sin 1 )
0

 (Ts( N 1)  Tp( N 1) cos  N ) exp(ik0 OPD)  exp(ik N z cos  N ) d1

where J n is the Bessel function of the first kind and of order n; and k N is the
wavenumber in the Nth medium. Tm( N 1) is the transmission coefficient of the stratified
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layers, where m = s, p indicates the directionality of the polarized light traversing
through the Nth-1 medium. The derivation of Eq. 7 and further explanation of all the
parameters are described in detail in 15.
This N-interface PSF model is a reformulation of the T&V model 15 using
easily accessible parameters as in the G&L model 17 for specimens with non-uniform
RI. The new N-interface PSF model was implemented in Matlab by extending the
code originally developed for the Haeberlé PSF model 83. The experimental
evaluation of the N-interface model and its use in restoration is demonstrated in the
next sections.
3.3. Evaluation of the N-interface PSF model
To establish the accuracy of the theoretical model developed in Section 3.2,
experimentally acquired PSFs from spatially variant samples are compared to
simulated N-interface PSFs. This section discusses the details for acquiring
experimental PSFs (Section 3.3.1) and simulating corresponding theoretical PSFs
(Section 3.3.2), and provides results from a comparison between theoretical and
experimental PSFs (Section 3.3.3).
3.3.1. Experimental acquisition of PSFs from test samples with depth-variant
refractive index
Experimental PSFs were imaged from samples with sub-resolved beads using a Zeiss
Axio Imager (Carl Zeiss Microscopy GmbH, Germany) with optical sectioning
capability and an AxioCam MRm camera.
Molecular Probes® FluoSpheres®, 0.175 μm in diameter stained with Alexa
Fluor® were dried on a microscope slide and sealed with UV-cured optical cement
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(Norland Optical Adhesive 63 (NOA63), Norland Products, NJ ) with RI = 1.56.
Another layer of FluoSpheres®, stained with DAPI, were dried onto the optical
cement. The layers sealed with submerged in ProLong® Gold antifade reagent (RI =
1.46) (a mountant used extensively in fluorescence microscopy to prevent photobleaching and preserve the fluorescence labelling for long-term storage and analysis).
A layer of Rhodamine dyed FluoSpheres® were dried on the coverslip, which was
carefully placed onto the sample and sealed.
The distance between the best focus of the different color beads present at
each layer of the test sample was used to obtain the thickness of each layer. This
method has been proven effective to obtain the approximate depth of the sample79 and
has also been verified using guides etched on the coverslip51. A schematic diagram of
this system is shown in Figure 7a. The distance between the coverslip-mountant
interface to the mountant-optical cement interface was determined to be ~45 μm,
while the distance from the mountant-optical cement interface to the bead was
determined to be ~43 μm (Figure 7a). A 63x/1.4 NA oil lens was used for imaging.
The captured 3D images have a cubic voxel with size of 0.10 μm in X, Y and Z
direction.
3.3.2. Simulation of N-interface PSFs for comparison with experimental data
To establish the validity of the new N-interface PSF model introduced in Section 3.2,
theoretical PSFs were computed with parameters from the experimental setup
described in Section 3.3.1. PSFs from the existing Haeberlé model 19 were calculated
for comparison assuming that the specimen has a uniform RI, because the model
cannot account for RI variance within the sample. A common practice is to compute
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an average RI from the different sample constituents. A weighted average RI for a
stratified sample can be determined by:
K

RI avg 

t
k 1

sk

nsk

(9)

ttot

where ttot is the total thickness of the specimen, while ts and ns are the thickness and
k

k

RI of the kth sample layer, respectively.
For this study, 4 PSFs were generated as follows: (1) An N-interface PSF using
the exact sample parameters of the experimental system, ,i.e.,, a specimen with two
different layers of media (RI = 1.46 with thickness of 45 μm and RI = 1.56 with
thickness 43 μm as in Figure 7a); and (2) Three PSFs using the existing Haeberlé
model assuming specimens with uniform RI [with RI = 1.56 (for optical cement
NOA63), RI = 1.46 (for mountant ProLong® Gold antifade reagent) and RIavg = 1.51
(calculated using Eq. 9)] and the experimental information), with a total thickness of
88 (= 45 + 43) μm.
The numerical PSFs were convolved with a simulated 175 nm in diameter sphere
to accurately represent the experimentally determined PSF. The values of the
simulated PSFs were scaled by 104 AU to match the intensity range of the
experimental data for faithful normalization. The intensity values of the PSFs were
normalized between 0 and 1 and the peaks were aligned for comparison with the
experimental data. Simulated and experimental PSFs were compared to evaluate the
accuracy of the new PSF model and its accuracy over the existing model. The results
are presented in the Section 3.3.3 below.
3.3.3. Evaluation of the theoretical N-interface PSF model using experimental
data
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In this section, simulated PSFs (discussed in Section 3.3.2) generated from the Ninterface PSF model are compared to experimental PSFs discussed in Sections 3.3.1
for model evaluation, and also to simulated PSFs generated using the existing
Haeberlé PSF model to highlight changes between the new and existing PSF models.

Figure 7: Experimental Verification of the N-interface PSF model. (a) Schematic of
imaging layers in experimental setup and test sample. (b) Experimentally acquired
PSF. (c) Simulated PSF for a matched N-interface system, with specimen medium
closer to the coverglass as ProLong® Gold (RI = 1.46 and thickness 45 μm) and
specimen medium closer to the slide as optical cement (NOA 63, RI = 1.56 and
thickness 43 μm). Simulated PSF for a 3-interface system assuming a uniform
specimen medium with RI: (d) 1.46 (ProLong® Gold), (e) 1.56 (optical cement, NOA
63); and (f) 1.51 (RIavg using Eq. 9), with thickness 88 μm for all cases. (g) Axial
intensity profiles through the center of (b, c& f). Imaging parameters: 63x/1.4 NA oil
lens (RI = 1.512); grid size 100x100x300; wavelength 535 nm; axial and lateral
spacing = 0.1 μm. Scale bar: 2.6 μm. PSF intensities were normalized from 0 to 1.

46

The experimental PSF image acquired using the conditions described in Section
3.3.1 is shown in c shows the XZ cross-section of the simulated PSF computed using
the N-interface model for a 4-layer system with parameters that match the
experimental system. Qualitative comparison shows that the PSFs in Figure 7b and
Figure 7c are similar, especially with respect to the direction of the PSF side lobes.
PSFs computed using the Haeberlé PSF model for specimen RI equal to that of optical
cement (Figure 7e), ProLong® Gold (Figure 7d) and averaged RI (Figure 7f). In
Figure 7c, light experiences negative SA 8 because it travels from a lower to a higher
RI medium (1.46 < 1.512) while on the other hand in Figure 7e light experiences
positive SA because it travels from a higher RI (1.56) to a lower one.
Quantitative comparison using axial profiles through the PSFs (Figure 7g) shows
that the N-interface-system PSF is in better agreement with the experimental data than
the PSFs from the 3-interface systems. The central lobes of the experimental and
simulated PSF from the N-interface system overlap. The location of the secondary
maxima and minima also co-localize indicating agreement between the experiment
and simulation. The axial profile through Figure 7f has the same direction of
aberration but the secondary lobes do not localize with the 4-interface PSF and are
also higher in intensity, indicating that it experiences less SA. To quantify the
deviation of the different theoretical PSFs from the experimental PSF, a normalized
mean square error (NMSE) metric 84 was computed. The experimental PSF was used
as a reference and the calculated NMSE values are 0.13, 0.41, 0.57, and 0.23,
respectively for the N-interface PSF, and the PSFs from the existing model assuming
specimen RI=1.46, RI=1.56 and RI=1.51, respectively. The NMSE reinforces the fact
that the PSF generated using the N-interface PSF is closest to the experimental PSF.
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The accuracy of the N-interface model PSFs for a specimen with variable RI was
shown in this section. The mismatch in PSFs caused by assuming the specimen has
uniform RI is also highlighted here.

3.4. Effect of sample refractive index variance on the N-interface PSF
To further demonstrate the need of an N-interface PSF model, simulations were
performed to observe and quantify the effect of RI variance within a specimen on the
imaging PSF. PSFs were simulated for typical systems with a different number of
interfaces and RI values along the imaging depth encountered by the light emitted
from a point source (Section 3.4.1). Section 3.4.2 studies and quantifies the impact of
RI variance on the shape of the PSF.
3.4.1. N-interface PSFs computed for different sample conditions
For comparison, two sets of theoretically predicted PSFs were computed and
investigated assuming that the point light source is in: 1) a specimen with a uniform
RI and 2) a specimen that has two or three different layered RIs. The RIs used in the
simulation were chosen to be similar to RIs of materials commonly found in
microscopy systems, such as air (RI = 1.00), water (RI = 1.33) and glycerol (RI =
1.47).
Simulations were carried out on a 256x256x256 grid with a cubic voxel of size of
0.1x0.1x0.1 μm. The emission wavelength was set to 488 nm and a 63X, NA 1.4 oilimmersed lens (RI = 1.512) was used. Five PSFs were generated assuming that the
point source of light is at a depth of 10 μm below the coverslip within different
specimens (Figure 8). In the five cases presented here, the specimen comprises of:
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(1) a single medium with RI = 1.47 with thickness 10 μm (Figure 8b).
(2) two different media, one with RI = 1.33 and the other with RI = 1.47, where
each layer is 5 μm thick (Figure 8c).
(3) two different media, one with RI = 1.00 and the other with RI = 1.47, where
each layer is 5 μm thick (Figure 8d).
(4) three different media, with RIs = 1.00, 1.33 and 1.47, correspondingly, where
each layer is 3.5 μm thick (Figure 8e).
(5) three different media as in specimen 4 above, but approximated by a single
RIavg = 1.27 (Eq. 9) and a single layer of thickness 10 μm (Figure 8f).
To quantify the deviation of the different theoretical PSFs from a reference PSF, a
normalized mean square error (NMSE) metric 84 was computed. PSF comparison and
discussion of the variability of the PSF with the RI change within the specimen is
summarized in the next section.
3.4.2. Quantification of PSF change with depth-variant RI within the specimen
The N-interface PSF model was used to generate PSFs for point sources of light
located under layers of different RI within different numerical samples, while keeping
other imaging conditions constant (including the overall sample thickness) as
described in Section 3.4.1.
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Figure 8: Change in PSF due to RI variability within the specimen: (a) Imaging
conditions in the simulated specimen for the N-interface PSF model evaluation. (L-R)
A schematic diagram indicating the layers through which the light from a point light
source propagates before encountering the coverslip. A 10 μm thick sample
comprising of: a point source under a single layer with RI =1.47 (specimen 1)
generating the 3-Interface PSF (shown in (b)); point source under 2 layers, where
layer 1 has RI = 1.47 and layer 2 has RI = 1.33 (specimen 2) generating a 4-interface
PSF (shown in (c)); point source under 2 layers, where layer 1 has RI = 1.47 and layer
2 has RI = 1.00 (specimen 3) generating a 4-interface PSF (shown in (d)); point
source under 3 layers, where layer 1 has RI = 1.47, layer 2 has RI = 1.00 and layer 3
has RI = 1.33 (specimen 4) generating a 5-Interface PSF (shown in (e)). The RIs in
specimen 4 are averaged using Eq.9 to obtain an average RI = 1.27 (specimen 5) to
generate a 3-Interface PSF (shown in (f)). (g) Axial intensity profile through the
center of the multi-interface PSFs shown in (b-f). The change between the PSFs is
quantified using the NMSE (value indicated on the images) computed w.r.t (a). Lens:
63x/1.4 NA oil immersion (RI 1.512); Wavelength: 488 nm; 3D grid size:
256x256x256; Axial and lateral spacing: 0.1μm. Image intensities are displayed using
a non-linear scale to facilitate visualization of small values.
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In Figure 8b-f show the XZ cross-sections of PSFs described in Section 3.4.
Figure 8g quantifies the change in the axial intensity of the PSFs (Figure 8a-d) due to
SA. The observed effects of SA are lowest for the 3-interface PSF (Figure 8a)
followed by the PSF with specimen 2 (Figure 8b) indicated by the highest peak
intensity and lowest secondary lobe intensities. The highest amount of SA is
experienced by the PSF from specimen 3 (Figure 8c) due to highest RI mismatch with
the coverglass and immersion medium. The PSF from specimen 4 (Figure 8d)
experiences SA in between the 4-interface PSFs (Figure 8c & d). Figure 8d and the
PSF from its averaged RI (Figure 8e) are quantitatively different as observed in
Figure 8f. The change in the PSFs is also quantified using the NMSE calculated w.r.t.
Figure 8b, which was chosen as the reference because it experiences the lowest SA.
The NMSE is equal to 0.43 for the PSF from specimen 2 (Figure 8b), 1.02 for
specimen 3 (Figure 8c), 0.89 for specimen 4 (Figure 8d), and 0.92 for specimen 5
(Figure 8e). The NMSE values corroborate with the inference from the intensity plots
in Figure 8f. Specimen 5 and specimen 4 have clearly different PSFs, indicating that
averaging the RI is not an acceptable solution to address specimen variability,
underlining the need for appropriate PSF modeling. These results highlight the PSF
variation due to SA at a fixed depth of 10 μm below the cover glass. The SA in this
study is only due to the depth variability of the RI within the specimen. This section
emphasizes the need to account for specimen properties in order to obtain a more
accurate PSF of the imaging conditions.
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3.5. Restoration of experimental and simulated images of samples with nonuniform RI using N-interface PSFs
An important role of the N-interface PSF model is its use in restoring images of
samples with non-uniform RI. This section provides results from a restoration study
using the proposed PSF. Data acquisition from a controlled sample with RI variance is
first described in Section 3.5.1. Simulation of the experimental system to serve as a
control set is discussed next in Section 3.5.2. The restoration results obtained from the
experimental and simulated data are discussed in detail in Section 3.5.3 to highlight
the advantage of using N-interface PSFs for spatially variant samples.
3.5.1. Experimental data acquisition from a sample with variable RI
FocalCheck™ microspheres, 6 μm in diameter labeled with DAPI throughout and a 1
μm fluorescent outer shell labeled with Alexa Fluor®, were imaged with a 63x/1.4NA
oil-immersion lens (RI = 1.515) using a Zeiss Axio Imager. The microspheres were
air-dried on the glass slide and then they were sealed with UV cured optical cement
(NOA63, RI = 1.56). A drop of mountant (ProLong® Gold antifade reagent cured for
24 hours (RI = 1.42)) was placed on top of the optical cement layer to introduce RI
variability within the specimen. A layer of FluoSpheres® (0.175 μm in diameter),
dyed with Rhodamine, were air-dried on top of the cured layer to demarcate the
interface between the optical cement and ProLong® Gold. A layer of FluoSpheres®
dyed with DAPI were air-dried on the coverslip to locate the exact location of the
coverslip. A 256x256x300 size image with a cubic voxel size equal to 0.10 μm in X,
Y and Z directions, was acquired.
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The location of the microscope stage recorded at the best focus of the various
beads in the sample was used to obtain the thickness of each layer. In future studies,
the accurate thickness and RI of the specimen will be derived using phase microscopy
based methods, described in Section 1. The distance from the coverslip- mountant
interface to the glycerol-mountant interface was determined to be ~44.5 µm using the
DAPI and Rhodamine stained marker beads. The distance from the Rhodamine
stained marker beads to the 6 μm microspheres was found to be equal to ~73 µm
(Figure 9a).
The FocalCheck™ microsphere test-sample was also imaged using the Zeiss
ApoTome structured-illumination attachment to assess more information about the
underlying sample needed to generate a numerical object that resembles the sample
accurately. The generation of simulated images comparable to the experimental image
is discussed in the next section.
3.5.2. Simulation of images from a sample with variable RI
Simulated images were computed based on a strata approximation model that
accounts for SA introduced due to changes in imaging depth within the sample 9, 20.
PSFs were computed using the N-interface model (N = 4) for a point light source in a
specimen with two different RIs equal to 1.42 and 1.56. The thickness of the
mountant layer (RI = 1.42) was set to 44.5 μm and the thickness of the optical cement
(RI = 1.56) was assumed to be between depths 70 μm and 76 μm covering the
diameter of the 6 μm bead. This simulated system was completely matched to the
experimental system.
The numerical object used in the simulations was generated on a 256 x 256 x
300 grid and a high intensity (104 AU) shell with an outer diameter of 6 µm and inner
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diameter of 4 µm. The same simulated image was restored using four different sets of
PSFs (A-D, described in Section3.5) to evaluate the effect of PSF model mismatch on
the restoration result. Noise was not introduced in the simulated data to isolate the
effect of the PSF variability on the restoration. The restored images computed from
the experimental and simulated data were studied and compared to demonstrate the
effect of the N-interface PSF on the restoration.
3.5.3. Comparison of restoration results from experimental and simulated images
The use of N-interface PSFs for restoration of experimental and simulated data
(presented in Sections 3.5.1 and 3.5.2) are discussed in this section. The restoration
results were obtained after 1000 iterations (a number determined experimentally to
yield acceptable results in practice) of the depth-variant expectation maximization
(DV-EM) algorithm 9 implemented in the COSMOS software 85.
For the restoration, four different sets of DV PSFs were used. Each set consisted
of 7 DV PSFs each computed at different depths (1 µm apart) covering a range of 6
µm within the bead, using the following PSF models and assumptions:
A. The N-interface model (N = 4) for a point light source in a specimen with two
different RIs equal to 1.42 and 1.56. The thickness of the mountant layer (RI =
1.42) was set to 44.5 μm, while the thickness of the optical cement (RI = 1.56)
was set between depths 70 and 76 μm, covering the diameter of the 6 μm bead.
The total thickness of the specimen, comprised of two distinct layers, was
approximately 117 (= 44.5 + 73) μm. This simulated system was completely
matched to the experimental system (Section 3.5.1 and 3.5.2).
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B. The existing PSF model (Haeberlé19) for a point light source in a specimen
with uniform RI equal to 1.56. For this case, it was assumed that the axial
extent of the specimen (comprised only of optical cement) was 117 μm, while
the PSF depths were taken in the range of 114-120 μm. The existing PSF
model (Haeberlé 19) for a point light source in a specimen but with uniform RI
= 1.42 for a thickness of 117 μm. PSF depths were set as in (B) above.
C. The existing PSF model for a point light source in the specimen described in
(A) above approximated by a single averaged RI = 1.50, calculated using the
experimental conditions and Eq. 9, for the same thickness range and PSF
depths as in (B).
Experimental images are degraded by aberrations other than SA hence a simulated
image of the shell was also computed and restored using similar conditions but devoid
of any other aberration. This study was done to validate that restoration artifacts
observed with the experimental data could be attributed to changes in the PSF.
Restorations with these PSFs are summarized in Figure 9.

Figure 9: Restoration of 6-µm in diameter spherical shell in a specimen with RI
variance. (a) Schematic for data acquisition. (b) True object. (c) Axial cross-section of
the experimentally acquired image. Axial cross-section of restored object from (c)
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using: (d) a set of 4-interface PSFs with model parameters matched to the
experimental conditions (set A described in the text); (e) set (B) of the 3-interface
PSFs for a specimen consisting of mountant only; (f) set (C) of the 3-interface PSFs
with the specimen consisting of optical cement (NOA63) only; and (g) set of (D) of
the 3-interface PSFs with the specimen assumed to have a single RI = 1.50, averaged
from the experimental conditions.(h) Axial intensity profile through the center of
restored images (d&g) and a simulated numerical shell used to compute the simulated
image(b). (i) Axial cross-section of the simulated image. Axial cross-section of
restored object from simulated image (i) using PSFs’ from: (j) set A; (k) set B; (l) set
C; and (m) set D. Grid size: 256x256x300. Scale bar: 6.4 µm. Pixel size: 0.1x0.1x0.1
µm. Lens parameters: 63x/1.4 NA oil lens (RI = 1.512). All images are normalized
and displayed on the same intensity scale.

The experimentally acquired image (Figure 9c) of 6 µm spherical shell exhibits
spreading of intensities and loss of structural integrity which is typical of wide-field
images experiencing SA. The axial asymmetry of the intensity and the direction of the
spread indicate the presence of positive SA. The experimental image restored with the
PSF computed from the N-interface PSF model (Figure 9d) appears qualitatively to be
the closest to a shell, when compared to the restored objects obtained with PSFs based
on a model that assumes the specimen has uniform RI (Figure 9e, 4f and 4g for
mountant, optical cement and the averaged RI, respectively). Figure 9e, 4f and 4g
show artifacts because the PSFs used in each case for the restoration does not account
for the RI variability within the sample. Figure 9g shows improved restoration when
compared to Figure 9e and f but shows more artifacts when compared to Figure 9d,
indicating the need to account for specimen variability in the PSF.
Results from simulation (bottom row of Figure 9) show consistency with
restoration results from the experimental data (top row of Figure 9) in terms of
accuracy and nature of artifacts. The simulated image (Figure 9i) agrees qualitatively
with the experimentally acquired image (Figure 9c) w.r.t. spreading and elongation of
the ring structure. The simulated image was restored using the matched N-interface
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PSFs, which were also used to generate the image (hence there is no PSF mismatch in
the restoration of the simulated image in Figure 9j), and consequently the restored
object (Figure 9j) converges to the true object. The artifacts observed in the restored
object when the 3-interface PSFs from the existing model are used instead (Figure 9k,
l and m, respectively), follow the trend of the artifacts observed in the reconstruction
of the experimental data (Figure 9e, f and g). The difference in the experimental
restoration (Figure 9d) from the ideal simulated result Figure 9j suggest a residual
model mismatch that could be attributed to the experimental parameters needed for
the computation of the 4-interface PSFs.
To emphasize the advantage of using the N-interface PSF model in restoration
over the existing 3-interface PSF model, intensity profiles from the restoration results
with different PSFs are compared in Figure 9h. The profile through the restored object
computed with the N-interface PSF (Figure 9d) is not only different from the
restoration with the averaged RI (Figure 9g) but also comes close to the true object
(Figure 9b). This result highlights that accounting the effect of sample properties in
the PSF model results in improved restoration of the sample’s intensity.
To further quantify the quality of restoration, the NMSE results are reported using
the simulated object as the standard. The NMSE of the experimental image restored
with the four cases studied is as follows: 1.80 with the PSF set (A) (Figure 9d); 2.63
with the PSF set (B) (Figure 9e); 2.79 with the PSF set (C) (Figure 9f); and 2.19 with
the PSF set D (Figure 9g). The smallest NMSE value is exhibited by the restoration
with the PSF set (A), from the new N-interface model, (Figure 9d), indicating that the
restored object is closest to the simulated object. The discussion in this section, allows
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us to conclude that the N-interface PSF model is advantageous for the restoration of
samples with variable RI.
3.6. N-interface PSF model evaluation using a biological test sample
In this section experimental PSFs imaged from a biological test sample were
compared to simulated PSFs using the N-interface model to evaluate the effectiveness
of the model to predict PSF changes due to a biological sample.
3.6.1. Experimental PSF acquisition from a lung-tissue slice test sample
In this experiment, PSFs were acquired from images of 0.175 μm in diameter
microspheres, dyed with AlexaFluor, placed below a rat lung slice dyed with Calcein
and prepared to observe the effect of Methacholine. For this purpose, a catheter was
used to insert agarose in the tracheae and the sample was sectioned using the
Vibratome into ~150 µm sections. Because the air tubules were filled with agarose,
the RI of the lung slice was approximated by an average RI = 1.336. This value was
derived from available information about the lung tissue (RI = 1.342) 86 and agarose
(RI = 1.33). The lung slice was submerged in ProLong® Gold antifade reagent (RI =
1.46) that introduced additional RI variability within the sample.
A layer of FluoSpheres® (0.175 μm in diameter), dyed with Rhodamine, were
air-dried on the coverslip to locate it. FluoSpheres®, dyed with AlexaFluor were air
dried on the glass slide and the rat lung slice was carefully placed on top and left
overnight in a cool and dark location. The top of the lung slice was demarcated using
FluoSpheres®, dyed with DAPI. The mountant was then placed on the lung slice
along with the coverslip and was left to cure for two days allowing the mountant’s RI
to stabilize to 1.46.
58

The sample was imaged with a 40x/1.3NA oil-immersion lens (RI = 1.515)
using a Zeiss Axio Imager. A 677x765x300 size image with a voxel size equal to 0.16
x 0.16 x 0.1 μm3 in X, Y and Z directions, was acquired. The location of the
microscope stage recorded at the best focus of the various beads was used to obtain
the thickness of each layer (as described Section 3.3.1). The thickness of the mountant
and the lung slice was derived to be 69 µm and 160 µm, respectively. From this
information the depth of the FluoSpheres below the coverslip was determined to be
229 µm. Four bright beads were chosen for the study (shown enclosed by the red box
in Figure 10 b). The averaged intensity distribution of the four beads was used to
represent a single experimental PSF (Figure 10 c).

Figure 10: Experimental evaluation of the N-interface PSF model using a biological
test sample. (a) Schematic for data acquisition. (b) XY cross-section from the widefield image of a rat lung slice with bright fluorescing beads located below it; the red
box encloses 4 bright FluoSpheres® whose averaged intensity was used to represent
the (c) experimental PSF. XZ section image from simulated PSF computed using: (d)
the N-interface PSF model, and (e) the 3-interface PSF model with an averaged RI =
1.37 (Eq. 9). (f) Axial intensity profiles through the center of (c), (d) and (e). Lens
parameters: 40x/1.3 NA oil immersion (RI = 1.512); Wavelength: 509 nm; 3D grid
size: 677x765x300; Axial and lateral spacing: 0.16 x 0.16 x 0.1 μm. Image intensities
were normalized in the range [0, 1] for display.
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3.6.2. Simulation of PSFs matching imaging conditions of the lung-tissue slice
sample
Simulated PSFs were calculated for two of cases for comparison. PSFs were
generated as follows: (1) An N-interface PSF based on the experimental imaging
parameters, ,i.e.,, a specimen with two different layers of media (RI = 1.46 with
thickness of 69 μm and RI = 1.336 with thickness 160 μm); and (2) a PSF using the
existing Haeberlé model assuming a specimen with uniform RI = 1.37 (obtained using
Eq. 9) and thickness equal to 229 (= 69 + 160) μm. Since the size of the
FluoSpheres® is greater than the pixel size, a two pixel in diameter sphere was
convolved with all the simulated PSFs for an improved comparison with the
experimental PSF.
3.6.3. Comparison between experimental and simulated PSFs
The experimental PSF image acquired using the conditions described in Section 3.6.2
is shown in Figure 10c and the corresponding simulated PSF using the N-interface
model is shown in Figure 10d. For comparison the simulated PSF using a uniform
averaged RI=1.37 is also shown in Figure 10e. Figure 10f compares axial intensity
profiles through the simulated and experimental PSFs. There is better agreement
between the simulated PSF generated using the N-interface PSF model and the
experimental PSF, than between the simulated PSF which assumes the entire sample
has a uniform RI = 1.37 and the experimental one. There is disagreement between the
simulated and experimental PSFs beyond the secondary lobes which can be possibly
attributed to residual intensity from surrounding structures. PSF comparison is
quantified by the NMSE. The NMSE computed between each simulated PSF with the
experimental PSF (which was taken as the reference) was found to have values equal
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to 0.0182 and 0.0312 for the N-interface PSF and the PSF from the existing model
assuming specimen RI=1.37, respectively. This section further validates that the Ninterface PSF model is able to predict PSF changes due to thick biological sample
imaging more accurately than the existing 3-interface PSF model.
3.7. Discussion and Conclusion
The new N-interface model can be used to obtain PSFs for specimens with variable
RI. The model allows the use of microscope derived parameters in a high precision
vectorial model to obtain a PSF that allows the existence of more than 3-interfaces
within the system. Our results emphasize the need of a model that can account for
sample variance (such as layers with variable RI) because it changes the amount of
SA experienced by the light traveling through it.
The N-interface PSF model was experimentally verified for a 4-interface
system by the demonstrated agreement between simulated and experimental data. Its
accuracy over PSFs from an existing model, which can only account for a 3-layer
stratification was also highlighted. The PSFs from the N-interface model was also
used to solve the inverse imaging problem of a bead test sample. The use of more
accurate PSFs generated using the N-interface model in the restoration as opposed to
the PSFs generated using the existing PSF model, reduced the NMSE between the
true object and the restored object at least 18% and at most 35% for the cases
compared, indicating a definite improvement in the restoration. In this study, the
difference between the bead’s RI and the medium it was embedded was not
considered although it can affect the PSF and the restoration presented in this paper.
Further improvement in restoration is expected by including the microsphere’s RI
(equal to 1.59 for polystyrene) in the PSF computation. Experimental PSFs from point
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light sources below a thick lung tissue slice were also imaged and shown to be
predicted well by the N-interface PSF model, which represents the system better than
the existing PSF model, quantified by a 42% reduction in the NMSE computed
between the simulated and experimental PSF.
The proposed N-interface PSF model requires information about the RI at
different layers within the sample. In experimental samples discussed in this work, we
used sub-resolved spheres as markers in between layered media with known RI and
we assumed that the specimen can be modeled by stratified layers. In biological
samples the RI information varies spatially and different phase imaging techniques
have been under development over the recent years to enable determination of this
variability. The new PSF model presented here will be used in a block-based forward
imaging model to ensure accurate representation of the sample. This representation of
the sample will improve restoration of the image allowing COSM algorithms to
effectively restore thick biological data. Future studies involve integration of a
biological sample RI map in PSF determination suitable for space-variant restoration
fluorescence microscopy.
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4. Block-based Forward Model

This chapter is a paper by S. Ghosh and C. Preza presented at the IEEE International
Symposium for Biomedical Imaging (Fr. DT.3, Brooklyn, NY, April 2015), titled
“Space-Variant Image Formation for 3D Fluorescence Microscopy Using a
Computationally Efficient Block-Based Model”.
Abstract: This study is an initial attempt to address space-variant (SV) image
formation in 3D fluorescence microscopy using a computationally tractable blockbased model. Spherical aberration (SA) introduces space-variance and can be
attributed to RI and depth variation within the sample, hence affecting the imaging of
most biological samples. Application of restoration algorithms to SV images is not
practical, because it requires a different point-spread function (PSF) for each pixel. In
this study, we use principal component analysis (PCA) to represent SV-PSFs, hence
reducing the dimensionality of a block-based forward imaging problem. The PCAbased SV-imaging model is used to simulate the image of a test object with nonuniform refractive index. We show a 0.98 cross-correlation between the images
obtained from the PCA-based model and from the existing block-based model
regardless of an 85% reduction in computational resources. This computational
efficiency can be exploited in the future by restoration algorithms to obtain improved
biological images.
4.1. Introduction
Three dimensional (3D) images collected using wide-field fluorescence microscopy
are degraded by the effects of defocus and spherical aberration (SA) 55. Improved
images can be obtained by changing the optical setup as in confocal microscopy or
64

structured illumination microscopy 87; or by computational optical sectioning
microscopy (COSM) 3. Most COSM algorithms require prior information about the
system for appropriate restoration of the underlying intensity distribution from the
acquired image. Although space variance is a challenge in microscopy 22, it has not
been fully addressed by restoration methods because of its computational burden. An
oversimplified mathematical explanation of the image formation process assumes
that, it is simply the convolution of the true fluorescence distribution with the point
spread function (PSF) 1.
Imaging thick samples with refractive index (RI) variability introduces
spherical aberration (SA), which causes attenuation and spread of the PSF intensity
and amplification of its secondary lobes 17. Biological samples are generally thicker
than the depth of field of high NA lens (< 2 µm) 81 and have variable RI due to
changes in their cellular components. For example, lung tissue comprises of air-filled
(RI = 1.00) alveoli surrounded by cellular matter (RI ≈ 1.33) 81. Each point in the
image is subjected to a variable amount of SA 8, hence each fluorescing point within
the sample is associated with its own unique PSF 17. In a true space-variant (SV)
image-formation model, the number of convolutions required to compute a forward
image is equal to the number of points in the object, which is not practical for use
with computationally intensive COSM algorithms. In this paper, an approximate SV
imaging model is presented.
Approximate SV superposition was initially explored in astronomy to
ameliorate variance in images acquired from the Hubble telescope 23. Nagy et al. 29
compiled the concepts of SV superposition with linear interpolation between PSFs to
prevent such aberrations. While, 2D space variance (,i.e.,, lateral variance) was being
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explored in astronomy, Preza and Conchello 9, developed a strata-based model for 3D
depth-variant (DV) imaging in microscopy. The strata-based model assumes that the
specimen has uniform RI, hence it accounts for SA due to changes in the depth of the
specimen only. This depth variance along the axial direction means that all points in a
distinct Z slice of the 3D image experience uniform SA. Maalouf et al. 88, modeled
3D DV imaging using the evolutive merging mask algorithm (EMMA), which is
theoretically identical to the strata-based model in 9 but its implementation facilitates
parallel processing.
The fact that the PSF does not vary rapidly within the sample is exploited by
our proposed block-based forward imaging approach in 11. The block-based forward
model assumes that the specimen can be represented by a finite arrangement of nonoverlapping blocks (Figure 11). Each block is associated with 6 SV-PSFs; ,i.e.,, for
each side of a block, a SV-PSF is associated with all the points on that side. The
model combines two approaches of SV superposition, overlap-save and overlap-add,
to optimize accuracy and provide the ability for parallel processing 51. The number of
blocks determines the number of convolutions required to generate the image, which
introduces a tradeoff between accuracy and computational load. In this paper, we
present an efficient way to calculate this block-based model using principal
component analysis (PCA).
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Figure 11: Conceptual schematic diagram of the PCA block-based model for spacevariant imaging.

PCA reduces the dimensionality of the PSF data by allowing the
representation of multiple 3D SV-PSFs with a small number of principal components
(PCs). PCA-based representation of 3D DV-PSFs, and their use in a DV imaging
model was originally proposed in 11. This PCA-based DV model has been effectively
used for reconstruction of DV images with an expectation maximization algorithm34.
The computational burden was further reduced by using fewer PSFs for the generation
of the PCA coefficients without loss of accuracy in 3D restoration.
In this study, the concept of using interpolated PCA coefficients to represent
unique axial planes in the image is extended to represent every point within the image
space. The PCA-based SV-PSFs allow the formulation of a computationally tractable
SV, ,i.e., a laterally and axially variant imaging model.
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4.2. Mathematical Models
The mathematical formulation of the PCA-based representation of SV-PSFs and an
approximate SV imaging model is presented. In this approximation, the image space
is sectioned along X, Y and Z forming blocks, which are associated with a constant
volume and a unique set of SV-PSFs. For this study, we used 6 PSFs, one for every
side of each block. The PCA approach proposed by Arigovindan et al. 11 was used to
represent PSFs associate with each block. The PCA formulation used here is an
extension of the PCA used to represent DV-PSFs 11. The SV-PSF

h( xo , xi ) can

be written

in terms of PCA as follows 11:
R

J R
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the 3D SV coefficient as opposed to the DV coefficient in 11. Each point in the object
space is associated with its own unique weighting coefficient, which along with the
SV-PCs can be used to predict its PSF. The number of PSFs used to calculate the PCs,
which are subsequently used to compute missing PSFs, affects the accuracy of the
approximate SV image.
An approximate representation of the PSF can be obtained using fewer
components J  R (Eq. (1)) in order to reduce the computational load while preserving
all the primary characterizing features of the PSFs and thus maintaining sufficient
accuracy 11, 34. Using fewer PSFs than the number of pixels in the image yields only
some of the coefficients at discrete locations within the object space. However, to
compute the forward image, coefficients are required for all the points in the object
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space, which is addressed by taking advantage of the regular pattern of the
coefficients as proposed in89.
The SV image g ( x ) of an object f ( x ) can be written using the PCA-represented
i

i

SV-PSFs, using the kernel KPCA 11:
J

g ( xi )  K PCA f ( xi )  [ f ( xo ) c j ( xo )]  Pj ( xi )

(11)

j 0

where  is the convolution operator.

Figure 12: Accuracy in PCA-based SV-PSFs is preserved. XZ cross-section from a
subset of SV-PSFs. (a) SV-PSFs due to a point in a medium with RI = 1.33, 1.47, and
1.56 from left to right (L-R); and depth below the coverslip = 100 µm, 20 µm, and 20
µm (L-R); (b) PCA reconstructed PSFs using only 20 PCs computed from 80 PSFs;
(c) Axial intensity plots through all images (a & b). 63X/1.4 NA oil lens; immersion
medium RI = 1.512; λ = 535nm; sampling in X, Y, Z: 0.1µm; and grid size
256x256x256. Scale bar 3.2 µm.
4.3. Representation of SV-PSFs with PCA
PCA achieves dimensionality reduction by allowing a set of 3D SV-PSFs to be
represented only by its primary characteristic features. In a set of DV-PSFs all the
PSFs experience either positive SA (when the RI of immersion medium < RI of the
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sample) or negative SA (when the RI of immersion medium > RI of the sample),
which is an invalid assumption for SV-PSFs (Figure 12).
In this study, 80 SV-PSFs were generated for a numerical object with variable
RI (see methods in Sects. 4.3.1 and 4.3.2). The PCs of the SV-PSFs were obtained
using methods in 11, and their PC coefficients were interpolated to predict missing
coefficients for a truly SV representation. The PSFs were reconstructed using Eq. (1)
with 20 PCs and compared to theoretically calculated PSFs to establish the
applicability of PCA-based dimensionality reduction on SV-PSFs. As evident in
Figure 12, an excellent agreement between PCA-based and theoretical PSFs is
achieved, despite the fact that the direction of the PSFs’ tails due to SA are not in the
same direction, making characteristic features for the entire PSF-set harder to identify.
4.3.1. Generation of Theoretical PSFs and their PCs
SV-PSFs are calculated for a numerical specimen with 3 distinct RIs, changing
between 1.33, 1.47 and 1.56. For this simulation, the depth within the specimen, is
changed in steps of 20 µm from 20-100 µm and is imaged with a 63X/ 1.4 NA oil lens
with RI = 1.515. The specimen is divided into 3 sections along the X and Y axes, and
4 sections along the Z axis. Each section along a particular direction is associated with
2 PSFs hence the number of PSFs generated in each direction is #sections+1. Thus,
(3+1)×(3+1)×(4+1) = 80 PSFs were generated to represent 36 non-overlapping
blocks. The PSFs and their corresponding PCs are generated from previously
developed Matlab routines.

70

4.3.2. PCA-represented SV-PSFs
In this sub-section the result from the reconstruction of 80 PSFs from 20 PCs and
their difference is reported. The first two PSFs in Figure 12a experience negative SA,
and the third experiences positive SA, inferred from the direction of their tails. 20 PCs
were generated from the set of 80 PSFs which are subsequently used to reconstruct
the 80 PSFs using Eq. (1). The reconstructed PSFs are shown in Figure 12b. The
accuracy in the PSF reconstruction is highlighted by the overlap of the intensity along
the Z axis plots from the reconstructed and theoretical PSFs (Figure 12b).
In this section it was shown that a small number of PCs computed from a set
of SV-PSFs can accurately represent SV-PSFs. Only 20 PCs can effectively represent
80 PSFs which leads to a 75% reduction in the memory required for the computation
of the SV imaging model which ensures a computationally tractable imaging model
that would be practical for use in a reconstruction algorithm.
For concise reporting we have only shown results that use 20 PCA
components but based on fundamental theoretical and experimental information89, we
know that the number of PCA components required is a function of the similarity
between PSFs and the desired accuracy. In future studies, we will introduce a metric
to estimate the number of PCA components required to represent a desired PSF set
within an error margin. In the next section, the PCA-based 3D SV imaging model
[Eq. (11)] is investigated in simulation.
4.4. PCA-Based Space-Variant Imaging
This section discusses the use of PCA-represented SV-PSFs to approximate 3D SV
imaging of samples with non-uniform RI. To investigate the PCA-based SV model
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(Eq. 2), we used a simple numerical object with point sources located at different
depths and suspended in media with different RIs.
4.4.1. Generation of Numerical Object
For this study, the SV PCA-based image of a numerical object comprising of 9 point
sources (Figure 13b), was simulated. Each point source is uniquely characterized by
its distinct RI and location within the 3D volume quantified by a RI map (Figure 13a).
In this initial study we model a specimen with only a laterally-variant RI. This is
implemented to ascertain that the change in PSFs visible along the X and Y directions
is caused due to the RI variation within the specimen, while the PSF change along Z
can be attributed to the depth within the specimen.
For the simulation, we use the PSFs and their corresponding PCs presented in
Section 4.5. The PC coefficients are only available at discrete locations in the object
space where the SV-PSFs were calculated, i.e at each 4x4x5 unique section (see
Section 4.3). The missing coefficients were interpolated using spline-based
interpolation as in89. The new interpolated coefficient matrix is 256x256x256; hence
each pixel in the object space is associated with a unique coefficient.

Figure 13: Space-variant imaging. XZ view of: (a) object RI map; (b) true object
intensity; SV image of (b) computed with the (c) PCA-based model (Eq. 2); and (d)
block-based forward model. Imaging parameters are like Fig. 2.
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4.5. SV Imaging using PCA represented PSFs
In this sub-section the formation of the SV image of an object using the PCA
represented PSFs is discussed. Eq. (11) was implemented in Matlab to obtain the 3D
SV image of the object (Figure 12a& b). The object was weighted by the coefficient
matrix and then convolved with the 20 PCs to obtain the final image. The final SVimage (Figure 12c) was generated from the computation of only 20 convolutions as
opposed to 256x256x256 convolutions required to uniquely address each point in a
true SV image.
The final SV image (Figure 12c) shows the variability along both the X and Z
axes. In the SV image the highest amount of SA is experienced by the point source at
the block 8 (as enumerated in (Figure 12a) because it is associated with the largest RI
mismatch between the media and the oil immersion medium (RI = 1.512), and the
greatest depth within the sample. The point sources at the rightmost column of the
object experience positive SA since the RI (=1.56) of the medium is higher than the
RI of the immersion medium of the lens. The amount of SA changes as we traverse
the image both axially and laterally.
For comparison the SV image was also computed using the approximate
block-based forward model, which used 128 convolutions for this simulation 75.
Qualitative comparison between the SV images calculated using PCA and the blockbased forward image model shows similarity in the appearance. The correlation
between Figure 12c & d is 0.98 which allows us to conclude that the accurate SV
images can be obtained using the PCA-based model regardless of the reduced
computations. Each point in the object is uniquely but efficiently addressed by the
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imaging model which allows its use in iterative restoration algorithms to obtain
improved images.
4.6. Conclusion and future work
This study is a preliminary effort to implement a computationally tractable SV
imaging model. The computational burden in a block-based approximation model was
further reduced using PCA to represent the SV-PSFs. Our results show that a small
number of PCs can be effective in representing a set of SV-PSFs in which there is a
mixture of PSFs experiencing either positive or negative SA. The use of the PCArepresented SV-PSFs in the SV imaging model ensures its computation efficiency
because it reduces the number of required convolutions. A simulated image from a
simple 3D object with non-uniform RI shows that the SA experienced by each point
varies due to the RI and depth variability within the sample.
Development of a computational efficient SV forward imaging model is the
first step towards accurate reconstruction of thick biological samples. A restoration
algorithm using this forward model is currently under development. Future work
involves validation of this model using experimental data. The SV model is a general
image formation model that can also be used for DV-imaging. This study contributes
to the larger goal of image restoration of thick biological samples using COSM.
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5. Block-based Restoration (BBR) Algorithm

This chapter is a paper by S. Ghosh and C. Preza to be submitted to the Journal of
Biomedical Optics, titled “Block-Based Restoration of Specimens with Spatially
Variant Refractive Index in Three-dimensional Fluorescence Microscopy”.
Abstract: A computationally optimized restoration method for three-dimensional
(3D) imaging of thick samples prone to spatially variant (SV) spherical aberration is
presented. Spatial variance in fluorescence microscopy refers to the face that the
point-spread function (PSF) is different at every point within the 3D imaging volume,
hence current imaging models based on convolution of the true fluorescence
distribution of the sample with either a single PSF or multiple depth-variant PSFs are
no longer sufficient. The SV image formation was modelled by developing a blockbased approach in which the object space is divided into a collection of nonoverlapping 3D blocks and SV-PSFs calculated at block vertices are used to generate
the image using linear superposition. Principal component analysis (PCA) was used to
represent the SV-PSFs hence reducing the dimensionality of the problem and
rendering it practical for use in an iterative restoration algorithm. The block-based
restoration (BBR) method combine SV model investigated here with the fast
convergence of a conjugate gradient type iteration scheme (previously developed in
solving the maximum likelihood estimation problem of space-invariant fluorescence
imaging), which was adapted to solve the inverse SV imaging problem. Results
obtained with the BBR method show an 100 fold improvement in accuracy of
restoration from SV images when compared to results from existing depth-variant or
space-invariant approaches. The method was also used to predict and restore SV
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images from controlled experimental samples, which show a 10 fold reduction in a
discrepancy measure (I-divergence) between true and restored image, over the SV
image and the true object. A numerical phantom of lung tissue was modelled as part
of this study. The BBR method was applied to simulated images of the lung phantom
and the effect of SV imaging on image restoration was investigated. The I-divergence
between the numerical phantom and the restored image was reduced by 20% over that
from the simulated forward image, indicating the advantage of using the BBR
method.

5.1. Introduction
Computational processing of images and the methodology of acquiring them using
relevant optics, are rarely seen as independent operations in modern microscopy.
Computational optical sectioning microscopy (COSM)2 is the combined process of
obtaining a three-dimensional (3D) image from the microscope by acquiring multiple
2D images while focusing the objective at different axial locations within the sample,
and further processing them using optimized algorithms. Imaging thick samples (>5
µm) is prone to spherical aberration (SA)8 in addition to out-of-focus light12 and
noise, which can be addressed by COSM restoration algorithms thereby improving
resolution, contrast and signal-to-noise ratio. COSM relies on two interconnected
challenges: the forward image modelling73, which describes the process of image
formation; and obtaining a solution to the inverse imaging problem3 using the forward
model to restore the true fluorescence intensities in the underlying sample. In this
paper, we first introduce a block-based forward imaging model to represent the 3D
image of thick sample, with spatially variant refractive index (RI), formed when using
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a fluorescent wide-field microscope. The block-based forward imaging model is then
used in an efficient restoration algorithm that solves a 3D maximum likelihood
estimation problem to obtain improved images of thick biological samples.
The change in the spherical wave-front of the emitted light6 due to a RI
mismatch between the different layers that make up the imaging system, viz.
immersion medium of the lens, coverslip and specimen is known to introduce SA in
the microscope’s response17. SA introduces asymmetry, as well as attenuation and
spreading of peak intensities, in the point spread function (PSF), ,i.e., the impulse
response of the system17,15. Biological samples are generally thicker than the depth of
field of high NA lens (< 2 µm) and have variable RI due to changes in their cellular
components. For example, lung tissue81 comprises of air-filled (RI = 1.00) alveoli
surrounded by cellular matter (RI ≈ 1.33). Each point in the image is subjected to
variable amount of SA; hence each fluorescing point within the sample is associated
with its own unique PSF introducing a shift variance (lateral and axial). Ideally, for
the most accurate imaging model, a distinct PSF15, 17 should be used for every point in
the object space; however, this is not computationally feasible for COSM algorithms
creating the need for an approximation. Existing COSM algorithms, for computational
ease, were first developed assuming that the entire system can be represented by a
single PSF1, 37, ,i.e., that the system is space invariant (SI), which is only valid for thin
samples. More recently, in order to address SA due to thick samples, depth-variant
(DV) algorithms have been developed9 assuming that the sample has a uniform RI,
which is not a good approximation for many biological samples, such as lung tissue.
In this paper, we develop a new restoration algorithm for COSM that addresses the
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need to account for the fact that imaging thick samples with non-uniform RI is truly
SV (Figure 14).

Figure 14: Effect of specimen approximations used in COSM on PSF modeling:
Schematic of imaging layers based on: (a) a space-invariant approximation for a thin
sample and design parameters for coverslip and immersion medium; (b) a depthvariant approximation, for a thick specimen with uniform RI (this system experiences
SA due to change in depth within the sample, hence each layer [stratum] can be
associated with a unique PSF); (c) a space-variant approximation that extends the
depth-variant approximation by accounting for a non-uniform specimen RI. This
system experiences SA due to both, change in depth and change in RI within the
sample, and hence can be divided into blocks each associated with the RIs at its
vertices. (d) Ideal PSF for system (a). (e) SV PSFs for system (c) where both depth
and variable RI influence the PSF. The solid-line box encloses a set of depth-variant
PSFs within the space-variant model, which represent the response of system (b). The
system parameters are: 63x1.4 NA, oil lens (RI = 1.515); grid size of 256x256x256
with axial and lateral spacing equal to 0.1 μm; emission wavelength at 540 nm.
Two-dimensional (2D) SV superposition was initially explored in astronomy
to account for variance in images acquired from the Hubble telescope. The
mathematical ground work for this effort was laid down by Trussell & Hunt23 who
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divided a 2D image into sub-sections, which were individually treated as space
invariant. This method suffered from degradation, in the form of mosaic due to edge
artifacts24, in restored images. To overcome the mosaic like effect, different
interpolation techniques have been used to obtain improved restoration25,27,28.
Two mathematicians Nagy and O’Leary29 compiled and categorized the
concepts of SV superposition in 2D with linear interpolation between PSFs to prevent
aberrations also for microscopy. They formally defined two formats of sub-block
convolution with Fast Fourier Transform which allowed the development of new 3D
methods for SV convolution. The first is called the overlap-add format, where the
block division occurs in the object space and the second is the overlap-save format
where the block division occurs in the image space. The strength of the overlap-add
algorithm is its accuracy, because it calculates the forward imaging model for each
sub-section using the relevant PSF and then superimposes these to obtain the final
image with no loss of information. Bardsley et al. 90 combined the use of phase
diversity-based blind estimated PSFs within an overlap-add type sectioning algorithm
to restore 2D SV images in astronomy. Hirsch et al. 91, introduced an efficient filter
flow (EFF) method for efficient matrix-vector-multiplication to model SV imaging,
which also relies on a blind estimation of the PSF kernel. The overlap-save method on
the other hand, exploits parallelism by calculating the forward image of the entire
object with each available PSF individually and then selecting the appropriate
subsection from each resulting image for replacement in the final image while
discarding the remaining image information. These algorithms were studied and
compared by Rahman et al.51, establishing the accuracy of overlap-add and the speed
of overlap-save.
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While 2D SV was being studied in astronomy, Preza and Conchello9
developed a strata-based model for depth-variant imaging (,i.e.,, imaging that varies
along the axial direction only) in 3D fluorescence microscopy. Depth-variant (DV)
imaging is an acceptable approximation when imaging specimen with almost uniform
RI, in which case the variation in depth-induced SA is introduced due to the thickness
of the sample and the RI mismatch between the immersion medium of the lens and an
average RI for the sample. In the strata-based approach, the object space is divided
into a number of layers or strata (Figure 14b). Within each stratum the PSF is the
weighted interpolation of two PSFs, one computed at the top of the stratum and one at
the bottom. Maalouf et al. 10, introduced the Evolutive Merging Mask Algorithm
(EMMA) also solving the 3D DV imaging problem. EMMA uses a mask-based
approach to divide the image space, as opposed to dividing the object space as in the
case of the strata approach9, 20. The strata method is equivalent to an overlap-add
approach while the EMMA is equivalent to an overlap-save approach. Hadj et. al. 49
introduced a blind restoration technique to obtain improved DV images in confocal
microscopy. All the methods developed to date for variant imaging are
computationally intensive, hence there is a need for an efficient method (both in terms
of accuracy and speed) practical for use in biological imaging.
Principal component analysis (PCA) is method widely used for dimensionality
reduction, is applied to our problem to obtain a computationally efficient solution. In
this paper, PCA is used to reduce the dimensionality of the PSF data by allowing the
representation of multiple 3D SV-PSFs with a small number of principal components
(PCs) 11. PCA-based representation of 3D DV-PSFs, and their use in a 3D DV
imaging model was originally proposed by Arigovindan et al. 11. Yuan and Preza34
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incorporated the PCA representation of PSFs into a DV expectation maximization
algorithm (PCA-EM). The computational burden was further reduced by using fewer
PSFs for the generation of the PCA coefficients without loss of accuracy in 3D
restoration. Patwary and Preza89 have showed that the regularized PCA-EM has better
performance than the strata-based EM restoration9. Kenig et. al.92 introduced a
method to regularize blind deconvolution of space variant which is not only
computationally more expensive but also fails to make use of available information.
In this paper, we integrate the PCA represented block-based forward model with a
conjugate gradient (CG) type iteration scheme to obtain a fast convergent iterative
algorithm for restoration. Schafer et al. 51 introduced a method for finding the step
size using a Hessian matrix in a CG-based algorithm and developed an accelerated
maximum likelihood image restoration algorithm with a modified Tikhonov
regularization scheme. A new algorithm based on this approach was also developed
for depth-variant imaging (DV-CG algorithm) based on the strata model and was
further explored by Rahman et al. 51 and shown to have fast convergence. The blockbased restoration (BBR) algorithm presented here extends the DV-CG algorithm to
space-variant imaging.
The development of the BBR method is motivated by studies of alveolar
mechanics81, 93, 94, which use fluorescence microscopy to image the expansion and
deflation of air sacks in thick lung tissue (~200 µm) with variability of alveolar
contents. There are four integrated goals that need to be achieved in order to obtain
the solution of this challenging imaging problem. These goals are the successful
development of: (a) a methodology to derive the sample RI from the phase image
of the sample52, 53, 62, 72; (b) an accurate but practical PSF model that can model
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specimen RI variability, which we reported elsewhere 75; (c) a SV forward imaging
model; and (d) a restoration algorithm based on the SV model. Due to the
complexity of each line of investigation required to achieve each goal, in this paper
we focus on the mathematical formulation and experimental validation of the
developments for parts (c) and (d). The determination of the sample RI map is a
challenging problem that has been tackled by several groups 52, 54, 80 including ours 72
and it is beyond the scope of this paper.
In our research we utilize an automated multi-modal microscope capable of
3D wide-field fluorescence microscopy and DIC microscopy, which facilitates the
determination of sample RI and thickness from quantitative phase derived from DIC
images 72. In our approach described here we assume that the RI map for the true
object is known. The 3D sample RI map, n(x,y,z), is used to delineate the block size
and to compute the SV-PSFs (Figure 13) using an innovative N-interface PSF95
model.
This paper is organized as follows: Section 2 discusses the mathematical
formulation of the block-based forward imaging model and its use in the conjugategradient based BBR method. Methodology and results from simulations with space
variant specimens used to establish the usefulness of the BBR method are discussed in
Section 3. Fundamental experimental validation of the BBR method with images from
test samples is presented in Section 4. Section 5 presents BBR results obtained from
simulated images of a lung phantom. A summary of the findings from this study and
further developments are discussed in Section 6. Part of the research presented here
was also presented elsewhere 75, 79.
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5.2. Mathematical Models
In this section the mathematical development of the BBR method is presented. We
first describe the mathematical formulation of the SV block approximation, which is
used to develop a forward imaging model using the overlap-add and overlap-save
methodologies (Figure 15). The SV forward imaging model is made computationally
efficient using PCA to represent the PSFs. The block-based forward imaging model is
incorporated in a fast-converging restoration algorithm presented in Section 5.3.

Figure 15: Schematic diagram of the block-based imaging model. Space-variant
approximation extends depth-variant approximation to account for a specimen with
non-uniform RI. This system experiences SA due to both, change in depth and change
in RI within the sample, and hence can be divided into blocks each associated with a
unique RI.
5.2.1. Block-based Forward Model
The 3D image, g ( xi ) , formed by the microscope can be represented with by a SV
kernel, K , defined by the integral of the specimen function, f ( xo ) , multiplied by the
SV-PSF, h( xo , xi )
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where xo  ( xo , yo , zo ) is a point in the object space and xi  ( xi , yi , zi ) is a point in the
image space. Ideally, every point in the specimen function is associated with its own
unique PSF, which makes evaluation of Eq. (1) computationally inefficient.
In our block-based approximation, the object space is sectioned into M
sections along X, N sections along Y, and K sections along Z based on the object’s RI
map, forming blocks (Figure 15). Each non-overlapping block is associated with a
constant RI. A block is not necessarily cubic, and the number of blocks used is
adjusted based on the variability of the specimen’s RI, ,i.e., a sample with a highly
variant RI has more blocks. The size of the block is determined by the smallest
volume of uniform RI determined using the 3D RI map of the sample. A block can be
mathematically defined as:

Bm,n,k  {xi  ( xi , yi , zi ) : X m  xi  X m1; Yn  yi  Yn 1; Zk  zi  Z k 1}
m  1, 2,3,...M ; n  1, 2,3,..., N ; k  1, 2,3,..., K .

(13)

The intensity in the sample can then be expressed by
M

N

(14)

K

f ( xo )   f m,n,k ( xo ) ,
m 1 n 1 k 1

where

 f ( xo )
f m,n,k ( xo )  

 0

for xo  Bm,n,k
otherwise

.

A finite number of SV PSFs associated with each block are computed using
the N-interface PSF95 model, which models light propagation through N stratified
layers within a block. SV-PSFs are calculated at discrete locations
( xo , yo , zo )  ( X m , Yn , Zk ) on block boundaries using imaging conditions including
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thickness and RI of the sample at these unique locations. Every block is associated
with 8 PSFs calculated at its corners. Using these block-based PSFs an imaging model
based on overlap-save and overlap-add methods of convolution can be used to
represent the intensity in the 3D SV image.
The overlap-add approach is applied on the axial direction to ensure accuracy.
As it is well known, in microscopy the axial intensity spread is significantly greater
than the lateral intensity spread hence this property is exploited by using the lossy
overlap-save method. The overlap-save method applied to the lateral direction on the
other hand ensures the ability for parallel processing hence providing a computational
advantage. The first step of the block-based forward model requires the calculation of
a series of (M+1) x (N+1) DV images generated for each chosen ( xm , yn ) location in
the object space, using the strata method9, ,i.e., an overlap-add approach (Figure 15).
Each stratum, f k ( xo ) , is associated with an interpolation of the PSFs calculated at
M ,N

depths ( zi  Z k ) and ( zi  Zk 1 ). (M+1 x N+1 x K+1) PSFs are required to generate all
the DV images, one for each ( xi )  ( X m , Yn , Zk ) . Defining, hm,n,k ( xo )  h( xo , X m , Yn , Zk ) then
the PSF associated with each stratum f k ( xo ) is given by:
M ,N

(15)

hm, n, k ( xo , xi )  ak ( zo )hm,n,k ( xo  xi )  [1  ak ( zo )]hm,n, k 1 ( xo  xi ) ,
 Z k 1  z o
, for Z k  z o  Z k 1
where ak (zo )   Z k 1  Z k
.

0, otherwise


The final DV image at every lateral location ( xi  X m ; yi  Yn ) can then be
written as
K 

g m, n ( xi )     f km ,n ( xo )hm, n, k ( xo , xi )dxo  .
k 1 

3
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(16)

These DV images are then interpolated using an overlap-save method. This
step involves dividing the image space into columns, ,i.e., it can be thought of like a
collection of pencils (Figure 15). Each column is associated with 4 DV images
calculated using Eq.(16); ,i.e.,, 2 DV images at the sectioning boundaries X k and X k 1
are used for interpolation along the X direction, and 2 DV images at Yl and Yl 1 for
interpolation along the Y direction.
In this penultimate step we obtain first (M+1) images varying in Y and Z; ,i.e.,
YZ variant images. For a particular X, the YZ variant images are computed by
retaining the appropriate sections from the DV images along the Y direction using
weighting functions along the Y axis in the image plane given by
 Yn 1  yi
for Yn  yi  Yn 1

cn ( yi )   Yn 1  Yn
,

0 otherwise


and the overlap-save methodology. The intensity in each YZ image is given by:
N

g m ( xi )   g m, n ( xi )cn ( yi )  g m, n 1 ( xi )(1  cn ( yi )) .

(17)

n 1

The intensity in the final approximated SV (X, Y and Z variant) image, calculated by
sectioning the X axis YZ variant images obtained in the previous step (Figure 15)
using the weighting function in an overlap-save methodology, and is given by
M

g ( xi )   g m ( xi )cm ( xi )  g m 1 ( xi )(1- cm ( xi )) .

(18)

m 1

In Eq. (7), cm ( xi ) is the weighting function along the X direction, which is similar to
cn ( yi ) in Eq. (6), but with y replaced by x.

86

5.2.2. Bock-based Forward Model using Principal Component Analysis (PCA)
The block-based model is made computationally efficient by using a PCA
representation for the SV-PSFs (Figure 16). The PCA formulation used here is an
extension of the PCA used to represent DV-PSFs suggested by Arigovindan et al. 11.
The SV-PSF can be written in terms of PCA as follows:
R

J R

 

 

h( xo , xi )  Pj xi c j ( xo )  Pj xi c j ( xo ) ,
j 0

j 0

(19)

where P0  xi  is the mean of the SV-PSFs, Pj  xi  is the jth principal component (PC)

 

and c j  xo  is a 3D array with the SV coefficients, with c0 xo  1 as it is associated
with P0  xi  . In our model [Eq.(19)], the SV coefficient, c j  xo  , is an extension of the
DV coefficient expressed as c j ( zo ) by Arigovindan et al. 11. To reduce the
computation load, the principal components (PCs) are obtained using a two-step
tensor product rule11. In the PCA representation of the SV-PSFs we use fewer
components J  R [Eq. (19)], to approximate the PSF reconstruction while
preserving all the primary characterizing features of the PSF and thus maintaining
sufficient accuracy as has been shown by previous investigations for the DV PSFs34.
PCA has been proven to be effective in representing SV-PSFs76. The number of PSFs
used to calculate the PCs, which are subsequently used to represent the PSFs, affects
the accuracy of the approximate SV image. Our future efforts will be directed to
quantify the accuracy of the PCA represented SV-PSFs with respect to the number of
components used.
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Figure 16: Schematic diagram indicating the steps involved in the Block Based
Restoration (BBR) method. Stage 1: The object space is sectioned along X, Y and Z.
Stage 2: The corresponding PSFs are generated at the sectioning boundaries. Stage 3:
Apply PCA to obtain principal components. Stage 4: Obtain the forward image using
interpolated weighting coefficients. Stage 5: Use the forward imaging model in a fast
converging restoration algorithm.
As evident in Eq(19), every point xo in the object space is associated with its
own unique PCA weighting coefficient. Because we deal with large 3D volumes this
presents a challenge in the PCA computation. Using fewer PSFs than the number of
voxels in the object space for the PCA computation, yields only some of the
coefficients at discrete locations within the object space. However, to compute the
forward image, coefficients are required for all the points in the object space [Eq.
(19)]. This has been addressed by taking advantage of the regular pattern of the
coefficients as proposed by Patwary and Preza 96, where a spline based interpolation
was used to predict the missing weighting coefficients extending the weighting matrix
c j ( xm , yn , zk )  available at discrete locations in the object space to a new weighting

matrix

 

c j xo 



that extends over the entire object space.
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The SV image, g ( xi ) , of an object, f ( xo ) , can be written using the PCArepresented SV-PSFs, by the kernel KSV-PCA:
J

g ( xi )  K SV  PCA f ( xo )    f ( xo ) c j ( xo )   Pj ( xi )
j 0

(20)

where  is the 3D convolution operator76. Since multiple PCs are used to generate the
SV image of the object, multiple (J) convolutions are required to generate the forward
model. The block-based forward model with PCA does not require the overlap-add or
the overlap-save methods of SV convolution, ,i.e., it does not section the object space.
The block-based forward imaging model with PCA [Eq(19)] forms the basis of the
BBR method as illustrated in Figure 16 discussed in what follows.
5.2.3. Block-based Restoration Method
In our experience regularized iterative statistical restoration methods have been better
suited in solving the inverse imaging problem for 3D fluorescence microscopy.
Iterative algorithms require multiple computations of the imaging kernel per iteration.
In the SV case, the computation of the kernel requires more resources making a fast
converging algorithm a requirement for practical SV restoration. Therefore, in our
BBR approach we chose a conjugate gradient (CG) based iteration, which has been
shown to provide a two-fold increase in processing speed while providing accurate
restoration results in the solution of the space-invariant (SI) inverse imaging problem
for fluorescence microscopy48.
The algorithm by Schaefer et al. 48, adapted here to include the SV kernel [Eq.
(19)], is a regularized CG-based method that minimizes the generalized restoration
functional
89











 s 2 ( xo )  LP s 2 ( xo )   R s 2 ( xo )





(21)



where LP s 2 ( xo ) is the maximum log likelihood function in terms of f ( xo )  s 2 ( xo )
(to ensure positivity of the estimated intensities), β is a constant that determines the





2
tradeoff between the data fit and the regularization, and R s ( xo ) is a regularization

operator that measures the smoothness of the object w.r.t. the distance from the SV
image. All equations for the step size computation and conjugate gradient algorithm
can be found within Ref.48.
A schematic diagram summarizing the BBR method is illustrated in Figure 16.
The use of the PCA represented SV-PSFs in the forward model offers a 3 fold
advantage in computational efficiency of the BBR method, because each iteration of
the CG-based algorithm requires that the SV kernel [Eq. (19)] is calculated 3 times in
the Hessian matrix48. Computation of the SV kernel [Eq. (19)] does not rely on
sectioning the image space, but rather it uses interpolated PCA weighting coefficients
to effectively model the imaging variance. This property eliminates edge artifacts,
which have to be specially accounted for in other block-based restoration
techniques29. These advantages make the BBR method a suitable approach for SV
restoration. In the next sections the application of the BBR method to simulated and
experimental data is discussed.
5.3.Evaluation of the BBR Method with Simulated Images
In this section we use the BBR method to restore images from simulated test samples.
In what follows, we discuss the generation of the simulated phantom, computation of
its SV image and its restoration. We further compare the performance of the new
BBR method with the performance of DV and SI algorithms applied to the same data.
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5.3.1. SV imaging using the block-based forward model
In this study, imaging a specimen with only laterally-variant RI was investigated. This
was done to ensure that the change along the axial direction in the final image could
be attributed exclusively to the change in the sample thickness; on the other hand the
lateral change could be attributed to RI variability.
The image of a 3D numerical object (Figure 17a) with 5 spherical shell
structures dispersed in a medium with variable RI over a grid size of 256x256x256
voxels was generated using the block based forward imaging model [Eq.9]. The
spherical shells have an outer diameter of 2 µm and an inner diameter of 1 µm. The
chosen structures are identical in shape to highlight the changes introduced due to SV
imaging. Three of the spherical shells were aligned along the Z axis to exhibit image
variability introduced due to depth, and three were aligned along the X axis to exhibit
changes in the image due to the RI variability at the same axial location (,i.e., at a
constant Z) . The specimen was assumed to have 3 distinct RIs, changing between the
values of 1.47, 1.52 and 1.56 represented by a RI map illustrated in (Figure 17b).
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Figure 17: Block-based Forward imaging for a simulated sample. XZ section images
taken through the 3D volumes are shown in all cases. (a) Numerical object with five
identical 2-µm in diameter spherical shells embedded in a medium with RI variance.
(b) RI map of the object space shows 12 blocks with 3 distinct RI values. (c) SV
image of (a) using the block-based (BB) forward imaging model computed from
superposition of 160 convolutions [Eq. 8]. (e) Space-invariant image of (a) using a
single non-aberrant PSF. (f) Depth-variant image using a strata-based approximation.
(g) SV image using the PCA BB model computed from superposition of 15
convolutions [Eq. (20)]. (g) Intensity profiles taken through the center of the object
(a) and its SV image (c). The system parameters are: 63x1.4 NA oil lens (RI = 1.515);
grid size 256x256x256 with axial and lateral spacing equal to 0.1 μm; Wavelength at
540 nm. Scale bar: 6.4 μm.

The lens parameters are a 63X/ 1.4 NA oil lens (RI = 1.515) at a 540-nm
wavelength. For this simulation, PSFs were obtained at different depths within the
specimen (in the range of 20-40 µm below the coverslip and in depth steps of 5 µm).
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Due to the sample RI variability, the system experiences both negative (when the RI
of immersion medium > RI of the sample) and positive (when the RI of immersion
medium < RI of the sample) SA. For this example, the specimen was divided into 3
sections along the X and Y axes, and to 4 sections along the Z axis; hence the
specimen was approximated by (3×3×4 =) 36 non-overlapping blocks. All PSFs have
a 0.1x0.1x0.1 µm cubic voxel. Existing Matlab code was used to compute the
[(3+1)×(3+1)×(4+1) =] 80 SV-PSFs at the sectioning boundaries (block vertices)
using the N-interface PSF model95.
PCA was applied to the 80 SV PSFs to obtain 25 PCs and the weighting
coefficient at 80 discrete locations in the object space. The choice to generate 24 PCs
was arbitrary, but we tried to keep the number around 30% of the total number of
PSFs used in the computation.

The PCA method arranges the PCs based on

similarity, ,i.e., the first PC has the most information about the PSF, while
information content in subsequent PCs tapers off as the PC number increases.
Comparing the values of the weighting coefficients for the 25 PCs, a sharp drop in the
numerical value of the coefficient was observed at the 15th PC, i.e

c15 ( xm , yn , zk )  c14 ( xm , yn , zk ) for all m  1, 2,3,...M ; n  1, 2,3,..., N ; k  1, 2,3,..., K
indicating that the effect of the PCs #15-24 is negligible, which allowed us to drop
them reducing the number of convolutions required in the BBR approach.
To investigate the accuracy of the PCA block-based model, two SV images were
generated:
1. One image using the overlap-save and overlap-add methods described in Eq.
18 This method required 160 convolutions to generate the SV image (Figure
17c); and
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2. Another image using Eq.(20) and the PCA-represented PSFs (Figure 17f).
This method required only 15 convolutions in addition to the PCA
computation.
For comparison we also generated a SI image (Figure 17d) using a single nonaberrant PSF; and a DV image (Figure 17e) using a series of DV-PSFs extracted from
the larger set of SV-PSFs(,i.e.,, PSFs only affected by the change in the depth (20-40
µm) assuming that the sample has a uniform RI of 1.52 ).
5.3.2. Comparison of Simulated Images using different Forward Imaging Models
The SV image (Figure 17c) generated using the block-based forward model, of
the object (Figure 17a) with uniform structures spatially distributed in media with
different RI (Figure 17b) show variability both along the X and Z directions. As
evident in the SV image the rightmost shell experiences negative SA, indicated by the
direction of the light spread, while on the other hand, the leftmost shell experiences
positive SA (Figure 17c). In the central columns of the section image, the 3 spherical
shells also experience positive SA. To quantify the observable change in the SV
image intensity profiles are plotted and compared to the object intensities in Figure
17d. The object comprises of small spherical shells, all of which are characterized by
identical peak intensities. Axial intensity profiles taken through the center of the XZ
cross-section show a spatially shifted arrangement of these identical peaks (Figure
17g). Both lateral and axial intensity profile plots overlap because the shells are
equidistant from each other. The SV image clearly shows variability both in the lateral
and axial intensity profiles. Since the spread of intensities is anisotropic, the axial plot

94

shows attenuation of intensity values and loss of structural integrity, while the lateral
plot preserves some of the structural details even though attenuation is still present.
The SI image (Figure 17d) and DV image (Figure 17e) computed using earlier
imaging approximations (Figure 14a&b) are different from the SV images of this test
object (Figure 17f & c). This comparison was done to show a progression of
specimen approximation models. Computational efficiency was a concern while
modeling SV, which was addressed in the BBR method by using PCA represented
SV-PSFs to generate the image (Figure 17f). (Figure 17c & f show identical
characteristics with the shells either experiencing positive or negative SA. The
similarity was quantified using a i-divergence97 based error measure, which was found
to be 7.42x105 and SSIM of 0.9999.
5.3.3. Restoration of Simulated SV images
The SV image generated using PCA-represented PSFs (Figure 18b) was restored
using the BBR method described in Section 3.2 and the result (Figure 18e) was
compared to restorations obtained with the DV-CG9 (Figure 18d) and SI-CG48 (Figure
18c) algorithms to highlight the errors in restoring SV image using an inaccurate
model assumption. The error was quantified using a NMSE. All restorations were run
for 50 iterations because the CG algorithm ensure fast convergence. The DV-CG and
SICG algorithms use the same CG type iteration scheme as BBR. For the DV-CG
restoration 5 strata were used, and a unique PSF was computed for each stratum as
opposed to each block corner as in the case of the BBR approach. The PSFs used for
the DC-CG restoration were exactly the same as those used to generate the DV image
(Figure 17e). With the SI-CG algorithm a single non-aberrant PSF was used to restore
the same SV image.
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Figure 18: Fundamental evaluation of the BBR method. XZ section images taken
through the 3D volumes are shown in all cases. (a) Numerical object with five
identical 2-µm in diameter spherical shells embedded in a medium with RI variance.
(b) SV image using the PCA BB model computed from superposition of 15
convolutions [Eq. (20)]. The SV image restored with: (c) a single non-aberrant PSF
using the SI-CG algorithm; (d) five DV-PSFs using the DV-CG algorithm; and (e) 14
PCA represented SV-PSFs using the BBR method. Intensity profiles taken at the red
dashed lines through the object (a) and the restored images obtained using different
algorithms and number of PSFs (c, d & e) along: (f) the optical axis z; and (g) the
lateral axis x. The system parameters are: 63x1.4 NA oil lens (RI = 1.515); grid size
256x256x256 with axial and lateral spacing equal to 0.1 μm; Wavelength at 540 nm.
Scale bar: 6.4 μm.

Figure 18e qualitatively resembles the true object (Figure 18a) with restoration
of significant structural details. The shells qualitatively appear identical in the restored
image highlighting the efficiency of the BBR in minimizing spatial variance. Figure
18c & d both show artifacts though the DV-CG algorithm yields slightly improved
restorations because the PSFs account of SA varying due to change in depth. The
similarity between the restored image and the object is observed in the axial intensity
profile taken through the center of the restorations and the true object (Figure 18f).
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The profile through Figure 18e shows the reconstruction of the shell structure with
two distinct peaks per shell while the other reconstructions fail to do so. The idivergence of the restorations with the true object as a reference was 3.83x104, 2.90
x106, 6.17x106 for the restorations shown in Figure 18c, d, & e, respectively,
reinforcing the inference drawn from qualitative observation. The BBR of the SV
image shows an 100 fold improvement over the SI-CG and DV-CG restoration.
This study with simulated images demonstrated the differences in SV imaging,
approximated by the block-based forward model and existing DV and SI imaging
models. The ability of the BBR method to restore a simulated SV image was also
shown to be superior to restorations from existing restoration methods based on DV
and SI imaging, which suffer from artifacts due to the effective mismatch between
the forward imaging model and the actual imaging process.
5.4. Application of BBR on Experimentally Acquired SV-Images
In this section results from a controlled experimental test sample that highlights the
effect of RI variance on COSM are discussed. Information derived from DIC images
was used to guide the application of the BBR approach to experimental data and to
generate simulated images that predict the data. Both experimental and simulated
images were restored using the BBR method to further validate its usage. Details
about data acquisition, comparison of experimental and simulated images and their
restoration are presented in what follows.
5.4.1. Experimental Acquisition of Space-Variant Images
Experimental images of 6 µm beads were gathered from a sample with spatially
variant RI using a Zeiss Axio Imager (Carl Zeiss, GmbH, Germany) with optical
97

sectioning, DIC and bright-field capability and an AxioCam MRm camera.
FocalCheck™ microspheres, 6 μm in diameter and stained throughout with DAPI
with a 1 μm fluorescent (Alexa Fluor®) outer shell, were imaged with a 20X/0.5 NA
air lens. The microspheres were air-dried on a glass slide, on which guides had been
etched with a diamond-head drill in order to facilitate determination of imaging depth
from the slide hence acting as guides. Half of the slide was sealed with UV cured
optical cement (NOA 60) with RI = 1.52, and the other half was sealed with
ProLong® Diamond antifade reagent with RI = 1.42 (after being cured for 24 hours).
A layer of FluoSpheres® dyed with DAPI was air dried on a coverslip to facilitate
locating the exact location of the coverslip. When the coverslip was placed on the
sample a large air vacuole was introduced in the sample. This made the sample
comprise of media with 3 different RIs. An image of the slide showing the boundaries
between the different media with varying RI is shown in Figure 19a. The sample was
further cured to obtain a well-sealed arrangement. The location of the microscope
stage recorded at the best focus of the various beads in the sample was used to obtain
the thickness of each layer.
The DIC microscopy mode was used to bring into focus the etched guide on
the slide. This location image was identified and acquired using the Zen 3D Panorama
mode to obtain a wider field of view encompassing the guide as well as the
fluorescent shells. A region of interest (ROI) [enclosed by the blue box] was
identified, to evaluate the block-based forward model keeping the computations
tractable. In the DIC image (Figure 19b) the guide is seen going out of focus within
the field of view with a change in contrast, which indicates the change in RI. The ROI
was imaged using the DIC (Figure 19c) and bright-field (Figure 19d) imaging modes,
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to determine the boundary where the RI transition occurs. The change in contrast at
the boundary indicates the presence of a possible gradient of RIs between the two
different RIs used in the sample preparation. The location of the boundary and
information about the RI of the specimen was used to obtain a 3D RI map, ,i.e.,
regions in the 3D image were associated with a unique RI. Images were acquired at
the boundary between the air vacuole (RI = 1.00) and the mountant (RI = 1.42) to
image the effect of a large RI difference similar to that experienced in alveolar
imaging. A schematic of this arrangement is shown (Figure 19e) and is enclosed by
the red box in Figure 19a.
A 3D image (grid size of 340 x 340 x 300) comprising of 7 shells, with a voxel
size of 0.32 x 0.32 x 0.32 μm in X, Y and Z direction was acquired from the sample
described above (Figure 19f). The image was gathered using the AlexFluor
illumination, ,i.e.,, at wavelength of emission was 535 nm. The thickness of the
specimen layer, found out by extracting the distance between imaged beads and the
sub-resolved marker beads located on the coverslip was 143 µm. The distance was
further calibrated to account for the shift introduced due to SA8.
In the next section, the experimental image described here is compared to a
model prediction in order to validate the SV model proposed in this paper. Details on
the simulation and comparison of the simulated and are discussed.
5.4.2. Comparison between Block-Based Forward Model Simulated Images and
Experimental Images
The information available from the experimental conditions including information
about the spatial variability of RI derived from DIC images to obtain the SV image,
described in Section 5.4.1, was used in the computation of the block-based forward
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model to generate the simulated images. A set of theoretical SV-PSFs were computed
using the experimental parameters in the N–interface PSF generation model and were
used to generate a model prediction for the experimental data. The RI and the
thickness of the specimen, used to generate the PSF, was derived from the block
assumption described in detail below.

Figure 19: Experimentally acquired SV image of a test sample. (a) SV specimen on
the slide showing the different media [acquired using a Samsung Galaxy S4 camera].
(b) Experimentally acquired DIC image (grid size: 2616x2375 pixels) of the etched
guide, showing the two regions with distinct RI (equal to 1.00 and 1.42). Lateral
image of the ROI obtained using different imaging modes: (c) DIC; (d) bright-field;
(e) Schematic of imaging layers of experimental setup for data acquisition. (f) XY
section image from the center of the numerical object used in simulation. (g) the
simulated image from the block-based forward model [Eq. (20)]; and (h) fluorescence
image acquired. (i) Plot of lateral intensity profiles (along the red dashed lines in d)
taken through shells 1 & 2 from the numerical object (f), the experimental image (g)
and the simulated image (h). Grid size: 340x340x300. Emission wavelength 540 nm.
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Scale bar: 6.4 µm. Voxel size: 0.32x0.32x0.32 µm. Lens parameters: 20x/0.5 NA air
(RI = 1.00). All images are normalized and displayed on the same intensity scale.

A smaller region encompassing the boundary [obtained while imaging the
guide (Figure 19b)] was imaged with DIC (Figure 19c), which includes sections of
different media where the brightness of the background transitions from dark to light.
The boundary between the air vacuole and the mountant is highlighted using the white
dashed line in Figure 19 b&c. The transition in contrast can be attributed to the
optical path difference (,i.e., the product of refractive index and geometric path
length). Based on knowledge about the slide preparation the right side of the sample is
comprised of mountant while the left side is comprised of air vacuole. This region
was also imaged using bright-field microscopy (Figure 19d) to establish that the
contrast could be attributed exclusively to optical path length and not to the presence
of a feature of interest. The boundary (dashed white line) is clearly visible in the
bright-field image due to scattering, even though the background in both regions is
equally bright. Generating a contrast difference due to change in the OPD is a
property of DIC imaging, which cannot be replicated by bright-field imaging,
allowing us to affirm that the visible change in contrast is due to the change in RI
(Figure 19c).
A simulated SV image was generated using a simulated object (Figure 19f)
with 7 spatially distributed numerical shells (6 µm in diameter) arranged similarly as
in the acquired image. The object space was sectioned into 3x3x10 sections along X,
Y, and Z respectively hence dividing the object into 90 blocks, with RIs changing
from 1.00 and 1.42 along the X and Y axis. The edges were rounded off to the nearest
integer a common technique used in SV convolution. The size of each block was
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36.3x36.3x9.6 µm. Using the DIC image and existing information from the literature
about the RI of the mountant based on the preparation of the sample, RI values were
assigned at the edges of each block. The simulated SV image (Figure 19g) was
computed using [(3+1)x(3+1)x(10+1)=]176 N-interface PSFs represented by the 12
largest PCs in [Eq. (20)].
The simulated image (Figure 19g) captures the main features in the
experimental fluorescence image (Figure 19h). A cluster of 3 shells comes into focus
~6.4 µm away from the best focus of the other 4 shells in the field of view. This shift
in best focus can be attributed to the different amounts of SA due to the different RIs
in distinct volumes of the slide. The cluster of 3 shells comes into focus at a shallower
depth than the other 4; this indicates the presence of positive SA. Comparison of
intensity profiles, from both experimental and simulated images, taken through the
center of two shells located in different media (Figure 19i) show agreement with
respect to the shape of the intensity distribution. The structural similarity (SSIM)98
between the simulated and experimental image (Figure 19g & f ) is 0.9999 while the
I-divergence97 between them is 5.4683x107.
BBR results from a measured 3D image of a smaller ROI from the test sample,
acquired the using the same experimental conditions discussed here, are presented in
the next section. This was done to use a smaller 3D image for restoration whence
keeping the computations tractable.
5.4.3. Restoration of Space Variant Images Using the BBR Method
Results from applying the BBR method to a 3D image of the test sample discussed in
Section 5.4.1 and a corresponding simulated images are summarized in Figure 20
(where XY section images through the volume are shown) and Figure 21 (where XZ
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section images through a sub region of the volume containing each shell are shown).
A DIC image (Figure 20a) was used to locate the boundary of the two media. A
smaller 226x226x300 region-of-interest with two shells located at the same depth
(evident in the XY field of view), from the larger image was used to obtain the RI
map of the specimen using DIC (Figure 20b). The information that the 2 shells are at
the same location is derived from our experimental setup where the shells were dried
on the slide and sealed. This region was numerically simulated in Figure 20c
highlighting the 2 shells. A 3D image of the same field of view was also acquired in
fluorescence (Figure 20d) and a smaller ROI extracted (Figure 20e). The shell
towards the bottom of the image (Shell 2) is in an air vacuole (,i.e., in a medium with
RI = 1.00, which matches the immersion medium of the dry lens used) as evident by
the well-focused image of the shell, while the other shell (Shell 1) appears out of
focus due to the presence of SA because it is in a medium with RI = 1.42.
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Figure 20: Comparison of BBR results from experimental and simulated SV images.
In all cases only XY images takes through the center of acquired volumes are shown. .
(a) DIC image showing the boundary between two media with different RI present in
the test sample. (b) The smaller region with two shells in different media magnified.
(c) Numerical object used in simulation. (d) Fluorescent image of the same field of
view as in (a) showing shells in and out of focus due to change in SA.
(e)Experimental image extracted from (d). (f) Simulated SV image of the numerical
object. (g) Restored image from applying BBR to the experimental image in (e); and
(h) the simulated image in (f). (i) Lateral intensity profiles through the center of the
shells. Grid size: 226x226x300 for (c-h).Wavelength 540nm. Scale bar: 6.4 µm. Pixel
size: 0.32x0.32x0.32 µm. Lens parameters: 20x/0.5 NA air lens (RI = 1.00). All
images are normalized and displayed on the same intensity scale.

A simulated numerical object (Figure 20c), which comprised of two identical
shells was generated using the manufacturer’s information about the fluorescent
shells. To generate a simulated image, the 3D volume in the object space was divided
into 2x2x10 sections along X,Y and Z, ,i.e., in 40 blocks which led to the generation
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of 99 SV-PSFs. This sectioning was based not only on the RI variability but also to
generate sets of PSFs at variable depth locations. The block-based forward model [Eq.
(20)] was computed using the 12 PCs derived from the 99 PSFs to generate the SV
image (Figure 20f). The simulated image (Figure 20f) captures the main features in
the experimental image (Figure 20e) although some difference in intensity is evident.
The BBR method was found to converge (based on i-divergence values) after
25 iterations in simulated images, and the results presented here are at this observed
convergence. Regularization [ = 0.0001 in Eq. (21)] was used during the restoration
of the experimental image to account for noise introduced during imaging. The XY
cross-section of the restored experimental image using the BBR method is Figure 20g,
while the restored simulated image is shown in Figure 20h. The XY sections from
both the restored images show that the shell structure is restored well as evident by
the sharp high intensity ring. The BBR method was effective in bringing both the
shells into focus at the same axial plane (Figure 20g & h) hence eliminating the SA
induced axial shift, which was clearly observed in Figure 20e & f. The lateral profiles
through the shells in the experimental image before and after processing (Figure 20f
& e) are compared in Figure 20i to the ideal intensity of the numerical shells (Figure
20c). The BBR restored shells follow the profile of the true object, with each shell
showing two peaks of intensity, which are not resolved in the corresponding profile
from the unprocessed image.
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Figure 21: Effect of SA on experimental and simulates images of Shell 1 (i) & Shell 2
(ii). All images shown are corresponding cross sections through the 3D volumes
compared here. (a i & ii) Identical shells at the same depth (along z) in simulated 3D
numerical object. (b i & ii) Fluorescent image of the shells acquired from the
microscope. (c i & ii) Simulated SV image of the numerical object using the blockbased forward model [Eq. (20)]. (d i & ii) Restored experimental image; and (e i&ii)
Restored simulated image, with BBR. (f) Axial intensity profiles through the center of
the true shells and restored shells from experimental (Rstrd Expt.) and the
experimental image.(g) Axial intensity profiles through the center of the true shells
and restored shells from experimental (Rstrd Expt.) and simulated (Rstrd Sim.).
Imaging parameters are the same with Figure 20.

The effect of SV on Shells 1 & 2 is further investigated in Figure 21. Since
shell 1 & 2 do not co-localize in the same XZ plane at a fixed Y, two XZ crosssections are presented for each case. Figure 21a (i & ii), where the subscript (i)
represents Shell 1 and (ii) represents Shell 2, show XZ cross-section of Shell 1 & 2 in
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the numerical object, respectively, which are identical to the XY cross-sections in
Figure 20b because the shells are spherical. The corresponding XZ cross-sections
from the acquired experimental images Figure 21b (i & ii) show a spreading of
intensities with an axial shift of 6.4 µm (consistent with observations in the previous
sections) observed between the two shells. Figure 21c (i & ii) are the XZ crosssections from the simulated images. In our simulation shell 2 ,i.e., Figure 21c (ii)
shows agreement with the experimentally acquired shell 2 Figure 21b(ii), but shell 1
shows some inconsistencies between the experimental and simulated [Figure 21c &b
(i)] image with respect to asymmetric spread of intensities. A possible cause of this
can be experimental noise, as well as overlapping intensities (out-of-focus light) of
shells outside the field-of-view. This phenomenon will be investigated further in the
future.
Figure 21d (i & ii) shows the restored experimental images. Shell 2 shows
improved restoration over shell 1 and this phenomenon is also replicated by the
simulated image restorations in Figure 21e (i & ii). Figure 21f shows the axial profile
through the true shells, and the experimental images of the shells and its restoration.
The profile through the image shows a slight intensity difference as well as the axial
shift that occurs between the two images of the shells. It is evident that the restoration
of Shell 2 is improved over Shell 1 with the formation of a two peak structure which
is not visible for Shell 1. Figure 21g shows the axial profile through the true shells,
and the restored simulated and experimental images of the shells. The restoration of
the simulated image is consistent with the restoration of the experimental image,
again with shell 2 restoring better than shell 1 and the profiles through simulated and
experimental images showing similar artifacts.
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Higher SA causes greater spreading of intensities along the axial direction (Z),
hence to capture the entire region, the number of axial planes has to be high. Based on
our available computational resources we chose 300 Z planes which eventually led to
truncation of the spread by shell 1 hence leading to a poor reconstruction along the Z
axis. This phenomenon has been observed previously in Ref79 . The CG algorithm has
been proven to converge within a few iterations but at the cost of accuracy51 hence
creating a trade-off between speed and accuracy. In future we hope to extend the
block-based forward model to other kernel based iterative restoration algorithms that
can overcome this problem.
The i-divergence of the experimental image with the numerical object, and the
simulated forward images with the numerical object was calculated to be 1.30x108
and 2.02x105, respectively. The restored experimental image and simulated image
with BBR have an i-divergence of 2.52x107 and 1.69 x104 respectively, when
compared with the object. There is a 10 fold reduction in the I-divergence values
observed for restored images over the forward images for both the experimental and
simulated cases.
In this section, experimental images acquired from a controlled test sample
show SV imaging due to change in RI of the media. This section also highlights the
ability of the block-based forward model to predict SV images using a simple 3D RI
map inferred from a DIC image. The BBR results obtained from experimental and
simulated SV images were consistent, validating the implementation of the approach.
In the next section we will apply the BBR approach to a specific phantom of interest
to demonstrate the effect of RI change on imaging.
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5.5. Space-variant imaging and restoration of a simulated lung tissue phantom
In this section we present results from applying the BBR method to simulated
data relevant to biological studies that motivate our work. Towards this end, we
combined available information from physiological and mechanical studies of lung
alveoli to generate a simulated lung tissue phantom. In what follows we discuss how
the phantom and its RI map were used to obtain the forward SV image using the
block-based forward model, and we report results from processing the SV image
using the BBR approach.
5.5.1. Modelling the Lung Tissue Phantom
The BBR method as elucidated before has been developed for imaging specimen with
SV RI, such as lung tissue, which exhibits RI changes from 1.00 to 1.33. The lung is
composed of clusters of small air sacs (alveoli) divided by thin, elastic walls, ,i.e.,
membranes (Figure 23a). Alveoli normally have a thin wall that allows for this air
exchange to occur, and fluids are usually kept out of the alveoli unless these walls
lose their integrity. Pulmonary edema occurs when the alveoli fill up with excess
fluid, seeped out of the blood vessels in the lung, instead of air99. For this study a
single alveolus with edema surrounded by air filled alveoli was modelled.

109

Figure 22: Lung Tissue Phantom: (a) Lung physiology (graphics from Ref100). (b)
Mechanical modelling of alveoli as an arrangement of dodecahedrons. (c) Schematic
diagram of the simulated sample with different media. Alveoli filled with fluid are
indicated with blue while those with air are white.
Reported information about alveoli depends on parameters specific to the
animal tissue, sample preparation, amount of mechanical stress and the imaging tool
used. To guide the generation of our numerical phantom on results from Perlman and
Bhattacharya 81 were used because their study is relevant to our investigations.
Perlman and Bhattacharya 81 studied alveoli with and without edema, which is a
space-variant sample, using fluorescence microscopy. In their study, 3D images were
acquired (with 2-µm thick optical slices) using a confocal microscope at a sub-plueral
depth of 80-100 µm in lung tissue from male Sprague-Dawley rats weighing 300-600
grams. The alveolar walls were stained with calcein red-orange AM for visibility in
fluorescence. Alveoli were imaged with a 40X/0.8 NA water immersion at alveolar
pressure (Palv) of 15 cmH2O corresponding to near total lung capacity (TLC). To
establish edema a single alveolus was filled with an albumin solution (RI = 1.336).
The alveolar area for the air filled alveoli was 7.8x103 µm2 at TLC, which was used to
generate the lung phantom. The alveoli with edema had an area of 8.3x103 µm2,
which was not considered in the present phantom but will be considered in the future.
A cluster of alveoli, mechanically modelled as a 3D arrangement of
dodecahedrons by Kitaoka101 forms the basis of our phantom (Figure 23b). A slice
from the dodecahedral structure appears as a honeycomb. We modelled an 80-µm
thick slice by stacking 2D honeycomb arrangements to represent air-filled and fluid
filled alveoli (edema) which are surrounded by alveolar epithelial cells (Figure 23d).
The RI for the rat alveoli was obtained from Ref 53 to be 1.342. For visual interest
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small nodular structures, similar to cancerous nodules, were added both in the alveoli
with edema and with air. In the phantom, a 30-µm layer of a mountant, such as the
ProLong® Diamond antifade reagent (RI = 1.46), was also included to introduce
additional regions of different RI. The 3D RI map of the phantom was generated
using existing information from literature about different media.
5.5.2. Application of the BBR method to the Lung Phantom
The numerical lung tissue phantom used in our simulation is shown in Figure 23a
(XY cross-section). As first approximation, the 3D object comprises of stacks of this
honeycomb like structure with nodules placed at a certain depth. Thus the XZ and YZ
cross-sectional views of this object (Figure 23b &c, respectively) show bars of high
and low intensity with visible nodules. The XZ view at the nodules 1 & 2 are shown
in Figure 23 b & c, respectively. The object was divided into 2x2x8 sections along X,
Y and Z respectively hence diving the object space into 32 blocks. The RI of the
blocks was varied between 1.00-1.336. An XY view of the RI map is shown in Figure
23d. 81 SV-PSFs were computed for a 20X/0.5 NA air lens and were represented
using 12 PCs based on the methodology described in Section 5.3.1.
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Figure 23: Application of BBR to the Lung Tissue Phantom. XY cross-section of the
numerical lung tissue phantom. (a). XZ cross-section taken through the center of: (b)
nodule 1 and (c) nodule 2. (d) XY cross-section of the 3D RI map used in the BBR
algorithm. (e) XY cross-section of the SV image of the phantom computed with the
block-based forward model [Eq. (20)]. XZ cross-section from the SV image taken
through the center of: (f) nodule 1; and (g) nodule 2. (h) XY cross-section of the
restored image using the BBR method. XZ cross-section of the restored image at: (i)
nodule 1 and (j) nodule 2. (k) Axial profiles through the two nodules, their SV-image
and their restoration. Grid size: 300x300x250. Wavelength 635nm. Scale bar: 10 µm.
Pixel size: 0.32x0.32x0.32 µm. Lens parameters: 20x/0.5 NA air lens (RI = 1.00). All
images are normalized and displayed on the same intensity scale.
The block-based forward model [Eq. (20)] was used to generate the SV image
(Figure 23e). In the SV images, two nodules indicated in (Figure 23f &g) are used to
highlight the effects of SV imaging. The nodules though initially located at the same
axial location come into focus at different imaging depth (3.52 µm apart) due to the
effect of spatially variant SA (Figure 23k). The images of the nodules not only have
reduced intensity but due to spread of intensities, they are hard to distinguish from the
alveolar walls. Figure 23h is the restored SV image after 26 iterations of the BBR
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method. Apart from improvements in the overall clarity and contrast of the SV-image
the restored nodules (Figure 23h) come into focus at the same axial location, again
indicated by overlapping peaks in (Figure 23k). Figure 23i&j show the XZ view from
the reconstruction of the sample, in which the nodules are more distinguishable from
the alveolar wall. These results are only after 10 iterations; we hope to add results
further along soon. Figure 23k shows the axial intensity profiles through the object,
SV-image, and BBR image of nodules 1 & 2. A shift between the peaks of the axial
profile through the SV images of nodule 1 & 2 is clearly visible in Figure 23k, which
is reduced in the profiles through their restored image. The restored image profile also
has less spread of intensity than the SV-image. The I-divergences of the restored
image with the numerical object and the SV-image with the numerical objects are
7.98x106 and 9.54 x106, respectively, indicating a reduction in error in the BBR.
In this section we have rigorously modeled lung tissue based on available
literature to highlight the effect of imaging such samples with fluorescence
microscopy. This numerical phantom can be used in future studies to understand
imaging properties of samples with spatially variant RI, without requiring
experimental samples which might be subjected to additional errors introduced during
acquisition. Errors that arise from imaging the phantom have also been predicted and
corrected in this section using the new BBR method.
5.6. Discussion and Conclusion
The new block-based forward model is an approximation that allows the modelling of
SV images from specimen with spatially varying RI. This object space is divided into
blocks, which allow the generation of appropriate SV-PSFs. The model is made
computationally tractable by using PCA to represent the PSFs which greatly facilitate
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reduction of dimensions and resources. The BBR method allows the restoration of SV
images using the PCA block-based forward model as the kernel in a conjugate
gradient type minimization scheme. This type of restoration algorithm converges in a
few iterations, allowing efficient restoration of SV images.
A simulated image from a simple 3D object with uniform structures and nonuniform RI was shown to have spatial variability both axially and laterally, as
expected, due to the change in both RI and depth within the sample. The SV image
was also effectively restored using BBR with 100 fold increment in accuracy
(quantified using i-divergence) over DV and SI methods. A controlled experimental
set-up was used to obtain SV images. The same field of view was also imaged using
DIC to obtain regions of different media and eventually generate a 3D RI map using
available information about the RI of the medium. The block-based forward model
was used to generate the SV image from a numerical object and it was compared with
the experimentally acquired image for its evaluation and validation. The BBR method
was used to restore experimental and simulated images of this test sample. . The
restored experimental image and simulated image with BBR have an i-divergence of
2.52x107 and 1.69 x104 respectively, when compared with the object.
Finally, a numerical phantom for lung tissue was generated using parameters
acquired from the literature and its SV image was predicted and further restored by
the proposed block-based approach. The I-divergences of the restored image with the
numerical object, and the SV-image with the numerical objects are 7.98x106 and 9.54
x106, respectively, indicating a reduction in error in the BBR
In this study, the thickness of test samples was experimentally derived using
the location of the Z-stage (microscope) but obtaining the RI directly (without
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quantitative phase imaging) was a challenge. We used the contrast variability
observed in DIC images, and existing information available from the literature about
the material used to construct the samples, to guide our creation of the approximate RI
map. In future work, we intend to compute the phase information from the DIC image
and directly use the information in the PSF model instead of the RI.
The CG algorithm converges fast (~20 iterations for the samples studied) but its
accuracy is dependent on the amount of SA in the sample. Higher SA introduces a
higher spread of intensity leading to truncation of data to keep computations practical.
In the CG a trade-off is introduced between the accuracy and speed of restoration. In
future work, we hope to improve the accuracy of the restoration by using other
statistical frameworks designed to work with truncated data.
Development of a computational efficient SV forward imaging model and
restoration method is the first step towards accurate reconstruction of thick biological
samples. This study contributes to the larger goal of image restoration using COSM.
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6. Conclusion and Future Work

This dissertation presents an effort to develop and implement a practical
approach for restoring fluorescence images from optically thick samples, which suffer
from SV aberrations. The three main contributions of this dissertation are: 1) the Ninterface PSF model, 2) the block-based (BB) forward imaging model and 3) the
block-based restoration (BBR) method, which enable improved imaging of thick
samples with variable RI using wide-field fluorescence microscopy. Detailed
discussion and conclusions reached about the PSF and imaging models and the BBR
method have been included at the end of each respective chapter of this dissertation.
In this section we broadly highlight conclusions from the investigation of our
proposed imaging approach and discuss our future efforts that could further this study.
The N-interface PSF model offers an improved mathematical model to
generate PSFs for point sources in multilayered-media with variable RI. Results from
simulated and experimental studies discussed in Chapter 3 highlight the accuracy and
usability of the new PSF model. The N-interface PSF model was validated by
comparing model predictions to experimental images taken from 170-nm
fluorospheres embedded in various media at different depths below the coverslip.
Fluorescent point sources imaged through lung tissue were also used to further
establish the accuracy of the new model in predicting the PSF. Improved restoration
of spherically aberrant images obtained with existing restoration methods using the of
N-interface PSFs was also demonstrated.
The block-based forward model, developed using the N-interface PSF model
to approximate SV images of specimen affected by variable SA, is discussed in
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Chapter 4. The block-based imaging model was made computationally practical using
a PCA-based reduction of dimensionality in the representation of the SV PSF
allowing an 85% reduction in computational resources, ,i.e., fewer convolutions are
required to generate the final image. The PCA block-based model produced images
that show a 0.98 cross-correlation with images computed without the PCA
representation. A simulated image of a simple 3D object with uniform structures and
non-uniform RI, computed using the block-based model, was shown to have spatial
variability both axially and laterally, as expected, due to the change in both RI and
depth within the sample.
The block-based forward model is used as a kernel in the BBR method
developed as a part of this study, discussed in Chapter 5, which enables the restoration
of SV images using a conjugate gradient type minimization scheme. This type of
restoration algorithm converges in a few iterations, allowing efficient restoration of
SV images. The BBR method was also used to restore experimental and the
corresponding simulated images. Finally, a phantom of the lung tissue was generated
using parameters acquired from the literature and its SV image predicted and further
restored. The I-divergence between the numerical phantom and the restored image
was reduced by 20% over that from the simulated forward image, indicating the
advantage of using the BBR method.
In conclusion, the effect of RI variance on a point source has been thoroughly
studied and in Chapter 3. Extending our understanding of PSFs has allowed the
development of the block-based forward model studied in Chapter 4, which has been
evaluated under different simulated and experimental conditions and has been shown
to predict SV accurately, as visible from the axial profiles. The forward model forms
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the basis of the BBR, which has been evaluated using simulated data but at its present
state, it has limitations w.r.t the accuracy of restoration, when applied to experimental
data. Our comprehensive solution has been studied extensively using simulations. We
have the capability to predict and restore SV images from samples >5 µm thick and
comprising of media with multiple RIs. Below, we discuss some ideas to improve the
restoration of experimental data.
Presently, we simultaneously take a DIC, bright-field and fluorescence images
of same field on view within the sample. We use the contrast variability observed in
DIC due to change in the RI as well as thickness of the sample, to observe the spatial
change in media, ,i.e., the boundaries. The BBR method relies on information from
the literature about the RI of different media to obtain the 3D RI map of the sample
from the DIC image. In future work, we intend to derive the phase information from
the DIC image and directly use the information in the PSF model which is an essential
requirement for SV restoration.
Our lab, the CIRL, is also making progress on efforts to obtain the RI map of
the sample. DIC images generate contrast based on the optical path difference (OPD)
of the system, which also holds information about the SA in PSF modelling. An
accurate OPD derived from the DIC image can effectively allow modelling of
accurate PSFs accounting for spatially variant RI without relying on user-derived
information. Accurate SV-PSFs can be used in the block-based forward model for
representation of the specimen’s SV image.
Future efforts with respect to approximation of the SV forward imaging model
will be directed towards possibly dividing the sample into polyhedrons as opposed to
blocks, which better mimic biological structures. The proposed block-based imaging
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model requires convolutions over the entire dimension, which is computationally
inefficient for large images. We hope to address this problem using sub-tiling, ,i.e., by
dividing the larger 3D image into tiles and treat individual tile independently, ,i.e.,
restore each individual tiles with the corresponding kernel before stitching them back
together reducing the computational load of the algorithm.
The CG algorithm converges fast (~20 iterations for the samples studied)
but its accuracy is dependent on the amount of SA due to the sample. Higher
SA introduces a higher spread of intensity leading to truncation of data volumes in
order to keep computations practical. In the CG algorithm there is a trade-off between
accuracy and speed of restoration. In future studies we hope to improve the accuracy
of the restoration by using other statistical algorithms that will be designed to account
for truncated data.
Our approach to SV imaging is the first step towards accurate reconstruction
of thick biological samples, hence contributing to the larger goal of image restoration
using COSM.
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APPENDIX A: Pseudo-Code, Code and Flow Charts
This section has flowcharts, new code and pseudo code for the N-interface PSF,
Block-based Forward Imaging Model and The Block-based Restoration (BBR). . The
code and functions used therein developed as parts of this project integrate with code
made available to us by our collaborator Lutz Schaefer (Advanced Imaging
Methodology Consultation, Canada). Here we only provide code that was developed
as part of this project.
1. N-interface PSF model
In this section the flowchart and the Psuedo-code for the new PSF model in presented.

Psuedo-Code:
Step 1: Update the PSF parameter structure to allow the user to input additional
specimen information
.
131

Initialize
NA (Numerical aperture objective),
niD, ngD (Vector of design refractive indices [immersion, coverglass]),
[ni ng ne] Vector of actual refractive indices [immersion, coverglass, [vector
of RI of specimen media]]
[tiD tgD ],Vector of design thickness [working distance, coverglass]
[0 tg te ], Vector of actual thickness [0, coverglass, [vector of thickness of
each specimen media]]
[Lambda Lambda],dir);

Vector of used wavelengths [detection,

illumination]

Step 2: Update the OPD to incorporate additional specimen information
for i=3:total no. of interfaces
ns = n(i); RI of each layer
ts = d(i); Thickness of each layer
tempOPDs = ne*te*sqrt(1-x/ne^2);
OPDs=OPDs+tempOPDs;
end
OPDnew= OPDcoverglass + OPDimmersion media + OPDspecimen

Step 3: Incorporate the updated OPD into the illumination intergrals and generate the
vectorial PSF.
.
f = p.fw .* exp(1i * k0 * OPDnew);
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I0 = sum(f .* j0 .* tau1);
I1 = sum(f .* j1 .* tau2);
I2 = sum(f .* j2 .* tau3);
2. Block-based Forward Model
In this section Matlab code for the new Block based forward imaging model in
presented.

Step 4(a): Applying PCA to the PSFs.

strata=5;strata_size=20;
blkX=3;blk_size=4.2;
blkY=3;
blkZ=strata;
RImap=ones(blkX+1,blkX+1,strata+1)*1.42

RImap(2,:,:)=1.42;
RImap(3,:,:)=1;
RImap(4,:,:)=1;
%%
ni = 1.0; niD = 1.0;

% ni/niD-actual/design immersion index

ng = 1.522; ngD = 1.522; % ng/ngD-actual/design cover-slip index
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tg = 160; tgD = 160;

% ti/tiD-actual/design cover-slip thickness

[microns]
tiD = 610; NA =.5;

% tiD/NA working-distance/num aperture

Lambda = 0.535;

% wavelength [microns]

dir='Descending';

%x=WURead3D('objectSV.wu');
%obj=x;
%[sizeX,sizeY,sizeZ]=size(x);
sizeX=200;
sizeZ=300;
%%
num=1;

for m=1:1+blkX
for n=1:1+blkY
for o=1:1+strata
ne =squeeze(RImap(m,n,o));
te = 118+((o-1)*strata_size);

% ni/niD-actual/design embedding

medium index

psfpar = psfparameterMul(NA,...

% Numerical

aperture objective
[niD ngD],...
[ni ng ne],...
[tiD tgD ],...

[0 tg te ],...

% Vector

of actual thickness [0, coverglass, stratum embedding]
[Lambda Lambda],dir);

% Vector of actual thickness [0,

coverglass, stratum embedding]

p = psfpar.initialize(psfpar, 'Vectorial', 1000);
temp = wfpsfmul3D(0.32,0.32,sizeX,sizeZ,p);
psf(:,:,:,num)=temp;

134

%

figureSpec(squeeze(temp(:,64,:))');
dr =

fopen(['/home/sghosh/CBBR/mscope/PSF/PSF_200x200_142t2_X_',num2str(m),'_Y',n
um2str(n),'_Strata',num2str(o)],'w+');
fwrite(dr,temp,'float32');
fclose(dr);
num=num+1;
end
clear ne;clear te;
end

end

%psf=psf(42:297,42:297,:,:);
size(psf)
disp('PSFs generated');

%%
N_psf=(blkX+1).*(blkY+1).*(strata+1);
%N_psf=54;
%N_psf=24;
n_base=12;
[base,coef,princ]=compPCA(psf,N_psf,N_psf,n_base);
disp('PCA computed')

%%
dr = fopen('base146Blk','w+');
fwrite(dr,base,'float32');
size(base)
fclose(dr);

dr = fopen('coef146Blk','w+');
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fwrite(dr,coef,'float32');
size(coef)
fclose(dr);

dr = fopen('princ146Blk','w+');
fwrite(dr,princ,'float32');
size(princ)
fclose(dr);

%%
obj=WURead3D('obj_sim4.wu');
%obj=padarray(obj,[64,64,0]);
size(obj)

%obj=padarray(obj,[128,128,128]);
[Nx,Ny,Nz]=size(obj);
p=[(blkX+1),(blkY+1),(blkZ+1)];
[coef3Dintrp146,coef3D] =interpCoef(obj,coef,blkX,blkY,blkZ);
size(coef3Dintrp)
size(coef3D)

dr = fopen('coef3Dintrp146','w+');
fwrite(dr,coef3Dintrp,'float32');
fclose(dr);
disp('interpcoef done')

norm = generateNorm( base,coef3D,princ,n_base,blkX,blkY,blkZ);
size(norm)
norm=padarray(norm,[28,28,0],'replicate');
size(norm)
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dr = fopen('norm146','w+');
fwrite(dr,norm,'float32');
fclose(dr);
disp('norm done')
img=blockPCANorm(obj,base,coef3Dintrp,princ,norm);

img=blockPCANorm(obj,base,coef3Dintrp,princ,norm);
%figure;figureSpec(squeeze(img(:,128,:))');
dr = fopen('img_PCA','w+');
fwrite(dr,img,'float32');
fclose(dr);
clear psf;
%%%%
imgFinal = blkFM(obj,psf);
dr = fopen('img_BlkFM','w+');
fwrite(dr,imgFinal,'float32');
fclose(dr);

Matlab code for function compPCA.m

function [Base_PSF_0,CC2,Base_PSF ] =
compPCA(PSF_4D,numOfPSF,numOfComp1,numOfComp2 )
%Calculation of PCA components
%written by S Yuan modified by S. Ghosh, CIRL
% Inputs
%psf4D: the 4D PSF
%numofPSF: Number of PSFs
%numOfComp2: Number of principle components desired
%numOfComp1: Number of principle components for calculation, higher for
%higher precision. Added S. Ghosh
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%tensor product PCA
%optimized for use on HPC
[Nx,Ny,Nz]=size(PSF_4D(:,:,:,1));
Size_PSF=Nx;
N_psf=numOfPSF;
flag=0;
BB=numOfComp1;
BB2=numOfComp2 ;
done =1;
for ii=1:Nz % Nz
psf_3d_subset = squeeze(PSF_4D(:,:,ii,:)); %rearranging based on z
{S_1z(x,y),…,S_Nz(x,y)}
parfor kk=1:N_psf % N

psf_2d_subset(:,kk)=reshape(psf_3d_subset(:,:,kk),[Size_PSF*Size_PSF,
1]);%making it a 1D array
end
%step 2 for Tensor Product PCA
if (ii == 1)
psf_2d_subset_once = psf_2d_subset;
end
[UU, SS, VV] = svd(psf_2d_subset,0);%PCA

if (ii == 1)
UU_once = UU;
end

psf_2d_mean=mean(psf_3d_subset,3);
for jj=1:BB
UU_image(:,:,ii,jj)=reshape(UU(:,jj),[Size_PSF,Size_PSF,1]);
for iii=1:N_psf % N
tmp_2d_mean_dev = squeeze(psf_3d_subset(:,:,iii))psf_2d_mean;%S_iz(x,y)-avg(S_z(x,y))
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tmp_2d_UU = squeeze(UU_image(:,:,ii,jj));%P_j(x,y)
tmp_2d_CC = tmp_2d_mean_dev.*tmp_2d_UU;%c_ij
if (flag == 0)
flag = 1;
tmp_2d_CC_once = tmp_2d_CC;
tmp_2d_UU_once = tmp_2d_UU;
tmp_2d_mean_dev_once = tmp_2d_mean_dev;
end
CC(ii,jj,iii)=sum(sum(tmp_2d_CC));%C_i(z,j)
end
end
end
psf_final_3d_subset=CC;
%step 2 for Tensor Product PCA
for kk=1:N_psf % N
psf_final_2d_subset(:,kk)=reshape(psf_final_3d_subset(:,:,kk),[BB*Nz,
1]);%(P1'(z,j),....Pb2(z,j))
end
[UU_final, SS_final, VV_final] = svd(psf_final_2d_subset,0); %PCA{P'(z,j)

for jj=1:BB2
UU_final_image(:,:,jj)=reshape(UU_final(:,jj),[Nz,BB,1]);
for iii=1:N_psf % N
CC2(jj,iii)=sum(sum(squeeze(psf_final_3d_subset(:,:,iii)).*squeeze(UU_final_
image(:,:,jj))));
end
end
Base_PSF=zeros(Size_PSF,Size_PSF,Nz,BB2);
for jj=1:BB2 % k
for ii=1:Nz % z
for jjj =1:BB
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Base_PSF(:,:,ii,jj)=
squeeze(UU_final_image(ii,jjj,jj)*UU_image(:,:,ii,jjj))+squeeze(Base_PSF(:,:
,ii,jj));%Q_k(x,y,z)
end
end
BasePSFno = jj;
end
Base_PSF_0=mean(PSF_4D,4);

Step 5(a): Generating the forward model using Matlab function blockPCANorm.m

function [ img ] = blockPCANorm( obj,base,coef3Dintrp,comp4D,norm,varargin)
%PCA based forward model for block model
%obj:object for convolution
%Base_PSF_0: the average of the PSFs
%coef: The PCA coeff
%PCApsf4D: The 4D combination of 3D PCA components of the PSFs
%startOfPCAPSF: the first strata
%numberOfPSF: Number of PSF desired.
%blkX: No. of X Blocks
%blkY: No. of Y Blocks
%blkZ: No. of Z Blocks

isadj = false;
if ~isempty(varargin)
arg = varargin{1};
if ischar(arg)
isadj = strcmp(arg,'adjoint');%setting the adjoint operation
end
end
[sizeX, sizeY, sizeZ,ns]=size(comp4D);
[sizeX, sizeY, sizeZ]=size(obj);
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partA = zeros(sizeX,sizeY,sizeZ);
for kk = 1 : ns
x=obj.*coef3Dintrp(:,:,:,kk);
h=(comp4D(:,:,:,kk));
if isadj == true
temp2=ftconvNorm(x,h,'adjoint');
else
temp2=ftconvNorm(x,h);
end
partA=partA+temp2;

end
if isadj == true
partB=ftconvNorm(obj,base,'adjoint');
else
partB=ftconvNorm(obj,base);
end
img=partA+partB;
%%normalization
img=img./norm;
end

Step 5(b): Matlab function for the Block based imaging model using the interpolated
PSFs blkFM.m

function [ imgFinal ] = blkFM(obj,psf)
%This code generates the block based forward model image for a space
%variant system.
%Developed by S.Ghosh, May, 2014.
%Functions called : dvftconv and all functions therein.
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%Stepwise: Overlap-add along Z; Overlap-save along Y, Overlap-save Along X
[sizeX,sizeY,sizeZ]=size(obj);
[blkX,blkY,psfX,psfY,psfZ]=size(psf);
k=1;
%img=zeros([blkX,blkY,psfX,psfY,psfZ]);
for m=1:blkX
for n=1:blkY
h=squeeze(psf(m,n,:,:,:,:));
h = permute(h,[2 3 4 1]);
temp= dvftconv(obj,h);
img(m,n,:,:,:)=temp;
subplot(blkX,blkY,k)
figureSpec(squeeze(temp(:,64,:))');
k=k+1;
end
end
disp('Z images generated');
size(img);
%%
%Interpolate in X and Y for

images

Ys=1;
k=1;
for m=1:blkX
y1 = squeeze(img(m,1,:,:,:));

for

n = 2:blkY

y2 = squeeze(img(m,n,:,:,:));
Ye = min(sizeY, floor((n-1)*sizeY/(blkY-1)));
s = Ys:Ye;

% y-range to be used

w =linspace(0,1,Ye-Ys+1);
ys1 = squeeze(y1(:,s,:));

% block 1

ys2 = squeeze(y2(:,s,:));

% block 2

for i = 1:Ye-Ys+1
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temp(:,i+Ys-1,:)

= ys2(:,i,:) * w(i) + ys1(:,i,:) * (1 -

w(i));
end
Ys = Ye + 1;
y1 = y2;

end
imgX(m,:,:,:)=temp;
subplot(blkX,1,k)
figureSpec(squeeze(temp(:,64,:))');
k=k+1;
end
size(imgX)
save imgX.mat;
disp('X images generated');
Xs=1;
x1 = squeeze(imgX(1,:,:,:));
for m=2:blkX
x2 = squeeze(imgX(m,:,:,:));
Xe = min(sizeX, floor((m-1)*sizeX/(blkX-1)));
r = Xs:Xe;

% x-range to be used

w = linspace(0,1,Xe-Xs+1);

xs2 = squeeze(x2(r,:,:));

% block 1

xs1 = squeeze(x1(r,:,:));

% block 2

for i = 1:Xe-Xs+1
imgFinal(i+Xs-1,:,:) = xs2(i,:,:) * w(i) + xs1(i,:,:) * (1 w(i));
end
Xs = Xe + 1;
x1 = x2;
end
size(imgFinal)
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disp('Final images generated')
end

3. Block-based Restoration Method
In this section the flowchart and the Psuedo-code for the Block based restoration
methods is presented.

Step 6: Replacing the kernel of the ML algorithm with the Block-based forward
image model.
Initialize the s=estimate true object
Replace the convolution function with the Block-based forward imaging model in the
calculation of the image
Kss= blockPCA (s.*s, Base, Coefficient, PCs, Sections along X,Y,Z);
Replace in the calculation of the Gradient
gradL1 = -2*s .* blockPCA(1-PDiv(g,Kss+b), Base, Coefficient, PCs, Sections along
X,Y,Z,'adjoint');
Replace in the Newton-Raphson Method to obtain the CG gradient
Ksdk = blockPCA(s.*dk, Base, Coefficient, PCs, Sections along X,Y,Z);
Kdd = blockPCA(dk.^2, Base, Coefficient, PCs, Sections along X,Y,Z);
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APPENDIX B: Observations
This section discusses different Methodologies developed and studies to investigate
further made throughout the dissertation.
1. Quantitative change in PSFs with change in RI
This study is implemented to study the quantitative change in the 3D PSF with change
in RI. The RI is changed in increments of an order of magnitude to observe the
change in RI.
This study was performed to quantify the change in the 3D PSF with a change in the
sample RI, which is directly influences the RI mismatch. The RI is changed in
increments of one order of magnitude.
Based on our observations and existing studies it can be said that the PSF
change is nonlinearly related to quantitative changes in the RI and/or depth of the
imaged point-source. To quantify RI variations on the PSF the following example, in
which a specimen with an average RI = 1.33 and thickness 50 µm is imaged with a
63X1.4 NA oil immersion lens is considered (Figure 1). The NMSE values
quantifying the volumetric change in the 3D PSF due to the variability of the
specimen’s RI at a depth equal to 10 and 50 µm below the coverslip are summarized
in the table below. The table illustrates that in this example, there is a two-orders-ofmagnitude drop in the error when the RI change is in the 4th significant digit instead
of the 3rd significant digit (first two rows) regardless of the depth within the sample.
Change in RI of the Specimen
0.01 (RI change from 1.33 to 1.34)
0.001 (RI change from 1.333 to 1.334)

NMSE (50 µm) NMSE (10 µm)
0.0251
0.0103
0.0004
0.00011

0.005 (RI change from 1.333 to 1.338)

0.0068
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0.0027

0.0001 (RI change from 1.3333 to 1.3334) 0.00004

0.0000012

Figure 1: Change in PSFs with change in the RI at a depth of: [L-R] 10 µm;50 µm
depth.
2.

Multimodal imaging (bright-field, DIC and fluorescence) in 3D
microscopy

In this dissertation, multimodal microscopy was used to obtain relevant information
about the underlying sample. Fluorescence microscopy has information about the
intensity distribution while the DIC image has information about the OPD of the
sample. The OPD allows the calculation of the RI if information about the thickness
of the sample is known. Bright-field microscopy was used as a control for the DIC
images. In this section we discuss the use of 3D images acquired from all 3 modes of
microscopy in experiments presented in Chapter 5. The study was conducted for a
unique field of view comprised of 6 µm spherical shells submerged in two different
media with RI=1.42 and RI=1.00. A 20X 0.5 NA lens was used to acquire the 3
images.
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This study show XY and XZ images, through all 3 modalities which was not
shown earlier in Chapter 5. An XY cross-section obtain at the 250th slice from the top
of 3D image is shown in Figure 2(a,d,&g) for every modality. This location has the
shells in the media with RI=1.42 in-focus. This location is above the true location of
the shells since they experience positive SA. This movement of best-focus is
exhibited not only in the fluorescence microscopy but also in bright-field and DIC
modes. Another XY section is shown at 269th slice from the top of 3D image Figure
2(b,e,&h). This cross-section shows the shells in RI=1.00 in-focus. not only in the
fluorescence microscopy but also in bright-field and DIC modes. Another XY section
is shown at 269th slice from the top of 3D image Figure 2(b,e,&h). This cross-section
shows the shells in RI=1.00 in-focus. The XZ cross-section is also shown at the
section boundary observed in the DIC image in Figure 2(c,f,&i).

Figure 2: Multimodal Microscopy. Fluorescence Microscopy (a) XY cross-section
taken 80 µm (150 slice) from the top slice of the 3D image; (b) XY cross-section
taken 86.4 µm (169 slice) from the top of the 3D image; (c) XZ cross-section through
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the center of the Y axis. Bright-field Microscopy (d) XY cross-section taken 80 µm
(150 slice) from the top of the 3D image; (e) XY cross-section taken 86.4 µm (169
slice) from the top of the 3D image; (f) XZ cross-section through the center of the Y
axis. DIC (g) XY cross-section taken 80 µm (150 slice) from the top of the 3D image;
(h) XY cross-section taken 86.4 µm (169 slice) from the top of the 3D image; (i) XZ
cross-section through the center of the Y axis. Lens: 20X0.5 NA. Scale bar: 89 µm.
The DIC and bright-field image in Figure 2(f&i) shows the boundary between
the 2 media along Z. This study provides a 3D view of images collected in all 3
modes of microscopy.
3. XY cross-sections through N-interface PSFs
The effect of SA is anisotropic causing more spread along the axial direction than in
the lateral direction. In Chapter 3 we presented our study using XZ cross-sections of
images as it shows the greatest variability within PSFs. In this section we present XY
cross-sections of the same PSFs to provide a more complete 3D visualization of the
PSFs. Comparison of XY cross-section of experimental and simulated PSFs shown in
Figure 7 (Chapter 3). The best focus of the PSFs and Z locations from -2 to 2 μm from
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it are displayed.

Figure 3: XY cross-sections through the center (at Z locations from −2 to 2 μm): Top
Row: Experimental PSF. Middle Row: Simulated PSF for N-interface system matched
to an experimental system, with specimen medium closer to the coverglass as
ProLong® Gold (RI = 1.46 and thickness 45 μm) and specimen medium closer to the
slide as optical cement (NOA 63, RI = 1.56 and thickness 43 μm). Bottom Row:
Simulated PSF for a 3-interface system assuming a uniform specimen medium with
RI=1.51 (average) with thickness 88 μm for all cases. Imaging parameters: 63x/1.4
NA oil lens (RI = 1.512); grid size 100x100x300; wavelength 535 nm; axial and
lateral spacing = 0.1 μm. Scale bar: 2.6 μm. PSF intensities were normalized from 0 to
1.
At best focus the PSFs, for all 3 cases, appear as a small high intensity spot
and as we move away from it the defocus rings are visible. At higher Z locations the
spread of intensities is higher. In the experimental PSFs defocus rings from PSFs
around it are visible in cross-section. As previously displayed cross-sections from the
N-interface PSF and experimental PSF again show agreement and differences from
the simulated PSF with RI=1.51.
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