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Covariant GNS Representation for C*-Dynamical Systems
Carlo Pandiscia
Abstract
We extend the covariant GNS representation of Niculescu, Stro¨h and Zsido´ for C*-dynamical
systems with time-evolution of the system (dynamics) a homomorphism of C*-algebras, to any dy-
namical systems, where the dynamics is an unital completely positive map. We give also an overview
on its application to the reversible dilation theory as formulated by B. Kummerer.
1 Introduction
Let H be a Hilbert space, with B(H) we denote the C*-algebra of all bounded linear operators on H.
Furthermore wo stands for weak operator topology on B(H), so for the strong operator topology, and
ω for the weak topology defined on B(H) (see [12]). Furthermore a linear form ω on B(H) is said be
normal if is a w-continuous linear form and a homomorphism Φ : A → B between unital C*-algebras
is an unital *-multiplicative map, while a representation of a C*-algebra A on the Hilbert space H is a
homomorphism π : A→ B(H).
A C*-dynamical system is a triple (A,Φ, ϕ) constitued by a C*-algebra with unit A, an unital completely
positive map (briefly ucp-map) Φ : A → A and a state ϕ on A such that ϕ ◦ Φ = ϕ. Furthermore the
ucp-map Φ is said be the dynamics of our C*-dynamical system.
In particular a C*-dynamical system (M,Φ, ϕ) constituted by a von Neumann algebra M, normal ucp-
map Φ and by a normal faithful state ϕ, will be called a W*-dynamical system.
To enter the topic of this paper, let (Hϕ, πϕ,Ωϕ) be the GNS representation of ϕ, it is well know that
there is an unique linear contraction UΦ,ϕ of B (Hϕ) such that, for any a ∈ A, we have
UΦ,ϕπϕ(a)Ωϕ = πϕ(Φ(a))Ωϕ. (1)
Moreover, it is simple to prove that if Φ is a homomorphism, then the contraction UΦ,ϕ is an isometry
on Hϕ and for any a ∈ A we obtain
UΦ,ϕπϕ(a) = πϕ(Φ(a))UΦ,ϕ. (2)
If the support projection s(ϕ) of ϕ in the second dual A∗∗ is central (this happens if and only if the
vector Ωϕ is cyclic for πϕ(A)
′) there exists a W*-dynamical system (πϕ(A)
′′,Φ•, ϕ•), where the dynamics
Φ• : πϕ(A)
′′ → πϕ(A)
′′ is the normal ucp-map thus defined:
Φ•(X)Ωϕ = UΦ,ϕXΩϕ for all X ∈ πϕ(A)
′′, (3)
while ϕ• is the normal faithful state
ϕ•(X) = 〈Ωϕ, XΩϕ〉 for all X ∈ πϕ(A)
′′. (4)
In [8], Niculescu, Stro¨h and Zsido´, using the minimal unitary dilation of the contraction UΦ,ϕ (see [7]),
have proved the existence of a representation that generalizes the GNS representation associated to C*-
dynamical system with dynamics Φ a homomorphism (i.e. C*-dynamical system with multiplicative
dynamics), called the covariant GNS representation, briefly CGNS representation. Specifically, they
proved the existence of a quadruple (H, π,U,Ω) constituted by a unique, up to equivalence, representation
π : A→ B(H), an unitary operator U on Hilbert space H and a vector Ω belonging to H such that
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a) π(Φ(a)) = Uπ(a)U∗, for all a ∈ A;
b) The pair (U,H) is the minimal unitary dilation of (UΦ,ϕ,Hϕ) and UΩ = Ω;
c) Ω is a cyclic vector for the *-subalgebra B generated by the set
∞⋃
k∈Z
{Ukπ(a)U−k : a ∈ A};
d) ϕ(a) = 〈Ω, π(a)Ω〉 for all a ∈ A.
In this paper we extend the CGNS representation, previously given for C∗-dynamical system with mul-
tiplicative dynamics Φ, to a generic C*-dynamical system i.e. having only an ucp-map.
The existence of a such CGNS representation easily prove that the W*-dynamical system associated
to a C*-dynamical system with multiplicative dynamics, admits a reversible dilation in the direction of
Kummerer in [5].
After a summary of previous notation, the paper is organized as follow.
In section 2 using the Stinespring representation of completely positive maps and the inductive limit of
directed systems of Hilbert space , we construct the CGNS representation of a dynamical system. in
section 3 we will show that the minimal reversible dilation of the W*-dynamical system associated to
C*-dynamical systems with multiplicative dynamics, satisfies the ergodic properties of the original dy-
namical system.
Furthermore we shall prove that a C*-dynamical system which admits a right inverse, i.e. an ucp-map
Ψ : A→ A such that for each a belong to A we have Φ(Ψ(a))) = a, its associated W*-dynamical system
(πϕ(A)
′′,Φ•, ϕ•) admit a minimal reversible dilation.
2 Covariant GNS associated to the dynamical systems
Before getting into a discussion of the covariant GNS representation, let us recall briefly the Stinespring’s
theorem of a completely positive maps (see [9]).
We consider a Hilbert space H and a C*-subalgebra with unit A of B(H), the Stinespring representation
associated to an ucp-map Φ : A → A is a triple (VΦ, σΦ,LΦ), constituted by a Hilbert space LΦ, a
representation σΦ : A→ B(LΦ) and a linear contraction VΦ : H → LΦ such that for a ∈ A we have
Φ(a) = V∗ΦσΦ(a)VΦ. (5)
We recall that on the algebraic tensor A⊗H we can define a semi-inner product by
〈a1 ⊗Ψ1, a2 ⊗Ψ2〉Φ = 〈Ψ1,Φ (a
∗
1a2)Ψ2〉H ,
for all a1, a2 ∈ A and Ψ1,Ψ2 ∈ H furthermore the Hilbert space LΦ is the completion of the quotient
space A⊗ΦH of A⊗H by the linear subspace
{X ∈ A⊗H : 〈X,X〉Φ = 0}
with inner product induced by 〈· , ·〉Φ. We shall denote the image at a⊗Ψ ∈ A⊗H in A⊗ΦH by a⊗ΦΨ,
so that we have
〈a1⊗ΦΨ2, a2⊗ΦΨ2〉LΦ = 〈Ψ1,Φ (a
∗
1a2)Ψ2〉H ,
for all a1, a2 ∈ A and Ψ1,Ψ2 ∈ H.
Moreover σΦ (a) (x⊗ΦΨ) = ax⊗Φ Ψ, for each x⊗ΦΨ ∈ LΦ and VΦΨ = 1⊗ΦΨ for each Ψ ∈ H.
Since Φ is unital map, the linear operator VΦ is an isometry with adjoint V
∗
Φ defined by
V∗Φa⊗ΦΨ = Φ(a)Ψ,
for all a ∈ A and Ψ ∈ H.
We recall that the multiplicative domain of the ucp-map Φ : A→ A is the set such defined:
DΦ = {a ∈ A : Φ(a
∗)Φ(a) = Φ(a∗a) and Φ(a)Φ(a∗) = Φ(aa∗)}.
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We have the following implications (See [9]):
An element a ∈ DΦ if and only if Φ(a)Φ(x) = Φ(ax) and Φ(x)Φ(a) = Φ(xa) for all x ∈ A.
Then the set DΦ is an unital C*-subalgebra of A.
Proposition 1. For any x ∈ DΦ we have:
σΦ (x)VΦV
∗
Φ = VΦV
∗
ΦσΦ (x) ,
it follows that Φ is homomorphism if and only if VΦ is an unitary.
Proof. For each Ψ ∈ H we obtain the following implications:
a⊗ΦΨ = 1⊗ΦΦ (a)Ψ if and only if Φ (a
∗a) = Φ (a∗)Φ (a) ,
since
‖a⊗ΦΨ− 1⊗ΦΦ (a)Ψ‖ = 〈Ψ,Φ (a
∗a)Ψ〉 − 〈Ψ,Φ (a∗) Φ (a)Ψ〉 .
Furthermore, for each a ∈ A and Ψ ∈ H we have VΦV
∗
Φa⊗ΦΨ = 1⊗ΦΦ (a)Ψ.
Let (A,Φ, ϕ) be an any C*-dynamical system, we set with (L1, σ1,V0) the Stinespring representation
of the normal ucp-map Φ0 : A→ B(Hϕ) defined by
Φ0(a) = πϕ(Φ(a)) for all a ∈ A.
The σ1 : A→ B(L1) is a representation on the Hilbert space L1 = A⊗Φ0Hϕ such that:
Φ0 (a) = V
∗
0σ1(a)V0 for all a ∈ A,
with V0 : Hϕ → L1 linear isometry thus defined
V0h = 1⊗Φ0h for all h ∈ Hϕ.
We recall that if a1⊗Φ0h1 and a2⊗Φ0h2 are elements of L1 we have:
〈a1⊗Φ0h1, a2⊗Φh2〉L1 = 〈h1,Φ0 (a
∗
1a2)h2〉Hϕ ,
furthermore for each a⊗Φ0h ∈ L1
V∗0a⊗Φ0h = Φ0(a)h.
We have the follow lemma:
Lemma 1. There exists a linear isometry Λ0 : Hϕ → L1 such that for any a ∈ A we have
Λ0πϕ(a)Ωϕ = a⊗Φ0Ωϕ, (6)
and
σ1 (a) Λ0 = Λ0πϕ (a) .
Moreover the linear contraction UΦ,ϕ of B(Hϕ) has the following factorization:
UΦ,ϕ = V
∗
0Λ0. (7)
Proof. For any a ∈ A we have
‖a⊗ΦΩϕ‖
2
= 〈a⊗ΦΩϕ, a⊗ΦΩϕ〉L1 = 〈Ωϕ,Φ0 (a
∗a)Ωϕ〉Hϕ = ϕ (a
∗a) = ‖πϕ (a)Ωϕ‖
2
.
Then the linear map Λ0 : Hϕ → L1 defined by the relationship 6 it is well defined and isometric, follows
that can be extended to all Hilbert space Hϕ. Furthermore for each x ∈ A we obtain:
σ1 (a) Λ0πϕ (x) Ωϕ = σ1 (a)x⊗ΦΩϕ = ax⊗ΦΩϕ = Λ0πϕ (ax) Ωϕ = Λ0πϕ (a)πϕ (x)Ωϕ,
and
V∗0Λ0πϕ (x)Ωϕ = V
∗
0x⊗ΦΩϕ = Φ0 (x)Ωϕ = UΦ,ϕπϕ (x) Ωϕ.
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We consider the normal ucp-map Φ1 : A→ B(L1) defined by
Φ1(a) = σ1(Φ(a)) for all a ∈ A
and its Stinespring representation (L2, σ2,V1), with L2 = A⊗Φ1L1 and V1 : L1 → L2 where for each
a ∈ A we have
Φ1(a) = V
∗
1σ2(a)V1.
We define a linear isometry Λ1 : L1 → L2 as follows:
Λ1
n∑
i
ai⊗Φ0hi =
n∑
i
ai⊗Φ1Λ0hi,
for all ai ∈ A and hi ∈ Hϕ, for each i = 1, 2...n.
The Λ1 is well defined operator, since for each i, j we have:
〈ai⊗Φ1Λ0hi, aj⊗Φ1Λ0hj〉 = 〈Λ0hi,Φ1(a
∗
i aj)Λ0hj〉 = 〈hi,Λ
∗
0Φ1(a
∗
i aj)Λ0hj〉 =
= 〈hi,Λ
∗
0σ1(Φ(a
∗
i aj))Λ0hj〉 = 〈hi, πϕ(Φ(a
∗
i aj))Λ0hj〉 = 〈ai⊗Φ0hi, aj⊗Φ0hj〉 .
It is simple to prove that for any a ∈ A, we have:
σ2(a)Λ1 = Λ1σ1(a) and Λ
∗
1σ2(a)Λ1 = σ1(a).
Furthermore the diagram
Hϕ
Λ0−→ L1
Λ1−→ L2
↓
V0
ց ↓
V1
ց ↓
Hϕ
Λ0−→ L1
Λ1−→ L2
is commutative
V1Λ0 = Λ1V0,
with
Λ0V
∗
0 = V
∗
1Λ1.
In fact for each a⊗Φ0h belong to L1 we have:
V∗1Λ1a⊗Φ0h = V
∗
1a⊗Φ1Λ0h = Φ1(a)Λ0h = σ1(Φ(a))Λ0h = Λ0πϕ(Φ(a))h = Λ0V
∗
0a⊗Φ0h.
Iterating the procedure, for every natural number n, we have the normal ucp-map Φn : A → B(Ln)
defined by:
Φn(a) = σn(Φ(a)) for all a ∈ A. (8)
We set again with (Ln+1, σn+1,Vn) its Stinespring representation. Then we have the Hilbert space
Ln+1 = A⊗ΦnLn, the *-representation σn+1 : A → B(Ln+1) and the linear isometry Vn : Ln → Ln+1,
such that for each a ∈ A we have
Φn(a) = V
∗
nσn+1(a),Vn.
Moreover we obtain a linear operator Λn : Ln → Ln+1 thus defined:
Λna⊗Φn−1ψ = a⊗ΦnΛn−1ψ,
for all a ∈ A, and ψ ∈ Ln−1.
The operator Λn is an isometry furthermore for each natural number n and a ∈ A we obtain
(a) σn (a) Λn−1 = Λn−1σn−1 (a) ;
(b) Λ∗nσn (a) Λn = σn−1 (a) ;
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(c) VnΛn−1 = ΛnVn−1;
(d) Λn−1V
∗
n−1 = V
∗
nΛn,
hence we have the commutative diagram
... −→ Ln−1
Λn−1
−→ Ln
Λn−→ Ln+1
Λn+1
−→ ....
σn−1 (a) ↓
Vn−1
ց σn (a) ↓
Vn
ց σn+1(a) ↓
Vn+1
ց
... −→ Ln−1
Λn−1
−→ Ln
Λn−→ Ln+1
Λn+1
−→ ....
(9)
We have a directed system of Hilbert spaces (Ln,Ξn,m) where the isometries Ξn,m : Lm → Ln for m ≤ n,
m,n ∈ N are defined by
Ξn,m =
{
Λn−1 · Λn−2 · · · Λm m < n
I m = n
Furthermore for each h ≤ m ≤ n we obtain:
Ξn,mΞm,h = Ξn,h.
We set with H∞ = lim
−→
(Ln, Ξn,m) its inductive limit (see [4]) and with Zn : Ln → H∞ is the embedding
map such that for each natural number m ≤ n we have:
ZnΞn,m = Zm. (10)
The Hilbert space H∞ is the closure of linear subspace generated by set {ZnLn : n ∈ N}, in other words:
H∞ =
∨
n∈N
ZnLn. (11)
We observe that the embedding Zn : Ln → H∞ for any m,n ∈ N satisfies the following properties:
Z∗nZm
{
Ξn,m m ≤ n
Ξ∗m,n m > n
.
We recall that an isometry dilation of a linear contraction T on Hilbert space H (see [7]) is a triple
{T̂ , Ĥ, z} with Ĥ a Hilbert space, z : H → Ĥ a linear isometry and T̂ an isometry on Ĥ such that
T n = z∗T̂ nz for all n ∈ N.
We observe that if Ω is a vector belong to H we have TΩ = Ω if and only if T̂ zΩ = zΩ.
In fact
||(I − zz∗)T̂ zΩ||2 =
〈
(I − zz∗)T̂ zΩ, (I − zz∗)T̂ zΩ
〉
=
〈
Ω, z∗T̂ ∗(I − zz∗)T̂ zΩ
〉
= 〈Ω, (I − T ∗T )Ω〉 = 0.
We can give the following theorem:
Theorem 1. Let (A,Φ, ϕ) be a C*-dynamical system there exist a triple (H∞, π∞,Ω∞) thus defined:
α) H∞ is a Hilbert space with Hϕ embedding in H∞ i.e. there is a linear isometry Z0 : Hϕ → H∞;
β) π∞ : A→ B(H∞) is a representation such that for each a ∈ A we have
π∞(a)Z0 = Z0πϕ(a);
γ) Ω∞ = Z0Ωϕ.
Moreover there exists a linear isometry V∞ of B(H∞) such that:
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1 - V∞ is an isometry dilation of the contraction U
∗
Φ,ϕ :
Un∗Φ,ϕ = Z
∗
0V
n
∞Z0, for all n ∈ N
and
V∞Ω∞ = Ω∞;
2 - The vector Ω∞ is cyclic for *-subalgebra B of B(H∞) generated by set⋃
n≥0
{Vn∞π∞(a)V
∗n
∞ : a ∈ A}.
3 - For each a ∈ A we have:
π∞(Φ(a)) = V
∗
∞π∞(a)V∞
and
ϕ(a) = 〈Ω∞, π∞(a)Ω∞〉 .
The quadruple (π∞,H∞,Ω∞,V∞) is uniquely determined by the properties 1 - 4 up to unitary equivalence.
We shall call any quadruple in this equivalence class, the Covariant GNS representation of the dynamical
system (A,Φ, ϕ).
Proof. We consider the Hilbert space H∞ defined in 11 and with Z0 : Hϕ → H∞ the linear map 10.
By the commutative diagram 9, for each natural number m ≤ n and a in A, we obtain the following
relationships:
(e) σn(a)Ξn,m = Ξn,mσm(a);
(f) VnΞn,m = Ξn+1,m+1Vm;
(g) V∗nΞn+1,m = Ξn,m−1V
∗
m−1.
Then by the properties of inductive limit of directed systems of Hilbert spaces, we can say that there
exists a representation π∞ : A→ B(H∞) and an isometry V∞ : H∞ → H∞ such that:
(h) π∞(a)Zn = Znσn(a);
(i) V∞Zn = Zn+1Vn;
(l) V∗∞Zn = Zn−1V
∗
n−1.
1) The operator V∞ is an isometry dilation of the contraction U
∗
Φ,ϕ since for any hn ∈ Ln we obtain
||V∞Znhn|| = ||Zn+1Vnhn|| = ||hn|| = ||Znhn||,
while for any a ∈ A and h ∈ H∞ we have
〈πϕ(a)Ωϕ,Z
∗
0V∞Z0h〉Hϕ = 〈Z0πϕ(a)Ωϕ,Z1V0h〉H∞ = 〈Z
∗
1Z0πϕ(a)Ωϕ,V0h〉L1 =
= 〈Λ0πϕ(a)Ωϕ,V0h〉L1 = 〈Ωϕ, πϕ(Φ(a
∗))h〉
Hϕ
=
〈
Ωϕ,U
∗
φ,ϕh
〉
Hϕ
.
Furthermore, for each natural number n we have:〈
πϕ(a)Ωϕ,Z
∗
0V
n+1
∞ Z0h
〉
Hϕ
= 〈V∗∞Z0πϕ(a)Ωϕ,V
n
∞Z0h〉H∞ =
〈
πϕ(a)Ωϕ,U
∗
Φ,ϕZ
∗
0V
n
∞Z0h
〉
Hϕ
,
since Z0πϕ(a)Ωϕ = Z1a⊗Φ0h, we can write that V
∗
∞Z0πϕ(a)Ωϕ = V
∗
∞Z1a⊗Φ0h = Z0UΦ,ϕπϕ(a)Ωϕ.
The vector Ω∞ is V∞ invariant, since UΦ,ϕ
∗Ωϕ = Ωϕ.
2) We observe that
Z0Hϕ = π∞((A)Ω∞
6
and for each natural number n we obtain
ZnLn =
n︷ ︸︸ ︷
π∞(A)V∞π∞(A)V∞· · · · π∞(A)V∞Z0Hϕ.
It is also easy to prove that the Hilbert space ZnLn is generated by follow elements of H∞:
∂0(a0)∂1(a1)· · · · ∂n(an)Ω∞,
where for each natural number n and a ∈ A we have set
∂n(a) = V
n
∞π(a)V
n∗
∞ ∈ B. (12)
3) For each a ∈ A we have
V∗∞π∞(a)V∞Zn = V
∗
∞π∞(a)Zn+1Vn = V
∗
∞Zn+1σn+1(a)Vn+1 =
= ZnV
∗
nσn+1(a)Vn = ZnΦn(a) = Znσn(Φ(a)) = π∞(Φ(a))Zn,
it follows that
π∞(Φ(a)) = V
∗
∞π∞(a)V∞ for all a ∈ A
and
〈Ω∞, π∞(a)Ω∞〉 = 〈Ωϕ, Z
∗
0π∞(a)Z0Ωϕ〉 = 〈Ωϕ, πϕ(a)Ωϕ〉 = ϕ(a).
Let (π,H,Ω,V) be a new quadruple that satisfies the properties 1 - 4 of the theorem, then there exists
an unitary operator W : H∞ → H such that
Wπ∞(a) = π(a)W for all a ∈ A. (13)
The Hilbert space Lm is generated by elements
σm(am)Vm−1σm−1(am−1)· · · ·σ1(a1)V0πϕ(a0)Ωϕ,
with a1, a2, ...am ∈ A and we define a linear operator Wm : Lm → H by
Wmσm(am)Vm−1σm−1(am−1)· · · ·σ1(a1)V0πϕ(a0)Ωϕ = π(am)Vπ(am−1)V· · · ·π(a1)Vπ(a0)Ω,
it is a well defined isometry, since for each ai, bj ∈ A with i, j = 1, 2, ....m, we obtain
〈σm(am)Vm−1σm−1(am−1)· · · ·V0πϕ(a0)Ωϕ, σm(bm)Vm−1σm−1(bm−1)· · · ·V0πϕ(b0)Ωϕ〉Lm =
= ϕ(a∗0Φ(a
∗
1· · · ·Φ(a
∗
m−1Φ(a
∗
mbm)bm−1· · · · )b1)b0) =
= 〈π(am)Vm−1π(am−1)· · ·V0π(a0)Ω, π(bm)Vm−1π(bm−1)· · ·V0π(b0)Ω〉H .
We observe that for each natural numbers m,n we can write
Λn−1· · ·Λmσm(am)Vm−1σm−1(am−1)· · · ·σ1(a1)V0πϕ(a0)Ωϕ =
= σn(am)Vn−1σn−1(am−1)· · · ·σm+1(a1)Vmσm(a0)Λm−1· · · ·Λ1Λ0Ωϕ.
Then we have the following relationship:
WnΞn,m =Wm
since
WnΞn,mσm(am)Vm−1σm−1(am−1)· · ·σ1(a1)V0πϕ(a0)Ωϕ =
=Wnσn(am)Vn−1σn−1(am−1)· · · · ·σm+1(a1)Vmσm(a0)Λm−1· · ·Λ1Λ0Ωϕ,
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where
Λm−1· · ·Λ1Λ0Ωϕ = Vm−1σm−1(1)Vm−2· · · ·V1σ1(1)V0πϕ(1)Ωϕ.
Therefore
Wnσn(am)Vn−1σn−1(am−1)· · · ·σm+1(a1)Vmσm(a0)Vm−1σm−1(1)Vm−2· · ·V1σ1(1)V0πϕ(1)Ωϕ =
= π(am)Vπ(am−1)· · · ·π(a1)Vπ(a0)Ω,Vπ(a0)Ω =Wmσm(am)Vm−1σm−1(am−1)· · ·σ1(a1)V0πϕ(a0)Ωϕ.
Moreover we have
H =
∨
n∈N
WnLn,
since Ω is a cyclic vector for the *-subalgebra B of B(H) generated by the set {Vnπ(A)V∗n : n ∈ N}.
Then there is an unitary operator W : H∞ → H thus defined:
WZnln =Wnln for all ln ∈ Ln,
such that the relationship 13 is valid.
We now turn to some simple observations:
(a) - For each T belong to π∞(A)
′ we obtain that z∗oTzo ∈ πϕ(A)
′.
(b) - The orthogonal proiection V∞V
∗
∞ belong to π∞(DΦ)
′, where DΦ is the multiplicative domain of
the ucp-map Φ and
V∗∞π∞(a) = π∞(Φ(a))V
∗
∞ for all a ∈ DΦ.
In fact for each natural number n, we have that DΦ ⊂ DΦn with DΦn the multiplicative domains
of the ucp-map Φn : A→ B(Ln) previous defined in 8, hence
DΦ =
⋂
n≥0
DΦn .
(c) - If Φ is an automorphism, the triple (H∞, π∞,Ω∞) is a unitary equivalent to the GNS (Hϕ, πϕ,Ωϕ).
(d) - If ϕ is a faithful state of A we have that π∞ : A → B(H∞) is a faithful representation and Ω∞ is
a separating vector for π∞(A).
(e) - If (M,Φ, ϕ) is a W*-dynamical system, the CGNS representation π∞ : M→ B(H∞) is faithful and
normal, since the Stinespring representations (Ln+1, σn+1,Vn) previous defined, are normal maps
for all n ∈ N.
We now study the covariant GNS representation for C∗-dynamical systems with multiplicative dy-
namics (see proposition 6.2 in [8]).
Proposition 2. Let (A,Φ, ϕ) be a C*-dynamical system with Φ homomorphism and (π∞,H∞,Ω∞,V∞)
the CGNS representation described in Theorem 1, we obtain that V∞ : H∞ → H∞ is a unitary op-
erator, since for each n in N the linear isometry Vn : Ln → Ln+1 of the Stinespring representations
(Ln+1, σn+1,Vn) are unitary operators. We can write VnLn = Ln+1 with
VnZ0Hϕ = ZnLn.
Moreoverer V∞ is the minimal unitary dilation of U
∗
Φ,ϕ:
H∞ =
∨
n∈N
Vn∞Z0Hϕ, (14)
and
π∞(a)V∞ = V∞π∞(Φ(a)) for all a ∈ A. (15)
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Proof. it’s a trivial consequences of the previous propositions.
Finally, for C*-dynamical system with multiplicative dynamics we gives the following result:
Lemma 2. Let (A,Φ, ϕ) be a C*-dynamical system with Φ a homomorphism and Ωϕ cyclic vector for
πϕ(A)
′, its CGNS representation (π∞,H∞,Ω∞,V∞) has the following properties:
1 - πϕ(a) = 0 if and only if π∞(a) = 0;
2 - Ω∞ is a separanting vector for π∞(A);
3 - ||π∞(a)|| = ||πϕ(a)|| for all a ∈ A.
Proof. 1) For each natural number n we have that π∞(a)V
n
∞z0 = 0 and from the relationship 14 follows
that the π∞(a) = 0.
In fact:
π∞(a)V
n
∞z0Ωϕ = π∞(a)V
n
∞Ω∞ = π∞(a)Ω∞ = Z0πϕ(a)Ωϕ = 0.
Moreover
πϕ(Φ
n(a∗a))Ωϕ = z
∗
0V
n∗
∞ π∞(a
∗a)Vn∞z0Ωϕ = 0,
with Ωϕ is a separating vector for the von Neumann algebra πϕ(A)
′′, hence we obtain
z∗0V
n∗
∞ π∞(a
∗)π∞(a)V
n
∞z0 = 0.
2) If π∞(a)Ω∞ = 0 it follows that
π∞(a)Ω∞ = π∞(a)Z0Ωϕ = Z0πϕ(a)Ωϕ = 0,
since Z0 : Hϕ → H∞ is an isometric operator and Ωϕ is a separating vector for πϕ(A)
′′, we obtain that
πϕ(x) = 0, then π∞(x) = 0.
3) Obviously, for each a belong to A we have ||πϕ(a)|| ≤ ||π∞(a)|| since πϕ(a) = z
∗
0π∞(a)zo.
By the second statement of the proposition, Ω∞ is a separating vector for the von Neumann algebra
π∞(A)
′ and for each a belong to A and T in π∞(A)
′ we can write:
||π∞(a)TΩ∞|| ≤ ||TΩ∞||||πϕ(a)||,
hence we obtain that ||π∞(a)|| ≤ ||πϕ(a)||.
In fact
||π∞(a)TΩ∞||
2 = 〈Ωϕ, z
∗
oT
∗π∞(a
∗)π∞(a)TzoΩϕ〉 = 〈Ωϕ, z
∗
oT
∗Tzoπϕ(a
∗a)Ωϕ〉 .
The positive element z∗oT
∗Tzo belong to von Neumann algebra πϕ(A)
′ it follows that there is a element
Y in πϕ(A)
′ such that z∗oT
∗Tzo = Y
∗Y .
Then we obtain:
||π∞(a)TΩ∞||
2 = 〈Ωϕ, Y
∗Y πϕ(a
∗a)Ωϕ〉 = 〈Ωϕ, Y
∗πϕ(a
∗)Y πϕ(a)Ωϕ〉 =
= ||πϕ(a)Y Ωϕ||
2 ≤ ||Y Ωϕ||
2||πϕ(a)||
2,
with ||YΩϕ||
2 = ||TΩ∞||
2.
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3 Reversible dilation for C*-dynamical systems with multiplica-
tive dynamics
In this section we will use the CGNS representation to prove that the W*-dynamical system associated
to C*-dynamical system with multiplicative dynamics, admits a minimal reversible dilation, that keeps
unchanged the ergodic properties of the original system. Furthermore we shall show that a dynamical
system which admits a right inverse, admit a minimal reversible dilation.
Let us briefly summarize the main concepts and results needed in this section.
Let (A,Φ, ϕ) be a C*-dynamical system, we say that the ucp-map Φ admit a ϕ-adjoint, if there is an
ucp-map Φ♯ : A→ A such that for any a, b ∈ A
ϕ(aΦ♯(b)) = ϕ(Φ(a)b).
The property of adjunction of a state, fundamental in reversible processes and ergodic theory, has been
studied by various authors (See e.g. [2], [6] and [8]) and its basic properties are summarized in the
following proposition:
Proposition 3. Let (A,Φ, ϕ) be a C*-dynamical system with Ωϕ cyclic for the von Neumann algebra
πϕ(A)
′ and (∆ϕ,Jϕ) the modular operators associated with pair (πϕ(A)
′′,Ωϕ).
The following conditions are equivalent:
1 - Φ commutes with the automorphism modular group i.e.
σ
ϕ
t ◦ Φ• = Φ• ◦ σ
ϕ
t for all t ∈ R;
2 - UΦ,ϕ commutes with modular operators:
UΦ,ϕ∆
it
ϕ = ∆
it
ϕUΦ,ϕ for all t ∈ R;
and
UΦ,ϕJϕ = JϕUΦ,ϕ;
3 - There exists an unique normal ucp-map Φ♯ : πϕ(A)
′′ → πϕ(A)
′′ such that for each a ∈ A we have
U∗Φ,ϕπϕ(a)Ωϕ = πϕ(Φ
♯(a))Ωϕ.
4 - If the dynamics Φ is a homomorphism, then the previous conditions are equivalent also with the
following:
U∗Φ,ϕπϕ(A)
′′UΦ,ϕ ⊂ πϕ(A)
′′.
Proof. See proposition 3.3 in [8].
We give now the definition of reversible dilation of a W*-dynamical system (see [5]):
Definition 1. A W*-dynamical system (M̂, Φ̂, ϕ̂) with dynamics Φ̂ an automorphism, is said to be a
reversible dilation of the W*-dynamical system (M,Φ, ϕ), if it satisfies the following conditions:
There is a normal ucp-map E : M̂→M and a normal injective homomorphism i : M→ M̂ such that for
each a belong to A and X in M̂ we have:
E(i(a)X) = aE(X)
and for each natural number n
E(Φ̂n(i(a))) = Φn((a)),
with
ϕ̂(X) = ϕ(E(X)).
Furthermore the dilation is said to be minimal if the von Neumann algebra M̂ is generated by the set:⋃
k∈Z
{Φ̂k(i(a)) : a ∈M}.
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We observe that the ucp-map Ê = i ◦ E is a conditional expectation from M̂ onto i(M) which leave
invariant a faithful normal state. The existence of such map be derived from a theorem of Takesaki (see
[11] and for its generalization [1]) which characterize the range of existence of a reversible dilation of a
dynamical system.
Furthermore, it is easily to show that if a W*-dynamic system (M,Φ, ϕ) admit a reversible dilation, the
dynamic Φ admit a ϕ-adjoint Φ♯ (see [5]).
The following result is a reformulation of proposition 6.2 in [8], we include a proof for completeness.
Proposition 4. Let (A, ϕ,Φ) be a C*-dynamical system with Φ homomorphism and (H∞, π∞,Ω∞,V∞)
its CGNS representation. If Ωϕ is a cyclic vector for πϕ(A)
′ we have that Ω∞ is a separating vector for
the von Neumann algebra B
′′
, where B is the unital *-subalgebra of B(H∞) generated by the set:⋃
n∈N
{Vn∞π∞(a)V
∗n
∞ : a ∈ A}. (16)
Moreover if Φ admit a ϕ-adjoint Φ♯, there is a normal ucp-map E : B′′ → πϕ(A)
′′ such that for each
natural number n and element a ∈ A we have
E(Vn∞π∞(a)V
n∗
∞ ) = πϕ(Φ
♯n(a)). (17)
Furthermore
E(π∞(a)X) = πϕ(a)E(X) (18)
and for any a ∈ A and X ∈ B′′ we obtain
〈Ωϕ,E(X)Ωϕ〉 = 〈Ω∞, XΩ∞〉 . (19)
Proof. We observe that for each natural number n we obtain the following inclusions:
π∞(A) ⊂ V∞π∞(A)V
∗
∞ ⊂ V
2
∞π∞(A)V
∗2
∞ ⊂ · · · ⊂ V
n
∞π∞(A)V
∗n
∞ ⊂ · · ·.
In fact V∗∞π∞(A)V∞ = π∞(Φ(A)) ⊂ π∞(A), with V∞ an unitary operator, so we can write that
π∞(A) ⊂ V∞π∞(A)V
∗
∞.
Then, let X be any element belong to the *-algebra B, we can write it as follows:
X = Vk∞π∞(x)V
∗k
∞
for some x ∈ A and k ∈ N.
We observe that for each natural number k and x ∈ A we have:
Z∗0V
kπ(x)Vk∗Z0 = U
k∗
Φ,ϕπϕ(x)U
k
Φ,ϕ
and from the proposition 3, we can say that Z∗0XZ0 ∈ πϕ(A)
′′ for all X ∈ B.
Then Z∗oXZ0Ωϕ = U
k∗
Φ,ϕπϕ(x)U
k
Φ,ϕΩϕ = πϕ(Φ
♯k(x))Ωϕ with Ωϕ separating vector for πϕ(A)
′′, hence we
obtain
Z∗0V
kπ(x)Vk∗Z0 = πϕ(Φ
♯k(x)).
Furthermore, by the double commutant theorem
Z∗0B
′′Z0 ⊂ πϕ(A)
′′,
therefore we obtain a normal ucp-map E : B′′ → πϕ(A)
′′ such that
E(X) = Z∗0XZ0 for all X ∈ B
′′
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with E(B) ⊂ πϕ(A).
Moreover, for each a ∈ A and X ∈ B′′ we have
E(π∞(a)X) = Z
∗
0π∞(a)XZ0 = πϕ(a)Z
∗
0XZ0 = πϕ(a)E(X).
We observe that if X belong toB we haveV∗n∞XV
n
∞ ∈ B for all n ∈ N, therefore from double commutant
theorem, for each natural number n we can write
V∗n∞B
′′Vn∞ ⊂ B
′′.
If X belong to B′′ with XΩ∞ = 0 we have
XΩ∞ = XV
n
∞Ω∞ = XV
n
∞Z0Ωϕ = 0
for all n ⊂ N. It follows that Z∗0V
∗n
∞X
∗XVn∞Z0Ωϕ = 0 with Ωϕ separable vector for von Neumann
algebra πϕ(A)
′′ and V∗n∞X
∗XVn∞ ∈ B
′′, hence XVn∞Z0 = 0 and from the relationship 14 we obtain that
X = 0.
Our main tool in this section is the following proposition
Proposition 5. Let (A,Φ, ϕ) be a C*-dynamical system with Φ homomorphism and Ωϕ cyclic vector
for πϕ(A)
′. If Φ admit a ϕ-adjoint Φ♯, the W*-dynamical system (πϕ(A)
′′,Φ•, ϕ•) associated to our C*
dynamical system, admit a minimal reversible dilation (M̂, Φ̂, ϕ̂, i,E) where:
1 - The von Neumann algebra M̂ is double commutant of the*-subalgebra B previous defined in 16;
2 - The injective homomorphism i is thus defined:
i(A)Ω∞ = zoAΩϕ for all A ∈ πϕ(A)
′′,
while for the automorphism Φ̂ : M̂→ M̂ we have:
Φ̂(X) = V∗∞XV∞ for all X ∈ M̂;
3 - The conditional expectation E : M̂→M is defined through the relationship:
E(V̂k∞π∞(a)V̂
−k
∞ ) = Φ
♯k(a)
for all a ∈ A and k ∈ N, while for the faithful normal state ϕ̂ we have:
ϕ̂(X) = 〈Ω∞, XΩ∞〉 for all X ∈ M̂.
Proof. The isometric homomorphism io : πϕ(A)→ π∞(A) thus defined
io(πϕ(x)) = π∞(x) for all x ∈ A,
can be uniquely extended to a normal homomorphism i : πϕ(A)
′′ → π∞(A)
′′.
In fact, let A ∈ πϕ(A)
′′, by the Kaplansky density theorem there is a net {aα}α satisfying ||aα|| ≤ ||A||
and πϕ(aα)→ A in so− top (i.e. in strong operator topology), hence we obtain zoπϕ(aα)Ωϕ → zoAΩϕ.
The closed unit ball of von Neumann algebra is ω − top compact (with ω − top we set normal topology
of a von Neumann algebra), let X be any ω − top limit point of the bounded net {π∞(aα)}α we obtain
that XΩ∞ = zoAΩϕ since π∞(aα)Ω∞ = zoπϕ(aα)Ωϕ, then X is a unique ω− top limit point and we can
define:
i(A) = X.
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We need only to prove that the diagram
M̂
Φ̂n
−→ M̂
ϕ̂
ց
ϕ̂
ւ
i ↑ C ↓ E
ϕ
ր
ϕ
տ
πϕ(A)
′′
Φn
•−→ πϕ(A)
′′
is commutative for all natural number n.
In fact, for each A belong to πϕ(A)
′′ we have:
E(Φ̂n(i(A))Ωϕ = z
∗
oV
n∗
∞ i(A)V
n
∞zoΩϕ = z
∗
oV
n∗
∞ i(A)Ω∞ = z
∗
oV
n∗
∞ zoAΩϕ = U
n
Φ,ϕAΩϕ = Φ
n
• (A)Ωϕ
while for each X ∈ B′′ we obtain:
ϕ•(E(X)) = 〈Ωϕ, z
∗
oXzoΩϕ〉 = 〈Ω∞, XΩ∞〉 = ϕ̂(X)
and
ϕ̂(Φ̂(X)) = 〈Ω∞,V
∗
∞XV∞Ω∞〉 = ϕ̂(X).
In finally we have the following remark:
Remark 1. Any W*-dynamic system (M,Φ, ϕ) with dynamics Φ a homomorphism, admit a reversible
dilation.
We study now the ergodic properties of the dilation, determined by the previous proposition.
We recall that a C*-dynamical system (A,Φ, ϕ) is ergodic if
lim
n→∞
1
n+ 1
n∑
k=0
[ϕ(aΦk(b))− ϕ(a)ϕ(b)] = 0, for all a, b ∈ A, (20)
while it is a weakly mixing if
lim
n→∞
1
n+ 1
n∑
k=0
|ϕ(aΦk(b))− ϕ(a)ϕ(b)| = 0, for all a, b ∈ A. (21)
A most general and abstract framework for the study of the noncommutative ergodic theory is found in
[8].
Proposition 6. Let (A,Φ, ϕ) be a C*-dynamical system with dynamics Φ a homomorphism that admit
a ϕ-adjoint and Ωϕ cyclic vector for πϕ(A)
′. If the C*-dynamical system is ergodic [weakly mixing], the
reversible dilation of the previous proposition, of its associated W*-dynamical system (πϕ(A)
′′,Φ•, ϕ•) is
ergodic [weakly mixing].
Proof. We will prove that for each X,Y ∈ B′′ result
lim
N→∞
1
N + 1
N∑
k=0
[
ϕ̂(XΦ̂k(Y ))− ϕ̂(X)ϕ̂(Y )
]
= 0.
Let X ∈ B′′ and Y ∈ B with Y = Vj∞π∞(y)V
j∗
∞, we have for any k ≥ j:
ϕ̂(XΦ̂k(Y )) =
〈
Ωϕ, z
∗
oXV
(k−j)∗
∞ π∞(y)zoΩϕ
〉
=
〈
Ωϕ, z
∗
oXV
(k−j)∗
∞ zoπϕ(y)Ωϕ
〉
=
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=
〈
Ωϕ, z
∗
oXzoU
(k−j)∗
Φϕ πϕ(y)Ωϕ
〉
=
〈
Ωϕ, z
∗
oXzoπϕ(Φ
(k−j)(y))Ωϕ
〉
=
〈
Ωϕ,E(X)Φ
(k−j)
• (y)Ωϕ
〉
.
It follows that
lim
N→∞
1
N + 1
N∑
k=0
[ϕ̂(XΦ̂k(Y ))− ϕ̂(X)ϕ̂(Y )] = lim
N→∞
1
N + 1
N∑
k=0
[ϕ•(E(X)Φ
(k−j)
• (y))−ϕ•(E(X))ϕ•(E(Y )] =
= lim
N→∞
1
N + 1
N∑
k=0
[ϕ•(E(X)Φ
k
•(y))− ϕ•(E(X))ϕ•(E(Y )] = 0.
Let Y ∈ B′′, for each ǫ > 0 there is a element Yǫ ∈ B such that ||Y − Yǫ|| < ǫ.
Then
ϕ̂(XΦ̂k(Y ))− ϕ̂(X)ϕ̂(Y ) = ϕ̂(XΦ̂k(Yǫ))− ϕ̂(X)ϕ̂(Yǫ) + ϕ̂(XΦ̂
k(Y − Yǫ))− ϕ̂(X)ϕ̂(Y − Yǫ)
and
lim
N→∞
1
N + 1
N∑
k=0
[ϕ̂(XΦ̂k(Y )) − ϕ̂(X)ϕ̂(Y )] = lim
N→∞
1
N + 1
N∑
k=0
[ϕ̂(XΦ̂k(Yǫ))− ϕ̂(X)ϕ̂(Yǫ)]+
+ lim
N→∞
1
N + 1
N∑
k=0
[ϕ̂(XΦ̂k(Y − Yǫ))− ϕ̂(X)ϕ̂(Y − Yǫ)] = 0.
Since ||Φ̂k|| = 1 for all natural number k and
1
N + 1
|
N∑
k=0
[ϕ̂(XΦ̂k(Y − Yǫ))− ϕ̂(X)ϕ̂(Y − Yǫ)]| ≤ 2ǫ||X ||.
The proof of the weakly mixing is performed in the same way.
We conclude this section by giving some simple result in the dilation theory of W*-dynamical systems,
in particular we have the following proposition.
Proposition 7. Let (A,Φ, ϕ) be a C*-dynamical system and Ψ : A → A an ucp-map with Φ(Ψ(a)) = a
for all a ∈ A. We have the following statement:
1 - Ψ(a) ∈ DΦ for all a ∈ A, where DΦ is the multiplicative domain of the ucp-map Φ;
2 - Ψ is a ϕ-adjoint of the ucp-map Φ;
3 - If ϕ is faithful state, Ψ is a homomorphism.
Proof. 1) For Kadison’s inequality, for each a ∈ A we have:
0 ≤ Φ(Ψ(a)∗Ψ(a))− Φ(Ψ(a)∗)Φ(Ψ(a)) ≤ Φ(Ψ(a∗a))− a∗a = 0,
since Ψ(a∗)Ψ(a) ≤ Ψ(a∗a). Then we can write that Ψ(a) ∈ DΦ.
2) For each a, b ∈ A we have:
ϕ(aΨ(b)) = ϕ(Φ(aΨ(b)) = ϕ(Φ(a)Φ(Ψ(b)) = ϕ(Φ(a)b),
since Ψ(b) ∈ DΦ. It follows that Φ
♯(b)) = Ψ(b).
3) We recall that the multiplicative domain of a cp-map is a *-algebra, therefore for any a ∈ A we obtain
x = Ψ(a∗a)−Ψ(a)∗Ψ(a) ∈ DΦ
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For the Kadison’s inequality x ≥ 0 and Ψ(a) ∈ DΦ, it follows that
Φ(x) = Φ(Ψ(a∗a))− Φ(Ψ(a)∗Ψ(a)) = Φ(Ψ(a∗a))− Φ(Ψ(a)∗)Φ(Ψ(a))) = 0.
Then x = 0 since ϕ(Φ(x)) = ϕ(x) = 0 and ϕ is a faithful state.
We can write that a ∈ DΨ for all a ∈ A where DΨ is the multiplicative domain of ucp-map Ψ. Then it
is a homomorphism.
We conclude this section with the following proposition:
Corollary 1. Let (M,Φ, ϕ) be a W*-dynamical system. If there is an ucp-map Ψ : A → A such that
Φ(Ψ(a)) = a for all a ∈ A, the W*-dynamical system (M,Φ, ϕ) admit a minimal reversible dilation.
Proof. From previous proposition the dynamics Φ admit as ϕ-adjoint the homomorphism Ψ, it follows
that (M,Ψ, ϕ) admit a minimal reversible dilation. Therefore also our dynamical system admit a minimal
reversible dilation.
4 Conclusion
In this paper we have show that any dynamical system admit a covariant GNS as formuled by Niculescu,
Stro¨h and Zsido´ in [8]. Furthermore we have used this representation for to determine a reversible dilation
for W*-dynamical system with multiplicative dynamics. In contrast to the existence of the CGNS repre-
sentation, the W*-dynamical systems does not always have a reversible dilation (see [3]) and in general
it is not yet obvious when this can happen. A fundamental result in this direction is due to Haagerup
and Musat in [3]. They have proven that a W*-dynamical system (M,Φ, ϕ) admits a reversible dilation
if and only if the dynamics Φ : M → M is a factorizable map in the sense of Anantharaman-Delaroche
in [2].
In finally, we observe that differently from dynamics Φ, we have proved in Lemma 1 that a linear contrac-
tion UΦ,ϕ associated to the dynamical system (M,Φ, ϕ) is always factorizable through isometric operator
on a Hilbert space (see [10]).
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