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Abstract
We study the Dirac-Maxwell model quantized in the Lorenz gauge. In this gauge, the space of
quantum mechanical state vectors inevitably be an indefinite metric vector space so that the canonical
commutation relation (CCR) is realized in a Lorentz covariant manner. In order to obtain a physical
subspace in which no negative norm state exists, the method first proposed by Gupta and Bleuler is
applied with mathematical rigor. It is proved that a suitably defined physical subspace has a positive
semi-definit metric, and naturally induces a physical Hilbert space with a positive definite metric. The
original Dirac-Maxwell Hamiltonian naturally defines an induced Hamiltonian on the physical Hilbert
space which is essentially self-adjoint.
1 Introduction
We consider a quantum system of N Dirac particles under an external potential V interacting with a
quantized gauge field (so called Dirac-Maxwell model). If we apply the informal perturbation theory to
this model, quantitative predictions are obtained such as the Klein-Nishina formula for the cross section
of the Compton scattering of an electron and a photon [1], which agrees with the experimental results
very well. Hence, the Dirac-Maxwell model is expected to describe a certain class of realistic quantum
phenomena and thus is worth the analysis with mathematical rigor, even though it may suffer from so
called “negative energy problem”. The mathematically rigorous study of this model was initiated by
Arai in Ref. [2], and several mathematical aspects of the model was analyzed so far (see, e.g., Refs.
[3], [4], [5], [6], and [7]).
The motivation of the present study is to treat this model in the Lorentz gauge in which the Lorenz
covariance is manifest. In analyzing gauge theories such as quantum electrodynamics (QED) in a
Lorentz covariant gauge, a difficulty always arises, since one inevitably adopt “an indefinite metric
Hilbert space” as a space of all the state vectors (for instance, see Ref. [8]). In such cases, we have to
identify a positive definite subspace as a physical state vector space by eliminating unphysical photon
modes with negative norms. The most general and elegant method to identify the physical subspace
for non-abelian gauge theories quantized in a covariant gauge was given by the celebrated work by
Kugo and Ojima [9, 10], which is based on the BRST symmetry, the remnant gauge symmetry of the
Lagrangian density after imposing some gauge fixing condition. The Kugo-Ojima formulation reduces
to Nakanishi and Lautrup’s B-field theory [11, 12, 13, 14] in the case where the gauge field is abelinan
and after integrating out the auxiliary Nakanishi-Lautrup’s B-field, it is reduced to the condition first
proposed by Gupta and Bleuler [15, 16].
The Gupta and Bleuler condition says that a state vactor belongs to the phyisical subspace if and
only if it has the vanishing expectation value of the operator ∂µA
µ, the four component divergence of
the gauge field:
〈Ψ|∂µAµ(t,x)Ψ〉 = 0, (1.1)
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at every spacetime point (t,x) ∈ R4. From the equations of motion Aµ = −jµ (with “mostly plus
metric”) and the current conservation equation ∂µj
µ = 0, we heuristically find that ∂µA
µ(t,x) satisfies
the Klein-Gordon equation so that (1.1) is written as
[∂µA
µ]+(t,x)Ψ = 0, (1.2)
where [∂µA
µ]+(t,x) denotes the positive frequency part of the free field ∂µA
µ. However, in order to
rigorously perform this procedure, one has to answer the following questions. Firstly, how to identify
A(t,x) at a time t ∈ R? Since the present state vector space is not an ordinary Hilbert space with a
positive definite metric, the Hamiltonian can not be defined as a self-adjoint operator in the ordinary
sense. Thus, it is far from trivial if there is a solution of quantum Heisenberg equations of motion.
Secondly, is it possible to identify the positive frequency part of the operator satisfying Klein-Gordon
equation even in an indefinite metric space? The first problem is solved by the general construction
method of time evolution operator generated by a non-self-adjoint operator given by the authors [17],
and as to the second one, the general definition of “positive frequency part” of a quantum field satisfying
Klein-Gordon equation is given in Ref. [18].
Mathematically rigorous study of concrete models of QED in the Lorentz covariant gauge (see, for
instance, Refs [19, 20, 18, 21]) was only given for a solvable models as far as we know. However, the
model treated here, the Dirac-Maxwell model, is not solvable in the sense that an explicit expression of
the time-dependent gauge field is not easily found. Thus, the problem has to be abstractly considered,
not relying on the explicit expression of the time dependent gauge field but only on the abstract
existence theorem. In this paper, we establish the existence of a time evolution operator and give a
definition of the “positive frequency part” of a free field safisfying Klein-Gordon equation in an abstract
setup. Our definition of “positive frequency part” given here is different from that given in Ref [18], but
results in the same consequence when applied to the concrete models. We then apply to the abstract
theory to the concrete Dirac-Maxwell model and identify the physical Hilbert space. We also prove
that the original Dirac-Maxwell Hamiltonian naturally defines a self-adjoint “physical Hamiltoninan”
on the Hilbert space, which is essentially equivalent to the Dirac-Maxwell Hamiltonian in the Coulomb
gauge discussed in Ref. [2].
The mathematical tools developed here would have some interests in its own right. The time
evolution operator generated by unbounded, non-self-adjoint Hamiltonians has been constructed in
Ref. [17]. In this paper, we further develop the theory in several aspects. Firstly, we define a general
class of operators, which we will call Cn-class operators, and prove that a Cn-class operator B has a
time evolution B(t) for t ∈ R which solves the Heisenberg equation, and B(t)ξ is n-times strongly
differentiable in t for ξ belonging to a dense subset D′. Moreover, the n-th derivative of B(t) enjoys
the natural expression in terms of a weak commutator defined in a suitable sense. Secondly, we define
a more restricted class of operators, which will be called Cω-class operators, and prove that Cω-class
operators has a time evolution which is analytic in t ∈ R. Furthermore, it would be interesting to see
that the following Taylor expansion formula (2.40) remains valid even for an unbounded, non-unitary
time evolution. Thirdly, the Klein-Gordon equation is analyzed in this abstract setup. We generally
define a “free field” as a solution of the generalized Klein-Gordon equation, and then we prove that
generalized Klein-Gordon equation is explicitly solved under some suitable conditions, even for an
unbounded, non-unitary time evolution, even in a vector space with an indefinite metric. From this
explicit solution, positive and negative frequency parts are defined unambiguously. Fourthly, abstract
study with mathematical rigor makes it clear how and why the Gupta-Bleuler method works well
and what is essentially responsible for the possibility of the method is the electro-magnetic current
conservation.
The paper is organized as follows. In Section 2, after the brief review of the results obtained in
[17], we discuss the abstract theory of time evolution generated by non-self-adjoint Hamiltonians and
give a definition of general free field to which the positive frequency part is defined. In Section 3, we
intoduce the Difinition of the model and how to mathematically deal with an indefinite metric space.
In Section 4, we show that the Dirac-Maxwell Hamiltonian is essentially self-adjoint with respect to
the indefinite metric. We also show that the general theory developed so far is applicable to the
Dirac-Maxwell Hamiltonian and to study the time evolution of quantum fields. We derive the current
conservation equation and the equation of motion. In Section 5, we identify the positive frequency part
of the operator ∂µA
µ(t,x) by using the abstract theory of generalized free field developed in Section 4.
Then, we define the physical subspace and the physical Hilbert space. We also show that the original
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Hamiltonian naturally defines the physical Hamiltonian which is essentially self-adjoint on the physical
Hilbert space. The relation to the Coulomb gauge Hamiltonian is discussed there. Finally, we show
that if the ultraviolet cutoff function of the gauge field is infrared singular, then the physical subspace
has to become trivial.
2 Time-evolution Generated by Non-self-adjoint Hamiltoni-
nans
One of the main obstacles to mathematical analysis in the Lorenz gauge is that the existence of the
time-evolution operator is not trivial at all because we can not use the usual functional calculus to
define the time-evolution operator e−itH if the generator H is not self-adjoint. The existence of a time-
evolution is established by the general theory which the authors developed in Ref. [17]. We summarize
and further extend the results obtained in Ref. [17] in an abstract setup.
2.1 Existence of time-evolution
Let H be a Complex Hilbert space and 〈·, ·〉 its inner product, and ‖·‖ its norm. The inner product
is linear in the second variable. For a linear operator T in H, we denote its domain (resp. range) by
D(T ) (resp. R(T )). We also denote the adjoint of T by T ∗ and the closure by T if these exist. For
a self-adjoint operator T , ET (·) denotes the spectral measure of T . The symbol T ↾ D denotes the
restriction of a linear operator T to the subspace D.
Let H0 be a self-adjoint operator on H. Suppose that there is a nonnegative self-adjoint operator
A which is strongly commuting with H0. We use the notations
VL := EA([0, L]), L ≥ 0, (2.1)
D :=
⋃
L≥0
VL, (2.2)
D′ = D ∩D(H0). (2.3)
Let us define a family of linear operators C0 as follows:
Definition 2.1. We say that a linear operator B is in C0-class if B satisfies
(i) B is densely defined and closed.
(ii) B and B∗ are A1/2- bounded.
(iii) There is a constant b > 0 such that ξ ∈ VL implies Bξ and B∗ξ belong to VL+b.
The set of all C0-class operators is also denoted by the same symbol C0. We remark that if B is in
C0, then so B∗ is. We consider an operator
H = H0 +H1 (2.4)
with H1 ∈ C0. The following Propositions summarize the results obtained in Ref. [17].
Proposition 2.1. For each t, t′ ∈ R, ξ ∈ D, the series:
U(t, t′)ξ := ξ + (−i)
∫ t
t′
dτ1H1(τ1)ξ + (−i)2
∫ t
t′
dτ1
∫ τ1
t′
dτ2H1(τ1)H1(τ2)ξ + · · · (2.5)
converges absolutely, where each of integrals are strong integrals. Furthermore, D ⊂ D(U(t, t′)∗).
We discuss the existence of the dynamics generated by H . Let
W (t) := e−itH0U(t, 0), t ∈ R. (2.6)
Then, we have
3
Proposition 2.2. For each ξ ∈ D′, the vector valued functions t 7→ ξ(t) := W (t)ξ and t 7→ ξ∗(t) :=
W (t)∗ξ are strongly differentiable in t ∈ R. Moreover, the followings hold:
d
dt
ξ(t) = −iHξ(t) = −iHW (t)ξ = −iW (t)Hξ, (2.7)
d
dt
ξ∗(t) = −iH∗ξ∗(t) = −iH∗W (t)∗ξ = −iW (t)∗H∗ξ. (2.8)
Further, W (t)ξ and W (t)∗ξ belong to D(Ak/2) ∩D(H0) for all k = 0, 1, 2, . . . .
The existence of a solution of the Heisenberg equation is ensured if B ∈ C0 in a weak sense.
Proposition 2.3. Let B ∈ C0. Then,
(i) D ⊂ D(W (−t)BW (t)).
(ii) The operator-valued function B(t) defined as
D(B(t)) := D, B(t)ξ :=W (−t)BW (t)ξ, ξ ∈ D, t ∈ R, (2.9)
is a solution of the weak Heisenberg equation:
d
dt
〈η,B(t)ξ〉 = 〈(iH)∗η,B(t)ξ〉 − 〈B(t)∗η, iHξ〉 , ξ, η ∈ D′. (2.10)
In Ref. [22], a new criterion to prove the essential self-adjointness is proposed as an application of
these results. We refer two results obtained there for later use.
Proposition 2.4. Let T be a symmetric operator in H. If there exists a dense subspace V such that
for any ξ ∈ V the initial value problem
d
dt
ξ(t) = −iT ξ(t), ξ(0) = ξ, (2.11)
has a strong solution R ∋ t 7→ ξ(t) ∈ D(T ), then, exactly one of the following (a) or (b) holds.
(a) T has no self-adjoint extension.
(b) T is essentially self-adjoint.
By using this Proposition, one readily finds
Proposition 2.5. Let H1 be in C0 and symmetric. Then, H is also symmetric and for the symmetric
operator H, exactly one of the following (a) and (b) holds:
(a) H has no self-adjoint extension.
(b) H is essentially self-adjoint.
2.2 N-th derivatives and Taylor expansion
In this section, we develop a general theory concerning n-times differentiability of the operator B(t) =
W (−t)BW (−t) on a suitable subspace. Here, we take a slightly different formulation from that of Ref.
[17] so that the generalization to n-th differentiability is easier.
To begin with, we prove a simple property of B(t), which is not explicitly stated in Ref. [17].
Lemma 2.1. Let B ∈ C0. Then the mapping
t 7→W (−t)BW (t)ξ (2.12)
is strongly continuous in t ∈ R for all ξ ∈ D.
Proof. Define an operator Un(t, t
′) on D, following Ref. [17], as
Un(t, t
′)ξ := (−i)n
∫ t
t′
ds1 . . .
∫ sn−1
t′
dsnH1(s1) . . . Hn(sn)ξ. (2.13)
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Then the estimate
‖Un(t, t′)ξ‖ ≤ C
n
n!
|t− t′|n(L+ (n− 1)b+ 1)1/2 . . . (L+ 1)1/2 ‖ξ‖ , (2.14)
holds for some C > 0 and b > 0 ([17] Lemma 3.4). From this estimate and the assumption that B is
in C0, it is straightforward to check the mapping
t 7→ eitH0Un(−t, 0)Be−itH0Um(t, 0)ξ, ξ ∈ D (2.15)
is strongly continuous. Since W (−t)BW (t)ξ can be expanded in a series converging absolutely and
locally uniformly in t ∈ R:
BW (t)ξ =
∞∑
n,m=0
eitH0Un(−t, 0)Be−itH0Um(t, 0)ξ, (2.16)
the limit function
t 7→W (−t)BW (t)ξ, ξ ∈ D (2.17)
is also strongly continuous.
Definition 2.2. We say an operator B is in C1-class if it satisfies
(i) B is in C0-class.
(ii) There is an operator C ∈ C0 such that
〈(iH)∗ξ, Bη〉 − 〈B∗ξ, iHη〉 = 〈ξ, Cη〉 (2.18)
for all ξ, η ∈ D′.
We remark that the above operator C ∈ C0 is not unique in general. But one finds
Lemma 2.2. Let B ∈ C1 and C be an operator mentioned in Definition 2.2. Then the operator
ad(B) := C ↾ D(A1/2) (2.19)
does not depend on the choice of C and determined only by B.
Proof. Suppose that two operators C1 and C2 fulfills the condition. Then for all ξ ∈ D′, we have
C1ξ = C2ξ. (2.20)
Take arbitrary η ∈ D(A1/2) and put ηn = EA([0, n])EH0([−n, n])η. Then clearly ηn ∈ D′ and
ηn → η, (A+ 1)1/2ηn → (A+ 1)1/2η, (2.21)
as n tends to infinity. Therefore, we have
C1η = lim
n→∞
C1(A+ 1)
−1/2(A+ 1)1/2ηn
= lim
n→∞
C2(A+ 1)
−1/2(A+ 1)1/2ηn
= C2η, (2.22)
since both C1(A+ 1)
−1/2 and C2(A+ 1)−1/2 are bounded. Thus one obtains
C1 ↾ D(A
1/2) = C2 ↾ D(A
1/2). (2.23)
Taking the closure of both sides proves the assertion.
Lemma 2.3. Let B ∈ C1. Then the relation (2.18) remains valid for all ξ, η ∈ D(H0) ∩D(A1/2).
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Proof. Let ξ, η ∈ D(H0) ∩D(A1/2). Put
ξn := EA([0, n])ξ, ηn := EA([0, n])η. (2.24)
Then, clearly ξn, ηn ∈ D′ and
ξn → ξ, H0ξn → H0ξ, Bξn → Bξ (2.25)
as n tends to infinity for all B ∈ C0, and the same is true for η. The relation (2.18) holds for ξn and
ηn. Thus, by the limiting argument, the assertion follows.
The strong Heisenberg equation is satisfied if B is in C1-class.
Theorem 2.1. For B ∈ C1 and ξ ∈ D′ the mapping
R ∋ t 7→ B(t)ξ =W (−t)BW (t)ξ ∈ H (2.26)
is strongly continuously differentiable in t ∈ R and satisfies the Heisenberg equation of motion
d
dt
B(t)ξ =W (−t)ad(B)W (t)ξ. (2.27)
Proof. By Propositions 2.2 and 2.3, and Lemma 2.3, we have
d
dt
〈η,B(t)ξ〉 = 〈(iH)∗η,B(t)ξ〉 − 〈B(t)∗η, iHξ〉 ,
= 〈(iH)∗W (−t)∗η,BW (t)ξ〉 − 〈B∗W (−t)∗η, iHW (t)ξ〉
= 〈W (−t)∗η, ad(B)W (t)ξ〉 . (2.28)
Since ad(B) is in C0, ad(B)W (t)ξ ∈ D(W (−t)) and one gets
d
dt
〈η,B(t)ξ〉 = 〈η,W (−t)ad(B)W (t)ξ〉 . (2.29)
Hence we have
〈η,B(t)ξ〉 = 〈η, ad(B)ξ〉 +
∫ t
0
ds 〈η,W (−s)ad(B)W (s)ξ〉
= 〈η, ad(B)ξ〉 +
〈
η,
∫ t
0
dsW (−s)ad(B)W (s)ξ
〉
, (2.30)
by Lemma 2.1. Thus we obtain
B(t)ξ = ad(B)ξ +
∫ t
0
dsW (−s)ad(B)W (s)ξ. (2.31)
This equation shows that B(t)ξ is continuously strongly differentiable and
d
dt
B(t)ξ =W (−t)ad(B)W (t)ξ, ξ ∈ D′. (2.32)
This completes the proof.
One of the merits of the present formulation of the strong Heisenberg equation is that it is easy to
extend for n-th differentiability.
Definition 2.3. We define Cn-class and adn(B) for n = 0, 1, . . . inductively. That is, we say that an
operator B is in Cn-class if B is in Cn−1-class and ad(B) is in Cn−1-class. For B ∈ Cn, we write
adn(B) := ad(adn−1(B)), n = 1, 2, . . . . (2.33)
It is clear that Cn ⊂ Cn−1 for n = 1, 2, . . . and that if B ∈ Cn, then ad(B) ∈ Cn−1, ad2(B) ∈ Cn−2,
. . . adn(B) ∈ C0. We define ad0(B) := B. An operator B is said to be in C∞-class if B is in Cn for all
n ∈ N. Namely,
C∞ :=
∞⋂
n=0
Cn. (2.34)
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The following Theorem is important and useful but the proof is almost trivial by induction.
Theorem 2.2. Let B is in Cn-class. Then, for all ξ ∈ D′, B(t)ξ is n-times strongly continuously
differentiable in t ∈ R and
dk
dtk
B(t)ξ =W (−t)adk(B)W (t)ξ, k = 0, 1, 2, . . . , n. (2.35)
In particular, if B ∈ C∞, then
dk
dtk
B(t)ξ =W (−t)adk(B)W (t)ξ, k = 0, 1, 2, . . . . (2.36)
From Theorem 2.2, we immediately have
Theorem 2.3. Let B ∈ Cn and ξ ∈ D′. Then, there is a θ ∈ (0, 1) such that
B(t)ξ =
n−1∑
k=0
tk
k!
adk(B)ξ +
tn
n!
W (−θt)adn(B)W (θt)ξ. (2.37)
To obtain a Taylor series expansion for B(t)ξ for ξ ∈ D′, we need one more concept.
Definition 2.4. We say that an operator B is in Cω-class if
(i) B ∈ C∞,
(ii) The operator norm
an :=
∥∥∥adn(B)(A + 1)−1/2∥∥∥ (2.38)
satisfies
lim
n→∞
tnan
n!
= 0, t > 0. (2.39)
(iii) There exists some constant b > 0 such that for all n ≥ 0, ξ ∈ VL implies that adn(B)ξ belongs to
VL+b.
We then arrive at the following simple result.
Theorem 2.4. Suppose that B ∈ Cω. Then, for each ξ ∈ D′, B(t)ξ has the norm-converging power
series expansion formula
B(t)ξ =
∞∑
n=0
tn
n!
adn(B)ξ, t ∈ R. (2.40)
Proof. By Theorem 2.2, all we have to show is that the norm of the reminder term in (2.37) vanishes:
lim
n→∞
∥∥∥∥ tnn!W (−θt)adn(B)W (θt)ξ
∥∥∥∥ = 0. (2.41)
Since B is in Cω-class, there is a constant b′ > 0, which is independent of n, such that ξ ∈ VL implies
adn(B)ξ ∈ VB+b′ . Choose b > 0 such that ξ ∈ VL implies H1ξ ∈ VB+b and H∗1 ξ ∈ VB+b. Put
C :=
∥∥∥H1(A+ 1)−1/2∥∥∥ (2.42)
which is finite since B ∈ Cω, and let ξ ∈ VL for some L ≥ 0. Note that W (−θt)adn(B)W (θt)ξ is
expanded in the norm-converging series and is estimated as∥∥∥∥ tnn!W (−θt)adn(B)W (θt)ξ
∥∥∥∥ ≤ |t|nn!
∞∑
k,l=0
∥∥Uk(0, θt)eiθtH0adn(B)e−iθtH0Ul(θt, 0)ξ∥∥
≤ |t|
nan
n!
∞∑
k,l=0
Ck+l |θt|k+l
k! l!
(L+ (k + l − 2)b+ b′ + 1)1/2 · · · ×
× (L+ (l − 1)b+ b′ + 1)1/2(L+ (l − 1)b+ 1)1/2 . . . (L+ 1)1/2 ‖ξ‖
→ 0, (2.43)
as n tends to infinity. This completes the proof.
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2.3 Generalized Klein-Gordon equation and free fields
In this section, we investigate the solution of Klein-Gordon equation in mathematically general formu-
lation which is suitable to the present context. Let h be a complex Hilbert space and T be a nonnegative
self-adjoint operator on h.
Definition 2.5. A mapping φ : h → C0 is said to be T -free field if and only if for f ∈ D(T 2), φ(f)
belongs to C2-class, and φ(t, f) :=W (−t)φ(f)W (t) satisfies the differential equation:
d2
dt2
φ(t, f)ξ − φ(t,−T 2f)ξ = 0, ξ ∈ D′, (2.44)
where the differentiation is the strong one.
We call this equation generalized Klein-Gordon equation, since in the case where h = L2(R3) and
T =
√−∆, the equation (2.44) gives the ordinary Klein-Gordon equation for a quantum field φ. As in
the ordinary case, generalized Klein-Gordon equation can be explicitly solved, in spite of the fact that,
in the present case, the time evolution is not generated by a self-adjoint Hamiltonian.
We denote
C∞(T ) :=
∞⋂
n=1
D(T n). (2.45)
Lemma 2.4. Let φ be a T -free field. Then, for all f ∈ C∞(T ), φ(f) ∈ C∞ and
ad2n[φ(f)]ξ = φ((−1)nT 2nf)ξ, (2.46)
ad2n+1[φ(f)]ξ = ad[φ((−1)nT 2nf)]ξ, (2.47)
for all ξ ∈ D′ and n ≥ 0.
Proof. By Theorem 2.2, the generalized Klein-Gordon equation (2.44) is equivalent to
W (−t)ad2[φ(f)]W (t) =W (−t)φ(−T 2f)W (t) (2.48)
on D′. At t = 0 we have in particular
ad2[φ(f)] = φ(−T 2f) (2.49)
on D′. Since f ∈ C∞(T ), the right hand side belongs to C2, which implies that φ(f) ∈ C4 and
ad3[φ(f)] = ad[φ(−T 2f)], (2.50)
ad4[φ(f)] = ad2[φ(−T 2f)] = φ((−T 2)2f) (2.51)
on D′. But again the right hand side of (2.51) belongs to C2, we obtain φ(f) ∈ C6 and
ad5[φ(f)] = ad[φ((−T 2)2f)], (2.52)
ad6[φ(f)] = ad2[φ((−T 2)2f)] = φ((−T 2)3f). (2.53)
By repeating this argument, one finds that φ(f) ∈ C∞ and (2.46), (2.47) hold.
To solve the generalized Klein-Gordon equation, we introduce a well-behaved T -free field:
Definition 2.6. A T -free field φ(·) is said to be analytic if
(i) For all f which belongs to the subspace⋃
N∈N
ET
([
1
N
,N
])
, (2.54)
φ(f) is in Cω class.
(ii) For f ∈ D(T ), φ(f) ∈ C1.
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(iii) fn → f implies
φ(fn)ξ → φ(f)ξ, ξ ∈ D′, (2.55)
and Tfn → Tf implies
ad[φ(fn)]ξ → ad[φ(f)]ξ, ξ ∈ D′. (2.56)
Theorem 2.5. Let φ be an analytic T -free field. Then, for all f ∈ D(T ), we find
φ(t, f) = φ((cos tT )f) + ad
[
φ
((
sin tT
T
)
f
)]
(2.57)
on D′.
Proof. Take f ∈ R(ET ([1/N,N ])) for some N ∈ N. Then, φ(f) ∈ Cω. Thus we have
φ(t, f) =
∞∑
n=0
tn
n!
adn(φ(f)) (2.58)
on D′ by Theorem 2.4. By Lemma 2.4, one has for all n ≥ 0,
ad2n[φ(f)] = φ((−1)nT 2nf), (2.59)
ad2n+1[φ(f)] = ad[φ((−1)nT 2nf)], (2.60)
on D′. Then the Taylor expansion (2.58) becomes
φ(t, f) =
∞∑
n=0
t2n
(2n)!
φ((−1)nT 2nf) +
∞∑
n=0
t2n+1
(2n+ 1)!
ad(φ((−1)nT 2n+1T−1f)) (2.61)
on D′. Note that as N tends to infinity
N∑
n=0
(−1)nt2n
(2n)!
T 2nf → (cos tT )f, T
(
N∑
n=0
(−1)nt2n+1
(2n+ 1)!
T 2n+1T−1f
)
→ T
(
sin tT
T
f
)
. (2.62)
Thus, by the assumption (iii) in Definition 2.6, we conclude that
φ(t, f) = φ((cos tT )f) + ad
[
φ
((
sin tT
T
)
f
)]
(2.63)
on D′ for all f ∈ ∪N∈NR(ET ([1/N,N ])). Here, the operators cos tT and sin tT/T are defined through
functional calculus.
Take arbitrary f ∈ D(T ) and put
fN = ET
([
1
N
,N
])
f. (2.64)
One sees that the operators cos tT and T−1 sin tT are both bounded and that fN converges to f
as N tends to infinity. Hence, by the limiting argument, we find that (2.57) remains valid for all
f ∈ D(T ).
This Theorem 2.5 enables us to define positive and negative frequency parts of φ:
Definition 2.7. Let φ be an analytic T -free field. We define for f ∈ D(T−1), on D′
φ+(t, f) := φ
(
e−itT
2
f
)
− ad
[
φ
(
e−itT
2iT
f
)]
, (2.65)
φ−(t, f) := φ
(
eitT
2
f
)
+ ad
[
φ
(
eitT
2iT
f
)]
(2.66)
and call φ+ (resp. φ−) positive (resp. negative) frequency part of φ.
The operators in the parentheses are defined though the functional calculus of self-adjoint operator
T . It is clear by definition that an analytic T -free field φ can be written as a sum of its positive and
negative frequency parts,
φ(t, f) = φ+(t, f) + φ−(t, f), t ∈ R, f ∈ D(T−1), (2.67)
on the subspace D′.
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3 Definition of the Dirac-Maxwell Hamiltonian in the Lorenz
Gauge
In this section, we introduce the Dirac-Maxwell HamiltonianHDM(V,N) quantized in the Lorenz gauge.
This Hamiltonian describes a quantum system consisting of a Dirac particle under a potential V and a
gauge field minimally interacting with each other. We use the unit system in which the speed of light
and ~, the Planck constant devided by 2π, are set to be unity.
3.1 Dirac particle sector
Let us denote the mass and the charge of the Dirac particle by M > 0 and q ∈ R, respectively. The
Hilbert space of state vectors for the Dirac particle is taken to be
HD := L2(R3x;C4), (3.1)
the square integrable functions on R3x = {x = (x1, x2, x3) |xj ∈ R, j = 1, 2, 3} into C4. The vector space
R3
x
here represents the position space of the Dirac particle. We sometimes omit the subscript x and
just write R3 instead of R3x when no confusion may occur. The target space C
4 realizes a representation
of the four dimensional Clifford algebra accompanied by the four dimensional Minkowski vector space.
The generators {γµ}µ=0,1,2,3 satisfy the anti-commutation relations
{γµ, γν} := γµγν + γνγµ = −2ηµν , µ, ν = 0, 1, 2, 3, (3.2)
where the Minkowski metric tensor η = (ηµν) is given by
η =

−1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
 . (3.3)
We set η−1 = (ηµν), the inverse matrix of η, Then we have ηµν = ηµν , µ, ν = 0, 1, 2, 3. We assume γ0
to be Hermitian and γj ’s (j = 1, 2, 3) be anti-Hermitian. We use the notations following Dirac:
β := γ0, αj := γ0γj, j = 1, 2, 3. (3.4)
Then, αjs and β satisfy the anti-commutation relations
{αi, αj} = 2δij , i, j = 1, 2, 3, (3.5)
{αj , β} = 0, β2 = 1, j = 1, 2, 3, (3.6)
where δij is the Kronecker delta. The momentum operator of the Dirac particle is given by
p := (p1, p2, p3) := (−iD1,−iD2,−iD3) (3.7)
with Dj being the generalized partial differential operator on L
2(R3;C4) with respect to the variable
xj , the j-th component of x = (x1, x2, x3) ∈ R3. We write in short
α · p :=
3∑
j=1
αjpj.
The potential is represented by a 4 × 4 Hermitian matrix-valued function V on R3
x
with each matrix
components being Borel measurable. Note that the function V naturally defines a linear operator
acting in HD and we denote it by the same symbol V . The Hamiltonian of the Dirac particle under
the influence of this external potential V is then given by the Dirac operator
HD(V ) := α · p+Mβ + V (3.8)
acting in HD, with the domain D(HD(V )) := H1(R3;C4) ∩ D(V ), where H1(R3;C4) denotes the
C4-valued Sobolev space of order one. Let C be the conjugation operator in HD defined by
(Cf)(x) = f(x)∗, f ∈ HD, x ∈ R3,
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where ∗ means the usual complex conjugation. By Pauli’s lemma [23], there is a 4 × 4 unitary matrix
U satisfying
U2 = 1, UC = CU, (3.9)
U−1αjU = αj , j = 1, 2, 3, U−1βU = −β, (3.10)
where for a matrix A, A denotes its complex-conjugated matrix and 1 the identity matrix. We assume
that the potential V satisfies the following conditions :
Assumption 3.1. (I) Each matrix component of V belongs to
L2loc(R
3) :=
{
f : R3 → C
∣∣∣∣∣Borel measurable and
∫
|x|≤R
|f(x)|2 <∞ for all R > 0.
}
.
(II) V is Charge-Parity (CP) invariant in the following sense:
U−1V (x)U = V (−x)∗, a.e. x ∈ R3. (3.11)
(III) HD(V ) is essentially self-adjoint.
Hereafter, we denote the closure of HD(V ), which is self-adjoint by Assumption 3.1, by the same
symbol. The important remark is that the Coulomb type potential
V (x) = −Zq
2
|x| (3.12)
satisfies Assumption 3.1 provided that Zq2 < 1/2, or more concretely, Z ≤ 68 if we put q = e, the
elementary charge [23].
Suppose that there are N Dirac particles in the external potential V . In this case, the Hilbert space
should be
HD(N) := ∧NHD :=
N⊗
as
L2(R3;C4) = L2as((R
3 × {1, 2, 3, 4})N), (3.13)
where ⊗Nas denotes the N -fold anti-symmetric tensor product. The a-th component of
X = (x1, l1; . . . ;xN , lN ) ∈ (R3 × {1, 2, 3, 4})N
represents the position and the spinor of the a-th Dirac particle. For notational simplicity, we denote
the position-spinor space of one electron by X = R3 × {1, 2, 3, 4} in what follows. We regard X as
a topological space with the product topology of the ordinary one on R3 and the discrete one on
{1, 2, 3, 4}. The N particle Hamiltonian is then given by
HD(V,N) =
N∑
a=1
(
1⊗ · · · ⊗
a-th
HD(V ) ⊗ · · · ⊗ 1
)
, (3.14)
which is written as
HD(V,N) =
N∑
a=1
(
αa · pa + βaMa + V a). (3.15)
with pa = (−iDa1 ,−iDa2 ,−iDa3) denoting the generalized differential operator with respect to the a-th
coordinate, αa and βa denoting the operators 1 ⊗ · · · ⊗ a-thα ⊗ · · · ⊗ 1 and 1 ⊗ · · ·⊗
a-th
β ⊗ · · · ⊗ 1
acting in ⊗N C4, respectively, Ma being the mass of the a-th Dirac particle, and V a the matrix-valued
multiplication operator in ∧NHD by the matrix-valued function XN ∋ (x1, l1; . . . ;xN , lN ) 7→ V (xa),
acting as
(V aΨ)(x1, l1; . . . ,xN , lN) =
∑
ka
Vlaka(x
a)Ψ(x1, l1; . . . ;xa, ka; . . . ;xN , lN). (3.16)
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3.2 Free Hamiltonian of gauge field
Next, we introduce the free gauge field Hamiltonian in the Lorenz gauge. We adopt as the one-photon
Hilbert space
Hph := L2(R3k;C4). (3.17)
The above R3
k
:= {k = (k1, k2, k3) | kj ∈ R, j = 1, 2, 3} represents the momentum space of photons,
and the the target space C4 represents the degrees of freedom coming from the polarization of photons.
As is well known, there are four polarizations, two of which are physical (or transverse) ones while the
other two are unphysical, scalar and longitudinal ones. We often omit the subscript k in R3
k
, and just
denote it by R3, when there is no danger of confusion. The Hilbert space for the quantized gauge field
in the Lorentz gauge is given by
Fph :=
∞⊕
n=0
n⊗
s
Hph =
{
Ψ = {Ψ(n)}∞n=0
∣∣∣Ψ(n) ∈ n⊗
s
Hph, ||Ψ||2 :=
∞∑
n=0
‖Ψ(n)‖2 <∞
}
, (3.18)
the Boson Fock space over Hph, where ⊗ns denotes the n-fold symmetric tensor product with the
convention ⊗0s Hph := C. Let ω(k) := |k|, k ∈ R3, the energy of a photon with momentum k ∈ R3.
The multiplication operator by the 4× 4 matrix-valued function
k 7→

ω(k) 0 0 0
0 ω(k) 0 0
0 0 ω(k) 0
0 0 0 ω(k)
 (3.19)
acting in Hph is self-adjoint, and we also denote it by the same symbol ω. This operator ω is a one-
photon Hamiltonian in Hph, and the free Hamiltonian (kinetic term) of the quantum gauge field is
given by its second quantization
Hph := dΓb(ω) :=
∞⊕
n=0
( n∑
j=1
1⊗ · · · ⊗ 1⊗ j-thω ⊗1⊗ · · · ⊗ 1
)
↾
n
⊗̂D(ω), (3.20)
where ⊗̂ denotes the algebraic tensor product. The operator Hph is self-adjoint.
3.3 Canonical commutation relations and indefinite metric
The main obstacle for the mathematical treatment of the Lorentz covariant gauge is that in order
to realize the canonical commutation relations in a Lorentz covariant manner, we have to employ an
indefinite metric vector space as a space of state vectors. In the above Hilbert space Hph for photon
fields, the ordinary positive definite inner product
〈F,G〉 :=
3∑
µ=0
∫
R3
Fµ(k)∗Gµ(k) dx (3.21)
for F (k) = (F 0(k), . . . , F 3(k)) and G(k) = (G0(k), . . . , G3(k)) in Fph, plays no physical role and just
define the Hilbert space topology on the vector space Fph. For instance, the probability amplitude that
a state Ψ ∈ Fph is observed in a state Φ ∈ Fph is not given by 〈Ψ,Φ〉. The “physical” inner product is
given by the mapping
〈F |G〉 :=
∫
R3
ηµνF
µ(k)∗Gν(k) dx, (3.22)
where the summation over µ, ν = 0, 1, 2, 3 is understood (In what follows, we omit the summation
symbol whenever the summation is taken with respect to one upper and one lower Lorentz indicies).
The indefinite metric naturally induced on Fph from this indefinite metric on Hph is a physical one
in the sense that 〈Ψ|Φ〉 gives the probability amplitude that a state Ψ ∈ Fph is observed in a state
Φ ∈ Fph. Note that 〈Ψ|Ψ〉 may become negative and thus Fph contains a lot of unphysical state vectors
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with “negative probability”, which should be eliminated. Note also that the self-adjointness which is
to be required for the Hamiltonian has to be that with respect to the indefinite metric 〈·|·〉, in stead of
the ordinary one with respect to the unphysical inner product 〈·, ·〉.
We make precise the statement that a linear operator is self-adjoint with respect to the indefinite
metric 〈·|·〉. The metric tensor η = (ηµν) is considered to be a linear operator on Hph by
(ηF )ν(k) = ηµνF
µ(k), F = (Fµ)3µ=0 = (F
0, . . . , F 3)
and we also denote by η the second quantization of η,
η := Γb(η) :=
∞⊕
n=0
(
η ⊗ · · · ⊗ η
)
,
whenever no confusion may occur. Then η is unitary and satisfies η∗ = η, η2 = I. We remark that the
physical inner product can be written as
〈Ψ|Φ〉 = 〈Ψ, ηΦ〉.
Definition 3.1. For a densely defined linear operator T , we denote
T † = ηT ∗η. (3.23)
and call it physical adjoint or η-adjoint of T , where T ∗ denotes the ordinary adjoint with respect to the
positive definite inner product 〈·, ·〉.
Clearly, it follows that
〈Ψ|TΦ〉 = 〈T †Ψ|Φ〉, Ψ ∈ D(T †), Φ ∈ D(T ). (3.24)
The notions on self-adjointness with respect to 〈·|·〉 are defined as follows :
Definition 3.2. (i) A densely defined linear operator T is symmetric with respect to 〈·|·〉 or η-
symmetric if T ⊂ T †.
(ii) A densely defined linear operator T is self-adjoint with respect to 〈·|·〉 or η-self-adjoint if T † = T .
(iii) A densely defined linear operator T is essentially self-adjoint with respect to 〈·|·〉 or essentially
η-self-adjoint if T is η-self-adjoint.
Lemma 3.1. (i) T is η-symmetric if and only if ηT is symmetric.
(ii) T is η-self-adjoint if and only if ηT is self-adjoint.
(iii) T is essentially η-self-adjoint if and only if ηT is essentially self-adjoint.
(iv) If T is η-symmetric then T is closable.
(v) Let T be η-self-adjoint and ηT is essentially self-adjoint on a subspace D, Then D is a core of T .
Proof. See [18].
Note that the free Hamiltonian Hph is self-adjoint and η-self-adjoint.
The creation operator c†(F ) with F ∈ Hph is a densely defined closed linear operator on Fph given
by
(c†(F )Ψ)(0) = 0, (c†(F )Ψ)(n) =
√
nSn(F ⊗Ψ(n−1)), n ≥ 1, Ψ ∈ D(c†(F )), (3.25)
where Sn denotes the symmetrization operator on ⊗nHph, i.e. Sn(⊗nHph) = ⊗nsHph. We note that
c†(F ) linear in F . For f ∈ L2(R), we introduce the components of c†(·) with lower indices by
c†0(f) := c
†(f, 0, 0, 0), c†1(f) := c
†(0, f, 0, 0), (3.26)
c†2(f) := c
†(0, 0, f, 0), c†3(f) := c
†(0, 0, 0, f). (3.27)
Then, for F = (Fµ) ∈ Hph, we have
c†(F ) = c†µ(F
µ). (3.28)
13
Next, we introduce the annihilation operators. The annihilation operator is labeled by the element
of H∗ph, the dual space of Hph. In the ordinary case, the dual space of a Hilbert space is naturally
identified with the original Hilbert space via the anti-linear mapping
F 7→ 〈F, ·〉 . (3.29)
But, in the present case, the identification mapping we should employ is
F 7→ 〈F |·〉. (3.30)
That is, φ ∈ H∗ph is identified with the vector F ∈ Hph by the relation
φ(G) = 〈F |G〉. (3.31)
Note that there is another vector F ∈ Hph which is also identified with φ ∈ H∗ph via
φ(G) = 〈F,G〉 , (3.32)
and they are related by
ηF = F . (3.33)
We employ the notations in which µ-th component of F in the direct sum decomposition
Hph =
3⊕
µ=0
L2(R3) (3.34)
is written as F = (Fµ) by lower indices and (3.33) can be read as
ηµνF
ν = Fµ. (3.35)
Now, the annihilation operator which annihilates one photon with the state F ∈ Hph is given by
c(F ) = c(ηF ), where c(·) is the usual annihilation operator of the photon Fock space Fph (for F ∈ Hph,
c(F ) = c†(F )∗). One sees that
(c†(F ))† = c(F ). (3.36)
It is natural to introduce the components of c(·) with upper indices by
c0(f) := c(f, 0, 0, 0), c1(f) := c(0, f, 0, 0), (3.37)
c2(f) := c(0, 0, f, 0), c3(f) := c(0, 0, 0, f), (3.38)
for f ∈ L2(R3). Then, it follows that
c(F ) = cµ(F µ) = c
µ(ηµνF
ν). (3.39)
Form (3.28) and (3.39), we have the natural identity
c†µ(f) = (ηµνc
ν(f))†, (3.40)
for all f ∈ L2(R3).
As is well known, the creation and annihilation operators leave the finite particle subspace
Fb,0(Hph) :=
{
{Ψ(n)}∞n=0 ∈ Fph
∣∣∣Ψ(n) = 0 for all n ≥ n0 with some n0} (3.41)
invariant and satisfy the canonical commutation relations, which leads in the present case
[c(F ), c†(F ′)] = 〈F |F ′〉, [c(F ), c(F ′)] = [c†(F ), c†(F ′)] = 0, (3.42)
on Fb,0(Hph).
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Let us introduce photon polarization vectors {eλ}λ=0,1,2,3. Photon polarization vectors are R4k-
valued measurable functions defined on R3, eλ(·) (λ = 0, 1, 2, 3), such that, for all k ∈ M0 :=
R3\{(0, 0, k3) | k3 ∈ R} ,
eλ(k) · eσ(k) = ηλσ , eλ(k) · k = 0, λ = 1, 2, (3.43)
where the above · means the Minkowski inner product defined by
eλ(k) · eσ(k) = ηµνeµλ(k)eνσ(k), eλ(k) · k = ηµνeµλ(k)kν , k = (|k|,k) ∈ R4,
with eµλ being the µ-th component of eλ with respect to the standard basis in R
4. Note that such
vector valued functions can be chosen so that they are continuous on M0, for instance, we may choose
e0(k) = (1,0), e1(k) = (0, e1(k)), e2(k) = (0, e2(k)), e3(k) = (0,k/|k|) (3.44)
by using {er(k)}r=1,2 satisfying the relations
er(k) · er′(k) = δrr′ , er(k) · k = 0, r, r′ = 1, 2.
In this paper, we assume the photon polarization vectors are chosen in this way.
For each f ∈ L2(R3
k
) and µ = 0, 1, 2, 3, we define
aµ(f) := c
(
feµ0, fe
µ
1, fe
µ
2, fe
µ
3
)
= cν(eµνf), (3.45)
and
aµ(f) := ηµνa
ν(f). (3.46)
Then the adjoints are given by
a†µ(f) := (aµ(f))† = ησλc†σ(e
µ
λf), (3.47)
a†µ(f) := (aµ(f))
† = ησλc†σ(eµλf), (3.48)
where we have defined
eµλ := ηµνe
ν
λ. (3.49)
The operators aµ(f) and a
†
µ(f) are closed, and satisfy the Lorentz covariant canonical commutation
relations:
[aµ(f), a
†
ν(g)] = ηµν 〈f, g〉L2(R3) ,
[aµ(f), aν(g)] = [a
†
µ(f), a
†
ν(g)] = 0,
on Fb,0(Hph).
3.4 Gauge field operator
For all f ∈ L2(R3x) satisfying f̂ /
√
ω ∈ L2(R3
k
), we set
Aµ(f) :=
1√
2
(
aµ
(
f̂∗√
ω
)
+ a†µ
(
f̂√
ω
))
, (3.50)
where f̂ denotes the Fourier transform of f , and f∗ denotes the complex conjugate of f . The func-
tional S (R3x) ∋ f 7→ Aµ(f) gives an operator-valued distribution (Cf. [20] Definition 2.5) acting on
(Fph,Fb,0(Hph)) and it is called the quantized gauge field at time t = 0. Now, fix χph ∈ L2(R3x) which
is real and satisfies χph(x) = χph(−x) and χ̂ph/√ω ∈ L2(R3k). We set
Aµ(x) := Aµ(χ
x
ph), (3.51)
χxph(y) := χph(y − x), y ∈ R3. (3.52)
Aµ(x) is called the point-like quantized gauge field with a momentum cutoff χ̂ph. Note that χ̂ph is
real-valued since χph(x) = χph(−x). As will be seen later, for real-valued f , the closures of Aµ(f), µ =
0, 1, 2, 3, are η-self-adjoint but not even normal in the positive definite inner product 〈·, ·〉.
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3.5 Interaction between electrons and gauge field and total Hamiltonian
Next, we introduce the interaction Hamiltonian and total Hamiltonian in the Hilbert space of state
vectors for the coupled system, which is taken to be
FDM(N) := HD(N)⊗Fph. (3.53)
We remark that this Hilbert space can be naturally identified with
FDM(N) = L2as(XN ;Fph) = AN
∫ ⊕
XN
dX Fph, (3.54)
the Hilbert space of Fph-valued functions on XN = X × · · · × X which are square integrable with
respect to the Borel measure (the product measure of the Lebesgue measure on R3 and the counting
measure on {1, 2, 3, 4}) and which are anti-symmetric in the arguments, that is, the exchange of the
a-th electron with the b-th electron
(x1, l1; . . . ;xa, la; . . . ;xb, lb; . . . ;xN , lN ) 7→ (x1, l1; . . . ;xb, lb; . . . ;xa, la . . . ;xN , lN) (3.55)
gives a minus sign. The last expression is the constant fibre direct integral with the base space (XN , dX)
and fibre Fph. We freely use this identification.
The mappings X 7→ χxaph (a = 1, 2, . . . , N) from XN to Hph is strongly continuous, and thus we can
define a decomposable self-adjoint operator Aµ by
Aaµ :=
∫ ⊕
XN
dX Aµ(x
a), µ = 0, 1, 2, 3, a = 1, 2, . . . , N, (3.56)
acting in
∫ ⊕
XN dX Fph. Now we are ready to define the minimal interaction Hamiltonian H1, between
the Dirac particle and the quantized gauge field with the UV cutoff χph. It is given by
H1 := q
N∑
a=1
αa ·Aa = q
N∑
a=1
αaµAaµ, α
aµ = (1,α) = (1, αa1, αa2, αa3). (3.57)
The total Hamiltonian of the coupled system is then given by
HDM(V,N) := H0 +H1, (3.58)
H0 := HD(V,N) +Hph. (3.59)
This is the N -particle Dirac-Maxwell Hamiltonian in the Lorenz gauge. We remark that there seems
to be no term for the Coulomb interaction between Dirac particles in the Hamiltonian at a first glance.
In the Lorenz gauge, this contribution is included in the photon kinetic term dΓb(ω). In fact, as will be
seen later, the Coulomb interaction of Dirac particles emerges from the photon kinetic term via gauge
transformation.
4 Self-adjointness, Current Conservation and Equations of Mo-
tion
In the present section, we consider the self-adjointness of the Dirac-Maxwell Hamiltonian and the time
evolution generated by it. The abstract theory developed in Section 2 is applied with A = Nb :=
1⊗ dΓb(1) (See Lemma 4.2). The subspace VL then becomes
VL = R(ENb([0, L])) = HD(N)⊗
(
L⊕
n=0
n⊗
s
Hph
)
, L ∈ N, (4.1)
and D = ∪LVL is
D =
∞
⊗̂
n=0
(
HD(N)⊗
(
n⊗
s
Hph
))
. (4.2)
In what follows, by the word commutator of the linear operator A and B, we always mean the weak
commuatator which is denoted by [A,B]. For instance, if we say [A,B] = C on a subspace D, it means
that D ⊂ D(A) ∩D(A∗) ∩D(B) ∩D(B∗) ∩D(C) and
〈A∗ψ,Bφ〉 − 〈B∗ψ,Aφ〉 = 〈ψ,Cφ〉 , ψ, φ ∈ D. (4.3)
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4.1 self-adjointness
Theorem 4.1. Under Assumption 3.1, HDM(V,N) is essentially η-self-adjoint.
To prove Theorem 4.1, we prepare some Lemmas.
Lemma 4.1. For all real-valued f ∈ L2(R) with f̂ /√ω ∈ L2(R), the estimate
‖Aµ(f)Ψ‖ ≤ 4
√
2
∥∥∥∥∥ f̂√ω
∥∥∥∥∥ ∥∥∥(dΓb(1) + 1)1/2Ψ∥∥∥ (4.4)
holds for Ψ ∈ D(dΓ(1)1/2).
Proof. Let Ψ ∈ D(dΓ(1)1/2). By the well-know inequalities, we have for µ = 0, 1, 2, 3,
‖cµ(f)Ψ‖ ≤ ‖f‖
∥∥∥dΓb(1)1/2Ψ∥∥∥ , (4.5)∥∥c†µ(f)Ψ∥∥ ≤ ‖f‖∥∥∥(dΓb(1) + 1)1/2Ψ∥∥∥ . (4.6)
Form these inequalities, we find for µ = 0, 1, 2, 3,∥∥∥∥∥aµ
(
f̂√
ω
)
Ψ
∥∥∥∥∥ ≤
3∑
λ=0
∥∥∥∥∥eµλ f̂√ω
∥∥∥∥∥ ∥∥∥dΓb(1)1/2Ψ∥∥∥
≤ 4
∥∥∥∥∥ f̂√ω
∥∥∥∥∥ ∥∥∥dΓb(1)1/2Ψ∥∥∥ , (4.7)
since |eµλ(k)| ≤ 1 for almost every k ∈ R3. Similarly, we find∥∥∥∥∥a†µ
(
f̂√
ω
)
Ψ
∥∥∥∥∥ ≤ 4
∥∥∥∥∥ f̂√ω
∥∥∥∥∥ ∥∥∥(dΓb(1) + 1)1/2Ψ∥∥∥ (4.8)
for µ = 0, 1, 2, 3. Inequalities (4.7) and (4.8) imply (4.4).
Lemma 4.2. The interaction term of the Dirac-Maxwell Hamiltonian H1 satisfies
(i) H1 is densely defined, closed.
(ii) H1 and H
∗
1 are N
1/2
b -bounded.
(iii) Ψ ∈ VL := R(ENb([0, L])) implies both H1Ψ and H∗1Ψ belong to the subspace VL+1.
Therefore, H1 belongs to C0 class.
Proof. The statement (i) is obvious.
We prove (ii). Let Ψ ∈ D(N1/2b ). Then, for all X ∈ XN , Ψ(X) ∈ D(dΓb(1)1/2) and∫
XN
∥∥∥dΓb(1)1/2Ψ(X)∥∥∥2 dX <∞. (4.9)
Thus, one finds Ψ(X) ∈ D(Aµ(xa)) (a = 1, 2, . . . , N) and by Lemma 4.1∫
XN
‖Aµ(xa)Ψ(X)‖2 dX ≤ 32
∥∥∥∥ χ̂ph√ω
∥∥∥∥ ∫XN
∥∥∥(dΓb(1) + 1)1/2Ψ(X)∥∥∥2 dX
= 32
∥∥∥∥ χ̂ph√ω
∥∥∥∥ ∥∥∥(Nb + 1)1/2Ψ∥∥∥2
<∞. (4.10)
This means Ψ ∈ D(Aaµ) (µ = 0, 1, 2, 3, a = 1, 2, . . . , N) and∥∥AaµΨ∥∥ ≤ 32 ∥∥∥∥ χ̂ph√ω
∥∥∥∥ ∥∥∥(Nb + 1)1/2Ψ∥∥∥ , (4.11)
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and therefore Ψ ∈ D(H1) with
‖H1Ψ‖ ≤ 32|q|
N∑
a=1
‖αaµ‖
∥∥∥∥ χ̂ph√ω
∥∥∥∥ ∥∥∥(Nb + 1)1/2Ψ∥∥∥
≤ 32N |q|
∥∥∥∥ χ̂ph√ω
∥∥∥∥ ∥∥∥(Nb + 1)1/2Ψ∥∥∥ . (4.12)
Since H∗1Ψ = ηH1ηΨ and η commutes with Nb, H
∗
1Ψ satisfies the same estimate. This proves (ii).
We prove (iii). Let Ψ ∈ VL for some L ≥ 0. It is clear by definition that both H1 and H∗1 create at
most one photon. Thus, H1Ψ and H
∗
1Ψ belong to VL+1.
Proof of Theorem 4.1. One easily sees that H0 is η-self-adjoint and HDM(V,M) is η-symmetric. By
utilizing Proposition 2.5, Lemma 3.1, and Lemma 4.2, we find that it suffices to prove ηHDM(V,M)
has at least one self-adjoint extension. Following Arai’s proof given in Ref. [2], we will prove this by
applying von Neumann’s Theorem ([24], Theorem X.3), which asserts that if there is a conjugation J
with JηHDM = ηHDMJ then ηHDM has a self-adjoint extension.
Let Jcp be an anti-linear operator in FDM(N) defined by
(JcpΨ)(x
1, l1; . . . ;xN , lN) :=
∑
m1,...,mN
Ul1m1 . . . UlNmNΨ(−x1,m1; . . . ;−xN ,mN )∗, (4.13)
where U is a unitary 4× 4 matrix satisfying (3.9) and (3.10). Note that Jcp can also be written as
Jcp =
(
N⊗
a=1
PUC
)
⊗
(
∞⊕
n=0
⊗
n
C
)
, (4.14)
where P is the parity transformation on L2(R3;C4) defined by
(Pf)(x) = f(−x), f ∈ L2(R3;C4)
and C is the complex conjugation. Cleary, Jcp is anti-linear, norm preserving and satisfies J
2
cp = 1.
Thus Jcp is a conjugation on FDM(N).
We claim
Jcpη(HDM(V,N)−
∑
a
βaMa) ⊂ η(HDM(V,N)−
∑
a
βaMa)Jcp. (4.15)
Note that (4.15) implies the assertion. In fact, since Jcp is a conjugation, (4.15) implies the operator
equality (Ref. [2], Lemma 3.1):
Jcpη(HDM(V,N)−
∑
a
βaMa) = η(HDM(V,N)−
∑
a
βaMa)Jcp. (4.16)
Thus, by von Neumann’s Theorem, η(HDM(V,N) −
∑
a β
aMa) has a self-adjoint extension, say ηH˜ .
But, since
∑
a β
aMa is a bounded operator, it is obvious that η(H˜ +
∑
a β
aMa) is a self-adjoint
extension of ηHDM(V,N). Note also that η and Jcp are commuting with each other, and thus (4.15) is
equivalent to
Jcp(HDM(V,N)−
∑
a
βaMa) ⊂ (HDM(V,N)−
∑
a
βaMa)Jcp. (4.17)
We prove (4.17). Take Ψ ∈ D(H0). Since the algebraic tensor product
D0 :=
N
⊗̂
as
C∞0 (R
3;C4) ⊗̂D(Hph) (4.18)
is a core of H0 (Ref. [25], Corollary 2-27), there is Φn ∈ D0 such that
Φn → Ψ, (H0 −
∑
a
βaMa)Φn → (H0 −
∑
a
βaMa)Ψ (4.19)
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as n tends to infinity. It is straightforward to verify that JcpΦn ∈ D(H0) and
Jcp(H0 −
∑
a
βaMa)Φn = (H0 −
∑
a
βaMa)JcpΦn, (4.20)
if the potential V satisfies Assumption 3.1 (II). Since Jcp is continuous, By taking the limit n→∞ on
the both sides of (4.20), we find JcpΨ belongs to the domain of H0 and
Jcp(H0 −
∑
a
βaMa)Ψ = (H0 −
∑
a
βaMa)JcpΨ, (4.21)
That is,
Jcp(H0 −
∑
a
βaMa) ⊂ (H0 −
∑
a
βaMa)Jcp. (4.22)
Next, take Ψ ∈ D(H1). Then, by (4.13), JcpΨ ∈ D(H1) and
(JcpH1Ψ)(x
1, l1; . . . ;xN , lN)
=
∑
m1,...,mN
Ul1m1 . . . UlNmN
N∑
a=1
(qαaµAaµΨ)
∗(−x1,m1; . . . ;−xN ,mN)
= q
N∑
a=1
∑
m1,...,mN
Ul1m1 . . . (Uα
∗)lamaUlNmN
{
Aµ(−xa)Ψ(−x1,m1; . . . ;−xN ,mN )
}∗
= q
N∑
a=1
∑
m1,...,mN
Ul1m1 . . . (αU)lamaUlNmNAµ([χ
−xa
ph ]
∗)Ψ(−x1,m1; . . . ;−xN ,mN)∗
= q
N∑
a=1
∑
m1,...,mN
Ul1m1 . . . (αU)lamaUlNmNAµ(χ
x
a
ph )Ψ(−x1,m1; . . . ;−xN ,mN )∗
= q
N∑
a=1
αaµAµ(x
a)(JcpΨ)(x
1,m1; . . . ;xN ,mN )
= (H1JcpΨ)(x
1, l1; . . . ;xN , lN). (4.23)
Hence,
Jcp(H1 −
∑
a
βaMa) ⊂ (H1 −
∑
a
βaMa)Jcp. (4.24)
Combining (4.22) and (4.24), we obtain (4.17), which completes the proof.
4.2 Time evolution operator and current conservation
By Lemma 4.2, we can construct the time evolution operator {W (t)}t∈R from the non-self-adjoint
Hamiltonian HDM(V,N). Here we consider the time evolution of the electro-magnetic current density
operator jµ(t, f) which is an operator-valued distribution defined by
jµ(f) := q
N∑
a=1
αaµ
∫ ⊕
XN
f(xa) dX, f ∈ S (R3). (4.25)
As is easily checked, (4.25) certainly defines an operator valued tempered distribution (Ref. [20]
Definition 2.5) . We remark that αaµ is the µ-component of the four-component-velocity of the a-th
electron (See Appendix), and thus, the informal definition of the current density operator should be
jµ(x) = q
N∑
a=1
αaµδ(x− xa). (4.26)
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If the informal point-like current density jµ(x) is smeared with the smooth function f , it gives jµ(f)
in (4.25).
Let φ be an operator-valued tempered distribution on R3. We define its derivative in xk (k = 1, 2, 3)
by
∂kφ(f) :=
∂φ(f)
∂xk
:= −φ
(
∂f
∂xk
)
, k = 1, 2, 3. (4.27)
If φ also has a strongly differentiable time-dependence, namely, φ maps (t, f) ∈ R×S (R3) into φ(t, f),
a linear operator in FDM, and the mapping R ∋ t 7→ φ(t, f)Ψ ∈ FDM(V,N), is strongly differentiable
in t ∈ R for fixed f ∈ S (R3) and for Ψ ∈ D(φ(f)), the strong derivative in t is denoted by
∂0φ(t, f)Ψ :=
∂φ(t, f)
∂t
Ψ :=
d
dt
φ(t, f)Ψ. (4.28)
The most important property of the current density is that it fulfills the conservation equation:
Theorem 4.2. The current density jµ(f) is in C0-class for all f ∈ S (R3) and thus the time-dependent
current density jµ(t, f) := W (−t)jµ(f)W (t) exists. The zero-th component j0(f) is in C1 and thus
satisfies the strong Heisenberg equation of motion. Furthermore, the current density satisfies the con-
servation equation
∂µj
µ(t, f) :=
∂j0(t, f)
∂t
+
∑
k=1,2,3
∂jk(t, f)
∂xk
= 0, (4.29)
on D′.
Proof. First, we have jµ(f) ∈ C0, since it is bounded and leave the subspace VL invariant. To prove
j0(f) ∈ C1, we compute the commutator with iH on D′:
[iH, j0(f)] =
∑
a
i[αa · pa + βaMa + V a, j0(f)] + [idΓb(ω), j0(f)] + [iH1, j0(f)]
= iq
∑
a
∑
b
αak
[
pak,
∫ ⊕
XN
f(xb) dX
]
= q
∑
a
αak
∫ ⊕
XN
∂kf(x
a) dX
= jk(∂kf). (4.30)
Since jk(∂kf) ∈ C0 by the above observation, it follows that j0(f) ∈ C1 with ad(j0(f)) = jk(∂kf). By
Theorem 2.1, (4.30) also implies that
∂0j
0(t, f) +
∑
k=1,2,3
∂kj
k(t, f) = 0 (4.31)
on D′.
4.3 Time evolution of the gauge field and equation of motion
The time dependent gauge field Aµ(t, f) generated by W (t) fulfills the following equation of motion:
Theorem 4.3. The gauge field Aµ(f) is in C2 class for all f ∈ S (R3) and the time-dependent field
Aµ(t, f) :=W (−t)Aµ(f)W (t) satisfies the equation of motion
Aµ(t, f) := ∂ν∂
νAµ(t, f) = jµ(t, χph ∗ f), t ∈ R, f ∈ S (R3). (4.32)
Proof. We compute the commutator Πµ(f) := [iH,Aµ(f)] on D
′:
Πµ(f) := [iH,Aµ(f)] = [idΓb(ω), Aµ(f)]
=
1√
2
(
aµ
(
(iω)
f̂∗√
ω
)
+ a†µ
(
(iω)
f̂√
ω
))
. (4.33)
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This shows that Πµ(f) belongs to C0, and thus Aµ(f) ∈ C1 with ad(Aµ(f)) = Πµ(f). Again, we have
[iH,Πµ(f)] = [idΓb(ω),Πµ(f)] + [iH1,Πµ(f)]
=
1√
2
(
aµ
(
(iω)2
f̂∗√
ω
)
+ a†µ
(
(iω)2
f̂√
ω
))
+ iq
∑
a
αaν
∫ ⊕
XN
[Aν(x
a),Πµ(f)] dX
= Aµ(∆f) +
iq
2
∑
a
αaµ
∫ ⊕
XN
{〈
χ̂x
a
ph , if̂
〉
−
〈
if̂∗, χ̂xaph
〉}
dX
= Aµ(∆f)− q
∑
a
αaµ
∫ ⊕
XN
χph ∗ f(xa) dX
= Aµ(∆f)− jµ(χph ∗ f), (4.34)
which shows that Πµ(f) ∈ C1 with
ad(Πµ(f)) = ad
2(Aµ(f)) = Aµ(∆f)− jµ(χph ∗ f). (4.35)
Therefore, by Theorem 2.2, we conclude that Aµ(t, f) = W (−t)Aµ(f)W (t) is twice differentiable in t
on D′ and
d2
dt2
Aµ(t, f) = Aµ(t,∆f)− jµ(t, χph ∗ f), (4.36)
which is equivalent to (4.32).
It is clear by Theorem 4.2, (4.33) and (4.35) that A0(t, f) (f ∈ S (R3)) is three times differentiable
in t and
∂µAµ(t, f)Ψ = 0, Ψ ∈ D′. (4.37)
This implies that the vector-valued function
∂µAµ(t, f)Ψ, Ψ ∈ D′ (4.38)
satisfies the Klein-Gordon equation
∂µAµ(t, f)Ψ = 0, Ψ ∈ D′. (4.39)
It is straightforward to obtain for f ∈ S (R3)
∂µAµ(t, f)
∣∣∣
t=0
Ψ = − 1√
2
[
aµ
(
ikµ
f̂∗√
ω
)
+ a†µ
(
ikµ
f̂√
ω
)]
Ψ, Ψ ∈ D′, (4.40)
where k0 := ω(k).
5 Gupta-Bleuler’s condition and physical subspace
In the present section, we prove that the operator ∂µA
µ(t, f) is a generalized free field in the sense of
Section 2.3, and by utilizing this fact, we identify the physical subspace following the Gupta-Bleuler’s
method. Furthermore, the physical subspace naturally induces the Hilbert space with a positive definite
metric, which we regard as the Hilbert space consisting of all the physical state vectors for the quantum
system under consideration.
Let h = D((−∆)1/4) regarded as a Hilbert space by the inner product given by
〈f, g〉h := 〈f, g〉L2(R3) +
〈
(−∆)1/4f, (−∆)1/4g
〉
L2(R3)
. (5.1)
A linear operator T in L2(R3) can be considered to be an operator Th in h with
D(Th) := {f ∈ h ∩D(T ) |Tf ∈ h}, (5.2)
Thf := Tf, f ∈ D(Th). (5.3)
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For instance, if we put T := (−∆)1/2, then D(Th) = D((−∆)3/4).
In view of (4.40), it is natural to define a mapping Ω : h→ C0
Ω(f) := − 1√
2
[
aµ
(
ikµ
f̂∗√
ω
)
+ a†µ
(
ikµ
f̂√
ω
)]
(5.4)
for each f ∈ h.
5.1 Physical Subspace, Hilbert space and Hamiltonian
In this subsection, we see that the physical subspace determined by the Gupta-Bleuler method has a
positive semi-definite metric and naturally induces the positive definite Hilbert space as the completion
of the quotient space by the subspace spanned by the null vectors. The resulting Hilbert space should
be regarded as the physical Hilbert space of the quantum system under consideration. We see that
the original Hamiltonian HDM(V,N) induces the Hamiltonian on the Hilbert space which is essentially
self-adjoint.
Theorem 5.1. Let T = (−∆)1/2. The mapping f 7→ Ω(f) defines an analytic Th-free field with
ad[Ω(f)] = − 1√
2
[
aµ
(
ikµ(iω)
f̂∗√
ω
)
+ a†µ
(
ikµ(iω)
f̂√
ω
)]
− iq
2
∑
a
αaµ
∫ ⊕
XN
dX
[〈
χ̂x
a
ph√
ω
,
ikµf̂√
ω
〉
−
〈
ikµf̂∗√
ω
,
χ̂x
a
ph√
ω
〉]
(5.5)
for f ∈ D((−∆)3/4). In particular,
Ω(t, f) = Ω((cos t
√−∆)f) + ad
[
Ω
(
sin t
√−∆√−∆ f
)]
(5.6)
on D′.
Proof. First, note that D(Th) = D((−∆)3/4) and D(T 2h ) = D((−∆)5/4). By a direct computation, we
obtain
[iH, [iH,Ω(f)]] = Ω(∆f) (5.7)
on D′, and thus Ω(f) belongs to C2 for f ∈ D(Th) = D((−∆)3/4) with ad2(Ω(f)) = Ω(∆f). Hence, we
see that Ω(·) is a Th-free field by Theorem 2.2. We prove it is analytic in the sense of Definition 2.6.
For f ∈ D(Th), (5.5) follows from direct computation, which proves (ii) in Definition 2.6. It is clear
by (5.4) and (5.5) that the statement (iii) in Definition 2.6 is valid.
To prove (i) in Definition 2.6, let f belong to the range of ET ([1/N,N ]) for some N ∈ N. By Lemma
2.4, we have for n ∈ N
ad2n[Ω(f)] = Ω((−1)nT 2nf), (5.8)
ad2n+1[Ω(f)] = ad[Ω(−1)nT 2nf ], (5.9)
on D′. By these equations, (4.7) and (4.8), we find that there is a constant C > 0 such that
∥∥∥adn[Ω(f)](Nb + 1)−1/2∥∥∥ ≤ C
∥∥∥∥∥ ikµ(iω)nf̂√ω
∥∥∥∥∥ . (5.10)
But since f̂ belongs to the range of Eω([1/N,N ]), one obtains∥∥∥adn[Ω(f)](Nb + 1)−1/2∥∥∥ ≤ CRn (5.11)
for some R > 0. The equations (5.8), (5.9), and (5.11) implies that Ω(f) is in Cω class.
The last assertion immediately follows from Theorem 2.5.
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We have now arrived at the stage to discuss Gupta-Bleuler’s definition of physical subspace. From
Theorem 5.1 and (2.65), we can define the positive frequency part of Ω(t, f) by
Ω+(t, f) := Ω
(
e−i
√−∆t
2
f
)
− ad
[
Ω
(
e−i
√−∆t
2i
√−∆ f
)]
= − 1√
2
aµ
(
ikµeiωtf̂∗√
ω
)
+
iq
2
∑
a
∫ ⊕
XN
dX
〈
χ̂x
a
ph√
ω
,
e−iωtf̂√
ω
〉
, (5.12)
for f ∈ D(T−1h ) on D′. (Note that the domain of the operator T−1h is equal to the range of Th which
is {(−∆)1/2f | f ∈ D((−∆)3/4)}). Once the positive frequency part of Ω(t, f) is known, the physical is
defined following Gupta and Bleuler by the relation
Vphys := {Ψ ∈ D′ |Ω+(t, f)Ψ = 0, for all t ∈ R, f ∈ D(T−1h )}. (5.13)
To find an explicit expression of the physical subspace Vphys, we define two unitary operators
following Refs. [18, 20]. The first one is:
W :=
∞⊕
n=0
n⊗w, (5.14)
with
w = (w νµ ) =

1/
√
2 0 0 −1/√2
0 1 0 0
0 0 1 0
1/
√
2 0 0 1/
√
2
 : H∗ph → H∗ph. (5.15)
To define the other unitary operator we assume that χ̂ph ∈ D(ω−3/2). Under this assumption, we put
gx
a
= (gx
aµ) =

0
0
0
iχ̂x
a
ph/ω
3/2
 ∈ Hph (5.16)
and consider the unitary operator eiG with the self-adjoint operator G defined by
G := −q
∑
a
∫ ⊕
XN
dX
1√
2
[
cµ
(
gxaµ
)
+ c†µ (gx
aµ)
]
= −q
∑
a
∫ ⊕
XN
dX
1√
2
[
c3
(
iχ̂x
a
ph
ω3/2
)
+ c†3
(
iχ̂x
a
ph
ω3/2
)]
. (5.17)
By these two unitary transformations W and eiG, Ω+(t, f) is fairly simplified:
Lemma 5.1. Let χ̂ph ∈ D(ω3/2), f ∈ D(T−1h ) and h ∈ Hph be
h := (hµ) =

i
√
ωeiωtf̂∗
0
0
0
 . (5.18)
Then, we have
WeiGΩ+(t, f)e−iGW = cµ (hµ) (5.19)
on WeiGD′.
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Proof. On the subspace D′, we have[
iG,
1√
2
aµ
(
ikµeiωt√
ω
f̂∗
)]
=
iq
2
∑
a
∫ ⊕
XN
dX
[
aµ
(
ikµ√
ω
f̂∗
)
, c†ν(g
x
aν)
]
=
iq
2
∑
a
∫ ⊕
XN
dX
〈
χ̂x
a
ph√
ω
, e−itω f̂
〉
. (5.20)
Thus, it follows that
− 1√
2
e−iGaµ
(
ikµeiωt√
ω
f̂∗
)
eiG = − 1√
2
aµ
(
ikµeiωt√
ω
f̂∗
)
+
1√
2
[
iG, aµ
(
ikµeiωt√
ω
f̂∗
)]
= − 1√
2
aµ
(
ikµeiωt√
ω
f̂∗
)
+
iq
2
∑
a
∫ ⊕
XN
dX
〈
χ̂x
a
ph√
ω
, e−itω f̂
〉
= Ω+(t, f) (5.21)
on the subspace D′, which implies for Ψ ∈ eiGD′,
eiGΩ+(t, f)e−iGΨ =
1√
2
aµ
(
ikµeiωt√
ω
f̂∗
)
Ψ. (5.22)
Introduce four-component vectors eν(k) (ν = 0, 1, 2, 3 and k ∈ R3) by
eµν(k) := e
µ
ρ(k)w
ρ
ν . (5.23)
Then, we have the relations from (3.43), (3.44),
eµν(k)eµλ(k) = ηνλ,
eµν(k)kµ = κν(k), (5.24)
with
(ηνλ) :=

0 0 0 −1
0 1 0 0
0 0 1 0
−1 0 0 0
 , (κµ(k)) =

−√2|k|
0
0
0
 . (5.25)
Then, one finds
Waµ
(
ikµeiωt√
ω
f̂∗
)
W = aµ
(
w µρ
ikρeiωt√
ω
f̂∗
)
= cν
(
κν
ieiωt√
ω
f̂∗
)
, (5.26)
which, combined with (5.22) implies
WeiGΩ+(t, f)e−iGWΨ =
1√
2
cµ
(
κµ
ieiωt√
ω
f̂∗
)
Ψ = cµ(hµ)Ψ (5.27)
for all Ψ ∈WeiGD′.
Let FTL be the closed subspace of FDM(N)
FTL := HD(N)⊗
(
CΩ⊗Fb(L2(R3))⊗Fb(L2(R3))⊗Fb(L2(R3))
)
. (5.28)
As is well known, for a dense subspace V ⊂ L2(R3), FTL is characterized as
FTL =
Ψ ∈ ⋂
f∈V
D(c0(f))
∣∣∣∣∣∣ c0(f)Ψ = 0, f ∈ V
 = ⋂
f∈V
ker c0(f). (5.29)
From Lemma 5.1, we can identify the physical subspace Vphys:
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Theorem 5.2.
Vphys = e
−iGWFTL. (5.30)
Proof. It is obvious that the right hand side is included by the left. To prove the converse, take Ψ ∈ D′
for which Ω+(t, f)Ψ vanishes for all t ∈ R and f ∈ D(T−1h ). Put Φ =WeiGΨ. Then,
cµ(hµ)Φ =We
iGΩ+(t, f)Ψ = 0 (5.31)
for all t ∈ R and f ∈ D(T−1h ). By (5.29), such a Φ must be an element of FTL. Hence, Ψ ∈
e−iGWFTL.
We investigate the properties of Vphys in detail in order to reveal how the unphysical photon modes
are eliminated by the Gupta-Bleuler formulation. Here, we remark the basic fact
〈c†µ1 (Fµ11 ) . . . c†µn(Fµnn )Ω|c†ν1(Gν11 ) . . . c†νm(Gνmn )Ω〉
= δnm
∑
σ∈Sn
〈F1|Gσ(1)〉 . . . 〈Fn|Gσ(n)〉
= δnm
∑
σ∈Sn
ηµ1νσ(1)
〈
Fµ11 , G
νσ(1)
σ(1)
〉
. . . ηµnνσ(n)
〈
Fµnn , G
νσ(n)
σ(n)
〉
. (5.32)
For a closed subspace V ⊂ Hph, we define Fb(V) by
Fb(V) := L({c†(F1) . . . c†(Fn)Ω,Ω |F1, . . . , Fn ∈ V , n ∈ N}), (5.33)
F+b (V) := L({c†(F1) . . . c†(Fn)Ω|F1, . . . , Fn ∈ V , n ∈ N}), (5.34)
where L({S}) denotes a closed subspace spanned by the vectors in a subset S ⊂ Hph. We also define
for a direct decomposed subspace V = V1⊕V2 ⊂ Hph
F+b (V ;V1) := L({c†(F1) . . . c†(Fn)Ω|F1, . . . , Fn ∈ V , n ∈ N, at least one Fj belongs to V1}) (5.35)
= Fb(V) ∩ Fb(V2)⊥. (5.36)
Note that F+b (V ;V) is naturally identified with the tensor product space
F+b (V1)⊗Fb(V2). (5.37)
Let w be a matrix ηwη regarded as a bounded operator on Hph:
w = (wµν)
= (ηµνw ρν ηρν) =

−1/√2 0 0 1/√2
0 1 0 0
0 0 1 0
1/
√
2 0 0 1/
√
2
 : Hph → Hph. (5.38)
Then, WFTL can be written as
WFTL = HD(N)⊗Fb(wHTL), (5.39)
where
HTL := {F ∈ Hph |F 0 = 0}, (5.40)
and
wHTL := {wF |F ∈ HTL} = {F ∈ Hph |F 0 = F 3}. (5.41)
We also define
HL := {F ∈ HTL |F 1 = F 2 = 0}, (5.42)
HT := {F ∈ HTL |F 3 = 0}. (5.43)
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Then, wHLT is furnished with the direct sum decomposition
wHTL = wHL⊕wHT, (5.44)
with
wHL = {F ∈ Hph |F 0 = F 3, F 1 = F 2 = 0}, (5.45)
wHT = {F ∈ Hph |F 0 = F 3 = 0}. (5.46)
We remark here that if we write the direct sum decomposition of F,G ∈ wHTL with respect to (5.44)
by F = FT + FL and G = GT +GL, then we find
〈F |G〉 = 〈FT |GT 〉 = 〈FT , GT 〉 , (5.47)
since for arbitrary FT ∈ wHT and GL ∈ wHL,
〈FT |GL〉 = 0. (5.48)
Lemma 5.2. The following statements hold:
(i) The physical subspace Vphys is non-negative. That is, for all Ψ ∈ Vphys, 〈Ψ|Ψ〉 ≥ 0.
(ii) For Ψ ∈ Vphys, 〈Ψ|Ψ〉 = 0 if and only if Ψ belongs to the closed subspace
N := e−iG(HD(N)⊗F+b (wHTL;wHL)). (5.49)
Proof. First of all, we remark that eiG is η-unitary so that
〈e−iGΨ|e−iGΨ〉 = 〈Ψ|Ψ〉, (5.50)
since it commutes with η. Let {en}n∈N and {fm}m∈N be complete orthonormal systems on wHL and
wHT, respectively. Take arbitrary Ψ ∈ Fb(wHTL). Then, Ψ can be written as
Ψ =
∞∑
j=0
∞∑
k=0
∑
n1,...,nj∈N
∑
m1,...,mk∈N
αj,k(n1, . . . , nj ;m1, . . . ,mk)c
†(en1) . . . c
†(enj )c
†(fm1) . . . c
†(fmk)Ω,
(5.51)
with coefficient mappings αj,k
αj,k : N
j × Nk → C, j, k ≥ 0 (5.52)
satisfying
〈Ψ,Ψ〉 =
∞∑
j,k=0
∑
n1,...,nj
∑
m1,...,mk
Cj,k(n1, . . . , nj;m1, . . . ,mk)|αj,k(n1, . . . , nj;m1, . . . ,mk)|2 <∞. (5.53)
Here,
Cj,k : N
j × Nk → C, j, k ≥ 0 (5.54)
is defined as follows. Let {n1, . . . , nj} = {ν1, . . . , νp} and {m1, . . . ,mk} = {µ1, . . . , µq} with ν’s and
µ’s are mutually different. We denote by Nl (l = 1, 2, . . . , p) the number of νl’s in {n1, . . . , np} and
denote by Ml′ (l
′ = 1, 2, . . . , q) the number of µl′ ’s in {m1, . . . ,mp}, that is,
Nl := ♯{i | νl = ni} (5.55)
Ml′ := ♯{i |µl′ = mi}. (5.56)
Then,
Cj,k(n1, . . . , nj ;m1, . . . ,mk) := N1! . . . Np!M1! . . .Mq!. (5.57)
By (5.32) and (5.48) one obtains
〈Ψ|Ψ〉 =
∞∑
k=0
∑
m1,...,mk
C0,k(m1, . . . ,mk)|α0,k(m1, . . . ,mk)|2. (5.58)
From (5.50) and (5.58), the assertion (i) is obvious. The assertion (ii) also immediately follows from
the fact that Ψ ∈ F+b (wHTL;wHL) if and only if α0,k = 0 for all k ≥ 0.
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By Lemma 5.2, the quotient vector space Vphys/N becomes a pre-Hilbert space with respect to the
naturally induced metric from η, and its completion
Hphys := Vphys/N (5.59)
is a Hilbert space with the induced metric, which we also denote by 〈·|·〉. This Hilbert space Hphys,
which we call physical Hilbert space, consists of all the physical state vectors Ψ satisfying 〈Ψ|Ψ〉 ≥ 0.
Let V be an orthogonal complement to N in Vphys:
Vphys = V ⊕N , (5.60)
and P be an orthgonal projection onto the subspace V . Then, via unitary transformation U : V →
Hphys,
U : Ψ 7→ [Ψ], U−1 : [Ψ] 7→ PΨ, (5.61)
(V , 〈·, ·〉) is identified with (Hphys, 〈·|·〉) ([Ψ] denotes the equivalent class to which Ψ belongs.). We
remark that V is equal to e−iGHD(N)⊗Fb(wHT) by Lemma 5.2 and that η is identity on V , namely,
〈Ψ|Φ〉 = 〈Ψ,Φ〉 for all Ψ,Φ ∈ V .
For a bounded operator A in FDM satisfying AVphys ⊂ Vphys and AN ⊂ N , the bounded operator
A˜ in Hphys is defined by the relation
A˜[Ψ] := [AΨ], Ψ ∈ Vphys. (5.62)
In this case, the operator A˜ is identified with PAP by the unitary transformation U given by (5.61).
On the other hand, if A is unbounded, the situation may become complicated since we have to be
careful to deal with the operator domain. It may happen, in general, that even if D(A) is dense in
FDM, PD(A) = {0}. Thus, it is not a trivial problem to define the physical Hamiltonian in a suitable
manner. We define the physical Hamiltonian by the generator of the time evolution which is naturally
induced by W (t).
Lemma 5.3. Let ψ ∈ D and s, t, λ ∈ R, and B ∈ C0. Then,
(i) eiλGψ ∈ D(W (s)W (t)) and
W (s)W (t)eiλGψ =W (s+ t)eiλGψ. (5.63)
(ii) eiλGψ ∈ D(W (−t)B(s)W (t)) and
W (−t)B(s)W (t)eiλGψ = B(s+ t)eiλGψ. (5.64)
Proof. (i) First, the estimate for some C > 0, b > 0 and Lψ > 0∥∥∥∥∥∥
∑
l,m,n
e−isH0Ul(s, 0)e−itH0Um(t, 0)
(iλ)n
n!
Gnψ
∥∥∥∥∥∥
≤
∑
l,n,m
|λ|n
n!
‖Ul(s+ t, t)Um(t, 0)Gnψ‖
≤
∑
l,m,n
|λ|n
n!
|s|m
m!
|t|n
n!
Cm+n(Lψ + b(l + n+m− 3) + 1)1/2 · · · (Lψ + 1)1/2 ‖ψ‖
≤
∞∑
N=0
1
N !
(|λ|+ C|s|+ C|t|)N (Lψ + b(N − 3) + 1)1/2 · · · (Lψ + 1)1/2 ‖ψ‖ , (5.65)
shows that the series ∑
l,m,n
e−isH0Ul(s, 0)e−itH0Um(t, 0)
(iλ)n
n!
Gnψ (5.66)
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is absolutely convergent and thus defines a vector in FDM(V,N). On the other hand, one similarly
sees that the series ∑
n
(iλ)n
n!
Gnψ, (5.67)
∑
m,n
e−itH0Um(t, 0)
(iλ)n
n!
Gnψ (5.68)
are also absolutely convergent. Since the operators eiλG, W (s) and W (t) are closed operators,
this implies that ψ ∈ D(W (s)W (t)eiλG) and
W (s)W (t)eiλG =
∑
l,m,n
e−isH0Ul(s, 0)e−itH0Um(t, 0)
(iλ)n
n!
Gnψ. (5.69)
But the right hand side of (5.69) is equal to∑
N,n
e−i(s+t)H0UN (s+ t, 0)
(iλ)n
n!
Gnψ =W (s+ t)eiλGψ , (5.70)
since the equality ∑
l+m=N
Ul(s+ t, t)Um(t, 0) = UN(s+ t, 0) (5.71)
hols on D.
(ii) The proof is so similar to that of (i) that we omit it.
Lemma 5.4. For all ψ ∈ eiλGD (λ ∈ R) and t ∈ R,
〈W (t)ψ|W (t)ψ〉 = 〈ψ|ψ〉. (5.72)
Proof. By the easily checked equality
Un(s, t)
† = Un(t, s), n = 0, 1, 2, . . . , (5.73)
on D, and (5.71), we have for ψ ∈ eiλGD with φ ∈ D,
〈W (t)ψ|W (t)ψ〉 = 〈W (t)eiλGφ|W (t)eiλGφ〉
=
∑
k,l,n,m
(iλ)k
k!
(iλ)l
l!
〈Gkφ|Un(0, t)Um(t, 0)Glφ〉
=
∑
k,l
∞∑
N=0
(iλ)k
k!
(iλ)l
l!
〈Gkφ|UN (0, 0)Glφ〉
= 〈eiλGφ|U(0, 0)eiλGφ〉
= 〈ψ|ψ〉. (5.74)
This completes the proof.
We employ the notations
Vphys,0 := e
−iG (WFTL ∩D) = e−iG (HD(N)⊗Fb(wHTL) ∩D) , (5.75)
N0 := e−iG (HD(N)⊗Fb(wHT) ∩D) . (5.76)
Clearly, Vphys,0 and N0 are dense subspaces of Vphys and N respectively. Then, we have
Lemma 5.5. (i) W (t)Vphys,0 ⊂ Vphys.
28
(ii) W (t)N0 ⊂ N .
Proof. Let Ψ ∈ Fb,0(wHTL). Then, the assertion (i) follows from the computation using Lemma 5.3
Ω+(s, f)W (t)e−iGΨ =W (t)Ω+(s+ t, f)e−iGΨ = 0, (5.77)
for e−iGΨ ∈ Vphys. This means W (t)e−iGΨ ∈ Vphys. The assertion (ii) is obvious from (5.72).
From Lemma 5.5, we can define the densely defined operator {W˜ (t)}t∈R on Hphys as follows. Let
[Vphys,1] be a dense subspace of Hphys spanned by the vectors equivalent to a vector belonging to the
subspace
Vphys,1 := {W (t)Ψ | t ∈ R, Ψ ∈ Vphys,0}. (5.78)
On the subspace [Vphys,1], we define a linear operator W˜ (s) (s ∈ R) by
D(W˜ (s)) := [Vphys,1] = {[Ψ] |Ψ =W (t)Φ for some t ∈ R and Ψ ∈ Vphys,0}, (5.79)
W˜ (s)[W (t)Φ] := [W (s+ t)Φ]. (5.80)
The next lemma is crucial:
Lemma 5.6. W˜ (t) defines a strongly continuous one-parameter unitary group {U(t)}t on Hphys.
Proof. First, we see W˜ (t) has the unitary extension. In fact, for all Ψ ∈ Vphys,1, it follows that
〈W˜ (t)[Ψ]|W˜ (t)[Ψ]〉 = 〈W (t)Ψ|W (t)Ψ〉 = 〈Ψ|Ψ〉 = 〈[Ψ]|[Ψ]〉 (5.81)
which shows W˜ (t) is isometric. Furthermore, since R(W˜ (t)) ⊃ [Vphys,1], W˜ (t) has the unitary extension
which we denote by U(t).
To prove that {U(t)}t has the stated property, let s, t ∈ R. Then,
W˜ (s)W˜ (t)[Ψ] = W˜ (s+ t)[Ψ], Ψ ∈ Vphys,1. (5.82)
Hence, we have the group property
U(s)U(t) = U(s+ t). (5.83)
The continuity follows from the fact that W˜ (·)[Ψ] is strongly continuous for Ψ ∈ Vphys,1.
Lemma 5.6 implies that the physical Hamiltonian Hphys should be defined as:
Definition 5.1. The physical Hamiltonian Hphys is the generator of {U(t)}t.
The following Lemma follows from lengthy but straightforward computation:
Lemma 5.7. On the subspace
D1 :=
(
N
⊗̂
as
C∞0 (R
3;C4)
)
⊗̂Fb,fin(C∞0 (R3;C4)) (5.84)
one finds
eiGHDM(V,N)e
−iG = H0 + q
∑
a
αaµ
∫ ⊕
XN
dX
1√
2
[
cν (Qµν(x
a)) + c†ν
(
Q νµ (x
a)
)]
− 1
2
q2
∑
a,b
αaµ
∫ ⊕
XN
dX
〈
kµg
x
a
ν , g
x
bν
〉
, (5.85)
where
Q νµ (x) := ikµg
xν + e νµ
χxph√
ω
∈ Hph, x ∈ R3. (5.86)
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Proof. Let us compute the commutators on D1:
[iG,HD(V,N)], [iG, dΓb(ω)], [iG,H1].
The first one is
[iG,HD(V,N)] =
[
iG,
∑
a
(αa · pa + βaMa + V a)
]
=
[
iG,
∑
a
αa · pa
]
= − iq√
2
∑
a,b
[∫ ⊕
XN
dX
{
cµ(gx
a
µ ) + c
†
µ(g
x
aµ)
}
,αb · pb
]
=
q√
2
∑
a
αaj
∫ ⊕
XN
{
cµ(ikjgx
a
µ ) + c
†
µ(ik
jgx
aµ)
}
. (5.87)
The next one is
[iG, dΓb(ω)] = − iq√
2
∑
a
∫ ⊕
XN
dX
[
cµ(gx
a
µ ) + c
†
µ(g
x
aµ), dΓb(ω)
]
= − q√
2
∑
a
∫ ⊕
XN
dX
{
cµ(iωgx
a
µ ) + c
†
µ(iωg
x
aµ)
}
. (5.88)
The last one is
[iG,H1] = − iq√
2
∑
a
∫ ⊕
XN
dX
[
cµ(gx
a
µ ) + c
†
µ(g
x
aµ), q
∑
b
αbµAµ(x
b)
]
= − iq
2
2
∑
a,b
αbν
∫ ⊕
XN
dX
[
cµ(gx
a
µ ) + c
†
µ(g
x
aµ), cλ(eνλχ
x
b
phω
−1/2) + c†λ(e
λ
ν χ
x
b
phω
−1/2)
]
= − iq
2
2
∑
a,b
αbν
∫ ⊕
XN
dX
{
ηµλ
〈
gx
a
µ , e
λ
ν χ
x
b
phω
−1/2
〉
− ηλµ
〈
eνλχ
x
b
phω
−1/2, gx
aµ
〉}
= q2
∑
a,b
αbν
∫ ⊕
XN
dX Im
〈
gx
a
µ , e
µ
ν χ
x
b
phω
−1/2
〉
= 0. (5.89)
Taking the commutator with iG once again, we find
[iG, [iG,HD(V,N)]] = − iq
2
2
∑
a,b
αbj
∫ ⊕
XN
dX
[
cν(gx
a
ν ) + c
†
ν(g
x
aν), cµ(ikjgx
b
µ ) + c
†
µ(ik
jgx
bµ)
]
= − iq
2
2
∑
a,b
αbj
∫ ⊕
XN
dX
{〈
gx
a
µ , ik
jgx
bµ
〉
−
〈
ikjgx
b
µ , g
x
aµ
〉}
= q2
∑
a,b
αbj
∫ ⊕
XN
dX Im
〈
gx
a
µ , ik
jgx
bµ
〉
, (5.90)
and
[iG, [iG, dΓb(ω)]] =
iq2
2
∑
a,b
∫ ⊕
XN
dX
[
cν(gx
a
ν ) + c
†
ν(g
x
aν), cµ(iωgx
b
µ ) + c
†
µ(iωg
x
bµ)
]
=
iq2
2
∑
a,b
∫ ⊕
XN
dX
{〈
gx
a
ν , iωg
x
bµ
〉
−
〈
iωgx
b
µ , g
x
aν
〉}
= −q2
∑
a,b
∫ ⊕
XN
dX Im
〈
gx
a
µ , iωg
x
bµ
〉
. (5.91)
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Note that the final expressions (5.90) and (5.91) are commuting with iG.
Summarizing these results in a covariant manner, one has on the subspace D1
[iG,H0] =
q√
2
∑
a
αaν
∫ ⊕
XN
dX
{
cµ(ikνg
x
a
µ ) + c
†
µ(ikνg
x
aµ)
}
,
[iG,H1] = 0,
[iG, [iG,H0]] = q
2
∑
a,b
αbν
∫ ⊕
XN
dX Im
〈
gx
a
µ , ikνg
x
bµ
〉
, (5.92)
and higher commutators with iG vanish.
From the formula
eiλGHDM(V,N)e
−iλG =
∞∑
n=0
λn
n!
[iG, [iG, [. . . [iG,HDM(V,N)] . . . ]], (5.93)
we have (5.7) at least heuristically. To make this computation a mathematical proof, we have to be
careful on the operator domains. But this can be done by the argument of closedness, which is letft to
the reader.
Regard the above Q νµ (x) as a ν-th component of four-component vector Qµ(x) = (Q
ν
µ (x)) ∈ Hph
(µ = 0, 1, 2, 3). Then, it immediately follows that
Lemma 5.8. The four component vectors Qµ(x) (µ = 0, 1, 2, 3) belong to wHTL. In particular,
HDM(V,N)|e−iGD1 leaves Vphys and N invariant.
Proof. By a direct computation, we find
Q0(x) = (Q
ν
0 (x))ν =

χ̂x√
ω
0
0
χ̂x√
ω
 ∈ wHL, Qk(x) = (Q
ν
k (x))ν =

0
e 1k
χ̂x√
ω
e 2k
χ̂x√
ω
0
 ∈ wHT, k = 1, 2, 3.
(5.94)
Note that the second term in (5.85) can be written as
q
∑
a
∫ ⊕
XN
dX
1√
2
[
c
(
Q0(x
a)
)
+ c† (Q0(xa))
]
+ q
∑
k
∑
a
αak
∫ ⊕
XN
dX
1√
2
[
c
(
Qk(x
a)
)
+ c† (Qk(xa))
]
(5.95)
where
Qµ(x) = (Qµν(x))ν = (ηνλQ
λ
µ (x))ν , (5.96)
and F ∈ wHL implies F ∈ wHS while wHT is η-invariant. Then, the assertions obviously follow.
Theorem 5.3. The operator H˜ defined by the relations
D(H˜) := [
(
e−iGD1
) ∩ Vphys], (5.97)
H˜ [Ψ] := [HDM(V,N)Ψ], (5.98)
is essentially self-adjoint and the unique self-adjoint extension is equal to Hphys.
Proof. For Ψ ∈ (e−iGD1) ∩ Vphys,
d
dt
U(t)[Ψ]
∣∣∣∣∣
t=0
= [−iHDM(V,N)Ψ] = −iH˜[Ψ]. (5.99)
Thus the assertion follows from Proposition 2.4.
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5.2 Relation to the Coulomb gauge Hamiltonian
In the Coulomb gauge, the Hilbert space HCoulomb of state vectors of the quantum system considered
is naturally taken to be
HCoulomb := ∧Na=1L2(R3;C4)⊗Fb(L2(R3;C2)). (5.100)
In the Coulomb gauge, only two of the the photon polarization, that is, the two transverse ones, are in
the model, so that the photon Hilbert space is chosen to be the boson Fock space over L2(R3;C2)), the
target space C2 representing the two photon polarization degrees of freedom. In our present formulation
in the Lorentz gauge, the closed subspace
HD(N)⊗Fb(HT) (5.101)
is naturally identified with HCoulomb. But w is just an identity matrix when restricted on HT, it is
equal to the closed subspace of FDM(V,N)
HD(N)⊗Fb(wHT). (5.102)
As we have ever seen, the physical Hilbert space with positive definite metric is naturally identified
with the closed subspace
V = e−iG (HD(N)⊗Fb(wHT)) , (5.103)
via unitary transformation U given by (5.61). Hence, the self-adjoint operator
U−1G HphysUG, UG := Ue
−iG (5.104)
is to be considered as a gauge transformed Hamiltonian from the Lorenz gauge into the Coulomb gauge.
Let dΓCb (ω) be a second quantization operator of ω when regarded as an operator in HT, that is, the
multiplication operator of the matrix valued function
k 7→
(
ω(k) 0
0 ω(k)
)
. (5.105)
Theorem 5.4. We have the operator equality
U−1G HphysUG = HD(V,N) + dΓ
C
b (ω) + q
∑
k=1,2,3
∫ ⊕
XN
dX αakACk (x
a) + EC, (5.106)
where
ACk (x) :=
1√
2
∑
r=1,2
{
cr
(
erk
χ̂x
a
ph√
ω
)
+ c†r
(
erk
χ̂x
a
ph√
ω
)}
, k = 1, 2, 3, (5.107)
EC := −1
2
q2
∑
a,b
αaµ
∫ ⊕
XN
dX
〈
kµg
x
a
ν , g
x
bν
〉
. (5.108)
Proof. Let Φ ∈ D1 ∩ (HD(N)⊗Fb(wHT)). Then,
HphysUGΦ = H˜ [e
−iGΦ]
= [HDM(V,N)e
−iGΦ]. (5.109)
By Lemma 5.7, this is the equivalence class to which the vector
e−iG
(
H0 + q
∑
a
αaµ
∫ ⊕
XN
dX
1√
2
[
cν (Qµν(x
a)) + c†ν
(
Q νµ (x
a)
)]
− 1
2
q2
∑
a,b
αaµ
∫ ⊕
XN
dX
〈
kµg
x
a
ν , g
x
bν
〉)
Φ (5.110)
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belongs. If we apply U−1 given in (5.61) and then e−iG to this equivalent class, the result is(
H0 + q
∑
a
∑
k=1,2,3
αak
∑
r=1,2
∫ ⊕
XN
dX
1√
2
[
cr (Qkr(x
a)) + c†r (Q
r
k (x
a))
]
− 1
2
q2
∑
a,b
αaµ
∫ ⊕
XN
dX
〈
kµg
x
a
ν , g
x
bν
〉)
Φ, (5.111)
since by (5.94) one sees that in the second term the summation over µ survives only for µ = 1, 2, 3 and
summation over ν only for ν = 1, 2. But since the operator inside the bracket coincides with the one
on the right hand side of (5.107), we obtain
U−1G HphysUG|D1∩(HD(N)⊗Fb(wHT)) ⊂ HD(V,N) + dΓCb (ω) + q
∑
k=1,2,3
∫ ⊕
XN
dX αakACk (x
a) + EC.
(5.112)
The operator on the right hand side of (5.112) is clearly symmetric and the subspaceD1∩HD(N)⊗Fb(wHT)
is a core of the self-adjoint operator U−1G HphysUG by Theorem 5.3. Hence, the assertion follows.
At the last of the present subsection, we see that the “residual” term EC in (5.107) certainly gives
the Coulomb interaction energy between electrons in the limit where the ultraviolet cutoff is removed.
We have to be careful to take the limit because the term EC includes not only the Coulomb interaction
between two different electrons but also electron’s self-interaction energy through gauge field, which
will diverge in the limit. This diverging self-interaction part should be adequately subtracted.
Choose a special photon cutoff function whose Fourier transform is propotional to χǫ,Λ, by which
we denote the characteristic function of the set
{k ∈ R3 | ǫ ≤ |k| ≤ Λ}. (5.113)
The parameter ǫ and Λ represent the infrared and ultraviolet cutoffs, respectively. Then,
Theorem 5.5. Let EC(ǫ,Λ) be EC when a photon cutoff function is taken so that χ̂ph = χǫ,Λ/(2π)
3/2.
Then,
lim
Λ→∞
lim
ǫ→0
(
EC(ǫ,Λ) +
q2
8π2
Λ
)
= − q
2
4π
∑
a<b
∫ ⊕
XN
dX
1
|xa − xb| , (5.114)
where the limit is understood as the strong resolvent sense with operators on both sides being considered
to be a self-adjoint operators.
Proof. By Lemma 5.7, EC(ǫ,Λ) is a multiplication operator by a function
X 7→ −q
2
2
∑
a,b
αaµ
〈
kµg
x
a
ν , g
x
bν
〉
. (5.115)
A direct computation shows that this function can be written as
−q
2
2
∑
a,b
αaµ
〈
kµg
x
a
ν , g
x
bν
〉
= −q
2
2
· 2
∑
a<b
∫
d3k
(2π)3
|χǫ,Λ(k)|2
|k|2 e
i(xa−xb)k − q
2
2
∫
d3k
(2π)3
|χǫ,Λ(k)|2
|k|2
= − q
2
4π
2
π
∑
a<b
∫ Λ
ǫ
dk
sin(|xa − xb|k)
|xa − xb|k −
q2
8π2
(Λ − ǫ), (5.116)
which converges uniformly in X ∈ XN to
− q
2
4π
2
π
∑
a<b
∫ Λ
0
dk
sin(|xa − xb|k)
|xa − xb|k −
q2
8π2
Λ, (5.117)
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as ǫ tends to zero. Hence, what we should show is that the multiplication operator
ECren(Λ) := −
q2
4π
2
π
∑
a<b
∫ ⊕
XN
dX
∫ Λ
0
dk
sin(|xa − xb|k)
|xa − xb|k (5.118)
converges to the operator on the right hand side of (5.114), which we call ECten hereafter, in the strong
resolvent sense.
To this end, take arbitrary Ψ ∈ D(ECren). Since D(ECren) ⊂ D(ECren(Λ)) for all Λ ≥ 0 as can be easily
checked, it suffices to prove that ∥∥ECren(Λ)Ψ− ECrenΨ∥∥→ 0 (5.119)
as Λ→∞. But this follows from the well known integral formula
lim
L→∞
∫ L
0
sin y
y
dy =
π
2
, (5.120)
as well as the estimate∥∥ECren(Λ)Ψ − ECrenΨ∥∥ = ∫
XN
dX
∥∥ECren(Λ)(X)Ψ − ECren(X)Ψ(X)∥∥2
≤ q
2
4π
∑
a<b
∫
XN
dX
∥∥∥∥∥
(
2
π
∫ |xa−xb|Λ
0
sin p
p
dp− 1
)
1
|xa − xb|Ψ(X)
∥∥∥∥∥
2
→ 0, (5.121)
as Λ tends to infinity, justified by the Lebesgue dominant convergence theorem.
5.3 Triviality of the physical subspace
If χ̂ph does not belong to the domain of ω
−3/2, the definition of G in (5.17) makes no sense. In this
case, the physical subspace is trivial:
Theorem 5.6. Suppose that χ̂ph does not belong to D(ω
−3/2). Then,
Vphys = {0}. (5.122)
Proof. Let Ψ ∈ D′ and
Ω+(t, f)Ψ = 0 (5.123)
for all t ∈ R and f ∈ h ∩D((−∆)−1/4). Then, we have by (5.12) with t = 0
aµ
(
ikµf̂∗√
ω
)
Ψ =
iq√
2
∑
a
∫ ⊕
XN
dX
〈
χ̂x
a
ph
ω
, f
〉
Ψ(X). (5.124)
Define l : h ∩D((−∆)−1/4)→ C by
l(f) :=
〈
Ψ, aµ
(
ikµf̂∗√
ω
)
Ψ
〉
=
iq√
2
∑
a
∫
XN
dX
〈
Ψ(X),
〈
χ̂x
a
ph
ω
, f̂
〉
Ψ(X)
〉
. (5.125)
We remark that, since ∫
dX ‖Ψ(X)‖2
∥∥∥∥∥ χ̂x
a
ph
ω
∥∥∥∥∥ <∞, (5.126)
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the strong Bochner integral ∫
dX ‖Ψ(X)‖2 χ̂
xa
ph
ω
∈ L2(R3) (5.127)
is defined. Therefore, l(f) can be rewritten as
l(f) =
〈
iq√
2
∑
a
∫
dX ‖Ψ(X)‖2 χ̂
xa
ph
ω
, f̂
〉
. (5.128)
The definition of l(f) and the estimate (4.7) implies there is a constant C > 0 with
|l(f)| ≤ C ‖Ψ‖
∥∥∥N1/2b Ψ∥∥∥∥∥∥√ωf̂∥∥∥ . (5.129)
Take arbitrary g ∈ D((−∆)−1/2). Then, (−∆)−1/4g ∈ h∩D((−∆)−1/4). If we define l˜ : D((−∆)−1/2))→
C by
l˜(g) := l((−∆)−1/4g), (5.130)
it follows by (5.3) that
|l˜(g)| ≤ CΨ ‖g‖ (5.131)
for some Ψ-dependent constant CΨ. From the Riesz Lemma, there is a Θ ∈ L2(R3) such that
l˜(g) = 〈Θ, ĝ〉
=
〈
iq√
2
∑
a
∫
dX ‖Ψ(X)‖2 χ̂
xa
ph
ω
,
ĝ√
ω
〉
, (5.132)
where the second equality is obtained form (5.128). This means that
iq√
2
∑
a
∫
dX ‖Ψ(X)‖2 χ̂
xa
ph
ω
∈ D(ω−1/2), (5.133)
that is, the function
k 7→ 1
ω(k)
· iq√
2
∑
a
∫
dX ‖Ψ(X)‖2 χ̂
xa
ph
ω
(k) (5.134)
is square integrable. Hence, we find
q2
2
∑
a,b
∫
d3k
|χ̂ph(k)|2
ω(k)3
φa,b(k) <∞ (5.135)
where
φa,b(k) :=
∫
dX
∫
dY ‖Ψ(X)‖2 ‖Ψ(Y )‖2 eik(xa−xb). (5.136)
Suppose Ψ 6= 0. Then
K := φa,b(0) =
∫
dX
∫
dY ‖Ψ(X)‖2 ‖Ψ(Y )‖2 > 0. (5.137)
By the Riemann-Lebesgue Theorem, φa,b is continuous in k, and thus there is an open ball U ⊂ R3
centered at the origin with
φa,b(k) ≥ K
2
, k ∈ U. (5.138)
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Since χph ∈ L2(R3), one sees that∣∣∣∣∣
∫
R3\U
d3k
|χ̂ph(k)|2
ω(k)3
φa,b(k)
∣∣∣∣∣ ≤ supk∈R3\U
∣∣∣∣φa,b(k)ω(k)3
∣∣∣∣ ∫
R3\U
d3k|χ̂ph(k)|2 <∞. (5.139)
Thus, (5.135) says
q2
2
∑
a,b
∫
U
d3k
|χ̂ph(k)|2
ω(k)3
φa,b(k) <∞. (5.140)
But this is impossible when χ̂ph 6∈ D(ω−3/2). To see this, note that∫
R3\U
|χ̂ph(k)|2
ω(k)3
≤ 1
infk∈R3\U |ω(k)|3
∫
R3\U
|χ̂ph(k)|2 <∞, (5.141)
since U is centered at the origin and χ̂ph belongs to L
2(R3). Thus, in the case where χ̂ph 6∈ D(ω−3/2),∫
U
d3k
|χ̂ph(k)|2
ω(k)3
=∞. (5.142)
Hence, the integration on the left hand side of (5.140) has to diverge in this case:
q2
2
∑
a,b
∫
U
d3k
|χ̂ph(k)|2
ω(k)3
φa,b(k) ≥ q
2
2
∑
a,b
∫
U
d3k
|χ̂ph(k)|2
ω(k)3
K
2
=∞. (5.143)
Therefore, χ̂ph has to belong to D(ω
−3/2) if Ψ 6= 0. This comples the proof.
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A Time-evolution of the position operator
In this section, we construct the time evolution of the position operator of the a-th Dirac particle,
which we denote by xa = (xa1, xa2, xa3). We will see that αaj is the j-th component of the velocity
operator (that is, the time derivative of the j-th component of the position operator) of the a-th Dirac
particle.
For each r > 0, we set
Mr := {f ∈ HD
∣∣ supp f ⊂ {|x| ≤ r}}. (A.1)
Lemma A.1. For all r > 0 and t ∈ R,
e−itHDMr ⊂Mr+|t|. (A.2)
Proof. See [23, Section 1.5].
For each r > 0 and n ∈ N, we define the subspace Fr,n0 ⊂ FDM(N) as
Fr,n0 := (
N∧Mr)⊗
(
n0⊕
n=0
n⊗
s
Hph
)
. (A.3)
Theorem A.1. The followings hold:
(i) For all r > 0, n0 ∈ N and t ∈ R, Fr,n0 ⊂ D(W (−t)xajW (t)).
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(ii) For all Ψ ∈ ∪r,n0Fr,n0 ∩D(H0), the mapping
t 7→W (−t)xajW (t)Ψ (A.4)
is strongly continuously differentiable. Moreover,
d
dt
W (−t)xajW (t)Ψ =W (−t)αajW (t)Ψ (A.5)
holds.
Proof. (i) Using Lemma A.1 and the Trotter product formula [26, Theorem VIII.31], we see that
e−itHD(V )Mr ⊂ Mr+|t|, and thus e−itH0Fr,n0 ⊂ Fr+|t|,n0. On the other hand, it is clear that
H1Fr,n0 ⊂ Fr,n0+1. Hence we have
∞∑
m,n=0
∥∥eitH0Um(−t, 0)xaje−itH0Un(t, 0)Ψ∥∥
≤
∞∑
m,n=0
(C|t|)m+n
m!n!
(r + |t|+ 2n|t|)(n0 +m+ n)1/2 . . . (n0 + 1)1/2 ‖Ψ‖
=
∞∑
N=0
N∑
n=0
(C|t|)N
N !
(
N
n
)
(r + |t|+ 2n|t|)(n0 +N)1/2 . . . (n0 + 1)1/2 ‖Ψ‖
<∞, (A.6)
for all Ψ ∈ Fr,n0 , which implies Ψ ∈ D(W (−t)xajW (t)).
(ii) By a direct calculation, we have〈
(iHDM(V,N))
∗Ψ, xajΦ
〉− 〈xajΨ, iHDM(V,N)Φ〉 = 〈Ψ, αajΦ〉 , (A.7)
for all Ψ,Φ ∈ ∪r,n0Fr,n0 ∩D(H0). Using (A.7) and the fact that αaj is bounded, we can mimic
the proof of Theorem 2.1 to obtain (A.5).
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