Abstract. The difference between the fundamental matrix for a second order selfadjoint elliptic system with sufficiently smooth periodic coefficients and the fundamental matrix for the corresponding homogenized system in R n is shown to decay as O(1 + |x| 1−n ) at infinity, n ≥ 2. As a consequence, weighted L p and L ∞ estimates are obtained for the difference u ε − u 0 of the solutions of a system with rapidly oscillating periodic coefficients and the homogenized system in R n with right-hand side belonging to an appropriate weighted L p -class in R n . §1. Setting of problems and description of results 
§1. Setting of problems and description of results

Differential operators with periodic coefficients and the corresponding homogenized operators. Let D(∇ x
be a matrix of size N × J composed of homogeneous first order differential operators with constant coefficients; here N ≥ J, ∇ x = (∂/∂x 1 , . . . , ∂/∂x n ) is the gradient in R n , n ≥ 2, and stands for transposition. Suppose that the matrix D(ξ) is algebraically complete (see [1] ); i.e., there exists an integer ρ D ∈ N = {1, 2, . . . } such that for any row P (ξ) = (P 1 (ξ), . . . , P J (ξ)) of homogeneous polynomials of degree ρ ≥ ρ D there is a row of polynomials Q(ξ) = (Q 1 (ξ), . . . , Q N (ξ)) satisfying (1.1) P (ξ) = Q(ξ)D(ξ), ξ = (ξ 1 , . . . , ξ n ) ∈ R n .
By [1] , the above requirement is equivalent to the fact that for all ξ ∈ R n \{0} the matrix D(ξ) has rank J.
Let A be a Hermitian matrix function of size N ×N with smooth 1 coefficients depending periodically (with periods π k ) on the variables x k , k = 1, . . . , n. Moreover, we assume that the matrix A(x) is positive definite for any point in the closure of the parallelepiped (1.2) Π = {x ∈ R n : x k ∈ (0, π k )}.
Consider the following matrix of second order differential operators:
where D(∇ x ) * is the operator formally adjoint to D(∇ x ) (if D is a real matrix, then D(∇ x ) * = D(−∇ x ) ). Condition (1.1) implies that the operation (1.3) possesses the polynomial property (see [2] ); in particular, this operator is elliptic and formally positive 2) For the operator L corresponding to an anisotropic and nonhomogeneous 3-dimensional system of elasticity theory, the matrix D(ξ) of size 3 × 6 is of the form ⎛ ⎝ ξ 1 0 0 0 αξ 3 αξ 2 0 ξ 2 0 αξ 3 0 αξ 1 0 0 ξ 3 αξ 2 αξ 1 0
where α = 2 −1/2 provides a convenient normalization (see, e.g., [3] ).
With the operator L(x, ∇ x ), homogenization theory associates an operator of the form ( 1.8) Here I N is the unit matrix of size N × N . Formula (1.8) shows that the scalar matrix A is Hermitian. If η Aη = 0 for some η ∈ C N , then D(∇ y )V(y)η + η = 0 by the same formula and by the properties of A. We multiply the last-written relation by η from the left, integrate over Π, and use the periodicity properties of V to conclude that η η = 0, i.e., η = 0 ∈ C N . Thus, A is positive definite. In the present paper, one of our main goals is to compare the fundamental matrices F and F of the operators (1.3) and (1.6).
Estimates for asymptotic remainders in the case of the homogenization of problems with rapidly oscillating coefficients.
Let Ω be a domain in R n with smooth boundary ∂Ω and with compact closure Ω = Ω ∪ ∂Ω. In the theory of homogenization of elliptic boundary-value problems, the solutions of the family of problems (1.9) L ε (x, ∇ x )u ε (x) = f (x), x ∈ Ω; u ε (x) = 0, x ∈ ∂Ω, depending on a small parameter ε ∈ (0, 1], are compared to the solution of the homogenized problem
The operator L ε is defined by the formula
i.e., its coefficients are rapidly oscillating functions with small periods επ k in the variables x k (cf. the definition (1.2)). Usually, the justification of the formal homogenization procedure consists in verification of the fact that the solutions u ε of problems (1.9) are close to the asymptotic expressions (1.12)
constructed in terms of the solution u 0 of problem (1.10), or even simply in checking the convergence u ε → u 0 in L 2 (Ω) J . On the right-hand side of (1.12), χ ε is a cut-off function equal to 1 for dist(x, ∂Ω) > 2ε 1/2 and to 0 for dist(x, Ω) < ε 1/2 . For results of this kind, we refer the reader to the books [4] - [8] ; we present and discuss only one (conventional) estimate
in which the constant c is independent of the parameter ε ∈ (0, 1], and |||f ||| is an appropriate norm of the vector-valued function f . The occurrence of the exponent 1/2 in the power of the small parameter ε on the right-hand side of (1.13) is due to the presence of the cut-off function χ ε (x) in the asymptotic expression (1.12): the gradient of ∇ x χ ε (x) is O(ε −1/2 ) near ∂Ω, so that the H −1 (Ω)-norm 2 of the discrepancy for the vector-valued function (1.12) in problem (1.9) amounts to O(ε 1/2 ). Under additional smoothness requirements imposed on A and/or on f ∈ H 1 (Ω) J , the asymptotic corrector εVD(∇ x )u 0 belongs to H 1 (Ω) J , and the presence of the factor χ ε in the second term of (1.12) ensures that U ε ∈
• H 1 (Ω) J . Thus, substituting the difference u ε − U ε in the integral identities serving problems (1.9) and (1.10) (see [9] ), we can obtain estimate (1.13) with the help of the first basic inequality (see [9] )
which is ensured by the properties of the matrix A (see [1] and Lemma 3.2 below). In the paper [10] , in the case where the coefficients and the right-hand side are infinitely differentiable, a complete asymptotic expansion was constructed for the solution of the Dirichlet problem for a scalar differential equation in a rectangle. In the same paper, an example was presented in which the order ε 1/2 of the majorant for the norm u ε − U ε ; H 1 (Ω) turns out to be asymptotically sharp. However, this example does not establish the sharpness of the exponent of ε in the estimate (1.14) (implied by (1.13)), because the L 2 (Ω)-norms of the asymptotic corrector and the accompanying boundary layers near the sides and the vertices of the rectangle are O(ε). Moreover, in Subsection 5 of §2 below, on the basis of the maximum principle, for sufficiently smooth data we shall verify the inequality (1.15) max x∈Ω |u ε (x) − u 0 (x)| ≤ c f ε.
However, this estimate, which lies off the main course of the paper, is less than satisfactory because of excessive smoothness restrictions imposed on the function f . In [11, 12] , Birman and Suslina established the inequality
which links the solutions of the following systems of differential equations in space:
Estimate (1.16) is optimal with respect to the exponent of ε in the majorant; the same concerns the smoothness requirements: the entries of the matrices A and A −1 are only assumed to be bounded measurable functions. An optimal discrepancy estimate was achieved in [11, 12] , in particular, due to elimination of the asymptotic corrector from intermediate calculations.
In [11, 12] , the methods of spectral theory were applied systematically to the problem given on the periodicity cell and obtained from system (1.17) 1 by the coordinate change x → y = ε −1 x and by the Gelfand transformation. The idea of reaching optimal discrepancy estimates was developed by V. V. Zhikov up to an alternative approach that allowed him to reprove the result (1.16) in the case of a scalar operator or the elasticity theory operator (see Example 1.1), and also to increase the exponent 1/2 in (1.14) in the case of scalar problems (1.9) and (1.10) in a bounded domain under minimal smoothness assumptions about A and f (we mention the papers [13, 14] , published at the time of preparation of the present paper). Note that, simultaneously with equation (1.17) 1 itself, in [13, 14] equations with the operator
were treated, and integration was done over the additional parameter ω ∈ Π.
We draw the reader's attention to the terms u ε (x) and u 0 (x) on the right-hand sides of (1.17): these terms cannot be dropped with preservation of estimate (1.16), if for no other reason than the possible absence of L 2 (R n ) J -solutions of the systems
with small parameter ε ∈ (0, 1], and the homogenized system
In this paper we consider precisely systems (1.18) and (1.19). We establish estimates for the norms of the difference u ε − u 0 in the weighted classes
3), together with weighted estimates for the module u ε (x) − u 0 (x) (see Theorem 2.4). The majorants involve a "right" small parameter ε and the norm f ; L p,β (R n ) ; the weight indices γ, β and the integrability exponent p ∈ [0, +∞) are subject to certain restrictions.
There are two reasons for which the results mentioned above cannot be obtained with the help of the methods developed earlier. First, for systems with rapidly oscillating coefficients, a weighted Sobolev class estimate with constant independent of ε can be obtained by variational methods only for p = 2 (see Proposition 5.1). Second, the norm
is estimated for such an index γ that none of the solutions u ε and u 0 belongs to L p,γ (R n ) J -this unexpected fact is explained by the coincidence of the leading terms in the asymptotics of the vector-valued functions u ε and u 0 at infinity (see Subsection 4 in §4).
The approach used in this paper consists in comparison of the fundamental matrices F ε (x, ξ) and
and L(∇ x ) in R n , along with estimation of the right-hand side of the identity
with the help of Young's theorem on convolutions (see, e.g., the book [15] ) and its consequences. As in the paper [12] , we can do without the asymptotic corrector under this approach, but the construction of the fundamental matrix for an operator with variable coefficients, as well as of its asymptotic expansion at infinity, requires a certain smoothness of the coefficients. In what follows, unless otherwise specified, we assume that
Thus, the results obtained in the paper are not optimal with respect to the differentiability properties of the coefficients, but provide estimates for the proximity of u ε and u 0 in various metrics under minimal smoothness restrictions on the right-hand sides. We exemplify the aforesaid by the theorem on the leading term of the solution of the scalar Dirichlet problem (1.9), proved in Subsection 6 of §2 (the maximum principle and information about the fundamental solutions F ε and F allow us to compare the Green functions G ε and G of the boundary-value problems (1.9) and (1.10) in a bounded domain Ω). 
in which κ(ε) = ε for any r ∈ (1, r 0 ), but
where κ(ε) = ε for p > n, and κ(ε) has the form (1.23) for p = n. The constants in (1.22) and (1.24) depend on the distance d > 0 and the integrability exponents p and r, but are independent of the parameter ε ∈ (0, 1] and the right-hand sides f of problems (1.9) and (1.10).
We note that, in [16] , for the scalar equation (1.18) with n ≥ 3, the following expansion for the fundamental solution was obtained:
here the functions y → F k (y, ε −1 x, ε −1 ξ) are positive homogeneous of degree 2 − n − k, and the remainder term satisfies the estimate
where δ > 0 is arbitrary, and the factor C N (δ) depends on δ but not on ε ∈ (0, 1]. In [16] , formulas (1.25) and (1.26) were deduced on the basis of the Bloch representation for the fundamental solution, but the approach used there gives no information about the coefficients F k . However, a relatively easy argument shows that relations (1.25) and (1.26) imply the following fact (to be used below):
is the fundamental solution of the scalar equation (1.19) . In § §3-5 below we develop another method; in particular, this allows us to obtain explicit expressions for the coefficients in (1.25) directly, including the case of systems of differential equations.
3. Organization of the paper and notation. In the next section we state the main Theorem 2.2 on the fundamental matrix F of the operator L(x, ∇ x ) with periodic coefficients in R n and deduce estimates for the weighted norms of solutions of systems (1.18) and (1.19) . At the end of §2, we prove Theorem 1.1 on the solutions of the Dirichlet problems (1.9) and (1.10) for scalar equations.
In § §3, 4 we study a system of differential equations free of the parameter ε, namely,
First, in §3 we establish auxiliary weight estimates, and then, in §4, we prove the central and technically most complicated Theorem 4.3 on the asymptotics of the solutions u(x) as |x| → ∞. Note that similar asymptotic formulas were obtained in [17] for solutions of the Dirichlet problems in domains with angular outlets to infinity. The methods of [17] employed the specifics of the 2-dimensional Euclidean space substantially, and so in §4 we generalize the procedures proposed in [18, 19] for scalar boundary-value problems in layerlike domains perforated periodically. The deduction of asymptotic formulas, as presented in Subsection 4 of §4, also simplifies significantly the justification of asymptotic formulas for solutions of differential equations with rapidly oscillating coefficients in domains with small holes and cavities (see [20] ). In the final §5, the asymptotic formulas are adjusted to the fundamental matrix F; the main Theorem 2.2 is proved in Subsection 5 of §5. Also, in Subsection 1 of §5 we check the unique solvability of systems (1.18), (1.19) , and (1.27), and in Subsection 6 of §5 we construct the barrier function needed for application of the maximum principle to the scalar Dirichlet problem (1.9). We write equations and systems in a unified way. Moreover, when considering fundamental matrices, by a solution of (1.27) it is convenient to mean a matrix function of size J × J; accordingly, the right-hand f becomes a matrix of the same size. In order to understand easily what object is meant, we agree on the following: if B is a Banach space of scalar functions, then B J and B N ×N will denote the corresponding spaces of vector-valued and matrix-valued functions of the size indicated. Nevertheless, the norm in these spaces will be denoted by ·; B , independently of dimension.
If a collection of formulas is marked by a common number (j.k), then (j.k) 1 stands for the first line in this collection, (j.k) 2 is the second line, etc. For example, the definition (1.23) 1 refers to the case where n ≥ 3, and (1.23) 2 to the case of n = 2. §2. Comparison of solutions of a periodic system and the homogenized system 1. Systems of equations with rapidly oscillating coefficients. We consider the family (1.18) of systems of differential equations depending on the small parameter ε ∈ (0, 1], and also the homogenized system (1.19). The operators L ε and L in these systems are given by formulas (1.11) and (1.6), respectively; i.e., the first of them has rapidly oscillating coefficients. Note that 
where r = |x|. The presence of the summand 1 in the weight deprives the norm (2.1) of invariance relative to coordinate dilations. In other words, in the Euclidean space R n some domain with unit diameter and with baricenter at the origin is distinguished so that the right-hand side f of systems (1.18) and (1.19) is concentrated in this domain-outside of it the quantity |f (x)| decays, vanishing completely at infinity. This interpretation allows us to introduce the small dimensionless parameter ε and to set up the homogenization problem on the entire space R n . Similarly, in [12] , in the treatment of system (1.17) 1 the scale was fixed by the factor 1 of the term u ε (x) on the left-hand side. Let H denote the closure of the space C ∞ c (R n ) of compactly supported and infinitely differentiable functions in the norm
where B ⊂ R n is the unit ball centered at x = 0. We follow [9] 
with constant c independent of the vector-valued function f and the parameter ε ∈ [0, 1].
2) Suppose n = 2 and
J , where log + r = log r for r ≥ 1 and log + r = 0 for r < 1. If the orthogonality condition 
with a constant c independent of f and ε ∈ [0, 1].
The left-hand sides in (2.3) and (2.6) are equivalent norms in the space H (see Subsection 1 of §5).
Remark 2.1. For any δ > 0, the property ( 
Accordingly, the solutions u ε and u 0 belong to the space L
In the next subsection it will be explained that, for n = 2, solutions in such a weighted class do exist even in the case where (2.4) fails.
Together with Remark 2.1, the next proposition gives a way to ensure the requirements imposed on the vector-valued function f in Proposition 2.1.
Proposition 2.2. If p > 2 and
Proof. The Hölder inequality yields
By (2.8), the last-written integral converges.
Integral representation of solutions.
The solution u 0 can be written as the convolution of the right-hand side f of system (1.19) with the fundamental matrix F of the operator L(∇ x ) in R n , namely,
The following formulas are known (see, e.g., [21] ):
where θ = r −1 x is a point on the unit sphere S n−1 , F 0 is a nonsingular scalar (J × J)-matrix, and F 1 (or F if n ≥ 3) is a smooth matrix function on S n−1 . For n = 2, the matrix F (x) is determined up to an additive constant, but this has no influence on the integral (2.9) because of the orthogonality condition (2.4). Theorem 2.1. Suppose n ∈ N, p ∈ (1, ∞), and γ ± ∈ R with γ + + γ − > 0. Also, suppose that the kernel K(x, ξ) of the integral operator
is bounded if and only if γ − < n/p and γ + < n/q, where q = (p − 1)
For n ≥ 3 the indices p = 2 and γ ± = 1 are admissible, and, by (2.11) and (2.10), if f ∈ L 2,1 (R n ) J , then the vector-valued function (2.9) belongs to L 2,−1 (R n ) J and, hence, coincides with the solution of system (1.19) indicated in Proposition 2.1, part 1). For n = 2, Theorem 2.1 does not apply because of the logarithmic singularity of the kernel F (x − ξ). However, under the stronger restriction (2.7), the verification of the weaker
J is not difficult. Indeed, the Cauchy-Bunyakovski inequality shows that
and it remains to observe that the integral
converges by (2.10). We emphasize that, in accordance with Remark 4.1, the difference of two solutions of (1.19) belonging to
J with δ ∈ (0, 1) turns out to be a constant column. Moreover, such a solution exists even if the orthogonality condition (2.4) fails. In the sequel, for n = 2 we deal precisely with solutions
Since the Dirac δ-function is a positive homogeneous distribution of degree −n, the fundamental matrices F and F ε of the operators (1.3) and (1.11) are related by the formulas (2.12)
Formula (2.12) 2 takes account of the fact that for n = 2 both matrices are determined up to a constant summand in
can be handled precisely in the same way as the representation (2.9), on the basis of the inequalities
which are easy consequences of formulas (2.10) and the main theorem of the present paper (see Subsection 5 of §5). 
where
It should be noted that for any n ≥ 2 the weight function (2.15) satisfies the estimate
Comparison of solutions in weighted
, then, by formulas (2.12) and (2.14)-(2.16), the kernel of the integral operator in the representation
implied by (2.9) and (2.13) (cf. (1.20)), satisfies the relations
For n = 2 we keep formulas (2.18), putting C(ε) = −F 0 log ε in the definition (2.12) 2 and thus reducing the freedom in the choice of solutions u ε and u 0 : now their difference u ε − u 0 is fixed. We apply Theorem 2.1 to estimate the weighted norms of u ε −u 0 . Suppose that p > 2, γ + = γ, γ − = 1 − γ, and that γ satisfies the inequalities
By Propositions 2.2 and 2.1 and Remark 2.1, the first of these inequalities ensures the embedding
with some δ > 0, as well as the existence of the solutions u ε and u 0 . The other two inequalities imply that the integral operator occurring on the right-hand side of (2.17) acts continuously from
We formulate the result obtained.
Theorem 2.3. Suppose that the smoothness requirement (1.21) is fulfilled and that
J , where p > 2 and the weight index γ lies on the interval
Then the solutions of (1.18) and (1.19) satisfy inequality (2.19) with a constant c independent of f and of the parameter ε ∈ (0, 1].
By Theorem 4.1, the solution u 0 (x) of system (1.19) behaves at infinity as F (x)c, where
At the same time, Theorem 2.3 allows the indices γ ∈ (n − 1 − n/p, n − n/p) (for n ≥ 3 the index γ = n − 1 − n/p is also allowed). Consequently, for such γ, none of the solutions
J , but their difference u ε − u 0 belongs to this space, and, moreover, its norm turns out to be small. This implies that the functions u ε and u 0 have the same leading terms of the asymptotics at infinity (this statement will be given a precise meaning in § §4 and 5).
The interval (2.20) is not empty if n ≥ 3, p ≥ 2 or n = 2, p > 2. If n ≥ 3 and p = 2, then Theorem 2.3 remains valid for γ ∈ (1, n/2), yielding, in particular, an estimate of
4.
Comparison of solution in the maximum of the modulus norm. By Theorem 2.2, the kernel of the integral operator on the right-hand side of (2.17) satisfies (2.21)
We use these estimates for handling the modulus of the difference of the solutions of (1.18) and (1.19). For n ≥ 3 we have
Then the first integral I 1 (f ; x) on the right in (2.22) admits the estimate
1+|x| ≤ 2; therefore, the assumption (2.23) leads to the estimate
For n = 2, in the integrand in I 1 (f ; x) the factor |x − ξ| 2−n should be replaced with 1 + log |x − ξ| + | log ε|, but the quantity |I 1 (f ; x)| admits the same majorant as in (2.24), because 2 − n/p > 1 by condition (2.23), and in the middle part of (2.24) there is an "extra" coefficient ε 1−n/p , which kills the growth of the logarithms. Now we consider the second integral I 2 (f ; x) = I 3 (f ; x) + I 4 (f ; x) in (2.22). In accordance with (2.21), this integral is the same for n ≥ 3 and for n = 2. First, we treat the integral I 3 (f ; x) over the set B(x; 1 + |x|/2) \ B(x; ε). Since
inequality (2.23) allows us to deduce the estimate
It should be noted that inequality (2.23) is necessary for the convergence of the integral over ρ. It remains to consider the integral I 4 (f ; x) over the set {ξ ∈ R n : |ξ − x| > 1 + |x|/2}. Assuming that
we obtain a convergent integral on the right-hand side of the next inequality:
Conditions (2.23) and (2.26) imply
Thus, in formulas (2.24), (2.25), and (2.27), the smallest exponent of 1 + |x| occurs on the right in (2.27). Consequently, we have
We have proved the following. Observe that the exponent n − 1 of the weight factor is the maximal possible: the representation (4.33) of the solution of system (1.27), obtained in Subsection 4 of §4, together with a refinement in Subsections 2,3 of §5, show that the expansions as x → ∞ of u ε (x) and u 0 (x) differ at least by the term εV(ε (2.10) . Thus, estimate (2.28) with the factor ε in the majorant turns out to be optimal. Estimates (2.19) are also optimal, but this is hidden behind bulky restrictions on the indices. In both cases, we have estimated the norm of the difference u ε − u 0 in a weighted space that contains neither u ε nor u 0 .
The
Green function for the scalar Dirichlet problem. Suppose J = 1 and N = n; i.e., the operator L is of the form (1.5) and the scalar operators L ε and L are defined similarly (see Example 1.1, 1)). If the boundary ∂Ω, the coefficients of L ε , and the right-hand sides f and g of the problems
are sufficiently smooth, then it is not difficult to estimate the modulus of the difference of the solutions with the help of the maximum principle.
and the right-hand sides f and g belong to the Hölder spaces C 2,α (Ω) and C 4,α (∂Ω), respectively; here α ∈ (0, 1). Then the solutions u ε and u 0 of problems (2.29) satisfy the inequality
with a constant c independent of f, g, and ε ∈ (0, 1].
Proof. By assumption, the solution u 0 of (2.29) 2 , which exists and is unique because the matrix A is positive definite (see [9] ), is of class C 4,α (Ω) and admits the estimate
We put
(cf. the construction (1.12)) and choose a function Z of the variables y = ε −1 x and x so as to have
Separating the fast variables y from the slow variables x and applying the chain rule, we obtain
(2.34)
After differentiation, on the right in (2.34) we should return to the coordinates x = εy. The coefficients of ε −2 and ε −1 vanish, in particular, due to the definition of the column V = (V 1 , . . . , V n ) as a periodic solution of the equation
Since the expression −L(∇ x )u 0 (x) is the mean value of the sum of the first two terms in the coefficient of ε 0 , this coefficient is equal to zero provided that Z solves the following equation with parameter x ∈ Ω:
The function on the right in (2.35) has zero mean over y ∈ Π (see (1.7)). Consequently, this equation admits a periodic solution Z depending smoothly on the parameter:
Denoting by f ε the sum of the last two terms in (2.34), we deduce relation (2.33) 2 from estimates (2.31) and (2.36).
Without loss of generality, we assume that the origin of the coordinates x lies inside Ω. Then, for small ε ∈ (0, ε 0 ], the barrier function
Thus, there is a constant c > 0 such that, with (2.37)
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By the maximum principle, the functions ±R 
whenever the point ξ is far from the boundary of the domain. 
where the constant c α depends on α, but is independent of the points x, ξ ∈ Ω and the parameter ε ∈ (0, 1].
are solutions of problems (2.29) in which f = 0 and the right-hand sides of the boundary conditions are, respectively, of the form
Let G ε (x, ξ) denote the solution of (2.29) 1 with f = 0 and g = g 0 . Using (2.10) and (2.30), we see that
If n = 2, then an additional logarithm arises, but in formula (2.41) (without the middle part) it can be omitted, because α > 0 is arbitrary. Theorem 2.2 and relations (2.40) and (2.18) show that
By the maximum principle, we obtain
Inequalities (2.41) and (2.42) lead to the desired estimate (2.39).
6. Proof of Theorem 1.1. Under the assumptions of the theorem, instead of the estimates (1.22) and (1.24) we shall verify the relations
where ρ(x) = dist(x, ∂Ω). Of course, inequalities (2.43) imply the desired estimates, and
and an estimate for the difference between the Green functions of the scalar Dirichlet problems (1.9) and (1.10) is provided by Theorems 2.2 and 2.4, relation (2.43) 1 can be established with the help of the Young inequality for convolutions,
In the case where p < n and r < r 0 = np(n − p) −1 , we have
We extend the function Y = ρ −n−2−α f from Ω to R n by zero and put
where x R is the characteristic function of the ball B(0, R). By (2.14), (2.38), (2.18), and (2.39), we have
Observe that estimate (2.46) remains valid for n = 2: incorporation of logarithms in the middle part of (2.46) has no influence on the majorant. Finally, by the same condition (2.44), the integral in the formula
converges even if ε = 0. Now, suppose p < n, r = r 0 , and q = 1 − 1/n. If n ≥ 3, then estimate (2.46) survives, but by (2.45), in the case where n = 2, the majorant in (2.46) acquires an extra factor of 1 + | log ε|, which is taken into account in the definition (1.23) of the quantity κ(ε). The integral in the middle part of (2.47) behaves as O(1 + | log ε|) for all n ≥ 2, which fact is also reflected in (1.23).
So, we have proved (2.43) 1 and (1.22). The verification of estimates (2.43) 2 and (1.24), valid for p ≥ n, is based on the Hölder inequality, namely
, and for n = 2 the additional factor of (1 + log |y| + | log ε|) 2 should be inserted in the first integral. If p > n, the expression (. . . ) 1/q does not exceed cε for all n ≥ 2. If p = n, then logarithms arise, and the same expression is dominated by the quantity cκ(ε) indicated in (1.23). §3. Auxiliary weighted estimates 1. Energy inequality. By the Plancherel theorem, we have
where u is the Fourier image of the vector-valued function u. Also,
where c D > 0. Indeed, if D(ξ)h = 0 for some columns ξ and h, then, since the matrix D is algebraically complete, there is a polynomial row Q(ξ) satisfying (1.1) with 1) and (3.2) imply the following statement.
is true with a constant c depending on the dimension n and the structure of the algebraic matrix D.
A rough weighted estimate. We introduce the space
is finite; here ∇ 
Lemma 3.2. Suppose l ∈ N and A ∈
where α = (α 1 , . . . , α n ) and α j ∈ Z = {0, ±1, . . . }. Let Π # α be the closure of the union of the parallelepiped Π α and its immediate neighbors (there are 3 n − 1 of them). The local estimate (see [24, 25] ) for solutions of the elliptic system of differential equations (1.27) restricted to Π α has the form
Since the coefficients of the operator L are periodic, the constant c does not depend on the multiindex α. We multiply both sides of the above estimate by (1 + r 2 α ) β , where r α is the distance from the origin to the center of the parallelepiped (3.5). Since
α , and, again, the positive constants c and C are independent of α, we obtain
Now, to see that the norm u; W l+1 β (R n ) is finite and (3.4) is true, it remains to sum the above inequalities over α ∈ Z n .
Weighted energy inequality.
The Kondrat ev space V l β (R n ) (see [26] ) consists of all functions z ∈ H l loc (R n ) for which the norm
is finite. We draw the reader's attention to the fact that the weight indices in the norms (2.1) on the right-hand sides of (3.3) and (3.8) differ from each other.
In what follows, in particular, we shall need the space V 1 γ (R n ), the dual to which will be denoted by
and the infimum of the sums v
(3.9) can be taken for the role of the norm v; V
where (·, ·) R n is the extension of the inner product in L 2 (R n ) up to duality between the weighted classes L 2,σ (R n ) and L 2,−σ (R n ). The right-hand side of (3.10) does not depend on a specific representation (3.9) and coincides with the value of the functional
Proof. As in [9] , by a weak solution u ∈ V 1 σ (R n ) of system (1.27) we mean a vector-valued function that satisfies the integral identity
We replace ϕ with the product (1 + r 2 ) σ η and add the expression
where b is a positive constant, to both sides of (3.12) (here ·, · R n corresponds to the duality between the spaces V
J , compatible with formulas (3.10) and (3.9) for u ∈ V
The above transformations result in a new problem: find a vector-valued function
J (we have changed the notation for the solution u) that satisfies the integral identity
Here η ∈ C ∞ c (R n ) J , but all terms in (3.14) are meaningful for the test functions (3.13). Since Φ is a continuous function on the Hilbert space V 1 σ (R n ) J , the Lax-Milgram lemma shows that problem (3.14) is uniquely solvable in
where q σ (U, η) is the nonsymmetric sesquilinear form occurring on the left-hand side of (3.14), and c σ,b is a positive constant. We check that, for some b σ > 0, the inequality b > b σ implies (3.15). For this, we denote R(x) = (1 + r 2 ) σ/2 and write
Here [D, R] = DR − RD is the commutator, which is the operator of multiplication by the (N × N )-matrix function x → D(∇ x )R(x). This function admits the estimate
Therefore, using Lemma 3.1, we obtain
J of problem (3.14), and this solution satisfies estimate (3.11). It remains to verify that u = U .
By the assumptions of the lemma, we have
Consequently, u is a unique solution of problem (3.14) in which σ is replaced with κ and
J is also a solution of problem (3.14) (modified as described above). Thus, U = u by the uniqueness of a solution.
4.
Step-weighted norms and a sharp weighted estimate. In the norm (3.3) of the weighted Sobolev class (see [27] ), all derivatives have one and the same weight factors. In the norm (3.8) of the Kondrat ev space (see [26] ), each differentiation increases the exponent of (1 + |x| 2 ) 1/2 by 1, so that the derivatives of a function v ∈ V l γ (R n ) should decay more rapidly than the function u itself. The estimates established in Lemmas 3.2 and 3.3 have drawbacks: formula (3.14) involves an improper weight factor in the norm of the solution u itself, while (3.11) lacks derivatives of order two and higher. In order to reflect adequately the asymptotic structure of a solution of a system of differential equations with periodic coefficients (see Remark 4.2 below), the weighted norm should involve different weight factors for the function z and for all its derivatives, i.e., should become a step-weighted 4 norm, i.e.,
Here l ∈ N and β ∈ R. Clearly,
Step-weighted classes arise naturally and apply to the situations (see [28] - [31] ) involving differential operators or domains (on which a boundary-value problem is posed) that are not invariant with respect to shifts (weighted Sobolev norms) or to dilations (Kondrat ev norms). Loss of invariance leads to a complicated asymptotic structure of solutions at infinity. For instance, interaction between the power law and the oscillating components, described in Subsection 4 of §4, is possible. The operator (1.1) is invariant under the shifts by the distance of t j along the axes x j only if the π −1 j t j are integers. The homogenized operator (1.6) is invariant with respect to dilations (it only acquires a constant factor), and therefore it is served by the Kondrat ev spaces (see Subsection 2 of §4 below). We note that, in the case of infinitely differentiable coefficients of the operator (1.3), the mapping
is continuous for all β ∈ R and all l ∈ N. A fixed smoothness of the coefficients establishes an upper bound for the index l in (3.17).
Proposition 3.1. Suppose l ∈ N and A ∈
Proof. First, observe that we only need to handle the norm ∇ x u; W l β (R n ) , because the "missing" norm u; L 2,β−1 (R n ) occurs on the right in (3.18). As in Subsection 2, we split the space R n into parallelepipeds (3.5) and cover each of them with a larger parallepiped Π # α . It is easily seen that the difference
satisfies the same system of differential equations on Π # α as the initial solution u. However, having zero mean over Π # α , this difference obeys the Poincaré inequality
. The identity on the right in (3.20) is true because the subtrahend in (3.19) is a constant column. Thus, the local estimate (3.6) takes the form
As before, we use (3.7) to convert this inequality into a weighted estimate:
Summing this over all α ∈ Z n , we replace the sets Π α and Π # α in (3.21) by the entire space R n . This leads to the desired estimate, which can easily be given the form (3.18).
The above calculations are also useful for the proof of embedding theorems for the weighted classes under consideration. 
where x is an arbitrary point in R n , and c is a constant independent of x and u.
Proof. Let x ∈ Π # α . By the Sobolev theorem on the embedding H l+1 ⊂ C m and by (3.7) and (3.20), we obtain
Also,
Recalling (3.19) and (3.7), we arrive at (3.22). §4. Asymptotic behavior at infinity of solutions of systems with periodic coefficients 1. Power-law solutions of the homogenized system. It is known (see, e.g., [26, 32, 33] ) that, for the model problem
in the punctured space R n (complete cone), all power-law solutions
are either polynomials, or the derivatives of the columns F j of the fundamental matrix (2.10) for the differential operator (1.6) in R n . For n = 2 the columns F 1 , . . . , F J satisfying (4.2) depend linearly on log r, but we still call them power-law solutions. The model problem (4.1) admits no other solutions of power-logarithmic type, including the case where n ≥ 3. We introduce a convenient basis in the space of all power-law solutions. Let P 1,q , . . . , P m(q),q be columns of polynomials in the variables x = (x 1 , . . . , x n ) ; we assume that these polynomials are homogeneous of degree q ∈ N 0 and satisfy system (4.1). It is not difficult to check that the number of linearly independent polynomial columns is equal to
We subject these columns to the condition
where δ j,k is the Kronecker symbol. Relation (4.4) links polynomials of the same degree: for p = q this relation is fulfilled for obvious reasons. If q = 0 or q = 1, then the number (4.3) is equal to J or to nJ, respectively. The constant and the linear columns can be chosen as follows:
Here j = 1, . . . , J, k = 1, . . . , n, and e j = (δ 1,j , . . . , δ J,j ) . The other polynomial columns depend on the coefficients of the differential operator L(∇ x ). We put
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and observe that, by the choice (4.5), we have
It is convenient to denote
but the indices ±0 should be distinguished; i.e., the promised basis looks like this:
. . , m(|q|) .
For q ≥ +0, the power-law solution U j,q is homogeneous of order q, and if q ≤ −0, then U j,q is homogeneous of order 2 − n − q.
2.
Asymptotics of the solution of the homogenized system. In essence, the following result was established in [26] (see also [32] and [33, Chapter 6] ). 
Then a representation of the form
is valid with some coefficients c q,q ∈ C and with a remainder term
where c σ,β is a constant independent of u and f , and χ ∈ C ∞ c (R) is a cut-off function equal to 1 in a neighborhood of the point r = 0.
The general results of [34] (see also the book [35] ) extend Theorem 4.1 to the negative values of l; in what follows we shall need l = −2. As in the definitions (3.9) and (3.10), the space V
* consists of the distributions v that can be written as
and the norm looks like this:
where the infimum is taken over all representations (4.10). The expression
determines a continuous functional on V l β (R n ) z and does not depend on the choice of a specific representation (4.10). Therefore, the norm (4.11) is equivalent to the norm 
is an isomorphism if and only if |β − l| < −1 + n/2. If n = 2, then for β − l ∈ (0, 1) (for β − l ∈ (−1, 0)) the mapping (4.12) is a Fredholm monomorphism (epimorphism) with cokernel (kernel) spanned by the constant columns, and the restrictions imposed on β and l are necessary. The assertions stated above are implied by the results of the publications cited above (see, in particular, [33, Chapter 6] ).
Estimation of integrals in the Green formula. Let
J be a solution of system (1.27) of differential equations with periodic coefficients; we assume that
For any infinitely differentiable vector-valued function
J with compact support, we put (4.14)
η
is the (J × N )-matrix of special periodic solutions of problem (1.4), used in formula (1.7). Substituting the solution u and the vector-valued function
Obviously, the left-hand side (4.15) admits the estimate
Differentiating the function (4.14), we find
Among the three terms on the right in (4.17), the first term S 1 (x) vanishes by the definition of the matrix function V (see Subsection 1 of §1). By (1.6) and (1.7), the second term S 2 (x) can be written as 
is ensured by the next statement.
, and s is the mean value of the function s over Π. Then
where c s is a constant independent of U and V .
Proof. The integral I occurring on the right-hand side in (4.20) is equal to the sum over α ∈ Z n of the integrals
We use the relations 
We apply formulas (3.17) and (3.8), and write the weight factors under the norm signs.
As a result, we see that
It remains to sum the inequalities (4.21) over all α ∈ Z n and to use the following simple fact: if two series a 2 = a 
The main theorem on asymptotics.
We rewrite the Green formula (4.15) as follows:
By (4.16), (4.18), and (4.19), for β + 1 ≥ σ we have
The integral identity (4.22) and estimate (4.23) mean that for the vector-valued function
Consequently, by Theorem 4.2 with l = −2 and with the weight indices β and σ replaced by β − 2 and σ − 2, respectively, we can write
Here
and U is a linear combination of the power-law solutions U j,q listed in (4.6) and such that their homogeneity exponents λ = q for q ≥ +0 and λ = 2 − n + q for q ≤ −0 lie in the interval
(see formulas (4.8) and (4.7) and conditions (4.13) 2 ). If the interval (4.25) is free of such exponents, then U = 0 and u = u by (4.24). Next, by (4.9) and (4.23), the coefficients c j,q of the linear combination mentioned above and the remainder term u satisfy the inequality
Being solutions of the elliptic system (4.2) with constant coefficients, the vector-valued functions U j,q are infinitely differentiable in the punctured space R n \ {0}. We replace (4.24) with the following representation:
Besides the matrix V introduced in Subsection 1 of §2, here we have used the (J × N )-matrices Z k that solve system (1.4) with the right-hand sides (
In formula (4.29) 2 and in what follows, we use the abbreviated notation Z for the sum over k = 1, . . . , n occurring on the right-hand side of (4.27). Obviously,
Refining the calculation (4.17), we obtain
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The first and second terms on the right in (4.31) vanish by the definition of the matrices V and Z 1 , . . . , Z n , and the third also vanishes because U is a solution of (4.2). The remaining three terms are linear combinations with periodic coefficients of the third and fourth derivatives of the vector-valued function U . Computing the norms (3.3) and (3.8) of these combinations and recalling that λ < 2 − σ − n/2, we see that
We summarize. Like the initial solution u, the remainder term u 1 in the representation (4.27) belongs to the space W l+1 β (R n ) J (see (4.30)), but it also belongs to the space
J by (4.26) and (4.29). Formula (4.32) shows that the right-hand side f 1 of the system solved by u 1 lies in the same space (4.13) 1 as the initial right-hand side f . Now, we apply Lemma 3.3 to ensure consecutively the relations
J , together with the accompanying estimates (cf. Lemma 3.3 and Proposition 3.1). Taking relation (4.29) 2 into account, we adjoin the term (1 − χ)Z∇ x DU to the remainder term u 1 , obtaining the final representation
together with the inequality 
Remark 4.2. If U is a power-law solution (4.1) with exponent λ ∈ R, then the function
which occurs in the asymptotics (4.33), belongs to the weighted class
Because of the presence of the periodic factor V on the right-hand side in (4.34), the higher derivatives are also
J for any l ∈ N and any β < 1 − λ − n/2, and the step-like distribution of the weight factors in the norm (3.16) is predetermined by the structure of the asymptotics for the solutions of system (1.27). §5. Asymptotics at infinity of the fundamental matrix for the operator with periodic coefficients 1. Generalized solutions. Since the corollary
to the one-dimensional Hardy inequality is valid for n ≥ 3, the space H = V 1 0 (R n ) with the norm (2.2) can be obtained as the closure of the linear space C ∞ c (R n ) in the Dirichlet integral norm. For n = 2, inequality (5.1) should be replaced with this:
where B = {x : |x| < 1} is the unit ball (disk); the function log + was defined in Proposition 2.1, part 2). Thus, for n = 2 the norm (2.2) in the Hilbert space H is equivalent to the norm
As before, by a weak solution of system (1.27) we shall mean an element of H J that satisfies the integral identity (3.12) with an arbitrary test function
Then system (1.27) has a unique weak solution u ∈ H J , and
dx on the left-hand side of (2.4) is nonzero. Then some solution u of system (1.27) admits a representation in the form 
2. Expansion of the fundamental matrix at infinity. Proposition 5.1, part 1), and Proposition 5.2 establish, in particular, the existence of the fundamental matrix F(x, ξ) for the matrix differential operator L(x, ∇ x ) with periodic coefficients in the Euclidean space R n . Indeed, let F Ω (x, ξ) be the Green matrix of the Dirichlet problem
where Ω is a domain in R n with smooth boundary that has compact closure and contains the parallelepiped Π. The coefficients of the operator (1.3) are assumed to be smooth: we require (1.21). For ξ ∈ Π, the matrix F Ω can be sought, e.g., in the form
Here F (0) (ξ; y) is the fundamental matrix in R n for the operator
with the coefficients "frozen" at the point ξ (this matrix is similar to (2.1)), and the F (k) (ξ; y) are power-logarithmic order 2 − n + k solutions of the corresponding nonhomogeneous model problem in K (cf. formulas (4.1) and (4.2)). Summation on the right in (5.6) is over all k = 1, . . . , k(n) such that k ≤ n/2, and F Ω ∈ H 1 (Ω) J is a weak solution of problem (5.5) that compensates for the discrepancies generated by the term F (p) (ξ; x − ξ). The restriction (1.21) on the smoothness of the coefficients allows us, first, to apply the results of [36] , which yield the estimate
with a constant independent of ξ ∈ Π, and second, to split the operator (1.3) as follows:
Here the operators L (k) ξ possess the generalized homogeneity property
and the coefficients of the first and second derivatives in the operator L behave as
), respectively. In accordance with the method of constructing asymptotic expansions for solutions of differential equations near point singularities of the boundary (see [26] and also [33, §5, 3.3] ), we write the model problems for F (1) , . . . , F (k(n)) mentioned above:
The fundamental matrix F itself for the operator L(x, ∇ x ) in R n is sought in the form
where F is a solution of system (1.27) with the right-hand side 
Now we apply Theorem 4.3. Since the support of the right-hand side of (5.9) is compact, the weight index σ can be arbitrary. As was explained in Subsection 1 of §4, in the multidimensional case, for β ∈ (−1, 0) the interval
contains a unique exponent λ = 2 − n yielding nontrivial power-law solutions U j,−0 = F j,0 , the columns of the fundamental matrix F of the operator L in R n . For n = 2, to the power-logarithmic solutions F j,0 the constant columns U j,+0 = e j are adjoined;
however, the solution F itself is determined uniquely up to a constant summand, and the terms U j,+0 may a priori be excluded from the asymptotic expansion. Comparing the intervals (5.10) and (4.25), we see that the choice
is optimal. At the same time, Theorem 4.3 imposes the restriction σ − β ∈ (0, 1), which prohibits large variations of the weight index and is satisfactory only in the 2-dimensional case. For n > 2, we can apply Theorem 4.3 recursively, gradually increasing the index σ, but extracting, at each step except for the last one, a zero asymptotic summand (4.35) : the corresponding intervals turn out to be free of the indices of power-law solutions of the model problem (4.2). As a result, we arrive at the asymptotic formula
where C is a (J × J)-matrix function of the variable ξ ∈ Π, and
for any index (5.11). By (4.34), the modules of the elements C jk (ξ) and the norm F 0 (·, ξ); W l+1 σ (R n ) are bounded uniformly in ξ ∈ Π, because the norm f Ω ; H l−1 (R n ) has a similar property. In what follows it is convenient to assume that χ(r) = 1 for all x ∈ Π # 0 (see the definition (3.5) and the text after it).
Computation of asymptotic coefficients.
To determine the matrix C(ξ), we apply a procedure (see [10] ) that extends the method proposed in [34] to differential operators with periodic coefficients. Let t be a large positive number; we introduce the parallelepiped Π(t) = {x : x k ∈ (−tπ k , tπ k ), k = 1, . . . , n} with the faces Γ ± j (t) = {x ∈ Π(t) : x j = ±tπ j }, j = 1, . . . , n. Integration by parts yields
where F(x, ξ) denotes the sum in braces in (5.12). The quantity O(t −σ+(n−1)/2 ) is infinitesimally small as t → ∞ in the case where σ > (n − 1)/2, and this case is admissible by (5.11) . This quantity arises in estimation of the integral of the remainder F 0 : since
On the left-hand side of (5.13), integration may be performed over the domain Ω. Moreover, the definition of the Green matrix shows that
Here ν is the outward unit normal to ∂Ω, and the last relation is valid because the solution of problem (5.5) with f (x) = 0 and g(x) = c is the constant column c itself.
We integrate (5.13) over t ∈ (T, T + 1), where T is a large integer. The left-hand side does not change. Throwing off a quantity O(T −σ+(n−1)/2 ) from the right-hand side, we obtain an integral over the difference ∆Π(T ) of two large parallelepipeds Π(T + 1) and Π(T ). We separate the integrals over the domains
which include the shifts Π α of the standard parallelepiped Π (see (3.5) and (1.2)) that lie off Π(T ), but have a face γ α = ∂Π α ∩ ∂Π(T ) located on Γ ± j (T ). The set of the corresponding multiindices α ∈ Z n will be denoted by Υ ± j . The remaining integral over the "skeleton"
whose volume is O(T n−2 ), turns out to be an infinitesimally small quantity O(T −1 ), because the integrand is O(r 1−n ). We continue with the transformations:
To comment on this calculation, we note that the factor π −1 j is due to the relation
α is the barycenter of the face γ α of Π α , and we have
in accordance with formula (2.10) for the fundamental matrix F . The set Υ ± j consists of (2T ) n−1 elements, which leads to an infinitesimally small quantity O(T −1 ) after summation. The numerical matrix A is defined by formula (1.7), and the factor π −1 j |Π| = meas n−1 γ α allows us to reshape the sum in (5.15) into an integral over the face Γ ± j (T ) with the help of the relation 1
(this is similar to (5.16)). By (5.14) and (5.16), formula (5.13) takes the form
Since ±e j = ν(x) is the outward unit normal for the face Γ ± j of the parallelepiped Π(T ), the same computation as in (5.14) shows that the left-hand side of (5.17) is equal to −C(ξ) + o(1), and the limit passage as T → +∞ yields the matrix C(ξ) = I J in the asymptotic expansion (5.12). 
(cf. formula (4.27)). The transformation (4.31) makes it clear that (1+r)(1+log
J , and calculations show that the orthogonality condition (2.4) for f 0 is equivalent to the relation c f = f (x) dx.
Higher terms of the asymptotics.
We refine the asymptotic formula (5.12). By (4.17), the right-hand side f 0 of the system of the form (1.27) satisfied by the remainder F 0 fails to have compact support, but decays at infinity as O(|x| −n ); this rate of decay does not allow us to apply Theorem 4.3. By analogy with formula (4.27), we modify the expansion (5.12):
Now, by (4.31) the right-hand side f 1 of system (1.27) for the new remainder F 1 takes the form
J×J is the matrix function with compact support that comes from the commutation of the operator L with the cut-off function 1 − χ, and the G i are angular parts, which depend on θ = |x| −1 x ∈ S n−1 (smoothly) and on x ∈ R n (periodically). More precisely, in the notation of (4.31) we have
It readily follows that the matrix function (5.19) 
. This is done in two steps, with the help of the general method [10] of constructing formal asymptotics for solutions of elliptic problems with periodic coefficients. First, we use the periodic solution of the problem
where the variables r ∈ R + and θ ∈ S n−1 serve as parameters and
Second, we find a particular solution of the model problem . The existence of a powerlogarithmic solution of problem (5.24) is guaranteed by the general results of [26] (see also [33, Lemma 3.5.11] ). In Lemma 5.1 below it will be shown that the solution U 0 is power law, i.e., it is of the form (4.1) with the exponent λ = 1−n; this fact is fundamental for the proof of the main Theorem 2.2. The general power-law solution of (5.24) looks like this:
namely, to the particular solution U 0 (x) = r n−1 Φ 0 (θ) we add a linear combination of the derivatives of the fundamental matrix F (x) satisfying the homogeneous model problem (4.2).
With the matrix functions Z 1 and U at hand, we refine the expansion (5.18): 2) with exponents in the interval (1 − γ − n/2, 1 − σ − n/2) (cf. formula (4.25)). By (5.11) and (5.21), this interval lies in the interval (−n, 2 − n) and, hence, contains a unique integral exponent 1 − n. Consequently, U is a linear combination of derivatives of the fundamental matrix F , i.e., the sum over j = 1, . . . , n occurring on the right-hand side of (5.25).
Thus, Theorem 4.3 fixes the matrix coefficients C j (ξ) in the general solution (5.25) of the model problem (5.24). Therefore, after modifying the definition of U, we preserve formula (5.26), obtaining an expansion at infinity with the remainder term where the Φ m are polynomials in the variable log r with coefficients of class C ∞ (S n−1 ) J×J , the matrix functions Z m depend smoothly on θ ∈ S n−1 , polynomially on log r, and periodically on y ∈ Π, and for the remainder term we have (5.28)
The dependence of the terms of the series and the remainder term on the variables ξ ∈ Π is at least continuous, so that the norm F 1+N ; W Should identities (5.30) fail, we would seek a particular solution of (5.24) in the form r 1−n (Φ 00 (θ) log r + Φ 01 (θ)). In general, the matrices Φ 1 , Φ 2 , . . . depend on log r, and the results of [26] (see also [33, Lemma 3.5.11] ) show that the logarithms may accumulate;
i.e., the degrees of the polynomials Φ m may grow with m, but deg Φ m ≤ m − 1. The same dependence on log r is inherited by the terms Z m of the sum in (5.27). By [16] , we know that in the scalar case the expansion of the fundamental solutions involves no logarithms. Recalling (2.10), we see that By (5.36) and the choice of b 0 , the solution of (5.34) turns out to be positive for large |x|. Consequently, the constant c in (5.35) can be fixed so that the quantity b(x) will be nonnegative in the space R n .
Estimation
|F (x) − F (x − ξ)| ≤ c(ξ)(1 + |x|) 1−n ≤ C(ξ)(1 + |x − ξ|) 1−n , x ∈ supp(1 − χ) ⊂ R n \ Π # 0 ,(5.
