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ABSTRACT OF THE DISSERTATION
DATA ANALYTICS AND MACHINE LEARNING TO ENHANCE THE
OPERATIONAL VISIBILITY AND SITUATION AWARENESS OF SMART GRID
HIGH PENETRATION PHOTOVOLTAIC SYSTEMS
by
Aditya Sundararajan
Florida International University, 2019
Miami, Florida
Professor Arif I. Sarwat, Major Professor
Electric utilities have limited operational visibility and situation awareness over grid-tied
distributed photovoltaic systems (PV). This will pose a risk to grid stability when the
PV penetration into a given feeder exceeds 60% of its peak or minimum daytime load.
Third-party service providers offer only real-time monitoring but not accurate insights
into system performance and prediction of productions. PV systems also increase the
attack surface of distribution networks since they are not under the direct supervision and
control of the utility security analysts.
Six key objectives were successfully achieved to enhance PV operational visibility and
situation awareness: (1) conceptual cybersecurity frameworks for PV situation awareness
at device, communications, applications, and cognitive levels; (2) a unique combinatorial approach using least absolute shrinkage and selection operator (LASSO)-Elastic Net
regularizations and multilayer perceptron for PV generation forecasting; (3) applying a
fixed-point primal dual log-barrier interior point method to expedite AC optimal power
flow convergence; (4) adapting big data standards and capability maturity models to PV
systems; (5) using K-nearest neighbors and random forests to impute missing values in PV
big data; and (6) a hybrid data-model method that takes PV system deration factors and

vi

historical data to estimate generation and evaluate system performance using advanced
metrics.
These objectives were validated on three real-world case studies comprising grid-tied
commercial PV systems. The results and conclusions show that the proposed imputation
approach improved the accuracy by 91%, the estimation method performed better by 75%
and 10% for two PV systems, and the use of the proposed forecasting model improved
the generalization performance and reduced the likelihood of overfitting. The application
of primal dual log-barrier interior point method improved the convergence of AC optimal
power flow by 0.7 and 0.6 times that of the currently used deterministic models. Through
the use of advanced performance metrics, it is shown how PV systems of different nameplate capacities installed at different geographical locations can be directly evaluated and
compared over both instantaneous as well as extended periods of time. The results of this
dissertation will be of particular use to multiple stakeholders of the PV domain including,
but not limited to, the utility network and security operation centers, standards working
groups, utility equipment and service providers, data consultants, system integrator, regulators and public service commissions, government bodies, and end-consumers.
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CHAPTER 1
INTRODUCTION
Secure operational visibility of distributed photovoltaic systems (PV) is necessary to monitor and model their intermittent generation profiles for realizing larger goals such as
wide-area aggregation, transactive energy, distribution grid services, and dispatchability.
Consequently, the accuracy and integrity of PV data are important, since they affect the
results of power system applications such as ACOPF, demand response, and load forecasting. There is also the challenge of security against natural and manmade threats.
The goal of this dissertation is to design and develop data-driven frameworks powered
by statistical and machine learning models that utilities can readily integrate into their infrastructure for an enhanced visibility of PV. Section 1.1 begins with the National Institute
of Standards & Technology (NIST) smart grid architecture. Section 1.2 reviews existing
methods used by utilities and points out their shortcomings. The objectives, conclusions,
and significant results are summarized in Section 1.4: (1) conceptual frameworks to redefine PV cybersecurity and enhance situation awareness of analysts at utility network
and security operation centers (NOC/SOC) [1–4]; (2) a combination of least absolute
shrinkage and selection operator (LASSO)-Elastic Net regularizations, non-parametric
regression, and multilayer perceptron (MLP) to forecast PV generation [5]; (3) a fixedpoint primal dual log-barrier interior point method (PDLB-IPM) to expedite convergence
of AC optimal power flow (ACOPF) [6, 7]; (4) adapting big data standards and capability maturity models (CMM) to PV [8]; (5) a combinatorial approach using K-nearest
neighbors (KNN) and random forests to impute missing values in PV data [9]; and (6)
a hybrid-data-model method to estimate PV generation and evaluate PV system performance [10]. Section 1.3 outlines the research scope in the form of 3 real-world case
studies. The overall organization of the dissertation is in Section 1.5.
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1.1

Research Background and Motivation

The smart grid architecture of NIST identifies 6 functional zones represented by the functional entity in Fig. 1.1. Each zone has devices that measure and transmit data of different
types and sizes at different speeds [11]. The functional entity includes telemetry, protection and synchronization devices. It is complemented by a bidirectional communications
infrastructure that enables the transmission and reception of data and control signals [12].
The range of these communications can be grouped under wide, medium, and local area
sensor networks, and they interact with the analytics and business infrastructure where advanced power system applications run on the energy management system for generation
and transmission zones, distribution management system for the distribution zone, outage
management system for customer outages, and meter data management for the advanced

Figure 1.1: The schematic representation of the NIST smart grid architecture.
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metering infrastructure [13]. A supervisory control and data acquisition (SCADA) system
interfaces field sensors with the enterprise information system that comprises a suite of
information technology and enterprise cybersecurity tools [14, 15].

1.1.1

Motivation to Enhance PV Operational Visibility

Operational visibility is the act of monitoring a system’s performance, capability, and utility to ensure its readiness for anticipated events, thereby enhancing situation awareness.
Capability maturity assessments exist for all PV categories: power, communications, information exchange and cybersecurity, but not for data management. Third-party vendors
provide partial visibility but their services are limited to real-time monitoring and automated consumer reports. Their data acquisition systems use cellular connections that are
prone to packet loss, poor signal, erroneous calibration, system failure or memory corruption [16, 17]. This creates missing values that are currently either deleted list-wise or
substituted with column mean or zeroes, potentially losing critical information. Performance ratio (PR) is still considered a standard metric for PV performance measurement,
which is ineffective in comparing performance across different times of the year and climatic conditions. Further, as documented in [18], most of the widely used metrics assume
standard test conditions (STC) for different influential parameters such as irradiance and
module temperature, and do not consider the effects of system-specific deration factors
such as losses due to dust, soiling, shading, and cabling, leading to an inaccurate quantification of performance. With no inertia, PV output varies sharply as clouds roll over
and drift away [19–22]. ACOPF is required to determine the state of the grid in the wake
of such dynamic changes. This, in-turn, requires ACOPF to be run once every 10 seconds as against the current frequency of 5 minutes [23]. ACOPF, however, is an NP-hard
non-convex problem. These challenges motivate to enhance the PV operational visibility.
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1.1.2

Motivation to Enhance PV Situation Awareness

PV has increased the attack surface of distribution networks [24–26]. Utilities have relied on intrusion detection and prevention systems and other tools to protect the bulk
of their resources, but such tools are limited to signature-based malware detection and
fail against data fuzzing, stealthy attacks and insider threats [27]. The NOC/SOC analysts are also a critical vulnerability in the cybersecurity kill-chain. They constantly
interact with data generated by automated tools for insights and trends that might aid in
their decision-making. Existing security models fail to visualize relevant information in a
timely manner. This, called the cognitive gap, has been exploited by attackers [2, 28–30].
Such challenges create the motivation to improve the situation awareness of PV at device,
communications, applications, and human levels.

1.2

Review of PV Visibility and Situation Awareness Approaches

A thorough review of the existing bodies of work pertinent to the objectives reported in
this dissertation is conducted.
(1) Redefining the Model for Distribution Grid Cybersecurity: The security of PV
has been well-researched [31–33]. Their aim, however, has been to satisfy the triad of
confidentiality, integrity, and availability, wherein other crucial dimensions of security
are either considered out of scope or are assumed to be secured. These dimensions are
interdependent, with changes in one percolating into another. Further, frameworks such
as defense-in-depth and defense-in-breadth employ traditional technologies such as firewalls, switches, and ID/PS to secure the network, which are insufficient against coordinated attacks. Hence, the literature falls short of frameworks that cover all information
assurance dimensions to achieve a strong cybersecurity business process for utilities.
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Standards Gap: Industry standards and guidelines account for cybersecurity challenges
faced by the grid: the critical infrastructure protection (CIP) compliance requirements
by NERC, NIST 800-53 and NIST Cybersecurity Framework (CSF), International Electrotechnical Commission 62351, and the Cybersecurity Capability Maturity Model (C2M2)
by the U.S. Department of Energy (DOE) [34–42]. Their focus to mitigate insider threats
and advanced persistent threats perpetrated by nation states is minimal [43].
Defense-in-depth, defense-in-breadth: Defense-in-depth secures a domain by integrating
protection tools into each layer, such that even if one layer is compromised, the subsequent layers are not readily exposed [44]. The security for each layer comes from different
vendors to avoid the same exploit breaking all layers and it has been applied to all seven
logical layers of the Open Systems Interconnect (OSI) model [45–48]. Some of its demerits include: 1) if not implemented properly, issues with interoperability and information
exchange increase system vulnerabilities at the expense of operational inefficiencies and
management overhead; 2) sufficiently funded attack campaigns can be motivated to break
all layers of defense; and 3) unsuitable for the IoT paradigm that supports decentralized edge and fog computing models [49]. Defense-in-breadth leverages the knowledge
about the breadth of the attack surface to offer protection. Its objective is to deploy asset
and protocol-specific protection tools at each logical layer of the enterprise to mitigate
attacks from protected/unprotected networks, trusted/untrusted devices, aware/unaware
users, connected/isolated controls, and open-source/proprietary protocols [50].
(1) Tri-Modular Human-on-the-Loop Framework to Reduce Cognitive Gap: Standards such as NISTIR 7628 Revision 1 [34] and NERC guidelines for human performance [43] address challenges due to disgruntled employees, human errors, awareness
and training, access controls and certifications, called human-in-the-loop. However, standards ignore human-on-the-loop aspects such as stress-induced cognitive gap, lack of
situation awareness, and lower attention span. Numerous cryptographic techniques, en-
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crypted communications, end-to-end authentication, and protocol-level security policies
exist, all of which are resource-intensive and need frequent patches and upgrades [51].
A holistic resilient framework for distributed energy resource (PV) security was proposed [52]. Although the framework considers human threat in the form of different PV
stakeholders such as utilities, installers or consumers, it does not characterize the nature of
threats from humans at NOC/SOC. A comprehensive visualization tool was developed to
render cyber-trust of smart grid SCADA network assets [53, 54]. Another work discusses
the need for revamping the smart grid architecture and integrating it with data mining
and visualization modules [55]. However, it also focuses on endpoint and protocol-level
security issues, not the human aspects.
To help analysts at NOC/SOC make informed actionable decisions, several reasoning
and inference software frameworks have been proposed, which integrate domain knowledge from expert decision-makers [56, 57]. In [56], reasoning agents and ontological
domain specific graphs are used to drive inference for prescriptive output. Another situation awareness support and knowledge management tool suite presents a multi-database
oriented knowledge management system, which uses current conditions and the domain
knowledge in an inference process [57]. NoSQL databases can operate as “data reservoirs” to manage data for cyber-physical systems [58]. In [56], an overview of data
management for smart grid identifies the data types, technical requirements, and tools
for big data analytics. Integration of data sources into a management system can be done
with Kafka, and stream processing platforms can fulfill rapid data storage using a NoSQL
document-store. The reservoir can be used for event classification by integrating the data
reservoir with deep learning.
(2) Forecasting PV Generation: Different variants of the autoregressive integrated moving average (ARIMA) models such as AR(I)MA(X) and SAR(I)MA(X) have been applied
to the problem of forecasting and were compared in [59], where the authors used fore-
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cast horizons of 1, 2, and 3 hours. The mean absolute percentage error (MAPE) was
used to assess model performances. In another approach documented in [60], the authors
used SARIMAX, SARIMA, modified SARIMA, and neural network-based models for
short-term forecasting. In this, the generation horizon was classified into 4 categories:
winter, spring, summer, and autumn. The authors concluded that ANN, SARIMAX, and
modified SARIMA are the best models to meet the forecasting needs for winter, spring,
and autumn whereas SARIMA performed better for the summer horizon. ARIMA used
to forecast global horizontal irradiance [61], the assessment of which was done by measuring the root mean square error (RMSE) and a coefficient of determination such as
R-square. The best model recommended by this work has an R-square and RMSE of
88.63% and 72.88, respectively. In [62], a day-ahead solar forecasting was done using
SVM with different kernels, among which the radial basis function performed the best
with an RMSE and mean absolute error (MAE) of 0.580 and 0.728, respectively. ANN
was used by [63] to forecast solar irradiance, combined with genetic algorithm to find
the optimal array size and position of the solar monitoring station to get the most accurate forecast. Numerical weather prediction and convolutional neural networks have also
been used to forecast solar energy [64]. In another study, the probabilistic forecasting of
solar power was done using multiple linear regression, which performs the best on sunny
days but reduces in accuracy as the cloud interference with sunlight increases [65]. Shortterm forecasting using the Mycielski algorithm is done in [66] where a 60W solar panel
was used as the setup. The authors in [67] forecast solar irradiance using cloud motion
tracking and numerical weather prediction.
(3) Expediting the Convergence of ACOPF for High-Penetration PV: Several optimization methods exist to solve ACOPF, which can be broadly classified as heuristic,
meta-heuristic and deterministic. While heuristic solutions converge faster and are scalable, they do not always guarantee a global optimum [68–74]. Some works emphasize
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the use of meta-heuristic models that do not always guarantee a global optimum either,
but are capable of providing a relatively optimal solution in the presence of incomplete
information or limited computation power [75]. It is noteworthy that, despite the popularity of heuristic and meta-heuristic models and the complexity in solving deterministic
models, the latter have been applied to ACOPF through linearization and approximation
techniques [76–78]. A comprehensive review of such deterministic methods highlights
the significance and complexity of deterministic optimization [74, 76].
Primal-Dual Interior Point Nonlinear Programming (PDIP-NLP): NLP is composed
of a nonlinear function either in its objective function or constraints. Nonlinear models
are difficult to optimize due to their nature. One reason for this challenge is the difficulty to distinguish a local optimum from global optimum [79]. In addition, the optima
are not restricted to extreme points and can be located anywhere. Typically, using a
nonlinear solver does not guarantee a globally optimal solution [80]. Methods like augmented Lagrangian and Penalty, sequential quadratic programming, and PDIP are dominant approaches available in the literature for solving first order Karush-Kuhn-Tucker
(KKT) conditions for nonlinear constrained optimization [81–85]. Later, gradient and
Newton methods were developed as leading NLP algorithms to solve ACOPF. Recently,
approaches based on PDIP method (PDIPM) have gained greater reputation as a result
of their ability to solve NLP problems in polynomial time even for large sizes [86–91].
This dissertation uses PDIP-NLP integrated into MATPOWER [92,93]. PDIPM applies a
quasi-newton’s method, and requires a search step and direction, and convergence conditions [92]. These methods solve primal and dual variables that fulfill a system equivalent
to a perturbed system of first-order optimality conditions [93]. PDIPM allows primal and
dual iterates to be infeasible. In its general formulation, the minimization objective function can be defined as [94]: min f (x); t(x) = 0; g(x) ≤ 0.
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The inequality constrains are converted into equality constraints by applying the barrier
function and a vector of positive slack variables η, called H. When γ →
− 0, the Lagrangian
for original problem is shown in (1.1). The first order KKT conditions are met when the
partial derivative of the Lagrangian L(x, λ, µ) = f (x) + λ t(x) + µ (g(x) + H 2 ) is set to
zero [95]. The other first-order KKT conditions are listed below.
g(x) ≤ 0, t(x) = 0, µ ≥ 0
(1.1)
2

µ g(x) = 0, H ≥ 0
Branch-and-Cut Mixed Integer Linear Programming (BC-MILP): MILP is an integer
optimization program with a mix of integral and continuous decision variables. Some
MILP formulations are based on the simplified model of the physical laws governing
network behavior without accounting for the AC nature of the problem [96, 97].
Beginning with a set of feasible solutions F representing a specific instance of the
problem, recursive branching, bounding and pruning operations are performed on the
search space tree of the solution set [98]. While branching operation splits an instance
to create multiple disjointed or otherwise instances using a branching rule, bounding operation uses a bounding function to compute the lower bounds of the objective function
f (·) on the search tree’s nodes. A heuristic could be used to determine an upper bound
on the set F that would be considered as the incumbent solution. If no heuristic is used,
the upper bound is assumed to be ∞. If the solution of a given node is better than the
incumbent, the upper bound is reassigned to this solution. If not, the node is split using
the branching operation to create two or more new nodes (children). If a given node of
the tree has its lower bound greater than the upper bound determined by the heuristic or
does not obey the integral constraints, it is pruned. Cutting planes are additional constraints added to the model to improve the performance of BB algorithms by restricting
the model’s non-integral solutions, which effectively reduces the number of branching
operations [99]. The solver first determines potential cuts to the single root node of the
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tree (the entire problem), and an incumbent solution is generated. The solver then applies
branching operations based on the calculated bounds, as explained above. Additionally,
a heuristic could be used to define the initial upper bound of the BC algorithm, accelerate the final proof of optimality, or augment the branching operation to yield a solution at
shorter runtime. Optimal solution to the objective function at every node is compared with
the objective function value of the incumbent to determine the MIP Gap, represented as a
percent of the incumbent to serve as a measure of progress towards convergence. Ideally,
at the end of the optimization, the MIP Gap should be zero.
(5) Imputation of Missing Values: The literature treats missingness as a big data challenge but does not characterize missingness mechanisms first [100]. This is important
because most imputation methods assume that data contain values missing at random
(MAR) and do not conduct adequate statistical exploration of the same. Most of the
smart grid data are structured and many methods to handle missingness in structured data
exist. Single imputations such as mean-value or median-value, multiple imputation, and
self-adaptive models such as KNN, MLP, and self-organizing maps were applied to estimate missing values and offer prognosis for cancer patients [101]. However, the study
did not disclose the missingness mechanism. The necessity of imputation and an analysis
of when to use it was conducted by [102], also prescribing a model-based method using
conditional density to estimate missing values. The work highlighted that methods imputing values using relationships between observable variables are useful. The work in [103]
compared 6 known imputation methods (KNN, fuzzy k-means, singular value decomposition, Bayesian principal component analysis, and multiple imputation by chained equations) for different categorical datasets and concluded, using metrics such as root mean
square error (RMSE) and classification errors, that the Bayesian principal component
analysis fared better. The work in [104] highlighted the significance of imputation methods to the PV and applied different methods to impute missing values of irradiance and
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power. However, the methods did not include more powerful machine learning models,
and not much information was provided about the missingness mechanism. Surveys bring
to light future challenges in querying and indexing data with missing values, developing
missing data handling systems that work across domains and handle all mechanisms, and
finding a trade-off between runtime and accuracy of imputation [105–108].
(6) Estimating PV Generation: The authors in [109] estimated rooftop PV generation
using an optimization model to fine-tune the factors impacting generation and efficiency.
Although the study relies primarily on sensitivity analysis to study the degree of impacts,
the genetic algorithm-based optimization used ideal, model-derived values for inverters
and PV modules, thereby not accounting for the impacts of seasonal variations. Another
work [110] considers the problem of accurately estimating the net PV capacity for a region
and uses the associated customer load curves with a bootstrap support vector regression to
estimate the net capacity of installed PV. The work in [111] proposes a practical method to
compute energy generation based on a mathematical P-N junction model and posits that
the module’s conversion efficiency is lowered by half of what the efficiency is under standard test conditions. Solar irradiance and frequency classification were used in [112] to
estimate residential PV generation in Japan. This work exploited the frequency of change
in PV output relative to the slower change in load, and the strong correlation between irradiance and generation, to formulate a linear equation for the estimation. None of these
methods, however, consider the degradation of the PV because of deration factors, which
are the different environmental and system characteristics that impact the amount of AC
power generated by PV [113]. These factors not only include the DC to AC conversion
efficiency of inverters, but also other factors such as losses caused by DC and AC wiring
(cabling), deposition of soil granules over the PV modules (soiling), obstruction of sunlight caused by shadows of adjacent modules, trees or buildings, and module mismatch.
(6) Evaluating PV Performance: The study in [114] used 21 select PV systems to com-
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pare their performances using measured yield and PR for the Photovoltaic Power Systems Programme (PVPS) Task 2 of the International Energy Agency (IEA). However,
these metrics do not yield accurate comparisons across all systems since they belong to
different geographical locations. Two works have independently conducted performance
analysis of PV systems of different sizes (5kW [115] and 40kWp [116]) but limited their
analysis to metrics such as PR, capacity factor, and yield that have specific limitations
discussed later in this paper. Simulation analysis of PV performance has also been conducted, which are based on the P-V, I-V, and P-I curve characteristics [117], however, it
is typically harder to model all real-world dynamisms in the MATLAB/Simulink models, and this approach might, hence, fall short when compared to the studies based on
real-world PV systems as is the proposed case study.
The authors in [118] analyzed the monthly energy yield and failure data from multiple
PV systems of Taiwan that have a net capacity of 13.5 MW to compute the average PR
and availability. However, it should be noted that average PR is not the best metric to be
used in this case, since the PV systems were geographically separated across the country. A recent work examines the different performance indicators of PV systems [18].
A study monitored the performance of a 4.85 kW PV system during the August 21,
2017 eclipse and estimated the performance measurements using irradiance calculation
approaches [119]. However, it does not quantify the performance of the system using one
of the standard accepted metrics such as PR that is recognized and/or applied by the industry [120–123]. The impact of solar eclipse on PV generation was conducted by [124,125],
where the net PV generation on the day of the eclipse was compared with the PV generation on the same day, previous year, and the PV generation on the day before the eclipse.
The study did not account for PV performance in its evaluations. Performance metrics in
Section 2.9 are derived from industry-accepted metrics that go beyond PR [121, 126]. A
paper in [127] evaluated different metrics for PV performance, but it considers yield and
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capacity factor that depend on PDC , and PR that depends on PV model and local weather.
PV Performance During Solar Eclipses: Studies have been conducted to determine the
overall behavior of PV systems during an eclipse. A study monitored the performance
of a 4.85kW PV system during the August 21, 2017 eclipse and estimated the performance measurements using irradiance calculation approaches [119]. However, it does
not quantify the performance of the system using one of the standard accepted metrics
such as performance ratio, energy performance index or PPI as recognized by the industry [120–123]. A similar study of PV performance was conducted by other authors too,
but they primarily relied on comparing the net PV generation on the day of the eclipse
versus the following: generation of the same system on the same date of the previous
year or generation of the same system on the date prior to or next to the date of the
eclipse [124, 125]. While these methods provide a visual idea about the impact of the
eclipse, they do not quantify the impacts as a measurable metric. Further, these studies
limit their scope to a single system of concern, thus not considering potential understandings of how an eclipse could impact PV over a larger area and what that might mean for
aggregation studies in the future.
The dissertation flow and its context are illustrated in Figure 1.2. The circled numbers
illustrate how the 6 dissertation objectives fit within the scope of PV in the smart distribution grid. Objective 1 appears at multiple places since it is proposes conceptual security
models that can be integrated at the field as well as NOC/SOC, thereby ensuring overall
situation awareness. The scope of Objective 4 covers the entire domain of PV.
Field data from the sensors and enterprise data from security detection and prevention
tools deployed at the control centers are both fed into the Data Module of the proposed
tri-modular human-on-the-loop framework (Objective 1) where they are streamlined and
subject to descriptive analytics, specifically the imputation of missing values in PV data
(Objective 5). Further, statistical and machine learning frameworks conduct diagnostic
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Figure 1.2: A schematic flowchart showing the context and the interlinking of different
objectives of this dissertation.
(Objective 6), predictive, (Objective 2), and prescriptive (objective 3) analytics. The presented work has been published in multiple IEEE, ACM, Springer, and other reputed
journals and conference proceedings [1–4, 7–10, 16, 128–136].
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1.3

Research Scope: Case Studies Considered

The overarching scope of research involves 3 system models, each considered for the
purpose of implementation and validation of the proposed objectives. These case studies
are defined below and summarized in Table 2.1.

1.3.1

CS1: Commercial Grid-Tied PV System (C-PV)

This case study comprises 3 grid-tied PV systems, the characteristics of which are summarized in Table 1.2 and illustrated in Fig. 1.3. The PV system in Miami with a nameplate
rating of 1.4MW DC is labeled System M. There are two PV systems in Daytona, System D with a nameplate rating of 1.28MW DC and System K with a nameplate rating of
356kW DC. These two systems are connected to the same feeder. All data used through
in this dissertation were obtained directly from these PV systems through their data acTable 1.1: Mapping Case Studies to Objectives
Objective

Case Study

Specific System (if any)

1: Holistic multidimensional framework
for PV security

All

Applies to all case studies

1: Tri-modular human-on-the-loop
framework for NOC/SOC situation
awareness

All

Applies to all case studies

2: LASSO-Elastic Net and MLP-PSO to
Forecast PV generation

CS1: C-PV

System M

3: Faster convergence of ACOPF

CS2: U-PV

4: Adapting big data standards and
CMM to PV

All

Applies to all case studies

5: KNN and random forests to impute
missing values in PV data

CS1: C-PV

System M

6: HDMM to estimate PV generation

CS1: C-PV

Systems M, D

6: Performance evaluation of PV systems

CS1: C-PV

Systems M, D

6: Performance evaluation of PV in solar
eclipse

CS3: Eclipse

Systems M, K
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quisition systems and values given by respective product vendors, manufacturers, and the
utility partners.
System M has 4, 480 modules and 46 smart string inverters that can either be connected to consumer loads or fed directly into the grid [132, 137]. The dataset consists
of four attributes: irradiance (measured in W/m2 , the amount of solar power incident per
square meter of PV modules), ambient temperature (measured in ◦ F), module temperature
(also measured in ◦ F, temperature of PV modules), and PV generation (measured in kW,
the aggregate amount of power generated by the modules). All these values are recorded
in real-time for one year in 15 minute intervals. System D comprises 6 arrays of 4, 200
PV modules and has a mix of 8 types of daisy-chained string inverters. In Fig. 1.3, each
grey-colored circle at the end of each array represents the aggregated energy output from
all daisy-chained inverters along that array, which are then summed and sent to the main
AC panel box. The other system-level parameters used in the study are summarized in

Figure 1.3: High-level architecture of the 3 PV systems to collect and visualize real-time
data
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Table 1.2: Parameters of PV M, D, and K
Parameter

System M

System D

Location

Miami

Daytona

◦

◦

◦

System K
Daytona
◦

◦

Latitude-Longitude

25.76 N, 80.36 W

29.18 N, 81.05 W

29.18 N, 81.05◦ W

Elevation (ft)

10

33

33

DC size (MW)

1.412

.1282

0.356

AC size (MW)

1.104

1.035

0.326

No. of Inverters

46

36

8 string + 583 micro

No. of PV modules

4, 480

4, 420

1, 163

Type of Inverters

M-Inv1 (24kW each)

5 36kW D-Inv1, 5 36kW D-Inv2, 5
27kW D-Inv3, 5 29kW D-Inv4, 4
29kW D-Inv5, 2 23kW D-Inv6, 5
30kW D-Inv7, 5 27.6kW D-Inv8

8 20kW K-Inv1 (string), 583
247W K-Inv2
(micro-inverter)

Inverter topology

String

String

String + Micro

No. of inverter models

1

8

2

CEC inverter efficiency
(pinverter )

0.98

0.975-0.986

0.975-0.986

Module efficiency (%)

16.5

16.5

16.5

No. of strings in series
× no. of arrays

56 × 4

35 × 6

1 × 583 + 583

20

19, 19.5, 20

20

Modules per string
◦

◦

◦

◦

Tilt, Azimuth of array

5 , 268

5 , 268

5◦ , 268◦

Soiling derate factor
(pdirt )

0.9

0.9

0.9

Cabling loss factor
(pcable )

0.99

0.99

0.99

Temperature
coefficient (%tempcoef f )

-0.5

-0.5

-0.5

Module mismatch
factor (pmismatch )

0.97

0.97

0.97

Table 1.2. Specifically, nameplate rating of the inverters of System D ranges between 23
kW and 36 kW, and those in System M are sized at 24 kW.
Whereas Systems M and D use string inverters, System K uses a combination of
micro-inverters and string inverters [10]. Each system has its a weather station that measures irradiance, ambient temperature, and module temperature. Data acquisition systems
(DAS) capture the energy production of individual inverters as well as that of the entire
system, and weather data in 15 and 1-minute intervals and send them via secure Global
System for Mobile channels to structured query language-based databases hosted by a
software as a service cloud model. Application service providers exist for interfacing
clients with the processed and stored time-series data, where clients might access data us-
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ing desktop, web, or mobile applications. The PV modules have a conversion efficiency
of 16%. Revenue grade production meters are used to record the net energy generated,
beyond which the point of interconnection to the grid’s feeders exist.

1.3.2

CS2: Utility-scale PV on IEEE Transmission System (U-PV)

To implement and evaluate the different ACOPF solvers, 5 standard IEEE transmission
systems (with 5, 14, 30, 57 and 118 buses) are considered. The maximum number of
buses for this study is decided based on the observation that most of the related works
in the literature consider a maximum of 118 buses in their studies, with an exception of
very few works that consider 300 bus systems at transmission level [138–141]. Each system denotes a higher scale and hence, complexity. In each of these systems, one of the
generators is modeled as PV with its generation profile mirroring that shown in Fig. 1.4.
While the topology of the systems are retained, only one of the synchronous generators is

Figure 1.4: Sample of the U-PV generation profile vs. Load curve for Miami between
11 AM and 1 PM
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Table 1.3: Statistics about the Partial Solar Eclipse for Systems M and K
Value (from 2 PM to 3 PM)

System M

System K

Location

Miami

Daytona

Time at Lowest Reading

3:00 PM

2:45 PM

Drop in Power (kW)

503.4 (70.8%)

140.64 (84%)

469.99 (70.8%)

56.3 (87.4%)

Drop in Ambient Temperature ( F)

3.48 (3.8%)

6.92 (7.4%)

Drop in Module Temperature (◦ F)

13.52 (13.1%)

25.4 (21.8%)

Change in Power Performance Index (PPI)

1.5%

0.3%

Drop in Irradiance (W/m2 )
◦

replaced by PV [142]. Further, the generation capacity and profile are adjusted based on
the average load profiles observed for a specific region in Miami, Florida. The adjustment
is such that the penetration level of the PV into that bus is at least 60% of the observed
average peak load, thus constituting a futuristic high penetration scenario. This modification ensures the chapter’s simulation results are brought closer to the real-world. The
load profile is constructed by averaging profiles for 3 months over a period of 2 hours,
from 11:00AM through 1:00PM. For this particular case, the average load (in blue) remains constant at around 21MW, but installed PV generation increases from 21 to 36MW
between 11:00 and 11:15AM. It again drops from 36 to 4.8MW in the next 15 minutes. It
is this kind of fluctuation that requires the use of the proposed solution. Simulations are
performed multiple times with same settings and after refreshing the caches of the software and the average of their values was used as the final result to minimize if not remove
the inconsistencies in the processing power and speed of the system. It is important to
reiterate that the data represent only the average profiles for a particular region in Miami,
not the values for any specific date or month.
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1.3.3

CS3: The Eclipse of August 21, 2017 (Eclipse)

The total solar eclipse of August 21, 2017 was the first to be observed in twenty-six
years from the USA. It was first observed in Oregon at 10:15 AM (Pacific Time) and
last observed in North Carolina at 2:49 PM (Eastern Time). During the short period of
the eclipse at each location, the utilities were reported to have taken their PV systems
offline, wherein a surge in load was also expected. In the State of Florida, the eclipse
was only partial. Systems M and K considered in this case study experienced an average
coverage of about 80% and 89% respectively, as illustrated in Fig. 1.5. Table 1.3 and Fig.
1.6 summarize the key changes observed in net generation, average irradiance, average
temperature and average PPI of the two PV systems. It can be observed that System
K experienced a greater fluctuation in module temperature, ambient temperature, and
irradiance, but recorded a lower fluctuation in its instantaneous performance which is
measured using the PPI. This metric is discussed in detail in Section 6.2.

Figure 1.5: The statistics of the partial solar eclipse at the 2 locations.
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Figure 1.6: Generation profiles of Systems M (blue) and K (red) during the peak of the
solar eclipse.

1.4

Research Objectives and Original Contributions

(1) Conceptual cybersecurity frameworks for PV situation awareness: A holistic
multidimensional framework in collaboration with the National Renewable Energy Laboratory (NREL) for PV asset cybersecurity at device, communications, and application
levels. A tri-modular human-on-the-loop framework to reduce cognitive gap and improve
situation awareness of NOC/SOC analysts in a time-constrained environment.
(2) LASSO-Elastic Net and MLP-PSO for PV generation forecasting: A combinatorial model using LASSO-Elastic Net regularizations for feature shrinkage, non-parametric
regression to capture dependencies, and MLP trained with particle swarm optimization
(PSO) to predict PV generation. The model reduced the likelihood of overfitting and
improved generalization when compared to using raw inputs.
(3) PDLB-IPM to improve ACOPF convergence and ensure solution optimality: A
unique application of PDLB-IPM to convexify and linearize the NP-hard ACOPF prob-
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lem for accelerated convergence without compromising solution optimality. PDLB-IPM
improved the convergence time of ACOPF by 0.7 and 6 times that of the deterministic
models used in the industry.
(4) Adapting big data standards and capability maturity models for PV: This objective elaborates how the emerging standards and CMM in the big data domain can be
adapted to PV. In doing so, this work provides a useful starting point for researchers and
industry members developing standards and CMM assessments for smart grids and PV.
(5) KNN and random forests to impute missing values in PV data: A robust methodology to understand missingness mechanism in PV data and use the imputed values in
MLP to predict and compare PV generation with observed values. Random forests and
KNN improved the accuracy on an average by 86% and 96%, respectively.
(6) Hybrid Data-Model Method to estimate PV generation: Using HDMM to approximate PV generation with better accuracy by modeling the system parameters and
historical data. Application of energy performance index (EPI) and power performance
index (PPI) to better capture performance of PV systems. HDMM performed better on an
average by 75% for System D and 10% for System M. At a given point in time, System
M is likely to perform better than System D.

1.5

Dissertation Organization

Chapter 2 presents an overview of the concepts used in the dissertation to achieve PV
operational visibility and situation awareness. First, the tests for statistical significance,
homoscedasticity and stationarity are described. Next, supervised learning using feedforward neural networks and key performance evaluation metrics are discussed.
Chapter 3 adapts the big data standards and CMM to the domain of PV by discussing
the big data attributes and lifecycle stages, then identifying the gaps in existing stan-
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dards and CMM for PV, and finally filling the identified gaps using the existing big data
standards and CMM. Chapter 4 proposes descriptive analytics that include exploratory
analysis of the PV data, identifying the missingness mechanism in the attributes, and a
roadmap to identify the appropriate missing value imputation technique to determine the
most likely missing values. Chapters 5 and 6 propose diagnostic analytics, where BEM
and HDMM are described, followed by an evaluation of system performance. Chapter
7 proposes the prediction of PV generation using LASSO-Elastic Net regularizations of
features and an MLP trained using PSO. Chapter 8 proposes the unique application of
PDLB-IPM to accelerate the convergence of ACOPF for a network with high penetration
of PV. The proposed approach is described, followed by validation. Chapter 9 proposes a
conceptual, holistic multidimensional framework for modeling the security of PV. It describes the different dimensions of information assurance, followed by the dimensions of
the proposed framework that covers the device, communications, and applications-level
vulnerabilities. A tri-modular human-on-the-loop framework to reduce the cognitive gap
between analysts at utility NOC/SOC and automated tools in-place for active prevention
of threats is also introduced to address cognitive-level vulnerabilities.
Chapter 10 summarizes the dissertation outcomes, provides high-level conclusions of
this research, and makes recommendations on the future directions of related research.
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CHAPTER 2
STATISTICAL AND MACHINE LEARNING CONCEPTS, TECHNIQUES
This chapter presents an overview of fundamental statistical and machine learning techniques applied to achieve an enhanced PV operational visibility and situation awareness.
The discussions involve a high-level overview, relevant model formulation details, and
associated pseudocodes. Table maps each model with the chapter where they are used.

2.1

Pearson Correlation

In Chapter 5, Pearson correlation analysis is conducted to build a correlation matrix.
Given a sample pair of values (xi , yi ) such that i ∈ [1, n], ∀i ∈ Z+ , where n is the
total number of samples, the correlation coefficient, ρ, is calculated using the following
equation [143], where ρ ∈ [−1, +1].:

Table 2.1: Mapping Models to Chapters where they are Used
Model

Objective

Chapter

Pearson correlation

1: Tri-modular human-on-the-loop framework for
NOC/SOC situation awareness

10

Non-parametric regression

2: Forecasting PV generation

7

Null Hypothesis Test

3: Numerical estimation of PV generation

5

Test for Homoscedasticity

5: Imputing missing values in PV data

4

AIC and ADF Test for Stationarity

2: Forecasting PV generation

7

Kurtosis and Skewness

5: Imputing missing values in PV data

4

Size Effect Measures using Cohen’s Distance

5: Imputing missing values in PV data

4

K-Means Clustering

1: Tri-modular human-on-the-loop framework for
NOC/SOC situation awareness

10

CART-based Regression

1: Tri-modular human-on-the-loop framework for
NOC/SOC situation awareness

10

LASSO and Elastic Net Regularization

2: Forecasting PV generation

7

Multilayer Perceptron Trained with Adam
Optimizer

5: Imputing missing values in PV data

4

Multilayer Perceptron Trained with PSO

3: Forecasting PV generation

7
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n( xi yi ) + xi yi
p P
ρ= p P 2
P
P
n xi − ( xi )2 n yi2 − ( yi )2

2.2

(2.1)

Linear Regression

A linear regression model is generically represented by: y = α + βx + , where α
denotes the intercept, β represents the slope, also called the variable’s coefficient, and 
the error [144]. α and β are together called regression coefficients. Linear regression
models are built in Chapter 5 such that y takes on the PV generation values while x
represents weather parameters, considered one at a time. The resulting models, six in
total, have been tested for statistical significance using the null hypothesis test.

2.3

Null Hypothesis Test

The null hypothesis considered in Chapter 5 is that there is no relationship between each
weather parameter and PV generation, considering a predetermined statistical significance
level of 0.05. The model’s statistical significance is denoted by the p-value that is calculated using the set of equations in Eq. (2.2) [145] for a given standard deviation, σ, and
standard error, SE. A smaller p-value implies a greater statistical significance and increases the likelihood that the null hypothesis is incorrect [145]. This implies that the
null hypothesis might be rejected on grounds of a p-value lower than 0.05 (the default
threshold). However, p-value is not a measure of probability that the null hypothesis is
true, or that the null hypothesis can be rejected with certainty. The low p-values, considered in conjunction with the patterns observed in boxplots and correlation matrix, could
provide suitable grounds for the rejection of null hypothesis and conclude that there is a
significant likelihood for the weather parameters to impact PV generation.
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σ
β−α
SE = √ , t − value =
, p − value = P (> |t − value|)
SE
n

2.4

(2.2)

Test for Homoscedasticity

Hawkin’s test is used in Chapter 4 to explore the missingness mechanism, normality, and
homoscedasticity. The test, proposed in [146], tests for MCAR missingness. The dataset
with missing values is split into three batches to reduce the amount of memory required
for processing, where the first two batches comprise 10, 000 cases each, and the third has
9, 831 cases. In all runs, the test first imputes values using the method prescribed in [147]
that considers a case-based independence of values with linearly related variables, and
assumes their cumulative distribution functions to be continuous. For each batch, the
approach applies a modified Hawkins test on the imputed set that uses Neyman’s test
for uniformity shown in Eq. (2.3) [148], the rejection of which (at large values of Nij )
prompts a non-parametric test. Rejection of the second test implies rejecting the null
hypothesis (H0 ) that data is MCAR.
Nij =

ni
4
X
1 X
[√
Fj (Xil )], ∀i ∈ [1, G], i ∈ Z+
n
i
j=1
l=1

(2.3)

where, G is the number of missing pattern groups, j is the number of degrees of
freedom of the central chi-squared distribution for Nj under the hypothesis H0 , Fj (·) is
the j th normalized Legendre polynomial orthogonal on the interval [0, 1] [149], ni is the
P
number of cases of missing values such that G
i=1 ni is the total number of missing values
in the data’s batch, and Xil is the lth case of observations in the ith group.
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2.5

Kurtosis and Skewness

In Chapter 4, kurtosis and skewness are used as measures to identify the statistical properties of original and imputed datasets. These two parameters are chosen because it is
important to see if the given data fit to a particular distribution. Kurtosis and skewness are
two parameters that help in determining the likelihood fitness of a dataset to standard theoretical distributions such as normal, uniform, exponential, beta, logistic, lognormal, and
delta. If the imputation technique performs well, it should not alter the statistical properties of the dataset, and therefore the kurtosis and skewness for original and imputed data
should be similar. While kurtosis is a measure of how heavy-tailed the distribution of a
given dataset is, skewness is a measure of its symmetry. For example, the PDF of an ideal
normally distributed data has a Skewness of 0 and a kurtosis of 3.

2.6

Size Effect Measures using Cohen’s Distance

The statistical tests of hypotheses can be supplemented using Cohen’s distance test, also
called h-test, that qualifies as a measure of effect size. When measured between two sample distributions, X and X̂ , the distance measure could be used to explore the difference in
proportions using the standard rule of thumb: h = 0.2 implies a small difference, h = 0.5
implies a medium difference, and h = 0.8 means a large difference. This measure is used
to compare the performance of missing value imputation techniques in Chapter 4 and is
computed by ẋ = JH 0 (x); x(0) = x(T ).

MX − MX̂
h=
, SDX X̂ =
SDX X̂

s

SDX2 + SDX̂2

(2.4)

2

where, MX and MX̂ are the sample means of X and X̂ , respectively; SDX and SDX̂
the respective standard deviations.

27

2.7

LASSO, Elastic Net, and Ridge Regularizations

To reduce overfitting and improve the ordinary least squares estimates of a linear regression model of the form defined in Section 2.2, two types of penalization techniques
are used: ridge regularization to minimize the residual sum of squares with respect to
the L2 norm of the coefficients that keeps all predictors in the model, and least absolute
shrinkage and selection operator (LASSO) regularization to minimize the residual sum of
squares contingent on the L1 norm of the coefficients through continuous shrinkage and
automatic variable selection. In datasets with high correlation between the predictors,
LASSO’s variable selection performs poorly. Also for datasets where the dimensionality, p, is very less when compared to the number of observations n, ridge regularization
outperforms LASSO.
An elastic net is a combination of ridge and LASSO regularization techniques that
applies an elastic net penalty. Given the tuning parameter λ that controls the penalty’s
magnitude, the model solves the objective function, F (·) defined in Eq. (2.5) over its
entire grid space. Let f (y, η) denote the negative log-likelihood function for the ith record.
2

. The variable α controls the elastic
If the response is of type Gaussian, then f (y, η)= (y−η)
2
net penalty, with α=0 denoting ridge, α=1 denoting LASSO, and α ∈ (0, 1) denoting
elastic net.
N
1 X
F (·) := min
wi f (yi , β0 + β T xi ) + λ[(1 − α)||β||22 + α||β||1 ]
β0 ,β N
i=1

(2.5)

A K-fold cross-validation with K=10 is also used to train the regression model with
step-wise α values (from 0 to 1 in steps of 0.1) to determine the cross-validated model(s)
with the least MSE. The K-fold cross-validation for an input matrix of xtrain and target
vector of ytrain is outlined in Algorithm 1.
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Algorithm 1 K-fold Cross Validation Method
1: Define the number of folds or subsets, K
2: Define the dataset (xtrain , ytrain )
3: for k in 1 : K do
4:
predictorstrain := Split xtrain into k and K-k subsets, respectively
5:
targettrain := Split ytrain into k and K-k subsets, respectively
6:
model := F (·) defined in Eq. (2.5) with MSE as loss function
7:
Define valerror [0]n×K ; valerror ∈ R+ ; n is number of samples in targettrain
8:
predictederror := model(targettrain , . . . )
9:
valerror := Error between predictederror and targettrain
10:
Compute the mean absolute error from valerror to give a 1 × K vector
11: Compute average of K entries in valerror to give a single value
12: Return

2.8

Multilayer Perceptron

These are the neural networks in which the connections between the neurons across layers
are unidirectional and not cyclic. This dissertation uses the MLP model in two instances:
once in Chapter 4 to predict PV generation using imputed features, and another time in
Chapter 7 to predict PV generation using forecasts of weather as features. In the former
case, the model is trained using backpropagation with adaptive learning rate and momentum, whereas in the latter case, it is trained using PSO. MLP is one of the simplest
feedforward neural networks that comprises one or more hidden layers, an input layer,
and an output layer.
For Chapter 4, the MLP model is designed to predict PV generation using irradiance, ambient temperature, and module temperature as features. The model’s architecture
is designed on a trial and error basis with a combination of hyperparameters that yields
the most accurate prediction. The model comprises 1 input layer with 3 units, each representing a feature, 3 hidden layers with 25, 11, and 6 units, and an output layer with 1 unit
whose output is the target, PV generation. Each layer, l, has a specific activation function,
with weights initialized to samples drawn from Xavier uniform distribution [150] for the
first hidden layer (l=2) and uniform distribution [151] for subsequent layers (l=3, 4, 5):
tanh activation [152] for l=2, sigmoid [153] for l=3, tanh for l=4, and softplus [154] for
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Algorithm 2 Holdout Method for Validation
1: [train, test] := Split dataset X̂observed through random assignment of cases
2: Define valerror [0]m×1 , where valerror ∈ R+ and m is the number of samples in test
3: model := f (train, . . . ), where f (·) is the function approximator and . . . are addi4:
5:
6:
7:

tional arguments
[X̂predicted ,valerror ] := model(test, . . . )
Compute the mean absolute error from valerror
Evaluate model using the mean absolute error of valerror
Return model

l=5. MSE is used as the loss function, defined as L(ŷ (l) , y (l) ) =

1
m

(l)
k=1 (ŷk

Pm

(l)

− yk )2 ,

where l is the index of MLP layers, m is the number of samples, y = X̂observed and
ŷ = X̂predicted . To train the model, backpropagation is used, with an improvement to the
traditional stochastic gradient descent by calculating individual adaptive learning rates
from the first and second moment estimates of the gradients for each parameter [155].
Since the use of MLP is secondary to the objective of this chapter, the model was validated using holdout method summarized in Algorithm 2. It is for the same reason that
this validation method was used despite its drawback of inducing high variance.
For Chapter 7, the MLP model has 7 layers, with 3, 15, 10, 6, 3, 3, and 1 units,
respectively. The dataset is split into a training-development-testing ratio of 8:1:1, and
the validation done using the holdout method as well. This model uses PSO, described in
Algorithm 3, for training and updating its weights.
PSO is an evolutionary optimization that simulates the behavior of bird flocks to share
information. The swarm comprises a set of particles, denoted by P , each of which (p)
has its own best-achieved position (posbestp ) and a best position achieved by the entire
swarm (posbestglobal ). Each particle has a current position vector, pos, and a velocity
vector, v. The weight update involves modifying the pos and v values per particle per
iteration (i) and minimizing the loss function (mean square error, denoted by L(·)). The
trained model is obtained by applying the function approximator f (·) over the train set
and updated weights w that make up the final position values for the swarm’s particles.
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Algorithm 3 Particle Swarm Optimization to Train MLP model
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:

2.9

[train,test] := Split X̂observed
Define the number of particles P , total number of weights w
Initialize w weights for P particles using uniform distribution
Assign weight and bias values to each layer in model
Initialize global best position posbestglobal
for p in 1 : P do
Initialize position pos and velocity v
Initialize best position posbestp
Define loss function, mean square error, L(·) and objective function to minimize
it
model := f (train, w, P, pos, v, posbestp , posbestglobal )
for i in iter do
for p in 1 : P do
v := w × v + 1.5 × rand(·)(posbestp - pos) + 1.5 × rand(·)(posbestglobal pos)
for p in 1 : P do
pos := pos + v
Update posbestglobal if posbestp for particle p < posbestglobal
for p in 1 : P do
Compute the minimized loss function L(·) using updated values
model := f (train, w, P, pos, v, posbestp , posbestglobal , L(·))
Return model, which is now trained

Key Error Metrics for Performance Comparison

There are standard metrics available in the literature to compare the performance of adaptive models. Specific metrics are used for two broad purposes: imputation of missing
values and predictive models.
In Chapter 4: Five standard metrics available in the literature are used here to compare the performance of the imputation methods: root mean squared error (RMSE),
mean squared error (MSE), mean absolute error (MAE), mean absolute percentage error (MAPE), and R-squared (R2 ) [135]. Consider the following for each attribute in the
dataset. Let the original values of the attribute be X ={Xil , Xobs } such that i ∈ [1, G], ∀i ∈
Z+ and l ∈ [1, ni ], ∀l ∈ Z+ , and Xobs is the number of complete cases. Also let the same
attribute of the dataset with missing values imputed be X̂ ={X̂il , Xobs }, where X̂il is the
imputed value of the lth missing case in the ith group. If ¯· denotes the mean of ·, the
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metrics can then be calculated using Eq. (2.6).

s

PG

P ni

l=1

i=1

M AE =

ni

, M SE = (RM SE)2 ,

G

|X̂il −Xil |
ni

G

2
l=1 (X̂il −Xil )

i=1

RM SE =
PG

P ni

PG
, M AP E =
R2 =

1−
1−

Pni

l=1

i=1

|

X̂il −Xil
|
Xil

ni

G
PG Pni

i=1
PG
Pnl=1
i
i=1

× 100,

(2.6)

(Xil − X̂il )2

l=1 (Xil

− X̄il )2

In Chapter 5: The values of R2 and adjusted R2 values provide information on how
much of the variations in PV generation values are captured by the linear regression model
described in Section 2.2. They are calculated by [145]:
n
n
X
X
SSE
SSE =
(yi − ŷi )2 , SST =
(yi − ȳ)2 , R2 = 1 −
SST
i
i

M SE =

SSE
M ST
M SE
, M ST =
, AdjustedR2 = 1 −
(n − q)
(n − 1)
M ST

(2.7)

(2.8)

where, ŷi is the fitted value for yi and ȳ is the sample mean. As shown in Eq. (2.7),
SSE is the sum of squared errors and SST the sum of squared total. Similarly, MSE is the
mean squared error, MST the mean squared total, and q the number of coefficients in the
linear model. Higher values of R2 and adjusted R2 are preferred.
In Chapter 7: To compare the performance of the proposed model, three metrics available in the literature are used. These are the root mean square error (RMSE), mean square
error (MSE), and the mean absolute error (MAE) [156]. Let yi denote the ith observation
of the observed dataset and ŷi denote the corresponding observation from the predicted
dataset ∀i ∈ Z+ , where i = [1, 2, . . . , n]. Here, n denotes the total number of observations. If ¯· denotes the mean of ·, the metrics can then be calculated using Eq. (2.9).

r Pn
RM SE =

i=1 (ŷi

n

− yi )2

2

, M SE = (RM SE) , M AE =
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Pn

i=1

|ŷi − yi |
n

(2.9)

CHAPTER 3
ADAPTING BIG DATA STANDARDS AND CAPABILITY MATURITY
MODELS TO P.V. DOMAIN
The organization of this chapter is shown in Fig. 3.1. The text in this chapter has been
reprinted, with permission, from [8]. It is imperative to understand the significance of big
data and cybersecurity in the application domain of smart grids, specifically for PV. Section 3.2 describes the relationship between big data attributes and lifecycle stages (Section
3.3), application domains and categorization groups (Section 3.4). Sections 3.5 and 3.6
critically analyze the existing and emerging standards and CMM for big data. Gaps in
existing standards and CMM for PV are identified in Section 3.7.1, and the adaptability
of the big data standards and CMM to meet these gaps are summarized in Section 3.7.2.

3.1

Overview

The deployment of sensors and other intelligent devices across smart grids has increased
the complexity of interconnected systems, leading to the advent of big data as defined

Figure 3.1: The organization of this chapter.
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by NIST [157]. Factors such as increased rate of measurement, cheaper computational
power and materials, faster communications, greater consumer interaction, and increased
needs for real-time processing have contributed to this shift [49]. Further, the growth
of the Internet of things has caused a gradual shift in computing from centralized to decentralized [158, 159]. To cope with these rapid changes, utility DCC and product vendors have developed mechanisms to meet their acquisition, processing, and management
needs, which use commercial off-the-shelf or in-house technologies that cater to design
and network requirements unique to them.
Existing big data standards cater to information technology that has cross-functional
requirements, and do not apply directly to operation technology where requirements and
challenges are specific to each subsystem [160]. Existing CMM for DCC and vendors
do not consider their competency to address big data challenges. While there are wellestablished standards and CMM for power, communications, information exchange and
cybersecurity, the same cannot be said for PV data management. Lack of available standards and CMM, coupled with rising significance has paved way for 10 specific use-cases
where PV and big data are expected to cross-over.

3.2

Big Data Attributes

Eight key attributes of big data are widely recognized [161], the definitions and relationships between which are summarized in Fig. 3.2 and defined as: volume, the size of data
generated that is generally of the orders of terabytes or petabytes in most utility-operated
territories; velocity, the speed with which grid devices sense and measure the data, which
ranges from the orders of a few milliseconds to an hour; variety, different sources that
transmit the data, determined primarily by the type of data being measured and transmitted; veracity: data integrity and consistency, required to make critical decisions on power
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Figure 3.2: Relationship between the different big data attributes.
system operations; validity: usefulness of data under scenarios where latency-cognizant
computational algorithms have to process a newly generated data in real-time to generate
actionable results and avoid significant losses in revenue or energy; variability: rate of
change of particular data values over time, useful in determining outliers and anomalies;
visualization: ability of the data to be presented in a human-understandable manner; vulnerability: how susceptible the data are to attacks; and volatility: how data are handled
over a longer period of time subject to persistence requirements and retention policies.

Figure 3.3: The different stages of big data lifecycle.
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3.3

Big Data Lifecycle Stages

Lifecycle of big data shown in Fig. 3.3 are elaborated below with adequate references
included for further reading.
Capture (CPT): Data can be captured by signal measurement at grid-edge devices such
as synchrophasors and smart meters, by acquisition from measurement device(s), or by
data entries such as documents, reports, logs, and records that were created by humans.
In smart grids, a majority of the captured data is structured or semi-structured [162], or
unstructured [163].
Transmission (TRN): Different communications protocols are used in smart grids to
transmit the captured data, which can be broadly grouped into wired and wireless. A
host of communications protocols are used, the elaboration of which can be found in the
authors’ previous work [130].
Preprocessing (PrP): In centralized computing, data are transmitted directly to the utility’s repository or the cloud, but in decentralized ePVe or fog computing, preprocessing
is pushed closer to data sources [158, 159]. Preprocessing steps include, but are not limited to, checking for completeness, consistency, and integrity, dimensionality reductions
to better ingest and store data [164–167], and applying restructuring techniques such as
splicing, dicing, splitting, and aggregation.
Storage (STR): Data lakes and warehouses store raw, unprocessed data and structured
processed information, respectively [168]. In-memory storage uses adaptive memory
caches and accelerators for real-time and near-real-time applications that require low latency and quick response. Disks for big data storage typically use the cloud or distributed
file systems by Apache Hadoop, which store chunks of data in clusters [169].
Processing (PRC): Five levels of processing exist: descriptive (statistics, exploratory
visualization, and regression to understand events [170]), diagnostic (root-cause and cor-
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relation studies to understand why the events have occurred) [10, 128], predictive (supervised, semi-supervised models to determine how events will likely progress in the
short-term or long-term future [135,171,172]), prescriptive (optimization to come up with
robust sets of feasible actions for optimized outcomes that maximize an objective [173]),
and cognitive (deep learning and decision-making to encode human thought process, experiences, and available context to form actionable decisions [174, 175]).
Synthesis (SYN): Data can be synthesized by manipulating available data using numerical computations to anonymize without altering properties [176]. Popular synthesis techniques include multiple imputation [177], random forests [178], neural networks [179],
differential privacy [180,181], and generative adversarial networks [182]. Their widespread
adoption requires the validation of conclusions made from synthetic data, preservation of
the original data properties, and guarantee of privacy through quantifiable measures [183].
Backup (BCK), Archival (ARC): Infrequently used data are subject to backup and
archival. Hot (online) backup is conducted when data are still accessible by its users
(without service downtime) in a manner that preserves consistency between the data in
storage and that in backup. This slows down the number of input-output operations that
in-turn affects the application processing latency. A cold backup is performed on an offline database, thereby guaranteeing consistency at the time of backup but introducing
service down-times [184, 185]. The choice of appropriate backup type depends on the
nature of applications relying on the storage.
Termination (TER): Data become obsolete when their values are outgrown by evolving business and operational analytics. Obsolete data can be terminated by deleting or
“forgetting”. Although there are not any strategies currently in the literature for data termination, the challenge can be addressed at the policy-level. These policies must consider
the existing data pipelines covering all the stages previously described, define retention
guidelines for each type of data that align with the organization’s internal goals as well
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as comply with standards such as the General Data Protection and Regulation (GDPR)
or the California Consumer Privacy Act (CCPA) [186], and abiding by the associated
privacy constraints.

3.4

Application Domains and Categorization Groups

An application domain is any specific area of science (SCI), engineering (ENG), management (MGM), technology (TEC), service (SVC), or infrastructure (INF) that has been or
can be considered a valid use-case for the implementation and/or validation of a standard
or CMM. Each domain can be subdivided as follows: (a) SCI: life sciences, ecosystems,
astronomy, physics, earth sciences, polar sciences, and environmental sciences; (b) ENG:
energy, communications protocols, and next-generation networks; (c) MGM: business and
entrepreneural companies; (d) TEC: Deep learning and Internet of Things (IoT); (e) SVC:
social media, commercial applications; and (f) INF: government, defense, healthcare, and
smart cities. Although smart grids are one of the critical infrastructure recognized by the
U.S. Department of Homeland Security [187], this chapter recognizes them as a separate application domain considering their significance with respect to the scope of the
study. Smart grids (SG) include but are not limited to energy management, distribution
management, distribution automation, and PV.
Big data manifests itself in three aspects according to which the focus of standards and
CMM can be categorized into: (a) data management: data are at the core, with focus on
some or all of the lifecycle stages; (b) data exchange: interoperability is at the core, with
focus on data transformations, application integration, and interoperability of data transactions; and (c) Data security: protection is at the core, with focus on the confidentiality,
integrity, and availability of the data and its susceptibility to attacks.
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3.5

Emerging and Existing Big Data Standards

Key big data standards are described below, their relevance to attributes and lifecycle
stages summarized in Table 3.1.
(1) NIST Big Data Interoperability Framework [BDIF] (Vols. 3, 4) aim to address
important requirements of big data systems. These requirements include portability,
reusability, analytics, and other areas deemed critical to the systems functionality by forum participants. The framework is a collection of seven volumes created from the input
of academia, industry, and government organizations. There are three defined stages that
split the goals of the framework. The stages involve identification of key big data components, defining the interface implemented between these components, and validating the
developed architecture through general applications. The volumes of the framework are
structured to assist stakeholders in identifying the best analytics tools for their big data
application. The volumes that fall within the scope of this chapter are volumes 3 [188]
and 4 [189], which discuss big data use cases/requirements and security and privacy respectively. The third volume takes input from stakeholders and creates a list of use cases
that highlight the challenges that delay big data deployment. In addition, the document
provides a list of requirements that must be enforced when working with big data. The
fourth volume provides an overview of security and privacy related issues in big data,
while also providing several use cases and their applications. The document also provides a taxonomy of security and privacy topics and maps use-cases to the NIST Big Data
Reference Architecture [157].
(2) ITU-T [Y.3600] Cloud Computing based Requirements & Capabilities applies
cloud services to manage big data. The standard provides definitions for big data and
cloud computing. Further, it discusses the relationship between the two technologies and
reasons for their integration [190]. The latter half of the document discusses the require-
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Table 3.1: A Summary of the Existing and Emerging Big Data Standards
Standards

Definition and Purpose

NIST Big Data
Interoperability
Framework
Vol.3 [188]
NIST Big Data
Interoperability
Framework
Vol.4 [189]
ITU-T Y.3600:
Cloud Computing
based Req. and
Capabilities [190]
ITU-T Y.3601: big
data exchange
framework and
requirements [191]
ISO/IEC20546 Big
data Overview and
vocabulary1 [192]

To analyze potential big
data use cases, extract
needs for reference architectures and standards
To review different
aspects of security and
privacy related to big data

Big Data
Attributes

Volume, variety,
velocity, variability,
veracity, value,
volatility, validity

To provide requirements
for and capabilities of
cloud storage for big data

Big Data
Lifecycle
Stages
CPT, TRN, PrP,
STR, PRC,
SYN, BCK,
ARC, TER

Application
Domains

Categorization
Group

SCI, ENG,
TEC, SVC,
INF

Data
management

SVC, INF

Data
security

CPT, TRN, PrP,
STR, PRC,
SYN, BCK,
TER

ENG, INF

Data
management,
data
security

To specify a framework
and requirements for big
data exchange

Volume, velocity,
variety, veracity,
validity, value,
visualization

CPT, TRN, PrP,
PRC, STR

ENG, TEC,
INF

Data
exchange

Overview of big data vocabulary and concepts

NA

NA

SCI, ENG,
TEC, MGM,
SVC, INF

NA

IEEE Big Data
Standards for
Smart Grid2 [193]

To apply artificial intelligence and machine learning to manage smart grid
big data

Volume, velocity,
veracity, variety,
validity, variability,
visualization,
vulnerability

CPT, TRN, PrP,
PRC, SYN,
STR

SG

Data management,
exchange,
security

TM Forum The
Big Data Analytics
Guidebook1 [194]

To enable implementing
and maximizing value of
collected data

NA

NA

SCI, ENG,
TEC, MGM,
SVC, INF

NA

TPC Express Big
Bench Std. Spec.
V1.3.0 [195]

Benchmark to measure
performance of big data
analytic systems

Volume, velocity,
variety, validity,
visualization,
veracity

PrP, PRC, SYN,
STR, BCK,
ARC

MGM

TPC Express
Benchmark HS
V2.0.3 [196, 197]

Benchmark to test performance of Apache Hadoop
systems

Volume, velocity,
veracity, validity

PrP, PRC, SYN,
STR, BCK,
ARC

SCI, ENG,
TEC, MGM,
SVC, INF

CRISPDM [198, 199]

Methodology to mine data
for analytical purposes

PrP, PRC, SYN

MGM

ASUMDM [200, 201]
SEMMA [202]
CIM (IEC
61970-401)1 [203]
CIM (IEC
61970-501)1 [204]
CIM (IEC 61968
Parts 8 [205],
11 [206],
13 [207])1
1
2

Refined from CRISP-DM
with the addition of deployment/operation phase
Methodology to develop
data mining projects using
SAS enterprise miner
A reference for EMS applications to exchange
information
To provide CIM metadata
in a common format
To enable enterprise
communications, support needs of distribution
network, set rules to exchange model information

Volume, velocity,
variety, validity,
visualization,
veracity, validity
Volume, velocity,
variety, veracity,
value, visualization
Volume, variety,
variability, veracity,
visualization
NA

NA

NA

NA

Data
management

SG
NA

NA

Access to this standard restricted to working group members or requires purchase. Marked as NA.
Inferences drawn from latest draft of the standard available. Full standard yet to be released.
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Data
exchange

ments and capabilities of cloud computing in big data. It covers requirements for CPT,
PrP, PRC, STR, visualization, and security. These create a benchmark for referencing
current or future integrations of big data and cloud computing. The standard also provides the capabilities related to the above requirements. For example, the data storage
requirement’s section is mirrored by a data storage capability’s section covering current
storage capabilities provided by cloud services to big data.
(3) ITU-T [Y.3601] Big Data Exchange Framework and Requirements presents a
guideline for how data are imported and exported in a big data ecosystem. The requirement provides an overview of concepts in big data exchange, and any challenges
or benefits associated with them. Here, two data exchange models are studied to give the
user an understanding of the proposed framework. The two data exchange frameworks
are direct data exchange and intermediary exchange [191]. The direct exchange transfers
data from source to target directly, while the intermediary exchange involves transferring
to an intermediary before reaching the data target. The intermediary allows for extra data
processing, which includes preparation, analysis, and visualization of the data. The requirements of the proposed frameworks for data exchange are also provided. The goals for
implementing the framework are explained and include the requirements for data registration and cataloguing, data retrieval, data delivery, customer support, quality management,
rights management, and management of personal information. The appendix highlights
various use cases for further understanding of user applications and implementations.
(4) ISO/IEC 20546 Information technology- Big data- Overview and vocabulary provides an overview of the terminology and concepts of big data and aims to promote better communication and understanding within the big data field [192]. Furthermore, the
standard focuses on providing a conceptual overview of the domain and data/processing
characteristics exhibited by big data. This include defining and understanding what differentiates it from extant systems. In literature, the difference is often defined by the V’s or
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velocity, volume, variety, variability, etc. Additionally, various techniques and concepts
are covered in order to provide possible use cases for big data systems. This includes
cloud computing, cluster computing, data security, SQL, IoT, and others that can manage
several aspects of big data.
(5) IEEE Big Data Standards for Smart Grid [BDSSG] is one of the few available
standards addressing big data in the context of the smart grid. The standard provides an
overview of big data and machine learning to be used as a tool for predictive data analytics [193]. Further, various concepts are studied in several critical areas of big data including data management, security, communication, and exchange. Similar to the ISO/IEC
20546 standard, the current standard covers several tools and techniques that apply to
big data. This includes using cloud computing or ePVe computing, security in regards to
cyber-physical attacks, proposing data exchange frameworks, and IoT in relation to grid
connected devices. The use cases for the previously mentioned concepts are provided as
well, for an understanding of its real-world applicability. Lastly, the benefits and impacts
of using these concepts in the smart grid for analytics and other functions is discussed.
(6) TM Forum: The Big Data Analytics Guidebook provides service providers a detailed approach for maximizing the potential of data analytics solutions [194]. The guidebook facilitates the introduction of big data analytics into businesses by applying a systematic approach to these solutions. Additionally, the guide discusses terminology and
common vocabulary associated with these analytic systems. This approach creates more
efficient communications between various parties to allow for more interoperability in
data analytic systems.
(7) Transactions Processing Performance Council Benchmarks [TPCx-BB] and [TPCxHS] provide a well-defined series of benchmarks to test the performance of various systems. Two benchmarks in particular relate to big data systems. The first benchmark,
TPCx-BB [195], allows for testing and comparison of big data analytic systems. It gives
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an objective measurement of the system being tested and through this the industry can
compare multiple existing solutions based on several metrics. The TPCx-HS benchmark
focuses on testing commercialized Apache Hadoop systems [196, 197]. The testing covers both the hardware and software aspects of the system, which includes the operating
system. Stakeholders can use these benchmarks to test their systems for managing, exchanging, and protecting big data.
(8) Cross Industry Standard for Data Mining [CRISP-DM] was created to provide a
method of creating and implementing a data mining model. The methodology is broken
down into different levels of abstraction from general to specific. Furthermore, the standard involves both a reference model and a user guide as outlined by their open access
document. The reference model consists of 6 stages [198]: business and data understanding, and data preparation, modeling, evaluation and deployment. It provides an overview
of how to carry out a data mining project and addresses the phases and generic tasks of
the project. In addition, the reference model is cyclic in nature as the lessons learned after
the deployment stage can be used to re-evaluate the implemented model. The user guide,
on the other hand, gives a more detailed description of the CRISP-DM reference models
phases and task.
(9) [ASUM-DM] by IBM was created as an improvement of the CRISP-DM model for
data mining. The ASUM-DM accomplishes the same goals but provides new directives
to expedite a data mining project [200]. Both models contain a deployment phase where
the business and data objectives are understood and a model is fitted to the data. However, the ASUM-DM extends the methodology by adding an operation and optimization
phase. Here the implemented solution is continually monitored to ensure it is functioning
correctly. If there are any peculiarities, the solution is brought back for refinement [201].
(10) [SEMMA] process for data mining is similar to the ASUM-DM and CRISP-DM
methodologies [202]. However, it is not an extension of either, it was specifically made
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to work in conjunction with the SAS Enterprise Miner. SEMMA, much like CRISP-DM
and ASUM-DM, is an acronym consisting of the following phases for realizing and implementing a data mining project: data sampling to create tables, discovery of relationships
and trends, modification of data to search for the appropriate model, finding a model (statistical, machine learning, and more) to implement that produces consistent and reliable
results, and checking the tool and input/output data to validate the selected model. Each
phase can be repeated multiple times before continuing. In addition, after the assessment
phase the SEMMA process exhibits a cyclic nature like the previous methodologies. It
encourages the designers to continually optimize the solution.
(11) CIM [IEC 61970] is a multi-part standard that discusses the Common Information
Model (CIM) in the context of smart grid energy management. This standard focuses
on parts of the standard that are still active and relevant to the scope of this chapter.
These are the IEC 61970-401 [203] and the IEC 61970-501 [204]. Part 401 provides a
framework for component interface specifications. This allows different components and
applications to exchange data and access public data in a standardized way. This part
is specifically geared towards providing an overview of generic services that components
can use for exchanging or accessing data. Part 501 is oriented towards mapping to specific
technologies for implementation. The document provides a method for applications to
access metadata created by the CIM. It details the mapping between the UML, XML, and
the CIM conceptual models and how they are represented using the resource description
framework (RDF), thereby establishing interoperability between future technologies.
(12) CIM [IEC 61968] relates to distribution management. Many of the parts of the
standard have been withdrawn, so the focus will be active parts with relevance to the
chapter. This includes parts 8 [205], 11 [206], and 13 [207] from IEC 61790-XX. Part
8 integrates all aspects of customer support within a utility enterprise. The part defines
vocabulary as well as reference and information models for exchanging customer support
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information. Part 11, on the other hand, extends the capabilities of the CIM for distribution management, thus providing interoperability among software applications used for
this application. The standard divides its content into packages that extend the operability
of CIM by focusing on different sects of Distribution management. This includes assets,
work, customers, load control, metering, and others. The last part, 13, contributes a series
of rules to exchange model information using the CIM. A CIM RDF schema proposed
in the IEC 61970-501 standard is used to construct CML documents with power system
model information, so that they can be exchanged.
Key Takeaway Points:
1. TPC benchmarks can be considered with CMM. They are application benchmarks
for big data towards an industry standard benchmark for big data analytics
2. References [189, 190, 193] cover various aspects of data security and are adaptable
to all PV use-cases as described later in the chapter
3. Consortia such as the Organization for the Advancement of Structured Information
Standards (OASIS), the World Wide Web Consortium (W3C), the Open Geospatial
Consortium (OGC), the Open GRASS Foundation (OGF), and others have created
standards for data, cited to have relevance to big data
4. References [192, 194] help in understanding and creating big data projects
5. TPC Benchmarks [195–197] might provide better insight into the operation of big
data analytics systems and might help users re-evaluate their implemented models

3.6

Emerging and Existing Big Data CMM

The goal of CMM for the area of big data is to assess the standing and evolution of
organizations to handle some or most of the big data attributes across one or more of the
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lifecycle stages. They provide a structured programmatic starting point for organizations,
identify the strategic goals at individual process-levels as well as at the enterprise level,
and also provide a roadmap specific to that organization to advance to the next stages
of maturity. Different CMM exist in literature that tackle one or more aspects outlined
above. Some of these models have been developed with specific application domains in
mind, described below and summarized in Table 3.2.
(1) Hortonworks Big Data Maturity Model [HBDMM] measures the big data maturity
of a business company and provides roadmaps to help them advance their capability and
awareness in a manner aligned with the company’s business goals. The framework identifies five capability domains [208]: (a) sponsorship, aimed at determining the quality and
impact of the organization’s big data vision; (b) data and analytics practices, aimed at
addressing the lifecycle stages of capture, transmission, preprocessing, storage, and processing; (c) technology and infrastructure, aimed at developing strategies to maximize
data access across organization sub-domains by identifying hybrid cloud solutions to deliver high availability, security and dependability, functionality for integrating real-time
and stream analytics, and integration of tools over a single platform; (d) organization and
skills, aimed at harnessing talent pools, analytics and development skills, leadership, and
cross-functional practices; and (e) process management, aimed at planning and buPVeting, governance and security, program evaluation, and expansion of business models.
(2) DELTA Model [DM] is an analytical maturity model targeted specifically to gauge
and improve the analytical capabilities of an organization with respect to data quality,
enterprise-oriented cross-functional analytics, cultivating analytics in leadership roles and
decision-making with achievable targets and effective analyst capabilities and skills [209].
It models five key stages around these capabilities [210]: (a) analytically impaired, which
implies one or more of the prerequisites described above are lacking; (b) localized analytics, wherein analytics happen, but in isolated silos without achievable targets as goals;
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Table 3.2: A Summary of the Existing and Emerging Big Data CMM
Capability Maturity Model

Hortonworks Big
Data Maturity
Model [208]

DELTA
Model [209, 210]

TIBCO’s Six-Step
Model [211]

B-Eye Network
Analytics Maturity
Model [212]

Definition and Purpose
5 domains: sponsorship,
data and analytics practices, technology and
infrastructure, organization and skills, process
management
5 stages: analytically
impaired, localized analytics, analytical aspirations, analytical
companies, analytical
competitors
6 stages: performance
measurement, diagnosis of causes, prediction
and optimization, operationalizing, automation,
transformation
5 stages: incomplete,
performed, defined,
quantitatively managed,
optimizing

IDC Big Data and
Analytics MaturityScape Framework [213]

5 stages: ad hoc, opportunistic, repeatable,
managed, optimized

TDWI Big
Data Maturity
Model [214]

5 stages: nascent, preadoption, early adoption,
corporate adoption, mature

CMMI Data Management Maturity
Model1 [215]

5 stages: performed,
managed, defined, measured, optimized

1

Attributes Covered

Lifecycle Stages
Considered

Application
Domains

Categorization
Groups

Volume, velocity,
veracity, vulnerability, validity

CPT, TRN, PrP,
PRC, STR

MGM, SVC

Data management, data
security

Volume, velocity,
variety, veracity, variability,
visualization

PrP, PRC

MGM, SVC,
INF

Data management

Volume, velocity,
variety, veracity, variability,
visualization,
volatility, validity

PrP, PRC, SYN

SCI, ENG,
TEC, MGM,
SVC, INF

Data management, data
exchange

PrP, PRC, SYN

MGM, SVC

Data management

PrP, PRC, SYN

SCI, ENG,
TEC, MGM,
SVC, INF

Data management, data
security

PrP, PRC, SYN,
STR, BCK, ARC

SCI, ENG,
TEC, MGM,
SVC, INF

Data management

PrP, PRC, SYN,
STR, BCK,
ARC, TER

SCI, ENG,
TEC, MGM,
SVC, INF

Data management

Variety, veracity, variability,
visualization,
volatility, validity
Volume, velocity,
variety, veracity,
variability, validity, visualization,
vulnerability
Volume, velocity,
variety, veracity,
variability, validity, visualization
Volume, velocity,
variety, veracity, variability,
visualization,
volatility, validity

Access to this CMM is either restricted to working group members or requires purchase. Hence, inferences are drawn
from the available related work.

(c) analytical aspirations, where the company has a vision for established analytics but
struggles due to challenges in implementing one of the DELTA capabilities; (d) analytical
companies that are both human and material resource-sufficient but have not exploited analytics to their full effect; and (e) analytical competitors who have mastered the skills of
leveraging analytics to further their enterprise-wide targets, leadership, and performance.
(3) TIBCO’s Six-Step Model [SSM] is another maturity framework that focuses specifically on the analytics of big data and comprises six stages of maturity [211]: (a) perfor-
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mance measurement of business status quo; (b) diagnosis of the causes to changes in their
business; (c) prediction and optimization to derive deeper insights from business data; (d)
operationalizing analytics to enable human-centered data-driven decision-making; (e) automation to transfer human-centered operations to machine-driven tasks; and (f) transformation to leverage analytics for all organizational challenges and risks. There are also
6 corresponding capabilities: (a) connectivity, where all analytics are integrated seamlessly with efficient information extraction and exchange [216]; (b) simple integration
of processes through transformations and routing that make the task of information exchange more reliable [217]; (c) advanced integration of processes through interoperable
platforms that enable an industrialized approach [218]; (d) event enablement to exploit
exchange and access of data from multiple sources across various channels and media
for cross-functional usage [219]; (e) operations that measures an organization’s capability to scale its infrastructure for high-end analytics in ways that do not impede ongoing
processes [220]; and (f) organization and governance where applications, and enterprisewide domains and companies are capable of seamless information exchange [221].
(4) B-Eye Network Analytics Maturity Model [NAMM] is adapted from the CMM Integration (CMMI) framework [222] for business and IT companies. It defines five levels
of capability to create and use analytics include descriptive (textual), diagnostic (discovery and causal), predictive, prescriptive (behavioral) and cognitive (performance) analytics [212]: (a) incomplete, where analytics is incomplete or is performed on incomplete
data without much consistency or goal; (b) performed, where the goals of enterprise are
met through control, monitoring, and review; (c) defined, where the processes are repeatable, adaptable, traceable and accountable; (d) quantitatively managed, where processes
are intelligently controlled through diagnostic and predictive models; and (e) optimizing,
where processes gain intelligence through prescriptive and cognitive models.
(5) IDC Big Data and Analytics MaturityScape Framework [BDAMF] assesses the
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organizations’ capability and maturity to do big data analytics, and comprises the following stages [213]: (a) ad hoc (data-driven), where organizations provide their stakeholders with adequate data access, albeit the operations being done in silos; (b) opportunistic
(people and process-driven), where the analytics is localized and project-specific, with the
data lacking veracity, validity, and cross-functional usage; (c) repeatable (vision-driven),
where capture, transmission, pre-processing, and processing are in-place with the capability to prove in-depth insights using predictive models, but are not adequately governed or
secured; (d) managed (technology-driven), where processes include prescriptive analytics
for actionable decision-making that aligns with leadership roles; and (e) optimized, where
knowlePVe discovery, operational intelligence, policy and governance, and security best
practices are used to mitigate risk.
(6) TDWI Big Data Maturity Model [TBDMM] is an assessment tool developed by
The Data Warehousing Institute (TDWI) with the specific goal of deriving value from big
data, especially when variety is also at play. It comprises five stages [214]: (a) nascent,
where companies are big data-unaware, could have a data warehouse in place with their
governance strategy not spanning across the enterprise, and are at the beginning stages of
realizing the importance of advanced analytics and robust big data infrastructure; (b) preadoption, where the organization is undertaking preliminary steps by investing in big data
technologies or brainstorming the use of unique tools, partnerships, outreach, and dissemination, thereby adding structure to their awareness; (c) early adoption where the organizations develop proofs of concept, encourages enterprise-wide big data goals, performs
predictive and prescriptive analytics that are limited in scope and data variety exploitation,
and little focus is given to operationalization of technologies, cross-functional deployment
and enterprise-wide data management strategies; (d) corporate adoption, where companies place value in leveraging information from data, uses a wide range of technologies
for its analytical needs, is comfortable working with greater varieties of data, and also
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operationalizes data for valuable insights; and (e) mature/visionary, where companies go
beyond gathering insights from data and apply creative solutions, is comfortable working
with and integrating data without compromising the vulnerability.
(7) CMMI Data Management Maturity Model [CDMM] provides guidelines to advance an organization’s capacity to build, develop, and measure data management processes at the enterprise-level. The recommended practices also aid organizations in benchmarking their capabilities and determine gaps to improve performance [215]. It follows
a similar five-stage capability measurement where risks reduce and reusability increases:
(a) performed, where management is ad hoc, reactive (a responsive strategy to observed
patterns), and not extended across the organization; (b) managed, where management
is policy-driven and evaluated for its compliance, and uses skilled employees; (c) defined, where standard practices are established and management ensures processes meet
the standards requirements and comply with organization-level guidelines; (d) measured,
where performance is quantitatively measured and validated against established metrics;
and (e) optimized, where performance is improved continuously to enhance growth of the
organization across its constituent departments or functional zones, and information is
well disseminated and shared within and outside the organization.
Key Takeaway Points:
1. Existing big data CMM are mostly domain-agnostic but have been validated primarily on organizations in the sectors of business, healthcare, and IT
2. The assessments cover one or more lifecycle stages of data management, with an
additional consideration of data security and data exchange
3. There exist many other maturity models that specifically target business intelligence [223–227], but they are considered beyond the scope of this chapter since
they do not apply to big data
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4. The CMM attempt to chart the maturity and/or capability of organizations in handling big data in 5 broad stages:
(a) No awareness (maturity) or basic processes (capability)
(b) Initial awareness with formulation of process and people-level goals
(c) Medium awareness and capability with investments in advanced processes and
cross-functional goals
(d) Higher awareness and capability with enterprise-wide goals and actionable
decision-making
(e) Visionary goals (full maturity) and processes that are cohesively integrated
into normal business operations and decision-making (full capability)

3.7

Discussion of Results

PV fall under the umbrella term of distributed generation, which can be defined as the
group of technologies that generate energy close to where they would be consumed, and
can be considered for residential and commercial sectors [228]. Cumulatively, PV technologies include but are not limited to PV systems, small-scale wind turbines, electric
vehicles, energy storage (batteries, supercapacitors), diesel generators, and natural gasfired fuel cells. Accordingly, 10 broad use-cases have been identified where PV and big
data are expected to cross-over [7]: (UC-01): Real-time monitoring, (UC-02): Full AC
distribution optimal power flow; (UC-03): distribution unit commitment (and its variants); (UC-04): distribution economic dispatch (and its variants); (UC-05): forecasting of
PV energy production (for all time horizons); (UC-06): Demand forecasting (for all time
horizons); (UC-07): Direct load control; (UC-08): Real-time distribution grid services;
(UC-09): Distribution network protection; and (UC-10): PV aggregation.
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Table 3.3: Gaps in Existing Standards and CMM for the Domain of PV
Standards, CMM
Groups →
Categorization
Group ↓

Power

Communications

Information
Exchange

Cybersecurity

IEEE 2030 [244], IEC
61850-90- 7 [245], IEC
61499 [246],
GWAC [247, 248],
CIM [203–207]

IEC
62351-12 [249]

IEEE 2030 [244],
GWAC [247, 248]

IEC
62351-12 [249],
NISTIR
7628 [34]

Data Management

STANDARDS
Data
management

Data exchange

IEC 61850-7-420 [240],
IEEE 1815-2012 [241], IEEE
2030.5-2018 [242], IEC
60870-6 [243]

Data security

IEEE 2030.5-2018 [242]

None of the
above

IEEE 1547-2018 [250],
VDE-AR-N 4105 [251], BDEW
2008 [252], IEC 61727 [253],
IEEE 2030.7 [254], CA Rule
21 [255], IEEE 2030.8 [256]

NERC CIP
Series [37]
CAPABILITY MATURITY MODELS

Data
management

SGMM [257]

CEMM [258]

Data exchange

SGIMM [262], CEMM [258]

SGIMM [262]

Data security

CEMM [258]

SGIMM [262]

ISM3 [259],
ES-C2M2 [260],
ITS-C2M2 [261]
ES-C2M2 [260],
ITS-C2M2 [261],
CCSMM [263]
ISM3 [259],
ES-C2M2 [260],
ISMM [264],
CCSMM [263],
ITS-C2M2 [261]

Cells colored black identify the gaps identified in existing PV standards and CMM.

3.7.1

Gaps in Existing Standards and CMM for PV

Existing works in the literature have conducted extensive analyses of and have proposed
novel methods to address challenges in big data analytics for PV [7, 13, 17, 133, 229, 230]
and other domains of the smart grid [100, 231–239]. However, analytics comprise only
three lifecycle stages (PrP, PRC, SYN) and do not cover all the attributes. Hence, there
is a dearth of available standard practices and models that cover more or all aspects of
big data attributes and lifecycle stages, and provide actionable steps to capability and
maturity for concerned stakeholders. The black colored cells of Table 3.3 denote such
gaps observed.
Standards gap: Existing standards for distributed generation do not provide enough information on data management, data security, and information exchange. Within the
power domain there are several listed standards [250–256] that address equipment inter-
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connection requirements. However, understandably so, there are no references to management, protection, or exchange of data within this context. The domains of communication, information exchange, and cybersecurity all contain standards for PV that provide
some detail on how data are exchanged [129, 136, 203–207, 240–248]. Further, there
are three PV or PV related standards that discuss how data will be protected from attack [33, 34, 36, 37, 43, 249]. NERC’s critical infrastructure protection series [37], discusses the cyber protection of PV for protecting system integrity. The data management
domain and group have a gap of existing knowledge. Current standards for and related to
PV do not consider any form of data management, which can include machine learning,
statistics, cleaning, or any form of data manipulation where data are changed or created.
CMM gap: Existing CMM for smart grids have a broad scope that also include PV. It
is up to the concerned stakeholder to meet the specified maturity levels or have adequate
capabilities. The CMM summarized in Table 3.3 assess maturity and capability in two
levels: organization and smart grid implementation. The Smart Grid Maturity Model
(SGMM) [257] is an implementation-level model to assess the use of real-time analytics, optimizations, decision-making, and situation awareness. The Connected Equipment
Maturity Model (CEMM) [258] focuses on intelligent load control, grid services, data
security, and interoperability requirements. The only CMM that assesses information
exchange capabilities and maturities is the Smart Grid Interoperability Maturity Model
(SGIMM) [262], derived from the GWAC context-setting framework. A smart grid implementation use-case within it explores information exchange between PV.
The U.S. Department of Energy’s Electricity Subsector Cybersecurity Capability Maturity Model (ES-C2M2) [260] and the Information Technology Services C2M2 (ITSC2M2) [261] both identify 5 maturity indicator levels grouped under two objectives
(approach and management) for 10 domains. One of these domains, situation awareness, stipulates logging, analytics, and establishment of a common operating picture as
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its objectives. Other similar models include the Information Security Maturity Model
(ISMM) [264] focused on data security, Community Cybersecurity Maturity Model (CCSMM) [263] for the security and exchange of critical infrastructure data, the Information
Security Management Maturity Model (ISM3) [259] that evaluates data management and
security capabilities and maturity for enterprises. Additionally, there are many other capability and maturity assessment models and tools derived from the SGMM and ES-C2M2
that currently exist for smart grids that include PV [265, 266].

3.7.2

Adapting Big Data Standards and CMM to PV

The potential opportunities for adapting big data standards and CMM to PV domain are
summarized in Table 3.4.
Adapting standards: Existing standards can be mapped to fill gaps left by extant PV
standards. Table 3.4 shows where exactly the standards covered in Section 3.5 (Table 3.1)
can be mapped to meet the gaps in Table 3.3. Several of the standards have wide applicability due to their comprehensive nature. The NIST BDIF [188], ITU-T Y.3600 [190],
and IEEE BDSSG [193] can be mapped to all the PV use-cases. The use cases with
the most references heavily involve data analytics, which is the current focus of big data
standards. This is consistent with the line of data mining models referenced in this chapter including CRISP-DM [198], SEMMA [202], and ASUM-DM [200]. Each approach
can be applied to use-cases to extract valuable information from new data. There are
several underwhelming use-cases where big data standards do not have large applicability. Although these systems do manage large amounts of data, they are more focused on
detecting changes in current state and bringing the grid back to equilibrium. PV communications standards wide applicability here since big data standards cover data exchange
and management.
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Table 3.4: Mapping Big Data Standards and CMM to PV
PV Use Case
UC-01 Real-time
monitoring

STANDARDS FROM SECTION 3.5 AND TABLE 3.1
Name (Relevant Sections)
BDIF Vol. 3 (App. A, 2.4.3) [188], Y.3600 [190], Y.3601 [191], BDSSG (Sec
3.3.1) [193], TPCx-BB [195], CRISP-DM [198], ASUM-DM [200],
SEMMA [202], IEC61968 Pt.11 (Sec 4-6) [206], IEC61968 Pt.13 (Sect 5/6) [207]

UC-02 Optimal power
flow
UC-03 Unit commitment

BDIF Vol. 3 (App. A) [188], Y.3600 [190], Y.3601 [191], BDSSG (Sec 3) [193],
IEC61968 Pt.11 (Sec 4-6) [206], IEC61968 Pt.13 (Sect 5/6) [207]

UC-04 Economic dispatch

BDIF Vol. 3 (App. A, Sect 2.10) [188], Y.3600 [190], Y.3601 [191], BDSSG (Sec
3) [193], TPCx-BB [195], TPCx-HS [196], IEC61968 Pt.11 (Sec 4-6) [206],
IEC61968 Pt.13 (Sect 5/6) [207]

UC-05 Generation
forecasting
UC-06 Demand
forecasting

BDIF Vol. 3 (App. A, Sec 2.10) [188], Y.3600 [190], Y.3601 [191], BDSSG (Sec
3) [193], TPCx-BB [195], TPCx-HS [196], CRISP-DM [198], ASUM-DM [200],
SEMMA [202], IEC61968 Pt.11 (Sec 4-6) [206], IEC61968 Pt.13 (Sect 5/6) [207]

UC-07 Direct load
control
UC-08 Grid services
UC-09 Fault management

BDIF Vol. 3 (Sec 2.4.3) [188], Y.3600 [190], BDSSG (Sec 3) [193], IEC61968
Pt.11 (Sec 4-6) [206], IEC61968 Pt.13 (Sect 5/6) [207]

UC-10 PV aggregation

PV Use Case
UC-01 Real-time
monitoring
UC-02 Optimal power
flow
UC-03 Unit commitment

UC-04 Economic dispatch
UC-05 Generation
forecasting
UC-06 Demand
forecasting

UC-07 Direct load control

UC-08 Grid services

UC-09 Fault management

UC-10 PV aggregation

BDIF Vol. 3 (Sec 2.4.3) [188], Y.3600 [190], BDSSG (Sec 3,4.2) [193], IEC61968
Pt.11 (Sec 4-6) [206], IEC61968 Pt.13 (Sect 5/6) [207]
BDIF Vol. 3 (Sec 2.9.2, 2.10, 2.4.3) [188], Y.3600 [190], Y.3601 [191], BDSSG
(Sec 3) [193], TPCx-BB [195], TPCx-HS [196], CRISP-DM [198],
ASUM-DM [200], SEMMA [202], IEC61968 Pt.11 (Sec 4-6) [206], IEC61968
Pt.13 (Sect 5/6) [207]

Lifecyle Stage
CPT, TRN, PrP,
PRC, STR, BCK,
ARC, TER
PrP, PRC, STR
PRC, SYN, STR
CPT, TRN, PrP,
PRC, SYN, STR

HBDMM (2,3: Optimizing) [208], DM (Data, Targets, Analysts: Stage 4) [209],
SSM (4:4) [211, 219], NAMM (Level 4: Quantitatively Managed) [212], BDAMF
(managed: measured) [213], TBDMM (early adoption) [214], CDMM
(measured) [215]
HBDMM (2-5: Transforming) [208], SSM (5:4) [211, 220], NAMM (Level 4:
Quantitatively Managed) [212], BDAMF (optimized: operationalized) [213],
TBDMM (corporate adoption) [214], CDMM (measured) [215]
HBDMM (2-5: Transforming), DM (Data, Enterprise, Targets, Analysts: Stage
4) [209], SSM (5:5) [211, 220], NAMM (Level 5: Optimizing) [212], BDAMF
(optimized: operationalized) [213], TBDMM (mature/visionary) [214], CDMM
(optimized) [215]
HBDMM (2,3,5: Optimizing) [208], SSM (5:5) [211, 220], NAMM (Level 4:
Quantitatively Managed) [212], TBDMM (early adoption) [214], CDMM
(defined) [215]
HBDMM (2,3,5: Optimizing) [208], SSM (4:5) [211, 219], NAMM (Level 4:
Quantitatively Managed) [212], BDAMF (managed: measured) [213], TBDMM
(early adoption) [214], CDMM (measured) [215]

Data
management,
data exchange

PrP, PRC, SYN,
STR, BCK

Data
management,
data exchange

CPT, TRN, PrP,
PRC
CPT, TRN, PRC,
STR

Data
management

PrP, PRC, SYN,
STR

CAPABILITY MATURITY MODELS FROM SECTION 3.6 AND TABLE 3.2
Name (Required Capability: Expected Maturity)
Lifecyle Stage
HBDMM (2-5: Exploring) [208], DM (Data, Enterprise, Targets, Analysts: Stage
CPT, TRN, PrP,
3) [209], SSM (2:2) [211, 217], NAMM (Level 2: Managed) [212], BDAMF
PRC, STR, BCK,
(repeatable: accepted) [213], TBDMM (corporate adoption) [214], CDMM
ARC, TER
(managed) [215]
HBDMM (2: Exploring) [208], DM (Data, Targets: Stage 3) [209], SSM
(2:2) [211, 217], NAMM (Level 2: Managed) [212], BDAMF (managed:
PrP, PRC, STR
measured) [213], TBDMM (pre-adoption) [214], CDMM (defined) [215]
HBDMM (2,3: Optimizing) [208], SSM (3:2) [211, 218], NAMM (Level 3:
Defined) [212], BDAMF (managed: measured) [213], TBDMM (early
PRC, SYN, STR
adoption) [214], CDMM (defined) [215]
HBDMM (2,3: Optimizing) [208], DM (Data, Targets: Stage 3) [209], SSM
(3:4) [211, 219], NAMM (Level 3: Defined) [212], BDAMF (managed:
measured) [213], TBDMM (early adoption) [214], CDMM (defined) [215]

Group

Data
management,
data exchange

Group

Data
management,
data exchange

CPT, TRN, PrP,
PRC, SYN, STR

Data
management

PrP, PRC, SYN,
STR, BCK

Data
management,
data exchange

CPT, TRN, PrP,
PRC

Data
management

CPT, TRN, PRC,
STR
PrP, PRC, SYN,
STR

Data
management,
data exchange

Adapting CMM: Given their broad scope of applicability, a majority of the big data CMM
discussed in Section 3.6 and summarized in Table 3.2 can be readily adapted to the domain
of PV. However, it should be noted that in order to realize the PV use-cases considered,
stakeholders might have to demonstrate a minimal capability and have acquired a minimal
corresponding maturity, both of which are mentioned in Table 3.4. Real-time monitoring
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requires the least capabilities and moderate maturity levels whereas grid services and
direct load control functionalities require highest capability and maturity levels owing to
their complexity and grid-wide impacts. Big data CMM also have a narrow focus, either
on data management (analytics) or exchange, which is why each CMM is adaptable to
any of the PV use-cases. Stakeholders should, therefore, use the findings in Table 3.4
to critically evaluate their current standing in big data capabilities and maturities when
initiating or extending the specific use-cases.

3.8

Summary

This chapter conducted a critical analysis of the existing and emerging big data standards and CMM, and explored how they could be adapted to the application domain of
PV within the smart grids. The chapter first summarized the key big data attributes and
lifecycle stages, the various application domains, and the three categorization groups.
Keeping this summary as the context, it mapped the existing and emerging big data standards and CMM to these four aspects. Then, gaps in the existing standards and CMM
for PV were identified and mapped to these aspects for 10 widely known PV use-cases.
Using the mapped aspects and the 10 use-cases as common points, the big data standards
were finally mapped to fill the identified gaps in PV standards. A similar process was
repeated for the CMM.
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CHAPTER 4
K.N.N., RANDOM FORESTS TO IMPUTE MISSING VALUES IN P.V. DATA
In this chapter, a key element of descriptive analytics is focused and elaborated upon
for the domain of PV. The text in this chapter has been reprinted, with permission, from [9].
Section 4.1 presents the required background for this work, followed by a brief description of the data collection procedure and proposed methodology in Section 4.2. Section
4.3 examines the missingness mechanism in the data, Section 4.4 describes the theoretical formulations of the different imputation techniques considered, Section 4.5 documents
the significant results obtained, and Section 4.6 provides a summary of the observations
made.

4.1

Overview

The predictive models used by the utilities require a significant wealth of complete, good
quality historical observations on three primary features: irradiance, ambient temperature,
and module temperature, for training and validation [172]. Completeness, also called
coverage, implies that the data are devoid of gaps between values that can be intuitively
detected, such as unexpected jumps in time-series values, unlabeled exceptions in categorical values, and discrepancy between expected and observed number of assets [131].
Data quality has significant interdependencies with cybersecurity since poor quality issues can be exploited by attackers in the form of a previously unknown vulnerability that
can manifest as a successful attack vector. This chapter, therefore, examines how one of
the critical attributes of data quality, namely, completeness, can be achieved for raw PV
data acquired from the field. To validate this, CS1:C-DPV is considered as the case study.
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4.2

The Proposed Methodology

Figure 4.1 illustrates, for the application domain of PV generation prediction, the methodology to impute missing values in structured, time-series interval data of irradiance, ambient temperature, and module temperature collected in real-time from System M. Following the customary cleaning and exploratory analysis, the likely missingness mechanism
is understood through statistical tests. Depending on the mechanism, different solutions
are proposed. Imputation methods can be applied only when the mechanism is of MAR,
in which case different error and size of effect measures are used to compare imputation
performance. To further identify the method(s) that work(s) best for these types of data,
the values imputed using different methods are fed into an MLP model that predicts PV
generation. Residual errors between predicted and observed generation serve as strong
indicators of the influence of imputation on data integrity.

4.3

Exploratory Analysis

Figures 4.2(a), 4.2(b), and 4.2(c) illustrate the explorations done to understand the nonmonotone missing patterns in the observations, which amount to 20% of the dataset [267–

Figure 4.1: Proposed methodology for effective descriptive analytics.
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269]. Figure 4.2(a) shows the number of missing values grouped by attributes. It also
shows the distribution of missing observations, where grey cells denote present values
and black cells the missing values. For each attribute, the distribution of missing values
across each record is shown in Fig. 4.2(b) in red. Further, the values color-coded in
lighter shades of grayscale denote low magnitudes and those with higher magnitudes are
coded in darker shades. The patterns and combinations of missingness across different
cases of the dataset are illustrated by Fig. 4.2(c), where there are 1312, 1308, 1223, and
1215 missing values for ambient temperature, module temperature, irradiance, and PV
generation, respectively. There are 79 cases where both ambient and module temperature
values are missing together, 79 where module temperature and PV generation are both
missing, and so on. This provides a comprehensive view of the missing patterns by cases
for the entire dataset. It is to be noted that these missing patterns were not synthetically
introduced or assumed but were observed in the real, captured data.

4.3.1

Exploring the Mechanism of Missingness

Missingness can be introduced in the data by three mechanisms: missing completely at
random (MCAR), MAR, and missing not at random (MNAR) [270, 271]. Understanding
the nature of missingness is important prior to applying imputation because most of the
available methods for imputation assume MAR missingness [272].
MCAR: missing values have no relationship with other values either missing or present.
This can be treated as ignorable since the information about missing values need not be
modeled, and is ideal for listwise deletion since it does not create bias.
MAR: likelihood of values being missing can be modeled using just the observed values
in a dataset, since they do not depend on other missing observations.
MNAR: missingness is neither MCAR nor MAR but is dependent on missing values
alone; estimating missing values requires a knowledge of how the missingness occurred.
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((a))

((b))

((c))

Figure 4.2: Exploratory analysis of missing values: (a) Number of missing values
and distribution of combinations of missing values grouped by attributes, (b) A matrix
plot showing missing values in red and observed values in grayscale, and (c) Different
groups of missing patterns seen across the dataset.
Results in Fig. 4.3 and Fig. 4.4 show that for the 11 groups of missing patterns,
the p-values vary, with their values for some groups almost zero. Considering a significance level of 0.05, Table 4.1 shows the p-values for the Hawkins test of normality and
homogeneity of covariances (called homoscedasticity) and the non-parametric test for
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((a))

((b))

Figure 4.3: Test of the given dataset for likelihood of MCAR missingness, with dataset
separated into two out of three batches, (a) and (b) by visualizing boxplots for p and tvalues using Neyman’s test of uniformity and non-parametric test, respectively.
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Figure 4.4: Test of the given dataset for likelihood of MCAR missingness, for the third
batch by visualizing boxplots for p and t-values using Neyman’s test of uniformity and
non-parametric test, respectively..

Table 4.1: Results of the Test for MCAR, Normality, and Homoscedasticity
Batch

p-value for Hawkins Test of Normality and
Homoscedasticity

p-value for Non-Parametric Test of
Homoscedasticity

Batch 1

≈0

5.2 x 10−11

Batch 2

1.1 x 10−105

9.5 x 10−6

Batch 3

3.5 x 10−175

2.2 x 10−6

homoscedasticity. The low p-values in all cases reject the null hypotheses for both tests,
thereby rejecting MCAR [273]. Assuming MAR, different imputation methods can be
applied to estimate missing values [274].
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4.4

Imputation of Missing Values

This section describes the different imputation methods evaluated in this chapter, all of
which assume MAR mechanism.

4.4.1

Random Imputation

The rationale behind random imputation is that the missing values of an attribute could be
appropriated by replacing them with randomly drawn values from a sample of observed
values of the same attribute. For a given missing value Xil of the lth case in the ith group
for an attribute Y in the dataset, such that i ∈ [1, G], ∀i ∈ Z+ and Xobs is the set of
observed values of Y , X̂il imputed by random imputation is given by:
X̂il = f (Xobs ,

G
X

niY )

(4.1)

i=1

where, f (·) is the random sampling function that draws samples from the given Xobs
P
with repetition, and G
i=1 niY denotes the total number of missing values for the attribute
Y . Random imputation does not explore the relationship between variables [274]. However, it could be combined with regression model fitting for missing value prediction.

4.4.2

Mean and Median-Value Imputations

These two single imputation methods use the mean and median, respectively, of an attribute as the substitution value for all missing values. For a given attribute Y comprising
Xil missing values, the mean-value imputation is given by:
X̂il = X̄obs , ∀i ∈ [1, G] f or Y, Z+

(4.2)

Mean-value imputation is computationally efficient and preserves the mean of the
dataset, but biases the standard error and does not preserve the relationship among vari-
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ables of the data [275, 276]. Therefore, applying correlation and regression for original
and imputed datasets show different results. Median-value imputation is given by:
X̂il = f (Xobs )∀i ∈ [1, G] f or Y, Z+

(4.3)

Here, the function f (·) calculates the median of its argument vector. Similar to meanvalue imputation, this method preserves the median but suffers from similar pitfalls. Multiple imputation is a better alternative.

4.4.3

Multiple Imputation

Multiple imputation performs m iterations of imputations on a dataset containing missing values to generate m corresponding complete datasets, one of which can be selected
based on user-specified criteria. The missing values are filled using the distribution of
imputations that account for the uncertainty in missing data. In addition to assuming the
mechanism is MAR, this method assumes X = N (µ, C), that the dataset X is multivariate normal with µ as the mean vector and C as the covariance matrix [277]. The
method applied in this chapter uses expectation-maximization with bootstrapping (EMB)
to perform the imputation. By the definition of MAR, the approach concerns only with
the set of complete parameters, Θ = (µ, C), to impute missing values. The likelihood of
observed data, considering the inference on complete-values parameters is [278, 279]:

Z
L(Θ|Xobs ) ∝

p(X |Θ)dXmiss

(4.4)

where, Xmiss = {Xil } across l cases and i groups. To reduce the computational
complexity involved in drawing from the posterior probability p(Xobs |Θ), bootstrapping
with EM is used, that also accounts for the uncertainty in estimation. Let M denote a
matrix of dimensions the same as X such that a cell in M = 1 if the corresponding cell in
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X ∈ Xmiss , and 0 otherwise. Then, specifically during the expectation step of EMB, the
imputed value X̂miss is given by [277, 279]:
X̂miss = Xobs + M × (Xobs Θ{1 − M }iter )

(4.5)

where, iter denotes the imputation iteration index. This method preserves the relationship between variables and has been shown to perform better than single imputation
methods across different domains.

4.4.4

K-Nearest Neighbors (KNN)

The characteristics of the observed values are used to impute the missing values in this
method, which makes the imputed values naturally occurring, and the method capable
of preserving the original properties and structure of the dataset. In this method, the
missing cell is assigned a value derived from applying the weighted mean of the values
obtained from k neighbors with observed values that are nearest to that missing cell. The
assignment of weights is proportional to the Minkowski norm distance, dM N , between
that neighboring cell and the missing cell in question [280]. The distance of order p for
the k th neighbor is calculated by:
dM N

n
X
k
=(
|Xobs
− Xmiss |)1/p

(4.6)

i=1

where, n=

PG

i=1

ni , p=2 (Euclidean distance), and K denotes the total number of near-

est neighbors. The weight for a given Xobs is assigned as e−dM N such that:
PK
X̂il =

k=1 (e

−dM N

k
× Xobs
)

k

(4.7)

The number of nearest neighbors is selected by observing the variation of RMSE
across different number of neighbors is shown in Fig. 4.5 for each attribute. The trend of
the variations show that for all three attributes, the RMSE was lowest when the number
of nearest neighbors, k=2. Hence, the imputation is run with this parameter.
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4.4.5

Random Forest

A random forest is an ensemble of multiple decision trees, and it is designed to consider
imputation as a regression problem. The number of trees to grow in the random forest is
selected by observing the variation of RMSE (nRM SE) shown in Eq. (4.8) across different number of trees in the random forest as illustrated by Fig. 4.6. In the equation, V ar(·)
denotes the function to calculate variance of ·. There is a fluctuating trend in RMSE values, but it is the lowest when the number of trees to grow is 800. Hence, the imputation
is run with this parameter. The method splits a given dataset X attribute-wise into Yobs
denoting the attribute(s) with observed values, and Ymiss denoting the attribute(s) with
missing values. Further, Xobs and Xmiss (defined here as the observations corresponding
to Yobs and Ymiss unlike previously used in this chapter).

Figure 4.5: Variation of RMSE with number of nearest neighbors.

66

Figure 4.6: Out of bag error (nRMSE) versus number of trees in the forest.

A mean-value imputation is conducted to fill missing values in X with an initial set of
values. Then, a training set comprising Xobs inputs and Yobs target is fed into the random
forest model with 800 trees. The trained model then predicts Ymiss using Xmiss . Over
multiple iterations, the values are fine-tuned until the difference between imputed values
over two subsequent iterations, calculated using Eq. (4.8) stops decreasing [281].
s

2

s=

4.5

(X̂iter − X̂iter−1 )
(X̂iter )2

, nRM SE =

(X − X̂ )2
V ar(X )

(4.8)

Discussion of Results

The Cohen’s distance, calculated using the equations defined in Section 2.6, is shown for
irradiance, ambient temperature, and module temperature of System M in Figs. 4.7(a),
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((a))

((b))

((c))

Figure 4.7: Cohen’s distance to measure similarity between original and imputed
datasets for (a) irradiance, (b) ambient temperature, and (c) module temperature.

4.7(b), and 4.7(c), respectively.
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Table 4.2: Statistical Parameters for Original and Imputed Datasets for System M
Parameter

Value

Original Data

Random

Multiple

KNN

Mean Value

Median
Value

Random
Forest

Mean

Irradiance
Ambient Temp.
Module Temp.

193.51
79.62
80.6

194
79.65
80.65

193.59
79.62
80.6

193.55
79.62
80.6

193.54
79.66
80.62

183.89
79.63
80.49

193.471
79.62
80.61

Median

Irradiance
Ambient Temp.
Module Temp.

4.89
79.05
78.05

5.48
79.09
78.06

10.75
79.06
78.05

4.99
79.056
78.045

22.35
79.56
78.82

5.03
79.07
78.04

5.292
79.065
78.04

Standard
Deviation

Irradiance
Ambient Temp.
Module Temp.

274.14
23.25
25.16

274.35
23.23
25.26

274.25
23.24
25.14

274.14
23.249
25.15

267.1
22.69
24.58

270.31
22.69
24.58

273.904
23.246
25.152

Skewness

Irradiance
Ambient Temp.
Module Temp.

1.29
6.41
4.89

1.287
6.43
4.89

1.288
6.38
4.88

1.289
6.412
4.888

1.326
6.605
5.012

1.369
6.609
5.023

1.289
6.415
4.888

Kurtosis

Irradiance
Ambient Temp.
Module Temp.

3.48
62.861
43.69

3.474
62.97
43.54

3.494
62.49
43.69

3.479
62.86
43.71

3.67
66.16
45.82

3.704
66.19
45.88

3.476
62.905
43.7

Table 4.3: Average Values of Error Metrics for the Different Imputation Methods
Imputed Variable
Irradiance

Ambient Temperature

Module Temperature

4.5.1

Imputation Method

RMSE

MSE

MAPE

R2

MAE

Random
Multiple
KNN
Mean Value
Median Value
Random Forest

212.05
48.75
8.09
149.76
181.92
29.01

44964
2385.41
65.54
22427
33096
841.77

N aN
N aN
N aN
N aN
N aN
N aN

0.49
0.968
0.999
0.698
0.608
0.989

81.37
17.43
2.06
67.499
57.573
7.184

Random
Multiple
KNN
Mean Value
Median Value
Random Forest

17.68
6.12
0.392
12.23
12.22
1.417

312
37.53
0.163
149.63
149.45
2.008

34.7
6.738
0.002
34.74
34.48
0.006

0.483
0.928
0.999
0.707
0.707
0.996

4.194
1.422
0.163
2.59
2.587
0.444

Random
Multiple
KNN
Mean Value
Median Value
Random Forest

19.42
6.095
0.508
12.92
12.96
1.729

377
37.242
0.258
167
168
2.992

23.48
5.877
0.002
23.011
22.27
0.007

0.487
0.939
0.999
0.723
0.722
0.995

5.668
1.448
0.163
3.61
3.537
0.547

Determining the Most Suited Imputation Technique

Table 4.2 summarizes different statistical parameters retrieved from analyzing the probability density functions of the original data that contains missing values, and the different
imputed datasets. Using the models described in Section 4.4, irradiance, ambient temperature, and module temperature were imputed. A mark of good performance is when
the imputation does not significantly alter the data’s statistical properties such as mean,
median, standard deviation, skewness, and kurtosis. In Table 4.2, the data marked as
“Original Data” refers to the dataset with missing values. Properties of the original and
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imputed data should match if the imputation method performed well. Accordingly, by
this comparison, it is seen that for irradiance, KNN, random forest, and multiple imputation methods performed well for most of the aforementioned properties. This observation
also corroborates for the other two attributes, where closeness of the imputed values to
the original values is mostly within the acceptable error limits of ±0.1.
The residuals for imputed values, computed using the set of equations in Eq. (2.6), are
shown in Table 4.3 where for irradiance, KNN, random forest, and multiple imputation
methods have lower RMSE, MSE, and MAE scores than other methods. A higher R2
statistic is observed for these methods. The MAPE scores for irradiance were not calculable because it uses the observed values of irradiance in the denominator, which were
zero for specific instances of time (when there was no sunlight). A similar trend in the
variation of error metrics is observed for the other two attributes as well. Among KNN,
random forest, and multiple imputation, however, KNN does the best, followed closely
by random forest, and later by multiple imputation. This sequence corroborates with the
results of Table 4.2. For each of the three attributes, five statistical properties have been
tabulated, making a total of 15 parameters. The values imputed using KNN had 13 instances where the original and imputed values were similar with an error margin of ±0.1,
followed closely by random forest with 12 instances within the margin, then by multiple
imputation with 10 instances within the margin.
The Cohen’s distance values computed using Eq. (2.4) for the three attributes is shown
in Fig. 4.7. For irradiance, all methods except median value imputation have values
less than 0.2, but random forest has the lowest difference in proportions. For ambient
and module temperatures, KNN, multiple imputation, and random forest tend to have the
smallest of all differences in proportions. While all methods had a difference less than 0.2
for ambient temperature, random imputation and median value imputation had Cohen’s
values above 0.2 and less than 0.5 for module temperature, implying a medium difference.
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These results show that for the application of estimating missing values in the generation
data of System M, KNN, random forests, and multiple imputation using expectation
maximization could be the most applicable methods. This conclusion is further verified
by feeding imputed values of irradiance, ambient temperature, and module temperature
as inputs into a 5-layer MLP model to predict the generation of System M.

4.5.2

Predicting the Generation of System M

The MLP model used in this chapter was designed to predict generation using irradiance, ambient temperature, and module temperature as features. The model’s architecture
has been designed on a trial and error basis with a combination of hyperparameters that
yields the most accurate prediction. In the future, the tuning of these model hyperparameters could be explored. comprises 1 input layer with 3 units, each representing a feature,
3 hidden layers with 25, 11, and 6 units, and an output layer with 1 unit whose output is
the target, PV generation. Each layer, l, has a specific activation function, with weights
initialized to samples drawn from Xavier uniform distribution [150] for the first hidden
layer (l=2) and uniform distribution [151] for subsequent layers (l=3, 4, 5): tanh activation [152] for l=2, sigmoid [153] for l=3, tanh for l=4, and softplus [154] for l=5. All
datasets (original and imputed) are of the same length, and are split to have 85% of the
values for training and 15% for validation and testing. MSE is used as the loss function,
P
(l)
(l) 2
defined as L(ŷ (l) , y (l) ) = m1 m
k=1 (ŷk − yk ) , where l is the index of MLP layers, m
is the number of samples, y = X̂observed and ŷ = X̂predicted . To train the model, backpropagation was used, with an improvement to the traditional stochastic gradient descent
by calculating individual adaptive learning rates from the first and second moment estimates of the gradients for each parameter [155]. Validation was conducted using holdout
method (Algorithm 2), with the testing dataset reused for validation. Further details about
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((a))

((b))

Figure 4.8: Variation of MSE values across 40 epochs during: (a) MLP model training
and (b) MLP model validation.

the model is beyond the scope of this chapter.
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Table 4.4: MLP Performance on Different Imputed Datasets.
Imputation Method

Phase

RMSE

MSE

MAE

Random

Training
Validation

11.954
11.269

1.429
1.27

5.948
4.919

Multiple

Training
Validation

2.994
1.423

0.091
0.008

1.528
0.832

KNN

Training
Validation

5.083
2.029

0.258
0.041

2.678
1.358

Mean Value

Training
Validation

8.628
6.319

0.744
0.339

4.672
3.284

Median Value

Training
Validation

9.278
6.778

0.861
0.459

4.138
2.575

Random
Forest

Training
Validation

4.913
1.929

0.241
0.037

2.486
1.297

In Table 4.4, the error metrics that measure MLP’s performance in PV generation prediction are summarized. These metrics are calculated using the same equations as in Eq.
(2.9), but here, y and ŷ replace X and X̂ . Imputed datasets are fed to predict PV generation and the model’s performance is analyzed by comparing with the corresponding
observed generation values. This serves as another way to evaluate the imputation performance because the same MLP model is able to train on imputed values and understand the
nonlinear relationships between the features and target, thereby predicting generation that
matches closely with observed values. Among the imputed datasets, KNN and random
forest have low error values. This is also supported by observing how MSE varies across
the 40 epochs of training (Fig. 4.8(a)) and validation (Fig. 4.8(b)) of the MLP model.
Specifically, it can be seen that during both these phases, the only imputed datasets that
have a similar trend in values of MSE vs number of epochs are KNN and random forest.
Table 4.5 shows the error metrics that now measure the difference in values between the
PV generation values predicted using different imputation methods. Again, the values of
RMSE, MSE, MAE, and MAPE provide reasonable credibility that among all methods,
KNN and random forest performed consistently better, followed by multiple imputation.
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Table 4.5: Residuals of Predicted Generation for System M using Imputed Datasets

4.6

Imputation Method

RMSE

MSE

MAE

MAPE

Random

97.286

9464.623

51.18

7.176

Multiple

52.071

2711.403

25.408

0.68

KNN

51.229

2624.427

26.786

0.964

Mean Value

68.265

4660.081

38.427

3.898

Median Value
Random
Forest

65.963

4351.110

34.369

2.418

50.235

2523.533

25.395

0.982

Summary

In this chapter, the missingness mechanism for data from distribution grid-tied PV systems was studied by taking the specific example of System M in CS1:C-PV. Following
the likely MAR assumption, different imputation methods were applied, and their performances compared. Results showed that among the six methods, KNN and random forests
performed the best, followed closely by multiple imputation using expectation maximization. The results were also verified by feeding the imputed datasets as inputs to a 5-layer
MLP to predict PV generation. A key limitation of this work is that the methods working
best with this type of data with a specific missingness mechanism might not apply to another domain. Hence, the conclusions from this work can be used by utilities, PV system
owners, installers, and analysts who work with the data from the systems for higher-level
analytics. The future work will explore the possibilities of using one measurement to
recreate, synthesize, or estimate the other parameters within a dataset. Performance analysis of imputed datasets by predicting the generation of System M was considered in this
work, but the prediction model could be fine-tuned by considering more input variables
such as wind velocity, cloud coverage, and more.
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CHAPTER 5
HYBRID DATA-MODEL METHOD TO ESTIMATE P.V. GENERATION
This chapter presents an intelligent, hybrid data-model method to estimate PV generation, which is one of the diagnostic analytic use-case conducted by electric utilities. The
text in this chapter has been reprinted, with permission, from [10]. Section 5.1 presents
an overview of the chapter, followed by Section 5.2 that illustrates the flow of the proposed work that comprises 5 steps. The baseline estimation method (BEM) is described
in Section 5.4 and the proposed HDMM is described in Section 5.5.

5.1

Overview

Estimations of PV generation are typically conducted by utilities to approximate the observed energy generation. Estimation models serve to track the performance of the PV
systems over longer periods of time, thereby helping utilities plan the surrounding grid
with respect to varying loads and additional generation, and schedule system maintenance
and/or replacements. Increasing installations of PV across the distribution grid has made
this process more complex, thereby requiring the use of more intelligent models and better approximations that in-turn illustrate system performance as close to the real behavior
as possible. The need to develop and implement an intelligent estimation model forms
the foundational objective for this chapter. The proposed model is validated on CS1:C-PV
comprising Systems M and D.

5.2

The Proposed Methodology

For the purpose of this chapter, hurricane Irma was considered as an extreme event, and
hence its effects on both data acquisition as well as system performance were ignored.
Performance of the systems, however, is still measured for the period of the hurricane

75

Figure 5.1: Net energy generation profiles of System D and System M in 2017

(August to October, 2017) but not included in the comparison. A plot of the generation
profiles of the two systems for 2017 is shown in Fig. 5.1, where it can be seen that
System M exhibited a high average generation between April and September, and a low
average generation between November and January. The portions marked by an asterisk
(∗) denote the time periods for which the DASs reported no data whereas green boxes in
the figure illustrate potential windows of time when one system produced more energy
than the other. In favorable situations, the utility might want to exchange the surplus from
one system to meet the deficit caused at the other system. Miami and Daytona could have
different but complementary weather conditions (cloudy in one location and sunny in
other, for example) at a given time, which makes this behavior potentially advantageous.
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Table 5.1: Table summarizing the key statistical parameters for the three weather parameters on PV generation
Intercept

System

Coefficient
Std.
Error

tvalue

pvalue

R2

Adjusted
R2

0.023

446.49

≈0

0.9303

0.9303

0.924

0.001

635.44

≈0

0.9633

0.9633

≈0

3.363

0.076

44.46

≈0

0.1169

0.1169

-6.763

1.4
x10−11

5.424

0.433

12.52

≈0

0.01009 0.01002

7.381

34.33

≈0

1.631

0.081

20.02

≈0

0.02616 0.02609

3635793

1.282

0.2

230644

179990

0.2

≈0

0.0001

tvalue

pvalue

Estimate

1.074

3.104

0.002

1.012

22.063

0.724

30.49

≈0

System M
(Module Temp.)

87.154

7.242

12.04

System D
(Module Temp.)

-445.2

65.822

System M
(Ambient Temp.)

253.384

System D
(Ambient Temp.)

4659387

Estimate

Std.
Error

System M
(Irradiance)

3.333

System D
(Irradiance)

5.2.1

≈0

Data Processing and Exploratory Analysis

Data recorded from PV systems should be processed and cleaned before being used for
any further analysis. The process described by Fig. 5.5 considers an organized sequence
of preprocessing and cleaning steps that includes formatting, restructuring, handling missing values, and detecting outliers [9, 282]. To determine the structure and properties of
individual datasets, exploratory visualizations are necessary. Missing records were omitted in this analysis. Alternatively, imputation techniques to estimate missing data could
be developed. However, this is beyond the scope of the chapter and is reserved for the
future work. Using the roadmap presented in the authors’ previous work [132], statistical analyses were conducted to understand the characteristics of the data through box
plots to identify the data properties such as mean, median, and quartile distributions, linear correlation to study the relationship between irradiance, ambient temperature, module
temperature and PV generation, and finally linear regression to determine the influence of
each of the aforementioned weather parameters on the generation.
Pearson correlation analysis was conducted to build a correlation matrix, is shown in
Fig. 5.4. Given a sample pair of values (xi , yi ) such that i ∈ [1, n], ∀i ∈ Z+ , where
n is the total number of samples, the correlation coefficient, ρ, is calculated using the
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Figure 5.2: Boxplots of the different datasets corresponding to System M and System
D.

Figure 5.3: Results of the linear regression models fitted to the different datasets that
best capture the PV generation behavior for the two Systems.
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((a))

((b))

Figure 5.4: (a) Correlation matrix for System M; (b) Correlation matrix for System D.
following equation [143]:
P
P P
n( xi yi ) + xi yi
p P
ρ= p P 2
P
P
n xi − ( xi )2 n yi2 − ( yi )2

(5.1)

where, ρ ∈ [−1, +1]. From Fig. 5.4, it can be seen that all three weather parameters did not have a negative correlation coefficient for both systems with respect to the
generation. It can also be seen that irradiance had a very high correlation with generation as compared to the temperature values. Between ambient and module temperature,
however, the latter had a higher correlation with generation. This positive relationship
between variables shows that the three variables are potentially good candidates to explore further. However, correlation does not provide insight into the dependency between
these variables; it cannot be concluded yet from this study that irradiance had the greatest
influence on PV generation.
Boxplots could be studied to understand how these individual data values are distributed over the sample space, and also to detect outliers. This is shown in Fig. 5.2,
where the solid lines inside the boxes represent the sample median, while the boxes themselves represent the second and third quartile groups. Irradiance for both systems had a
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skewed distribution, since the median was well below the average, with a higher quartile
range above. Between systems, System M had narrower second and third quartile groups
as compared to System D’s. A similar trend is reflected in the PV generation boxplots
as well. The ambient module temperature values for the two systems were less skewed
as their medians were closer to their averages. The range of values in their first and last
quartile groups is also comparable, unlike irradiance’s. This, combined with correlation,
shows that irradiance could potentially have a stronger influence on PV generation. To
fully confirm this, a linear regression model can be built.
From Table 5.1, it can be seen that the values of R2 and adjusted R2 are as high as 0.96
and 0.93 for the irradiance with respect to generation for Systems D and M, respectively.
Between the two types of temperature, module temperature has relatively higher R2 and
adjusted R2 values. These statistical exploratory analyses provide a very clear insight
into the nature and type of the weather parameters considered, and how closely they are
related to PV generation irrespective of the system size, location or design.

5.3

PV Generation Estimation

A five-step methodology, introduced in Section 5.2, is proposed to estimate PV generation. As shown in Fig. 5.5, this methodology has the following steps: (1) acquire
time-series data for each system (weather, inverter production, deration factors, and system generation); (2) feed weather, historical data and model information into BEM and
HDMM — elaborated in Section 5.3 — to get two sets of estimated generation values
for each PV system; (3) use the observed and estimated generation to compute different
performance evaluation metrics — elaborated in Section 6.2 — (uncorrected PR, PR corrected to STC, PR corrected to average module temperature, monthly energy performance
index (EPI), monthly average yield, instantaneous power performance index (PPI), and

80

Figure 5.5: Flowchart summarizing the five-step methodology starting with data acquisition at Step 1 and delivering of results at Step 5.

monthly average capacity utilization factor); (4) compute efficiency of different inverters
installed at the system; and (5) repeat steps (1) through (4) for all systems and identify
the metric that best captures each system’s performance. Using that metric, compare the
individual system performances, and the average efficiency of inverters at these systems.
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Use them to determine the system with a better performance overall, and finally document findings as a report to the concerned party that could be the system owner, installer,
aggregator, end-consumer, or the utility.
Two methods are used to estimate PV generation. The inputs required by the two
methods are illustrated in Fig. 5.6, which can also be used to intuitively compare how
they differ in their approach. The BEM, described in Section 5.4, is developed using
industry-accepted methods for modeling irradiance, deration factors, PV modules, inverters, and the system topological design. It uses static weather data from the file and
does not consider module temperature and historical generation as part of its calculations.
However, the proposed HDMM in Section 5.5 uses, in addition to the aforementioned
inputs, also the system-specific field-measured historical time-series data on system generation, local weather, and PV module temperature. It, hence, is a hybrid technique that
uses both model information as well as real-world data to make its estimations. These two
estimation methods are also plotted against the observed generation to understand how responsive they are to the fluctuations in generation. Before elaborating the two estimation
methods, the chapter’s proposed method to estimate PV production is explained.

5.4

Baseline Estimation Method

PV system performance is affected by different parameters such as irradiance and temperature (ambient and module), inverter efficiency, deration factors, and additional factors
such as wind speed, wind direction, and instantaneous cloud coverage. However, for this
work, the only parameters considered are irradiance, ambient temperature, module temperature, inverter efficiency, and deration factors (including losses) [283–285].
Irradiance computation: To calculate the plane of array irradiance, defined as the total irradiance incident on the surface in the plane of the PV array and measured by a
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Figure 5.6: Flowchart summarizing how HDMM and BEM differ in the inputs they require for estimating PV generation

pyranometer, diffuse horizontal and direct normal irradiance values are used [286]. The
sky-diffused irradiance, defined as the energy scattered by atmospheric elements before
reaching the system’s PV array surface, alone is considered because of the manner in
which the two systems are constructed, thereby also minimizing the losses because of
soiling and shading [287, 288].
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PV module models: The performance model used for PV arrays is empirical but takes
into account the equations derived from indvidual solar cell characteristics [289]. It also
includes the incorporation of the dependencies at STC of irradiance, solar availability, ambient temperature, and module temperature. It is a single-diode equivalent circuit model
of the PV module, with a reference POA irradiance of 1kW/m2 and a reference cell temperature of 25◦ C [290,291]. The details of this model’s formulation can be found in [292]
Inverter models: An empirical model with manufacturer specifications that uses four
derived coefficients and parameters from the CEC database is used to model the DC input
and AC output for inverters [293]. The inverter types are labeled M -Inv1 for System M
and D-Inv1 through D-Inv8 for the eight different inverter types deployed at System D.
Among these types, M -Inv1 and D-Inv5 belong to the same vendor, but have different
nameplate ratings. Hence, they are treated as different types. The amount of AC power
output from an inverter model, kWAC , is given by [294]:
kWAC = [

kWinverter
− c(a − b)](kWDC − b) + c(kWDC − b)2
(a − b)
a = kWDC level × (1 + β × (VDC − VDC level )),

b = kWself

consumption

(5.2)

× (1 + γ × (VDC − VDC level )),

c = α(1 + δ × (VDC − VDC level ))
where, kWinverter is the rated AC power output for the inverter at STC, kWDC is the
DC input power feeding into the inverter from the PV modules, kWDC level is the DC
power level corresponding to which the rated AC output is achieved by the inverter at
STC, VDC is the DC voltage at the inverter’s input terminal, VDC level is the DC voltage
level corresponding to which the rated AC output is achieved by the inverter at STC,
kWself

compensation

is the DC power that is consumed by the inverter and is a factor in-

fluencing the efficiency, α is the curvature parameter describing the relationship between
AC and DC power values at STC, β is the empirical coefficient that lets kWDC level vary
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linearly with respect to VDC , γ is the empirical coefficient that lets kWself

consumption

vary

linearly with respect to VDC , and δ is the empirical coefficient that lets α vary linearly
with respect to VDC .
The input data: Taking a static weather file as input, along with model information on
the inverters, PV modules, system parameters and topological characteristics (number of
arrays, number of strings per array, number of modules per string, tilt, azimuth, square
footage, etc.), and deration factors, BEM is capable of computing the system’s AC output
for a period of one year [295].

5.5

Hybrid Data-Model Method

Given, PDC is the nameplate capacity of the PV system and Ir(t) is the irradiance
recorded at time-step t, the expected power at t, Pestimate (t), and energy, Eestimate , for
each month (N =2, 688 values for February, N =2, 976 for 31-day months, and N =2, 880
for 30-day months, assuming no missing values), are computed using Eq. (5.3), considering 15-minute time-steps [113, 296]:

Ir(t)
× X × Df
1000
N
X
Ir(t)
× X × Df ×
1000
t=1

Pestimate (t) = PDC ×
Eestimate = PDC

(5.3)

where Df is the net deration computed using Eq. (5.5) that takes dirt (pdirt ), cabling
loss (pcable ), and inverter’s conversion loss captured by its efficiency (pinverter ). PV module mismatch is computed using Eq. (5.4) where Ppanel is the maximum wattage of the
PV module and PM P P is the maximum power point wattage of that module [297]:

pmismatch =

Ppanel − PM P P
PM P P
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(5.4)

Df = pdirt × pmismatch × pcable × pinverter

(5.5)

The variable X in Eq. (5.3) is used to improve the accuracy of the estimation and
considers two parameters: the PV module temperature at time-step t, T (t), and the PV
module temperature coefficient, %tempcoef f , measured in %/◦ C. When X = 1, it is an
uncorrected estimation. To consider the effect of T (t) and correct the estimation to 25◦ C
at STC, X should be [298]:
X =1+

%tempcoef f
[T (t) − 25]
100

(5.6)

PR can further be corrected to average module temperature (Tmoduleavg ) to have X set
to [298]:
X =1+

%tempcoef f
[T (t) − Tmoduleavg ]
100

(5.7)

This calculation averages all 15-minute data points over the year of 2017. It has been
shown that the accuracy of estimation is maximized when T (t) is corrected instead to the
average cell temperature and wind speed [298]. However, the computation of this metric
is beyond the current scope of this work because the systems’ DASs do not measure wind
speed or direction.

5.6

Discussion of Results

This section discusses the results of the case study by first applying HDMM and BEM
to the two PV systems to determine which method shows better accuracy with respect to
the observed generation. Following that, it uses the better performing estimation method
to compute different performance metrics and evaluates the advantages of each metric.
Finally, the efficiency of different inverter vendor products are compared to determine
the best model for this time period. Note that the months of August through October are
excluded from comparison because of unforeseen changes induced by hurricane Irma.
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((a))

((b))

Figure 5.7: (a) The generation of Systems M and D are estimated using HDMM and
BEM, and compared against observed generation; and (b) the accuracy of HDMM and
BEM are compared using production ratio.
It can be seen from Fig. 5.7(a) that HDMM is more responsive to fluctuations in generation when compared to the statically modeled BEM that fails to account for the dynamic
fluctuations. Specifically, the absolute margin of error between the two estimation meth-
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Table 5.2: Error Measures for HDMM and BEM Against Observed Generation
Error Measure

Method

System D

System M

Root mean square error (RMSE)

BEM
HDMM

1.07e + 05
9911

4.54e + 04
1.32e + 04

Mean square error (MSE)

BEM
HDMM

1.14e + 10
9.82e + 07

2.06e + 09
1.75e + 08

Mean absolute error (MAE)

BEM
HDMM

9.52e + 04
8029

2.89e + 04
9.98e + 03

ods and the observed generation, is given in the first two rows of Table 5.2. With BEM a
fully model-based approach but HDMM also utilizing real data in addition to model parameters, the latter performs better. This is further proven in Fig. 5.7(b) which shows the
production ratio for both systems. Ideally, the estimated and observed generation values
should be equal, thereby making the production ratio 1. Allowing for real-world inaccuracies, the margin can be relaxed to 1 ± 0.2. BEM has an average production ratio of
0.92 for System M that is comparable with that of HDMM (1.03). However, BEM does
poorly for System D with an average production ratio of 4.6 as a result of the high error
between estimated and observed values. HDMM, on the other hand, still has a good average production ratio of 1.03 for System D. Therefore, the proposed HDMM fares better
than the strictly model-driven BEM. This conclusion is further validated by the different

Table 5.3: A Table of Observed Results
Observed Parameter

System D

System M

Average absolute error between HDMM and
observed generation

6%

8%

Average absolute error between BEM and observed
generation

72%

38%

Magnitude of variation in uncorrected PR

0.19

0.37

Magnitude of variation in PR corrected to STC

0.15

0.21

Magnitude of variation in PR corrected to average
module temperature

0.19

0.30

%-share of PPI ≥ 1

46%

41.96%
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standard statistical indicators such as RMSE, MSE and MAE, each of which are shown in
Table for Systems M and D. The error measures have a large magnitude in part because
the estimated energy generation values for each month were computed by aggregating the
estimated values of individual timestamps. Since energy is merely regarded as the power
production over a period of time, this also led to the propagation of errors. However,
between HDMM and BEM for both systems, HDMM has minimal error measures, and
hence, demonstrates that its predicted values are closer to the observed values.

5.7

Summary

The goal of this chapter was to first understand and determine a suitable method for estimating PV generation, then use that method to compute and compare the different performance metrics. Considering a case study of two grid-tied PV systems, M and D,
their generation profiles for the year of 2017 were estimated using a strictly model-driven
BEM and the proposed HDMM that uses the model-driven approach with real system data
(generation and weather). The results show that HDMM had a better estimation accuracy
than BEM for both systems. This can be seen from the relatively lower error measures for
HDMM, and also from the average production ratios. For System D, production ratio calculated using HDMM averaged at 1.028 while it was 4.618 with BEM. The corresponding
values for System M were 1.03 and 0.924.
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CHAPTER 6
APPLICATION OF EMERGING METRICS FOR P.V. SYSTEM
PERFORMANCE EVALUATION
This chapter extends from Chapter 5 by utilizing HDMM to determine different performance evaluation metrics for PV systems. The text in this chapter has been reprinted,
with permission, from [10, 128]. Section 6.1 describes the overview of this chapter, followed by Section 6.2 that details the formulations of the PV system performance metrics
used in the industry. It also proposes the use of two lesser known metrics, EPI and PPI,
that capture PV system behavior better. Section 6.3 presents the observed results using
CS1:C-PV comprising Systems M and D. Section 6.4 takes up a specific example of the
partial solar eclipse of August 21, 2017 and documents the PV system performance for
CS1:C-PV comprising Systems M and K. Finally, summary of the chapter is documented
in Section 6.5.

6.1

Overview

Utilities currently rely on third-party vendors to provide the required visibility on remotely located grid-tied and standalone PV. These vendors employ cloud-based data analytics and visualization to capture both the consumer and utility needs from such systems.
However, most of these tools provide performance ratio (PR) as a standard metric for performance measurement, which, although independent of generation capacity, is ineffective in comparing performances of PV systems at different times of the year and/or subject
to different climatic conditions. Further, as documented in [18], most of the widely used
metrics assume STC for different weather parameters such as ambient temperature, irradiance, and module temperature, and do not consider the effects of soiling, shading, and
cabling, which leads to an inaccurate quantification of PV performance. This calls for the
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search for metrics that enable seamless comparison of PV performance, given differences
in locations, climatic conditions, and generation capacities.

6.2

The Proposed Work and Model Formulations

Many metrics are currently used to evaluate PV system performance [299–301]. While
uncorrected PR, measured using Eq. (6.1), is widely used by the utilities to measure the
performance of a particular PV system, it is highly dependent on local weather (especially module temperature) and hence varies significantly over the course of a year [302].
Therefore, PR is not an effective metric to compare performance of two PV systems
that experience different weather conditions. For the below series of equations, consider
kW hACactual to denote the observed energy (in AC side) generated by the PV system,
PDC to denote the nameplate rated generation capacity (DC side) of the PV system, and
kW hsun to denote the amount of solar energy received by the PV system cumulatively
across its entire area. Then, the uncorrected PR is calculated by [303]:

PR =

kW hACactual
PDC
kW hsun
1000

(6.1)

This work also considers yield (PV systems of different sizes are not directly comparable), and PR corrected to STC (PV systems employing different PV models are not
directly comparable), and capacity factor (ratio of the observed PV generation over a
time period to its potential generation if it functioned at its full nameplate capacity continuously over the same time period). Given a time instance t in N total number of time
instances and the observed generation (in kW) from the PV system at the time t denoted
by kW ACactual (t), the yield, PR corrected to STC, and capacity factor are calculated as
follow [304]:
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PN

t=1

Y ieldmonthly =

P Rcorrected =

kW hACactual (t)
PDC

kW hACactual
PDC
kW hsun
X
1000

PN

t=1

CapF acmonthly =

kW ACactual (t)
N × PDC

(6.2)

(6.3)
(6.4)

Among them, yield is considered to be more of a measure of PV system value than
performance, and capacity factor is regarded as a measure of the system’s utilization than
efficiency or performance. Another set of metrics, the EPI and PPI, are also defined as
follow, where Pestimate (t) and Eestimate are obtained from Eq. (5.3) [304]:

P P I(t) =
EP I =

kW ACactual (t)
Pestimate (t)

(6.5)

kW hACactual
Eestimate

(6.6)

From Eq. (6.5) and Eq. (6.6), it can be seen that EPI is an aggregate metric while PPI
is instantaneous. Consequently, EPI can be used to compare performance of two systems
over a longer period of time (months or years) while PPI for shorter periods of time (hours
or days). These metrics are better to compare the performance of different PV systems
because they can correct the estimation to average module temperature to account for
local variations and they are independent of the PV model.

6.3

Discussion of Results

Using HDMM, different performance metrics discussed in Section 6.2 were computed.
Figure 6.1(a) shows a side-by-side comparison of different corrections applied to PR. The
magnitude of variations in PR over time (contributed by seasonal changes) is highest for
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((a))

((b))

Figure 6.1: Different performance metrics for the 2 systems: (a) it shows the uncorrected PR, PR corrected to STC, and PR corrected to average module temperature; and
(b) the average monthly yield.

uncorrected PR, but reduces when PR is corrected to STC. But the variation is poorly
affected when PR is corrected to average module temperature. It is expected that when
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((a))

((b))

Figure 6.2: Different performance metrics for the 2 systems: (a) the average monthly
capacity factor and (b) the average monthly inverter efficiency for the different inverter
models of the 2 systems.

PR is corrected to average PV cell temperature and wind speed, the variations would be
the least. The verification of this claim is reserved for the future.
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((a))

((b))

Figure 6.3: The recommended metrics: (a) the average monthly EPI for the two systems; and (b) the instantaneous PPI values for the two systems.

Although yield and capacity factor do not directly measure performance, they can still
be used as indicators to determine how one system behaved compared to the other. For
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example, System M showed a better average yield of 121.5 kW h/kW DC when compared to System D that had an average yield of 102.22 kW h/kW DC (Fig. 6.1(b)). The
same trend can be seen in capacity factor (Fig. 6.2(a)) where System M has an average
value of 16.4% and System D has an average value of 14%. However, both systems utilize their capacities much less than the national average provided by the Environmental
Information Agency (EIA). It is also to be noted that the average values documented by
EIA for the state of Florida is 16 to 18% where the two systems are more comparable.
When considering EPI and PPI, shown in Figs. 6.3(a) and 6.3(b) respectively, it should
be noted from Eq. (6.6) and Eq. (6.5) that the estimated generation goes at the denominator. Hence, a value > 1 implies that the system’s actual generation was better than
the estimated one. Hence, it is the instances where the values go lower than 1 (observed
generation is below expected generation) where planners and system users must divert
more attention to. Table 5.3 also documents the frequency of occurrences where EPI
and PPI were > 1. Certain outliers can also be observed in Fig. 6.3(b) where the PPI
values are exceptionally high. These outliers were checked to discover that HDMM performed poorly on those specific dates because of the anomalies in weather (heavy rainfall
or intense cloud coverage). Handling such cases will be studied in the future.
From Fig. 6.2(b), the efficiencies of different inverter models can be seen. It might be
noted that the efficiency values for most models is documented to be more than 1 which
is not possible practically or theoretically. However, this anomaly has been confirmed
with the local utility partner to be an issue in the systems’ DASs, and hence an error in
computation can be ruled out. As part of the future work, this anomaly will be addressed
more systematically by comparing the inverter productions recorded by the DASs with
the systems’ onsite system controllers. The goal of comparing efficiencies of different
inverter models is to understand which model has performed better in the year on an
average. This could give the system installers, owners such as utilities and individuals
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an initial idea of which model is more effective for that location and system size. Based
on current analysis, it is tough to determine the better performing model since conversion
efficiency alone is not enough. However, given that System D is composed of 8 different
models of string inverters whereas System M has only 1 model, one hypothesis to explain
the better overall performance of System M could be the inverter model homogeneity.
Other factors such as service downtime, inverter component reliability, and studying the
impact of external weather factors on the inverter lifecycle would be equally important.
These aspects will also be studied in the future.

6.4

Results for PV Performance on August 21 Eclipse

Table 6.1 shows the PPI for Systems M and K during the peak of the eclipse. During the
respective moments of eclipse peak (2:58 PM for System M and 2:45 PM for System K),
the PPI increases, which is reflected in the values recorded at the next minute (2:59 PM
for System M and 2:46 PM for System K). Following from (6.5), in ideal cases, the value
of PPI must be close to unity because it is the ratio of observed to the expected power at
a given point in time. However, the reality could be quite different, given the influence
of different external factors and errors in data acquisition. These factors might cause the
expected generation to exceed or fall short of the actual generation, thereby tipping the
ratio to be less than unity or greater than unity, respectively. By observing the PPI values
for the two systems, it can be concluded that the values of PPI are close to unity for
System M, implying that the estimation model shows good performance. However, the
PPI values of System K exceed unity, implying the estimated values are lower than the
observed values.
The variations of different measured parameters during the peak for the two systems
is shown in Fig. 6.4. While Figs. 6.4(c), 6.4(b) and 6.4(c) show the variations of irradi-
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((a))

((b))

((c))

((d))

Figure 6.4: Profiles of different parameters during eclipse peak: (a) Irradiance; (b) Ambient Temperature; (c) Module Temperature; (d) PPI.
Table 6.1: Power Performance Index for Systems M and K

Time (PM)

System M

System K

2:44

1.071

9.975

2:45

1.103

10.018

2:46

1.107

10.319

2:47

1.101

9.452

2:57

1.084

9.676

2:58

1.082

9.447

2:59

1.091

9.629

3:00

1.091

9.885

98

Figure 6.5: Bi-variate scatter plot during eclipse period between the different weather
parameters during eclipse period.

ance, ambient temperature, and module temperature from 2 PM through 4 PM, Fig. 6.4(d)
shows the variation of PPI during the eclipse peak minute-by-minute. The module temperature and PPI for systems M and K show a strong visual correlation while the ambient
temperature curves show a steeper dip for System K than for System M. These visual
correlations imply a strong positive relationship during the eclipse between such weather
parameters of the two geographically separate PV systems. This correlation, although not
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Figure 6.6: Bi-variate scatter plot during eclipse period between the different weather
parameters during eclipse peak period.

an indication of dependency, is a marker of how the two PV systems can be aggregated or
utilized in combination during the eclipse to address associated loads and other aspects in
the future high penetration scenarios.
To further explore the relationship between irradiance, ambient temperature and module temperature for Systems M and K (a total of 6 variables), bi-variate scatter plots were
done for both during the eclipse duration between 2:00 and 3:00 PM as well as during
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eclipse peak between 2:40 and 3:00 PM, which are illustrated in Figs. 6.5 and 6.6, respectively. The plots show a 6x6 matrix with the PDF of the 6 variables along the primary
diagonal, scatter plots with model fitting below the diagonal, and the Pearson correlation
coefficient above the diagonal. The model fitting shows that all of the relations between
parameters within and between the systems are linear. However, this relationship changes
during the eclipse peak where the ambient temperature of System M has a curvilinear
relationship with other parameters of both M and K. Overall, the correlation coefficients
of the parameters of the two systems show a drop during the eclipse peak, suggesting the
two systems have a less strong positive relationship during this period and hence could be
used in aggregation-related studies.

6.5

Summary

EPI and PPI are the recommended metrics that can be used to compare performances
of PV systems. Although the fluctuations in the EPI across the months was greater for
System M, the PPI values were most consistent for this system, implying that a given
point of time, it is more likely that the production of System M is better than that of
System D. During the peak of the eclipse, System K showed more resilience towards the
phenomenon than System M owing to its unique topology of both string as well as microinverters. As elaborated earlier, the future work will revolve around the following aspects:
(a) measuring PR corrected to average PV cell temperature and wind speed to determine
whether it resolves the issue of PR variability and (b) studying how the anomalies in
weather such as cloud coverage and poor irradiance can be modeled better into HDMM
to ensure a more accurate estimation.
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CHAPTER 7
L.A.S.S.O.-ELASTIC NET, M.L.P.-P.S.O. FOR P.V. GENERATION
FORECASTING
In this chapter, a combination of non-parametric regression, LASSO-Elastic Net regularization, and MLP-PSO is used to predict the generation of PV. This predictive model
can easily be extended to build forecasting models for short-term horizons of up to 1
hour-ahead in 15 minute time-steps. The text in this chapter has been reprinted, with permission, from [5], Section 7.1 discusses a brief overview of the topic, followed by Section
7.2 that summarizes the methodology proposed. Section 7.3 discusses the observed results that use the models defined and formulated in Sections 2.7 and 2.8. Concluding
remarks are given in Section 7.4.

7.1

Overview

Although utilities use estimation methods to approximate the profiles of PV generation,
accurate prediction is required on a day-to-day basis to monitor system behavior and plan
for commitment and dispatch. PV generation can be considered a form of time-series
data since it follows the diurnal cycles of the sun, and seasonal changes in weather correspondingly induce changes in PV production. At the same time, intermittent clouds also
cause fluctuations in generation profiles. These factors make forecasting PV generation
a challenging problem. This chapter tackles the first challenge towards reliable forecasting of PV generation, which is to reliably predict the values given the input series of the
predictor features. This model can then be used with forecasts of input features later.
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Figure 7.1: Schematic diagram showing the methodology to make PV generation predictions.

7.2

The Proposed Methodology

The proposed methodology is shown in Fig. 7.1. The MLP model designed consists of 1
input layer, 5 hidden layers, each with 15, 10, 6, 3, and 3 neurons, and 1 output layer. The
activation functions applied on each hidden layer is hyperbolic tangent, with the inclusion
of a bias unit. The weights are initialized per uniform distribution with lower bound of
-1.5 and upper bound of 1.5. The number of particles in the PSO swarm is chosen to be
15, and the number of iterations for which the PSO is run is 2. These hyperparameters
are not random. They were carefully selected using a grid search algorithm such that they
minimized the MSE (loss function) over 1000 epochs.
Feature engineering was conducted to minimize overfitting and determining the best
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Table 7.1: Coefficients and intercepts of the 3 best-fit models
Parameter

Best Fit Model M 1
(α=1)

Best Fit Model M 2
(α=0.9)

Best Fit Model M 3
(α=0.8)

Intercept

-45.5344988

-45.8486085

-46.5534806

Irradiance Coefficient

0.8420546

0.8411289

0.8411371

Ambient Temperature Coefficient

0.3940970

0.3606784

0.3658204

Module Temperature Coefficient

0.1969828

0.2360844

0.2397310

relationship between the predictors and target variables. To determine the best relationship, non-parametric regression was conducted, and to reduce overfitting, regularization
was conducted. The original features and regularized, fitted models of PV generation,
were fed into the MLP as features to achieve best performance in prediction.

7.3

Discussion of Results

Figure 7.2 shows how, for different values of α ranging from 0 (ridge) to 1 (LASSO), the
loss function of MSE varies. This is in accordance with Eq. (2.5) described in Section
2.7. It is seen that the values of MSE are minimum for the LASSO model, followed by
elastic net models with α=0.9 and 0.8, respectively. These models, denoted by M 1, M 2,
and M 3, respectively, are considered cumulatively as the regularized representations of
the relationships between the target variable (PV generation) and predictor variables (irradiance, ambient temperature, and module temperature). The coefficients and intercepts
corresponding to these three best-fit models are summarized in Table 7.1.
The area under the curve plots for models M 1, M 2, and M 3 are shown in Fig. 7.3,
where each colored line represents the values taken by each input feature. As the value of
λ approaches 0, the value of the model approaches the OLS loss function (MSE). Thus, for
a small value of λ, the value of the loss function should be close to 0, as seen in the plots
on the right hand side. The coefficients seen in Table 7.1, together with the regression
model outputs for PV generation with respect to each predictor (irradiance, ambient tem-
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Table 7.2: Performance of the MLP-PSO
Phase

Metric

Value

Training

Root mean square error

87.2811

Training

Mean absolute error

48.9058

2

Training

R score

0.8782

Training-Development

Root mean square error

43.1254

Training-Development

Mean absolute error

31.2757

2

Training-Development

R score

0.9618

Development

Root mean square error

59.8940

Development

Mean absolute error

43.8642

Development

R2 score

0.9196

perature, and module temperature) shown in Fig. 7.1 as REG IRR, REG AmbTemp, and
REG ModTemp, respectively (as denoted in Eq. (7.1), where PI , PAT and PM T denote

Figure 7.2: The variation of MSE with the values of alpha, where the model is ridge
(L2-regularized) when α=0 and it is LASSO (L1-regularized) when α=1.
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Figure 7.3: Log-Lambda plots showing the coefficients and MSE for Ridge, LASSO and
Elastic Net regularization models.

the PV generation modeled with respect to irradiance I, ambient temperature AT , and
module temperature M T , respectively), are fed as 6 input features into the MLP model.
Using PSO described in Algorithm 3 for training, the results obtained are illustrated in
Fig. 7.4 and corresponding error measures are documented in Table 7.2.
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((a))

((b))

((c))

Figure 7.4: Plots of actual and predicted PV generation for: (a) Training with Training
set; and (b) Training with Development set; and (c) Validating with Development set.
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PI = 0.76282(I)2 + 0.0007564(I)3 − 5.01237,
PAT = −5.98159(AT )2 + 0.272889(AT )3 + 0.002462(AT )4 + 2075.131,

(7.1)

PM T = −2.48192(M T )2 + 3.28784(M T )3 − 0.01324(M T )4 + 5869.02218
When compared with the PV prediction done using the input features of irradiance,
ambient temperature, and module temperature alone, which produced RMSE of the orders of 84 in training, 41 in training-development, and 62 in development phases, this
approaches reduces the gap between the error measures in the three phases, indicating
better generalization performance and reduced likelihood of overfitting.

7.4

Summary

This chapter proposed a unique combination of non-parametric regression, regularization, and MLP trained using PSO, to reliably predict PV generation. This combinatorial
model uses historical values of irradiance, ambient temperature, and module temperature
to make its predictions. However, it can be easily adapted to take as inputs the forecasts
of these three features by following the same methodology outlined in Fig. 7.1. The results achieved thereby will provide utilities with valuable information about future values
of PV generation that will in-turn enable better planning and generation commitment for
dispatch needs.
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CHAPTER 8
P.D.L.B.-I.P.M. TO IMPROVE A.C.O.P.F. CONVERGENCE AND ENSURE
SOLUTION OPTIMALITY
This chapter’s goal is to expedite the convergence of ACOPF under high penetration of
PV. The text in this chapter has been reprinted, with permission, from [6]. The chapter’s
overview is presented in Section 8.1, followed by Section 8.2 that defines the ACOPF
problem, which is an NP-hard non-convex nonlinear problem. Section 8.3 applies PDLBIPM to relax a BC-MILP problem in order to accelerate its convergence.

8.1

Overview

Fluctuations in PV generation dictates an enormous threat to the infrastructure of the future grid since it would make solving for voltage fluctuations, harmonics, flickers and
faults difficult. Such sources of power typically serve relatively stable and predictable demands. Thus, economic dispatch and unit commitment could be employed to adequately
respond to fluctuations by scheduling secondary sources of generation that supply deficit
power or absorb the surplus. The scheduling and dispatch of secondary generation is
done based on the variables of the grid, PV and storage, for which an ACOPF must first
be performed [172, 305–307]. Although functions such as OPF are currently performed
at least every five minutes preceding the contingency analysis for transmission systems,
higher frequencies ranging from a few tens of seconds for post-contingency might be required in the future systems with high penetration levels of PV due to rapidly changing
characteristics and states induced by their intermittent generation [23].
Hence, there is a significant need for these power system methods to be solved in an
accelerated manner. At the same time, the solutions must be accurate, since decisions
made based on less-than-optimal solutions could aggravate power quality and reliability
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issues. Accuracy of optimization problems like ACOPF or economic dispatch are determined by whether the solution is a global optimum or not. Hence, the objective is for
the problems to be solved quickly as well as accurately. While most methods in the literature employ heuristic and metaheuristic models such as PSO, genetic algorithm, and
other evolutionary algorithms, they do not always converge to an optimal solution, despite
solving the problem quickly, as will were briefly highlighted in Chapter 1.
Deterministic models, on the other hand, aim to always deliver a global optimum,
which makes them converge slower. However, methods like ACOPF cannot afford either
slow convergence or non-optimal solutions. Since it is expected, in accordance with the
projections by the Federal Energy Regulatory Commission (FERC) for the future high
penetration PV scenarios, that accuracy of ACOPF is as important as speed, only deterministic models are considered for comparison in this chapter. In [23] a deterministic
approach has been used to compute multiple local extrema for ACOPF problems. Global
solution techniques for solving the OPF models are however crucial in achieving overall
stable power system. ESU have been proposed as the solution for the regulation of PV
power variability in the form of ramp rate limitation [308]. Batteries and super-capacitor
can be used in smoothing PV ramp rate in real-time or day ahead operations.

8.2

ACOPF Problem Description

OPF is a general problem formulation that looks for an optimal solution to a specific
objective function subject to the power flow and other operational constraints such as
generator minimum output constraints, transmission stability and voltage, while satisfying those constraints dictated by operational and physical particulars of modern power
networks [309]. The objective functions can either maximize social welfare or minimize
generation cost for transmission systems, and minimize real power losses for distribu-
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tion systems. While approximating the ACOPF problem as a linear Direct Current OPF
(DCOPF) might help solving it faster, its solutions will not be applicable for the realworld system which is nonlinear and considers reactive power. Due to this very reason,
ACOPF is a complex, non-convex, nonlinear NP-hard problem [23].
The following equations represent the standard ACOPF in polar power-voltage formulation used in power systems, where the objective function is to minimize the cost of
generation [310]. As can be seen, this is a nonlinear and non-convex problem due to
constraints on the active power, reactive power, and thermal limit across the line between
the buses of the system. The cost of generation usually includes that generating both real
as well as reactive power. This is different from DCOPF which ignores reactive power
terms, voltage angle constraints and bus voltage magnitude constraints. FERC presents
an objective function that includes costs of both real as well as reactive power, proceeding
to use piecewise linear functions to approximate the cost function [311].

C(S) = C(P ) + C(Q)

(8.1)

This chapter considers C(Q) = 0 and C(P ) to be a quadratic expression; the objective
function is rewritten as:
min C(S) = min

X

xa Pa2 + ya Pa + za

(8.2)

aJ

In its polar form, ACOPF also sports nonlinear equality and linear inequality constraints, which are listed below. The equality constraints are concerned with real and
reactive power injected at a bus a, while the inequality constraints specify the bounds for
active and reactive power, voltage and the phase angle at buses a and b.
pa =

XX

va vb [uab cos θab + wab sin θab ]

aJ bJ
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(8.3)

qa =

XX

va vb [uab sin θab − wab cos θab ]

(8.4)

aJ bJ

vamin ≤ va ≤ vamax , ∀aJ

(8.5)

pmin
≤ pa ≤ pmax
a
a , ∀aJ

(8.6)

qamin ≤ qa ≤ qamax , ∀aJ

(8.7)

min
max
θab
≤ θab ≤ θab
, ∀a, bJ

(8.8)

2
2
p2ab + qab
≤ sab ≤ (smax
ab ) , ∀a, bJ

(8.9)

Further, for a given bus a ∈ J, the following can enforce active and reactive power
balances:
−
p+
a − pa =

X

pab

(8.10)

qab

(8.11)

bJ

qa+ − qa− =

X
bJ

It is noteworthy that the conductance and susceptance matrices grow sparser with
the increase in number of buses and transmission lines. In general, the density of its
conductance and susceptance matrices is given as [311]:
Φ=

card(J) + 2K
card(J)2

(8.12)

For example, density of the matrices for a 9 bus system with nine buses and six lines
is 0.26, while that for a 14-bus system is 0.22. As the system is scaled higher, density
drops further, which can be approximated to 3/B.
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8.3

The Proposed Work

PDLB-IPM generates a sequence of strictly positive primal and dual solutions to its problems, and converges when it finds feasible primal and dual solutions which are complementary [312, 313]. A general primal dual LP problem can be written as follows, with its
primal and dual components.
P rimal : min mT x; Ax = n, x ≥ 0
(8.13)
T

T

Dual : max n λ; A λ + η = m, η ≥ 0
A logarithmic barrier function using natural logarithm can be applied to the primal
problem that can be written as:
LB (x, µ) = mT x − µ

k
X

ln xi ; µ > 0

(8.14)

i=1

Now, instead of solving the original problem, the barrier function can be solved for
subject to the condition Ax = n. The Lagrangian for this problem can be defined as:
T

L(x, λ, µ) = m x − µ

k
X

ln xi − λT (Ax − n)

(8.15)

i=1

Here, the slack variable η is defined as µX −1 e, where the other notations are as mentioned in the Nomenclature. The solutions of these problems (x, λ, η) are characterized
by the KKT conditions:
AT λ + η = m,
Ax = n,
x ≥ 0,

(8.16)

η ≥ 0,
xi ηi = 0, 1 ≤ i ≤ K
It is imperative that as µ lim0 , optimal solution to the barrier approaches closer to
that of the original minimization problem. This problem is then solved repeatedly by
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undertaking Newton steps that reduce the current barrier function, and then decreasing µ
in the next iteration. Unlike strictly primal methods, this method computes, for (x, λ, η),
the Newton direction (x0 , λ0 , η 0 ), which can be written as the solution to the system of
equations in (8.17). Using this, the primal Newton algorithm can be rewritten using the
dual problem in (8.13) [314].



T

0 A

A 0


N 0

  

0
T
I  x  −(A λ + η − m)
  

 0 

0
 λ  =  −(Ax − n) 
  

0
X
−(XN e − µe)
η

(8.17)

Algorithm 4 shows the steps used to take the original NLP form of ACOPF and arrive at its relaxed form. The steps have been kept generic in accordance with the above
discussion. In order to establish a clear performance comparison between PDIP-NLP,
BC-MILP and PDLB-IPM, different metrics are identified. Convergence time in this context is the measure of the number of cycles it takes for a particular optimization model
to obtain a globally optimal solution [315]. Since models are deterministic, they almost
always converge to global optimum after the same number of cycles. This, hence, forms
a direct measure of the speed of convergence for ACOPF, which is one of the key goals
of this chapter.
Normalized Number of Iterations is the number of iterations the optimization model
undergoes before it stabilizes at the global optimum. Since the iteration limits for CPLEX
and PDIPM solvers are different, being 2147483647 and 150 respectively, a normalization
of the number of iterations is required for an effective comparison. In order to achieve
this, z-scores are used. The z-scores are computed from the mean and standard deviation
of the complete population of a dataset. A z-score of +k indicates that the value is k
standard deviations above the mean of 0, and a score of –k indicates that the value is k
standard deviations below the mean of 0. It is computed as [316]:
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Algorithm 4 Convexify, linearize and relax NLP ACOPF problem
1: procedure C ONVEXIFY AND LINEARIZE THE ORIGINAL ACOPF: (Apply the following to the non-convex line active and reactive power constraints, and line thermal limit constraints)
2:
First-order Taylor series expansion
3:
Binary expansion discretization
4:
Piecewise linear approximation
5: procedure R ELAX THE RESULTING LP FORMULATION OF ACOPF: (Apply a BC
algorithm)
6:
while active nodes remain in the tree do
7:
Solve for sub-problem, relax integer constraints
8:
Determine incumbent solution IS to objective function
9:
Compute MIP Gap between IS and optimal solution OS
10:
while cuts can be applied do
11:
if OS violates cut(s) then
12:
Add the violated cut(s) to that node, go to Step 7
13:
if node becomes infeasible then
14:
Prune from tree
15:
Go to Step 24
16:
if (node satisfies integral constraints && OS ¡ IS) then
17:
IS ← OS
18:
Go to Step 24
19:
else apply heuristics to infer new incumbent
20:
if Step 18 is True then
21:
Branch the node into new nodes
22:
Mark them as ”active”
23:
Go to Step 24
24: procedure R ELAX INTEGER VARIABLES OF RESULTING ACOPF: (Apply Primal
Dual Log Barrier IPM)
25:
Apply PDLB-IPM
26:
Rewrite minimization function by adding log-barrier
27:
Select a point (x0 , λ0 , η0 ) s.t. x0 is feasible for primal, (λ0 , η0 ) is feasible for
dual
28:
for l from 0 do
0
0
0
29:
Determine primal-dual Newton direction (x , λ , η ) using (8.17)
30:
Use new Newton direction from Step to determine step-length α by minimizing log-barrier subject to Ax = n
0
0
0
31:
Perform step update: (xl+1 , λl+1 , ηl+1 ) = (xl , λl , ηl ) + α(x , λ , η )
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z=

d − dˇ
σ

(8.18)

Percentage error between two models, where one is baseline and the other is estimated, can be defined as the percentage of margin between the baseline (exact) and estimated, with respect to the baseline:
%error =

8.4

|d − d0 |
× 100
d

(8.19)

Discussion of Results

The simulations are conducted on a single machine, an HP laptop with an Intel Core
i5-3230M CPU at 2.6GHz with an installed RAM of 8GB. The Operating System is
Windows 8, running on a 64-bit machine powered by x64-based processor. To simulate PDIP-NLP, MATPOWER 5.1, an add-on package of MATLAB, is used. In order to
simulate PDLB-IPM and BC-MILP, AIMMS 4.0 is used. Results obtained from the use
of two different software applications are still comparable because convergence times and
attainment of optimal solutions are dependent on the algorithms used by the solvers but
not the software application powering these algorithms.
The values of the objective function solved by PDIP-NLP and PDLB-IPM for different
IEEE systems is shown in Table 8.1 and Fig. 8.1. It can be seen that both the methods
converge to nearly the same optimal solution, dictated by the %-error margins that range
from as low as 0.314 to as high as 46.84 for different systems. It can be further observed
that the optimized cost is lower for the proposed PDLB-IPM than the baseline (PDIPNLP), especially for larger number of buses. This suggests that the proposed method
is more scalable in nature. These results were averaged by repeating the study multiple
times to reduce variability due to system factors.
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Figure 8.1: Optimal values for the objective function provided by PDIP-NLP and
PDLB-IPM
Table 8.1: Objective function values for PDIP-NLP vs. PDLB-IPM ($/Hr)

Buses

PDIP-NLP

PDLB-IPM

%-Error Margin

5

68656.36

73271.39955

6.722

14

125900.85

125505.4287

0.314

30

91384.668

76707.16249

16.061

57

1013067.1

538545.4287

46.84

118

2088966.7

1986547.895

4.903

Between PDIP-NLP, PDLB-IPM and BC-MILP, the convergence times (recorded in
seconds) is tabulated in Table 8.2 and shown in Fig. 8.2 for different systems. For smaller
number of buses, PDLB-IPM performs the fastest, followed by BC-MILP, and then PDIPNLP. However, as the number of buses increases from 30 to 57, BC-MILP shows a remarkably slower convergence speed when compared to PDIP-NLP. This is because of
increasing number of integer variables that increases the computational complexity and
hence delays convergence. However, PDLB-IPM still significantly has a faster convergence time, owing to the fact that some/all of its integer variables are relaxed.
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Figure 8.2: Convergence time between PDIP-NLP, BC-MILP and PDLB-IPM across the
five bus systems (in seconds)
Table 8.2: Convergence times of PDIP-NLP, BC-MILP, PDLB-IPM (seconds)

Buses

PDIP-NLP

BC-MILP

PDLB-IPM

5

0.34

0.09

0.03

14

0.41

0.22

0.05

30

0.76

0.3

0.17

57

0.9

1.76

0.44

118

4.37

6.53

1.34

As the system is scaled, convergence time for PDLBIPM increases only by a factor
of 1.3. However, that for BC-MILP increases by a factor of 6.4 and by a factor of 4 for
PDIP-NLP, clearly showing that the latter two methods do not scale well. This implies that
PDLB-IPM is not only faster to solve, but is also scaleble. Number of integer variables
in the problem was found to increase with system size, as shown in Fig. 8.3, where the
number increased nearly linearly from 288 to 8928, which was a lot lesser than the number
of integer variables observed in BC-MILP.
Number of iterations for BC-MILP was almost the same as that for PDLB-IPM. However, it can be observed from Table 8.3 that the number of iterations increased with an
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Figure 8.3: Number of Integer Variables in BC-MILP and PDLB-IPM

Figure 8.4: Normalized number of iterations between PDIPNLP and PDLB-IPM
Table 8.3: Number of Iterations and Normalized Z-Scores
Buses

PDIP-NLP

PDLBIPM

PDIP-NLP Z-score

PDLB-IPM Z-score

5

16

154

0.526

-0.793

14

14

588

-0.351

-0.739

30

18

4047

1.403

-0.303

57

14

7998

-1.228

1.642

118

16

154

0.526

-0.793

increase in number of buses. Since the iteration limits for CPLEX and MATPOWER are
vastly different, the values were normalized to obtain z-scores, shown in Fig. 8.4.
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8.5

Summary

PDLB-IPM is presented to have a faster convergence than other methods, scales well with
system size, and also converges to a global optimum. In order to validate this method for
such a scenario, the case study of ACOPF is demonstrated, considering a transmission
grid-tied PV system with nearly 50 to 60% penetration level. Realistic load profile and
PV generation profile for a period of two hours is collected for Miami, Florida, to conduct
this study. The ACOPF with an objective of minimizing cost of generation is solved by
first convexifying, then linearizing the problem using BC algorithm and relaxing its integer variables using PDLB-IPM. The method significantly reduced the number of integer
variables, but also guaranteed optimality being a deterministic method by nature.
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CHAPTER 9
CONCEPTUAL CYBERSECURITY FRAMEWORKS TO ACHIEVE P.V.
SITUATION AWARENESS
This chapter conceptually introduces two frameworks that complement each other to provide an enhanced PV situation awareness. Cybersecurity can be achieved in 4 levels:
device, communications, applications, and cognitive. A multidimensional holistic framework is introduced and elaborated in Section 9.2 to address the first three levels [1, 133],
and a tri-modular human-on-the-loop framework is introduced and elaborated in Section
9.3 to address the last level [2–4]. The text in this chapter has been reprinted, with permission, from [1–4, 133]

9.1

Overview

The target of successful cyberattacks summarized in Table 9.1 are data [317], and typically exploit one or more dimensions of the information assurance model: (1) Security
goals (SG)- confidentiality, integrity, availability, accountability, possession, and utility;
(2) State of information (SI)- information stored, processed, or transmitted; and (3) Security countermeasures (SC): technology (commercial off-the-shelf or in-house), assessments, and human factors [318]. Cyberattacks also exploit 4 levels of vulnerabilities:
device (vulnerabilities in hardware or firmware, memory and storage), communications
(vulnerabilities in communications protocols and encryption), applications (vulnerabilities in programs, user errors, insider threats, human-machine interfaces), and cognitive
(vulnerabilities in the human-machine cognitive gap). Most existing security models reviewed in Section 1.2 focus only on one or few of the dimensions and/or one or some
of the vulnerability levels. A holistic vision of PV cybersecurity is required to ensure
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Table 9.1: A Summary of Some Recent Cyber-Physical Attacks on the Smart Grid and
Other Critical Infrastructure
Source of Attack (*campaign sponsored)

Target of Attack

Year

Attack Specifics

Information Assurance
Characteristics Impacted

Vulnerability in
network firewall*

California ISO
(CAISO) web
servers

2001

Poor security
configuration during
planned system
maintenance

Integrity, availability, human,
assessment [319]

Stuxnet worm*

Programmable
logic controllers
at SCADA

2010

Exploits zero-day
vulnerabilities of PLCs

Confidentiality, integrity, storage,
transmission, assessment, human,
technology [320]

BlackEnergy malware*

Human-machine
interface of
utility control
systems

2011

General Electric’s (GE)
HMI targeted

Confidentiality, integrity, storage,
transmission, assessment, human,
technology [24]

Metcalf sniper attack

Pacific Gas &
Electric’s
transmission
substation

2013

Fiber-optic
telecommunication
cables were cut prior to
attack

Assessment, technology [321]

Spear phishing, Havex
malware for watering
hole attack*

ICS/SCADA

Until
2014

Espionage using OPC
protocol to map
devices on ICS
network

Confidentiality, integrity, storage,
transmission, human, technology,
assessment [322]

Trojan.Laziok
reconnaissance
malware*

Energy
companies

2015

Attackers gathered
information from
compromised devices

Confidentiality, integrity, human,
assessment, technology, storage

BlackEnergy3
malware*

Ukrainian grid
control centers

2015

Power outage to
220,000+ customers

Availability, integrity, assessment,
human, technology [323]

Industroyer or Crash
Override malware*

Pivnichna
substation ICS,
Ukraine

2016

Power outage to
one-fifth of Kiev

Availability, human, assessment,
technology processing [324]

WannaCry ransomware
cryptoworm

Computers
running MS
Windows
Operating
System

2017

Exploited EternalBlue,
a vulnerability in older
Win systems

Availability, technology, assessment,
storage, transmission

Dragonfly 2.0*

Western energy
sector

20152017

Spear-phishing,
Trojan-ware, watering
hole attacks

Confidentiality, integrity, human,
availability, technology,
assessment [325]

VPNFilter malware
(prevented
successfully)

Ukraine’s
chlorine plant

2018

Data exfiltration,
espionage

Confidentiality, availability, human,
technology [326]

situation awareness that encompasses all 3 information assurance dimensions and 4 vulnerability levels.
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9.2

A Multidimensional Holistic Framework

The framework, shown in Fig. 9.1, addresses the specific cyber-physical security requirements of PV, covers all 3 information assurance dimensions (SG, SI and SC) and 3 levels
of vulnerability (device, communications, and applications). In addition to confidentiality, integrity and availability, accountability (traceability of actions to the correct entity)
and the other characteristics of the Parkerian hexad: possession or control (no loss of
control or ownership of a still protected data), authenticity or non-repudiation (veracity
of the authorship of information) and utility (usefulness of information in its protected
form) are considered [327]. The domain requirements and solutions can be mapped to
more than one information assurance dimension. The relationship between information
assurance model dimensions and the framework’s solution dimensions are summarized
in Table 9.2. The details mentioned in the table are unique to the proposed framework,
wherein the existing methods and security models fail at capturing the same.

Figure 9.1: The multidimensional holistic framework for the business process security
of energy systems, distribution generation and ICS.
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Table 9.2: Relationship between the different information assurance model dimensions
and the framework’s solution dimensions
Dimension of the
information assurance
Model

Dimension of the
Framework

Details

Security Goals:
{confidentiality, integrity,
availability, accountability,
possession, non-repudiation,
utility}

Stakeholder engagement,
cryptographic techniques,
basic and stringent security
controls, layered defense
model, assessments, situation
awareness

Planning, standardization, policymaking,
assessments; data analytics and
visualization, machine learning,
math-driven modeling, moving target
defense, human behavioral analytics,
technology deployments, security
controls

State of Information:
{stored, processed,
transmitted}

Cryptographic techniques,
basic and stringent security
controls, situation awareness

Supporting role-based access controls,
Transport Layer Security versions
1.2/1.3, media access control,
recommended cipher suites, machine
learning, data analytics, moving target
defense

Security countermeasures
{technology, assessments,
human factors}

Layered defense model,
assessments, stakeholder
engagement

BlackRidge TAC, Seclab Denelis,
Albeado PRISM, NexDefense Integrity,
N-Dimension N-Sentinel,
cyber-governance, vulnerability and
physical security assessments, training,
awareness, certification, and qualification

To address PV cybersecurity requirements, the framework recommends different dimensions of solutions. These include stakeholder engagement (working groups, vendorutility interactions, standards development and certifications, knowledge sharing and drills),
cryptographic techniques (key exchange and distribution algorithms, session management
through resumption and renegotiation, enabling transport layer security, using message
authentication codes and digital certificates), a layered defense model (described in Section 9.2.2), and situation awareness (contextual data analytics, machine learning, moving
target defense and 3D visualization). These requirements and solutions might include
techniques not mentioned in this chapter.
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9.2.1

Dimension 1: Stakeholder Engagement

Thorough, confidential assessments of the cybersecurity business processes of different
organizations against benchmarked domains are required for two key reasons: to evaluate and provide insights into the security controls that are in place, and to provide a
prioritized set of actionable information for the identified gaps in security controls. The
authors at NREL have been conducting such business process assessments to evaluate
different organizations’ security postures. In this chapter, the solution domains of stakeholder engagement and assessments have been applied to conduct technical and physical
assessments for PV devices with the DOE C2M2 framework as the reference. Results
from stakeholder engagements and assessments provide enough confidence on the effectiveness of the proposed multidimensional framework to deliver useful insights into
the status of organization-level protocols, technical gaps, and prioritized investments in
cybersecurity.
The constitution and congregation of multiple vested interests will be possible only
through dynamic, constant interactions between different stakeholders. The authors at
NREL are active proponents and practitioners of this solution dimension of the holistic
framework, and have applied it to four areas: securing PV devices and servers, securing the network architecture, defining access controls, and ensuring protocol and communications security. Each engagement process works through an associated objective.
The objective of each of the aforementioned engagement initiatives are, correspondingly:
defining a standardized procedure for PV device and server vulnerabilities; creating PV
control network topology requirements and interface rules; classifying data types, associated ownership, permissions, and protection mechanisms; and defining requirements
and draft language for data-in-transit security rules. Preliminary results from the continued stakeholder engagement has been channeled towards the drafting and development of
certification procedures for device and communications-level security of PVs, which will
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Figure 9.2: Test setup for validating the layered defense model on PV
soon be approved to be part of the UL standards [328]. This is an ongoing research effort,
and hence, further discussion of this solution dimension is reserved for the future.

9.2.2

Dimension 2: Layered Defense Model

The model, integrated into the Security & Resilience Testbed (Fig. 9.2), ensures endto-end security using commercial technologies and binding them through robust cybersecurity principles across the OSI Basic Reference model and the semantic and business
process drivers of the GWAC interoperability stack [247, 248, 329, 330].
The model comprises 3 sites (Enterprise, Substation A, and Substation B), 3 virtual local area networks (VLANs) configured on a Cisco 3850 switch (IT, OT and management),
and 2 networks represented by Cisco 3850 switch (bus, field) [331]. It is equipped with
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Table 9.3: Tools of the Security & Resilience Testbed
Name of the Tool

Purpose

Protection Against

Cisco Layer 2/3 switches

Represents Bus and Field networks

Unauthorized, unintended
communication across network nodes

BlackRidge TAC

Inline blocking

DoS, reconnaissance, port scans

Seclab Denelis Modbus Airlock

Inline blocking; inspection of peripheral
devices prior to connecting with the testbed

Unauthorized access to field equipment
on Modbus TCP server, malware, insider
threat

Albeado PRISM

BPL security, ensuring consistency across data
protocols

Data fuzzing

N-Dimension’s N-Sentinel

Enhancement of Snort IDS, anomaly detection

Anomalies due to malware/error, data
fuzzing

NexDefense Integrity

Network anomaly detection

Unauthorized communications

Syslog server in enterprise VLAN

Collect syslog events from all devices in
testbed

Undetected cyber-events

Codenomicon/Synopsys

Static Code Analyzer

Poor coding, backdoor routines, data
tamper

Hypervisor/Virtualization

Fault tolerance, disaster recovery, business
continuity, another layer of security using host
firewall

Unauthorized, unintended
communication across network nodes

a complete SCADA control system architecture with a modular communications and cybersecurity layer. The bus network contains the advanced substation platform (ASP) and
the field network is formed by connecting field devices such as electric vehicle chargers,
energy storage and a PV simulator with smart inverters, and other distributed sources to
the substations in a plug-and-play manner. The layered defense is achieved using different
tools summarized in Table 9.3.
The novelty of the model is in the use of 5 advanced technologies for malicious event
detection and mitigation: BlackRidge Transport Access Control (TAC), Seclab Denelis
Modbus Airlock, N-Dimension N-Sentinel, Albeado PRISM and NexDefense Integrity:
TAC: This inline blocking tool protects critical power system nodes from unauthorized
access and denial of service (DoS)-style attacks by employing TAC, which binds cryptographic tokens to sender identity credentials to ensure TCP connection requests are
authentic [332]. It employs a least privilege model to limit risks from third-party products
by configuring policies to access only specific system servers, and accounts for clock drift,
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clock skew and packet loss to prevent replay and brute force attacks. Between the trusted
host T H (network endpoint given access to a BlackRidge-protected asset) and protected
resource PR (network-attached asset protected by a BlackRidge gateway), one gateway
exists for token creation and the other for token resolution. Let skey be the symmetric
key, H be the hashed message authentication code calculated using SHA-256, M D5(·)
be the MD5 checksum computing algorithm, KeyGen(·) be the key generating algorithm
and T be the hash token embedded by the gateway in the sequence field of the TCP/IP
packet header. The steps outlined in Algorithm 5 happen during the TCP handshake when
T H initiates the session [333, 334]:
Algorithm 5 TCP Handshake when T H initiates the session
1: Generate skey. skey := KeyGen(rand)
2: Generate checksum to validate integrity during skey export or import between
gateways. chck := M D5(skey)
3: Create static identity, IDT H := {T H, skey, H}
4: Configure T H and link it with IDT H
5: Export skey from T H to PR using TLS session
6: Configure PR similar to steps 2-4 using skey
7: Create rule at PR for packets from T H
8: T H creates hash token, T := H(IDT H )
9: T H embeds T in Sequence field of SYN packet header
10: PR extracts T , computes its own hash T 0 . Is T 0 = T ?
11: PR ascertains static identity, IDT H , of the host
12: PR looks up the rule for IDT H and completes handshake

Denelis Modbus Airlock: ID/IPS with bidirectional Modbus TCP communications; compatible with Syslog, network time protocol (NTP); enforces hardware compliance with
Modbus syntax and conducts application-layer filtering on Modbus function codes; employs two gates (A and B), each with one RJ45 and one universal serial bus port [335],
and separated by a slot. Clients (masters) connect to the listener ports on Gate A, and
servers (slaves) connect to remote ports on Gate B. A hardware-layer filter is used to inspect grid simulation Modbus TCP messages and forward them upstream to SCADA and
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downstream to PV nodes such as MCSs [331].
Integrity: This is for direct visibility, insight and awareness of risks without compromising performance and productivity; passive asset discovery through switched port analyzer
ports and network tap devices, visualization of asset connections, data flows, protocols
used, etc., and identification of design issues and misconfigurations [336]. It provides
a unified interface for asset management, awareness and protection in environments of
distributed generation and ICS [337].
PRISM: This is an analytics-prediction-optimization tool to ingest enterprise IT and OT
big data of an operational ecosystem to detect anomalous points. Its anomaly detection
model focuses on the business processes that consume or are invoked through a message.
After running in a learning mode, PRISM operates in production mode, dynamically ingesting and learning business rules to identify a violating message packet. The more
packets it ingests, the “smarter” it gets.
N-Sentinel: This comprises network sensors, cloud-driven intelligence for descriptive
and behavioral analytics, and is meant to do on-demand or scheduled vulnerability assessments of networked IP assets. The network sensors can be integrated at different points
of the IT, OT or Web application networks that non-intrusively monitor the inbound and
outbound traffic on the fly [338]. N-Sentinel generates reports for proactive threat mitigation and ranks the identified and characterized threats for severity or urgency [339]. The
ranking considers three levels of priority: Priority 1 is an imminent or significant critical
threat, Priority 2 is a significant but not immediate warning, and Priority 3 is a caution,
where the threat is suspicious but not threatening.
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9.2.3

Dimension 3: Cryptographic Techniques

To ensure device and communication-level security, it is important to protect the communications interfaces of the device endpoints. The authors at NREL are leveraging the
solutions prescribed in this dimension to build and deploy low-cost cryptographic modules that will be capable of mitigating the effects caused by cyberattacks such as MITM.
The framework will be used to define the hardware and software interfaces for the gridedge devices that will then provide distributed cryptographic services to power system
devices. The module’s interfaces will then be built into the power system devices. Further discussion of this work is beyond the scope of this chapter, and is reserved as a future
work.
Storage, processing and transmission within SI are mapped to cryptographic techniques addressing basic and stringent security controls. Although basic controls are
mandatory for the domain’s security, stringent controls provide an additional layer of
security against infiltration from outside networks. Solutions to enforce basic controls are
periodic patching, role-based access control, IT-OT-management network segmentation,
strong password hygiene and selective encryption. Stringent control requirements are
met through the adoption of the transport layer security (TLS) to support cryptographic
methods (Rivest-Shamir Adleman, elliptic curve cryptography, Diffie-Hellman), session
resumption and renegotiation, message authentication code and certification authorities.

9.2.4

Dimension 4: Situation Awareness

Situation awareness comprises three levels: perception, comprehension, and projection,
which are incorporated into a complementary tri-modular human-on-the-loop framework
in Section 9.3.
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9.2.5

Benefits of the Multidimensional Holistic Framework

By evaluating the different dimensions of the framework, the following recommended
best practices are derived. These practices are intended to be used by cybersecurity analysts, engineers and architects at utilities when purchasing a product from vendors to
ensure strong cybersecurity business processes are met before system integration and validation. In addition, adherence to the critical security controls of the SANS Institute
should be ensured [340, 341]. The product should use or be equipped with:
1. Strong username-passwords: Use long passwords with alphanumeric and special
characters, and a length of at least 12. Do not use whole words, personal or professional data, or sequences of alphabets and/or numbers
2. Single sign-on: Use lightweight directory access protocol, Kerberos, network information service
3. Encrypted traffic: Understand protocols for putting data packets together and sending/receiving them over networks. Consider encryption before transmission and
decryption after reception at every node of the network, ensuring it does not introduce performance overhead
4. AES 128 or better encryption: Include auditing of a sample after rollout in encryption policies to avoid issues during deployment. Have role-based access control and
strong key management processes
5. Public key infrastructure: Guarantee a chain of trust using software, hardware,
policies and user roles for secure user authentication, connections between two
trusted users, software integrity validation, etc.
6. Digital certificates: Validate digital signatures and verify the legitimacy of certificate issuer. Use CRLs and certificate authorities for managing and revoking
certificates
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7. Two-factor authentication: Augment Recommendation 1 with smart cards, tokens,
one-time passwords, certificates
8. Tamper resistance: Include last-gasp alarm, self-ejection from system, and immunity from registries to be overwritten to avoid operation in defective states
9. Emergency access: Create breaking-glass accounts for communications and remote
access downtimes
10. Intelligence-driven algorithms: Use machine learning, pattern recognition, predictive analytics and contextual data mining for event classification, anomaly detection
and alerting against advanced attacks
11. Security management: Use Windows Active Directory and remote access for security management. Integrate internal, customizable firewall for flexible security.
12. Possess Syslog alarming and integration capabilities
It is worth noting the different users of a typical organization who would benefit from
using the proposed multidimensional framework. To protect a critical infrastructure, major requirements must be met, which include, but are not limited to the content in Table
9.4. The framework’s applicability to any critical infrastructure makes it adaptable to
any multi-site information system in any industry vertical that has real-time transactions
between end-users, end-systems or both.

9.3

A Tri-Modular Human-on-the-Loop Framework

Appropriate, timely decisions are vital for the proactive mitigation of cyberattacks. However, much of the strategies in-place are reactive (mitigation is initiated after an attack
is detected) and do not present the human security analysts with contextual information.
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Table 9.4: Potential benefits of the proposed holistic multidimensional framework
Critical Infrastructure Security
Requirements

Dimension of
the information
assurance
Model

Framework’s Solution Dimension that Benefits

Capabilities to manage dynamic threats
and grid’s cybersecurity posture

SG, SC

Stakeholder engagement, layered defense model, basic and
stringent security controls, assessments

Strengthen cybersecurity capabilities

SG, SI, SC

All solution dimensions of the framework

Enable prioritized actions and
cybersecurity investments

SG, SC

Stakeholder engagement, layered defense, security
controls, assessments

Enable consistent evaluation and
benchmarking of cybersecurity
capabilities

SG

Stakeholder engagement, layered defense model,
assessments

Share knowledge and best practices

SG, SC

Stakeholder engagement, layered defense, security
controls, assessments

Access change and configuration
management

SI, SC

Cryptographic methods, security controls, situation
awareness, layered defense, assessments

Threat and vulnerability management

SI

Cryptographic methods, security controls

Supply chain, handling external
dependencies

SG, SC

Stakeholder engagement, layered defense, security
controls, assessments

Workforce management

SG, SC

Stakeholder engagement, layered defense, security
controls, assessments

Cybersecurity program management

SG, SI, SC

All solution dimensions of the framework

Thus, the analysts spend more time contextualizing the data, and less time understanding it, and this cognitive gap has been of great advantage to attackers. This creates the
impetus to introduce a framework that enables contextualization of information from heterogeneous sources and acts as a single platform for the analysts to monitor, detect, and
act upon dynamic grid events in a time-constrained environment to improve the overall
situation awareness.
The framework shown in Fig. 9.3 has: 1) Data Module (DM) comprising NiFi for
creating the dataflow pipeline, Kafka for busing of records, Apache Spark and Python for
modeling the required analytics, Elasticsearch (ES) for indexing and storing data in a distributed cluster environment, and Kibana for interactive visualization of results; 2) Classification Module (CM) comprising a Long Short-Term Memory (LSTM) neural network
for classifying the processed data from DM likely as “abnormal” and “normal” datasets,

133

Figure 9.3: The Proposed Tri-Modular Framework
wherein the data tagged “abnormal” will be further classified based on whether the likely
abnormality is potentially due to “natural” or “malicious” causes; and 3) Action Module (AM) comprising naturalistic decision-making for time-critical situations and rational
decision-making for non-time-critical situations, both of which explore datasets classified
by CM as “malicious” in relation to cognitive parameters specific to individual or groups
of users and enterprise parameters specific to the utility, and arrive at possible decisions
that the users can make [342]. This framework is not designed to replace security tools or
employees at utilities, but to intelligently bridge the two.

9.3.1

Data Module (DM)

The DM has 4 engines: data sources (Section 9.3.1) that includes the communication
channels between raw data sources and the DM, ingestion and processing (Section 9.3.1),
transformation and management (Section 9.3.1), and interim visualization (Section 9.3.1).
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Figure 9.4: Architecture of the Data Module
Table 9.5: Different Tools used to Implement Data Module
Technology
Name

Data Module Engine

Purpose

NiFi

Data Sources

Convert, validate and route data source to Kafka
Broker

Kafka Broker

Data Sources

Resilient stream publisher or consumer

Apache Spark

Ingestion and Processing

Stream consumer and processor

Elasticsearch
(ES)

Transformation and
Management

Distributed Document store database

Kibana

Interim Visualization

Data exploration and dashboard creation

The architecture of DM, shown in Fig. 9.4, satisfies two key requirements: be scalable
across a utility’s enterprise, information technology, and operational technology domains,
and support rapid read-write speeds over high volumes of data streams that arrive at different time instances.

135

Cluster Setup
DM’s cluster uses 12 computers (nodes), 10 of which have Intel Xeon 20-core processors,
1 with a Tesla P100 general purpose graphical processing unit (GPGPU) for accelerated
job execution, and the other, hosting a file server to store data sources. This secure cluster
can support either a local network or a cloud environment to interconnect the DM’s different engines. Each node has a fully qualified domain name (FQDN) within the network
that allows connectivity when the dynamic host control protocol is used.
Data Sources
The types of data fed into the DM can be broadly classified into “field” and “enterprise”,
where field data encompass both operational and non-operational data collected from
multiple grid-edge and field devices. These devices typically report the physical state
of the grid, and transmit packets in varied intervals that accumulate over time into large
volumes. Some field datasets include values from synchrophasors, intelligent electronic
devices, or smart meters (AMI and feeder-level). The enterprise data is limited to the
perimeter of the utility infrastructure that includes the traffic between and within the segmented or aggregated physical or virtual networks, and the log files from automated tools
such as intrusion detection and prevention systems.
Ingestion and Processing Engine
To ingest streams of time-series data, this engine integrates Apache NiFi and Kafka.
The initial dataflow is structured through a series of NiFi processors, where data are abstracted using flowfiles that represent the path the data will take. Once a flowfile reaches
a processor, an appropriate operation is applied to the actual data to which the flowfile
points. In this implementation, the source data is decompressed into byte code, converted
into comma separated values (CSV), and split into individual records. These records
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are then sent to a Kafka Publisher. Kafka uses a publisher-subscriber model where the
Publisher has two topics, and this Publisher buffers its output queue while waiting for a
Subscriber [343]. A Kafka Subscriber client is written into an Apache Spark program so
that the Kafka stream can be accessed in Spark directly. This engine can be integrated
into the utility infrastructure to have its data intake from an existing data warehouse or
data lake.
Historical batches of weather and energy consumption are provided in CSV format,
with new, incoming data captured in streams. To ensure a common data format, the DM
manages dataflow among multiple internal systems across varied time intervals, and uses
NiFi’s dataflow automation mechanism for conversion and processing. The data is transformed into JSON only taking the information required for modeling and visualization.
Using NiFi to streamline Data Sources: Input sources of data are routed by NiFi to
streamline the creation of new dataflows using its directed graph interface. Within this
environment, input processors support a range of protocols from transport and application
layers of the OSI model, such as Transmission Control Protocol (TCP) with TLS, or
hypertext transfer protocol over secured socket layer (HTTP/S). Alternatively, reading
can be performed directly from the local disk or existing databases. The DM uses NiFi
because: (1) of the ease and speed with which dataflows can be created, (2) it is a rich
data provenance system, (3) supports clustering, flow template management and backpressure, (4) supports interconnecting different systems, (5) offers queue priority controls,
and (6) allows operations such as filtering and validation. The datasets are decompressed
into byte code files that contain delimiters to split records such that blocks the size of
50, 000 records each are formed. Each block is split into a series of single records and
passed to the Kafka broker for downstream busing.
Using Kafka Broker for busing: Kafka has two main entities: the publisher and the
subscriber. A client program is written for the publisher and subscriber endpoints, but
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Kafka internally handles the stream storage and synchronization between publisher and
subscriber. To implement the broker, the publisher hosts a topic, and a subscriber subscribes to that topic. In this implementation, an even and odd topics based on the smart
meter ID was used to split the total consumers into two Spark stream processing contexts.

Transformation and Management Engine
Apache Spark is used for event stream processing, with Kafka Subscriber as its stream
source, to automate monitoring and assessments [344]. Requiring real-time performance
with guaranteed accuracy, this engine has been integrated with machine learning models such as classification and regression trees (CART) and K-means clustering [9, 135].
Rolling window-based map reduction on stream data shrinks the volume of energy consumption data for analyses that do not require high resolution data, thus reducing storage
requirements.
Spark stream processing: Apache Spark, with its APIs for customization, leverages a
distributed computing cluster architecture. Spark analytics engine is used to implement
correlation to study the relationship between weather and energy consumption, CART
regression to predict energy consumption trends, and K-means clustering to group consumers based on their energy consumption behaviors. Required input variables are retrieved from ES and input into a Spark operation. This design model overlaps in principle
with that of the utility NOC/SOC that also believe in segmentation of networks to ensure
modular security. Therefore, the engines of DM accelerate the process of integration and
deployment, and reducing the risk of interoperability challenges.
ES as a distributed document store: ES is a distributed JSON-based storage, analytics
and search engine [345]. It can fetch, index and store complicated real-time data structures in a serialized format as JSON documents. In ES, documents are mapped entirely
into physical and virtual memories, and are stored into an index, where each index is
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split into shards according to the ES design [346]. By relying on memory as the primary storage medium, ES performs well for rapid reads and writes, thereby referred to
as hot storage. ES also supports a REST application programming interface and a Java
programming API for communication and data transfer.

Interim Visualization Engine
Kibana plays an important role in providing an interactive user interface (UI) for the processed data indexed in the ES nodes. It enables the NOC/SOC user to configure, explore
and visualize the contextualized data on a need-to-know basis. The UI is dynamically updated every time new data arrives and needs minimal technical support for its operations.
ES and Kibana are designed to evolve together and remain highly compatible. Using
Kibana, time-dependent/independent and geospatial visualizations can be designed.

9.3.2

Classification Module (CM)

For a given time period T , let the time-series dataset processed from DM and found stored
(1)

(T )

(2)

in ES be represented as X = {xi , xi , ..., xi |i ∈ N }, where N denotes the set of
locations from where data points were collected. For each location i ∈ N , the measure(t)

ment xi

∈ Rm represents a comma-separated vector of m attributes, encapsulated by

Field and Enterprise data described in Section 9.3.1.

Long Short-Term Memory (LSTM)
The LSTM is a specific type of the RNN, which overcomes the vanishing gradient issues [347]. The LSTM architecture has a chain structure similar to the RNN, but there are
four layers of neural networks, each with a hidden layer. In addition, the LSTM is fully
connected with cells, and each cell at time-step t is composed of three gates: (1) the input
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i(t)

to regulate the amount of the LSTM input data xi at time-step t; (2) the forget

f (t)

to regulate whether the information to be transferred from the time-step t − 1 to

gate z i
gate z i

(t)

o(t)

the time-step t; and (3) the output gate z i

to regulate the amount of the LSTM output

data at time-step t. The architecture of the LSTM can be calculated iteratively through
the following equations:
o(t)

i(t)

(t)

f (t) T

[z i , z i , z i , z i
(t)

f (t)

ci = σ(z i

)

(t−1)

+ Wx xi + b,

i(t)

tanh(z i ),

o(t)

tanh(ci ),

] = Wh hi
(t−1)

ci

+ σ(z i )

(t)

hi = σ(z i )

(t)

(t)

(9.1)

(t)

where Wh ∈ R4n×n and Wx ∈ R4n×m are the LSTM weight matrices, and b ∈ R4n is the
bias vector. The

operator denotes the element-wise product between the vectors, and
(0)

the σ(·) represents the sigmoid function. For the given states hi

Figure 9.5: Architecture of the Classification Module
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(0)

∈ Rn and ci

∈ Rn ,

the LSTM can trained using backpropagation through time.

Applying LSTM to CM
The goal of CM is to take incoming streams of data from DM as inputs and classify them
into one of the four categories: Error- potentially a device, application or communicationlevel error (e.g., communication failure, measurement error, mis-calibration, unresponsive polling registers); Natural- result of an environmental event (e.g., fault due to lightning strikes or salt deposition from rainwater, extreme weather events like hurricanes);
Malicious- result of an impending or successful attack; and Normal- does not belong to
any of the prior categories. Smart grid is a cyber-physical system with strong interdependencies between physical and cyber realms [317]. Since the utility has systematic and
well-developed methods in-place to deal with Error and Natural datasets, the CM lays its
focus only on the Malicious datasets. LSTM does not require feature engineering but the
model can be supported with rationales shown in Fig. 9.5 during the training phase.
The CM is trained using backpropagation through time to correct its weights, and
during the testing, it takes processed data vector X from ES. It is the output from the
current unit that would be one of the four categorical variables. The data categorized as
Malicious is read by AM from ES for decision-making. While security tools could have
false positives, feeding them through CM would help detect and correct them prior to
visualization.

9.3.3

Action Module (AM)

To understand the significance of this module, smart grid’s cyber-physical view must be
augmented with a third, more subjective realm called the cognitive realm. It includes both
human behavior as well as performance characteristics, and completes the circle of smart
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grid security. The Data-Information-Knowledge-Wisdom hierarchical model describes a
pyramid representing the transformation of raw data from sensors to information through
cybersecurity tools, then into knowledge (captured by DM and CM) and finally to wisdom
via appropriate cognition and decision-making [348]. The decision-making models are
embedded in cognitive models, which are in-turn built within a cognitive architecture,
and account for gaps in cognition, knowledge, semantics and network. Utilities may have
situations where it is required to model not only an individual’s situation awareness but a

Figure 9.6: Architecture of the Action Module
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team’s where different individuals have parts of information that when combined would
complete the picture.
As shown in Fig. 9.6, the parameters that contribute to individual or shared situation awareness can be grouped into two sets: cognitive parameters- the traits that define
the mental model of and differentiate the human users summarized in Table 9.6. It captures how different users might respond to the same situation differently; and enterprise
parameters- the traits which define the utility’s predefined expectations from the users.
These expectations might differ across organizational units, job profiles, and can be disrupted when the time or mission is critical. These parameters are also fostered by the
utility policies and governance rules. These two sets of parameters enrich the decisionmaking model, making it unique to each individual or team, thereby leveraging the maximum potential of DM and CM and catering it best to the needs of the user(s).

Naturalistic Decision Making (NDM)
Its main objective is to describe how people make decisions in real-world settings under
time-critical situations, where cognitive parameters like degrees of trust and correctness,
cognitive stress, and prior experience are considered [349]. Specifically, RecognitionPrimed Decision (RPD) is one popular model to describe how people make effective
decisions using their experience, which can be categorized into two parts including the
situation recognition and the solution generation. For situation recognition, the module
acquires the most important features from the current situation and then compares them
with corresponding features saved in its working or short-term memory based on the past
experiences. The situation can be confirmed if the totally same features can be founded
in the memory parts. The corresponding solution is then recommended. If it is a partial
match, the module seeks more information or reassesses the situation until it secures a
match. However, if the situation is completely unfamiliar (no match), the module checks
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for the availability of a best action in its long-term memory that could have been recorded
in distant past. If there is no match there, it elicits more information until it either discovers a match in long or short-term memory and recommends the associated decision.
Based on the identified situations in the module’s memory, the current situation evaluation and assessment will first produce the most relevant cues, which can be implemented
to summary the situation in high-level. The expectancy can also be derived to measure
the accuracy of the current situation evaluation [350]. In addition, the expectancy derived in the current situation will be compared with the expectancies stored in the long or
short-term memory. The current situation will be classified into a false if the derived expectancy is less than the stored expectancies. Therefore, the more information is needed
for the current situation evaluation. Finally, the module implements mental simulations
to experiment actions derived from the recognized situation. Due to time-criticality, they
might not consider all cognitive and enterprise parameters.

Rational Decision Making (RDM)
It is used for generating optimal actions based on current situation when timeliness of
the decision is not critical [351]. Note that timeliness in this case is only relaxed in
comparison to NDM but not eliminated. It consists of: 1) monitoring process, which
collects the data, in this case, the Malicious data from ES, and 2) decision process, which
converts current expectations based on collected measurements into an action selection
using the stochastic control theory.
To understand the course of an optimal decision process, we define the deadline respect to go-trials as Dt , a cost function on each trial to be cc per unit time, a penalty for
choosing to respond on a stop-signal trial as cp . If the trial termination time is denoted by
τ with τ = Dt when no response is taken before Dt , and τ < Dy otherwise. The optimal
decision policy intends to minimize the average loss:
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Table 9.6: The Different Potential Users of the Tri-Modular Framework.
Category

User Title

User Role

Framework’s Benefit

Module

OT

Operator

Initiating incident response at physical
realm, system alarm diagnosis, grid
voltage management, preventive
maintenance scheduling, system
monitoring during storms, interact with
reliability coordinators and system
operators

Better coordinated response from IT
teams in the event of suspicious activities
on the grid, well-informed insight into
the cause behind high-priority or
mission-critical incidents

DM, CM

OT

Dispatcher

Crew dispatch and tracking to restore
outages, updating Outage Management
System, update member account and
meter information, coordinate with
operators to schedule tickets prior to
crew repairs

Improvised outage log data management
and processing for easier analysis and
decision-making

DM

IT

Security Analyst

Vulnerability assessment of software,
hardware and network, recommendation
of solutions and best practices, incident
diagnosis, security policy compliance

Prioritization of detected vulnerabilities
and recommended solutions to recover
damaged data or assets

DM, AM

IT

Security Engineer

Monitoring logs, forensic analysis,
incident detection and response,
investigation of new technologies to
enhance security

Can leverage functionalities to determine
context across heterogeneous datasets
that will expedite monitoring and
analysis

DM

IT

Security Architect

Design of security infrastructure and its
components

Lower interoperability challenges helps
in adapting design to utility needs

All

IT

Security Administrator

Installation and management of security
systems of the enterprise

Little to no new security systems need to
be managed or installed

All

IT

Security Specialist

Any of the above, protection against
malware, record-keeping of prior
incidents, attack vectors and threat actors

The framework assists them on
conducting such tasks at a faster pace,
thereby reducing their stress

AM

Lπ =cc (τ ) + cp rP (τ < Dt |s = 1) + (1 − r)P (τ = Dt |s = 0)
(9.2)
+ (1 − r)P (τ < Dt , δ 6= d|s = 0)
Since minimizing Lπ over the policy space directly is computationally intractable, the
dynamic programming provides an iterative relationship in terms of the value function
(defined as cost here) where a ranges over all possible actions:
Z
t t
V (b ) = min[ p(bt+1 |bt ; 1)V t+1 (bt+1 )dbt+1 ],
a

(9.3)

Applying NDM and RDM to AM
As defined earlier, NDM and RDM heavily rely on two sets of parameters: a) Cognitive:
it includes the degree of trust (∈ [0, 1]) influenced by data accuracy, completeness, and
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availability; the degree of correctness (∈ [0, 1]) quantifies data consistency and plausibility; stress- predetermined tasks that users must perform in a given time window; biaspartiality that users might show to address specific tasks before others; ease of use- user’s
level of comfort in interacting with the modules; prior experience- a catalog documenting
responses to different situations in the past; belief - user’s personal judgment and evaluation of specific tasks; and memory- most frequently accessed actions in the short-term
and archived actions in long-term; and b) Enterprise: it includes goals and objectives
defined for the users, the criticality of events to the mission, the timeliness of response
warranted, and the shared and adversarial natures of situation awareness. Unlike the content displayed by the interim visualization engine which is standardized, the information
from AM will be subjective, trained to improve the performance of users.

9.4

Summary

To address the 3 dimensions of information assurance and cover the device, communications, and applications-level vulnerabilities, this chapter proposed a multi-dimensional
holistic framework. It elaborated on NREL’s layered defense model equipped with advanced technologies for inline blocking, situation awareness and anomaly detection. A
qualitative discussion understood each solution dimension posited and 12 best practices
were recommended for utility analysts to ensure a strong cybersecurity business process
before integrating third-party products into their infrastructure. To cover the cognitivelevel vulnerabilities, this chapter described a tri-modular human-on-the-loop framework,
detailed the architectures of DM, CM and AM, and also provided a discussion of the architecture and functions of the DM before summarizing the framework’s benefits to utility
NOC/SOC analysts.
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CHAPTER 10
CONCLUSION AND FUTURE WORK
This chapter presents the concluding summary of the chapters and highlights future directions of research.

10.1

Conclusion

The primary goals of this dissertation have been to enhance the operational visibility and
situation awareness of PV systems for electric utilities to enable advanced power system
functions. To achieve these goals, this dissertation proposed, designed, implemented and
validated different statistical and machine learning models that, when applied in concert,
contribute to overall grid reliability and resiliency. Specific system models were designed
for validation, defined in this dissertation in the form of 3 unique case studies of realworld PV systems at commercial or utility scales.
Chapter 3 analyzed existing and emerging big data standards and CMM, and explored
how they can be adapted to PV. It summarized the aspects of big data attributes and
lifecycle stages, application domains, and categorization groups, then mapped big data
standards and CMM to these four aspects. Gaps in existing standards and CMM for PV
were identified and mapped to these aspects for 10 widely known use-cases. Using the
mapped aspects and the 10 use-cases as common points, big data standards were mapped
to fill the identified gaps. A similar process was repeated for the CMM.
In Chapter 4, the missingness mechanism for PV data was studied. Different imputation methods were applied, and their performances compared. Results showed that among
the six methods, KNN and random forests performed the best. The results were also verified by feeding the imputed datasets as inputs to a 5-layer MLP to predict PV generation.
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The conclusions from this work can be used by utilities, PV system owners, installers,
and analysts who work with the data from PV systems for higher-level analytics.
The goal of Chapter 5 was to accurately estimate PV generation using HDMM and
validate it for Systems M and D. Results show that for System D, production ratio calculated using HDMM averaged at 1.028 while it was 4.618 with BEM. The corresponding
values for System M were 1.03 and 0.924. Following this conclusion, HDMM was used
to compute different PV performance metrics in Chapter 6. Correcting PR to average
module temperature reduced the variability of the metric by 26% for System M and by
57% for System D, making it less influenced by seasonal changes. The side-by-side
comparison of yield and capacity factor show that System M utilized its net generation
capacity better than System D. EPI and PPI are the recommended metrics to compare
performances of the two systems. Although the fluctuations in the EPI across the months
was greater for System M, PPI values were most consistent for this system, implying
that a given point of time, it is more likely that the production of System M is better than
that of System D. During the eclipse of August 21, 2017, System M showed a slower increase in performance during the eclipse peak despite being larger in generation capacity
than K. The steeper drop in these parameters for System K showed a pronounced effect in its PPI increase. Chapter 7 proposed a combinatorial model using non-parametric
regression, regularization, and MLP trained using PSO to achieve reliable prediction of
PV generation that can later be used with forecasts of features to make corresponding
generation forecasts.
Chapter 8 validates PDLB-IPM on IEEE bus systems to expedite convergence of
ACOPF, considering grid-tied PV with nearly 60% penetration level. ACOPF was solved
by first convexifying and linearizing the problem using BC algorithm and then relaxing
its integer variables using a PDLB-IPM. The method significantly reduced the number of
integer variables, but also guaranteed optimality being a deterministic method by nature.
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Chapter 9 proposed a multidimensional holistic framework to address the vulnerabilities at the device, communications, and applications-levels of PV, which uses solution dimensions mapping to various dimensions of the information assurance model. It
recommended 12 best practices for utility analysts to ensure a strong cybersecurity business process at the three levels before integrating third-party products. A tri-modular
human-on-the-loop framework for proactive resolution of cognitive-level vulnerabilities,
followed by a detailed description of the architecture of its three modules: DM, CM and
AM was described next to reduce the cognitive gap and increase overall situation awareness.

10.2

Recommendations for Future Work

The overarching objectives of this dissertation have significant opportunities for future
research. These open research challenges are listed as follow:
1. The identification of big data computing platforms and application of recent paradigms
such as fog computing to manage data from PV systems at a large scale
2. Exploration of subjecting emerging processing techniques such as deep learning,
cognitive modeling, and game theory to relevant standards compliance for validation and benchmarking
3. To extend the proposed multidimensional holistic framework to other application
domains within the distribution smart grids, including electric vehicles and Internet
of Things
4. To support each of the multidimensional framework solution dimensions with case
study demonstrations and document the lessons learned and improvements considered to fine-tune the framework
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