Restratification after deep convection, a key factor in determining the temporal variability of dense water formation in the Labrador Sea, is governed by lateral buoyancy fluxes. The role of three different eddy types in this process is assessed using an idealized model to simulate the restratification season. For a realistic shape of the convection area, it is shown that in the model warm core Irminger Rings, shed from the boundary current along the west coast of Greenland, compensate 45% of the heat content deficit of the convection area with respect to the background stratification within six months. The other two eddy types, convective eddies and boundary current eddies, are together responsible for replenishing 30% of the heat content anomaly. Irminger Rings are thus the dominant contributors to restratification in this area. This conclusion holds for a wide range of convection area parameters, and is also supported by theoretical estimates.
Introduction
Labrador Sea Water (LSW) is one of the main mode waters in the North Atlantic ocean (Lazier 1973; Lazier et al. 2002) . It is formed in winter by deep convection (Clarke and Gascard 1983; LabSeaGroup 1998) , facilitated by the harsh climatic conditions in this region.
From its site of origin it spreads in southern and eastern directions into the North Atlantic Ocean and beyond, where it partly sets the density structure at intermediate depths. In setting the density structure it contributes to the global meridional overturning circulation, which is -amongst other things -responsible for the relatively warm climate in western Europe (Pickart and Spall 2007 ).
The regional ocean circulation, the characteristics of which strongly affect the conditions for LSW formation, is dominated by a cyclonic circulation of very buoyant water that encloses the Labrador Sea (Figure 1 ). The boundary current water on the shelf is from Arctic origin and hence very cold and fresh. On the continental slope, it is from subtropical origin, and although heavily modified still warm and salty (Cuny et al. 2002) . Both current types are much more buoyant than the Labrador Sea interior.
The amount of LSW formed displays pronounced interannual and interdecadal variability (Dickson et al. 1996; Lazier et al. 2002; Kieke et al. 2007; Yashayaev 2007) , governed by atmospheric as well as oceanographic processes, both before, during and after the deep convective stage. Before the onset of deep convection, the cyclonic boundary current preconditions the interior Labrador Sea by doming the isopycnals upward, so that the weakly stratified deeper layers are more prone to convective mixing (Madec et al. 1996; Lavender et al. 2000) . Cold winds blowing off the Labrador coast cause a large heat loss to the at-mosphere, inducing deep convection when sufficiently large (Lilly et al. 1999; Pickart et al. 2002; Vaage et al. 2009 ). In spring the heat loss reduces and the ocean restratifies, inhibiting deep convection until the next harsh winter.
Although it has received very little attention in scientific literature, restratification of the ocean is thus one of the key processes determining the temporal variability of deep convection. The process is mainly governed by lateral eddy heat fluxes, as indicated by the very rapid restratification over a large depth inferred from in situ measurements (Lilly et al. 1999 ; Avsic et al. 2006 ). Moreover, a net heat flux over the year from the ocean to the atmosphere is observed this region (Sathiyamoorthy and Moore 2002) , and restratification starts while the atmosphere is still cooling the ocean in early spring (Lilly et al. 1999; Avsic et al. 2006) . A lateral heat source is thus required to balance the atmospheric heat loss.
Three types of eddies have been suggested to play a role in the restratification process (Jones and Marshall 1997; Katsman et al. 2004; Chanut et al. 2008) . First, on the front of the convective area ( Figure 1 ) a rim current develops in geostrophic balance with the lateral density gradient between the uniformly dense water inside and the stratified water outside the convection area (Jones and Marshall 1997 ). In a model study, this rim current was shown to become baroclinically unstable, and to generate small eddies on the order of the Rossby radius of deformation that efficiently exchange properties across the front and restratify the convective area. A specific property that distinguishes this eddy type from other baroclinic frontal eddies is that they are formed as a result of the convective process itself and thus only occur in early spring. Following Chanut et al. (2008) , we will refer to this eddy type as Convective Eddies (CE).
Second, on the front between the warm boundary current encompassing the basin and the cold interior of the Labrador Sea (Figure 1 ), relatively small baroclinic eddies are formed, also with a radius in the order of the Rossby deformation radius (Spall 2004; Chanut et al. 2008 ).
Contrary to CEs, which can only exchange buoyancy with the area directly surrounding the convective area, these eddies are able to bring more buoyant water from the boundary currents towards the convection area. Note that, in contrast to CEs, they are present yearround. Hereafter we will refer to this eddy type as Boundary Current Eddies (BCE).
Third, large eddies (15 to 30 km radius) are shed from the west coast of Greenland (Figure 1 ), which we will hereafter refer to as Irminger Rings (IR) because of their warm and salty Irminger Water core (Hatun et al. 2007; Lilly et al. 2003; Lilly and Rhines 2002) .
The formation of these eddies is apparently triggered by the local bathymetry (Bracco et al. 2008) , since the slope along the western Greenland coast is much steeper than along the rest of the basin and artificially removing this constriction also removes the IRs from simulations (Katsman et al. 2004) . Furthermore, the largest eddy kinetic energy signal is detected at the downstream end of this constriction (Lilly et al. 2003; Brandt et al. 2004; Prater 2002) .
Although this eddy type is only formed on a localized spot in the eastern side of the basin, the eddies are very energetic and long-lived (Lilly et al. 2003) and travel southwestwards into the Labrador Sea interior, which gives them ample time to bring a large amount of buoyant boundary current water to the convective site in the western part of the Labrador Sea basin.
Because no consensus has yet been established on which of these three eddy type dominates the restratification process, we present here an idealized model study of the restratification season to quantify their contributions to restratification after the event of deep convection in the Labrador Sea. In this model we are able to suppress the eddy types in the simulations one by one (Section 3), which enables us to isolate the restratifying effect of the different eddies. The configuration used here is similar to the one in Katsman et al. (2004) , who make a case for IRs as the dominant contributors. A drawback of their study however is that they only considered IRs and CEs. Moreover, the position of the convective area in their simulations is west rather than southwest of the site of origin of IRs, and too close to it compared to field data (Pickart et al. 2002) , which may yield an overestimation of the influence of IRs. A study that does include all three eddy types was performed by Chanut et al. (2008) , who used a realistic, high resolution regional model of the North Atlantic region to simulate convection and restratification over a 10-year period. In contrast to Katsman et al. (2004) , they concluded that the contribution of IRs is negligible and that BCEs are the dominant contributors. However, in these simulations a large net heat flux to the atmosphere was maintained for an unrealistically long period. This induced a very deep mixed layer of about 2400 m over a large area, a value so far only observed in a small area in the early 1990's when the NAO was very high. Furthermore, the tracks of the IRs they simulate do not match observations (Lilly et al. 2003) , as they lie too far north. The influence of IRs may thus be underestimated as they are not able to reach the convection site. Last, Jones and Marshall (1997) claimed that CEs alone are sufficient for full restratification in this area.
They use theoretical estimates and a numerical model in a highly idealized configuration to back this statement. However, the front they used in their simulations was infinitely sharp, which makes the CEs unrealistically efficient. Furthermore, the measures they used for the Labrador Sea convection area (500 m depth, 200 km radius) are very small compared to observations (Pickart et al. 2002 ).
We will investigate this issue with a model that is more realistic than the ones applied by Jones and Marshall (1997) and Katsman et al. (2004) , and much simpler and faster than the model used by Chanut et al. (2008) . In this model we control the eddy activity in a similar fashion as in the Katsman et al. (2004) study. Because the model is relatively simple, we are able to do many runs and systematically assess the influence of the different eddy types. The configuration used is described in detail in Section 2. The set up of the simulations is explained in Section 3, followed by an overview of the various simulated cases. In Section 4 we show that the idealized model is able to capture the main characteristic features of the observed eddy field. The results of the simulations reveal the dominant role of IRs in the restratification in Section 5a, a conclusion that is also backed by theoretical estimates (Section 5b). In Section 6 the sensitivity of these results to important parameter values of the convection area will be shown. This provides a framework for comparison of the results of restratification studies done so far, both with each other and with realistic values for the Labrador Sea. A discussion of the results and conclusions are given Section 7.
Model configuration
The simulations in this study were performed with a hydrostatic version of the MIT primitive equation model in an idealized regional configuration for the Labrador Sea (Figure 2 ), similar to the one applied in Katsman et al. (2004) . A boundary current is forced by restoring temperature and zonal velocity south of the southern tip of Greenland (grey shaded area), from where it continues cyclonically around the basin.
Contrary to Katsman et al. (2004) , to prevent large trends in sea surface height the use of open boundaries has been avoided by directing the boundary current along the southeastern side of the domain, behind an artificial island, from the Labrador side of the basin back to the restoring region near Greenland (cf. Spall 2007) . The continuous warming of the basin, induced by these restoring conditions, is not unrealistic for simulating the restratification season only. We should note also that one IR bounced against the artificial island. However, as this was far away from the convection region it did not significantly influence the results.
There is no interaction with the Arctic via Davis Strait in this model. In the restoring area (Figure 2 ), temperature and velocity are restored towards a zonal flow in geostrophic balance (Katsman et al. 2004) :
where T ref (z) is the initial temperature applied in the domain. The density difference across the boundary current (∆ρ) determines, together with the boundary current width (L y ), the maximum boundary current velocity. z b is the bottom depth, and y 0 is the meridional position of the maximum current speed. g is the acceleration due to gravity and f the Coriolis parameter. Using the parameter values from Table 1 
Set-up of the simulations
In this paper we present a series of simulations of one restratification season of six months, starting from an idealized end-of-winter state. The initial state was set up by first performing a six months spinup to let the boundary current fully encompass the computational domain and so to ensure a realistic spatial distribution of heat. Next, a convected area was constructed ( Figure 3 , maximum mixed layer depth is 1500 m) by altering the temperature field offline. The prescribed shape of the convected area was modeled after data (Pickart et al. 2002, their Figure 12d ). This manipulated temperature field then served as the initial condition for an unforced (i.e. no wind forcing and no heat flux were applied on the sea surface) six month spindown over summer, simulating the restratification process.
Three different cases are considered in which different combinations of eddies are present (Table 2 ). The first case, referred to as ALL IN, includes all three eddy types discussed in Section 1 and is hence the most realistic one. In the second case, NO IR, the formation of IRs is suppressed by widening the slope along the west Greenland coast (Katsman et al. 2004) .
By comparing the ALL IN case with the NO IR case the effect of IRs on restratification can be assessed. In the third case, NO BC, the boundary current itself is left out which eliminates IRs and BCEs from the simulation. A side effect of this measure is that it not only eliminates the restratifying effect of BCEs, but also the advective effect of the boundary current in transporting LSW out of the Labrador Sea. Hence, quantifying the effect of BCEs is somewhat more complicated, as the advection of LSW needs to be estimated in order to separate advection of the convective product out of the convection region from influx of warm water by BCEs into the convection region. As BCEs are an inherent feature of the boundary current, they can only successfully be removed by removing the boundary current itself. The restratifying effect of CEs can be studied in a very transparent way from the third case.
Characteristics of the eddy field
Ideally one would evaluate the model-generated eddies by comparing their characteristics with field data. However, with the exception of IRs, the eddies are too small to be captured individually by satellite altimetry or by the currently available hydrographic data. For the small eddies therefore, instead of focusing on individual eddy structures some characteristics of the overall eddy field are assessed. We need to stress however that the horizontal resolution (3.75 km) is sufficiently small to resolve small-scale instabilities, as it is well below the Rossby radius of deformation (about 7 km in this area). For the larger IRs, the characteristics are discussed in more detail.
IRs have been identified in satellite altimetry measurements (Lilly et al. 2003) as well as, coincidentally, in some of the WOCE AR7W hydrographic sections (Rykova et al. 2009 ), in the oceanographic measurements at Ocean Weather Ship BRAVO (Lilly et al. 2003) , and in glider and float records (Prater 2002; Hatun et al. 2007 ). They are predominantly anticyclonic, although some dipoles and cyclonic features have been observed (Lilly et al. 2003; Prater 2002) . by Lilly et al. (2003) . The radius of the eddies, defined by the distance between its center and the velocity maximum, ranges between 15 and 27 km, again in good agreement with the 15-30 km found by Lilly et al. (2003) .
A good measure of the overall eddy activity, i.e. the number of eddies and their size, is the surface eddy kinetic energy (EKE), which is plotted in Figure 5 for the ALL IN case (V EKE = √ 2EKE). As this case resembles the actual situation in the Labrador Sea, its EKE field should correspond to the observed pattern. Lilly et al. (2003) showed the EKE field as induced from satellite observations (their Figure 24) . They showed that the maximum EKE is at the location where IRs are shed along the west Greenland coast. From there, the signal fans out and decays in a southwesterly direction. These features are very well mimicked by our model. Overall, while the somewhat higher values can likely be attributed to the higher spatial resolution in the simulations, and the footprint of individual eddies (visible as the secondary EKE maxima in the southern part of the domain) to the shorter period over which we could average, the pattern is in good agreement.
Restratification after deep convection
In the previous section we showed that our model produces a fairly realistic eddy field in the case with IRs. Although idealized, this model is hence a useful tool to investigate the importance of eddies in the restratification process. In this section, the results of the spindown simulations described in Section 3 are discussed, and the evolution of the heat content anomaly is analyzed. Theoretical estimates for heat transport by the three different eddy types are also derived for comparison with the numerical results.
The sea surface temperature after three months and after six months of restratification is displayed in Figure 6 for the three cases in Table 2 . The restratifying effect of the CEs alone (left panels) is obviously insufficient to restratify the Labrador Sea in half a year, let alone explain the rapid and deep reaching restratification observed in this area (Lilly et al. 1999 ). The NO IR case (middle panels) shows stronger warming at the surface, but still the center of the convective area is only starting to gain some heat after half a year. For complete restratification the impact of the IRs is required as shown in the right panels of The magnitude of this heat deficit is given by
where T is the instantaneous temperature at a certain location in the convection area, T bg is the background temperature of the ambient stratification, and the integral is over the volume of the initial convection cone. Figure 8 shows the evolution of the heat content anomaly of the convected cone, normalized by its initial value, from the simulations. The CEs in the model replenish 25% of the initial heat content deficit within six months. BCEs add another 5% to this, while IRs are able to restratify another 45%. Note that the 5% extra effect of the BCEs include advection of LSW by the boundary current. However, simulations with a tracer (Figure 9) show that in the NO IR case little LSW is advected in the boundary current.
b. Theoretical estimates of the timescale of restratification
Following Jones and Marshall (1997) and Katsman et al. (2004) we can derive theoretical estimates for the restratification timescale for the three eddy types to see if the results shown in Figure 8 can be backed by theoretical estimates. For these estimates, we assume that the mechanism by which the different eddy types transport heat to the convection area differ.
IRs transport heat mainly by advecting warm boundary current water at its core from the coast to the interior. CEs transport heat across the baroclinically unstable front around the convective area over a short length scale. The effect of BCEs is more indirect, i.e. they exchange heat between the warm boundary current and the colder interior, warming up the interior basin. This induces a sharper front around the convective area, which is now surrounded by warmer water. Effectively, they thus enhance the effect of CEs.
In Figure 10a a schematic is drawn for a cylinder-shaped convection area, used by Jones and Marshall (1997) to derive a theoretical estimate for the restratification timescale. As noted earlier by Katsman et al. (2004) , an unrealistic aspect of this derivation is the assumption that the width of the front around the convection area is equal to the Rossby radius of deformation. Figure 10b shows a cone-shaped convection area, which resembles the observed shape better (Pickart et al. 2002) . For simplicity we assume a linear stratification (Jones and Marshall 1997; Katsman et al. 2004 ). In the cylinder case the front is in fact infinitely sharp which would justify the assumption of a very narrow front. In the cone case however the front is very wide, as the water mixes to different depths and thus different densities.
Note that in this schematic the front width is overestimated in comparison to data because of the linear stratification.
The fact that the density in the convection area is not uniform has implications for the derivation of the restratification timescale as there is now an z and r dependency. Using Figure 10b we derive a restratification timescale for the convected cone under the influence of CEs, BCEs and IRs respectively. These timescales are then be compared to our model results.
1) Restratification by Convective Eddies
In the absence of surface forcing and other restratification mechanisms the buoyancy gain of a convected cone due to CEs can be expressed as (Jones and Marshall 1997, their Eq. 2.6)
The initial buoyancy deficitb(t = 0) is expressed in terms of the background stratification N bg , the convection depth h and the maximum radius of the cone R(z) = R max (1 + z/h):
where R max is the radius of the cone at the surface (z=0). For the convected cone in Figure   10b , the initial buoyancy deficit per unit volume is Jones and Marshall (1997) proposed the following closure for the eddy buoyancy flux on the right hand side of Eq. (4)
with c e an efficiency coefficient derived from their model simulations, ∆b(r, z) the buoyancy difference between the convected area and the ambient fluid given in Eq. (5), and u 0 the rim current velocity at the surface. The latter can be estimated using the thermal wind balance
At this point our assumptions deviate from those made by Jones and Marshall (1997) for the cylinder case, as it follows from Figure 10b that an appropriate formulation of the thermal wind balance for the case of a convected cone
Combining Equations (4), (5), (7), and (8) yields the restratification timescale for the cone by CEs only (see Jones and Marshall 1997 , for details):
Using representative values for the Labrador Sea (f = 1.26 · 10 −4 s -1 , R max = 300 km, N bg = 1.5 · 10 − 3 s -1 , a very conservative choice, and h = 1500 m) and efficiency constant c e = 0.027 as in Jones and Marshall (1997) this yields about τ CE = 1.3 years. This is somewhat shorter than one would expect from extrapolating the model results from Figure   8 (about 2 years), but the order of magnitude is the same and neither of these estimates points towards a dominant role of CEs in the restratification process.
2) Restratification by Boundary Current Eddies
A restratification timescale for BCEs can be obtained from a similar derivation. BCEs basically warm the basin, thereby enhancing the effect of CEs by increasing the background stratification N bg . We therefore introduce a new stratification
which represents the enhancement of the background stratification (N 2 bg ) due to the entrainment of boundary current water (having stratification N 2 bc ) in the interior by BCEs. The parameter ǫ is likely to be small. For this case, the buoyancy difference ∆b is formulated in terms of this enhanced background stratification
After some manipulation of Eqs. (4), (7), and (8), using the expression for ∆b(r, z) in Eq.
(11) we then find a restratification timescale for BCEs
or, using Eq. (9):
Data suggest that N bc is about twice N bg (N bc = 3.0 10 −3 s −1 ), so that one would need ǫ = 0.2, giving τ BCE = 0.4τ CE , to obtain a restratification period of half a year. In light of data, an enhancement of the stratification in the interior by 20% due to BCEs seems unlikely, so BCEs are not expected to be the dominant contributors to restratification, supporting our model results from Figure 8 .
3) Restratification by Irminger Rings
To derive a time scale for the restratification by IRs we need to estimate the buoyancy advected into the convected cone by an individual ring, and account for the frequency of occurrence f IR of such an event:
In this expression, r IR is the radius of the ring and ∆b ir (z) is its buoyancy anomaly, which increases linearly from 0 at z = -h to its maximum at the surface:
(recall that N bc is the stratification in the boundary current). Often only the upper part of an IR will contribute to the restratification process, as the convection reaches shallower depths than the buoyancy anomaly of the UR in many places, and hence the vertical integral in Equation (13) is over a depth h ef f < h. The average depth of the convective area seems a good approximation for this effective depth over which the IRs restratify:
Combining Equations (6), (13), and (14) yields a restratification timescale for IRs: 
Dependence of the restratification timescale on the characteristics of the convection area
The rate of restratification is expected to be dependent on the size and shape of the convected area. A larger volume will take longer to restratify, while a sharper density gradient over the front will speed up the restratification process by CEs, for example. To quantify these effects a parameter study is performed in which the volume of the convected area and the density gradient over the front were both varied. For computational reasons we used 7.5 km horizontal resolution rather than 3.75 km (horizontal friction is a factor 16 larger in all runs). For one set of parameters, it was verified that the results show nearly the same behavior quantitatively. The 7.5 km runs restratify 5 to 10% slower due to increased friction.
The volume of the convected area is varied by changing the mixed layer depth while keeping the ratio R max /h constant. Four diffent mixed layer depths are considered: 1125, 1500, 1875, and 2250 m respectively. The steepness of the front between the convected area and the surrounding water, measured by the density gradient across the front, is the second parameter that is varied (see Figure 11 ). The density gradients used are 1 × 10 −6 , 5 × 10 (Figure 12 ). Figure 12 shows the normalized heat content deficit after six months of restratification, for the 16 parameter combinations and for each of the three categories of simulations (NO BC, NO IR and ALL IN, see Table 2 ). Figure 12a displays the results for the case without a boundary current (NO BC). None of the simulations shows a restratification of the convected area by more than 65% after six months. The parameter study for the case with a boundary current but without IRs (Fig. 12b , NO IR) displays very similar results. After six months, the heat content deficit is smaller for the shallower mixed layer depths in the simulations (Figs.12a-b) , while Eqs. (9) and (12) predict that the restratification time scale is constant when R max /h is constant, as is the case for all simualtions. However, in the model, the stratification N bg is surface-intensified rather than constant with depth, so that the restratification is more efficient in shallower layers. Hence, the timescale of restratification reduces with decreasing mixed layer depth in the simulations. Figure 12a -b also clearly show a reduction in the efficiency of restratification for a reduction of the density gradient across the front, which is not predicted by the theoretical estimates for the restratification timescales presented in the previous section (Eqs. (9) and (12)). Most probably, this discrepancy is due to the fact that the efficiency constant c e adopted from Jones and Marshall (1997) , which was deduced fom simulations with a steep front (parameter regime marked "JM97" in Figure   12a ), is not valid in this parameter regime (see also below). shallower convected areas restratify much faster. Eq. (15) predicts a quadratic dependence between the restratification time scale τ ir and R max , and hence, since R max /h is constant, between τ ir and the mixed layer depth h. The actual dependence on h in Figure 12c is smaller. When the mixed layer depth is doubled from 1125 to 2250 m, the heat content anomaly deficit after 6 months changes from 120% to 80%. The restratification time scales in the model can be estimated as 5 months (=100%/120% × 6 months) and 7.5 months respectively. So the restratification time scale only increases by a about factor 1.5 rather than by a factor 4. However, it should be noted that when h is increased also the size of the convected area increases, and hence a larger portion of the IRs shed at the Greenland coast will actually reach the convected area. That is, the frequency f IR increases with increasing h which in turn decreases the restratification time scale (Eq. (15)).
Jones and Marshall (1997) simulated a convected area that would be situated at the "JM97" in Figure 12a . According to our model this case would only restratify for about 50% in one summer. Jones and Marshall (1997) however found full restratification for their case. The most likely cause for this difference is that the efficiency coefficient c e as derived from our simulation (0.011) is about half the one they calculated (0.027). Possibly, the fact that they use double periodic boundaries has driven up their estimate as, at least for the cases with larger convective areas in their parameter regime, eddies seem to cross the convective area more than once (cf. Jones and Marshall 1997, their Figure 3) . Furthermore, the assumption of a linear stratification could play a role in the results. The case without
IRs from Chanut et al. (2008) is situated at "C08" in Figure 12b , while the case with IRs is situated at "C08" in Figure 12c . Neither of these restratifies sufficiently in our model.
Summary and Discussion
The Varying the characteristics of the convection area for a wide range of volumes and density gradients over the front does change the exact percentages, but not the conclusion on the dominance of the different eddies. I.e. no matter how small or large the convection area is, or how weak or steep the density gradient over the front, for all the cases we considered
Irminger Rings are essential in the restratification process ( Figure 12 ). Furthermore, we
showed that the fast and deep reaching restratification observed in the Labrador Sea can only be reproduced in our model when IRs are included in the simulation (Figure 7 ). These conclusions are also supported by theoretical estimates (Section 5b).
Our conclusions are in line with the earlier results of Katsman et al. (2004) However, the final equilibrium that is reached may not be the same for the two cases. Indeed, Figure 4b in Chanut et al. (2008) shows that the basin-averaged temperature is 0.1℃ lower for the case without Irminger Rings and the basin-integrated heat content is smaller (their Figure 14a) . Thus, without Irminger Rings restratification still occurs and an equilibrium can be reached, but this is not necessarily representative for the Labrador Sea.
A third study on the role of eddies in the restratification process in the Labrador Sea was performed by Jones and Marshall (1997) . They used simulations in a double periodic square domain to quantify the efficiency of Convective Eddies in restratification for a range of convection area sizes. Combined with theoretical reasoning they concluded that Convective
Eddies could restratify the Labrador Sea in one restratification season. This in contrast to the results from our parameter study (Figure 12a ) where even a small convection area with a very steep front (such as used by Jones and Marshall 1997) is not restratified for more than about 60% after six months. We hypothesize that the reason for this discrepancy is that the efficiency of the convective eddies in the simulations by Jones and Marshall (1997) might have been overestimated due to the double periodic domain, as especially for the larger convection areas, eddies seem to cross the initially convected area more than once (cf. Jones and Marshall 1997, their Figure 3 ). In the initially convected area a tracer was set to value 1.0. Plotted is the tracer value after 6 months minus the initial tracer value at that location. Schematic showing the parameters that define the shape of the convected region in the parameter study. In the parameter study the size and density gradient over the front were varied. The volume associated with a certain mixed layer depth was kept constant for different gradients by changing the tilt of the sides of the convected area. Jones and Marshall (1997) , mixed layer depths 500 to 1500 m. C08 is Chanut et al. (2008) , mixed layer depth 2400 m. Labrador Sea gives the realistic parameter regime for deep convection in the Labrador Sea.
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