According to the Expectations Hypothesis, information in current interest rates provides the conditional expectation of future asset prices. The Expectations Hypothesis of the term structure of interest rates (EH-TS) states that the current term spread between a long-term interest rate and a short-term interest rate is the expected value of a weighted average of the expected future changes in the short-term interest rate. This theory, popularized in the writings of Fisher (1930) , Keynes (1930) , and Hicks (1953) , continues to be a way that many economists think about the determination of long-term interest rates. The Expectations Hypothesis in the foreign exchange market (EH-FX) states that the interest-rate differential between two currencies is the conditional expected value of the rate of depreciation of the high interest-rate currency relative to the low interest-rate currency. Again, Fisher (1930) and Keynes (1930) discussed this hypothesis. Because of covered interest arbitrage, the interest differential equals the forward premium, which is the percentage difference between the forward exchange rate and the spot rate. Hence, the EH-FX is equivalent to the Unbiasedness Hypothesis, which is the proposition that the logarithm of the forward exchange rate is an unbiased predictor of the logarithm of the future spot rate. Many economists also currently view the EH-FX as the way that forward exchange rates are determined.
These Expectations Hypotheses (EHs) continue to have adherents because most modern asset pricing theories imply either that expected future interest rates and exchange rates are related to current interest rates directly through the EHs or with the addition to the EHs of risk premiums.
If these risk premiums are constant, the EHs can be said to hold because the temporal variation in expected future asset prices drives the variability in current interest rates. If the risk premiums are variable, the EHs will not hold, but the literature has had surprisingly little success generating risk premiums that explain the empirical evidence.
Empirical tests of the EHs are too numerous to enumerate. For the EH-FX, the statistical evidence surveyed by Hodrick (1987) , Bekaert and Hodrick (1993) , and Engel (1996) strongly rejects the hypothesis. In particular, high interest rate currencies do not depreciate as much as is predicted by the theory. For the EH-TS, the evidence is more mixed. The EH-TS is often strongly rejected with U.S. dollar (USD) interest rates, but for the currencies of a number of other countries, standard tests often fail to reject. 2
where we drop the maturity subscript for one period rates.
By the EH-FX, we mean the proposition that the conditional expectation of the continuously compounded rate of appreciation of currency j relative to currency k equals the differential between the continuously compounded interest rates for the two currencies plus a constant. Let S t denote the currency-k price of currency j. Then, with lower-case letters indicating either natural logarithms of upper-case counterparts or continuously compounded interest rates, the EH-FX is
It is straightforward to demonstrate that these expectation hypotheses are consistent with a class of modern financial models in which assets are priced by no arbitrage restrictions. In economies that do not admit arbitrage, any return denominated in currency j, R j t+1 , satisfies
where M j t+1 denotes the currency-j pricing kernel. When the returns and the pricing kernels are log-normally distributed, equation (3) 
where the conditional variance and covariance are denoted V t (.) and C t (.), respectively. Because the rate of return associated with the continuously compounded one-period interest rate is in the time t information set, equation (4) implies that
To derive the implications for the term structure of interest rates, consider the continuously compounded, one-period rate of return on an n-period bond, rb j t+1,n ≡ i j t,n + (n − 1)(i j t,n − i j t+1,n−1 ). Using equations (4) and (5) we find E t (rb 
The right-hand side of equation (6) is a constant for any bond-pricing model, such as Vasicek's (1977) , in which the logarithmic pricing kernel is conditionally homoskedastic. Let this constant be denoted c j n . By using the definition of the rate of return on the bond and the relation between logarithmic bond prices and yields to maturity, equation (6) 
Recursive application of equation (7) and use of the law of iterated expectations implies equation
(1) with α j n ≡ P n h=2 c j h . Note that any currency-j return can be converted into a currency-k return by multiplying by S t+1 /S t , which recognizes that one must first purchase one unit of currency j with currency k and then resell the currency j return for currency k. Hence, if markets are complete, and by using equation (3) for each currency, we find that the difference of the logarithms of the pricing kernels equals the rate of appreciation of currency j relative to currency k:
We can derive the implications for the EH-FX by taking the conditional expectation of equation (8) and substituting from equation (5) evaluated for each of the currencies:
As with the term structure, the EH-FX is true in economies with conditionally homoskedastic logarithmic pricing kernels. It is possible to derive general expressions for the term premiums and foreign exchange premiums in terms of the conditional moments of the logarithm of the pricing kernel under much weaker conditions than log-normality. The Appendix demonstrates that the conditions for the EHs to hold are constancy of all second and higher order conditional moments of the log pricing kernel.
The logic that leads to equation (9) can also be used to verify that equation (2) holds for the n-period maturity. Note that s t+1 −s t +i k t −i j t is a one-period excess rate of return that also satisfies equation (6). After substituting into equation (6), the right-hand side is then the one-period foreign exchange risk premium previously indicated by α k,j 1 . When both the one-period EH-FX holds and the n-period EH-TS holds in both currencies, the n-period foreign exchange premium is constant and equals
An investment of a unit of currency k in the n-period currency-j bond earns the currency-j term premium and n times the one-period foreign exchange premium. The opportunity cost is the currency-k term premium.
II.Econometric Procedures
This section develops several alternative econometric approaches to testing the EHs derived in equations (1) and (2). We begin with traditional single-equation specifications and then consider tests based on unconstrained and constrained VARs. Since the validity of the asymptotic distributions of the various test statistics is questionable in the sample sizes we have available, we do not present any estimation results until we have developed all of the statistics and explained how we will assess their finite sample properties.
The derivation of the asymptotic properties of the test statistics relies on Hansen's (1982) Generalized Method of Moments (GMM), which uses orthogonality conditions defined by the theory to develop tests. The orthogonality conditions are based on the assumption of rational expectations, which implies that the realization of a random variable is equal to its conditional expectation plus an error term that is orthogonal to the information set used to form the expectation. To represent a vector of orthogonality conditions specified by the expectation theories, let y t be a vector of data in the time t information set, and let x t−1 be a vector of instruments that are in the time t-1 information set. Let h(y t , x t−1 , θ) be a vector-valued function of the data and the parameters to be estimated, θ, with the property that
when the null hypothesis is true and the function is evaluated at the parameter θ 0 . Let the vector η t be an error process defined by the rational expectations assumption applied to equation (11), and define the vector z t ≡ (y 0 t , x 0 t−1 ) 0 and the vector-valued function of the data and the parameters, g(z t , θ) ≡ η t ⊗ x t−1 . Then, the unconditional orthogonality conditions used in a GMM estimation
Estimation uses the corresponding sample moment conditions for a sample of size T:
The parameters are estimated by minimizing the GMM criterion function which is a quadratic form in the sample orthogonality conditions using a weighting matrix, W :
Hansen (1982) demonstrates that the optimal weighting matrix is a consistent estimate of the inverse of
Let the gradient of the sample orthogonality conditions be G T (θ) ≡ ∇ θ g T (θ), and let Ω T represent a consistent estimate of Ω. When the weighting matrix is chosen optimally as Ω
−1
T , the GMM asymptotic distribution theory implies that
where b θ denotes the parameter estimate and the symbol → denotes convergence in distribution.
The standard errors implicit in equation (16) are autocorrelation and heteroskedasticity consistent.
Regression Tests
It is straightforward to derive ordinary least squares (OLS) regression tests of the various expectation hypotheses. Under rational expectations, equation (2) evaluated for n = 1 becomes
where ² t+1 is the rational expectations error term and the null hypothesis is that the slope coefficient equals one. A GMM estimation based on the orthogonality of the error term to a constant and the interest differential reduces to OLS estimation of equation (17), and setting k = 0 in equation (15) produces heteroskedasticity consistent standard errors.
tion (1). The first specification test can be derived directly from equation (1) under the assumption of rational expectations:
The null hypothesis is again that the slope coefficient equals one, and the estimation uses the fact that the error term, ν t+n−1 , is orthogonal to a constant and the term spread at time t. While OLS provides the parameter estimates, appropriate GMM standard errors must allow for the serial correlation of the errors induced by overlapping observations by setting k = n − 1 in equation (15).
The second specification test of Campbell and Shiller (1991) is derived by rearranging equation (7) and using rational expectations:
The OLS specification uses the orthogonality of the error term, ξ t+1 , to a constant and the adjusted term spread, and the null hypothesis is again that the slope coefficient equals one. Standard errors can be constructed by setting k = 0 in equation (15). When only constant maturities are available, this specification test is often performed with i j t+1,n on the left-hand side instead of i j t+1,n−1 . Bekaert, Hodrick, and Marshall (1997) note that this change of variables leads to an upward bias in the prediction of the slope coefficient such that values greater than one are expected under the null hypothesis, even asymptotically.
Tests from Unconstrained Vector Autoregressions
It is also possible to develop GMM-based tests of the expectation hypotheses using the orthogonality conditions of a VAR. With a VAR, one can test the theory directly as well as calculate implied slope coefficients that are analogous to the directly estimated OLS slope coefficients discussed above. Below, we examine VARs that involve a two-country framework using data from three developed economies to investigate the various EHs. For convenience of presentation, we number the currencies and use standard currency abbreviations in the following way: one for the USD, two for the DEM, and three for the GBP. Thus, i 1 t is the USD short interest rate, and sp 2 t is the spread between the DEM long interest rate and the DEM short interest rate. Since all rates of change of exchange rates are expressed versus the USD, ∆s j t is the rate of appreciation of the USD relative to currency j, for j = 2, 3. The variables in the VAR are the rate of appreciation of the USD relative to a currency j, the USD interest rate, the currency-j interest rate, the USD spread, and the currency-j spread. To develop the econometric model, stack the five variables into the vector y t ≡ (∆s
Then, let a K-th order VAR represent the demeaned data generating process for y t :
where the parameters B k represent five-dimensional square matrixes of coefficients, and η t+1 is the vector of innovations that is orthogonal to the time t information set. The first-order companion form of the VAR can be represented using the vector x t ≡ (y 0 t , y 0 t−1 , ...y 0 t−K+1 ) 0 :
The parameter matrix, Θ, is a 5K-dimensional square matrix with the B k matrixes stacked horizontally in the first five rows, a 5(K-1) identity matrix beneath these parameters on the left, and zeroes elsewhere. The innovation vector, ξ t+1 ≡ (η 0 t+1 , 0...0), has variance matrix Σ. With this specification there are (25K) parameters in θ 0 .
We use the VAR parameters and the asymptotic distribution in equation (16) to generate test statistics that are based on implied counterparts of the OLS slope coefficients. We can also develop tests of the full restrictions of the EHs in the VAR framework. To derive these tests we need to consider the implications of the EHs for the coefficients of the VAR.
Although the EHs are based on the full information set of economic agents, as long as that information set includes the information on the right-hand sides of the VAR equations, the law of iterated expectations implies that we can use the VAR to test the theories. From the companion form of the VAR in equation (21), we know that forecasts of x t+h , based on the information in the VAR at time t, may be generated as
where the expectation is with respect to the information set of the VAR. The EHs consequently imply highly non-linear sets of restrictions on the parameters. To derive the constraints on the parameters, define the indicator vectors, e j , which have dimension 5K, a one in the j-th position, and zeroes elsewhere. The vector of restrictions from the EH-FX for one-period interest rates may be written as
Next, consider the derivation of the restrictions of the EH-TS for each currency. For the USD interest rates, equation (1) implies the following restrictions on the underlying parameters of the VAR:
The analogous restrictions associated with the EH-TS of the foreign currency interest rates are
The representations of the EHs in equations (23)- (25) allow estimation of implied slope coefficients that are analogous to the directly estimated OLS coefficients. For example, the implied slope coefficient from the VAR that is analogous to the slope coefficient in equation (17) is
where Ψ is the unconditional variance of x t , which is computed from vec(Ψ)
The numerator of equation (26) is the covariance between the expected future rate of appreciation and the interest differential, while the denominator is the variance of the interest differential.
Similarly, the implied slope coefficient for the USD EH-TS analogous to equation (18) is the covariance between the average of the expected future interest rates and the current interest rate spread divided by the variance of the current spread:
The implied OLS coefficient corresponding to equation (19) for the USD which uses the substitution of the n-period rate for the n-1 period rate is
To develop Wald tests of the three expectation hypotheses, let the null hypotheses in equations (23)- (25) be summarized by
where a(θ 0 ) is a 15K-dimensional vector that is non-linear in the underlying parameters. Let the sample counterpart of this vector be a T (θ), let the gradient of the constraints with respect to the parameters be A T ≡ ∇ θ a T (θ), and let
A Wald test of the null hypothesis asks how close are the constraints to being satisfied at the unconstrained parameter values. The test statistic follows from the asymptotic distribution in equation (30):
Estimation under the null hypothesis Both Distance Metric statistics, which are based on intuition from maximum likelihood, and
Lagrange Multiplier statistics require estimation of the parameters subject to the highly non-linear constraints of equation (29), which is quite difficult. One approach to constrained estimation follows Melino (1983) , who corrected an error in Sargent's (1979) maximum likelihood estimation of the EH-TS. Melino (1983) recognizes that the EH-TS imposes significant restrictions on the eigenvectors of Θ.
To understand these restrictions, consider a first-order VAR in which the five eigenvalues of Θ are distinct. In this case, we can do an eigenvalue decomposition:
where Λ is the diagonal matrix of eigenvalues and P is the matrix with the corresponding eigenvectors in its columns. Now, to derive the restrictions of the EHs, substitute from equation (32) into equation (23) and multiply from the right-hand side by P implies
Let the diagonal elements of Λ be λ j , and let the rows of P be P i , with distinct elements P ij . Since P 1 can be normalized to a row vector of ones, this constraint implies
By substituting equation (32) into equations (24) and (25) and simplifying, we find
and
The restrictions in equations (34)- (36) imply that the ten free parameters of the constrained estimation of a first-order VAR are the five eigenvalues and the five parameters of the second row of the eigenvectors. All other parameters are functions of these fundamental parameters. Since the eigenvalues can be complex conjugates, direct estimation of the constrained system is quite complicated because the search must be conducted over potentially complex numbers.
To estimate the parameters, θ, subject to the constraints in equation (29), we instead follow an indirect route that extends the estimator proposed by Newey and McFadden (1994) . Define the Lagrangian for the constrained GMM maximization problem to be.
where γ is a vector of Lagrange multipliers. Let an overbar denote estimates subject to the constraints. Then, the first-order conditions for this problem can be written as
While equation (38) is non-linear in the parameters, we can derive an approximate asymptotic solution using the law of large numbers and a Taylor's Series expansion. Recognize that
Under the null hypothesis, a T (θ 0 ) = 0. Hence, when we substitute from equations (40) and (41) into the first-order conditions, we find
The formula for a partitioned inverse implies that
where
is an idempotent matrix. Thus, the asymptotic distribution for the constrained estimator and the Lagrange multiplier is
Although direct maximization of the Lagrangian in equation (38) is feasible, it is often computationally difficult. We instead extend the approach suggested in Newey and McFadden (1994) who demonstrate how to derive a constrained consistent estimator starting from an initial unconstrained consistent estimator and using only matrix algebra. Let e θ represent an initial consistent unconstrained estimate. Then, we have
After substituting into the first-order conditions and solving, we find
While Newey and McFadden (1994) note that the estimators in equations (48) and (49) are consistent, they do not satisfy the constrained optimization problem exactly. In constructing our constrained estimates, we iterated on equations (48) and (49), substituting the first constrained estimate for the initial consistent unconstrained estimate to derive a second constrained estimate, and so forth. We stopped the iterative process when the resulting constrained estimate satisfied the constraints, i.e. when a T (θ) = 0.
The values of the Lagrange multipliers are not zero at the constrained parameter estimates when imposition of the constraints significantly affects the value of the objective function. An LM test asks whether we can reject the hypothesis that the multipliers are jointly zero. From equation (45), the LM test for a K-th-order system is
A GMM-based distance metric (DM) test, analogous to a likelihood ratio test, can also be developed. Typically, this test is constructed as the sample size times the difference between the GMM objective function evaluated at a constrained estimate and the GMM objective function evaluated at the unconstrained estimate using the same weighting matrix in each estimation. Since our unconstrained problem is just identified, the value of the GMM objective function is zero in this case. Hence, the DM test for a K-th-order system is
III. The Data Notice that the rates of appreciation are quite volatile and have very small autocorrelations.
The one-month interest rates are all highly autocorrelated, and the spreads between twelve-month rates and one-month rates are persistent but not as highly autocorrelated as the short rates. Use of interest rates and spreads as predictors of the rates of appreciation is consistent with the idea that predictable changes in asset prices are small relative to their unpredictable changes.
IV. Econometric Analysis of Test Statistics
The goal of this section is two-fold. We first integrate our analysis with the recent evidence on the small-sample characteristics of standard regression tests of the EH-TS and the EH-FX. Various authors, including Marshall (1997, 1999) , Schotman (1996), and Valkanov (1998) have demonstrated that the standard regression tests of the EH-TS are ill-behaved in small samples under a variety of data generating processes (DGPs). In particular, small-sample biases arise for essentially the same reason that was first discussed by Kendall (1954) in the context of estimation of the parameters of autoregressive processes. The regressors are serially correlated lagged dependent variables. Although the parameter estimates are consistent, the absence of strict exogeneity of the regressors implies bias in small samples. 4 In EH-TS tests, the regression coefficients are upwardly biased and their small-sample distributions are very dispersed. Tauchen (1985) and Baillie and Bollerslev (1998) have also shown that EH-FX regressions suffer from a similar problem. Unfortunately, research about the small-sample problems of doing inference about the validity of the EHs does not arrive at a common conclusion.
Our VAR model imposes the three EHs while matching the time-series properties of the data.
Hence, we derive the small-sample distributions of the regression coefficients under the null hypothesis within a model that accommodates realistic persistence in both the foreign and local interest rates and Granger-causality of interest rates both by spreads and exchange-rate changes. Moreover, we compare the distributions of the standard regression coefficients with the distributions of the slope coefficients implied by the VAR. If the VAR adequately captures the dynamics of the data, we obtain slightly more efficient estimates in some instances. For example, the long-run (12 month) unbiasedness test and the test of Equation (18) lead to the loss of data, which is not the case in the VAR.
A second goal of this section is to examine whether alternatives to the simple Wald test have superior small-sample properties. By imposing the non-linear constraints on the VAR dynamics,
we are also able to examine the relative size and power properties of the Wald, LM and DM tests described in Section III. 5 Given the well-known problems with Wald tests in general (as discussed in Burnside and Eichenbaum (1996) for example), it may well be that these other tests have superior small-sample properties.
Alternative Data Generating Processes
We use two DGPs in the Monte Carlo analysis. Both start from an unconstrained five variable VAR. In principle, we could then apply the iterative scheme described in Section III to find the VAR parameters that impose the null. However, as Bekaert, Hodrick, and Marshall (1997) note, the estimated VAR parameters are biased in small samples. Hence, these parameters do not constitute a relevant starting point.
The bias-correction we implement proceeds as follows. We use the estimated unconstrained VAR parameters to generate 100,000 artificial data sets of 269 observations using an i.i.d. bootstrap of the residuals. We re-estimate the VAR parameters from these replications of the initial data. The bias in the estimated parameters is estimated by the difference between the known parameters of the DGP and the means of the Monte Carlo distributions based on the 100,000 replications. We then bias-correct the original estimates by adding these biases to the original unconstrained estimates.
This yields a bias-corrected set of unconstrained parameters, µ u and A u , which are also used in 5 Ligeralde (1997) examines the small-sample performance of various methods of constructing Wald tests. The differential performance across alternatives is mostly due to how one deals with the serial correlation induced by the overlapping error structure in the data. In our VAR setting however, this overlapping data problem does not arise.
simulations to represent an alternative hypothesis in which there are violations of the EHs. To determine bias-corrected parameters that satisfy the null hypothesis, we use µ u and A u to simulate a very long series (70,000 observations plus 1,000 starting values that are discarded), which is then subjected to the iterative estimation scheme described in Section III. These parameters are our bias-corrected constrained parameters, µ c and A c
In all cases we use a first-order VAR as that is the order chosen by the Schwarz Criterion. Table   A1 in the Appendix reports these test statistics in Panel A along with Cumby-Huizinga (1992) ltests for residual serial correlation in Panel B. Only for the residuals of the USD and DEM spreads in that VAR do we find any evidence inconsistent with the first-order model. The three panels of Table A2 report the unconstrained parameter estimates with their bias-corrected counterparts for the three VARs. Table A3 reports the estimates of the VAR coefficients that are constrained to satisfy the EHs.
In all of our experiments, we use the constrained coefficients that are estimated from simultaneously imposing the EHs. For the first DGP, we bootstrap the original residuals from the unconstrained VAR, and reconstruct constrained and unconstrained data, using µ c and A c , and µ u and A u , respectively. Whereas the sample size for each experiment is 269, each experiment generates an initial 1,000 observations that are discarded. We also check the validity of the computer code by letting the sample size become very large and verifying convergence to the asymptotic distributions. We conduct this bootstrap procedure for both the DEM-USD and the GBP-USD VARs.
Although the bootstrap procedure captures skewness and leptokurtosis in the data, it is potentially unrealistic because it destroys higher-order dependence in the residuals (for example, volatility clustering). 6 To accommodate temporal heteroskedasticity and its potential effects on small-sample distributions, we also use a Monte Carlo experiment based on a parameterized model of the residuals. We use the same conditional mean coefficient matrices as in the bootstrap DGP, but we draw the error terms according to a multivariate GARCH model.
The GARCH model is similar to the factor GARCH models of Engle, Ng and Rothschild (1990) , Bekaert and Harvey (1997) , and Bekaert, Hodrick, and Marshall (1997) . We model the innovation 6 We experimented with stationary bootstrap methods, as in Politis and Romano (1994) and Politis, Romano, and Wolf (1997) , which allow for dependence, but they do not seem well-suited for problems where the data are highly persistent but residuals ought to be uncorrelated.
vector, η t , as a factor structure with the innovations of the short rates in the two countries as the factors. Thus,
with
Note that the innovation in the USD interest rate affects the innovation in the foreign interest rate, but the foreign interest rate shock does not affect the USD interest rate innovation. In effect, f 32 determines the correlation between the two fundamental shocks to the system. In equation (52), the vector e t represents the idiosyncratic innovations. Hence, E t−1 [e t e 0 t ] = H t , where H t is a diagonal matrix. As a result, the conditional covariance matrix of the innovations, η t ,which is denoted Σ t , can be written as Σ t = F H t F 0 . We assume that elements in H t corresponding to the two factors and the conditional exchange rate variance follow a GARCH(1,1) process (see Bollerslev (1986) ).
For the conditional variances of the interest rates, we augment the model to allow the conditional variance to depend on the past interest rate as in the univariate model of Gray (1996) . Thus, the model for the conditional variances can be written as follows:
The modification to the usual GARCH model accommodates the dramatic shift in short-rate volatil- To estimate the model in equations (52) to (54), we exploit the block-diagonal nature of the information matrix and estimate the multivariate GARCH model from the VAR residuals, using quasi-maximum likelihood. Hence, we assume normal innovations to construct the likelihood function although the true distribution of the innovations may not be normal. White (1982) and Bollerslev and Wooldridge (1992) show that the resulting estimator is consistent and asymptotically normal.
Tables A4 and A5 contain the estimation results for the GARCH models for the DEM and USD rates and the GBP and USD rates, respectively. We first discuss the DEM-USD system.
The conditional variances of the USD and DEM short rates are moderately persistent with large ARCH coefficients. There is some remaining time-variation in the idiosyncratic component of the conditional variance of the exchange rate, but it shows little persistence. The exchange rate shows small, but statistically significantly positive factor loadings with respect to both the USD and the DEM interest rates. 7 The USD term spread residual is negatively correlated with the USD shortrate shock, as is expected, and it only weakly depends on the DEM rate. The DEM spread residual is also strongly negatively correlated with the DEM short rate, but it is correlated positively with the USD short rate. This does not necessarily imply that unexpected increases in the USD short rate steepen the German yield curve, since the USD short rate is positively related to the DEM short rate, and increases in the DEM short rate increases flatten the yield curve. Table A5 reports the GBP-USD system. The estimates are in many ways qualitatively similar to the DEM-USD system although the conditional variances of both the USD and GBP short rates show more persistence. We again find positive exchange-rate factor loadings with respect to both the USD and GBP interest rate shocks, but the GBP interest rate effect is statistically insignificant. The factor loadings for the spreads also have the same signs as in the DEM-USD system. The covariance between the USD and GBP interest rate shocks is much lower than the comparable one between the USD and DEM interest rates. The USD-GBP system does somewhat under-predict the unconditional variances of both the USD and the GBP interest rates.
As mentioned above, the innovations in the Monte Carlo experiments are drawn either from the bootstrap procedure or the GARCH models, and the DGP satisfies the null of the EHs using the bias-corrected, constrained VAR parameters. The bias-corrected, unconstrained VARs serve as natural alternative models.
Properties of Test Statistics in Finite Samples
7 In traditional theories of exchange rate determination, the correlation of exchange rate innovations with interest rate innovations depends on whether the shock causing interest rates to move reflects a change in expected inflation or in the expected real rate. The latter case predicts a positive correlation for the USD and a negative correlation for the DEM. That is, if the USD (DEM) short rate unexpectedly rises, the dollar (mark) ought to appreciate.
From the DGPs described above, we simulate 25,000 artificial samples of 269 observations. We focus on two sets of results. First, we investigate the small-sample distributions of the various regression coefficients in the standard regressions used to test the EHs. Second, we examine the performance of the three test statistics (Wald, LM and DM) in terms of size and power against the alternative hypothesis.
Tables 2 and 3 present some relevant characteristics of the small-sample distributions of the slope coefficients in the various regression tests under the two different data generating processes, the bootstrap in Table 2 and the GARCH model in Table 3 . We report only the left-hand tail area quantiles because the sample parameter estimates are all less than the null value. We consider both OLS regression coefficients and regression coefficients implied by the VAR parameters. (19), but most of this bias is due to the maturity mis-match between the twelve-month interest rate used in the test and the eleven-month interest rate that should be used.
Hence, the bias largely remains present even in samples of 50,000. The biases in the EH-TS tests are consistent with the results in Bekaert, Hodrick, and Marshall (1997) where biases only become quite substantial for longer maturities.
Now consider the dispersion of the slope coefficients. The standard deviations of the empirical distributions in Panels A and B of Table 2 are larger than their corresponding values in Table 3 except for those associated with the DEM term structure. This reflects the inability of the GARCH models to match the fat tails in the data. The standard deviations of the FX slopes for the DEM in Panel A are much larger than the standard deviations of the term structure slopes, but they are not noticeably larger than the asymptotic standard errors except for the regression at the twelve-month horizon. This is true in Panel B for the GBP as well except the standard deviations of the FX slopes are now smaller than the asymptotic values. Notice also that the left tails of the distributions of the FX tests in Table 2 include substantially negative values. The slope coefficients from equation (19) also show much more dispersion than those from equation (18) . Note that these results are similar across the two currencies.
The small-sample distributions for the implied regression coefficients from the VARs are quite similar to the distributions of the OLS regression coefficients. Overall, the biases are slightly smaller, but with a few exceptions for the GBP, the quantiles are remarkably alike across the two sets of coefficients. This indicates that the VAR generally provides a good description of the relevant dynamics of the data. Note though that the dispersion of the small-sample distributions is sometimes larger for the EH-TS tests because there are a few extreme observations. 8 Tables 4, 5 , and 6 focus on the small-sample properties of the various test statistics. 9 Table 4 considers properties of the small-sample distribution from the bootstrap DGP. We consider first the EH-FX tests individually for one-month and twelve-month horizons and jointly for both horizons.
We then consider the EH-TS tests for the USD and for the DEM In Table 6 we focus on the empirical size and the empirical power of the various tests at the size vary between 0.7% and 7.9%. In the majority of the cases, the sizes of the LM tests are smaller than 5%, and in virtually half of the cases the empirical size is within 1% of the nominal size.
To assess the power of the tests, we use the unconstrained VAR as the alternative hypothesis.
We find that the power of the tests depends critically on which of the null hypotheses is tested and to some extent on the DGP. For the DEM-USD system, the EH-TS tests are more powerful than the EH-FX tests. Note that the information set considered for the EH-FX test is larger than what is typically considered in regression tests, where changes in foreign exchange rates are regressed on an interest differential. Here the coefficients on the interest rates are allowed to be different in absolute magnitude and the spreads are allowed to predict changes in exchange rates. The power of the FX tests hovers around 55%. For the test of the EH-TS in the DEM, the power is very high for the bootstrap DGP (in excess of 95%) and between 74.3% and 85.4% for the GARCH system. For the USD term structure, the roles are reversed, with the GARCH system yielding more powerful tests, generally in excess of 95%. Nevertheless, even for the bootstrap system, power is still in excess of 80%. For the joint EH-FX test, power is slightly in excess of 50% for the LM and DM tests, but drops to 45.1% for the Wald test in the bootstrap DGP and to 12.5% for the Wald test in the GARCH DGP.
For the GBP system, power is always higher for the EH-FX tests than in the DEM-USD system.
We find that empirical power in these test varies between 56.5% and 99.4%. EH-TS tests for the USD and the GBP are less powerful with the exception of the GBP tests for the GARCH system in which they exceed 94% in every case.
For the joint tests of the EHs, there is uniformly high power. For the GARCH system, the LM and DM tests have power over 99%, while the power is generally smaller for the bootstrap DGP, it never falls below 91.8%.
We also checked to see that all tests are consistent in that power goes to one when the sample is increased. Simulations of samples with 50,000 observations reveal powers very close to 1.00 for all tests. For our small samples of 269 observations, it is important to assess which tests are most powerful. Of course, we already know that the LM test has superior size properties and should be the preferred test, if it has comparable power to the other tests. Across the two DGPs, the two currencies, and the various tests, we can make a total of 20 power comparisons. In 17 cases, the DM test is most powerful and comes in second in the three other cases. The LM test is never the most powerful test, but comes in second in 13 cases. Moreover, whereas the Wald test is sometimes more powerful than the LM test, when it is not, its power is substantially below that of the other tests.
Taken together, our results strongly suggest avoiding use of the Wald test. The DM test has reasonable size properties, but its use would lead to over-rejection of the null hypothesis. It is also quite powerful when applied correctly. The LM test is by far the best test. It has very good size properties, and it has good power. In some cases, it may turn out to be a slightly conservative test, which fails to reject the null when it is false. Ironically, the LM test is arguably the least used of all in applied work. Having established the small-sample properties of the various test statistics allows us to revisit the evidence on the EHs in the data.
V. Statistical Analysis of the Data
This section evaluates the validity of the EHs using the small-sample distributions developed above. Two types of evidence are interpreted. First, we consider the regression evidence corresponding to equations (17), (18), and (19) for slope coefficients from ordinary least squares (OLS)
regressions and the corresponding implied coefficients (IOLS) from the VAR. Then, we consider the test statistics from the VARs.
The Regression Evidence
Consider first the results in Table 2 . For the DEM/USD rate, the slope coefficients corresponding to equation (17) the GBP/USD rate, the coefficient estimates of -1.654 (OLS) and -1.662 (IOLS) are well below the 0.5% quantile of the empirical distributions. Hence, the small-sample inference supports the asymptotic inference that rejects the null at smaller than a 1% marginal level of significance. The evidence for both of these rates at the twelve-month horizon is not quite as strong.
The situation for the term structure is in many ways the reverse of the above. We now reject the EH-TS for the USD at the 1% level for equation (18) and at the 5% level for equation (19).
We reject very strongly in the DEM term structure, but we do not reject at all in the GBP term structure.
Similar inference can be drawn from the distributions in Table 3 When empirical critical values are used, the evidence against the EHs weakens considerably. In fact, all tests fail to reject at the 1% marginal level of significance, and most of the joint evidence yields (marginal) 5% rejections. Given the LM test's superior size properties, a researcher using such a test, even with the asymptotic critical values, would typically reach the right conclusion.
Note that using the appropriate empirical critical values for the different tests generally leads to a more common interpretation of the data across the tests than is afforded from the asymptotic distributions. For example, in the joint test of all the EHs's in the DEM-USD system, which is reported in Table 4 , the Wald, DM, and LM test statistics are 47.76, 27.94, and 21.34, respectively.
Since the 5% critical value of a χ 2 (15) is 25, asymptotic inference is quite different depending on the statistic chosen. The results in Table 4 indicate that each of the statistics is quite close to the 95% quantiles of the empirical distributions, which are 47.46, 27.98, and 22.15, respectively.
VI. Conclusions
The goal of this paper is to evaluate the Expectations Hypotheses of the term structure of interest rates and of the foreign exchange market using alternative statistical techniques and extensive Monte Carlo methods. We find no evidence against the EH-FX for the DEM/USD foreign exchange market, but we marginally reject it for the GBP/USD market at either the 5% or 10%
marginal level of significance depending on the test statistic. The lack of strong evidence against the EH-FX for these major currencies is consistent with the findings of Huisman, Koedijk, Kool,
and Nissen (1998) and Bansal and Dahlquist (1999) who use panel data techniques with fifteen and twenty-eight countries, respectively.
For the EH-TS, the evidence is more mixed. There is no evidence at all against the EH-TS for the GBP, weak evidence against the EH-TS for the USD (at most 5% rejections) and somewhat stronger evidence against the EH-TS for the DEM, where the DM test rejects at the 1% level for both DGPs. However, the other tests reject at the 5% or 10% level depending on the DGP. The joint tests of the EHs never reject at the 1% level and the strongest evidence against the joint hypotheses occurs in the GBP-USD bootstrap system, where the Wald and DM tests reject at the 5% level and the LM test at the 10% level.
These rejections are much less dramatic than the asymptotic distributions imply. In general,
we find severe size distortions in the Wald tests and to a lesser extent in Distance Metric tests.
The test with the best performance for our sample size is the Lagrange Multiplier test. While estimation of VARs subject to highly non-linear restrictions is often technically demanding, we find that iterating on the approximate solution of Newey and McFadden (1994) There are also many environments in which contrasting constrained with unconstrained dynamics can yield useful insights. As one example, consider the effect of monetary policy on the aggregate economy. Policy analysis, such as Bernanke, Gertler and Watson (1997) , often uses VARs to trace out these effects. If some of the effects occur through changes in long rates, it may be instructive to compare the predictions of models estimated under the EH with unconstrained VAR dynamics, especially since the EH is a working hypothesis of many policy makers.
While the distortions in the test statistics provide a partial rehabilitation to the EHs, it remains inconsistent with the data. Moreover, our results cannot be generalized to other currencies. There are several possible ways to go in explaining the findings. First, it is unlikely that the EHs are literally true because of the requirement that risk premiums are constant. Indeed, Bekaert, Hodrick, and Marshall (1999) find that allowing for a small amount of variation in term premiums in the bond market improves the ability of the EH-TS test statistics to match the data. Second, although
we allow for a rich data generating process, it may be that the real world is more complicated than this and that peso problems may consequently plague the statistical analysis. Once again, Baillie and Bollerslev (1998), Bekaert, Hodrick and Marshall (1999) , and others have experimented with alternative DGPs that may provide richer and more realistic environments than our constrained
VARs.
This Appendix examines the implications of economies that do not admit arbitrage for the expectations hypothesis of the term structure of interest rates. From equation (3) of the paper, the n-period interest rate can be written as follows:
where the log of the n-period pricing kernel is m t+n,n ≡ P n i=1 m t+i . A Taylor's Series expansion of exp(m t+n,n ) around the mean yields the following expression:
Therefore,
where ν t,n (p) is the p-th conditional central moment of m t+n,n .
By applying equation (57) repeatedly for n = 1, and replacing interest rates by conditional expectations of pricing kernels as in equation (55), we derive the following general term premium:
To compute the foreign exchange risk premium, use the complete markets assumption to express exchange rate changes in terms of conditional pricing kernels and then use the results in equations (55) through (57) to obtain:
Under log-normality, the last two terms reduce to half the difference of the conditional variances of the two log pricing kernels, as in equation (9) in the paper. The Table provides summary statistics for the empirical distributions generated from a constrained VAR with a bootstrap of the residuals. The summary statistics are the Mean, Median, Standard Deviation (Std. Dev.) and the 0.5%, 2.5%, and 5% quantiles. The statistics are the slope coefficients in regression tests. An R indicates the direct regression, and an I indicates an implied regression from a VAR. FX1 and FX12 are the one-month and twelve-month EH-FX tests as in equation (17). CUR1 and CUR2 refer to EH-TS tests as in equations (18) and (19) The Table provides summary statistics for the empirical distributions generated from a constrained VAR with a GARCH model of the residuals. The summary statistics are the Mean, Median, Standard Deviation (Std. Dev.) and the 0.5%, 2.5%, and 5% quantiles. The statistics are the slope coefficients in regression tests. An R indicates the direct regression, and an I indicates an implied regression from a VAR. FX1 and FX12 are the one-month and twelve-month EH-FX tests in the foreign exchange market as in equation (17). CUR1 and CUR2 refer to EH-TS tests as in equations (18) and (19) 
