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Sažetak
Ovaj doktorski rad sastoji se od dva glavna dijela. Prvi se dio bavi pitanjem što su stavacˇne funk-
cije u razgranatoj teoriji tipova Bertranda Russella, kako ju je izložio u filozofijskome uvodu
prvoga izdanja Principia Mathematica. U tome se dijelu rada brani eliminativisticˇko tumacˇenje
i pokušava pokazati da Russell sam stavacˇne funkcije u Principia razumije samo kao izraze,
kao tzv. nepotpune simbole, koji ne oznacˇavaju nikakve izvanjezicˇne predmete poput pojmova
ili atributa. Razgranata tipska hijerarhija, tvrdi se, rezultat je Russellova pokušaja da se para-
doksi stavaka koje je otkrio u svojoj ranijoj supstitucijskoj teoriji izbjegnu tipskim razlikova-
njem izraza¯, dok je eliminacija stavaka i stavacˇnih funkcija iz pozadinske ontologije logicˇke
teorije posljedica Russellova shvac´anja logike kao univerzalne znanosti, koja mora sadržavati
samo jednu vrstu “istinskih” varijabla, tj. individualne ili entitetske varijable. Russellova teorija
oznacˇavajuc´ih fraza omoguc´ila mu je izraze koji naizgled referiraju na entitete viših redova
analizirati kao nepotpune simbole, bez znacˇenja “u izolaciji”. Na taj je nacˇin Russell mogao
zadržati tipsku hijerarhiju potrebnu za izbjegavanje paradoksa¯ i ujedno smatrati sacˇuvanim svoj
nauk o neogranicˇenoj varijabli. Na kraju prvoga dijela prepoznaju se odred¯eni nedostatci Ru-
ssellova eliminativisticˇkoga pristupa i moguc´e prednosti razumijevanja razgranate hijerarhije
kao ontologijske hijerarhije pojmova.
Drugi dio rada istražuje moguc´nost primjene razgranate teorije tipova u formalizaciji realis-
ticˇke metafizike intenzionalnih entiteta i izgradnji filozofijski zadovoljavajuc´e formalne teorije
pojma. U tome se dijelu rada opisuje na koji bi se nacˇin odred¯ene metafizicˇke intuicije o naravi
intenzionalnih entiteta mogle formalno prikazati unutar prikladna sustava razgranate teorije ti-
pova, a zatim opisuje sustav kumulativne intenzionalne razgranate teorije tipova (KIRTT). Rad
završava analizom nekih metateorijskih svojstava toga sustava.
Kljucˇne rijecˇi: razgranata teorija tipova, stavak, stavacˇna funkcija, nepotpuni simbol, supstitu-
cijska teorija, paradoks, intenzija, pojam, kumulativna intenzionalna razgranata teorija tipova.
Summary
This doctoral thesis consists of two main sections. The first section addresses the background
ontology of Bertrand Russell’s ramified type theory as described in Principia Mathematica.
More precisely, it deals with the question of the ontological status of propositional functions.
The concept of a propositional function is one of the central concepts of Russell’s theory of
types, both in the first draft of the theory in “Appendix B” of The Principles of Mathematics
and in its mature formulation in the first edition of Principia. However, how to understand what
Russell meant by “propositional functions” remains controversial. What are propositional fun-
ctions? Are they some sort of intensional abstract entities, like properties and relations, or just
expressions of the language of type theory, i.e. open formulas? An eliminativist interpretation is
proposed and claimed that Russell’s propositional functions are to be understood only as expre-
ssions, as the so-called “incomplete symbols”, which do not denote any extra-linguistic objects,
such as attributes, whether in realist or constructivist sense.
It is argued that the ramified type theory of Principia should not be understood as an aban-
donment of Russell’s earlier substitutional theory, but rather as its continuation. The ramified
type hierarchy is a consequence of Russell’s belief that the paradoxes of propositions that pla-
gued the substitutional theory can only be avoided by some kind of a type differentiation of
propositions. On the other hand, the elimination of propositional functions (as well as propo-
sitions) from the ontology of Principia is a consequence of Russell’s conception of logic as
universal science, which must contain only one type of genuine variables – viz., completely
unrestricted entity variables, with everything that exists as their values. The doctrine of the un-
restricted variable has been formulated by Russell in The Principles of Mathematics and is an
inseparable part of his understanding of logic. The theory of denoting phrases he developed in
“On Denoting” provided the tool for the elimination of higher-order entities from the backgro-
und ontology of his logic. This way, Russell managed to retain a complex type hierarchy of
expressions needed to avoid the paradoxes and at the same time preserve the doctrine of the
unrestricted variable.
At the end of the first section, certain advantages of rejecting the doctrine of the unrestric-
ted variable and Russell’s understanding of propositional functions as incomplete symbols are
recognized, and suggested that the interpretation of the ramified hierarchy as an ontological
hierarchy of concepts might be philosophically justified.
In the second section, a formal system of cumulative intensional ramified type theory (KIRTT)
is presented, guided by a realist interpretation of a ramified type hierarchy and with semantics
based on an intensional generalization of Henkin models. The aim was to formalize certain
metaphysical intuitions concerning the nature of intensional entities and to sketch one possible
formal theory of concepts.
Key words: ramified type theory, proposition, propositional function, incomplete symbol, sub-
stitutional theory, paradox, intension, concept, cumulative intensional ramified type theory.
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1 UVOD
Razgranata teorija tipova (RTT) logicˇki je okvir logicisticˇkoga programa svod¯enja matematike
na logiku – tj. svod¯enja matematicˇkih predmeta na osnovne logicˇke entitete i matematicˇkih
poucˇaka na opc´e logicˇke aksiome – koji su B. Russell i A. N. Whitehead pokušavali provesti
u Principia Mathematica [122]. Razvoj teorije tipova bio je motiviran otkric´em antinomija u
logici i teoriji skupova pocˇetkom 20. stoljec´a, od kojih je najpoznatija upravo ona koju danas
nazivamo ‘Russellov paradoks’. Osnovna je ideja Russellove teorije tipova sljedec´a: (i) da bi se
izbjegli paradoksi, vrijednosti varijabla stavacˇnih funkcija moraju biti ogranicˇene na odred¯eno
“podrucˇje znacˇenja”, unutar kojega stavacˇna funkcija uopc´e ima vrijednost (tj. stavak); (ii) po-
drucˇja znacˇenja uzajamno su iskljucˇiva, tj. ako su φa i ψa stavci, onda za svaki x vrijedi da ako
je φx stavak, onda je i ψx stavak. To podrucˇje znacˇenja stavacˇnih funkcija ono je što Russell
naziva tipom.
U ranoj Russellovoj teoriji tipova, predloženoj u dodatku knjige The Principles of Mathe-
matics [96], koja otprilike odgovara tzv. jednostavnoj teoriji tipova, razred svih pojedinacˇnosti
tvori tip, razred svih razreda pojedinacˇnosti (ili, intenzionalno cˇitano, razred svih svojstava po-
jedinacˇnosti) tvori tip, razred svih razreda razreda pojedinacˇnosti (tj. svojstava svojstava poje-
dinacˇnosti) tvori tip, itd. Med¯utim, u razgranatoj teoriji tipova iz Principia, tip kojemu funkcija
pripada ovisi takod¯er o njezinu redu, odnosno o tome koje vezane varijable funkcijski izraz
sadrži. Drugim rijecˇima, tip stavacˇne funkcije ne ovisi samo o moguc´im argumentima funk-
cije, vec´ takod¯er i o tome pokolicˇavanje nad kojim tipovima funkcija “ukljucˇuje”, kao i o broju
kolicˇitelja u funkcijskome izrazu. U opravdanju za tako složenu tipsku hijerarhiju Russell se
poziva na tzv. nacˇelo porocˇnoga kruga, prema kojemu, u jednoj formulaciji, ništa što “uklju-
cˇuje” sve cˇlanove neke sveukupnosti ili što “pretpostavlja” tu sveukupnost ne može i samo biti
jedan od cˇlanova te iste sveukupnosti. No, razgranata teorija tipova nije dovoljna za rekonstruk-
ciju vec´ega dijela matematike ako se u sustavu takod¯er ne pretpostavi sporna aksiomatska shema
svedljivosti. Iako Principia ne uspijevaju u potpunome svod¯enju matematike na logiku, može se
argumentirati da pokazuje na koji se nacˇin ekstenzionalna matematicˇka teorija skupova može
izvesti iz širega okvira intenzionalne logike stavacˇnih funkcija i koje su dodatne, ne-logicˇke
pretpostavke (poput aksioma beskonacˇnosti i aksiomatske sheme svedljivosti) pritom potrebne.
Nakon Ramseyjeve kritike [83] teorije tipova u Principia, uobicˇajeno je stajalište da je Ru-
ssell razgranatom teorijom pokušavao ponuditi jedinstveno rješenje za paradokse koji pripadaju
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fundamentalno razlicˇitim kategorijama – logicˇko-matematicˇke s jedne i semanticˇke paradokse s
druge strane – što je rezultiralo nepotrebno složenom tipskom hijerarhijom i nužnošc´u uvod¯enja
aksiomatske sheme svedljivosti za izvod¯enje matematike unutar razgranate teorije. Tipicˇno se
danas smatra da bi teorija tipova morala moc´i odgovoriti samo na logicˇko-matematicˇke para-
dokse, za što je dovoljna jednostavna hijerarhija poput one predložene u Principles. To je staja-
lište dovelo do zanemarivanja razgranate teorije tipova i davanja prednosti jednostavnoj teoriji
tipova, prije svega nakon njezina spajanja s λ-racˇunom u Churchovoj formulaciji jednostavne
teorije u [12].
Russellova razgranata teorija tipova u svojim je osnovnim crtama logicˇarima široko poznata,
ukljucˇujuc´i probleme povezane s nacˇelom porocˇnoga kruga i aksiomatskom shemom svedlji-
vosti.2 Široko je poznat i sam formalni aspekt razgranate teorije i tijekom desetljec´a¯ razvijeno
je nekoliko formalizacija teorije. Klasicˇne formalizacije razgranate teorije tipova ukljucˇuju npr.
Quineovu [82], Chiharinu [11] i, posebice, Churchovu [14]. Church u svojoj formalizaciji raz-
granate teorije slabi Russellova tipska ogranicˇenja i dopušta odred¯enu razinu kumulativnosti:
podrucˇja vrijednosti tipskih varijabla ukljucˇena su u podrucˇja vrijednosti varijabla više “razine”.
Za tako formaliziranu razgranatu teoriju pokazuje da uspješno izbjegava semanticˇke paradokse
i njezino rješenje semanticˇkih paradoksa uspored¯uje s Tarskijevom semanticˇkom teorijom is-
tine ([115], [116], [118]). Churchova je formalizacija razgranate teorije tipova do danas ostala
najpoznatija i najcˇešc´e rabljena. Mares [66], na primjer, koristi njegovu formalizaciju u svojoj
izgradnji tzv. cˇinjenicˇne semantike za razgranatu teoriju, a definicija r-tipa i korisno razlikova-
nje izmed¯u reda i razine rabit c´e se i u ovom radu za opis razgranate tipske hijerarhije stavacˇ-
nih funkcija u Principia. Churchova razgranata teorija i sama je s vremenom postala predmet
teorijskoga zanimanja. Peressini [72] tako uspored¯uje odgovor na semanticˇke paradokse u ku-
mulativnoj (u Churchovu smislu) i nekumulativnoj teoriji, a Anderson u [1] i [2] pokazuje da
je u Churchovu sustavu izvedljiv tzv. paradoks jedinicˇne domene. U novije vrijeme, pokušava-
juc´i ostati što vjerniji Russellovim idejama i njegovoj neformalnoj semantici, razgranatu teoriju
formaliziraju Laan [55] i Laan i Nederpelt [56], a njihovu formalizaciju razgranate teorije s
Kripkeovom teorijom istinitosti, iznesenu u [54], uspored¯uju Kamareddine i Laan [45] i Kama-
reddine, Laan i Constable [46].
Med¯utim, pitanja koja se ticˇu implicitne Russellove semantike i ontologije, kao i Russel-
2Kao povijesna zanimljivost, Fran Mihletic´ vec´ 1912. u “Principi matematike” [67], objavljenom u Nastavnom
vjesniku, piše o Principia.
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love filozofijske motivacije za usvajanje razgranate teorije tipova, ostala su otvorena. To se prije
svega odnosi na pitanje što tocˇno Russell uopc´e ima na umu kada govori o stavacˇnim funkci-
jama? Pojam stavacˇne funkcije središnji je pojam Russellove teorije tipova još od prvoga nacrta
u The Principles of Mathematics, ali do danas je ostalo sporno koji je njihov ontologijski status.
Štoviše, nejasno je je li sam Russell uopc´e imao koherentno i dosljedno shvac´anje stavacˇnih
funkcija u vrijeme pisanja Principia. U slavnoj napomeni, Geach je još sedamdesetih rekao da
je Russellova uporaba izraza ‘stavacˇna funkcija’ “beznadno zbrkana i nesuvisla” [31, str. 272], a
Cartwright, tridesetak godina kasnije, da “pokušaji kazati što tocˇno russellovska stavacˇna funk-
cija jest, ili što bi trebala biti, obvezno završavaju u frustraciji.” [10, str. 915]
Glavna suprotstavljena tumacˇenja ontologijskoga statusa stavacˇnih funkcija u Russellovu
razumijevanju logike možemo grubo podijeliti na sljedec´i nacˇin:
(1) Realisticˇko tumacˇenje: RTT je rezultat Russellova realisticˇkoga stava prema
stavacˇnim funkcijama kao bitno intenzionalnim entitetima.
(2) Konstruktivisticˇko tumacˇenje: RTT je rezultat opc´ega Russellova konstruktivis-
ticˇkoga stajališta prema predmetima logike i matematike.
(3) Eliminativisticˇko tumacˇenje: RTT je rezultat Russellova pokušaja izgradnje lo-
gike i matematike bez pretpostavljanja opstojnosti apstraktnih izvanjezicˇnih entiteta
poput razreda¯ i atributa¯.
Realisticˇko tumacˇenje brane npr. Goldfarb u [34] i Linsky u [63], [64] i [65], tvrdec´i da
Russellovu logiku valja shvatiti kao univerzalnu intenzionalnu logiku koja sadrži sredstva za
logicˇki opis intenzionalnih fenomena, iako je uski cilj Principia pokazati kako se na temelju te
logike može izgraditi ekstenzionalna logika razreda¯. Razgranatost je, prema tome tumacˇenju,
posljedica Russellova realisticˇkoga shvac´anja stavacˇnih funkcija kao izvanjezicˇnih intenzional-
nih entiteta.
Konstruktivisticˇko tumacˇenje prvi je iznio Gödel [32], kritizirajuc´i Russellovu logiku s re-
alisticˇke (platonisticˇke) pozicije. Konstruktivisticˇko tumacˇenje kasnije djelomicˇno preuzima i
Quine [82], dodajuc´i takod¯er da je razgranata tipska hijerarhija posljedica Russellova poku-
šaja pronalaska jedinstvenoga rješenja za paradokse koji pripadaju fundamentalno razlicˇitim
kategorijama, od kojih je samo jedna relevantna za logiku i matematiku, kao i Russellova ne-
razlikovanja stavacˇnih funkcija kao svojstava i relacija od stavacˇnih funkcija kao jezicˇnih izraza.
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S druge strane, Landini, npr. u [59] i [61], povezuje razgranatu teoriju tipova s ranijim
Russellovim pokušajem rješenja logicˇkih paradoksa unutar tzv. supstitucijske teorije, u kojoj
Russell stavacˇne funkcije izricˇito smatra tek nepotpunim simbolima, koji sami po sebi ne oz-
nacˇavaju ništa. Teorija tipova u Principia, tvrdi Landini, jedan je u nizu pokušaja rješavanja
paradoksa¯ unutar širega Russellova programa ontologijske redukcije. Eliminativisticˇko tumacˇe-
nje iznosi i Klement [48]. Prema njemu, Russell je kao izvor paradoksa¯ vidio upravo pretpos-
tavku da opstoje izvanjezicˇni apstraktni logicˇki i matematicˇki predmeti poput stavacˇnih funkcija
i razreda i stoga je razgranata teorija tipova rezultat pokušaja nominalisticˇke izgradnje logike i
matematike, bez pretpostavljanja opstojnosti takovih entiteta.
Prvi dio ovoga rada, “Stavacˇne funkcije u Russellovoj razgranatoj teoriji tipova”, bavi se
pitanjem što su stavacˇne funkcije u Principia Mathematica. U njem se brani eliminativisticˇko
tumacˇenje i pokušava pokazati da Russell sam stavacˇne funkcije u Principia razumije samo
kao izraze, kao nepotpune simbole, koji ne oznacˇavaju nikakve izvanjezicˇne predmete poput
pojmova ili atributa, bilo realisticˇki bilo konstruktivisticˇki shvac´enih. Tvrdi se, uglavnom pri-
hvac´ajuc´i Landinijeve argumente, da razgranatu teoriju tipova treba razumjeti ne kao nagli ra-
skid s ranijom supstitucijskom teorijom vec´ kao njezin nastavak. Razgranata tipska hijerarhija
rezultat je Russellova uvjerenja da se paradoksi stavaka koje je otkrio u supstitucijskoj teoriji
mogu izbjec´i samo tipskim razlikovanjem stavaka, a eliminacija stavacˇnih funkcija (i stavaka)
iz ontologije Principia posljedica je Russellove koncepcije logike kao univerzalne znanosti,
koja mora sadržavati samo jednu vrstu “istinskih” varijabla, moguc´e vrijednosti kojih su sve što
uopc´e postoji. Tzv. nauk o neogranicˇenoj varijabli formulirao je Russell još u The Principles
of Mathematics i neodvojiv je dio njegova razumijevanja logike. Teorija oznacˇavajuc´ih fraza iz
“On Denoting” [86] omoguc´ila mu je izraze koji naigled referiraju na entitete koji, po cijenu
protuslovlja, ne mogu biti vrijednosti tih istinskih, tj. individualnih ili entitetskih, varijabla pro-
glasiti jednostavno nepotpunim simbolima, koji zapravo ne referiraju ni na što. Na taj je nacˇin
Russell mogao zadržati složenu tipsku hijerarhiju potrebnu za izbjegavanje paradoksa¯ i ujedno
sacˇuvati nauk o neogranicˇenoj varijabli.
Argument, naravno, nije konkluzivan i dopušta se da je Russella moguc´e i drugacˇije cˇitati.
Takod¯er, tvrdnjom da Russell sam razumije razgranatu tipsku hijerarhiju stavacˇnih funkcija tek
kao hijerarhiju izraza¯ ne tvrdi se ujedno da je to najbolji nacˇin za razumjeti hijerarhiju stavacˇnih
funkcija. U zadnjemu potpoglavlju prvoga poglavlja prepoznaju se odred¯eni nedostatci elimina-
tivisticˇkoga tumacˇenja i moguc´e prednosti interpretacije razgranate hijerarhije kao ontologijske
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hijerarhije pojmova.
Filozofijska pitanja kojima se prvi dio rada bavi uglavnom su neovisna o pitanjima vezanima
uz pojedina tehnicˇka rješenja formalizacije razgranate teorije. Taj dio rada stoga sadrži relativno
malo formalizma i uvodi ga se samo ondje gdje se to cˇini presudnim i gdje znatno pomaže
postic´i jasnoc´u u izlaganju i argumentaciji.
Drugi dio rada, “Kumulativna intenzionalna razgranata teorija tipova”, istražuje moguc´-
nost realisticˇki interpretirane razgranate teorije tipova u formalizaciji “platonisticˇke” metafizike
intenzionalnih entiteta i izgradnji filozofijski zadovoljavajuc´e formalne teorije pojma. U tom
se dijelu rada najprije opisuje na koji bi se nacˇin odred¯ene metafizicˇke intuicije o naravi in-
tenzionalnih entiteta mogle formalno reprezentirati unutar prikladna sustava razgranate teorije
tipova, a zatim se izlažu jezik i semantika sustava koji se naziva ‘KIRTT’.
KIRTT je eksplicitno intenzionalna teorija i za semantiku se rabi intenzionalno poopc´enje
tzv. opc´ih ili Henkinovih [42] modela, koji omoguc´uju formalno simulirati bitno neekstenzi-
onalne znacˇajke takvih entiteta kao što su pojmovi ili svojstva. Tumacˇenje, vrjednovanje varija-
bla i apstraktno oznacˇavanje oznakama pridružuju proizvoljne predmete (ne nužno skupove), a
funkcija ekstenzije predmetima pridružuje neki skup predmeta kao njihov opseg. Posljedica je
da u sustavu nije slucˇaj da koekstenzivnost predmeta povlacˇi njihovu istovjetnost.
Nacˇin tipizacije koji se rabi cˇini KIRTT razgranatom teorijom tipova, što onemoguc´ava tzv.
nepriricˇne definicije. To neformalno jamcˇi suvislost teorije, ali ujedno ju cˇini vrlo slabim susta-
vom. Razlog za strogu priricˇnost leži u intendiranoj neformalnoj semantici prema kojoj su pri-
rocˇni apstrakti imena pojmova, i u pozadinskoj metafizici, prema kojoj je bitno obilježje pojma
njegov “smisao” ili “intenzionalni sadržaj”. Sadržaj pojma, u metafizicˇkoj slici modeliranoj u
sustavu KIRTT, može se razumjeti kao ontologijski ovisan o sadržaju pojmova koji tvore dani
pojam, što prevedeno u odred¯eni sustav tipizacije oznaka jezika, vodi necˇemu vrlo slicˇnomu Ru-
ssellovu nacˇelu porocˇnoga kruga i strogoj priricˇnosti sustava. Naspram Gödelu [32], razumije se
ramifikaciju ne kao posljedicu konstruktivizma ili nominalizma vec´ objektivne intenzionalnosti
pojmova.
Konacˇno, KIRTT je kumulativan sustav: (i) tvorbena pravila dopuštaju atomarne formule
oblika τ t(υu) i u slucˇaju kada je u < t − 1; (ii) supstitucijska pravila dopuštaju supstituciju
varijable tipa t oznakom tipa ≤ t; (iii) funkcija ekstenzije predmetu tipa t pridružuje kao eks-
tenziju skup cˇiji cˇlanovi mogu biti tipa ≤ t− 1; (iv) vrjednovanje varijabla varijabli tipa t može
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pridružiti predmet bilo kojega tipa ≤ t.
Nakon opisa semantike, daju se pravila za metodu istinitosnoga stabla za KIRTT i dokazuje
da je metoda stabla pouzdana za kumulativne poopc´ene Henkinove modele. Nažalost, pokazuje
se da je lako dokazati nepotpunost.
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2 STAVACˇNE FUNKCIJE U RUSSELLOVOJ
RAZGRANATOJ TEORIJI TIPOVA
2.1 Russellov paradoks
U svojoj filozofijskoj autobiografiji My Philosophical Development [98, str. 65], Bertrand Ru-
ssell opisuje kako je u ljeto 1900. u Parizu, na prvome “Med¯unarodnomu filozofijskome skupu”,
postao svjestan važnosti logicˇke reforme za filozofiju matematike. Kao presudan utjecaj navodi
Peana, koji je “u svakoj raspravi, pokazao više preciznosti i logicˇke strogosti nego što je po-
kazao bilo tko drugi”. Russell je zamolio Peana za primjerke njegovih radova i, kako kaže,
“smjesta ih sve procˇitao”. Bio je kraj srpnja kada je upoznao Peana, a do kraja iste godine zavr-
šio je s pisanjem prve radne inacˇice knjige The Principles of Mathematics [96].3 To je razdoblje
kasnije opisao [98, str. 73] kao “intelektualni medeni mjesec kakav niti prije niti poslije nije
nikada iskusio”.
Peano je u svojoj aksiomatizaciji aritmetike pomoc´u nove simbolicˇke notacije u Arithmeti-
ces principia [71], maloj knjižici na latinskome u kojoj se prvi put pojavljuju njegovi slavni ak-
siomi, simbole razlikovao kao “znakove koji pripadaju ili logici ili aritmetici u pravome smislu”
[69, str. 85]. Posebno, izrazi za brojeve pripadaju aritmeticˇkim, a ne logicˇkim simbolima. Ru-
ssell, s druge strane, u Principles predlaže definiciju kojom se brojevi svode na odred¯enu vrstu
skupova. Preciznije, definira pozitivne cijele brojeve kao skupove slicˇnih skupova: 0 je skup
svih skupova bez ijednoga cˇlana (tj. skup koji kao svoj jedini element sadrži prazan skup), 1 je
skup svih skupova slicˇnih skupu 0 (tj. skup svih skupova sa samo jednim cˇlanom), 2 je pak skup
svih skupova koji su slicˇni skupu koji sadrži samo 0 i 1 (dakle, skup svih skupova koji sadrže
upravo dva cˇlana) itd. Za tu se definiciju uobicˇajilo ime ‘Frege-Russellova definicija brojeva’.4
3Grattan-Guinness [37, str. 57] Russellovu pricˇu opisuje kao “apsurdno pogrješnu” te tvrdi da Russell vec´inu
Peanovih radova nije zaprimio još mjesec dana od zahtjeva, a da se iz sacˇuvanih rukopisa vidi da je pisanje Princi-
ples trajalo do u 1902. godinu. Posebno, kljucˇni dijelovi s logikom relacija i definicijama cijelih brojeva napisani
su tek 1901.
4Fregeu tu pripada prednost. Definicija slicˇna Russellovoj nalazi se u Grundgesetze der Arithmetik iz 1893.
[26], ali Frege istu predlaže još 1884. u Die Grundlagen der Arithmetik [25], dakle barem šesnaest godina prije
nego Russell dolazi do iste ideje. Russell, kao ni Peano, 1900. još ne poznaje Fregeov rad, ali dolazi do njega za
vrijeme pisanja Principles i posvec´uje mu prvi dodatak knjige, naslovljen “The Logical and Arithmetical Doctrines
of Frege”. Za Fregeovo djelo ondje kaže [96, str. 501] da “obiluje finim distinkcijama i izbjegava sve uobicˇajene
pogrješke”, a za njegov simbolizam da je, iako nezgrapan za prakticˇnu primjenu, “zasnovan na analizi logicˇkih
pojmova koja je mnogo dublja od Peanove” i da je ktomu “filozofijski jako nadmoc´an” Peanovu. Die Grundlagen
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Redni su brojevi definirani na slicˇan nacˇin, kao skupovi slicˇnih dobro ured¯enih skupova. Una-
tocˇ odstupanju od Peana, te su definicije Russellu postale dostupne upravo zahvaljujuc´i njemu:
razlikovanje jedinicˇnoga skupa od njegova jedinoga elementa, o kojemu predložene definicije
brojeva ovise, jedno je od najvažnijih tehnicˇkih rezultata koje je Russell naucˇio od Peana [98,
str. 66].
Med¯utim, smatra Russell, s definicijom brojeva u terminima skupova, nestalo je potrebe
razlikovati logicˇke od aritmeticˇkih simbola (ili logicˇke od aritmeticˇkih pojmova), kako to cˇini
Peano. Pojam skupa – ili, da budemo bliži Russellovu nazivlju, pojam razreda (class) – pojam
je koji pripada (takod¯er i) logici. Naime, Russell o razredima, u skladu Booleovom logicˇkom
tradicijom i pod utjecajem Whiteheada [121], razmišlja prije svega kao o opsezima pojmova.5
No to tada znacˇi da se svi aritmeticˇki pojmovi mogu definirati u terminima cˇisto logicˇkih poj-
mova. Svod¯enje aritmeticˇkoga pojma broja na pojam razreda tako postaje osnova Russellova
pogleda na matematiku, prema kojemu se cjelokupna “cˇista” matematika svodi zapravo na lo-
giku. Malo preciznije govorec´i, svi se pojmovi matematike mogu svesti na pojmove logike,
a sve matematicˇke tvrdnje na logicˇke istine: cjelokupna se matematika može izvesti iz opc´ih
logicˇkih aksioma. U predgovoru The Principles of Mathematics kaže Russell da je jedan od
glavnih ciljeva knjige ponuditi “dokaz da se sva cˇista matematika bavi iskljucˇivo pojmovima
definirljivima pomoc´u vrlo maloga broja temeljnih logicˇkih pojmova, a da su svi njezini stavci
(propositions) izvedljivi iz vrlo maloga broja temeljnih logicˇkih nacˇela” [96, str. xv]. Slicˇno,
na samome pocˇetku knjige, u prvome paragrafu prvoga poglavlja, naslovljenoga “Definition of
Pure Mathematics”, Russell piše:
Cˇista je matematika razred svih stavaka oblika “p povlacˇi q”, gdje su p i q stavci
koji sadrže jednu ili više varijabla, istih u oba stavka, a niti p niti q ne sadrže nijednu
konstantu osim logicˇkih konstanti. A sve su logicˇke konstante pojmovi definirljivi
u terminima sljedec´ih: pogodbe (implication), relacije oznake (term) prema razredu
kojega je cˇlan, pojma takav da, pojma relacije, i takvih daljnjih pojmova koji mogu
der Arithmetik i nekoliko manjih Fregeovih spisa, u prijevodu Filipa Grgic´a i Maje Hudoletnjak Grgic´, objavljeni
su na hrvatskom jeziku kao Osnove aritmetike i drugi spisi [28]. Knjiga Frege: pojmovno pismo [112] Gorana
Švoba do danas je najopsežniji rad o Fregeovu pojmopisu objavljen na hrvatskome.
5Vidi npr. Klement [48, str. 635]. Za razliku od Peana koji pojmove razreda i cˇlanstva uzima kao temeljne ili
primitivne pojmove, Russell u Principles u svojoj teoriji razreda¯ polazi od tri nedefinirljiva pojma (indefinables):
relacije cˇlanstva ili pripadnosti, stavacˇne funkcije – tj. pojma koji otprilike odgovara pojmu pojma – i pojma “takav
da” (such that). Iako kaže [96, str. 18-19] da je Peanov pristup možda filozofijski ispravniji, svoj pristup smatra
pogodnijim za formalne svrhe.
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biti ukljucˇeni u pojam stavaka gore spomenuta oblika. Dodatno, matematika rabi
pojam koji nije sastavnica (constituent) stavaka na koje se odnosi, naime pojam
istine. [96, str. 3]
Za takvo razumijevanje matematike kasnije se u filozofiji matematike uobicˇajio naziv ‘logici-
zam’, a Russell je, uz Fregea, ostao povijesno najznacˇajniji njegov predstavnik.6 Iako c´e kasnije
sam odbaciti gore citiranu definiciju cˇiste matematike i znatno promijeniti svoje pocˇetne meta-
fizicˇke poglede o naravi predmeta¯ logike i matematike, to osnovno razumijevanje odnosa logike
i matematike Russell nikada nije napustio.7
Nažalost, kako se pokazalo, Russellov intelektualni medeni mjesec nije dugo potrajao i
uskoro ga je zamijenila “intelektualna tuga” [98, str. 73]. Razmatrajuc´i Cantorov dokaz o ne-
postojanju najvec´ega kardinalnoga broja, Russell negdje u svibnju ili pocˇetkom lipnja 1901.
otkriva protuslovlje koje danas znamo pod imenom ‘Russellov paradoks’.8 Ne shvac´ajuc´i is-
prva važnost paradoksa i mislec´i da se radi možda tek o “trivijalnoj pogrješci” u njegovu ra-
sud¯ivanju [98, str. 76], Russell godinu dana kasnije – u kratkome pismu od 16. lipnja 1902.,
koje c´e tijekom narednoga stoljec´a postati vjerojatno najcitiranije pismo u povijesti filozofije –
6Definicija logicizma prema kojoj bi logicizam bilo stajalište da se sva matematika može svesti na logiku ipak
bi bila prestroga. Logicizam je, opc´enito, filozofijski pogled na matematiku prema kojemu su bilo sva matematika
bilo samo odred¯ene discipline ili podrucˇja koja se tradicionalno smatraju granama matematike svedljivi na logiku.
(Vidi npr. Godwyn i Irvine [33, str. 171].) Russellov je logicizam radikalniji od Fregeova utoliko što Frege nije
smatrao da se geometrija, za razliku od aritmetike, svodi na logiku. Russell jest, vec´ stoga što je, za razliku od
Fregea, prihvac´ao aritmetizaciju geometrije. Sažet ali informativan prikaz razlike izmed¯u Russellove i Fregeove
koncepcije logicizma može se nac´i u Landini [59, str. 13-16]. Sam izraz ‘logicizam’ nije niti Russellov niti Fre-
geov, vec´ je kasnijega podrijetla i dugujemo ga Carnapu [7]. Carnap je takod¯er zaslužan za razlikovanje u “Die
logizistische Grundlegung der Mathematik” [8] izmed¯u tvrdnje o definirljivosti matematicˇkih iz logicˇkih pojmova
i tvrdnje o izvodljivosti matematicˇkih poucˇaka iz logicˇkih aksioma. Taj se Carnapov tekst, u hrvatskome prijevodu
Deana Rosenzweiga [9], može nac´i u zborniku Novija filozofija matematike [110]. Zvonimir Šikic´ u “Novija filo-
zofija matematike” [109], uvodnome tekstu zbornika, daje sustavan prijegled glavnih pitanja i pozicija u filozofiji
matematike. Berislav Žarnic´ [124] piše o implicitnim pretpostavkama logicisticˇkih teorija kardinalnih brojeva kroz
analizu pozadinske reprezentacijske teorije jezika.
7Dobar dio “Uvoda” drugoga izdanja Principles iz 1938. posvetio je Russell kriticˇkoj analizi svoje definicije
cˇiste matematike s pocˇetka prvoga izdanja, ali ujedno naglašava da nikada nije vidio nikakva razloga izmijeniti
“temeljnu tezu [knjige], da su matematika i logika istovjetne” [96, str. v]. Koliko su se s vremenom Russellovi
metafizicˇki pogledi na logiku promijenili govori to što u vrijeme pisanja My Philosophical Development, izda-
noj 1959., zakone logike smatra tek jezicˇnim konvencijama: “Više ne mislim da su zakoni logike zakoni stvari;
naprotiv, sada ih smatram cˇisto jezicˇnima.” [98, str. 102]
8Griffin [38] detaljno opisuje povijest i kontekst otkric´a Russellova paradoksa, a Klement [49] analizira odnos
izmed¯u Cantorova poucˇka o partitivnome skupu i razlicˇitih paradoksa¯ koje je Russell bilo sam otkrio bilo samo
razmatrao u svojim djelima, ukljucˇujuc´i paradoks skupova koji nisu svoji cˇlanovi i paradoks priroka koji ne opri-
mjeruju sami sebe. Sam Russell u Principles otkriveni paradoks dosljedno naziva jednostavno ‘protuslovlje’ (the
contradiction). Med¯u hrvatskim autorima, precizniju skupovno-teorijsku analizu Russellova paradoksa i njegova
odnosa spram Cantorova poucˇka može se nac´i u Šikic´ [108]. Isti autor u [111] nešto opširnije opisuje Cantorov
dijagonalni argument i njegov utjecaj. Na hrvatskome jeziku, Švob daje zanimljivu analizu paradoksa¯ u antolo-
gijskome cˇlanku “Ima li danas logicˇkih antinomija?” u [113]. Vladimir Devidé [19, str. 190-192] takod¯er ukratko
opisuje Russellov paradoks i njegovu ulogu u povijesti matematike.
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o otkrivenome paradoksu obavještava Fregea:
Neka jew prirok: biti prirok koji se ne može priricati sam sebi. Može li sew priricati
sam sebi? Iz bilo kojeg odgovora, suprotno slijedi. Stoga moramo zakljucˇiti da w
nije prirok. Slicˇno tomu, ne postoji razred (kao sveukupnost) onih razreda koji,
svaki uzet kao sveukupnost, ne pripadaju sami sebi. Iz toga zakljucˇujem da pod
odred¯enim okolnostima definirljiva kolekcija [Menge] ne tvori sveukupnost. [40,
str. 125]9
Izrazi koje Russell u pismu rabi lako mogu zbuniti današnjega cˇitatelja. Kada govori o raz-
redu kao sveukupnosti, Russell ima na umu kolekciju ili množinu entiteta¯, takvu da se ona
sama može razumjeti kao cjelina, kao jedna stvar ili kao zaseban entitet. Odražava to, cˇini se,
uobicˇajeni onovremeni nacˇin konceptualizacije problema tzv. paradoksalnih razreda. Na slicˇan
nacˇin Cantor, na primjer, razlikuje dvije vrste mnoštvenosti (Vielheiten): suvisle, koje se mogu
shvatiti kao neko jedno, kao jedna stvar (Einheit), i nesuvisle, koje se tako shvatiti ne mogu,
npr. skup svih skupova, skup svih rednih brojeva i sl. Iako filozofijski gotovo zaboravljeno, to
je razlikovanje ocˇito blisko razlici izmed¯u skupova (koji i sami mogu biti elementi) i pravih
razreda (koji to ne mogu biti) u teoriji skupova NBG.10
Russellovo pismo Fregeu sadrži dvije inacˇice paradoksa, prirocˇnu i skupovnu – ili, mogli
bismo takod¯er rec´i, intenzionalnu i ekstenzionalnu – no njihova je struktura ista. U oba se slu-
cˇaja krec´e od neke naizgled nesporne i ocˇigledno istinite pretpostavke o skupovima, odnosno
prirocima, a zatim se pokazuje se da se iz nje, posve nespornim nacˇinom zakljucˇivanja, može
izvesti protuslovlje.
“Ocˇigledno istinita” pretpostavka naivne teorije skupova to je da za svako svojstvo ili, ne-
utralno govorec´i, uvjet φ, iskazan npr. formulom s jednom slobodnom varijablom, postoji neki
skup koji kao svoje cˇlanove sadrži upravo one predmete koji posjeduju to svojstvo, tj. koji taj
uvjet zadovoljavaju. Recimo, ako je φ “x je prirodni broj”, onda postoji skup koji kao cˇlanove
sadrži sve prirodne brojeve i ništa što nije prirodni broj nije njegov cˇlan; ako je φ svojstvo “biti
ljudsko bic´e”, postoji skup koji sadrži sva i samo ljudska bic´a. Ta c´e se pretpostavka kasnije na-
9Pismo je pisano na njemacˇkome jeziku, no prijevod je prema engleskome prijevodu u Heijenoort [40]. U
kratkoj napomeni prije prijevoda pisma stoji da je Russell pregledao prijevod i odobrio ga.
10Vidi Cantorovo pismo Dedekindu u Heijenoort [40, str. 113-117]. Cantini [6, str. 880] (u podrubnici 5) navodi
da se slicˇno razlikovanje može nac´i još ranije u Schröder [103].
10
zvati nacˇelom sadržaja (komprehenzije) ili nacˇelom apstrakcije (ili, u kontekstu aksiomatizacije
teorije skupova, aksiomatskom shemom sadržaja).
U prirocˇnoj inacˇici paradoksa takod¯er imamo, naizgled ocˇito istinito, nacˇelo sadržaja za
priroke. Jednu stvar ovdje treba prethodno spomenuti. Kada Russell, barem u vrijeme pisanja
Principles, govori o prirocima, nema na umu ono što bismo danas obicˇno razumjeli pod tim
izrazom. To jest, ne misli na prirok kao na odred¯eni jezicˇni izraz, vec´ otprilike na ono što bismo
nazvali ‘atribut’, ‘svojstvo’ ili ‘pojam’ – ili, tradicionalnijim rjecˇnikom, ‘univerzalija’. Više
c´emo o tome kazati u narednome potpoglavlju pa je za sada ta napomena dovoljna. Prema
odgovarajuc´emu nacˇelu sadržaja, za svaki jezicˇni predikat ili uvjet φ, izražen npr. formulom s
jednom slobodnom varijablom, postoji odgovarajuc´e svojstvo koje se priricˇe (ili, kažemo još,
koje je oprimjereno) upravo onim predmetima koji taj uvjet zadovoljavaju. Ako je φ, na primjer,
“x je ljudsko bic´e”, prema nacˇelu sadržaja za priroke, postoji atribut “ljudskost” ili svojstvo “biti
ljudsko bic´e”, koje pripada svim i samo onim predmetima koji zadovoljavaju φ.
Nacˇelo sadržaja (bilo za skupove bilo za priroke) formalno možemo prikazati na sljedec´i
nacˇin:
∃x∀y(y ∈ x↔ φ)
Dakle, neformalno cˇitano, postoji skup x kojega su cˇlanovi upravo oni predmeti y koji zadovo-
ljavaju uvjet φ. Odnosno, u prirocˇnoj inacˇici, prilagodimo li neformalno tumacˇenje znaka ‘∈’,
postoji prirok x koji se odnosi upravo na one predmete y koji zadovoljavaju uvjet φ. No uz-
mimo sada da je naš uvjet φ “biti skup koji ne pripada sam sebi” (tj. “x nije element od x”) ili
“biti prirok koji se ne priricˇe sam sebi” (tj. “x ne oprimjeruje x”). Iz nacˇela sadržaja slijedi tada
sljedec´i iskaz:
∃x∀y(y ∈ x↔ y 6∈ y)
Taj iskaz kaže da postoji skup x cˇiji su cˇlanovi upravo oni predmeti koji nisu sami svoji cˇlanovi.
Odnosno, da postoji prirok x koji je oprimjeren upravo onim predmetima koji nisu oprimjereni
samima sobom. Nazovemo li taj skup ili prirok ‘S’, imamo:
∀y(y ∈ S ↔ y 6∈ y)
Sada vidimo problem. Prema gornjemu iskazu, za svaki predmet y vrijedi da je cˇlan skupa S
ako i samo ako taj predmet y nije sam svoj cˇlan. Vrijedi to za svaki predmet pa tako onda i
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za sam skup S. U prirocˇnome cˇitanju, gornji nam iskaz kaže da za svaki predmet y vrijedi da
oprimjeruje prirok S ako i samo ako taj predmet y ne oprimjeruje sam sebe. Kako to vrijedi za
svaki y, vrijedi i za prirok S. Stoga slijedi:
S ∈ S ↔ S 6∈ S
Skup svih skupova koji sami sebe ne sadrže ujedno i jest i nije svoj cˇlan. Prirok koji se odnosi
na sve priroke koji se ne priricˇu sami sebi ujedno se i priricˇe i ne priricˇe sebi. Iz toga, naravno,
slijedi S ∈ S ∧ S 6∈ S, a ex contradictione quodlibet. Paradoks ocˇito pokazuje da nešto nije u
redu s naivnim nacˇelom sadržaja – drugim rijecˇima, da nešto nije u redu s našim “intuitivnim”
ili “predteorijskim” razumijevanjem razreda¯ i priroka¯. Što tocˇno nije u redu, puno je teže za
vidjeti.
Za razliku od Russella samoga, Frege je odmah uocˇio važnost njegova paradoksa. U odgo-
voru Russellu piše da ga je njegovo otkric´e iznenadilo i zapanjilo i uzdrmalo temelje na kojima
se nadao izgraditi aritmetiku – štoviše, da se boji da paradoks prijeti ne samo njegovu vec´ bilo
kojemu moguc´emu utemeljenju aritmetike. No, koliko god se otkric´e na prvi pogled cˇini ne-
željenim, kaže, možda c´e iz njega proizac´i važan napredak u logici.11 U vrijeme kada prima
Russellovo pismo, drugi svezak njegova glavna djela Grundgesetze der Arithmetik nalazi se u
tisku i Frege u knjigu uspijeva samo priložiti dodatak u kojem opisuje paradoks i iznosi – kako
c´e se pokazati, neuspješan – prijedlog kako paradoks izbjec´i.12 Od planiranoga trec´ega sveska
Frege je odustao, a kasniji njegovi radovi pokazuju da ga je Russellovo otkric´e uvjerilo da je
logicizam neistinit.13
O paradoksu – ili “protuslovlju”, kako ga jednostavno naziva – Russell opširno piše u The
Principles of Mathematics. No, Russellov paradoks nije prvi paradoks skupova koji se pojavio.
Burali-Forti je paradoks najvec´ega rednoga broja objavio još 1897., no nije privikao vec´u paž-
nju.14 Cantor, doduše, paradoks najvec´ega kardinalnoga broja, koji danas nosi njegovo ime, nije
11Vidi u Heijenoort [40, str. 127-128]. Frege upozorava da se, tehnicˇki, paradoks u obliku u kojemu ga je opisao
Russell ne može formulirati u njegovu sustavu – za Fregea, prirok se ne može priricati prirocima, tj. funkcija ne
može kao svoj argument imati funkciju – ali da ga nije problem prikladno preinacˇiti.
12U dodatku Frege piše: “Znanstvenom piscu jedva se može dogoditi nešto nepoželjnije negoli da mu se nakon
dovršetka jednog rada uzdrma jedna od osnova njegove grad¯evine. Ja sam stavljen u taj položaj pismom gospodina
Bertranda Russella kad se tiskanje ovog sveska približavalo kraju...” (Prijevod je iz Devidé [19, str. 190].) Poz-
nata analiza Fregeova prijedloga Quineov je “On Frege’s Way Out” [81], no Quine napominje, pozivajuc´i se na
Sobocin´skog [105], da je Les´niewski još 1938. pokazao da je Fregeov prijedlog nesuvisao.
13Vidi Godwyn i Irvine [33, str. 182].
14Prijevod Burali-Fortijeva cˇlanka na engleski, “A Question on Transfinite Numbers”, nalazi se u Heijenoort [40,
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objavio, ali komunicirao ga je u pismima Dedekindu 1899., a cˇini se da zna za antinomiju vec´
1895., možda cˇak i tako rano kao 1883.15 Štoviše, paradoks skupa skupova koji nisu svoji cˇla-
novi – dakle, paradoks koji znamo kao ‘Russellov’! – od 1902., neovisno o Russellu i Fregeu,
poznat je Hilbertu, Zermelu i Husserlu.16 Med¯utim, do Russella i Fregea paradoksi nisu prepoz-
nati kao ozbiljan problem, bilo za logiku bilo za teoriju skupova. Razlozi su razlicˇiti: Cantor
je u paradoksima vidio otkric´e da postoje nesuvisle mnoštvenosti, koje je smatrao pozitivnim
doprinosom svojoj teoriji; Hilbert i krug matematicˇara oko njega paradokse skupova vide tek
kao prirodnu i ocˇekivanu pojavu u rastuc´oj mladoj disciplini, kakva je u to vrijeme teorija sku-
pova.17 Tek Frege, a potom i Russell, u paradoksima vide dubok problem, koji nije vezan tek
uz pojedinu matematicˇku disciplinu, vec´ logiku i mišljenje opc´enito. Kako je Russell kasnije
napisao [98, str. 75], paradoks je pokazao da “iz premisa koje su svi logicˇari, bilo koje škole,
prihvac´ali još od vremena Aristotela, mogu se izvesti protuslovlja.” Prema Gödelu, važnost je
Russellova rada na paradoksima to što je pokazao da su naše logicˇke intuicije protuslovne:
Analizirajuc´i paradokse do kojih je dovela Cantorova teorija skupova, oslobodio ih
je svih tehnicˇkih matematicˇkih detalja, izvevši tako na vidjelo zapanjujuc´u cˇinje-
nicu da su naše logicˇke intuicije (tj. intuicije u pogledu takvih pojmova kao: istina,
pojam (concept), bic´e (being), razred, itd.) protuslovne. [32, str. 124]
U nekoliko godina nakon objavljivanja The Principles of Mathematics pojavit c´e se u lite-
raturi i drugi paradoksi, što, u uskom smislu, skupovno-teorijski, što, kako ih danas nazivamo,
semanticˇki.18 Jedan od odgovora, koji je u med¯uvremenu postao standardnim, na skupovno-
teorijske paradokse bila je aksiomatska teorija skupova, prije svega ZF(C): ogranicˇenjem ak-
siomatske sheme sadržaja – ili, drugim rijecˇima, njezinom zamjenom aksiomatskom shemom
odijeljenosti (separacije) – onemoguc´ena je konstrukcija paradoksa¯, a dodatni su aksiomi osi-
str. 105-112]. Svoj paradoks najvec´ega rednoga broja Burali-Forti nije vidio kao paradoks, vec´ tek kao reductio
tvrdnje da je skup rednih brojeva linearno ured¯en (vidi npr. Heijenoort [40, str. 104] i Cantini [6, str. 878-879]).
Heijenoort [40, str. 104] kaže da je paradoks odmah izazvao zanimanje med¯u matematicˇarima, ali Garciadiego [30,
str. 25-26] i, pozivajuc´i se na nj, Griffin [38, str. 350] tvrde da je, naprotiv, isprva potpuno ignoriran.
15Vidi u Griffin [38, str. 350] i Cantini [6, str. 879]. Prijevod je Cantorova pisma Dedekindu od 28. srpnja 1889.
u Heijenoort [40, str. 113-117]. U pismu Cantor razmatra i paradoks najvec´ega rednoga broja i paradoks najvec´ega
kardinalnoga broja.
16Cantini [6, str. 881-882].
17Griffin [38, str. 351-352]; Cantini [6, str. 883].
18Russell mnoge od njih opisuje na pocˇetku “Mathematical Logic as Based on the theory of Types” [89, str.
222-224] i u uvodu Principia Mathematica [122, str. 60-61]. Copi [18, str. 1-9] daje dobar uvodni opis i analizu
paradoksa, a Cantini [6] noviji povijesni prijegled odnosa izmed¯u paradoksa¯ i razvoja matematicˇke logike.
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gurali opstojnost pojedinih vrsta skupova. Russellov je odgovor, s druge strane, logicˇki sustav
kojem je dao ime ‘teorija tipova’.19
2.2 Teorija tipova u The Principles of Mathematics
Prvi grubi nacrt teorije tipova Russell objavljuje vec´ 1903. u “Appendix B” svoje The Principles
of Mathematics [96], naslovljenom “The Doctrine of Types”. Kako kaže, nauk o tipovima iznosi
tek uvjetno (tentatively), kao moguc´e rješenje protuslovlja, ali koje bi trebalo dodatno razraditi
da bi moglo odgovoriti na sve teškoc´e [96, str. 497]. Protuslovlje koje bi teorija tipova trebala
razriješiti jest, naravno, protuslovlje opisano u desetom poglavlju knjige (“The Contradiction”),
a za koje se kasnije ustalio naziv ‘Russellov paradoks’.
Na pocˇetku iznosi Russell dvije glavne tocˇke teorije tipova, no iz razloga koji c´e uskoro
postati jasni razdvojit c´emo ovdje drugu tocˇku u dva dijela:
(1) “Svaka stavacˇna funkcija φ(x) [. . . ] ima, uz svoje podrucˇje istinitosti, podru-
cˇje znacˇenja, tj. podrucˇje unutar kojega x mora ležati da bi φ(x) uopc´e bila
stavak, bio istinit bilo neistinit.”
(2) “[P]odrucˇja znacˇenja tvore tipove, tj. ako x pripada podrucˇju znacˇenja funk-
cije φ(x), onda postoji razred predmeta¯, tip x-a, od kojih svi moraju takod¯er
pripadati podrucˇju znacˇenja funkcije φ(x), kako god φ varirao[.]”
(3) “[P]odrucˇje je znacˇenja uvijek ili jedan tip ili zbroj nekoliko cijelih tipova.”
Ad (1). Vidimo da je pojam stavacˇne funkcije vec´ na samom pocˇetku kljucˇan za razumijevanje
Russellove teorije tipova. Što su stavacˇne funkcije u The Principles of Mathematics? Taj se iz-
raz prvi put pojavljuje upravo u tome djelu. Russell ranije u knjizi [96, str. 19] kaže: “φ(x) je
stavacˇna funkcija (propositional function) ako je, za svaku vrijednost x-a, φ(x) stavak (propo-
sition), odred¯en kada je dan x.” Stavacˇne su funkcije, dakle, funkcije koje svojim argumentima
pridružuju stavke. Med¯utim, to objašnjenje nije dovoljno: nije svaka funkcija koja svojim ar-
gumentima pridružuje stavke stavacˇna funkcija. Na primjer, funkcija koja Sokratu pridružuje
19Zermelo [123] je aksiomatizirao teoriju skupova 1908., kada je Russell vec´im dijelom vec´ razvio svoju razgra-
natu teoriju tipova. No, aksiomatska teorija skupova za logicista Russellova tipa ne bi bila posve zadovoljavajuc´e
rješenje, ma koliko bila tehnicˇki prikladna: aksiomatski stipulirati koji skupovi postoje nije za logicista prihvatljiv
nacˇin utemeljenja.
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stavak “Kiša pada”, Platonu stavak “Ulice su mokre”, a broju dva Pitagorin poucˇak nije sta-
vacˇna funkcija.20 Russellov je primjer stavacˇne funkcije “x je cˇovjek”:
U svakome stavku, koliko god složenom, koji ne sadrži slobodne (real) varijable,
možemo zamisliti da je jedna od oznaka (terms), ne glagol niti pridjev, zamijenjena
drugom oznakom: umjesto “Sokrat je cˇovjek” možemo staviti “Platon je cˇovjek”,
“broj 2 je cˇovjek” i tako dalje. Time dobivamo uzastopne stavke koji se slažu u
svemu osim u jednoj promjenjivoj (variable) oznaci. Stavivši x za promjenjivu oz-
naku, “x je cˇovjek” izražava tip svih takvih stavaka. [96, str. 19-20]
Iako bi citat, nismo li dovoljno pažljivi s Russellovim nazivljem, mogao snažno sugerirati da
stavci za Russella nisu drugo do recˇenice, a stavacˇne funkcije izrazi koje dobijemo uklonivši iz
recˇenica pojedine rijecˇi (“ne glagol niti pridjev”), to ipak nije slucˇaj – barem ne u The Principles
of Mathematics. Odnos izmed¯u stavacˇne funkcije i stavka koji stavacˇna funkcija pridružuje
argumentu odražava se, doduše, u odred¯enim notacijskim znacˇajkama, tj. u strukturi izraza koji
stoje za (izražavaju ili, uvjetno govorec´i, imenuju) stavacˇne funkcije i stavke, ali ni stavci ni
stavacˇne funkcije nisu tek izrazi.
Russell u predgovoru [96, str. xviii–xiv] kaže da rijecˇ ‘stavak’ definira na nacˇin koji odstupa
od njegove uobicˇajene uporabe, prema kojoj se “stavci [...] obicˇno shvac´aju kao (1) istiniti ili
lažni, (2) mentalni.” Russell se slaže da su stavci upravo ono što je istinito ili neistinito, ali
nijecˇe da se radi o mentalnim entitetima jer smatra da “ono što je istinito ili neistinito opc´enito
nije mentalno”. Cˇini se da time želi rec´i da istinitost i neistinitost ne ovise o spoznavatelju i
da stoga stavci kao nositelji istinitosnih vrijednosti ne mogu biti tek mentalne reprezentacije
(cˇinjenica ili stanja stvari, na primjer). Razlog zašto Russell smatra da objektivnost istinitosti
nije spojiva sa stajalištem da su stavci mentalne reprezentacije jest izgleda to što u vrijeme
pisanja Principles, ali i dugo nakon toga, opc´enito smatra da reprezentacionalizam neizbježno
vodi u psihologizam.21 Stavci stoga nisu reprezentacije, mentalne ili kakve drugacˇije, cˇinjenica
ili stanja stvari, vec´ upravo sáme cˇinjenice ili stanja stvari, shvac´ene u ontologijski jakome
smislu kao posebni složeni entiteti, neovisni o spoznavatelju, umu i opc´enito našim relacijama
spram tih složenih entiteta. Kada mislimo, vjerujemo ili tvrdimo neki stavak, taj stavak nije
20Takvo “ekstenzionalno” shvac´anje stavacˇnih funkcija kasnije c´e, u svojoj kritici Russellove teorije tipova iz
Principia Mathematica, predložiti Ramsey [83].
21Vidi npr. Korhonen [50, str. 163]. Korhonen opisuje reprezentacionalizam kao “gledište da je misao bitno stvar
reprezentacije.”
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nešto (npr. recˇenica ili misao) što tek imenuje ili znacˇi neko stanje stvari, vec´ upravo to stanje
stvari samo:
Imati znacˇenje (meaning), cˇini mi se, pojam je zbrkano sastavljen od logicˇkih i
psihologijskih elemenata. Sve rijecˇi imaju znacˇenje, u jednostavnome smislu da su
one simboli koji stoje za nešto drugo osim njih samih. Ali stavak, osim ako nije
jezicˇni (linguistic), sam ne sadrži rijecˇi: on sadrži entitete naznacˇene (indicated)
rijecˇima. [96, str. 47]
Tvrdimo li da je Mont Blanc viši od 4000 metara, ne tvrdimo misao, koja je, prema Russellu,
privatna psihološka stvar, vec´ objekt te misli, složeni entitet cˇija je sastavnica upravo planina
o kojoj je rijecˇ, a ne njezino ime, pojam ili bilo kakav drugi posrednik.22 Možda neobicˇno za
današnji ontologijski ukus, takod¯er je sastavnica toga istoga složenoga entiteta i pojam (con-
cept) oznacˇen izrazom ‘viši od 4000 metara’ – no ne i izraz ‘viši od 4000 metara’ i ne mentalna
predodžba koja odgovara tomu izrazu. Tvrdimo li da rijecˇ ‘Russell’ sadrži sedam slova – pa
je time naš stavak jezicˇni, u smislu da govori nešto o jeziku – stavak koji tvrdimo sadrži kao
sastavnicu rijecˇ ‘Russell’, ali ne i ime te rijecˇi, tj. ne niz znakova koji u ovoj recˇenici pocˇinje
i završava navodnicima. Opc´enito, stavak da neki predmet a ima svojstvo P , složeni je entitet
(complex) cˇije su sastavnice (constituents) predmet a i pojam P ; stavak da je predmet a u rela-
ciji R s predmetom b, složeni je entitet sastavljen od predmeta a i b i pojma R, itd. Predmeti a i
b pritom takod¯er mogu biti pojmovi (concepts) ili pak mogu biti stvari (things).
Tu moramo malo zastati. Da bismo razumjeli što tocˇno Russell tvrdi o stavcima i stavacˇnim
funkcijama, važno je uocˇiti da on u Principles zastupa neobicˇno liberalne ontologijske poglede,
svojevrsnu vrlo jaku inacˇicu realizma (ili platonizma, kako bismo to danas nazvali):
Sve što može biti predmet mišljenja, ili što se može pojaviti u bilo kojem istinitom
ili neistinitom stavku, ili racˇunati kao jedno, nazivam oznakom (term). To je tada
najšira rijecˇ u filozofijskome rjecˇniku. Rabit c´u kao njoj istoznacˇne rijecˇi jedinica
(unit), pojedinacˇnost (individual) i bitstvo (entity). Prve dvije naglašavaju cˇinjenicu
da je svaka oznaka jedno, dok je trec´a izvedena iz cˇinjenice da svaka oznaka ima
bitak (has being), tj. u nekom smislu jest. Cˇovjek, trenutak, skup, relacija, himera,
ili bilo što drugo što može biti spomenuto, svakako je oznaka; a zanijekati da je
takva i takva stvar oznaka uvijek mora biti neistinito. [96, str. 43]
22Primjer je iz pisma Fregeu od 12. prosinca 1904. Engleski prijevod može se nac´i u Frege [27, str. 169].
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Sve što uopc´e može biti predmet mišljenja jest, ima bitak, oznaka je. Oznake Russell [96, str.
44] dijeli na pojmove i stvari: pojmovi su ono što je naznacˇeno pridjevima i glagolima, tj.
ono što naziva ‘priroci’ i ‘relacije’, dok su stvari one oznake koje nisu pojmovi, tj. koje se ne
mogu priricati drugim oznakama – ili, drugim rijecˇima, oznake koje u stavku mogu biti samo
podmeti.23 Pojmovi pritom za Russella nisu, ništa više nego planine, tek nekakvi mentalni enti-
teti, predodžbe, psihološke sastavnice misli, vec´ zasebni, o našim mislima i tvrdnjama neovisni
idealni predmeti, jednako stvarni koliko i same planine.24 Odred¯ene složevine, cjeline (who-
les) cˇiji su dijelovi (parts) oznake, med¯u kojima mora biti barem jedan pojam, a koje pritom
karakterizira posebno jedinstvo (unity) – drugim rijecˇima, cjeline koje, za razliku od razreda¯,
“nisu potpuno specificirane kada su svi njihovi dijelovi znani” ([96, str. 140]) – ono su, prema
Russellu, što nazivamo stavcima.25 Kako stavci sami mogu biti predmet mišljenja, bilo da su
istiniti bilo neistiniti, i istiniti i neistiniti stavci jesu, tj. imaju bitak.26
Iako su stavci entiteti koji imaju bitak neovisno o tome misli li ih tko ili ne, stavci su in-
tenzionalni entiteti. Dva su razloga za to; jedan je povezan s vrstama entiteta koji su sastavnice
stavaka, dok se drugi odnosi na, nazovimo to tako, intencionalnu strukturu stavka. Kao prvo, ba-
rem jedna sastavnica stavka mora biti pojam, a pojmovi sami jesu intenzionalni entiteti, u smislu
da koekstenzivnost pojmova ne povlacˇi njihovu istovjetnost. Koekstenzivni pojmovi mogu biti,
kako Russell kaže, “pojmovno razlicˇiti” (conceptually diverse) [96, str. 47]. Uzmimo standardni
primjer: pojam razumske životinje i pojam bespernatoga dvonošca, cˇak i ako bi se doista odno-
sili na posve iste entitete, tj. cˇak i ako bi im opsezi bili istovjetni, sami ocˇito nisu isti pojmovi.
Stoga stavak “Sokrat je razumska životinja” i stavak “Sokrat je bespernati dvonožac” takod¯er
nisu istovjetni, vec´ samim tim što imaju razlicˇite pojmove kao svoje sastavnice. Kao drugo, cˇak
23Maloj zbrci pridonosi to što Russell ponegdje rabi ‘adjective’ i ‘verb’ za rijecˇi koje naznacˇuju (indicate)
pojmove, ponegdje pak za same pojmove, tj. priroke i relacije. Takod¯er, ponegdje ‘term’ rabi opc´enito za sastavnice
stavka, a ponegdje samo za one sastavnice koje se mogu shvatiti kao podmeti stavka. Tako, na primjer, u istom
paragrafu kaže [96, str. 44–45] i da glagoli naznacˇuju relacije i da su “priroci [...] pojmovi, osim glagola, koji se
javljaju u stavcima koji imaju samo jednu oznaku ili podmet”.
24Russell [96, str. 46] kaže da se teorija po kojoj bi “pridjevi ili atributi ili idealne stvari, ili kako god ih zvali”
bili nekako ontologijski manjkavi “cˇini potpuno pogrješnom i lako svedljivom na protuslovlje.”
25Candlish [4] daje dobar prikaz Russellove teorije stavacˇnoga jedinstva i njezinih problema. Stevens [107]
je naklonjeniji Russellovu rješenju problema stavacˇnoga jedinstva i smatra ga, suprotno vec´inskomu pogledu,
uspješnijim od Fregeova.
26Teorija se usložnjava time što imati bitak ne znacˇi ujedno i postojati. Russell [96, str. 71] strogo razlikuje bitak
(Being) i opstojnost (existence): “Razlika izmed¯u bitka i opstojnosti važna je, a dobro se ilustrira postupkom bro-
janja. Što se može brojati, mora biti nešto i svakako mora biti, iako nipošto ne mora posjedovati daljnju povlasticu
opstojanja.” Time stvarima, tj. podmetima stavaka, mogu biti i “mnoge oznake koje ne postoje, na primjer, tocˇke u
neeuklidskom prostoru i pseudopostojec´i entiteti (pseudo-existents) nekoga romana.” [96, str. 45] Razlika izmed¯u
opstojnosti i bitka kljucˇna je za razlikovanje istinitih i neistinitih stavaka, ali nama ta razlika ovdje nije toliko bitna.
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se i stavci koji imaju posve iste sastavnice mogu razlikovati u tome koja je sastavnica podmet
stavka, tj. u tome o cˇemu je taj stavak. Za Russella tako stavci “Sokrat je cˇovjek” i “Cˇovještvo
pripada Sokratu” nisu istovjetni, iako su ekvivalentni i mada se oba sastoje od istih sastavnica:
Sokrata i pojma cˇovjeka [96, str. 45]. Naime, u prvome je slucˇaju stavak o Sokratu, u drugom o
pojmu. Iz analogna razloga, niti stavci “A je razlicˇito od B” i “B je razlicˇito od A”, na primjer,
nisu istovjetni [96, str. 140].
Znajuc´i sada što su za Russella stavci, vratimo se na naše pitanje s pocˇetka: što su stavacˇne
funkcije? Kazali smo, stavacˇne funkcije pridružuju svojim argumentima odgovarajuc´e stavke,
no kako to tocˇno shvatiti? Što još možemo rec´i o stavacˇnim funkcijama?
Najprije, za Russella je pojam stavacˇne funkcije “temeljni pojam” (fundamental notion),
koji stoga možemo objasniti, ali ne i, u pravome smislu, definirati [96, str. 19]. Zato, kazavši
gore da je stavacˇna funkcija funkcija koja svojim argumentima pridružuje stavke, nismo, strogo
gledano, dali definiciju. Glavni razlog nedefinirljivosti jest to što je pojam stavacˇne funkcije
usko povezan s temeljnim pojmom koji izražavamo izrazima poput ‘takav da’ (such that) i ‘koji’
(who, which). Ti izrazi, kaže Russell, “predstavlja[ju] opc´i pojam zadovoljavanja (satisfying)
stavacˇne funkcije” [96, str. 83]. No taj je pojam – pa time i sam pojam stavacˇne funkcije –
dio definicije opc´ega pojma funkcije i zato svaki pokušaj definicije stavacˇne funkcije ukljucˇuje
porocˇni krug. Russell, doduše, u osmome poglavlju (“The Variable”) opisuje stavacˇne funkcije
kao razred stavaka koji dijele odred¯enu “postojanost oblika” (constancy of form) [96, str. 89]
pa cˇak i izricˇito kaže da je stavacˇna funkcija “razred svih stavaka koji nastaju varijacijom jedne
oznake” [96, str. 93]. Stavacˇna funkcija “x je cˇovjek” tako bi bila skup {“Sokrat je cˇovjek”,
“Platon je cˇovjek”, “Aristotel je cˇovjek”, ... }.27 Ipak, napominje da to, zbog prethodno opisane
nedefinirljivosti pojma stavacˇne funkcije, ne treba shvatiti kao definiciju.
Med¯utim, cˇak i ako ne možemo definirati stavacˇne funkcije, ponešto iz do sada recˇenoga
o njima možemo zakljucˇiti. Cˇetiri su nam stvari ovdje važne. Prvo, stavacˇne funkcije nisu tek
jezicˇni izrazi. Drugo, kako se cˇini da stavacˇne funkcije i same mogu biti predmetom misli i
mogu se “racˇunati kao jedno”, i one su – baš kao i stavci – entiteti, oznake, imaju bitak.28
27Na drugome mjestu, Russell [96, str. 85] sugerira da se stavacˇne funkcije mogu shvatiti kao, uvjetno govorec´i,
svojevrsne metarelacije, tj. relacije izmed¯u stavaka i oznaka koje su argumenti funkcije. Funkciju “x je cˇovjek”
možemo tako možda shvatiti kao relaciju cˇiji je opseg skup {〈“Sokrat je cˇovjek”, Sokrat〉, 〈“Platon je cˇovjek”,
Platon〉, ...}.
28Ta je tvrdnja kontroverzna. Poglavlje VII (“Propositional Functions”) sadrži napomenu da “φ u φ(x) nije
odvojen (separate) i poseban (distinguishable) entitet” [96, str. 88], što je neke autore (npr. Cocchiarellu [15, str.
78–79]) navelo tvrditi da Russell vec´ u Principles stavacˇne funkcije ne smatra entitetima. Iako uskoro Russell
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Trec´e, stavacˇne su funkcije intenzionalni entiteti, barem u sljedec´em smislu. Prema pretpostavci,
funkcija “x je razumska životinja” i funkcija “x je bespernati dvonožac” ekvivalentne su: obje su
zadovoljene istim skupom entiteta i stavak koji jedna pridružuje nekom argumentu ekvivalentan
je stavku koji tom argumentu pridružuje druga. No, te dvije funkcije ipak nisu istovjetne, vec´
samim tim što stavak koji argumentu pridružuje prva nije istovjetan stavku koji istom argumentu
pridružuje druga. Cˇetvrto, stavacˇne funkcije nisu isto što i pojmovi (priroci i relacije) koji su
sastavnice njima odgovarajuc´ih stavaka.29 S druge strane, ocˇito izmed¯u njih postoji bliska veza.
Funkcije kojih jezicˇni izraz sadrži jedan pojavak slobodne varijable, npr. funkcije poput “x je
cˇovjek”, odgovaraju prirocima, dok one kojih izrazi sadrže više pojavaka slobodnih varijabli,
npr. “x je istovjetan y-u”, odgovaraju relacijama.
Pojasnivši donekle što su stavacˇne funkcije, možemo se vratiti na teoriju tipova. Skup onih
predmeta kojima stavacˇna funkcija pridružuje istinit stavak naziva Russell podrucˇjem istinitosti
(range of truth). Na primjer, skup ljudskih bic´a podrucˇje je istinitosti funkcije “x je cˇovjek”
jer svim i samo ljudskim bic´ima ta funkcija pridružuje istinit stavak. Podrucˇje je istinitosti te
funkcije, drugim rijecˇima, opseg pojma cˇovjeka. Važno je, med¯utim, što Russell u (1) tvrdi
da ne može bilo koji predmet biti argument bilo koje stavacˇne funkcije. Za neke vrijednosti
varijable stavacˇna funkcija nije definirana, tj. argumentu ne pridružuje niti istinit niti neistinit
stavak. Skup predmeta kojima stavacˇna funkcija pridružuje stavak, bilo istinit bilo neistinit,
naziva Russell podrucˇjem znacˇenja (range of significance) funkcije.
Motivacija za shvac´anje stavacˇnih funkcija kao parcijalnih funkcija upravo je Russellov pa-
radoks. Paradoks je pokazao da postoje ozbiljni logicˇki problemi s takvim izrazima poput ‘skup
doista ne c´e pretpostavljati da su stavacˇne funkcije odvojeni entiteti, razlicˇiti od svojih vrijednosti, ne cˇini se da se
‘φ’ u gornjoj napomeni odnosi na njih. Napomena je dana u kontekstu pitanja može li se svaki stavak analizirati kao
sastavljen od podmeta stavka i tvrdnje (assertion) o podmetu i mogu li se stavacˇne funkcije poistovjetiti s tvrdnjama
ili se barem objasniti pomoc´u njih. Russell zakljucˇuje da ne možemo svaki stavak gledati kao sastavljen od podmeta
i tvrdnje i da stoga ne možemo pojam stavacˇne funkcije objasniti pomoc´u pojma tvrdnje. Stavak “Sokrat je cˇovjek”,
recimo, možemo analizirati kao sastavljen od Sokrata i tvrdnje o Sokratu, ali analogno ne vrijedi za svaki stavak. U
Russellovu primjeru, “Sokrat je cˇovjek implicira Sokrat je smrtan” je stavak, a “x je cˇovjek implicira x je smrtan”
je stavacˇna funkcija, ali “... je cˇovjek implicira ... je smrtan” nije tvrdnja. Ležerno govorec´i, zamjenom oznake
u stavku varijablom dobivamo stavacˇnu funkciju; jednostavnim uklanjanjem oznake, ponekad ne dobivamo ništa
što bismo smatrali nekim zasebnim entitetom. To je, cˇini mi se, smisao Russellove napomene. Zato malo niže
niti ne kaže jednostavno da stavacˇna funkcija nije entitet, vec´ da “funkcijski dio stavacˇne funkcije nije neovisan
(independent) entitet.” Slicˇno tvrdi i Klement [48, str. 641].
29Russellovo razumijevanje stavacˇnih funkcija donekle je blisko Fregeovu shvac´anju pojmova kao funkcija u
“Funkcija i pojam” (i drugdje), s važnom razlikom, izmed¯u ostaloga, što Frege kao vrijednost takve funkcije
vidi istinitosnu vrijednost, ne stavak: “Mogli bismo bez ustezanja rec´i: pojam je funkcija cˇija je vrijednost uvijek
istinosna vrijednost.” [28, str. 150] Russell [96, str. 507] sam kaže da je Fregeov Begriff “gotovo ista stvar kao
stavacˇna funkcija”. Uzevši u obzir sve gore recˇeno o stavacˇnim funkcijama u Principles, Russellovu tvrdnju valja
uzeti oprezno.
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koji ne sadrži sam sebe’ i to je, cˇini se, navelo Russella smatrati da bi rješenje trebalo tražiti na
tragu ideje da stavacˇna funkcija poput “x nije cˇlan skupa S” barem u nekim slucˇajevima nije
definirana za sam skup S i da time moguc´e vrijednosti varijable stavacˇne funkcije moraju na
neki nacˇin biti sustavno ogranicˇene. Nakon što malo detaljnije opišem (3), vratit c´emo se na
pitanje Russellovih razloga za (1).
Ad (2). Podrucˇja znacˇenja tvore tipove, odnosno postoji sustavan nacˇin na koji su odred¯ena
podrucˇja znacˇenja stavacˇnih funkcija. Ako je funkcija φ(x) definirana za neki predmet a, onda
postoji neki maksimalan skup predmeta¯ T takav da svakomu cˇlanu toga skupa svaka stavacˇna
funkcija ψ(x) koja je definirana za a pridružuje stavak.30 Takve skupove Russell [96, str. 525]
naziva minimalnim tipovima. Na primjer, ako je stavacˇna funkcija definirana za neku pojedinacˇ-
nost, npr. Sokrata, onda postoji neki skup – naime, skup svih pojedinacˇnosti – takav da je svaka
stavacˇna funkcija koja sa Sokratom kao argumentom ima neki stavak kao vrijednost, definirana
i za svaki cˇlan toga skupa, tj. za svaku pojedinacˇnost. Skup pojedinacˇnosti stoga je (minimalan)
tip.31 Skup skupova pojedinacˇnosti takod¯er je tip: ako neka funkcija ima vrijednost za neki skup
pojedinacˇnosti kao svoj argument, onda ima i za svaki skup pojedinacˇnosti.
Na temelju ideje da podrucˇja znacˇenja tvore tipove, opisuje dalje Russell hijerarhiju tipova i
time hijerarhiju stavacˇnih funkcija koja, zanemarivši nekoliko pozadinskih logicˇko-metafizicˇkih
razmatranja, dio kojih se kasnije izgubio iz rasprava o teorijama tipova, odgovara onomu što
danas nazivamo jednostavnom teorijom tipova.32 Oznake ili pojedinacˇnosti najniži su tip pred-
meta. Pojedinacˇnost je pritom sve ono što nije skup.33 Russell kaže da se cˇini da su toga tipa
svi predmeti koji su oznacˇeni jednom rijecˇju, bilo da se radi o stvarima bilo o pojmovima.
30U drugoj tocˇki Russell ne navodi eksplicitno uvjet maksimalnosti, ali on se cˇini nužnim: u protivnom bi i skup
{a} bio tip, a to nije u skladu s Russellovim opisom teorije tipova dalje u tekstu.
31Teško pitanje mogu li se pojedinacˇnosti o kojima Russell govori u kontekstu teorije tipova poistovjetiti s
pojedinacˇnostima kao oznakama ili entitetima opc´enito, moramo ovdje zanemariti. No o tome pitanju, povezanom
s pitanjem odnosa tipskih varijabli i Russellove tvrdnje da je varijabla u stavacˇkim funkcijama uvijek istinska
(true), tj. neogranicˇena (unrestricted) varijabla [96, str. 91], ovisi ispravno tumacˇenje Russellova razumijevanja
teorije tipova i na njega c´emo se vratiti kada c´emo govoriti o razgranatoj teoriji tipova u Principia Mathematica.
32Ta razmatranja ukljucˇuju Russellovo razlikovanje izmed¯u razreda kao jednoga (class as one) i razreda kao
mnoštva (class as many), relacija kao intenzija (koje su pojedinacˇnosti) i ekstenzionalno shvac´enih relacija (koje
su skupovi ured¯enih n-toraka) i sl.
33Russell [96, str. 523] zapravo kaže da je oznaka ili pojedinacˇnost “svaki predmet koji nije podrucˇje”, ali
napominje [96, str. 524] da ‘range’ rabi opc´enito za skupove, a ‘class’ samo za skupove pojedinacˇnosti, skupove
skupova pojedinacˇnosti itd. Niže [96, str. 527] takod¯er govori o podrucˇjima stavaka (range of propositions) ocˇito
imajuc´i na umu proizvoljne skupove stavaka. Kako nam razlika izmed¯u skupova pojedinacˇnosti i skupova opc´enito
ovdje nije važna, rabit c´u rijecˇ ‘skup’ i za range i za class. Andrea Cantini u [5] i [6], opisujuc´i paradoks stavaka
kojim završava “Appendix B”, ondje gdje Russell govori o podrucˇjima (dakle, jednostavno o skupovima) stavaka
piše o tipovima stavaka. To se ne cˇini ispravnim: podrucˇje svih stavaka Russell, vidjet c´emo, smatra tipom, ali nije
svako podrucˇje (tj. skup) stavaka (ili bilo cˇega drugoga) ujedno podrucˇje znacˇenja neke stavacˇne funkcije, tj. tip.
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Smještanje pojmova med¯u pojedinacˇnosti takod¯er nam govori da stavacˇne funkcije ne možemo
jednostavno poistovjetiti s pojmovima koji su sastavnice stavaka. Iduc´i je tip skup skupova po-
jedinacˇnosti, zatim skup cˇiji su cˇlanovi skupovi skupova pojedinacˇnosti, i tako dalje. Skup je
uvijek “za jedan višega” reda od njegovih cˇlanova i stoga x ∈ x može biti smisleno samo ako je
x “tipa beskonacˇnoga reda” [96, str. 525]. Tipovi su i skup svih ured¯enih parova pojedinacˇnosti,
skup skupova ured¯enih parova pojedinacˇnosti, tj. skup relacija (ekstenzionalno shvac´enih) iz-
med¯u pojedinacˇnosti, skup relacija izmed¯u ured¯enih parova i sl.34 Dobivamo tako standardnu
tipsku strukturu jednostavne teorije tipova. Kako c´emo vidjeti, Russell c´e i (1) i (2) zadržati
nepromijenjenima i u svojim zrelim formulacijama teorije tipova.
Ad (3). Prema (3), minimalni tipovi, hijerarhiju kojih sam ukratko opisao gore, nisu jedini
tipovi. Drugim rijecˇima, postoje stavacˇne funkcije cˇije podrucˇje znacˇenja ukljucˇuje više mini-
malnih tipova. Štoviše, Russell [96, str. 525] piše da mu se cˇini, iako nije siguran, da je zbroj
bilo kojega broja minimalnih tipova takod¯er tip, tj. podrucˇje znacˇenja nekih stavacˇnih funkcija.
Znacˇilo bi to da neke funkcije kao svoje argumente mogu imati, na primjer, i pojedinacˇnosti i
skupove skupova pojedinacˇnosti.
Razlozi za (3) leže u Russellovim razmatranjima o brojevima i stavcima, za koje kaže da
se nalaze izvan opisanoga niza tipova [96, str. 525]. Malo preciznije, u razmatranjima stavacˇnih
funkcija koje pripisuju brojeve, istovjetnost i istinitost.
Broj je za Russella skup skupova, preciznije “ništa drugo do skup slicˇnih skupova” [96, str.
116], pri cˇemu se slicˇnost (similarity) razumije jednostavno kao relacija ekvivalencije med¯u
skupovima. Tako je 0 skup svih skupova bez ijednoga cˇlana, 1 skup svih skupova koji imaju
tocˇno jedan element, 2 skup skupova s dvama elementima, itd.35 Med¯utim, to znacˇi da skupovi
koji pripadaju razlicˇitim tipovima mogu imati isti broj. Opc´enito, “svako podrucˇje ima broj” i
stoga “sva podrucˇja zasigurno tvore tip” [96, str. 525]. Russell time hoc´e rec´i da postoje sta-
vacˇne funkcije, npr. “x ima broj”, “x ima tri cˇlana” i sl., koje su definirane, tj. imaju neki stavak
kao svoju vrijednost, za svaki skup kao argument, neovisno o tome kojemu minimalnom tipu taj
argument pripada. Podrucˇje znacˇenja tih funkcija ukljucˇuje sve skupove i stoga, prema definiciji
34Cˇini se da Russell ‘type’ ponegdje rabi dvoznacˇno, za podrucˇje znacˇenja stavacˇne funkcije, ali i za cˇlanove
tog podrucˇja znacˇenja, argumente funkcije. Piše tako: “Novi niz tipova pocˇinje parom sa smislom (the couple
with sense). Podrucˇje takvih tipova ono je što simbolicˇka logika tretira kao relaciju: to je ekstenzionalni pogled na
relacije.” [96, str. 524]
35Teorija tipova, kako kaže Russell, “cˇini ocˇitu definiciju 0 pogrješnom; jer svaki c´e tip podrucˇja imati svoje
nulto podrucˇje (null-range)” [96, str. 525]. Broj 0, prema ocrtanoj teoriji tipova, nije skup cˇiji je jedini cˇlan prazan
skup, vec´ skup cˇiji su cˇlanovi svi prazni skupovi, tj. prazni skupovi svakoga pojedinoga tipa.
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tipa kao podrucˇja znacˇenja stavacˇnih funkcija, skup svih skupova i sam je tip! Primijetimo da
to znacˇi da Russell u Principles smatra da postoji univerzalni skup, skup svih skupova.
Sada se možemo vratiti na pitanje Russellovih razloga za prihvac´anje (1) kao rješenja pro-
tuslovlja. Ogranicˇenje moguc´ih vrijednosti varijable u stavacˇnim funkcijama predloženo u (1)
razlikuje se od onoga što se cˇini kao Russellov prijedlog u slavnom pismu godinu dana ranije
u kojemu Fregeu opisuje paradoks koji je otkrio. Naime, taj raniji prijedlog sugerira rješenje
prema kojemu (uzevši sad u obzir razliku izmed¯u Fregeovih pojmova i Russellovih stavacˇnih
funkcija) u nekim okolnostima argumenti za koje je vrijednost stavacˇne funkcije istinit stavak
ne tvore skup, u smislu da ne tvore cjelinu koja se može shvatiti kao zaseban entitet (tj. “ne
tvore sveukupnost”).36 Konkretno, prema tome prijedlogu, ne postoji skup skupova koji nisu
sami svoji cˇlanovi. Vrijednosti varijable u funkciji x /∈ x ne bi bile ogranicˇene na neko odre-
d¯eno podrucˇje znacˇenja – sve što postoji (ili barem svaki skup) argument je te stavacˇne funkcije
– ali jednostavno ne bi postojao skup {x : x /∈ x} pa time ne bi niti mogao biti argument funk-
cije. Takvo je rješenje kasnije postalo standardnim s razvojem aksiomatskih teorija skupova.
Med¯utim, Russell, vidjeli smo, u Principles prihvac´a postojanje univerzalnoga skupa, skupa
koji kao svoje elemente sadrži sve skupove, ukljucˇujuc´i i sebe samoga. Funkcija x ∈ x stoga
barem za neke vrijednosti daje istinit stavak, tj. ima svoje podrucˇje istinitosti – a time, naravno,
i podrucˇje znacˇenja, skup svih argumenata kojima funkcija pridružuje stavak. No time postoji i
skup argumenata (makar prazan) za koje je x ∈ x neistinito, tj. za koje je x /∈ x istinito. Skup je
tih argumenata skup skupova koji nisu svoji cˇlanovi. No, postoji li taj skup, jedini nacˇin na koji
možemo izbjec´i protuslovlje jest taj da nekako zanijecˇemo da je on legitimna vrijednost vari-
jable u funkcijama poput x ∈ x. Paradoks, dakle, ne pokazuje da skup skupova koji nisu svoji
elementi ne postoji, vec´ samo da on, kaže Russell, “ne pripada podrucˇju znacˇenja od x ∈ x”
[96, str. 525].
Daljnji razlog za (3) to je što je skup svih predmeta takod¯er tip, smatra Russell. Naime,
funkcija “x je istovjetno s x” daje istinit stavak za bilo koju vrijednost varijable i stoga njezino
podrucˇje znacˇenja nije ogranicˇeno. Skup svih stavaka takod¯er je tip jer “samo se za stavke može
smisleno rec´i da su istiniti ili lažni” [96, str. 526]. Drugim rijecˇima, podrucˇje znacˇenja funkcije
“x je istinito” skup je svih stavaka. Med¯utim, pretpostavka da skup svih stavaka tvori tip vodi do
problema koji Russell prepoznaje kao glavnu preprjeku prihvac´anju teorije tipova – protuslovlju
36Vidi u Heijenoort [40, str. 125].
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koje c´e se kanije nazvati paradoksom stavaka.37
Opišimo ukratko paradoks stavaka. Kako stavci tvore tip, tj. postoji skup svih stavaka, bilo
koji broj proizvoljnih stavaka takod¯er tvori skup. No svakomu (nepraznomu) skupu stavaka m
odgovara jedinstven logicˇki umnožak (logical product) toga skupa stavaka ∧‘m. Intuitivno, lo-
gicˇki umnožak nekog skupa stavaka m stavak je koji kaže da su svi stavci iz skupa m istiniti,
stavak “svi cˇlanovi m-a su istiniti”. Logicˇki umnožak skupa stavaka, barem u slucˇaju konacˇnih
skupova, odgovara konjunkciji stavaka koji su elementi toga skupa.38 Takod¯er, prema Russellu,
razlicˇiti skupovi stavaka imaju razlicˇite logicˇke umnoške. Na primjer, logicˇki umnožak skupa
{p, q∧r} i logicˇki umnožak skupa {p∧q, r} “iako ekvivalentni, nipošto nisu istovjetni” [96, str.
27]. Postoji stoga bijekcija izmed¯u skupova stavaka i stavaka koji su logicˇki umnošci, tj. “rela-
cija jedan-jedan svih podrucˇja stavaka prema nekim stavcima, što izravno protuslovi Cantorovu
teoremu” [96, str. 527]. S bijekcijom izmed¯u skupova stavaka i njihovih logicˇkih umnožaka,
paradoks lako slijedi dijagonalizacijom u Cantorovu stilu. Neka je w skup svih logicˇkih um-
nožaka takvih da oni sami nisu cˇlanovi skupa stavaka kojega su umnošci. Je li ∧‘w, tj. logicˇki
umnožak skupa w, sam cˇlan skupa w? Oba odgovora povlacˇe svoj nijek. Paradoks stavaka ana-
logan je Russellovu paradoksu, ali, dok je gore ocrtana hijerarhija teorije tipova dovoljna kako
bi se izbjegli potonji, nemoc´na je blokirati paradoks stavaka. Paradoks, kaže Russell, “izgleda
pokazuje da nema takvoga podrucˇja poput w, ali nauk o tipovima ne pokazuje zašto nema takva
podrucˇja” [96, str. 527].
Dvije su glavne pretpostavke koje omoguc´uju izvod¯enje protuslovlja. Prva je pretpostavka
intenzionalnosti stavaka i stavacˇnih funkcija: ekvivalentne stavacˇne funkcije – funkcije s istim
podrucˇjem istinitosti (i podrucˇjem znacˇenja) – nisu nužno istovjetne. Doista, ako bi ekvivalent-
nost povlacˇila istovjetnost, Russell argumentira [96, str. 527-528], protuslovlje se ne bi moglo
izvesti. U tom bi slucˇaju, naime, logicˇki umnošci skupa stavaka m i skupa stavaka m ∪ ∧‘m
bili istovjetni: ∧‘m (“svaki cˇlan m-a je istinit”) je, naime, ekvivalentan stavku ∧‘(m ∪ ∧‘m)
(“svaki stavak koji bilo da je cˇlan m-a bilo da tvrdi da je svaki cˇlan m-a istinit, jest istinit”).
37Russell zapravo opisuje dva problema vezana uz prihvac´anje skupa svih stavaka kao tipa – prvi je taj što se
cˇini da bi broj stavaka morao biti velik barem koliko i broj pojedinacˇnosti i ujedno da stavaka ne bi smjelo biti više
od pojedinacˇnosti – ali prepoznaje paradoks stavaka kao “vec´u teškoc´u” [96, str. 527]. Detaljna analiza paradoksa
stavaka može se nac´i npr. u Fuhrman [29] i Cantini [5]. Russell u rujnu 1902. obavještava Fregea o paradoksu
i u raspravi koja je uslijedila (vidi Frege [27, str. 147-170]), Frege smatra da se razlikovanjem izmed¯u smisla
(Sinn) i znacˇenja (Bedeutung) paradoks izbjegava. Klement [47] pokazuje, med¯utim, da se paradoks stavaka, pod
odred¯enim uvjetima, može formulirati i unutar Fregeova sustava.
38Russell [96, str. 527] daje dvije formulacije paradoksa stavaka, jednu u terminima logicˇkih umnožaka, drugu
u terminima stavaka “svi m-ovi su istiniti”. Vidi takod¯er Fuhrman [29, str. 25].
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No ako bi ∧‘(m ∪ ∧‘m) bilo istovjetno s ∧‘m, to bi znacˇilo da je stavak ∧‘m logicˇki umnožak
i skupa kojega sam nije cˇlan (m) i ujedno skupa kojega jest cˇlan (m ∪ ∧‘m). Stoga ne bi bilo
skupa w svih logicˇkih umnožaka takvih da oni sami nisu cˇlanovi skupa kojega su umnošci.
Med¯utim, to je rješenje za Russella neprihvatljivo, “jer je prilicˇno ocˇigledno (self-evident) da
ekvivalentne stavacˇne funkcije cˇesto nisu istovjetne.” [96, str. 528] Primjer koji daje funkcije su
“x je parni prosti broj razlicˇit od 2” i “x je mudrih djela i budalastih izjava Karla II.”. Cˇak i ako
obje funkcije daju istinite stavke samo s brojem 0 kao argumentom, “tko c´e tvrditi” da su one
istovjetne?
Druga je pretpostavka, naravno, da je skup svih stavaka tip. Russell je svjestan srodnosti
dvaju paradoksa i razmišlja o tome da bi oba morala imati slicˇno rješenje:
Bliska analogija ovoga protuslovlja s onim razmatranim u Poglavlju X snažno su-
gerira da oba moraju imati isto rješenje, ili barem vrlo slicˇna rješenja. Moguc´e je,
dakako, držati da su stavci sami razlicˇitih tipova, i da logicˇki umnošci moraju imati
stavke samo jednoga tipa kao faktore. Ali ta se sugestija cˇini grubom i jako umjet-
nom. [96, str. 528]
Razumljiva je Russellova nesklonost podijeliti stavke u razlicˇite tipove. Povlacˇilo bi to, izmed¯u
ostalog, da se stavacˇna funkcija “x je istinito” ne može primijeniti na sve stavke, tj. da bi se
ono što nam se cˇini kao jedinstven pojam istinitosti takod¯er moralo razbiti na onoliko razlicˇitih
pojmova koliko je tipova stavaka. Nekoliko godina kasnije Russell c´e prihvatiti to rješenje i
potpuno napustiti (3).
2.3 Intermezzo
Tri su za našu pricˇu važne epizode u Russellovu filozofijskome razvoju izmed¯u prvoga nacrta
teorije tipova u The Principles of Mathematics [96] i prve zrele inacˇice teorije tipova u “Mat-
hematical Logic as Based on the Theory of Types” [89] pet godina kasnije. Prva je vezana uz
slavnu eliminaciju odred¯enih opisa u “On Denoting” [86] i Russellovo (navodno) udaljavanje
od platonizma prema ontologijskoj štedljivosti i ideji da bi rješenje paradoksa¯ moglo ležati u
eliminaciji problematicˇnih entiteta (skupova, na primjer). Druga je (navodno) neuspješan po-
kušaj izgradnje tzv. supstitucijske teorije razreda¯ i relacija, dijelovi koje c´e uc´i u “službenu”
formulaciju razgranate teorije tipova u Principia Mathematica [122], iako supstitucijsku teoriju
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Russell napušta nakon otkric´a da je u njoj takod¯er izvedljivo protuslovlje. Trec´a je rasprava s
Henrijem Poincaréom na stranicama Revue de Métaphysique et de Morale, tijekom koje c´e Ru-
ssell (navodno) usvojiti ili razviti nekoliko središnjih pojmova razgranate teorije tipova, prije
svega tzv. nacˇelo porocˇnoga kruga.
2.3.1 Eliminacija oznacˇavajuc´ih fraza
Vidjeli smo da su Russellovi ontologijski pogledi u vrijeme pisanja Principles vrlo liberalni i da
smatra da bilo što što može biti predmetom mišljenja u nekom smislu “ima bitak”. Razlog za to
leži, kako je kasnije napisao u uvodu drugoga izdanja [96, str. x], u pogrješnome pogledu na je-
zik, prema kojem “svaka rijecˇ koja se pojavljuje u recˇenici mora imati neko znacˇenje”, pri cˇemu
se znacˇenje rijecˇi razumije kao ono na što referira “rijecˇ u izolaciji”, tj. neovisno o jezicˇnome
kontekstu u kojem se ta rijecˇ javlja. Russell u to vrijeme, prisjetimo se, stavke razumije kao o
umu neovisne složene entitete cˇije su sastavnice takod¯er o umu neovisni entiteti, bilo stvari bilo
pojmovi. Ako svaka rijecˇ koja se pojavljuje u jezicˇnom izrazu nekoga stavka ima znacˇenje – tj.
simbol je koji stoji za neki entitet – taj je entitet i sam sastavnica stavka u pitanju. Med¯utim,
takav pogled na jezik cˇini recˇenice poput “Sadašnji francuski kralj je c´elav”, “Nema razlike
izmed¯u A i B” ili “Okrugli kvadrat ne postoji” vrlo teškima za logicˇku analizu. Ako je Francu-
ska republika, ako se A ne razlikuje od B i ako je nemoguc´e da postoji okrugli kvadrat, kako
sadašnji francuski kralj, razlika izmed¯u A i B i okrugli kvadrat mogu biti sastavnice stavaka?
Hoc´emo li kazati da “Sadašnji francuski kralj je c´elav”, iako savršeno razumljiva recˇenica, za-
pravo ne izražava nikakav stavak? Ili možda da recˇenica doista izražava stavak, ali stavak cˇija
je sastavnica nepostojec´i predmet (što god to tocˇno znacˇilo), naime sadašnji francuski kralj?
U “On Denoting”, objavljenom 1905., Russell iznosi svoju novu teoriju znacˇenja tzv. ozna-
cˇavajuc´ih fraza (denoting phrases).39 Oznacˇavajuc´im frazama naziva Russell one koje pocˇinju
nekim od izraza koji u naravnim jezicima vrše ulogu kolicˇitelja (npr. izraze poput ‘neki cˇovjek’,
‘bilo koji cˇovjek’, ‘svi ljudi’ i sl.) te odred¯ene opise, tj. izraze koji se odnose na jedan jedini
entitet ili cˇija je funkcija specificirati samo jedan predmet (npr. ‘sadašnji francuski kralj’, ‘prvi
cˇovjek na Mjesecu’, ‘glavni grad Hrvatske’).40 Prema predloženoj teoriji, oznacˇavajuc´e fraze
39Russell u cˇlanku, uspored¯ujuc´i svoju teoriju s Fregeovom, rabi izraz ‘meaning’ za Fregeovo Sinn, a ‘deno-
tation’ za Bedeutung, no napominje da u teoriji koju sam zastupa govori samo o denotation [86, str. 483]. Kako
nam Fregeovo razlikovanje ovdje nije važno, radi ujednacˇenosti s Russellovim nazivljem u Principles, prevodim
‘denotation’ jednostavno kao ‘znacˇenje’. Pavel Gregoric´ preveo je cˇlanak na hrvatski kao “O oznacˇavanju” [102].
40U jezicima koji sadrže gramaticˇke cˇlanove, poput engleskoga, odred¯eni su opisi oni koji zapocˇinju odred¯enim
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uopc´e nemaju znacˇenje izvan konteksta recˇenice u kojoj se javljaju – odnosno, za razliku od
imena¯, sami po sebi nisu simboli koji stoje za neki entitet. Oznacˇavajuc´e fraze, naravno, pri-
donose znacˇenju recˇenice, no nacˇin na koji to cˇine složeniji je od pukoga oznacˇavanja nekoga
predmeta koji je sastavnica stavka izraženog tom recˇenicom.
Uzmimo za primjer recˇenicu “Sadašnji francuski kralj je c´elav.” Ta bi se recˇenica, prema
teoriji koju predlaže Russell, trebala tumacˇiti na sljedec´i nacˇin: “Postoji jedinstven predmet koji
je sadašnji francuski kralj i taj je predmet c´elav.” Ili, malo dulje: “Postoji neki predmet koji je
sadašnji francuski kralj, sve što je sadašnji francuski kralj je taj predmet i taj predmet je c´elav.”
Uz pomoc´ danas standardne logicˇke notacije, i uz ocˇita znacˇenja prirocˇnih slova, prijevod bi
izgledao ovako:
∃x((Fx ∧ ∀y(Fy → x = y)) ∧ Cx)
Opc´enito, svaka recˇenica kojom se tvrdi da neki predmet koji jedinstveno zadovoljava opis φ
posjeduje svojstvo ψ, ima, prema Russellovoj analizi, sljedec´u logicˇku strukturu:
∃x((φ(x) ∧ ∀y(φ(y)→ x = y)) ∧ ψ(x))
Med¯utim, vidimo sada da je u parafrazi recˇenice “Sadašnji francuski kralj je c´elav” odred¯eni
opis nestao – ništa u prijevodu nije ostalo što bi nas obvezalo tvrditi da mora biti nekakvoga
predmeta, stvarno postojec´ega ili ne, oznacˇenoga izrazom ‘sadašnji francuski kralj’, koji bi bio
sastavnica recˇenicom izraženoga stavka. Zagonetka je uklonjena: ‘sadašnji francuski kralj’ pri-
donosi znacˇenju recˇenice, ali ne tako da sam oznacˇava neki predmet, sastavnicu stavka, vec´
samo u kontekstu cijele recˇenice. Isto, dakako, vrijedi i za ostale odred¯ene opise i druge oz-
nacˇavajuc´e fraze. Russellovim rijecˇima, “oznacˇavajuc´a je fraza bitno dio recˇenice, i nema [...]
nikakvo znacˇenje (significance) sama za sebe” [86, str. 488]. Takve c´e izraze Russell kasnije
nazvati nepotpunim simbolima.
Iz moguc´nosti kontekstualne eliminacije odred¯enih opisa i drugih oznacˇavajuc´ih fraza izvest
c´e Russell dalekosežne metafizicˇke i epistemicˇke posljedice.41 Ono što je nama ovdje važno jest
zamisao da bi se metoda kontekstualne eliminacije denotirajuc´ih fraza mogla iskoristiti u rješe-
nju paradoksa¯. Naime, što ako bi se za izraze koji naizgled oznacˇavaju logicˇki problematicˇne
cˇlanom, npr. ‘the present king of France’, ‘the capital of Croatia’ i sl.
41Kovacˇ [51, str. 17-19, 56-58] daje sažet ali informativan prikaz filozofijske važnosti Russellove teorije odre-
d¯enih opisa.
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entitete takod¯er moglo pokazati da nestaju u ispravnoj logicˇkoj analizi? Ako bi se za recˇenice
koje naizgled govore o skupovima, na primjer, pokazalo da se mogu parafrazirati na nacˇin da
ne sadrže izraze koji referiraju na skupove, skupove bismo mogli u potpunosti eliminirati iz
naše ontologije. U autobiografskome eseju iz 1943. “My Mental Development” [97] prisjec´a se
Russell važnosti teorije opisa:
Ono što je bilo važno u toj teoriji jest otkric´e da se, analizirajuc´i recˇenicu koja ima
znacˇenje, ne mora pretpostaviti da svaka posebna rijecˇ ili fraza ima znacˇenje sama
za sebe. [...] Uskoro se pokazalo da se simboli za razrede (class-symbols) mogu
tretirati poput opisa, tj. kao dijelovi bez znacˇenja recˇenica koje imaju znacˇenje. To
je omoguc´ilo vidjeti, na opc´enit nacˇin, kako je moguc´e rješenje protuslovlja¯. [97,
str. 13-14]
Vrlo brzo nakon “On Denoting” razradit c´e Russell tu zamisao i predložiti tzv. teoriju bez
razreda kao rješenje logicˇkih paradoksa.
2.3.2 Teorija bez razreda¯
Prijedlog da bi rješenje protuslovlja¯ teorije skupova moglo ležati u odbacivanju pretpostavke da
doista postoje takvi entiteti poput skupova iznosi Russell vec´ iste godine u cˇlanku “On Some
Difficulties in the Theory of Transfinite Numbers and Order Types” [87].42 Cˇlanak je važan za
razumijevanje Russellove motivacije i argumentacije u njegovoj kasnijoj formulaciji razgranate
teorije tipova, iako se u samome tekstu teorija tipova uopc´e izricˇito ne spominje kao moguc´i
odgovor na paradokse. Stoga, prije nego opišemo ukratko u cˇemu se sastoji Russellov prijedlog,
uocˇimo nekoliko znacˇajnih odstupanja od ideja opisanih u Principles, prije svega onih u nacrtu
teorije tipova u Dodatku B.
(1) Stavacˇna je funkcija od x, kaže Russell, “svaki izraz φ!(x) cˇija je vrijednost, za svaki x,
stavak” [87, str. 136].43 Slicˇno, naravno, i za stavacˇne funkcije s dvjema i više varijabla. Jesu li
stavacˇne funkcije sada za Russella doista tek jezicˇni izrazi? Kako se karakterizacija stavacˇnih
42Cˇlanak je zaprimljen 24. studenoga 1905., a 14. prosinca procˇitan je pred Londonskim matematicˇkim druš-
tvom (London Mathematical Society). Važna bilješka na kraju cˇlanka dodana je 5. veljacˇe 1906. Sam cˇlanak od-
govor je matematicˇaru Ernestu Hobsonu [43] na njegovu kritiku transfinitnoga dijela teorije skupova, ukljucˇujuc´i
Russellovu (logicisticˇku) definiciju kardinalnih brojeva iz Principles.
43Zanimljiva je notacijska promjena uporaba usklicˇnika u izrazima za stavacˇne funkcije. Kasnije, u [89] i [122],
pomoc´u usklicˇnika oznacˇavat c´e Russell samo one stavacˇne funkcije koje c´e nazvati priricˇnima.
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funkcija kao izraza¯ nalazi samo na tome jednome mjestu u cˇlanku, jedan je moguc´i odgovor
da se tu radi samo o ležernosti u izražavanju ili navodno uobicˇajenoj Russellovoj nemarnosti u
razlikovanju izraza od onoga za što izraz stoji, a ne o stvarnoj promjeni u ontologijskom statusu
stavacˇnih funkcija u njegovoj filozofiji.44 Med¯utim, stvar je malo složenija. Glavni pozadinski
problem cˇlanka upravo je to kako valja shvatiti stavacˇne funkcije. Kako c´emo vidjeti, Russell,
kao odgovor na paradokse, tvrdi da stavacˇne funkcije nisu uvijek odvojivi (separable) entiteti,
razlicˇiti od svojih vrijednosti. No pitanje je tada, naravno, u kojim okolnostima i koje stavacˇne
funkcije jesu zasebni entiteti? Jedan od prijedloga koje razmatra taj je da stavacˇne funkcije
zapravo nikada nisu zasebni entiteti – ili, možda bolje, da nijedna stavacˇna funkcija nije zaseban
entitet. Med¯utim, ako bi se taj prijedlog pokazao istinitim, što bi bile stavacˇne funkcije, ako vec´
ne “odvojivi entiteti”? Odgovor bi morao biti, cˇini se, “ništa više od izraza”.
(2) ‘Stavacˇna funkcija’, ‘norma’ (norm) i ‘svojstvo’ (property) rabe se u tekstu kao istoz-
nacˇnice. ‘Norma’ nije problem, tu se radi samo o notacijskoj razlici. Nije problem niti to što
Russell, poopc´ujuc´i pojam svojstva, govori o stavacˇnoj funkciji s dvjema varijablama kao o
“dvojnome svojstvu” (dual property) [96, str. 142]. No, barem na prvi pogled, sámo poistovje-
c´ivanje stavacˇnih funkcija sa svojstvima jest važna promjena u odnosu na Principles. Svojstva
su u Principles isto što i tzv. razredni pojmovi (class-concepts) iliti priroci. Dakle, svojstva su
ondje pojmovi – u Russellovu smislu pojmova kao idealnih entiteta koji mogu biti sastavnice
stavaka – koji definiraju razrede, tj. cˇiji su opsezi razredi.45 Med¯utim, prisjetimo se, stavacˇne
funkcije u Principles nisu isto što i pojmovi (priroci i relacije) koji su sastavnice vrijednosti te
funkcije (tj. stavaka). Time stavacˇne funkcije nisu isto što i razredni pojmovi, odnosno svojstva.
No, takod¯er smo vidjeli da izmed¯u stavacˇnih funkcija i pojmova postoji bliska veza. Russell tu
44Upozoriti na Russellovu nemarnost u razlikovanju izraza¯ od onoga što izrazi oznacˇavaju postalo je nešto poput
standardne napomene u literaturi. Na primjer, Church [14, str. 748] u 4. fusnoti piše da odred¯eni sporni odlomci
u “Mathematical Logic as Based on the Theory of Types” i Principia Mathematica sadrže miješanje uporabe i
spominjanja ili neku slicˇnu pogrješku koja bi mogla biti jednostavno nepažnja. U poglavlju “Russell’s Theory of
Types” svoje Set Theoty and Its Logic [82] Quine cˇak pet puta spominje Russellov propust razlikovanja stavacˇ-
nih funkcija kao atributa i relacija-u-intenziji od stavacˇnih funkcija kao priroka (u jezicˇnom smislu) i otvorenih
recˇenica. Landini [59, str. 34], inacˇe vrlo sklon Russellu, takod¯er piše da je “ozloglašeno nemaran glede uporabe
i spominjanja”. Slicˇno napominje i Klement [48, str. 634] pa kaže da je Russell “prilicˇno neprecizan i nemaran u
izražavanju, posebice kada je rijecˇ o uporabi i spominjanju”.
45‘Svojstvo’ u Principles nema tehnicˇki prizvuk kakav imaju ‘prirok’ i ‘razredni pojam’, ali iz teksta se cˇini
da se doista radi o istoznacˇnicama. Na primjer, Russell piše da “razredni pojam sam nije skup (collection), vec´
svojstvo pomoc´u kojega je skup definiran” [96, str. 115], a “zajednicˇko je svojstvo dviju oznaka bilo koja trec´a
oznaka s kojom obje imaju jednu te istu relaciju.” [96, str. 166] Doduše, ponegdje Russell nije siguran jesu li
priroci i razredni pojmovi ista stvar ili med¯u njima postoji kakva razlika pa piše [96, str. 54-55] da “[p]ojmovi
koji su priroci mogu se nazivati i razrednim pojmovima, jer iz njih nastaju (they give rise to) razredi”, ali takod¯er
i “[r]azredni se pojam malo razlikuje, ako uopc´e, od priroka” i da “razredni je pojam blisko srodan (closely akin)
priroku”.
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vezu u Principles opisuje ovako: “Znacˇajka je razrednih pojmova, za razliku od oznaka opc´e-
nito, to što je ‘x je u’ stavacˇna funkcija kada, i samo kada, u je razredni pojam.” [96, str. 56] Na
primjeru, “x je cˇovjek” stavacˇna je funkcija, dok je pojam “cˇovjek” razredni pojam, tj. svojstvo.
Russell sada, cˇini se, tu razliku više ne povlacˇi.
Moguc´e objašnjenje za Russellovo poistovjec´ivanje stavacˇnih funkcija i svojstava u “On
Some Difficulties...” leži u promjeni u njegovu razumijevanju jezika, preciznije u napuštanju
gledišta da svaka rijecˇ koja se javlja u jezicˇnome izrazu stavka mora oznacˇavati neku puno-
pravnu sastavnicu stavka. Shvac´ajuc´i jezik na taj nacˇin, cˇini se da je Russell smatrao da rijecˇ
‘je’ u recˇenici ‘Sokrat je cˇovjek’ takod¯er stoji za neku vrstu relacije izmed¯u Sokrata i svojstva
“cˇovjek”, relaciju koja je sastavnica recˇenicom izraženoga stavka jednako kao i sam Sokrat i
pojam cˇovjeka.46 Ako jest tako, razumljivo je zašto Russell u Principles ne može poistovjetiti
stavacˇne funkcije sa svojstvima: stavak “Sokrat je cˇovjek” ne sastoji se samo od Sokrata, kao
podmeta stavka, i pojma cˇovjeka, kao svojstva, vec´ takod¯er i od odred¯ene relacije oznacˇene ko-
pulom. S promjenom u shvac´anju jezika, relacija oznacˇena s ‘je’ možda nestaje kao sastavnica
stavka i stavak “Sokrat je cˇovjek” sadrži sada samo podmet i svojstvo – podmet je argument, a
svojstvo stavacˇna funkcija. S druge strane, lako je moguc´e da je Russellova identifikacija sta-
vacˇnih funkcija kao svojstava u tome cˇlanku tek aproksimacija primjerena kontekstu rasprave,
aproksimacija opravdana gore opisanom bliskom vezom izmed¯u stavacˇnih funkcija i razrednih
pojmova, no koju ne treba shvatiti kao promjenu u Russellovom pogledu na narav stavacˇnih
funkcija.
(3) Analizom i poopc´enjem Burali-Fortijeva paradoksa rednih brojeva, Russell u cˇlanku
opisuje zajednicˇku strukturu paradoksa¯ teorije skupova, dajuc´i ono što c´e Priest [78] kasnije
nazvati Russellovom shemom:47
Ako je dano svojstvo φ i funkcija f , takvi da, ako φ pripada svim cˇlanovima od
u, f ‘u uvijek postoji, ima svojstvo φ i nije cˇlan od u, onda pretpostavka da postoji
razred w svih oznaka koje imaju svojstvo φ i da f ‘w postoji vodi zaglavku da f ‘w
46Russell [96, str. 49] doduše piše da “je u tom stavku ne može izražavati relaciju u obicˇnom smislu”, ali dodaje
da “relacija izmed¯u Sokrata i ljudskosti (humanity) zasigurno je implicirana (implied), i vrlo je teško pojmiti
(conceive) stavak koji ne izražava uopc´e nikakvu relaciju.”
47Russell [87] analizira i predlaže moguc´a rješenja samo za protuslovlja u teoriji skupova, tj. za Burali-Fortijev,
Cantorov, Russellov i srodne paradokse. Paradokse koje danas nazivamo semanticˇkima Russell u cˇlanku ne spo-
minje. Priest [78], med¯utim, argumentira da se Russellova shema odnosi na sve paradokse samoodnošenja, ne
samo na skupovno-teorijske. Landini [62] odbacuje Priestovo nacˇelo jedinstvenoga rješenja (Principle of Uniform
Solution) i argumentira da Priestova shema nije primjenjiva na “paradokse definirljivosti”.
29
ujedno i ima i nema svojstvo φ. [87, str. 142]
Komentirajuc´i dalje opc´u strukturu opisanih antinomija, Russell dijagnosticira zajednicˇki izvor
protuslovlja¯:
[P]rotuslovlja proizlaze iz cˇinjenice da, prema sadašnjim logicˇkim pretpostavkama,
postoji ono što možemo nazvati samoproizvodec´im (self-reproductive) procesima
i razredima. To jest, postoje neka svojstva takva da, ako je dan bilo koji razred
oznaka, od kojih sve imaju takvo svojstvo, uvijek možemo definirati novu oznaku
koja takod¯er ima svojstvo u pitanju. Stoga nikada ne možemo skupiti (collect) sve
oznake koje imaju recˇeno svojstvo u cjelinu; jer, kad god se ponadamo da ih imamo
sve, skup (collection) koji imamo smjesta pocˇinje stvarati (proceeds to generate)
novu oznaku koja takod¯er ima recˇeno svojstvo. [87, str. 144]
Dvije stvari u gornjemu citatu vrijedi uocˇiti. Prvo, primijetimo neobicˇno “dinamicˇan” diskurs
koji se u njemu rabi. Russellov opis nastanka protuslovlja¯ ne treba, dakako, shvatiti odviše dos-
lovno, ali govor o proizvodnji, procesima i stvaranju upadljivo odstupa od izrazito platonisticˇ-
koga ranoga Russellova shvac´anja predmeta¯ matematike i logike opc´enito. Kako c´emo vidjeti,
za neke od predmeta matematike za koje obicˇno smatramo da postoje (npr. za skupove) dopušta
u to vrijeme Russell da smo u krivu i da ispravna logicˇka analiza može pokazati da oni zapravo
ne postoje – ili barem da ne moramo pretpostaviti da postoje – ali što god nakon analize ostalo
kao pravi predmeti matematike (možda npr. stavci), “napucˇuje”, kako c´e to poslije ironicˇno sam
opisati, “bezvrjemeno kraljevstvo bitka” [96, str. x]. Dinamicˇki i konstruktivisticˇki idiom cˇesto
c´e se kasnije javljati u Russellovu izlaganju razgranate teorije tipova u Principia Mathematica
i davati osnovu za optužbu zbog navodnoga konstruktivizma razgranate teorije tipova, npr. u
Gödelovoj [32] i Quineovoj [82] kritici.
Drugo, u opisu “samoproizvodec´ih procesa i razreda” cˇini se da imamo vec´ sve potrebne
sastojke za ideju da bi rješenje protuslovlja¯ moglo ležati u tome da oznake “stvorene” pokolicˇa-
vanjem nad nekim razredom predmeta ne smiju same biti dio toga razreda. Nacˇelo porocˇnoga
kruga, koje c´e Russell nekoliko godina kasnije usvojiti, tako se ne cˇini radikalnom promjenom,
vec´ prije prirodnim nastavkom prethodnih Russellovih pokušaja odgovora na paradokse. Tako-
d¯er, ako sam u pravu, kako je gornja dijagnoza izvora protuslovlja¯ dana u kontekstu rasprave o
skupovno-teorijskim, a ne o semanticˇkim paradoksima, usvajanje nacˇela porocˇnoga kruga ne bi
trebalo objašnjavati tek kao motivirano željom za izbjegavanjem semanticˇkih paradoksa.
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(4) U cˇlanku ne spominje Russell moguc´nost izbjegavanja protuslovlja na nacˇin da se sta-
vacˇne funkcije shvate kao parcijalne funkcije, definirane samo za entitete odred¯enoga tipa ili
tipova, kako je predložio u Principles. Umjesto toga, vratio se na ideju koja je bliska njegovoj
sugestiji u pismu Fregeu. Varijable stavacˇnih funkcija neogranicˇene su, tj. mogu za argumente
uzimati sve što postoji, ali ne definira svaka stavacˇna funkcija razred, niti su sve stavacˇne funk-
cije – dakle, svojstva – “odvojivi entiteti koji mogu biti stavljeni kao argumenti bilo drugim
svojstvima bilo njima samima” [87, str. 140]. Paradoksi teorije skupova pokazuju da ne odre-
d¯uje svaka stavacˇna funkcija razred, a paradoks svojstava – parafraza Russellova paradoksa
priroka¯ – da nije svaka stavacˇna funkcija entitet.48 Protuslovlja upravo nastaju zbog pretpos-
tavke da “izvjesne stavacˇne funkcije odred¯uju razrede, kada, u stvari, to ne cˇine” [87, str. 140]
i da je svojstvo “uvijek entitet koji može biti odvojen (detached) od argumenta o kojemu je
tvrd¯eno.” [87, str. 140] Analogno, dakako, vrijedi i za relacije. One stavacˇne funkcije koje de-
finiraju razrede i relacije i jesu zasebni entiteti naziva Russell priricˇnima (predicative), ostale
naziva nepriricˇnima (non-predicative). Za rješenje protuslovlja¯ stoga, kaže, “trebamo pravila za
odlucˇivanje koje su norme priricˇne a koje nisu, osim ako ne usvojimo gledište [...] da nijedna
norma nije priricˇna.” [87, str. 141] Tu u igru ulazi njegova teorija bez razreda.
Russell predlaže tri razlicˇita moguc´a pristupa za rješenje protuslovlja¯ u teoriji skupova. Ta
tri pristupa, redom kojim ih izlaže, naziva cikcak-teorijom (zigzag theory), teorijom ogranicˇe-
nja velicˇine i teorijom bez razreda (no-classes theory). Prema cikcak-teoriji, priricˇne su samo
one stavacˇne funkcije koje su, u nekom smislu, dovoljno jednostavne; prema teoriji ogranicˇenja
velicˇine, priricˇne su one cˇije ekstenzije nisu “prevelike” da bi bile razredi; prema teoriji bez raz-
reda, nijedna stavacˇna funkcija nije priricˇna, tj. nijedna nije zaseban entitet i nijedna ne definira
razred – niti za stavacˇne funkcije niti za razrede uopc´e ne moramo pretpostaviti da postoje.49
U napomeni naknadno dodanoj na kraju cˇlanka, Russell kaže da više “ne osjec´a gotovo nimalo
sumnje” da upravo ta posljednja teorija pruža “potpuno rješenje svih teškoc´a”.50
48Russell izgleda pretpostavlja da su upravo one funkcije koje ne definiraju skupove ujedno one koje nisu zasebni
entiteti. To jest prirodno zakljucˇiti, ali Russell za to nije ponudio argument, a barem se na prvi pogled cˇini nacˇelno
moguc´im da tomu nije tako.
49Gödel [32, str. 124-125] tako opisuje cikcak-teoriju kao intenzionalnu, a ogranicˇenje velicˇine kao eksten-
zionalnu teoriju i napominje da je, dok se standardne aksiomatske teorije skupova mogu smatrati razvijanjem
potonjega pristupa, Quineov [80] sustav NF srodan Russellovoj cikcak-teoriji. Quineova teorija skupova NF, u
usporedbi sa standardnom ZF(C), relativno je malo poznata, ali detaljan prikaz NF-a i srodnih sustava može se
nac´i u Forster [24]. Pristup srodan Quineovoj teoriji skupova primjenjuje i Cocchiarella [16] u razvijanju netipske
(type-free) teorije atributa. Dobar sažet prikaz Russellove cikcak-teorije i konteksta njezina nastanka daje Urquhart
[119].
50Landini [60, str. 245] tvrdi da razlog odbacivanja prvih dviju teorija leži u Russellovu logicizmu: i cikcak-
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2.3.3 Supstitucijska teorija
Nakon “On Some Difficulties”, Russell intenzivno radi na razradi teorije bez razreda, koju sada
naziva supstitucijskom teorijom, i 1906. piše cˇlanak “On the Substitutional Theory of Classes
and Relations” [100]. Nažalost, ubrzo otkriva da je u teoriji takod¯er izvedivo protuslovlje, koje
danas znamo kao p0/a0 paradoks, i cˇlanak ostaje neobjavljen za njegova života.51
U supstitucijskoj teoriji, kako kaže Russell, nijedna se stavacˇna funkcija ne uzima kao pose-
ban entitet i nijedna ne definira razred. Supstitucijska teorija, drugim rijecˇima, ne pretpostavlja
opstojnost niti stavacˇnih funkcija niti razreda. Svega su dvije “vrste” entiteta pretpostavljene
teorijom: stavci i proizvoljne sastavnice stavaka. Stavci su pritom i dalje otprilike ono što danas
nazivamo stanjima stvari ili cˇinjenicama, a ne (u uskome smislu) semanticˇki entiteti. Jednako
tako, sastavnicama stavaka i dalje može biti bilo što što jest, sve što ima bitak, bilo koji entitet.
U skladu s eliminacijom stavacˇnih funkcija i skupova, Russell mijenja notaciju i sada umjesto
‘φx’ (ili ‘φ!x’), “gdje notacija neizbježno sugerira opstojnost necˇega oznacˇenoga s ‘φ”’ [87, str.
155], piše ‘p/a;x!q’. Izraz ‘p/a;x!q’ atomarna je formula supstitucijske teorije, koja, u svo-
jemu intendiranome neformalnome znacˇenju, kaže da supstitucija nekog entiteta x na mjesto
sastavnice a u stavku p rezultira stavkom q. Pojam supstitucije tu je primitivan pojam, a os-
novna je ideja da postoji odred¯ena strukturalna slicˇnost izmed¯u onih stavaka koji se sastoje od
djelomicˇno istih sastavnica koje vrše istu ulogu ili zauzimaju isti “položaj” u tim stavcima. Na
primjer, stavak “Platon je cˇovjek” strukturalno je slicˇan stavku “Sokrat je cˇovjek” – razlika je
tek u tome što u prvome stavku Platon zauzima onaj položaj koji u drugom zauzima Sokrat. Tu
strukturalnu bliskost stavaka izražava Russell tako što kaže da je “Platon je cˇovjek” rezultat sup-
stitucije Platona na mjesto Sokrata u stavku “Sokrat je cˇovjek”. Supstitucija, dakle, za Russella
teorija i teorija ogranicˇenja velicˇine moraju stipulirati koji su skupovi i svojstva dopušteni, no takve stipulacije
Russell ne bi smatrao logicˇkim istinama.
51Cˇlanak je zaprimljen u travnju 1906., dakle svega dva mjeseca nakon bilješke dodane na kraju “On Some
Difficulties”, a u svibnju je procˇitan pred Londonskim matematicˇkim društvom. Izgleda da vrlo brzo nakon toga
Russell u supstitucijskoj teoriji otkriva protuslovlje jer cˇlanak povlacˇi prije objavljivanja. Objavljen je tek pos-
thumno u [99]. Važnost supstitucijske teorije kao “nedostajuc´e karike izmed¯u Russellove teorije oznacˇavanja i
Principia Mathematica” prvi je, cˇini se, prepoznao Grattan-Guinness [35], iako ju sam vidi uglavnom kao pokušaj
spašavanja osnovnih ideja iz The Principles of Mathematics koje c´e Russell, navodno, uskoro potpuno napustiti,
a ktomu prepun pogrješaka uporabe i spominjanja. Opsežnu i puno naklonjeniju analizu supstitucijske teorije po-
nudio je Gregory Landini u Russell’s Hidden Substitutional Theory [59], kojom je, uz tehnicˇku rekonstrukciju
formalnoga sustava supstitucijske teorije, bacˇeno novo svjetlo na ulogu supstitucijske teorije u razvoju razgranate
teorije tipova u Principia i Russellovu filozofijsku motivaciju iza razgranate teorije. Landiniju takod¯er dugujemo
otkric´e (i imenovanje) p0/a0 paradoksa, skrivenoga u Russellovim neobjavljenim rukopisima, zbog kojega Russell
napušta supstitucijsku teoriju. Paradoks je otkriven 1987. i prvi puta objavljen u [57]. Isti autor u [60] daje izvrstan
sažet prikaz supstitucijske teorije. Izlaganje Russellove supstitucijske teorije u ovome radu posve se oslanja na
Landinijevu rekonstrukciju i filozofijsku interpretaciju iz [59] i [60].
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nije puka jezicˇna operacija: ne supstituiraju se izrazi u recˇenici, vec´ entiteti u stanjima stvari.
Za razlicˇite vrijednosti x-a dobivamo time razlicˇite stavke, upravo one koje bismo u staroj ter-
minologiji nazivali vrijednostima odgovarajuc´e stavacˇne funkcije. No, u novoj notaciji nestaju
izrazi za stavacˇne funkcije, baš kao što u logicˇkoj analizi nestaju odred¯eni opisi. Kao što nas
ispravna logicˇka analiza recˇenica oslobad¯a obveze pretpostavljanja da postoje entiteti oznacˇeni
odred¯enim opisima, tako nas, smatra Russell, supstitucijska teorija oslobad¯a pretpostavke da
postoje stavacˇne funkcije, tj. svojstva ili atributi. Jednako se odnosi i na skupove.
Detalji supstitucijske teorije nisu nam ovdje važni. Dovoljno je napomenuti nekoliko stvari.
(1) Supstitucijska je teorija – kao, uostalom, i cikcak-teorija i teorija ogranicˇenja velicˇine
– teorija bez tipova (type-free), tj. teorija koja sadrži samo jednu vrstu varijabla, argumentima
kojih može biti sve što jest, tj. sve što uopc´e može biti sastavnicom stavka. Drugim rijecˇima,
prisjetimo li se Russellova nazivlja iz The Principles of Mathematics, bilo koja “oznaka”. Staja-
lište da logika (i time matematika) može imati samo jednu vrstu “istinskih” varijabla, vrijednosti
kojih mogu biti bilo koji entiteti (bilo stvari bilo pojmovi), usko je povezano s Russellovim ra-
zumijevanjem logike kao potpuno univerzalne znanosti. Logika, prema Russellu, za razliku od
drugih znanosti, nema neko ogranicˇeno predmetno podrucˇje. Ništa što postoji ili što uopc´e može
postojati ne leži izvan dohvata logike. Logicˇke su istine istinite jednako za Sokrata i Platona ko-
liko i za broj dva i stavak “Sadašnji francuski kralj je c´elav”. Dopušteno je, naravno, po potrebi
definicijama uvoditi posebne vrste varijabla (npr. za brojeve ili za skupove), ali varijable koje se
javljaju u recˇenicama logike i matematike bez definicijskih pokrata kao svoje vrijednosti mogu
uzimati bilo što:
[U] svakome stavku cˇiste matematike, kada je u cijelosti izložen, varijable imaju
apsolutno neogranicˇeno podrucˇje (field): bilo koji pomišljiv (conceivable) entitet
može se supstituirati za bilo koju od naših varijabla bez štete za istinitost našega
stavka. [96, str. 7]
To Russellovo stajalište cˇini važan dio Russellove koncepcije logike iz vremena Principles i
postat c´e kasnije poznato pod imenom ‘nauk o neogranicˇenoj varijabli’ (doctrine of the un-
restricted variable).52 To je stajalište ujedno razlog zašto, posve neovisno o paradoksu stavaka,
52Što se tocˇno tvrdi naukom o neogranicˇenoj varijabli donekle je sporno. Nakon Heijenoortova utjecajna cˇlanka
“Logic as Calculus and Logic as Language” [41] postalo je uobicˇajeno smatrati da nauk o neogranicˇenoj varijabli
povlacˇi da logika mora sadržavati svoju metateoriju, ali Landini [61, str. 268-269] nauk smatra jednostavno sin-
takticˇkim zahtjevom da svaka formalna logicˇka teorija mora usvojiti samo jednu vrstu varijabla (individualne ili
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Russell teoriju tipova opisanu u “Dodatku B”, s njezinim parcijalno definiranim stavacˇnim funk-
cijama – tj. s varijablama ogranicˇenima na odred¯eno podrucˇje znacˇenja – nije smatrao zadovo-
ljavajuc´im rješenjem protuslovlja.53 No, takod¯er, Russell niti nakon Principles – a, vidjet c´emo,
možda cˇak niti u vrijeme pisanja Principia Mathematica – ne napušta nauk o neogranicˇenoj
varijabli. Supstitucijska teorija stoga za Russella ima ocˇitu filozofijsku prednost spram teorije
tipova.
(2) Mehanizam supstitucija vrši u supstitucijskoj teoriji ulogu vrlo slicˇnu onoj koju tipska
hijerarhija vrši u nacrtu teorije tipova u Principles. Unatocˇ razlici u notaciji i pozadinskoj onto-
logiji, jake su paralele izmed¯u dvije teorije. Što se u teoriji tipova postiže tipskom hijerarhijom,
u supstitucijskoj se teoriji postiže razlicˇitim brojem supstitucija: visini tipova stavacˇnih funkcija
odgovara broj uzastopnih supstitucija.
Recˇeno se mora malo pojasniti. Stavacˇne funkcije, prema Russellovu nacrtu teorije tipova u
Principles, imaju ogranicˇeno podrucˇje znacˇenja ili, drugim rijecˇima, za neke vrijednosti varija-
bla stavacˇne funkcije nisu definirane. No kazati to isto je što i rec´i da varijable imaju ogranicˇeno
podrucˇje svojih moguc´ih vrijednosti: ne može bilo što biti vrijednost bilo koje varijable. Zane-
marimo li ovdje Russellovu tvrdnju da su podrucˇja znacˇenja nekih stavacˇnih funkcija zbrojevi
nekoliko minimalnih tipova, teorija tipova u Principles odgovara onomu što se danas naziva
‘jednostavnom teorijom tipova’. U jednostavnoj teoriji tipova neke varijable kao svoje moguc´e
vrijednosti imaju sve i samo pojedinacˇnosti (entitete najnižega tipa u tipskoj hijerarhiji), neke
sva i samo svojstva pojedinacˇnosti (ili, ekstenzionalno gledano, skupove pojedinacˇnosti), neke
sve i samo relacije izmed¯u dviju pojedinacˇnosti (ili, ekstenzionalno, skupove ured¯enih parova
pojedinacˇnosti), neke pak sva i samo svojstva svojstava pojedinacˇnosti (ili skupove skupova
pojedinacˇnosti) itd. Radi jednostavnosti zanemarimo relacije i, kako je danas uobicˇajeno u iz-
lagaju jednostavne teorije tipova, oznacˇimo kojemu tipu varijabla pripada – tj. koje su njezine
moguc´e vrijednosti – gornjim pokazateljem na varijabli. Tako, neka su x0, y0, ... varijable koje
kao svoje vrijednosti imaju pojedinacˇnosti; x〈0〉, y〈0〉, ... varijable koje kao vrijednosti imaju
svojstva pojedinacˇnosti (skupove); x〈〈0〉〉, y〈〈0〉〉, ... one pak kojih su moguc´e vrijednosti svojstva
svojstava pojedinacˇnosti (skupovi skupova) itd. Formula x〈0〉x0 tada kaže da pojedinacˇnost x0
ima svojstvo x〈0〉. Razumijemo li x〈0〉 radije kao skup nego kao atribut, i promijenimo li malo
entitetske varijable) i upozorava da je “važno ne pomiješati Russellov sintakticˇki nauk o neogranicˇenoj varijabli sa
semanticˇkim pitanjima koja se ticˇu dopustivoga podrucˇja varijabla.”
53Vidi npr. Goldfarb [34, str. 35].
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notaciju, x0 ∈ x〈0〉 kaže da je pojedinacˇnost x0 cˇlan skupa pojedinacˇnosti x〈0〉. Paradoksi su
izbjegnuti time što izrazi poput x〈0〉x〈0〉 ili x〈0〉 ∈ x〈0〉, kojima bi se kazalo da se svojstvo priricˇe
samome sebi ili da je skup sam svoj cˇlan, nisu gramaticˇki dopušteni, nisu formule.
Gramaticˇki uklonivši moguc´nost problematicˇnih formula, svaki izraz koji jest formula u
jednostavnoj teoriji tipova specificira neko svojstvo ili skup. To jest, za svaku formulu φ postoji
neko svojstvo koje pripada svim i samo onim entitetima koji zadovoljavaju tu formulu. Ili,
analogno, za svaku formulu φ postoji neki skup cˇiji su elementi svi i samo oni entiteti koji
zadovoljavaju tu formulu. Tu tvrdnju možemo izraziti odgovarajuc´om aksiomatskom shemom
sadržaja:
∃y〈t〉∀xt(y〈t〉xt ↔ φ)
Za formulu x0 = x0, na primjer, tako imamo aksiom prema kojemu postoji svojstvo koje pri-
pada pojedinacˇnosti ako i samo ako je pojedinacˇnost istovjetna samoj sebi ili, analogno, aksiom
prema kojemu postoji skup svih sebi istovjetnih pojedinacˇnosti:
∃y〈0〉∀x0(y〈0〉x0 ↔ x0 = x0)
U supstitucijskoj teoriji, kako smo kazali, ne pretpostavljamo opstojnost niti atributa¯ (tj. svoj-
stava i relacija) niti skupova. No, naravno, da bi teorija uopc´e bila logicˇka teorija i da bi se u
njoj mogle formulirati matematicˇke tvrdnje, recˇenice kojima se (naizgled) priricˇu svojstva enti-
tetima ili tvrdi da su ti i ti entiteti elementi nekoga skupa morale bi se moc´i parafrazirati unutar
teorije, cˇuvajuc´i njihovu istinitost. U supstitucijskoj teoriji odgovarajuc´a je parafraza:
∃p∃a∀x(p/a;x↔ x = x)
Sve varijable u gornjoj formuli istoga su “tipa”, tj. sve su neogranicˇene, entitetske varijable.
Izraz ‘p/a;x’ odred¯eni je opis za entitet koji je upravo kao entitet p, osim što sadrži x gdje
god p sadrži a. Ako je p stavak, a a njegova sastavnica, p/a;x je stavak dobiven supstitucijom
x-a za a. No, kao odred¯eni opis, ‘p/a;x’ nestaje u analizi i sam po sebi ne oznacˇava ništa.
Izraz ‘p/a’ možemo shvatiti kao izraz za stavak p cˇija je sastavnica a, ali kako i p i a mogu
biti proizvoljni predmeti – recimo Sokrat i broj dva – ‘p/a’ ne mora oznacˇavati ništa: Sokrat
nije vrsta stvari koja ima sastavnice, a posebno ne brojeve. Stoga izraz ‘p/a’ nije ime, sam
po sebi ne oznacˇava nikakav predmet, tj. nema znacˇenje izvan konteksta u kojem se javlja.
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Drugim rijecˇima, ‘p/a’ je nepotpun simbol. Izraze poput ‘p/a’ naziva Russell ‘matricama’,
entitet p naziva ‘prototipom’, a entitet a ‘argumentom matrice’. Imajuc´i recˇeno na umu, gornja
formula kaže da postoje entiteti p i a takvi da, za svaki entitet x, supstitucija x-a na mjesto
entiteta a daje stavak x = x. Na primjer, p može biti stavak "Sokrat = Sokrat", a a Sokrat.
Stavacˇne funkcije tipa 〈0〉 zamijenjene su tako u supstitucijskoj teoriji matricama oblika ‘p/a’,
a priricanje svojstava tipa 〈0〉 supstitucijom. Umjesto tvrdnje da postoji taj i taj atribut ili skup,
tj. entitet višega tipa od tipa pojedinacˇnosti, imamo u supstitucijskoj teoriji tvrdnju koja govori
samo o stavcima, entitetima opc´enito i operaciji supstitucije.
Pogledajmo sada kako se supstitucijskom teorijom parafraziraju iskazi jednostavne teorije
tipova koji sadrže izraze koji referiraju na entitete viših tipova, npr. svojstva svojstava. Prema
aksiomatskoj shemi sadržaja, sljedec´i je iskaz aksiom teorije tipova:
∃y〈〈0〉〉∀x〈0〉(y〈〈0〉〉x〈0〉 ↔ x〈0〉 = x〈0〉)
Taj nam iskaz kaže da postoji svojstvo koje pripada svojstvu pojedinacˇnosti ako i samo ako
je svojstvo pojedinacˇnosti istovjetno samomu sebi. Odnosno, u ekstenzionalnom cˇitanju, da
postoji skup svih samoistovjetnih skupova pojedinacˇnosti. Odgovarajuc´i iskaz u supstitucijskoj
teoriji je sljedec´i:
∃q∃p∃a∀x∀y(q/p, a;x, y ↔ x/y = x/y)
Slicˇno kao i u prethodnom primjeru, sve varijable imaju neogranicˇeno podrucˇje i sve što postoji
može biti njihova vrijednost, ‘q/p, a;x, y’ je odred¯eni opis, a ‘q/p, a’ i ‘x/y’ su matrice. Izraz
‘q/p, a;x, y’, prema definiciji, opis je entiteta koji nastaje kao rezultat dviju uzastopnih sups-
titucija, tj. supstitucijom entiteta¯ x i y na mjesto entiteta¯ p i a u entitetu q. Stavacˇne funkcije
tipa 〈〈0〉〉 zamijenjene su tako u supstitucijskoj teoriji matricama oblika ‘q/p, a’, a priricanje
svojstava tipa 〈〈0〉〉 dvama uzastopnim supstitucijama. Analognu stvar imamo i u slucˇajevima
viših tipova: kako se penjemo u tipskoj hijerarhiji, raste broj supstitucija, a stavacˇne funkcije
zamjenjuju se sve složenijim matricama.54
54Kako nas ovdje ne zanimaju detalji supstitucijske teorije, neke smo stvari malo pojednostavili. Broj supsti-
tucija, tj. broj argumenata u matrici, nije povezan samo s visinom u tipskoj hijerarhiji, vec´ i s mjesnošc´u tipova:
matrice oblika ‘q/p, a’ u supstitucijskoj teoriji vrše ne samo ulogu varijabla tipa 〈〈0〉〉 vec´ i onih tipa 〈0, 0〉. Tako-
d¯er, važna je razlika što logicˇki poveznici u supstitucijskoj teoriji nisu istinitosno-funkcijski. Russell kao primitivan
simbol rabi ‘⊃’, ali on, kao ni definirani poveznici (npr. ‘≡’ i ‘&’), ne povezuje formule, vec´ oznake! Vidi npr.
Landini [61, str. 269-270].
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Mehanizam supstitucija na taj nacˇin zamjenjuje ili simulira tipsku hijerarhiju: svaka formula
jezika jednostavne teorije tipova može se prevesti u jezik supstitucijske teorije, a za svaki teorem
jednostavne teorije tipova postoji odgovarajuc´i teorem u supstitucijskoj teoriji.55 Supstitucijska
teorija pritom takod¯er uspješno simulira gramaticˇka ogranicˇenja teorije tipova koja sprjecˇavaju
izvod¯ene Russellova i srodnih paradoksa. Kao što npr. izraz ‘x〈0〉x〈0〉’ nije formula teorije tipova,
tako i odgovarajuc´i izraz u jeziku supstitucijske teorije, ‘p/a; (p/a)!q’, krši njezina tvorbena
pravila.
Vidimo, dakle, da su, unatocˇ znatnoj notacijskoj i metafizicˇkoj razlici, supstitucijska teorija
i teorija tipova iz Principles usko povezane. Supstitucijska je teorija svojevrsna netipska (type-
free) rekonstrukcija teorije tipova, koja, ne odstupajuc´i od nauka o neogranicˇenoj varijabli, us-
pješno imitira nacˇin izbjegavanja Russellova i srodnih paradoksa u teoriji tipova, zadržavajuc´i
pritom svu njezinu ekspresivnu snagu. U “Les paradoxes de la logique”, objavljenome 1906.
tijekom rada na supstitucijskoj teoriji kao odgovor na Poincaréovu kritiku logicizma, Russell i
eksplicitno povezuje dvije teorije:
Tehnicˇki, teorija tipova kako je sugerirana u Dodatku B malo se razlikuje od teorije
bez razreda. Jedina stvar koja me u to vrijeme navela zadržati razrede bila je teh-
nicˇka teškoc´a iskazivanja stavaka elementarne aritmetike bez njih – teškoc´a koja mi
se tada cˇinila nepremostivom. [101, str. 193]
Opisana srodnost supstitucijske teorije i teorije tipova objašnjava ujedno zašto Russell u “On
some Difficulties” nije smatrao potrebnim predložiti teoriju tipova kao jedno od moguc´ih rješe-
nja paradoksa¯.
(3) Iako je supstitucijska teorija eliminativisticˇka teorija – u smislu da cˇini suvišnom pret-
postavku da postoje stavacˇne funkcije i skupovi kao posebne vrste entiteta¯ – Russell je i dalje
realist u pogledu intenzionalnih entiteta. Pozadinska metafizika supstitucijske teorije nije no-
minalisticˇka. Supstitucijska teorija jednostavno izbjegava pretpostavku da je svaka nominalizi-
rana otvorena formula ime nekoga priroka ili relacije (u Russellovu smislu, kao intenzionalnih
entiteta) ili, opc´enitije, da za svaku otvorenu formulu postoji neki prirok ili relacija koji je
oprimjeren upravo onim entitetima koji zadovoljavaju formulu. Jednako tako, naravno, supsti-
tucijska teorija ne pretpostavlja da svaka otvorena formula definira skup ili relaciju-u-ekstenziji
(kao skup ured¯enih n-toraka). Med¯utim, Russell nije u med¯uvremenu promijenio svoje staja-
55Za opis odnosa izmed¯u teorije tipova i supstitucijske teorije vidi Landini [59, str. 140-145] i [60, str. 262-266].
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lište prema stavcima: stavci su i dalje složeni entiteti kojih su sastavnice ono što u Principles
naziva pojmovima (tj. prirocima i relacijama). Takod¯er, pojmovi su, pa samim tim i stavci koji
ih sadrže, i dalje intenzinalni entiteti – koekstenzionalnost ne povlacˇi istovjetnost pojmova, a
ekvivalentnost ne povlacˇi istovjetnost stavaka. Razlika supstitucijske spram jednostavne teorije
tipova u tome je što su priroci, relacije, stavci i stvari, uopc´e sve što jest, vrijednosti jedne te
iste vrste varijabli – neogranicˇenih entitetskih ili individualnih varijabli:
[Supstitucijska teorija] omoguc´uje ono što se barem cˇini kao da je potpuno rješenje
svih prastarih teškoc´a o jednome i mnogome (the one and the many); jer dok dopu-
šta da postoje mnoga bic´a, prianja krajnjom sitnicˇavošc´u uz staru maksimu da “što
god jest, jedno je”. [100, str. 189]
U supstitucijskoj teoriji nema hijerarhije entiteta¯ i nema stavacˇnih funkcija (u ontologijski jakom
smislu), ali intenzionalni entiteti, pojmovi i stavci, ostaju punopravni cˇlanovi njezine ontologije.
(4) Supstitucijska je teorija nesuvisla (nekonzistentna). Russell je isprva namjeravao supsti-
tucijsku teoriju ucˇiniti središnjom temom planiranoga drugoga sveska The Principles of Mathe-
matics,56 pri cˇemu je teorija trebala ponuditi rješenje protuslovlja¯ analiziranih u prvom dijelu i
biti osnova logicisticˇkoga utemeljenja matematike. Med¯utim, pokazalo se, baš kao i u “Dodatku
B”, da stavci nisu ništa manje problematicˇna vrsta entiteta od stavacˇnih funkcija i skupova.
Stavci, ukljucˇujuc´i opc´e stavke, punopravni su entiteti supstitucijske teorije. Stavci su in-
tenzionalni entiteti, tj. ekvivalentni stavci nisu nužno istovjetni. Razlog je, kao i prije, to što su
stavci složeni entiteti koji med¯u svojim sastavnicama imaju intenzionalne entitete (pojmove) pa
ekvivalentni stavci mogu sadržavati razlicˇite entitete (koekstenzivne, no neistovjetne pojmove)
i samim tim biti med¯usobno razlicˇiti. Takod¯er, svi su stavci, kao i u Principles, istoga tipa – svi
entiteti istoga su tipa. Stavacˇne funkcije ne postoje, ali svaka je stavacˇna funkcija teorije tipova
oponašana parom entiteta¯ p i a, odnosno matricom ‘p/a’. No to znacˇi da pretpostavke koje su
u Principles vodile do paradoksa stavaka nisu bitno promijenjene supstitucijskom teorijom, što
otvara pitanje je li u supstitucijskoj teoriji takod¯er izvedljivo protuslovlje poput onoga u “Do-
datku B”? I, doista, paradoks srodan paradoksu stavaka iz “Dodatka B” može se reproducirati u
supstitucijskoj teoriji.57
56Vidi Landini [59, str. v-vi].
57Cocchiarella [15] je prvi, cˇini se, koji je primijetio da je supstitucijska teorija nekonzistentna s Cantorovim
poucˇkom o partitivnom skupu i da se stoga u supstitucijskoj teoriji dijagonalizacijom mogu izvesti paradoksi poput
paradoksa stavaka.
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Opišimo neformalno paradoks stavaka u supstitucijskoj teoriji. Najprije, može se pokazati
da broj entiteta postuliranih supstitucijskom teorijom nije konacˇan. Posebno, broj stavaka nije
konacˇan. S obzirom da se med¯u entitetima nalaze pojmovi, taj je rezultat ocˇekivan. No tada je
broj parova entiteta jednakobrojan broju stavaka pa stoga izmed¯u “stavacˇnih funkcija” – tj. pro-
izvoljnih parova entiteta¯ p i a – i samih stavaka imamo korelaciju jedan na jedan. Jednostavno
je sada dijagonalizacijom izvesti protuslovlje. Neka je f takva korelacija. Ako f(〈p, a〉) = q,
supstitucijom stavka q na mjesto entiteta a u p u nekim slucˇajevima možemo dobiti istinit sta-
vak, u ostalim slucˇajevima ne. Prevevši to u govor o stavacˇnim funkcijama, stavacˇna funkcija
sebi koreliranomu stavku kao argumentu može u nekim slucˇajevima pridružiti istinit stavak, u
drugim slucˇajevima ne. Uzmimo sada par entiteta p0 i a0, takvih da supstitucijom na mjesto
entiteta a0 dobijemo istinite stavke za sve i samo one stavke q, korelirane s parom 〈p, a〉, koji
supstituirani na mjesto a ne daju istinit stavak. U prijevodu, uzmimo stavacˇnu funkciju takvu
da pridružuje istinit stavak upravo onim stavcima (kao svojim argumentima) kojima stavacˇna
funkcija s kojom su korelirani ne pridružuje istinit stavak. Taj par entiteta¯ p0 i a0 takod¯er je
koreliran s nekim stavkom q∗, tj. f(〈p0, a0〉) = q∗. Lako je sada vidjeti da suptitucija stavka q∗
na mjesto entiteta a0 rezultira istinitim stavkom ako i samo ako nije tako da suptitucija stavka
q∗ na mjesto entiteta a0 rezultira istinitim stavkom. Taj je paradoks danas poznat pod imenom
‘p0/a0 paradoks’.58
Nakon otkric´a paradoksa, Russell odlucˇuje ne objaviti cˇlanak “On the Substitutional The-
ory of Classes and Relations”, ali ne napušta odmah supstitucijsku teoriju. Naprotiv, nada se
da može izbjec´i paradoks i sacˇuvati teoriju “cˇistec´i ju od metafizicˇkih elemenata”.59 U Russel-
lovim rukopisima sacˇuvano je nekoliko pokušaja rješenja.60 Izmed¯u ostaloga, Russell predlaže
razlikovanje stavaka od entiteta¯ i time stavacˇnu od ne-stavacˇne supstitucije, tako da bi se, prema
prijedlogu, stavci mogli smisleno supstituirati samo stavcima, a entiteti samo entitetima. Ubrzo
primjec´uje, med¯utim, da puko razlikovanje stavaka od entiteta¯ nije dovoljno za izbjec´i paradoks.
Rješenje bi, zakljucˇuje na kraju, moralo ukljucˇiti nešto poput hijerarhije stavaka, pri cˇemu se
stavci na jednoj razini hijerarhije (tj. stavci odred¯enoga reda) ne bi mogli smisleno supstituirati
58Preciznije govorec´i, dvije se razlicˇite, iako med¯usobno srodne, vrste paradoksa stavaka mogu izvesti u sup-
stitucijskoj teoriji, p0/a0 paradoks i paradoks koji je bliži izvornomu paradoksu stavaka u Principles, ali za opis
razlike med¯u njima morali bismo uc´i puno detaljnije u formalizam supstitucijske teorije nego što nam je za naše
svrhe potrebno. Landini [59, str. 201-206] daje detaljan formalni izvod za obje vrste.
59Izraz je iz Russellova pisma Jourdainu od 10. listopada 1906. Vidi u Grattan-Guinness [36, str. 93].
60Landini [59, str. 206-212] analizira više Russellovih pokušaja izmed¯u otkric´a p0/a0 paradoksa i odgovora
Poincaréu.
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stavcima neke druge hijerarhijske razine – upravo ono rješenje koje je sugerirao na kraju “Do-
datka B” i odbacio kao “grubo i jako umjetno”. Rješenje, ujedno, koje c´e postati dio onoga što
danas znamo kao Russellovu razgranatu teoriju tipova.
2.3.4 Dvije vrste paradoksa¯
Russell c´e razgranatom teorijom tipova u Principia Mathematica ponuditi jedinstvenu dijag-
nozu i jedinstveno rješenje paradoksa¯ spomenutih na pocˇetku ovoga rada. Med¯utim, nakon
Ramseyeve kritike razgranate teorije u slavnome cˇlanku “The Foundations of Mathematics”
[83] iz 1926., postat c´e uobicˇajeno paradokse dijeliti u dvije odvojene grupe, logicˇko-matematicˇke
s jedne i semanticˇke paradokse s druge strane. Logika i matematika morale bi moc´i blokirati
samo paradokse prve vrste, smatra Ramsey, dok su oni druge vrste za logiku i matematiku ire-
levantni “ako pod ‘logika’ mislimo na formalni sustav, iako bi dakako bili relevantni za logiku
u smislu analize misli.” [83, str. 21] Njegova ocjena da je jednostavna teorija tipova dovoljna
za nositi se s logicˇkim paradoksima i da stoga nema potrebe za razgranatom teorijom tipova
postalo je, kako c´emo vidjeti, jedna od najutjecajnijih kritika Russellove zrele teorije tipova. S
vremenom c´e se aksiomatska teorija skupova, radije nego jednostavna teorija tipova, prihvatiti
kao standardni odgovor na logicˇke paradokse, a Tarskijeva hijerarhija jezika¯ kao odgovor na
semanticˇke paradokse.61
Peano [70] je, cˇini se, prvi koji je povukao granicu izmed¯u dvije vrste paradoksa¯, upravo
u vrijeme Russellova rada na supstitucijskoj teoriji.62 Teško je rec´i je li na Russella utjecala
Peanova sugestija (i je li s njom upoznat vec´ 1906.), ali zanimljiva je i slabije poznata cˇinjenica
da Russell u vrijeme rada na supstitucijskoj teoriji i sam doista razlikuje ne-logicˇke od logicˇkih
61Osnova je rješenja koje nudi Tarski razlikovanje izmed¯u predmetnoga jezika i metajezika. Semanticˇki izrazi
pomoc´u kojih govorimo o izrazima nekoga jezika (npr. ‘je istinito’, ‘znacˇi’ i sl.) ne mogu biti dio toga istoga
jezika: recˇenice koje govore o nekome danome jeziku nisu recˇenice toga jezika, vec´ njegova metajezika. Tarski je
svoju teoriju istinitosti za formalne jezike izgradio vec´ krajem dvadesetih godina 20. stoljec´a (vidi podrubnicu 1 u
[118, str. 154]), no njezin utjecaj raste nakon objavljivanja “Der Wahrheitsbegriff in den formalisierten Sprachen”
[116], proširenoga njemacˇkoga prijevoda posljskoga izvornika [115], i, posebno, nakon imigracije u Sjedinjene
Države. Engleski prijevod, “The Concept of Truth in Formalized Languages” [118], objavljen je 1956. Neformalan
prikaz osnovnih ideja svoje teorije Tarski daje u cˇlanku “The Semantic Conception of Truth and the Foundations of
semantics” [117]. Posljednjih desetljec´a, kao alternativa rješenju Tarskoga, široko se prihvatila utjecajna Kripkeova
teorija [54].
62Prema Peanu [70, str. 218], problem s paradoksima poput Richardova leži u tome što su djelomicˇno formulirani
u “simbolima”, tj. formalnome jeziku, a djelomicˇno neformalno, zbog cˇega “sadrže ideje ‘obicˇnoga jezika’, ideje
koje su nam vrlo poznate, ali neodred¯ene i uzrok svake višeznacˇnosti.” Paradoksi poput Richardova stoga ne
pripadaju matematici, vec´ lingvistici. Ramsey [83, str. 21] citira Peanovu ocjenu da Richardov paradoks ne pripada
matematici, vec´ lingvistici, no napominje da je sklon nazvati epistemologijom ono što Peano naziva lingvistikom.
Niti jedan niti drugi ne rabe zraz ‘semanticˇki’ za opis ne-matematicˇkih paradoksa¯.
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paradoksa i da za te dvije vrste paradoksa predlaže razlicˇita rješenja. U “On Some Difficulties”,
vidjeli smo, Russell razmatra samo paradokse teorije skupova, ali u “On the Substitutional The-
ory” i “Les paradoxes” jasno povlacˇi razliku izmed¯u logicˇkih i ne-logicˇkih paradoksa. Teorija
supstitucije trebala je ponuditi rješenje paradoksa¯ prve vrste; rješenje za one druge vrste leži,
anticipirajuc´i Tarskijevo rješenje, u svojevrsnoj hijerarhiji jezika¯. Analizirajuc´i König-Dixonov
paradoks najmanjega nedefinirljivoga rednoga broja, Russell piše:
[T]aj se redni broj cˇini definiranim kao ‘neposredni sljedbenik rednih brojeva koji
su definirljivi’. Na prvi pogled to izgleda kao protuslovlje, ali zapravo nije. Jer iako
svaki pojedini broj manji od njega jest definirljiv, cijeli razred njih nije definirljiv.
Cˇini se definiranim kao ‘razred definirljivih rednih brojeva’: ali definirljivo je re-
lativno spram nekoga danoga skupa temeljnih pojmova, i ako nazovemo taj skup
temeljnih pojmova I, ‘definirljivo u terminima I’ nikada nije i sámo definirljivo u
terminima I. [...] Lako je definirati ‘definirljivo u terminima I’ pomoc´u vec´ega poj-
movnoga aparata I∗, ali tada c´e ‘definirljivo u terminima I∗’ tražiti još vec´i pojmovni
aparat I∗∗ za svoju definiciju, i tako dalje. [...] Stoga je paradoks najmanjega nede-
finirljivoga rednoga broja samo prividan. [100, str.185]
Slicˇno, naravno, vrijedi i za Richardov, Berryjev i srodne paradokse. Russellova je analiza
jasna. Pojmovi definicije, oznacˇavanja, imenovanja i sl. nisu jednoznacˇni, vec´ su relativni spram
nekoga danoga jezika. Za svaki dani jezik L, izrazi poput ‘definirljivo u L’, ‘imenovano u L’
i sl. nisu dio jezika L, vec´ nekoga drugoga jezika L′ (danas bismo kazali ‘metajezika’) unutar
kojega referiramo na i kvantificiramo nad izrazima jezika L. Cˇak i ako bismo izraz ‘definirljivo
u L’ jednostavno izravno dodali u rjecˇnik jezika L, dobili bismo time prošireni jezik L∗, unutar
kojega možemo govoriti o svim entitetima neke vrste definirljivima u L, ali unutar kojega ne
bismo mogli definirati izraz ‘definirljivo u L∗’.
Definicija, na primjer, koja bi sadržavala izraze poput ‘sve definicije u L’ sama ne bi bila
dio jezika L i time ne bi bila jedna od tih svih definicija u L. Recˇeno možemo takod¯er opisati
na sljedec´i nacˇin, važnost kojega c´e postati jasnija kada c´emo raspravljati o nacˇelu porocˇnoga
kruga i interpretaciji Russellove razgranate teorije tipova: ako neka definicija ukljucˇuje ili pret-
postavlja pokolicˇavanje nad svim cˇlanovima nekoga skupa definicija, ta definicija ne može i
sama biti dio toga skupa.
Paradoks lažljivca razlikuje se od spomenutih paradoksa (tj. Berryjeva, Richardova i König-
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Dixonova) time što, barem na prvi pogled, njegova formulacija ne ukljucˇuje pokolicˇavanje nad
nekim skupom izraza (definicija ili imena) i stoga se cˇini da bi odgovor na nj morao biti razlicˇit.
Doista, Russellov odgovor na paradoks nije razlikovanje jezika¯:
Želimo li kazati nešto ekvivalentno s “Cˇinim neistinit iskaz (statement) koji sa-
drži n vezanih varijabli”, moramo kazati nešto poput: “Postoji stavacˇna funkcija
ϕ(x1, x2, ..., xn) takva da tvrdim da je ϕ(x1, x2, ..., xn) istinito za svaku vrijednost
od x1, x2, ..., xn, a to je zapravo neistinito.” Taj iskaz sadrži n+ 1 vezanih varijabli,
naime x1, x2, ..., xn i ϕ. Stoga se on ne odnosi na sebe sama. [101, str. 208]
Cˇini se da Russell tu tvrdi da izrazi poput ‘ovaj iskaz’, ‘ova recˇenica’ i sl. ne uspijevaju izravno
referirati na iskaze i recˇenice koji ih sadrže: za referirati na iskaz, potrebno je takod¯er navesti
broj vezanih varijabli u tome iskazu.63 Med¯utim, svaki iskaz kojim bi se specificirao neki dani
iskaz sadržavat c´e, prema Russellu, vec´i broj vezanih varijabla od iskaza koji se specificira i
stoga c´e ta dva iskaza nužno biti razlicˇita. Nijedan iskaz stoga ne uspijeva referirati na sebe
sama i paradoks nestaje. Jednako, dakako, vrijedi za recˇenice i sl.
Je li Russellova analiza paradoksa lažljivca zadovoljavajuc´a nije nam za sada važno. Primi-
jetimo samo da, slicˇno kao i u slucˇaju gore citiranoga Russellova odgovora na König-Dixonov
paradoks, iskaz kojim se specificira dani iskaz doista ukljucˇuje pokolicˇavanje nad svim cˇlano-
vima nekoga skupa iskaza (“Postoji stavacˇna funkcija ϕ(x1, x2, ..., xn) takva da...”), makar se
u ovom slucˇaju skup sastoji od svega jednoga cˇlana, i da iskaz koji ukljucˇuje ili pretpostavlja
to pokolicˇavanje sam ne može biti dio toga skupa, tj. ne može biti istovjetan njegovu jedinomu
cˇlanu.
Vidimo, dakle, da Russell u vrijeme rada na supstitucijskoj teoriji i sam razlikuje ono što
c´e se kasnije nazvati logicˇkim i semanticˇkim paradoksima i da ne pretpostavlja da te dvije
skupine paradoksa moraju imati isto rješenje. Štoviše, nudi razlicˇite odgovore na te dvije vrste
paradoksa: supstitucijsku teoriju kao rješenje logicˇkih i (implicitno) nacˇelo prema kojem iskazi,
recˇenice, definicije i sl. koje sadrže pokolicˇavanje nad svim cˇlanovima nekoga skupa (iskaza,
recˇenica, definicija) ne mogu i sami biti cˇlanovi toga istoga skupa.
Nekoliko mjeseci nakon otkric´a p0/a0 paradoksa, ne uspijevajuc´i nac´i zadovoljavajuc´e rje-
šenje, Russell c´e napustiti supstitucijsku teoriju kako ju je razvio u “On the Substitutional The-
ory”. Važno je tu napomenuti da je p0/a0 paradoks, iako sam ga u prethodnom odsjecˇku ne-
63Možda i više od toga, npr. specificirati prirocˇne izraze. Vidi Landini [61, str. 278].
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formalno opisao rabec´i izraze poput ‘istinit stavak’, u punom smislu logicˇki, a ne semanticˇki
paradoks. U tadašnjoj Russellovoj ontologiji, kazati da je stavak istinit jednostavno znacˇi kazati
da stavak, tj. odred¯eni složeni entitet, postoji (exists) ili stoji (obtains).64 Stavci nisu reprezenta-
cije cˇinjenica, vec´ cˇinjenice same. Semanticˇki izrazi poput ‘istinito’, ‘definirano’, ‘imenovano’
i sl. nisu dio jezika supstitucijske teorije niti formalnoga izvoda p0/a0 paradoksa.65 Napušta-
njem svoje rane inacˇice supstitucijske teorije, i time odgovora na logicˇke paradokse, rješenje
koje isprva daje samo za ne-logicˇke paradokse Russell odlucˇuje primijeniti i na logicˇke. To
je rješenje upravo ono što c´e u Principia nazvati nacˇelom porocˇnoga kruga, kršenje kojega c´e
dijagnosticirati kao izvor svih paradoksa – i logicˇkih i semanticˇkih.
Sugerira to, vidjet c´emo, odred¯eno “nominalisticˇko” tumacˇenje razgranate teorije tipova,
tj. interpretaciju prema kojoj su ono što u Principia Mathematica naziva stavcima i stavacˇnim
funkcijama tek jezicˇni izrazi. Naime, Russellov odgovor na semanticˇke paradokse u vrijeme
njegove supstitucijske teorije, za razliku od predloženoga rješenja logicˇkih paradoksa, pretpos-
tavlja da su semanticˇki paradoksi prije svega stvar jezika – definicija, iskaza, recˇenica i sl. Kako
razumjeti primjenu toga rješenja – ili, u svakom slucˇaju, vrlo slicˇnoga rješenja – na logicˇke para-
dokse? Vec´ supstitucijskom teorijom Russell napušta pretpostavku da postoje stavacˇne funkcije
u ontologijski jakome smislu (tj. kao svojstva ili atributi), a nakon otkric´a p0/a0 paradoksa
razmatra kao moguc´e rješenje da niti stavci nisu entiteti. Doista, u Principia napušta konacˇno
Russell ontologiju stavaka kao o umu neovisnih složenih entiteta i usvaja tzv. teoriju višestrukih
relacija, prema kojoj su stavci, baš kao i stavacˇne funkcije i skupovi u supstitucijskoj teoriji, tek
nepotpuni simboli.
2.3.5 Nacˇelo porocˇnoga kruga
U vrijeme dok Russell još razmatra razlicˇite moguc´e pristupe uklanjanju protuslovlja¯ – cikcak-
teoriju, teoriju ogranicˇenja velicˇine i teoriju bez razreda – Henri Poincaré, jedan od najznacˇajni-
jih matematicˇara svojega vremena, objavljuje prvi dio eseja “Les mathématiques et la logique”
[73] u kojemu kritizira i aksiomatski i logicisticˇki pristup matematici, ukljucˇujuc´i Russellova
stajališta iznesena u Principles, i brani svojevrstan kantovski pogled na matematiku, prema ko-
jemu je matematika utemeljena u apriornim matematicˇkim intuicijama i stoga nesvedljiva na
64Prisjetimo se da ‘postoji’ i ‘jest’ za Russella u to vrijeme nisu istoznacˇnice: i neistiniti stavci, tj. složeni entiteti
koji ne postoje, takod¯er jesu, imaju bitak, entiteti su ili oznake.
65Vidi npr. Landini [59, str. 205] i [61, str. 273-274].
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logiku. Drugi dio objavljuje nakon Russellova “On Some Difficulties in the Theory of Transfi-
nite Numbers and Order Types” i u njemu se osvrc´e i na ondje iznesene Russellove poglede.
Poincaré kao izvor paradoksa¯ vidi prihvac´anje cantorovske aktualne beskonacˇnosti, koja, prema
njemu, vodi do porocˇne cirkularnosti, a kao rješenje, na tragu Richardova [84] komentara o pa-
radoksu koji danas nosi njegovo ime, predlaže tzv. nacˇelo porocˇnoga kruga. Russell odgovara
Poincaréu cˇlankom “Les paradoxes de la logique”.66 Iako odbacuje Poincaréovu kritiku ak-
tualne beskonacˇnosti, slaže se da rješenje paradoksa¯ mora biti takvo da izbjegavava porocˇnu
cirkularnost. Nacˇelo porocˇnoga kruga postat c´e uskoro, u formulaciji razgranate teorije tipova,
Russellov “službeni” odgovor na paradokse. Sažetak je to slavne rasprave izmed¯u Russella i
Poincaréa.67
Što je nacˇelo porocˇnoga kruga? Richard [84] u kratkom tekstu u kojem formulira svoj pa-
radoks ujedno predlaže rješenje. Opišimo malo detaljnije kako glasi Richardov paradoks. Broj
znakova abecede (npr. hrvatskoga jezika), zajedno s razgodcima i bjelinom, konacˇan je i stoga
je broj njihovih permutacija, tj. konacˇnih nizova znakova, prebrojiv. Postoji, dakle, bijekcija
izmed¯u skupa permutacija i skupa prirodnih brojeva – drugim rijecˇima, permutacije se mogu
poredati u niz kao prva, druga, trec´a itd. Neke od tih permutacija znakova definiraju brojeve,
neke ne. Uklonimo iz niza sve one koje ne definiraju brojeve. Dobivamo time niz svih permu-
tacija koje definiraju brojeve. Odnosno, dobivamo ured¯eni skup svih brojeva koji su definirani
konacˇnim brojem znakova abecede. Nazovimo taj skup ‘E’. Richard [84, str. 143] definira broj
N na sljedec´i nacˇin: “Neka je p znamenka na n-tome mjestu n-toga broja u skupu E; for-
mirajmo broj koji ima 0 za svoj cijeli dio i, na svojemu n-tome decimalnome mjestu, p + 1
ako p nije 8 ili 9, a inacˇe 1.”68 Nazovimo niz znakova koji tvore Richardovu definiciju, tj. niz
66Cˇlanak je objavljen u rujnu 1906., a rukopis na engleskome, naslovljen “On ‘Insolubilia’ and Their Solution
by Symbolic Logic”, napisan je u lipnju 1906. Rukopis je objavljen u [99] i prema njemu su prevedeni svi odlomci
iz “Les paradoxes” u ovom radu.
67Cantini [6, str. 889] kao dio debate Russella i Poincaréa ukljucˇuje takod¯er Russellov cˇlanak “Mathematical
Logic as Based on the Theory of Types” [89], u kojemu je prvi put objavljena formulacija razgranate teorije tipova,
zajedno s Russellovom analizom paradoksa¯ u terminima nacˇela porocˇnoga kruga, te nekoliko krac´ih Poincaréovih
tekstova objavljenih izmed¯u 1909. i 1912. ([74], [75] i [76]). Zanimljivo, ne spominje Russellov “La théorie des
types logiques” [90] iz 1910. Na istoj se stranici provuklo nekoliko pogješaka. Tako je Russellov tekst u kojemu
prvi put predlaže teoriju bez razreda¯ kao moguc´e rješenje paradoksa¯ krivo naslovljen kao “On some difficulties in
the theory of transfinite numbers and aggregates” i napisano (u podrubnici 18) da je cˇlanak reakcija na Hobsonov
“On the arithmetic continuum” [44]. No taj je Hobsonov cˇlanak zaprimljen 9. studenoga 1905., svega 15 dana prije
Russellova, i objavljen neposredno ispred njega u istome broju Proceedings of the London Mathematical Society.
U popisu literature ispravno je navedeno da se radi o “On the General Theory of Transfinite Numbers and Order
Types” [43]. “On the Arithmetic Continuum” spominje Russell u podrubnici “Mathematical Logic” [89, str. 223],
kazavši samo da mu se ondje predloženo rješenje König-Dixonova paradoksa ne cˇini primjerenim.
68Richardova definicija ocˇito ne razlikuje pažljivo izmed¯u brojeva i znamenki, ali nije ju veliki problem preciz-
nije parafrazirati.
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znakova izmed¯u navodnika u prethodnoj recˇenici, ‘G’. Naizgled smo dobili protuslovlje: zbog
nacˇina konstrukcije, broj N nije u E, no zbog toga što je niz G i sam jedna od permutacija koje
definiraju brojeve, N jest u E.
Prema Richardu, protuslovlje je samo prividno: permutacijaG ne definira broj jerG zapravo
nema znacˇenje. G spominje skup E koji još nije definiran. Da bi G imao znacˇenje, E mora biti
u potpunosti definiran, a to je nemoguc´e osim pomoc´u beskonacˇno mnogo rijecˇi. G je stoga
med¯u onim permutacijama koje su uklonjene iz niza svih permutacija. No zašto E može biti
definiran samo pomoc´u beskonacˇno mnogo rijecˇi? Zato jer, da bi E bio potpuno definiran,
moraju prethodno svi njegovi cˇlanovi biti definirani; no iako svaki njegov cˇlan jest definiran s
konacˇno mnogo rijecˇi, kako je njih beskonacˇno mnogo, E sam ne može se definirati pomoc´u
konacˇno mnogo rijecˇi. Uocˇimo slicˇnost s Russellovom analizom König-Dixonova paradoksa
citiranu nekoliko stranica prije: iako je svaki cˇlan skupa E definirljiv pomoc´u konacˇnoga broja
znakova (“temeljnih pojmova”), cijeli skup E nije. Kao posljedica Richardove analize slijedi
da G, referirajuc´i na sve permutacije koje definiraju broj, sam nije jedan od cˇlanova skupa tih
permutacija.
Poincaré prihvac´a Richardovu analizu i smatra da se može primijeniti na paradokse opc´e-
nito: bilo što što se odnosi na (ili referira na, ili ukljucˇuje, ili pretpostavlja) svaki cˇlan nekoga
skupa, ne može i samo biti jedan od cˇlanova toga skupa. To je nacˇelo porocˇnoga kruga. Ili, kako
parafrazira Russell [101, str. 204]: “Što god ukljucˇuje (involves) vezanu varijablu, ne smije biti
med¯u moguc´im vrijednostima te varijable.” Russell je, vidjeli smo, to nacˇelo – ili barem nešto
vrlo slicˇno njemu – vec´ u “On the Substitutional Theory” prihvatio kao odgovor na semanticˇke
paradokse. Koji su razlozi za Russellovo prihvac´anje nacˇela porocˇnoga kruga kao rješenja za
paradokse opc´enito? Jedan moguc´i odgovor sugerirao sam u prethodnome odsjecˇku. Prije nego
taj odgovor malo detaljnije obrazložim, važno nam je primijetiti nekoliko stvari.
U vrijeme pisanja “Les paradoxes” Russell još uvijek radi na supstitucijskoj teoriji i, štoviše,
tu teoriju u cˇlanku brani kao odgovor na paradokse. Iako ne spominje p0/a0 paradoks, vec´ mje-
secima prije pisanja cˇlanka iskušava nekoliko moguc´ih odgovora na nj.69 Zakljucˇuje na kraju da
je za izbjegavanje paradoksa potrebno, na ovaj ili onaj nacˇin, razdijeliti stavke u razlicˇite tipove
– u smislu da se stavci jednoga tipa ne mogu supstituirati za stavke razlicˇitoga tipa. S tim se
izborom vec´ bio susreo u prvom nacrtu teorije tipova na kraju Principles of Mathematics i od-
69Landini [61, str. 274] smatra da je razlog što Russell ne spominje paradoks to što njegova formulacija ovisi o
tehnicˇkim detaljima supstitucijske teorije za koje nije mogao ocˇekivati da su cˇitateljima poznate.
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bacio ga. Naime, problem je s tim rješenjem što ono protuslovi nauku o neogranicˇenoj varijabli,
koji je u samom središtu Russellove koncepcije logike kao univerzalne znanosti. Filozofijska
prednost supstitucijske teorije spram teorije tipova upravo je to što supstitucijska teorija ima
samo jednu vrstu varijabli, vrijednost kojih može biti bilo što što jest – bilo stvari, bilo pojmovi,
bilo stavci. Razdijeliti stavke u razlicˇite tipove (npr. prema redovima ili prema broju kolicˇitelja
u izrazima koji stoje za stavke) i zanijekati da se stavci jednoga tipa mogu supstituirati stavcima
nekoga drugoga tipa znacˇilo bi uvesti više vrsta varijabli, svaku s nekim ogranicˇenim podrucˇjem
moguc´ih vrijednosti.
Posve analogan problem predstavljale su u teoriji tipova stavacˇne funkcije i skupovi. Radi
izbjegavanja protuslovlja, stavacˇne su funkcije u teoriji tipova podijeljene prema tipovima (“po-
drucˇjima znacˇenja”), tj. prema vrsti entiteta koji mogu biti njezini argumenti, entitetima za koje
je funkcija definirana. Skupovi su tipski podijeljeni prema vrsti entiteta koje imaju kao ele-
mente. Drukcˇije recˇeno, varijable su u teoriji tipova podijeljene prema svojim moguc´im vrijed-
nostima: neke varijable kao moguc´e vrijednosti imaju samo pojedinacˇnosti, neke samo skupove
pojedinacˇnosti (ili stavacˇne funkcije cˇiji su argumenti samo pojedinacˇnosti), neke samo sku-
pove skupova pojedinacˇnosti (ili stavacˇne funkcije cˇiji su argumenti samo one stavacˇne funk-
cije cˇiji su argumenti pojedinacˇnosti) itd. Neovisno o paradoksu stavaka, uvod¯enje više vrsta
varijabla i time kršenje nauka o neogranicˇenoj varijabli, vidjeli smo, za Russellov logicizam
nije idealno rješenje. Kako Russell rješava taj problem? Russellov odgovor u supstitucijskoj
teoriji bio je odbaciti pretpostavku da postoje takve stvari poput stavacˇnih funkcija i skupova.
Preciznije, zanijekati da izrazi za stavacˇne funkcije i skupove imaju znacˇenje sami po sebi, tj.
da stoje za stavacˇne funkcije (shvac´ene kao svojstva ili atribute) i skupove – izrazi za stavacˇne
funkcije i skupove postali su nepotpuni simboli, koji sami po sebi ne oznacˇavaju ništa. Tipska
se hijerarhija i dalje zadržala, u novoj notaciji simulirana razlicˇitim oblikom matrica i brojem
supstitucija, ali ne kao hijerarhija entiteta¯! Svi su entiteti najnižega tipa, vrijednosti jedne vr-
ste varijabli. Tipska je hijerarhija sada shvac´ena jednostavno kao hijerarhija izraza¯, dovoljna
za izbjegavanje paradoksa¯ teorije skupova, ali koja ne krši zahtjev da logika mora imati samo
jednu vrstu istinskih varijabli, kojih je svaki entitet moguc´a vrijednost. Slicˇan odgovor daje sada
Russell i na problem hijerarhije stavaka.
S jedne strane, izbjegavanje p0/a0 paradoksa zahtijeva odred¯enu hijerarhiju stavaka. S druge
strane, nauk o neogranicˇenoj varijabli zahtijeva da su svi entiteti istoga tipa. Russell miri ta dva
zahtjeva na slicˇan nacˇin kao i u slucˇaju stavacˇnih funkcija i skupova: eliminacijom entiteta¯
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višega tipa. Konkretno, u ovome slucˇaju, eliminacijom opc´ih stavaka. U ranijoj inacˇici supsti-
tucijske teorije u “On the Substitutional Theory”, opc´i stavci, stavci kojih jezicˇni izrazi sadrže
kolicˇitelje, pravi su entiteti, opc´a stanja stvari. U “Les paradoxes” Russell napušta ontologiju
opc´ih stavaka. Samo elementarni stavci, poput npr. “Sokrat je smrtan”, ostaju kao pravi entiteti;
opc´i stavci, npr. “Svi ljudi su smrtni” – preciznije, jezicˇni izrazi za koje je prethodno smatrao da
stoje za opc´e stavke – sada su tek nepotpuni simboli, koji sami po sebi ne oznacˇavaju entitete.70
Stoga sada Russell razlikuje izmed¯u iskaza (statements) koji oznacˇavaju entitete (naime stavke)
i iskaza koji sadrže kolicˇitelje, tj. vezane varijable. Govorec´i o paradoksu lažljivca, tako kaže:
[N]e postoji nacˇin za govor o iskazima opc´enito: možemo govoriti o iskazima sta-
vaka, ili iskazima koji sadrže jednu, dvije, tri, ..., vezane varijable, ali ne o iskazima
opc´enito. [88, str. 207]
Ne stoje, dakle, svi iskazi za stavke. Primijetimo ovdje da se tipovi iskaza¯ ne razlikuju (samo)
prema redu, tj. prema vrsti tipskih varijabla koje sadrže, vec´ (takod¯er i) prema broju kolicˇitelja¯,
tj. vezanih varijabli. Razlog za to pojasnit c´emo kada c´emo govoriti o rekurzivnoj definiciji
istinitosti i razgranatoj hijerarhiji u Principia Mathematica. Primijetimo takod¯er da razlikovanje
iskaza prema broju vezanih varijabli objašnjava naizgled neobicˇno inzistiranje na navod¯enju
broja vezanih varijabli u Russellovu odgovoru na paradoks lažljivca citiranome u prethodnome
odsjecˇku.
Eliminacija opc´ih stavaka Russellu omoguc´ava usvajanje hijerarhije stavaka potrebnu za
izbjegavanje p0/a0 paradoksa, ne odstupajuc´i ujedno od nauka o neogranicˇenoj varijabli. Sve
što sadrži vezanu varijablu (bilo izraz koji naizgled stoji za stavak bilo za stavacˇnu funkciju
bilo za skup) sada je samo izraz koji sam ne oznacˇava nikakav entitet, “puki façon de parler”
[88, str. 206]. Za varijable viših tipova, cˇije su vrijednosti naizgled skupovi i stavacˇne funkcije,
Russell je vec´ pokazao kako se mogu notacijski ukloniti supstitucijskom teorijom i zamijeniti
matricama. Ideja je slicˇnu stvar ucˇiniti s opc´im stavcima.71 Kao “istinske” varijable i dalje ostaju
70Russell je mogao imati i neovisan razlog za uklanjanje opc´ih stavaka iz ontologije. Elementarne stavke nije
problem shvatiti kao složene entitete i kazati, na primjer, da su sastavnice stavka “Sokrat je smrtan” Sokrat i pojam
smrtnosti. No, nakon eliminacije oznacˇavajuc´ih fraza poput ‘svi ljudi’, nije posve jasno što bi trebao biti podmet
stavka “Svi ljudi su smrtni”.
71Tehnicˇki, glavna razlika izmed¯u starije inacˇice supstitucijske teorije i novije, u kojoj više ne postoje opc´i stavci
kao zasebni entiteti, u tome je što se sada formule koje sadrže kolicˇitelje više ne mogu nominalizirati, tj. ne može
se jednostavno nekim prikladnim operatorom od pokolicˇenih formula proizvesti oznake. Nažalost, Russell u “Les
paradoxes” ne otkriva na koji nacˇin namjerava preinacˇiti supstitucijsku teoriju jer, kako kaže, “da bi se pokazalo u
detalje kako to ucˇiniti zahtijevalo bi puno matematike i nemoguc´e je u ovome cˇlanku” [88, str. 206]. Landini [59,
str. 216-220] na temelju ∗9 Principia pokušava formalno rekonstruirati Russellove ideje.
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samo varijable najnižega tipa, a njihove su moguc´e vrijednosti i dalje sve što jest.
Vidimo sada na koji nacˇin Russell može prihvatiti Poincarévo nacˇelo porocˇnoga kruga. Di-
jagnozu i rješenje vrlo slicˇno Poincaréovu Russell je vec´ prihvatio u analizi König-Dixonova i
srodnih paradoksa, koje, kao i Peano, vidi kao problem jezika: definicija, pojmovnoga aparata i
sl. Stoga se Russell može složiti da izrazi – definicije, iskazi, recˇenice – koje sadrže pokolicˇava-
nje nad svim cˇlanovima nekoga skupa ne mogu i sami biti cˇlanovi toga skupa. Kada parafrazira
nacˇelo porocˇnoga kruga kazavši da ništa što ukljucˇuje vezanu varijablu ne može i samo biti
vrijednost te varijable, Russell ne govori neprecizno niti nemarno, ne razlikujuc´i dovoljno paž-
ljivo izraz koji sadrži varijablu od onoga za što izraz stoji. Govori doista samo o izrazima. No
izrazi za koje bismo “naivno” smatrali da oznacˇavaju skupove, stavacˇne funkcije i opc´e stavke
za Russella su sada samo izrazi koji sadrže vezanu varijablu, nepotpuni simboli – nema nicˇega
za što ti izrazi stoje! Kako c´e kasnije primijetiti mnogi komentatori, kazati da nijedan skup S,
na primjer, ne može biti cˇlan skupa nad kojim smo kvantificirali definirajuc´i ili specificirajuc´i S,
cˇini se ocˇito pogrješnim shvac´amo li skupove realisticˇki. Definiramo li skup {0} kao najmanji
skup koji sadrži 0 kao element, naravno da je {0} jedan od skupova nad kojim smo kvantifici-
rali našom definicijom. Ali za Russella ne postoji neki entitet iza definicije skupa – u svakome
slucˇaju, ne tako izravno – vec´ je sve što imamo samo ta definicija, izraz koji sadrži vezanu vari-
jablu cˇije su vrijednosti takod¯er samo izrazi koji sadrže vezane varijable, a koji sam, kao izraz,
ne može biti jedna od njezinih vrijednosti. To stajalište izravna je posljedica Russellova nauka
o neogranicˇenoj varijabli. Je li takvo stajalište koherentno, posebno je pitanje koje nas ovdje
toliko ne zanima.
Kazati da Russell u “Les paradoxes” prihvac´a nacˇelo porocˇnoga kruga kao rješenje para-
doksa¯ jest, dakle, tocˇno, ali nije dovoljno precizno. Preciznije bi bilo rec´i da nacˇelo porocˇnoga
kruga prihvac´a kao svojevrsno regulativno nacˇelo koje “ispravna” logicˇka teorija ili “pravo”
rješenje mora imati kao svoju posljedicu:
Važno je primijetiti da nacˇelo porocˇnoga kruga nije samo po sebi rješenje paradoksa¯
porocˇnoga kruga, vec´ tek rezultat koji teorija mora proizvesti da bi ponudila rješenje
za njih. Nužno je, to c´e rec´i, konstruirati teoriju izraza koji sadrže vezane varijable
koja c´e proizvesti nacˇelo porocˇnoga kruga kao svoju posljedicu. Zbog toga razloga
trebamo rekonstrukciju logicˇkih prvih nacˇela i ne možemo se zadovoljiti pukom
cˇinjenicom da je za paradokse zaslužan porocˇni krug. [88, str. 205]
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Rekonstrukcija logicˇkih prvih nacˇela o kojoj Russell govori, teorija koje je nacˇelo porocˇnoga
kruga posljedica, upravo je supstitucijska teorija, sa svojom radikalnom eliminacijom skupova,
stavacˇnih funkcija i opc´ih stavaka. No, unatocˇ toj eliminaciji, Russell, vrijedi još jednom pono-
viti, nije nominalist u uobicˇajenom znacˇenju te rijecˇi. Stavci, makar samo elementarni, i dalje
su za Russella punokrvni složeni entiteti, sastavljeni, izmed¯u ostaloga, od pojmova. I pojmovi i
stavci i dalje ostaju intenzionalni entiteti.
Supstitucijska teorija bez opc´ih stavaka kao posljedicu ima nacˇelo porocˇnoga kruga i us-
pješno izbjegava i paradokse skupova i paradokse stavaka, ukljucˇujuc´i p0/a0. Pokazat c´e se,
med¯utim, da je eliminacija opc´ih stavaka puno vec´i problem no što je Russell isprva vjero-
vao: supstitucijskom teorijom bez opc´ih stavaka ne može se rekonstruirati dobar dio klasicˇne
matematike. Zahtijevat c´e to uvod¯enje dodatne – i kontroverzne – aksiomatske sheme. Tako-
d¯er, notacija supstitucijske teorije pokazat c´e se tehnicˇki manje prikladnom od notacije koju je
Russell rabio u formulaciji teorije tipova. Uz skoro Russellovo prihvac´anje teorije višestrukih
relacija i potpuno napuštanje ontologije stavaka, scena je pripremljena za ono što c´e postati
poznato kao ‘Russellova razgranata teorija tipova’.
2.4 Teorija tipova u Principia Mathematica
S kratkim prijegledom povijesti Russellove teorije tipova iza nas, konacˇno možemo postaviti
pitanje kako treba shvatiti stavacˇne funkcije u Principia Mathematica. Dakle, jesu li stavacˇne
funkcije za Russella izvanjezicˇni apstraktni entiteti – ono što se obicˇno naziva atributima, svoj-
stvima ili pojmovima – ili su stavacˇne funkcije tek jezicˇni simboli, izrazi, otvorene formule?
Vidjeli smo da su stavacˇne funkcije, shvac´ene u ontologijski jakome smislu kao pojmovi ili atri-
buti (ili nešto vrlo slicˇno njima), u vremenu izmed¯u Principles i Principia nestali iz Russellove
ontologije. Za njima su nestali i opc´i stavci, a u Principia, vidjet c´emo, nestaju i elementarni
stavci. Kako nemamo niti tekstualne potkrjepe niti uvjerljivih filozofijskih razloga vjerovati da
je u slucˇaju stavacˇnih funkcija Russell promijenio stajalište i preokrenuo eliminacijski trend,
tvrdit c´emo da je potonje tumacˇenje istinito.
Russell 1908. objavljuje cˇlanak “Mathematical Logic as Based on the Theory of Types”
[89], u kojemu se nalazi njegova prva formulacija razgranate teorije tipova, a 1910. izlazi prvi
svezak Principia Mathematica [122], u kojemu se nalaze dvije donekle razlicˇite formulacije
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teorije.72 Prva je izložena u “Uvodu” prvoga izdanja i, osim u detaljima, vrlo se malo razlikuje
od one u “Mathematical Logic”. Druga je objašnjena u ∗12 i, kako stoji u predgovoru djela
[122, str. vii], to “potonje objašnjenje strože je i ono je koje je pretpostavljeno u ostatku knjige.”
Tehnicˇke razlike izmed¯u tih dviju inacˇica nisu presudne za naše pitanje kako shvatiti stavacˇne
funkcije pa c´emo se najviše zadržavati na filozofijski sadržajnijemu izlaganju u uvodu, gdje Ru-
ssell puno detaljnije objašnjava središnje pojmove i filozofijski okvir razgranate teorije. Zbog
bliskosti objašnjenja teorije tipova u “Mathematical Logic” s objašnjenjem u uvodu Principia, u
komentaru teorije uglavnom c´emo se držati izlaganja teorije iz Principia.73 No, “Mathematical
Logic” važna nam je iz razloga što u njoj Russell izricˇito povezuje razgranatu teoriju tipova sa
svojom supstitucijskom teorijom. Štoviše, povezuje ju na nacˇin koji, kako c´emo vidjeti malo
niže, baca svjetlo na staro interpretacijsko pitanje kako tocˇno razumjeti ontologijski status Ru-
ssellovih stavacˇnih funkcija u razgranatoj teoriji.
2.4.1 Razgranata hijerarhija stavacˇnih funkcija
Tipska je hijerarhija u razgranatoj teoriji složenija od one u nacrtu teorije tipova u Principles.
U prvoj inacˇici teorije tipova, predloženoj u “Dodatku B”, koja otprilike odgovara jednostavnoj
teoriji tipova (ne racˇunamo li prijedlog da zbroj nekoliko minimalnih tipova i sam tvori tip),
skup je svih pojedinacˇnosti tip, skup je svih skupova pojedinacˇnosti tip, skup je svih skupova
skupova pojedinacˇnosti tip, itd. Gledamo li na teoriju tipova radije kao na teoriju atributa nego
na teoriju skupova,74 odgovarajuc´i bi tipovi bili skup svih pojedinacˇnosti, skup svih svojstava
pojedinacˇnosti, skup svih svojstava svojstava pojedinacˇnosti, itd. Slicˇno, naravno, vrijedi za sta-
vacˇne funkcije s više argumenata, ali dolje c´emo, jednostavnosti radi, govoriti samo o stavacˇnim
72Principia su pisana u suautorstvu s A. N. Whiteheadom, no Whitehead je, kaže Russell u svojoj filozofij-
skoj autobiografiji [98, str. 74], iako zaslužan za vec´inu notacije u djelu (ne racˇunajuc´i onu preuzetu od Peana),
filozofijska pitanja prepustio Russellu.
73Teorija iz 1908. i teorija iz 1910. u jednome smislu doista jesu jedna te ista teorija i tipicˇno ih se kao takve
gleda. U opisu hijerarhije tipova, u notaciji i nazivlju koje Russell u izlaganju rabi, u razlicˇitim pratec´im razma-
tranjima (npr. u analizi paradoksa¯) i sl., nema ocˇite bitne razlike. Tako Church [14, str. 747], govorec´i o trima
inacˇicama razgranate teorije tipova (dvije Russellove i svojoj iz Introduction to Mathematical Logic [13]), teoriju
iz 1908. i teoriju iz uvoda Principia razumije kao istu inacˇicu. Med¯utim, Cocchiarella [17] naglašava da se radi
o razlicˇitim teorijama utoliko što je Russellova pozadinska ontologija stavaka i stavacˇnih funkcija 1910. razlicˇita
od one iz 1908. U “Mathematical Logic”, tvrdi Cocchiarella, Russell prihvac´a stavke kao posebne entitete, ali ne i
stavacˇne funkcije, dok su u Principia, obrnuto, funkcije sada posebni izvanjezicˇni entiteti, ali ne više i stavci.
74Nije ocˇito može li se Russellova teorija tipova u Principles shvatiti kao teorija atributa. Pojmove, tj. priroke
i relacije, barem one oznacˇene jednom rijecˇju, Russell ubraja u pojedinacˇnosti. Samo ako stavacˇne funkcije shva-
timo kao atribute, a atribute time kao predmete koji su razlicˇiti od pojmova, teorija u “Dodatku B” može biti
teorija atributa. No cˇak i tada, hijerarhija u Principles je, u Russellovu opisu, hijerarhija skupova (tj. podrucˇja¯), ne
hijerarhija stavacˇnih funkcija.
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funkcijama s jednom slobodnom varijablom. Tip je, opc´enito, podrucˇje znacˇenja stavacˇne funk-
cije ili, drugim rijecˇima, podrucˇje moguc´ih vrijednosti varijable. Usvojimo li nešto noviji nacˇin
za oznacˇavanje tipova i za svaku varijablu gornjim pokazateljem naznacˇimo kojemu tipu pri-
pada, x0 bi bila individualna varijabla, tj. varijabla vrijednosti koje su pojedinacˇnosti, a njezino
je podrucˇje vrijednosti skup svih pojedinacˇnosti; x〈0〉 je varijabla vrijednosti koje su skupovi
(ili svojstva) pojedinacˇnosti, a njezino je podrucˇje vrijednosti skup svih skupova (ili svojstava)
pojedinacˇnosti; x〈〈0〉〉 je varijabla koja kao podrucˇje vrijednosti ima skup svih skupova skupova
(ili svojstava svojstava) pojedinacˇnosti... Dakle, kako smo naglasili kurzivom, skup svih sku-
pova pojedinacˇnosti, odnosno skup svih svojstava pojedinacˇnosti, tvori zaseban tip. Jednako je
tako skup svih skupova skupova pojedinacˇnosti, odnosno skup svih svojstava svojstava pojedi-
nacˇnosti, zaseban tip. U razgranatoj teoriji, med¯utim, to više nije slucˇaj.
Prije nego pojasnimo u cˇemu je razlika, promijenit c´emo malo frazeologiju. U Principles
Russell objašnjava tipsku hijerarhiju u terminima skupova – preciznije, u terminima “podrucˇja¯”,
ali ‘range’ se ondje odnosi opc´enito na skupove. U Principia skupova službeno nema, vrijed-
nosti varijabla samo su pojedinacˇnosti i stavacˇne funkcije.75 U jednostavnoj teoriji tipova tako
bi x0 bila varijabla cˇije su vrijednosti pojedinacˇnosti, a njezino podrucˇje vrijednosti skup svih
pojedinacˇnosti; x〈0〉 varijabla cˇije su vrijednosti stavacˇne funkcije koje kao argumente imaju
pojedinacˇnosti, a njezino je podrucˇje vrijednosti skup svih takvih stavacˇnih funkcija: x〈〈0〉〉 je
varijabla cˇije je podrucˇje vrijednosti skup svih stavacˇnih funkcija cˇiji su argumenti funkcije koje
kao argumente imaju samo pojedinacˇnosti, itd.76
Paradoks stavaka u supstitucijskoj teoriji natjerao je Russella stavke takod¯er razdijeliti u raz-
licˇite tipove. No stavci nisu funkcije i nemaju argumente: izrazi za stavke ne sadrže slobodne
pojavke varijabla. Stavci su podijeljeni ne prema slobodnim vec´ prema vezanim varijablama u
svojim izrazima, tj. prema tome nad kojim tipovima predmeta stavci pokolicˇuju. To je podjela
75Kontekstualnim definicijama u ∗20 (“Opc´a teorija razreda” u odsjecˇku C, “Razredi i relacije”) razredi su
definirani kao odred¯ene vrste stavacˇnih funkcija (kao tzv. priricˇne ili predikativne funkcije) i tako iskljucˇeni kao
zasebna vrsta entiteta¯ iz ontologije Principia.
76Primijetimo da je tip i dalje skup, iako ne skup skupova, vec´ skup stavacˇnih funkcija. Jedna je od moguc´ih
kritika teorije tipova u Principia to da, dok se Russell nada kontekstualnim definicijama skupova ostvariti svojevr-
snu ontologijsku uštedu, svejedno su nam za samu formulaciju teorije koja bi to postigla potrebni skupovi. Tako
Russell u izlaganju i filozofijskom opravdanju razgranate teorije tipova nacˇelom porocˇnoga kruga u uvodu Princi-
pia [122, str. 37-38] rabi i izraz ‘skup’ (set) i ‘sveukupnost’ (totality) i ‘kolekcija’ (collection), iako ne i ‘razred’
(class), što je njegov tehnicˇki nazivak za skupove. Soames [104], na primjer, nijecˇe da kontekstualne definicije u
∗20 pridonose ontologijskoj ekonomiji jer smatra da, u bilo kojoj plauzibilnoj interpretaciji, koja god vrsta entiteta
stavacˇne funkcije bile – doista funkcije u matematicˇkom smislu ili pak “stavacˇne matrice” kao “stavci s prazninama
(gaps)” – ta vrsta entiteta sama pretpostavlja skupovno-teorijske entitete.
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stavaka prema redovima. Elementarni stavci i stavci koji pokolicˇuju samo nad pojedinacˇnos-
tima, tj. stavci kojih izrazi ne sadrže druge varijable osim individualnih varijabla, stavci su
prvoga reda; stavci kojih izrazi sadrže varijable vrijednosti kojih su stavacˇne funkcije koje kao
argumente imaju samo pojedinacˇnosti (i kojih izrazi sami ne sadrže druge varijable osim in-
dividualnih varijabla) stavci su drugoga reda, itd.77 Med¯utim, to što vezane varijable postaju
relevantne za tipologiju odražava se sada i na tipsku podjelu stavacˇnih funkcija. Stavacˇne se
funkcije više ne dijele samo prema vrsti argumenata, predmeta koji su moguc´e vrijednosti nji-
hovih slobodnih varijabla, vec´ takod¯er i prema tome nad kojim vrstama predmeta pokolicˇuju,
prema vrijednostima njihovih vezanih varijabla.
Posljedica je toga da, na primjer, skup svih stavacˇnih funkcija argumenti kojih su samo
pojedinacˇnosti više nije tip. Taj se skup sada dijeli na “manje skupove” [122, str. 37], ovisno
o tome koje vezane varijable izraz za funkciju sadrži, i ti su manji skupovi tipovi razgranate
teorije tipova. Drugim rijecˇima, stavacˇne funkcije ne tvore tipove više samo prema tome koje
su moguc´e vrijednosti njihovih slobodnih varijabla, vec´ takod¯er i prema tome kojem redu one
same pripadaju. Prilagodimo malo notaciju i pokušajmo stvar objasniti na primjerima.
Kao i u jednostavnoj teoriji, u razgranatoj teoriji varijabla x0 ostaje individualna varijabla,
tj. njezino je podrucˇje moguc´ih vrijednosti skup svih pojedinacˇnosti. Skup svih pojedinacˇnosti,
drugim rijecˇima, ostaje zaseban tip. Tu promjene nema.
Med¯utim, varijablu x〈0〉 sada zamjenjuje niz varijabla x〈0〉\1, x〈0〉\2, x〈0〉\3, ... Podrucˇje mo-
guc´ih vrijednosti svake od njih sada definira poseban tip. Vrijednosti varijable x〈0〉\1 stavacˇne su
funkcije koje kao argumente imaju samo pojedinacˇnosti i kojih jezicˇni izrazi ne sadrže vezane
varijable osim, najviše, individualne varijable – drugim rijecˇima, funkcije koje ne pokolicˇuju
nad funkcijama. To su stavacˇne funkcije prvoga reda. Vrijednosti varijable x〈0〉\2 stavacˇne su
funkcije kojih su argumenti pojedinacˇnosti i kojih jezicˇni izrazi sadrže vezane varijable koje
kao svoje vrijednosti imaju funkcije prvoga reda, tj. sadrže, kao vezane, varijable poput x〈0〉\1,
ali ne i druge vrste varijabla, osim najviše individualnih varijabla. To su stavacˇne funkcije dru-
goga reda s pojedinacˇnostima kao argumentima. Funkcije koje su vrijednosti varijable x〈0〉\3
takve su da njihovi izrazi kao slobodne varijable imaju samo individualne varijable, kao vezane
77Tipska razdioba stavaka je zapravo složenija od tek hijerarhije redova jer “dva stavka koji ne sadrže isti broj
vezanih varijabli ne mogu biti istoga tipa.” Med¯utim, “zahvaljujuc´i sustavnoj višeznacˇnosti... njihova razlika u
tipu obicˇno može biti zanemarena u praksi.” Zanemarivanjem razlike u tipu stavaka cˇiji izrazi sadrže razlicˇit broj
kolicˇitelja, dok god su stavci istoga reda, ne krši nacˇelo porocˇnoga kruga i stoga se ne moramo bojati protuslovlja
niti opc´enito “refleksivnih pogrješaka”. Na primjer, u slucˇaju stavaka prvoga reda, “nijedan stavak prvoga reda ne
ukljucˇuje nikakvu sveukupnost osim one pojedinacˇnosti.” [122, str. 162]
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sadrže varijable za funkcije drugoga reda (poput npr. x〈0〉\2), ali ne i druge vrste varijabla, osim
najviše induvidualne varijable i varijable za funkcije prvoga reda.
Jednako tako, varijabla x〈〈0〉〉 nestaje sada kao zasebna varijabla koja odred¯uje zaseban tip.
Umjesto nje, imamo varijable x〈〈0〉\1〉\1, x〈〈0〉\1〉\2, x〈〈0〉\1〉\3, ..., x〈〈0〉\2〉\1, x〈〈0〉\2〉\2, x〈〈0〉\2〉\3,
... x〈〈0〉\3〉\1, ... Stavacˇne funkcije kojih su argumenti stavacˇne funkcije pojedinacˇnosti više nisu
tip, kako su bile u jednostavnoj teoriji tipova. Umjesto toga, podrucˇje vrijednosti svake od novih
varijabla zaseban je tip.
Radi jasnoc´e, precizirajmo malo naše nazivlje, najprije samo za funkcije s jednom slobod-
nom varijablom, a potom c´emo stvar poopc´iti i na funkcije s više slobodnih varijabla, kao i
na one bez slobodnih varijabla, tj. stavke. Tip definirajmo na sljedec´i nacˇin: 0 je tip; ako je τ
tip, onda je 〈τ〉\n tip, za svaki prirodni broj n. Vrijednosti su varijable x0 pojedinacˇnosti, vri-
jednosti varijable x〈τ〉\n stavacˇne su funkcije tipa 〈τ〉\n; n je razina funkcije tipa 〈τ〉\n, a τ
je tip argumenta te funkcije. Red funkcije zbroj je svih prirodnih brojeva u njezinu tipu. Red
funkcije kazuje nam, slobodno govorec´i, s kojim “vrstama stvari” imamo posla (pojedinacˇnos-
tima, svojstvima, svojstvima svojstava, ...), bilo kao argumentima funkcije bilo kao podrucˇjem
kvantifikacije. Razina nam govori, otprilike, za koliko redova stvari nad kojima funkcijom kvan-
tificiramo nadvisuju red argumenata funkcije. Ako je razina 1, funkcijski izraz ne sadrži, kao
vezane, varijable višega reda od najvišega reda slobodnih varijabla.
S uvod¯enjem stavacˇnih funkcija s više od jedne slobodne varijable stvar se dodatno uslož-
njava, ali mehanizam tipiziranja analogan je gore opisanom. Tip opc´enito definiramo na sljedec´i
nacˇin: 0 je tip; ako su τ1, ..., τm tipovi, onda je 〈τ1, ..., τm〉\n tip, za m ≥ 0 i n > 0. Vrijednosti
varijable x〈τ1,...,τm〉\n stavacˇne su funkcije tipa 〈τ1, ..., τm〉\n, tj. stavacˇne funkcije s m argume-
nata, koji su, redom, tipa τ1, ..., τm, i koje su razine n. Te su funkcije reda N + n, pri cˇemu je
N najviši red njihovih argumenata.78
To je razlika razgranate spram jednostavne teorije tipova: umjesto jednostavnoga tipa, tj.
jedinstvenoga tipa za stavacˇne funkcije s istim tipom argumenata, imamo grananje jednostav-
noga tipa s obzirom na to nad kojim tipovima predmeta¯ pokolicˇujemo – ili, drugim rijecˇima, s
obzirom na to koje vezane varijable izraz funkcije sadrži. Funkcije s istim argumentima stoga
mogu biti razlicˇitoga reda, a funkcije koje su istoga reda mogu imati razlicˇite argumente. No,
78Gornja definicija tipa, osim u maloj razlici u notaciji, definicija je r-tipa u Churchovoj formalizaciji razgranate
teorije u [14]. Posebno je korisno Churchovo razlikovanje razine i reda: Russell rabi ‘order’ u obama smislovima,
što, iako je iz konteksta redovito jasno na što misli, otežava precizno izlaganje razgranate teorije.
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strogo gledano, varijable kao vrijednosti mogu imati samo stavacˇne funkcije koje su istoga raz-
granatoga tipa.79
Kao razlog za tako složenu tipologiju, Russell navodi nacˇelo porocˇnoga kruga.80 To je na-
cˇelo u Principia eksplicirano na nekoliko vrlo razlicˇitih nacˇina, što je neke komentatore navelo
tvrditi da se zapravo radi o više razlicˇitih nacˇela, od kojih nije svako niti jednako plauzibilno
niti jednako restriktivno:81
Porocˇni krug u pitanju nastaje iz pretpostavke da kolekcija predmeta može sadr-
žavati cˇlanove koje se može definirati samo pomoc´u te kolekcije kao cjeline. [...]
Opc´enitije, ako je dan bilo koji skup predmeta takvih da, pretpostavimo li da skup
posjeduje sveukupnost (has a total),82 sadržavat c´e cˇlanove koji pretpostavljaju tu
sveukupnost, tada takav skup ne može posjedovati sveukupnost. [...] Nacˇelo koje
nam omoguc´uje izbjec´i nelegitimne sveukupnosti (totalities) može se iznijeti na
sljedec´i nacˇin: “Što god ukljucˇuje sve neke kolekcije, ne može biti jedno iz te ko-
lekcije”; ili, obrnuto: “Ako bi, pod uvjetom da izvjesna kolekcija posjeduje sve-
ukupnost, ona imala cˇlanove definirljive samo u terminima te sveukupnosti, tada
spomenuta kolekcija ne posjeduje sveukupnost.” [122, str. 37-38]
Posljedica je nacˇela porocˇnoga kruga da stavacˇna funkcija u razgranatoj teoriji, za razliku od
jednostavne teorije tipova, nikada nije moguc´a vrijednost vezanih varijabla koje se nalaze u
izrazu funkcije.
Radi jednostavnosti objašnjenja, uzmimo da su stavacˇne funkcije izvanjezicˇni entiteti (svoj-
stva) i primijenimo mehanizam λ-apstrakcije za nominalizaciju formula u imena svojstava. U
jednostavnoj teoriji, oznaku
〈λx0.∃x〈0〉x〈0〉(x0)〉
79Mehanizam sustavne višeznacˇnosti, kako smo spomenuli gore, može malo oslabiti navedeno ogranicˇenje, ali
detalji nam ovdje nisu važni.
80Nacˇelo porocˇnoga kruga odgovorno je za hijerarhiju koju smo opisali, ali ne i za tipsko razlikovanje prema
broju kolicˇitelja. Za to je, kako c´emo vidjeti malo niže, zaslužna Russellova rekurzivna definicija istinitosti.
81Gödel [32] je prvi, cˇini se, koji je tvrdio da se radi o trima razlicˇitim nacˇelima i to je postalo široko prihvac´ena
kritika Russellova nacˇela porocˇnoga kruga. Halimi [39, str. 243] takod¯er, pozivajuc´i se na Gödela, govori o trima
razlicˇitim nacˇelima, iako (u podrubnici 2) napominje da ne tvrdi da se ne radi o ekvivalentnim nacˇelima.
82Russell dodaje da kada kaže da skup ne posjeduje sveukupnost, time ponajprije misli na to da se nijedan
smisleni iskaz (significant statement) ne može dati o svim njegovim cˇlanovima. Odraz je to, mislim, cantorovskoga
razlikovanja izmed¯u onih mnoštvenosti koje se mogu i onih koje se ne mogu shvatiti kao jedna cjelina ili kao
zasebni entiteti. Vidi prvo potpoglavlje i Russellovo pismo Fregeu.
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neformalno možemo razumjeti kao ime svojstva pojedinacˇnosti “imati neko svojstvo pojedi-
nacˇnosti”. Tip je te oznake 〈0〉, što znacˇi da ona sama oznacˇuje neko svojstvo koje se odnosi
na pojedinacˇnosti, tj. stavacˇnu funkciju cˇiji su argumenti pojedinacˇnosti: “imati neko svojstvo
pojedinacˇnosti” i samo je jedno od svojstava koja se mogu priricati pojedinacˇnostima. Dakle,
svojstvo oznacˇeno λ-apstraktom i samo je jedno od moguc´ih vrijednosti vezane varijable koja se
nalazi u apstraktu (x〈0〉). Jednostavna teorija tipova krši nacˇelo porocˇnoga kruga. Stoga jednos-
tavna teorija dopušta tzv. nepriricˇne ili impredikativne definicije, tj. definicije koje pokolicˇavaju
nad nekim skupom (ili “sveukupnošc´u”) predmeta¯ koje je predmet koji definiramo i sam cˇlan.
U razgranatoj teoriji, s druge strane, 〈0〉 nije tip: umjesto varijable x〈0〉, imamo x〈0〉\1, x〈0〉\2,
x〈0〉\3 itd. Time u razgranatoj teoriji nema svojstva “imati neko svojstvo pojedinacˇnosti”, vec´
imamo “imati neko svojstvo pojedinacˇnosti, razine 1”, “imati neko svojstvo pojedinacˇnosti,
razine 2”, itd. Oznaku
〈λx0.∃x〈0〉\1x〈0〉\1(x0)〉
neformalno možemo cˇitati kao ime svojstva “imati neko svojstvo pojedinacˇnosti, razine 1”. Ta
oznaka takod¯er oznacˇava neku stavacˇnu funkciju koje su argumenti pojedinacˇnosti. Med¯utim,
kako formula ∃x〈0〉\1x〈0〉\1(x0) sadrži vezanu varijablu prvoga reda (x〈0〉\1), ta oznaka, prema
nacˇelu porocˇnoga kruga i pravilima tipizacije razgranate teorije, nije prvoga reda (tj. razine 1),
vec´ je reda 2 (tj. razine 2). Gornji je apstrakt tipa 〈0〉\2: on oznacˇava svojstvo pojedinacˇnosti,
ali ne svojstvo pojedinacˇnosti koje je moguc´a vrijednost vezane varijable x〈0〉\1, vec´ svojstvo
višega reda. Svojstvo “imati neko svojstvo pojedinacˇnosti, razine 1” svojstvo je pojedinacˇnosti
koje je razine 2. Stoga, kako vidimo, razgranata teorija tipova ne dopušta nepriricˇne definicije:
što god definirali pokolicˇavanjem nad svim cˇlanovima nekoga skupa, ne može biti cˇlan toga
skupa.
U praksi, zahvaljujuc´i tzv. sustavnoj višeznacˇnosti (systematic ambiguity), cˇesto nije po-
trebno eksplicitno navesti tip varijable.83 Unatocˇ tomu, nacˇelo porocˇnoga kruga i složena tipska
hijerarhija koju ima kao posljedicu, ne dopuštajuc´i nepriricˇne definicije, onemoguc´avaju izvo-
d¯enje velikoga dijela klasicˇne matematike unutar sustava razgranate teorije tipova.84 Russell
83Sustavnu višeznacˇnost objašnjava Russell u uvodu Principia [122, str. 41-47]. Malo dalje kaže: “Zahvaljujuc´i
toj sustavnoj višeznacˇnosti, bit c´e moguc´e, ponekad, spojiti u jedan verbalni iskaz ono što je zapravo više razlicˇitih
iskaza, koji odgovaraju razlicˇitim redovima u hijerarhiji.” [122, str. 55]
84Prema Fefermanu [20], velik dio matematike, ukljucˇujuc´i možda i svu matematiku primjenjivu u prirodnim
znanostima, može se rekonstruirati bez primjene impredikativnih definicija, iako, doduše, ne u sustavu poput Ru-
ssellova.
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stoga u sustav Principia uvodi tzv. aksiom svedljivosti (reducibility). Aksiom svedljivosti – pre-
ciznije, aksiomatska shema svedljivosti – osigurava da za svaku stavacˇnu funkciju postoji njoj
“formalno istovrijedna” (formally equivalent) priricˇna (predicative) stavacˇna funkcija. Priricˇ-
nim funkcijama naziva pak Russell [122, str. 54] stavacˇne funkcije “koje ne ukljucˇuju nikakvu
sveukupnost osim one moguc´ih vrijednosti argumenta, i onih koje su pretpostavljene bilo kojim
moguc´im argumentom.”85 Priricˇne su funkcije, dakle, one kojih izrazi ne sadrže vezane vari-
jable višega reda od reda njihovih slobodnih varijabla. Drugim rijecˇima, u korisnu Churchovu
nazivlju, priricˇne su funkcije one koje su razine 1. Dvije su funkcije pak formalno istovrijedne
ako i samo ako su zadovoljene upravo istim predmetima, tj. ako i samo ako pridružuju istinit
stavak upravo istim argumentima. Jednostavnije recˇeno, formalno su istovrijedne one funkcije
koje su koekstenzivne. Aksiomatska shema svedljivosti tako kaže da za svaku funkciju postoji
njoj koekstenzivna funkcija razine 1.86
Aksiomatska shema svedljivosti uspješno simulira impredikativnost klasicˇne matematike i
omoguc´uje Russellu i Whiteheadu, unutar sustava razgranate teorije sa svedljivošc´u, izvesti ve-
like dijelove klasicˇne matematike. Naravno, uvod¯enje aksiomatske sheme svedljivosti teško je
opravdati na logicisticˇkim osnovama i tipicˇno se smatra da je nužnost njegova uvod¯enja poka-
zala da je Russellov ambiciozan projekt svod¯enja matematike na logiku završio neuspjehom.87
No, za našu pricˇu to nije toliko bitno.
85Zanimljiva je povijest i promjena znacˇenja izraza ‘priricˇna stavacˇna funkcija’. U “On Some Difficulties”,
prijetimo se, Russell priricˇnima naziva one stavacˇne funkcije koje definiraju razrede, odnosno koje postoje kao
zasebni entiteti. Poincarévov je prijedlog u “Les mathématiques et la logique” da su priricˇne funkcije, u tome
smislu, one koje ne krše nacˇelo porocˇnoga kruga. Russell prihvac´a sugestiju, ali zatim daje izrazu uže znacˇenje
koje smo naveli gore. No, u ∗12 Principia taj se izraz rabi još kao istoznacˇan izrazu ‘matrica’ (matrix), što je u
Principia izraz za stavacˇne funkcije (ili izraze za funkcije) koje ne sadrže vezane varijable: “Za funkciju kažemo
da je priricˇna kada je matrica.” [122, str. 164] Za povijest izraza ‘priricˇno’ vidi takod¯er Quine [82, str. 242].
86Russell i Whitehead napominju [122, str. 58] da jednako dobro može poslužiti bilo koji aksiom koji bi osigurao
da za svaku funkciju postoji neka koekstenzivna funkcija fiksne razine n, ne nužno razine 1.
87Vidi npr. Linsky [63]. Sam Russell [122, str. 59-60] za aksiom daje tek “induktivno” ili pragmaticˇno opravda-
nje i cˇak napominje da je moguc´e da je “uporaba nacˇela porocˇnoga kruga, kako je utjelovljena u gornjoj hijerarhiji
tipova, drasticˇnija nego što mora biti, i da manje drasticˇnom uporabom nužnost aksioma može biti izbjegnuta.”
Kasnije, u Introduction to Mathematical Philosophy [94, str. 192-193], o aksiomu svedljivosti, koji vidi kao po-
opc´enje Leibnizova nacˇela istovjetnosti nerazlucˇivoga, piše da, iako istinit u aktualnome svijetu, ne vidi “nijedan
razlog za vjerovati da je aksiom svedljivosti logicˇki nužan”. Kao zanimljivost, nedavno je Mares [66], na temelju
Linskyjeva tumacˇenja razgranate teorije u [64], ponudio formalnu semantiku za razgranatu teoriju u kojoj je aksiom
svedljivosti valjan. Uz aksiom svedljivosti, kao problem za logicizam takod¯er se uzimaju aksiom izbora i, posebno,
aksiom beskonacˇnosti. Iako aksiom beskonacˇnosti nije službeno uveden qua aksiom (vidi [122, str. 131]), gdje god
je beskonacˇnost potrebna za dokaz nekoga poucˇka, “aksiom” beskonacˇnosti stavljen je kao prednjak pogodbe s tim
poucˇkom kao njezinim posljedkom. Kako aksiom beskonacˇnosti pretpostavlja da opstoji beskonacˇno mnogo pred-
meta, on se obicˇno vidio kao empirijska, ne logicˇka tvrdnja. Usp. Godwyn i Irvine [33, str. 184]. Landini [61, str.
282-283] tvrdi da Russell pokazuje vrlo malo zabrinitosti zbog toga što dokaz Peanovih aksioma zahtijeva pretpos-
tavku beskonacˇno mnogo pojedinacˇnosti, jer u to vrijeme još uvijek prihvac´a postojanje univerzalija kao logicˇkih
predmeta, a one su, kao i bilo što drugo što postoji, vrijednosti individualnih varijabla.
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Naše pitanje o ontologijskome statusu stavacˇnih funkcija u Principia Mathematica pitanje
je, dakle, je li gore ocrtana hijerarhija ontologijska hijerarhija, tj. hijerarhija entiteta¯ (pojedinacˇ-
nosti, svojstava i relacija) ili tek jezicˇna hijerarhija, hijerarhija izraza¯. Prije odgovora, bacimo
pogled na ono što bi se, uzevši u obzir povijest i kontekst nastanka razgranate teorije tipova,
moglo opravdano smatrati filozofijski središnjim mjestom za razumijevanje razgranate teorije.
2.4.2 Eliminacija stavaka i rekurzivna definicija istinitosti
Tvrdili smo da je Russell, vod¯en naukom o neogranicˇenoj varijabli i opremljen svojom teorijom
oznacˇavajuc´ih fraza, koja mu je omoguc´ila izraze koji naizgled referiraju na entitete analizirati
kao nepotpune simbole, postupno eliminirao skupove, stavacˇne funkcije i opc´e stavke iz poza-
dinske ontologije svoje logicˇke teorije. Naime, smatrao je da je neka vrsta tipskoga razlikovanja
nužna za rješenje paradoksa¯, no u isto je vrijeme bio nesklon napustiti zahtjev da logika mora
imati samo jednu vrstu “istinskih” varijabli, vrijednost kojih može biti bila koja oznaka, bilo
što što jest. Rješenje koje je pomirilo ta dva zahtjeva bilo je dopustiti nešto poput tipske hijerar-
hije i varijable viših tipova, ali ujedno zanijekati da su vrijednosti tih varijabla “pravi” entiteti.
Supstitucijska je teorija trebala pokazati na koji se nacˇin to može ucˇiniti. Ako je to rješenje us-
pješno, tipska hijerarhija se svodi na puku hijerarhiju izraza¯, a svi su entiteti vrijednost varijabla
najnižega tipa.
U Principia Russell odlazi korak dalje i iz ontologije uklanja takod¯er i elementarne stavke,
tj. stavke izrazi kojih ne sadrže kolicˇitelje. Razlog je, cˇini se plauzibilnim tvrditi, ponovo nauk
o neogranicˇenoj varijabli. Naime, kako smo kazali u odsjecˇku o supstitucijskoj teoriji, tražec´i
rješenje za p0/a0 paradoks, Russellu se cˇinilo da rješenje mora ukljucˇiti razlikovanje stavaka
od “obicˇnih” entiteta i razlikovanje stavacˇne od entitetske supstitucije. S druge strane, njegova
ga metafizika stavaka obvezuje tvrditi da stavci i sami jesu neka vrsta entiteta. Med¯utim, u tom
slucˇaju razlikovanje supstitucije primjerene za stavke i supstitucije primjerene za ostale enti-
tete znacˇi uvesti dvije vrste “pravih” ili “istinskih” varijabli, što pak znacˇi, ocˇito, kršenje nauka
o neogranicˇenoj varijabli. Dok god stavci jesu zasebni entiteti, cˇak i ako su jedini stavci koji
postoje elementarni stavci, Russellov logicizam, sa svojim zahtjevom da podrucˇje vrijednosti
varijabla ne smije biti ogranicˇeno na ove ili one vrste entiteta, ima problem. Potpunim uklanja-
njem stavaka iz ontologije – tj. teorijom prema kojoj su svi izrazi koji naizgled stoje za stavke
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takod¯er nepotpuni simboli – Russell rješava taj problem.88
Russell u uvodu Principia iznosi teoriju stavaka koja c´e kasnije postati poznata kao ‘teorija
višestrukih relacija’.89 “Cˇinjenica da su stavci ‘nepotpuni simboli”’, kaže Russell [122, str. 44],
“važna je filozofijski i relevantna na izvjesnim mjestima u simbolicˇkoj logici.” Cˇitajuc´i Prin-
cipia izvan konteksta ranijih njegovih hrvanja s problemom paradoksa¯, posebno ako se teorija
tipova u Principia shvati kao nagli prekid i napuštanje supstitucijske teorije, radije nego njezin
nastavak, lako je propustiti primijetiti koliko je eliminacija stavaka doista važna za razumijeva-
nje Russellove razgranate teorije tipova. Prije nego nešto više kažemo o tome, vrijedi navesti
kako novu teoriju stavaka opisuje sam Russell:
Svemir se sastoji od predmeta koji imaju razlicˇite kvalitete (qualities) i stoje u raz-
licˇitim relacijama. Neki od predmeta koji se pojavljuju u svemiru složeni su (com-
plex). Kada je predmet složen, sastoji se od med¯usobno povezanih (interrelated)
dijelova. Razmotrimo složeni predmet koji je sastavljen (composed) od dvaju dije-
lova a i b koji stoje jedan prema drugomu u relaciji R. Taj složeni predmet “a-u-
relaciji-R-prema-b” može biti opažen (perceived); kada je opažen, opažen je kao
jedan predmet. Pažnja može pokazati da je on složen; tada sudimo (judge) da a i b
stoje u relaciji R. [...] Taj opažajni sud, razmotren kao stvaran dogad¯aj, relacija je
cˇetiriju oznaka, naime a i b i R i opažatelja. Opažanje, naprotiv, relacija je dviju oz-
naka, naime “a-u-relaciji-R-prema-b” i opažatelja. [...] Vidi se da, prema gornjemu
objašnjenju, sud nema jedan predmet, naime stavak, vec´ ima nekoliko med¯usobno
povezanih predmeta. To c´e rec´i, relacija koja tvori sud nije relacija dvije oznake,
naime uma koji sudi i stavka, vec´ je relacija nekoliko oznaka, naime uma i onoga
88Landini u [59] (i drugdje) uvjerljivo argumentira da glavni razlog za Russellovo napuštanje ontologije stavaka
leži u Russellovoj namjeri rješenja paradoksa¯ bez napuštanja nauka o neogranicˇenoj varijabli: “Razlog zašto je
Russell napustio stavke 1910. jest zbog paradoksa¯ stavaka i njegove želje izbjec´i uvod¯enje hijerarhije redova i
racˇuna za logiku s ogranicˇenim varijablama.” [58, str. 323] Linsky [64], s druge strane, objašnjava Russellovo
napuštanje stavaka razmatranjima povezanima s problemom jedinstva stavaka (unity of propositions). Proops [79]
razlog pak vidi u tome što je Russell u godinama nakon “On Denoting” prepoznao da ga njegov odgovor na
slavnu zagonetku s Ðurom IV. iz toga cˇlanka obvezuje tvrditi da sa stavcima ne možemo biti izravno upoznati
(acquainted). Moguc´e je, naravno, da sva tri objašnjenja otkrivaju dio Russellovih razloga, no nama je ovdje važno
samo prvo.
89Sam izraz ‘višestruke relacije’ (multiple relations) ne javlja se u Principia, ali Russell ga rabi u eseju “On the
Nature of Truth and Falsehood” u knjizi Philosophical Essays [91, str. 180], objavljenoj 1910., dakle iste godine
kada i prvi svezak Principia. Teško je rec´i kada je tocˇno esej napisan, ali Proops [79, str. 189] tvrdi da je vrlo
vjerojatno da “taj cˇlanak predstavlja malo kasniju poziciju od one u Principia.” U cˇlanku Russell razvija nekoliko
argumenata protiv opstojnosti stavaka. Kasnije, pod utjecajem Wittgensteinovih prigovora, Russell napušta teoriju
višestrukih relacija. Za analizu Wittgensteinovih argumenata i Russellovih razloga za napuštanje teorije vidi u
Stevens [106]. Russell [95] c´e kasnije vratiti stavke u svoju ontologiju, ali kao znatno drugacˇiju vrstu entiteta¯.
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što se naziva sastavnicama stavka. [...] Zahvaljujuc´i množini predmeta¯ u jednome
sudu, slijedi da ono što nazivamo “stavkom” (u smislu u kojem se on razlikuje od
fraze koja ga izražava) nije uopc´e jedinstven (single) entitet. To c´e rec´i, fraza koja
izražava stavak ono je što nazivamo “nepotpunim” simbolom; ona nema znacˇenje
sama po sebi (in itself ), vec´ zahtijeva nekakvu nadopunu (supplementation) kako
bi stekla potpuno znacˇenje. Ta je cˇinjenica donekle prikrivena tom okolnošc´u što
sud sam po sebi pribavlja dostatnu nadopunu i što sud sam po sebi ne cˇini verbalni
dodatak stavku. [122, str. 43-44]
Gore iznesena teorija stavaka, prema kojoj stavci ne postoje kao nekakvi zasebni entiteti,
sadrži nekoliko elemenata važnih za razumijevanje Russellove razgranate teorije tipova.
(1) Prisjetimo se, u The Principles of Mathematics (i kasnije), Russell stavcima smatra slo-
žene entitete, neovisne o umu, cˇije su sastavnice stvari i pojmovi i koje odlikuje odred¯eno je-
dinstvo koje ne odlikuje npr. skupove. Drugim rijecˇima, otprilike ono što bismo danas opisali
kao cˇinjenice ili stanja stvari. Kada Russell u Principia kaže da stavci nisu zasebni entiteti, to
ne znacˇi da sada smatra da ti složeni, o umu neovisni entiteti, tj. cˇinjenice ili stanja stvari, ne
postoje. Naprotiv, entiteti poput a-u-relaciji-R-prema-b i dalje su punopravni cˇlanovi Russel-
love ontologije, i dalje su entiteti koji ne ovise o prosuditelju ili opažatelju, i dalje kao svoje
sastavnice imaju stvari (npr. a i b) i pojmove (R). Russell, dakle, ne nijecˇe da ti složeni entiteti
postoje, samo ih više ne poistovjec´uje sa stavcima. Razlog je taj što, prema teoriji višestrukih
relacija, ti složeni entiteti nisu jedinstven predmet suda (i drugih tzv. stavacˇnih stavova): uopc´e
nema jedinstvena predmeta suda. Stoga se recˇenica, za koju bi ranije smatrao da ima znacˇenje
po sebi ili “u izolaciji”, tj. za koju bi smatrao da stoji za neki jedinstven predmet suda – a zna-
cˇenje je za Russella uvijek oznacˇavanje, Bedeutung, stajanje za neki predmet – sada pokazuje
kao ne-oznacˇavajuc´a, bez znacˇenja po sebi. Dakle, kao nepotpun simbol.
Razdvojivši na taj nacˇin recˇenice od stanja stvari koje te recˇenice naizgled izražavaju ili
znacˇe, sada možemo kazati, na primjer, da stavak “a je u relaciji R prema b” nije u podrucˇju
znacˇenja stavacˇne funkcije “x je cˇovjek” – mislec´i time da recˇenica “a je u relaciji R prema
b” ne može legitimno doc´i na mjesto varijable u izrazu “x je cˇovjek” – a ujedno dopustiti da
entitet a-u-relaciji-R-prema-b jest moguc´a vrijednost varijable x! Kao i u slucˇaju oponašanja
hijerarhije stavacˇnih funkcija u jeziku supstitucijske teorije, imamo hijerarhiju izraza¯ potrebnu
za izbjegavanje paradoksa¯, ali ne i hijerarhiju entiteta¯. Sve što jest, moguc´a je vrijednost indivi-
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dualnih varijabli i nauk o neogranicˇenoj varijabli ostaje sacˇuvan. Je li to filozofijski prihvatljiv
nacˇin za sacˇuvati ga, drugo je pitanje.
(2) Iako Russell u gornjem citatu rabi izraz ‘kvaliteta’ a ne ‘prirok’, cˇini se ocˇitim da su
kvalitete ono što u The Principles of Mathematics nazivlje ‘prirocima’ ili ‘pridjevima’.90 U
Principles je podijelio pojmove na priroke (ili razredne pojmove) i relacije i tvrdio da svaki
stavak mora sadržavati barem jedan pojam. Stavaka, kao predmeta sudova, više nema u onto-
logiji, ali cˇinjenice, složeni entiteti koje je poistovjec´ivao sa stavcima, još uvijek su tu – iako,
doduše, samo oni koje je poistovjec´ivao s elementarnim stavcima – i ti složeni entiteti kao svoje
sastavnice, vidimo na primjeru složenoga entiteta a-u-relaciji-R-prema-b, sadrže pojmove, tj.
kvalitete, kako ih sada naziva, i relacije. Kako smo vec´ više puta primjec´ivali na razlicˇitim mjes-
tima u ovome radu i za razlicˇite etape u razvoju Russellove logicˇke teorije, to znacˇi da Russell
nije nominalist – ne u tom smislu da nijecˇe da postoje pojmovi ili univerzalije, kao ontologijski
ravnopravni onim entitetima koje u Principles naziva ‘stvari’.91 Razgranata teorija tipova, cˇak i
ako je razgranata hijerarhija stavacˇnih funkcija i stavaka doista tek hijerarhija izraza¯, pojmove
ne uklanja iz ontologije. Prema nauku o neogranicˇenoj varijabli, pojmovi takod¯er moraju biti
vrijednosti individualnih ili entitetskih varijabli, baš kao i stvari. No tada odmah uocˇavamo da
stavacˇne funkcije, što god one bile, nisu isto što i kvalitete i relacije, tj. nisu isto što i pojmovi
koji su sastavnice složenih entiteta poput a-u-relaciji-R-prema-b. Pojmove u razgranatoj teoriji
tipova – baš kao i u ranoj teoriji tipova u Principles – treba tražiti na najnižoj razini tipske
hijerarhije, zajedno sa svim ostalim entitetima.92
(3) Izrazi za stavke nisu nepotpuni simboli u smislu u kojem su npr. izrazi za razrede i
odred¯eni opisi nepotpuni simboli. U logicˇkoj analizi u “On Denoting” odred¯eni opisi nestaju
kao simboli, baš kao što simboli za razrede nestaju u kontekstualnoj definiciji razreda¯ u ∗20
Principia. U slucˇajevima odred¯enih opisa i razreda¯ pokazuje Russell da su ti izrazi nepotpuni
simboli na taj nacˇin što pokazuje na koji se nacˇin recˇenice koje te izraze sadrže, i koje time
naizgled referiraju na logicˇki problematicˇne entitete, logicˇkom analizom sustavno prevode u
90U Principia izraz ‘prirok’ (predicate) ima znatno razlicˇito znacˇenje: priroci su, naime, priricˇne stavacˇne funk-
cije. Vidi npr. [122, str. 56]. Problem je što, nažalost, Russellovo nazivlje ne razlikuje pažljivo izmed¯u pojmova ili
univerzalija koji tvore složene entitete poput a-u-relaciji-R-prema-b i stavacˇnih funkcija.
91U vrijeme i neposredno nakon Principia, Russell obicˇno rabi ‘universals’ za “stvari koje se ponekad nazi-
vaju ‘apstraktnim idejama”’ [93, str. 76] i ‘particulars’ za entitete “koji ulaze u složevine (complexes) samo kao
podmeti” [92, str. 23]). Russell u tome razdoblju detaljno iznosi svoje poglede o univerzalijama u cˇlanku “On the
Relations of Universals and Particulars” [92] i knjizi The Problems of Philosophy [93].
92U nacrtu teorije tipova u Principles, pojedinacˇnost je sve što nije skup, “svi predmeti oznacˇeni jednom rijecˇju,
bilo stvari bilo pojmovi”, kako Russell izricˇito kaže [96, str. 523]
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recˇenice koje te izraze ne sadrže i cˇija nas istinitost stoga ne obvezuje tvrditi da stvarno postoje
entiteti poput sadašnjega francuskoga kralja i praznoga skupa. Ništa se slicˇno ne može ucˇiniti
sa simbolima za stavke – naime, za recˇenice same. Simboli za stavke ne nestaju logicˇkom ana-
lizom, a jednako tako, cˇini se, ne nestaju niti simboli za stavacˇne funkcije. Ili, da budemo malo
precizniji, za razliku od eliminacije stavacˇnih funkcija u supstitucijskoj teoriji, Russell, barem
koliko je do samih Principia, nije pokazao kako bi to trebalo eliminirati izraze za stavke. No
tada su izrazi za stavke nepotpuni simboli samo utoliko što, prema Russellu, naizgled ozna-
cˇavaju neki jedinstveni predmet suda, a taj jedinstveni predmet suda ne postoji: sud¯enje nije
dvocˇlana relacija izmed¯u uma i nekoga predmeta, vec´ višestruka relacija izmed¯u uma i entiteta¯
koji su sastavnice odgovarajuc´ega složenoga entiteta, tj. cˇinjenice ili stanja stvari. Med¯utim, to
znacˇi da netko tko prihvac´a Russellovu analizu u slucˇaju razreda i odred¯enih opisa, ujedno može
odbaciti njegovu tvrdnju da su stavci (i stavacˇne funkcije) nepotpuni simboli i, bez promjene u
logicˇkom simbolizmu Principia, tretirati stavke (i stavacˇne funkcije) kao punopravne cˇlanove
pozadinske ontologije.
Tocˇke (1) i (2) govore u prilog stajalištu da su stavci i stavacˇne funkcije za Russella tek
izrazi; tocˇka (3) govori da, prihvativši Russellovu razgranatu teoriju tipova, ne moramo prihva-
titi i Russellovu metafiziku. Nacˇin na koji Russell razumije stavacˇne funkcije razgranate teorije
tipova možda nije ujedno i najbolji nacˇin kako ih razumjeti.
Važna posljedica uklanjanja stavaka iz ontologije to je što Russell sada izricˇito mora navesti
pod kojim su uvjetima “stavci”, shvac´eni sada samo kao izrazi, tj. iskazi, istiniti, kao i to što
zapravo znacˇi da je stavacˇna funkcija istinita za taj i taj argument. Dok je stavke, ukljucˇujuc´i
opc´e stavke, prihvac´ao kao zasebnu vrstu složenih entiteta, mogao je jednostavno kazati da
za stavak biti istinit znacˇi naprosto postojati (exist). Bez stavaka, Russell u Principia iznosi
rekurzivnu korespondencijsku definiciju istinitosti, prema kojoj “rijecˇi ‘istinito’ i ‘neistinito’
imaju mnoga razlicˇita znacˇenja, ovisno o vrsti stavaka na koju su primijenjeni” [122, str. 42].
U slucˇaju elementarnoga suda, npr. “a stoji u relaciji R prema b”, sud je istinit ako i samo
ako postoji odgovarajuc´i složeni entitet, npr. a-u-relaciji-R-prema-b. Tu vrstu istinitosti naziva
Russell ‘elementarnom istinom’ ili ‘prvom istinom’. Med¯utim, u slucˇaju opc´ih sudova ne postoji
neki jedinstven odgovarajuc´i složeni entitet – ne postoje opc´i stavci niti opc´i složeni entiteti.
Pojam istinitosti koji primjenjujemo na opc´e sudove stoga se razlikuje od pojma istinitosti koji
primjenjujemo na elementarne sudove. Za opc´i sud, npr. “Svi ljudi su smrtni”, kazati da je
istinit znacˇi da je svaki sud oblika “x je smrtan” istinit. Ako sudovima poput “Sokrat je smrtan”
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i “Platon je smrtan” pripada (u danome kontekstu) prva istina, onda kažemo da sudu poput “Svi
ljudi su smrtni” pripada istina drugoga reda. Slicˇno, sud “Neki ljudi su smrtni” istinit je ako
i samo ako ima neki x takav da je “x je smrtan” istinit u njemu pripadajuc´emu smislu. No,
istinitost svakoga suda (i iskaza) ovisi konacˇno o istinitosti odgovarajuc´ih elementarnih sudova,
tj. u opstojnosti odgovarajuc´ih složenih entiteta. Smisao u kojem je sud istinit ovisi pak o broju
koraka koje treba ucˇiniti da bismo došli do istinitosti tih elementarnih sudova.
Uocˇimo da to znacˇi da dva iskaza koja sadrže razlicˇit broj kolicˇitelja ne mogu biti istinita u
istome smislu, cˇak i ako su ta dva iskaza istoga reda. Uzmimo, na primjer, iskaze ∀x0A〈0〉(x0) i
∃x0∀y0B〈0,0〉(x0, y0), gdje su A〈0〉 i B〈0,0〉 konstante naznacˇenoga tipa. Ti su iskazi istoga reda
– jedina sveukupnost koju pretpostavljaju ona je pojedinacˇnosti. Za iskaz ∀x0A〈0〉(x0) kažemo
da je istinit ako i samo ako je, za svaki x0, elementarni iskaz A〈0〉(x0) (dakle, iskazi A〈0〉(a0),
A〈0〉(b0), ...) istinit. Iskaz ∃x0∀y0B〈0,0〉(x0, y0) nije istinit u istom smislu: on je istinit ako i samo
ako postoji neki x0 za koji je opc´i iskaz ∀y0B〈0,0〉(x0, y0) istinit.
Takva definicija istinitosti u Russellovoj tipologiji ima za posljedicu da dodatno usložnjava
tipsku hijerarhiju koju smo skicirali prije nekoliko stranica jer, kako nam Russell kaže u opisu
tipske hijerarhije u ∗12, “dva stavka koji ne sadrže isti broj vezanih varijabla ne mogu biti istoga
tipa.” [122, str. 162] Tipska hijerarhija razgranate teorije tipova ne ovisi, dakle, samo o nacˇelu
porocˇnoga kruga, vec´ takod¯er i o rekurzivnoj definiciji istinitosti.
2.4.3 Stavacˇne funkcije kao nepotpuni simboli
Što su, dakle, za Russella stavacˇne funkcije u Principia Mathematica? Tri su glavna argumenta
da je Russell sam stavacˇne funkcije razumio samo kao izraze, kao nepotpune simbole, koji ne
oznacˇavaju nekakve izvanjezicˇne apstraktne entitete: pojmove, svojstva, atribute, univerzalije ili
što slicˇno. Cijeli kratki prijegled povijesti i filozofijskoga konteksta razvoja razgranate teorije
tipova koji smo opisali na prethodnim stranicama opis je jednoga od njih: razmatranja koja su
vodila Russella sve od vremena pisanja The Principles of Mathematics, prije svega njegovo pri-
hvac´anje nauka o neogranicˇenoj varijabli, obvezuju ga tvrditi da stavacˇne funkcije nisu drugo do
izrazi. Drugi je argument to što, shvatimo li stavacˇne funkcije kao tek nepotpune simbole, važne
i naizgled neobicˇne znacˇajke logike Principia, prije svega nacˇelo porocˇnoga kruga i razgranata
tipska hijerarhija, imaju puno bolje opravdanje nego što se na prvi pogled može ucˇiniti.93 Trec´i
93Landini [59, str. 6] isticˇe da ako Russell u Principia doista usvaja prave ogranicˇene varijable, vrijednosti
kojih mogu biti samo odred¯ene vrste entiteta, onda “cjelokupan filozofijski uvod” Principia djeluje tek kao zbrka
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je argument to što nam tako sam Russell izricˇito kaže, iako, nažalost, ne u Principia. Izložimo
ukratko ta tri argumenta.
(1) Vidjeli smo da razgranata teorija tipova nije nagli prekid s prethodnim Russellovim
pokušajima rješavanja problema paradoksa¯. Usvajanje razgranate teorije nije jednostavno na-
puštanje supstitucijske teorije. Naprotiv, teoriju tipova u Principia treba razumjeti upravo kao
nastavak ranije supstitucijske teorije, koja je sama pak nastavak i razvoj teorije tipova iz Prin-
ciples.
Russell u Principles izraz ‘pojedinacˇnost’ (individual) rabi kao istoznacˇnicu izrazima ‘oz-
naka’ (term) i ‘bic´e’ (entity), dakle izraz za sve što uopc´e jest ili ima bitak [96, str. 43]. In-
dividualne varijable u “Dodatku B” entitetske su varijable i njihove su vrijednosti “bilo stvari
bilo pojmovi”, ukljucˇujuc´i i ono što nazivlje ‘razredi kao jedno’ (classes as one) [96, str. 523].
Skupovi – preciznije, u tadašnjem Russellovu nazivlju, razredi kao mnoštva (classes as many)
– prema tome prijedlogu nisu vrijednosti individualnih varijabla. No razredi kao mnoštva i sami
u nekome smislu jesu – barem se tako cˇini. Stoga se cˇini i da uvod¯enje posebnih varijabla za
skupove krši zahtjev za neogranicˇenim “istinskim” varijablama logike i to je bio, uz paradoks
stavaka, glavni razlog Russellova nezadovoljstva teorijom tipova. Med¯utim, otkric´e mehanizma
eliminacije oznacˇavajuc´ih fraza omoguc´ilo je Russellu potpuno ukloniti skupove iz ontologije i
izraze koji naizgled oznacˇavaju skupove shvatiti samo kao nepotpune simbole, bez ontologijske
težine. Teorija bez razreda¯, koja je na taj nacˇin nastala, kaže nam Russell, “malo se razlikuje” od
teorije tipova u Principles [101, str. 193]. No prividni entiteti viših tipova od tipa pojedinacˇnosti
– skupovi i stavacˇne funkcije kao “svojstva” – uklonjeni su iz ontologije i nauk o neogranicˇenoj
varijabli time je, cˇinilo se, sacˇuvan. Zamjenom notacije s razlicˇitim vrstama varijabla, “gdje
notacija neizbježno sugerira opstojnost necˇega oznacˇenoga s φ” [87, str. 155], notacijom sa
samo jednom vrstom varijabla, tj. samo s individualnim ili entitetskim varijablama, uz uvo-
d¯enje pojma ontologijske supstitucije te pokazivanjem na koji se nacˇin izrazi u staroj notaciji
mogu prevesti unutar notacije samo s entitetskim varijablama, razvijena je supstitucijska teorija.
Otkric´e da se u teoriji mogu izvesti paradoksi stavaka, zajedno s uvjerenjem da se ti paradoksi
mogu izbjec´i samo nekom vrstom tipskoga razlikovanja stavaka, naveli su Russella takod¯er i
na opc´e stavke primijeniti lijek koji je vec´ uspješno primijenio na skupove i stavacˇne funkcije:
uvesti tipsku hijerarhiju, ali ujedno pokazati da su izrazi za stavke koji nisu elementarni (tj. za
stavke viših redova, cˇiji izrazi sadrže kolicˇitelje) samo nepotpuni simboli i eliminirati time opc´e
razlicˇitih uzajamno suprotstavljenih stajališta.
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stavke iz pozadinske ontologije. Bez cˇvrstoga prihvac´anja nauka o neogranicˇenoj varijabli, ništa
od toga ne bi bilo potrebno: Russell je mogao uvesti ontologijsku hijerarhiju stavaka vec´ 1903.
U Principia, na slicˇan nacˇin, uklanja Russell i elementarne stavke. Plauzibilno je tvrditi
da je razlog za to upravo isti onaj koji ga je nagnao eliminirati opc´e stavke, a još prije toga
i stavacˇne funkcije i skupove: pokušaj cˇuvanja logicisticˇkoga nauka o neogranicˇenoj varijabli.
Pojedinacˇnošc´u se u Principia naziva sve što nije niti stavak niti stavacˇna funkcija [122, str. 51,
132]. To nam samo po sebi ne govori puno, ali, izlažuc´i u ∗12 “strože” objašnjenje tipske hije-
rarhije, kaže Russell da se pojedinacˇnost može objasniti “kao nešto što zasebno postoji (which
exists on its own account)” [122, str. 162], što sugerira da nije napustio shvac´anje individualnih
varijabla kao neogranicˇenih entitetskih varijabla. Uz eliminaciju stavaka, nema dobrih razloga
niti tekstualne potkrjepe za tvrdnju da je stavacˇnim funkcijama vratio ontologijsku putovnicu.
Stavacˇne su funkcije, uostalom, samo “nešto što sadrži varijablu x i izražava stavak cˇim je x-u
pridružena vrijednost.” [122, str. 38] Ako sam u pravu, stavacˇne su funkcije, baš kao i stavci, za
Russella samo izrazi koji ne oznacˇavaju nikakve izvanjezicˇne entitete poput svojstava i relacija.
Je li ta pozicija uvjerljiva ili uopc´e koherentna sasvim je drugo pitanje koje nije tema ovoga
rada.
(2) Na kraju prethodnoga potpoglavlja sugerirali smo da je Russellovo prihvac´anje nacˇela
porocˇnoga kruga povezano s njegovim shvac´anjem stavaka i stavacˇnih funkcija tek kao izraza¯.
Ovdje c´emo malo detaljnije obrazložiti tu tvrdnju.
No, najprije, odgovorimo na jedan ocˇit prigovor tvrdnji da su stavacˇne funkcije tek nepot-
puni simboli. Ako su stavacˇne funkcije nepotpuni simboli, ili tek otvorene formule, što su tocˇno
moguc´e vrijednosti varijabla koje nisu individualne? Shvatimo li funkcije realisticˇki, kao poj-
move, vrijednosti varijabla viših tipova su pojmovi. Ako su funkcije tek izrazi, vrijednosti su
tih varijabla izrazi, zar ne? No zar to takod¯er ne krši nauk o neogranicˇenoj varijabli? Konacˇno, i
nepotpuni simboli, kao simboli, jesu nešto. Ako ti simboli ne mogu biti vrijednost individualnih
varijabla – a funkcije, prema tipskoj hijerarhiji, nisu moguc´e vrijednosti individualnih varijabla
– vec´ su vrijednosti varijabla drugih tipova, individualne varijable nisu entitetske varijable, vri-
jednost kojih može biti bilo što što jest! Kazati da izrazi za stavacˇne funkcije nemaju nikakvo
znacˇenje sami po sebi, niti najmanje ne pomaže ocˇuvanju nauka o neogranicˇenoj varijabli – dok
god su ti izrazi nešto i dok god nisu vrijednosti individualnih varijabla.
To bi doista bio dobar prigovor kada bi pokolicˇavanje višega reda bilo predmetno ili objek-
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tno pokolicˇavanje. No to nije nacˇin na koji treba shvatiti kvantifikaciju u Principia Mathematica.
U slucˇaju kolicˇitelja višega reda, Russell ima na umu ono što danas nazivamo ‘supstitucijska
kvantifikacija’.94 Poucˇci razgranate teorije tipova nisu tvrdnje o formulama i, opc´enito, izrazima
jezika. Ako je φ neka funkcijska varijabla, tj. varijabla višega tipa, ∀φF (φ) ne treba razumjeti
kao “za svaki nepotpun simbol tog i tog tipa vrijedi...” ili “za svaku otvorenu formulu...”, vec´ ot-
prilike kao “svaki je stavak dobiven supstitucijom varijable φ odgovarajuc´om formulom istinit”.
To je smisao Russellove rekurzivne definicije istinitosti – pružiti supstitucijsku semantiku za ne-
elementarne stavke i stavacˇne funkcije. Funkcijski izrazi, kao izrazi, kao entiteti, vrijednosti su
individualnih varijabla, baš kao i bilo što drugo. Funkcijske (i stavacˇne) varijable nemaju vrijed-
nosti u smislu u kojem imaju individualne varijable, vec´ samo supstitucijske primjere! U tome
su smislu samo individualne varijable “istinske” varijable. Russell, cˇini se, upravo supstitucijsku
semantiku ima na umu kada kaže:
Pod “stavacˇna funkcija” mislimo nešto što sadrži varijablu x i izražava (expresses)
stavak cˇim je vrijednost pridružena x-u. To c´e rec´i, razlikuje se od stavka samo
cˇinjenicom da je višeznacˇna (ambiguous): sadrži varijablu kojoj nije pridružena
vrijednost. [122, str. 38]
Umjesto shvatiti Russellove rijecˇi kao nepažnju u razlikovanju stavacˇne funkcije od formule,
valja ih uzeti puno doslovnije: stavacˇna je funkcija samo izraz koji sadrži slobodnu varijablu, a
zamijenimo li varijablu u tome izrazu izrazom koji je supstitucijska vrijednost varijable, dobi-
jemo izraz koji je stavak.
No, ako su stavci i stavacˇne funkcije doista samo izrazi, a supstitucijska semantika ono što
Russell ima na umu u slucˇaju stavacˇnih i funkcijskih varijabla, nacˇelo porocˇnoga kruga cˇini se
sasvim opravdanim. Kako su primijetili mnogi, ukljucˇujuc´i npr. Ramseyja [83], Gödela [32] i
Quinea [82], nacˇelo porocˇnoga kruga jednostavno djeluje prerestriktivno razumijemo li pokoli-
cˇavanje u predmetnom smislu. Što nije u redu s nepriricˇnim definicijama? Zašto bi bio problem
specificirati ili definirati neki predmet pokolicˇavanjem nad svim cˇlanovima skupa kojega je
predmet u pitanju i sam cˇlan? Najmanji planet Suncˇeva sustava jest jedan od planeta Suncˇeva
sustava; najviši muškarac u skupini jedan je od cˇlanova te skupine. Zašto stavacˇna funkcija ne
94Posebno uvjerljive argumente da se kolicˇitelje u Principia treba tumacˇiti supstitucijski nude Landini [59] i
Klement [48]. Razlika je što Klement smatra da supstitucijska semantika vrijedi i u slucˇaju individualnih varijabla,
dok Landini – ustrajuc´i na središnjoj ulozi nauka o neogranicˇenoj varijabli u Russellovu razumijevanju logike –
smatra da u slucˇaju idividualnih varijabla, u skladu s Russellovim shvac´anjem individualnih varijabla kao istinskih,
entitetskih varijabla, imamo predmetnu kvantifikaciju. U ovome radu priklanjamo se Landinijevoj interpretaciji.
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bi mogla biti vrijednost varijable te iste stavacˇne funkcije? Odgovor leži u rekurzivnoj definiciji
istinitosti kao supstitucijskoj semantici za stavacˇne funkcije. “Pokolicˇavati nad svim cˇlanovima
nekoga skupa” u slucˇaju Russellovih stavacˇnih funkcija znacˇi nešto drugo nego u slucˇaju spe-
cificiranja predmeta predmetnim pokolicˇavanjem nad nekim skupom predmeta¯. Kao prvo, ako
su stavacˇne funkcije doista samo nepotpuni simboli, otvorene formule, onda se kvantifikaci-
jom višega reda u sustavu Principia pokolicˇuje samo nad izrazima – nema drugih predmeta
višega reda osim stavacˇnih funkcija i stavaka. Kao drugo, pokolicˇavati nad nekim skupom iz-
raza¯ znacˇi samo to da su ti izrazi supstitucijske vrijednosti kolicˇiteljem vezane varijable. Ako
bi sama funkcija bila moguc´a vrijednost svoje varijable, to bi znacˇilo da se ta funkcija – a to
znacˇi ta formula, taj izraz – može supstituirati na mjesto te varijable u toj istoj formuli. Na
mjesto varijable mogli bismo, drugim rijecˇima, upisati samu formulu koja tu varijablu sadrži:
F (φ), F (F (φ)), F (F (F (φ))), ... Med¯utim, stavacˇna je funkcija dobro definirana samo ako su
svi njezini supstitucijski primjeri dobro definirani. Kako kaže Russell, “funkcija nije dobro de-
finirana osim ako sve njezine vrijednosti nisu vec´ dobro definirane” [122, str. 39]. No, prema
Russellovoj definiciji istinitosti, stavci i stavacˇne funkcije dobro su definirani samo ako se u
konacˇno mnogo koraka može doc´i do elementarnih stavaka i elementarnih stavacˇnih funkcija.
Ako bi funkcija mogla biti vrijednost svoje varijable – dakle, ako bi se formula mogla supstitu-
irati na mjesto svoje varijable – tada, u tom slucˇaju, ne bismo u konacˇno mnogo koraka došli do
elementarnih stavacˇnih funkcija i ne bi svi supstitucijski primjeri funkcije bili dobro definirani.
Imali bismo nešto poput primjera koji smo dali gore: F (φ), F (F (φ)), F (F (F (φ))), ... Zato
izraz koji sadrži vezanu varijablu ne može biti supstitucijska vrijednost te iste varijable – kako
možemo prikladno parafrazirati nacˇelo porocˇnoga kruga.
Dakle, da zakljucˇimo, dok se nacˇelo porocˇnoga kruga cˇini neopravdanim u slucˇaju pred-
metne semantike kvantifikacije, cˇini se opravdanim ako imamo posla sa supstitucijskom se-
mantikom skiciranom Russellovom rekurzivnom definicijom istinitosti. No plauzibilnim se cˇini
da bi supstitucijska semantika bila posljedica razumijevanja stavacˇnih funkcija kao tek izraza¯
ili formula. Stoga nam Russellovo prihvac´anje porocˇnoga kruga daje opravdanje za tvrdnju da
Russell sam stavacˇne funkcije vidi upravo samo kao izraze, kao nepotpune simbole.
(3) Nažalost, za razliku od stavaka, Russell u Principia stavacˇne funkcije nigdje izravno ne
opisuje kao nepotpune simbole. Umjesto toga, kaže nam da “pitanje naravi funkcije nipošto nije
lagano” [122, str. 39]. Ipak, imamo nekoliko tekstualnih naznaka u Principia da doista i ondje
stavacˇne funkcije razumije na taj nacˇin. Kao prvo, kako smo vec´ spomenuli, želimo li Russellu
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pripisati stav da su stavacˇne funkcije apstraktni izvanjezicˇni entiteti, moramo ga optužiti za
nemarno izražavanje i nedovoljno pažljivo razlikovanje stavacˇnih funkcija i njihovih izraza. No
ako su stavacˇne funkcije doista ista stvar kao i funkcijski izrazi, ne postoji razlika na koju bi
Russell morao paziti: govoriti o funkcijama i izrazima znacˇi govoriti o jednoj te istoj stvari. Ako
su stavacˇne funkcije istovjetne svojim izrazima, Russell ne griješi kada kaže da funkcija, a ne
tek izraz funkcije, sadrži varijablu. Kao drugo, i povezano s prethodnim, Russell ponegdje u
Principia o stavacˇnim funkcijama izricˇito kaže da su izrazi. Na primjer, elementarne stavacˇne
funkcije opisuje kao izraze [122, str. 92], a nacˇelo porocˇnoga kruga parafrazira u ∗12 tako što
kaže da “bilo koji izraz koji sadrži vezanu varijablu ne smije biti u podrucˇju te varijable, tj. mora
pripadati razlicˇitom tipu.” [122, str. 161] Kao trec´e, za stavacˇne funkcije bez vezanih varijabla
rabi izraz ‘matrica’ (matrix), što je izraz koji u supstitucijskoj teoriji, prisjetimo se, rabi za
odred¯enu vrstu nepotpunih simbola.
Izravan odgovor na pitanje kako u vrijeme pisanja Principia razumije stavacˇne funkcije
Russell daje u My Philosophical Development [98, str. 124]:
Whitehead i ja mislili smo o stavacˇnoj funkciji kao o izrazu koji sadrži neodre-
d¯enu (undetermined) varijablu i postaje obicˇna recˇenica cˇim se vrijednost pridruži
varijabli[.]
Moglo bi se, naravno, prigovoriti da je taj odgovor dan nekoliko desetljec´a prekasno da bi nam,
sam po sebi, odgovorio na pitanje kako treba tumacˇiti stavacˇne funkcije u razgranatoj teoriji ti-
pova. No, uzevši u obzir da je, nekoliko godina nakon Principia, Russell vrlo izravan i dosljedan
u pogledu da su stavacˇne funkcije tek izrazi koji su, sami za sebe, bez znacˇenja, mislim da nema
razloga ne vjerovati mu. Na primjer, u Introduction to Mathematical Philosophy, objavljenoj
1919., Russell piše:
“Stavacˇna funkcija” jest, u stvari, izraz koji sadrži jednu ili više neodred¯enih sas-
tavnica, takvih da, kada su vrijednosti pridružene tim sastavnicama, izraz postaje
stavak. [...] Ne moramo pitati, niti pokušavati odgovoriti na pitanje: “Što jest sta-
vacˇna funkcija?” Stavacˇna funkcija koja stoji sama može se uzeti kao puka shema,
puka ljuska, prazna posuda za znacˇenje, ne nešto vec´ smisleno (significant). [94,
str. 155-157]
No, svakako najbolji kljucˇ za tumacˇenje stavacˇnih funkcija u razgranatoj teoriji tipova, os-
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tavio nam je Russell u “Mathematical Logic as Based on the Theory of Types”, objavljenom
dvije godine prije prvoga sveska prvoga izdanja Principia Mathematica. A ondje Russell jasno
povezuje razgranatu teoriju tipova sa svojom supstitucijskom teorijom i izricˇito kaže da vari-
jable viših tipova – dakle, sve varijable osim individualnih – rabi tek zbog njihove tehnicˇke
pogodnosti, ali da su teorijski nepotrebne:
Funkcije razlicˇitih redova mogu se dobiti iz stavaka razlicˇitih redova pomoc´u me-
tode supstitucije. [...] Na taj nacˇin možemo izbjec´i vezane varijable osim individu-
alnih i stavke razlicˇitih redova. [...] Iako je moguc´e zamijeniti funkcije matricama, i
iako taj postupak uvodi izvjesnu jednostavnost u objašnjenje tipova, tehnicˇki je ne-
pogodan. Tehnicˇki, pogodno je zamijeniti prototip p s φa i zamijeniti p/a;x s φx;
time ondje gdje bi se, ako bi se rabile matrice, p i a pojavile kao vezane varijable,
imamo sada φ kao našu vezanu varijablu. Da bi φ bilo legitimno kao vezana varija-
bla, nužno je da njezine vrijednosti budu ogranicˇene na stavke nekoga jednoga tipa.
[89, str. 238-239]
Iako ne opisuje detalje prevod¯enja izraza¯ razgranate teorije tipova u jezik supstitucijske teorije,
vidimo da teoriju tipova u “Mathematical Logic” Russell vidi samo kao notacijski pogodniji
oblik supstitucijske teorije, u kojoj su stavacˇne funkcije doista samo nepotpuni simboli. Kako
smo kazali gore, teorija tipova izložena u “Mathematical Logic” više-manje odgovara onoj u
uvodu Principia, s razlikom što u Principia niti elementarni stavci nisu više entiteti. No eli-
minacija stavaka nicˇime nije natjerala Russella oživjeti stavacˇne funkcije kao zasebnu vrstu
entiteta. Dakle, cˇini se opravdanim zakljucˇiti da su stavacˇne funkcije u Principia Mathematica
takod¯er samo izrazi i da time razgranata hijerarhija tipova nije ontologijska hijerarhija.95
Sažmimo recˇeno. Postoje dobri razlozi smatrati da Russell stavacˇne funkcije u Principia
Mathematica razumije samo kao nepotpune simbole, izraze koji sami po sebi ne oznacˇavaju
ništa. Prvi je razlog to što je logika Principia nastavak prethodnih Russellovih pokušaja rješa-
vanja paradoksa¯, pokušaja koje su dosljedno obilježavale dvije glavne znacˇajke: vjernost nauku
95Istina je da, za razliku od “Mathematical Logic”, Principia nigdje ne upuc´uju na supstitucijsku teoriju niti
govore o njezinu odnosu spram razgranate teorije tipova. To je razumljivo, uzevši da Russellova supstitucijska
teorija cˇitateljima ne bi bila široko poznata: glavni rad iz supstitucijske teorije, “On the Substitutional Theory of
Classes and Relations”, povucˇen je zbog p0/a0 paradoksa, “Les paradoxes” objavljen je samo na francuskome, a
“On Some Difficulties”, u kojem se supstitucijska teorija još uvijek naziva tek ‘teorija bez razreda¯’, sadrži samo
grubu skicu. S druge strane, jasno je da je izostanak izricˇita spominjanja supstitucijske teorije u Principia samo po
sebi razlog za opreznost u tumacˇenju kako, u vrijeme samoga rada na Principia, Russell razumije odnos izmed¯u
supstitucijske teorije i razgranate teorije tipova.
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o neogranicˇenoj varijabli i eliminacija iz ontologije onih entiteta koji, pod prijetnjom protuslov-
lja, nisu mogli biti vrijednost individualne varijable. Drugi je razlog što, shvatimo li stavacˇne
funkcije, zajedno sa stavcima, kao puke izraze i primijenimo li supstitucijsku semantiku za po-
kolicˇavanje viših redova, imamo, cˇini se, objašnjenje Russellova prihvac´anja nacˇela porocˇnoga
kruga i razgranate tipske hijerarhije. Trec´i je razlog što nam sam Russell, ne u samome tekstu
Principia, ali i prije i nakon nje, kaže da stavacˇne funkcije razumije samo kao izraze.
Samo još jedna napomena za kraj ovoga poglavlja. Kako smo vec´ kazali, nacˇin na koji
Russell razumije stavacˇne funkcije ne mora nužno biti i najbolji ili filozofijski najplodniji nacˇin
za razumjeti ih. Iako smo argumentirali da Russell stavacˇne funkcije, kao i stavke, doista vidi
samo kao izraze ili formule, nismo time tvrdili da su Russellovi razlozi za to ujedno i dobri
razlozi. Ne c´emo ovdje pokušavati te razloge procijeniti, ali upozorit c´emo na dvije stvari.
Kao prvo, vidjeli smo da stavci i stavacˇne funkcije, ako i jesu nepotpuni simboli, nisu to u
istome smislu u kojem su npr. razredi i odred¯eni opisi nepotpuni simboli. Simboli za razrede
i odred¯ene opise ne nalaze se u osnovnome rjecˇniku sustava Principia i time se ne javljaju u
formulama sustava bez definicijskih pokrata: na njih možemo gledati jednostavno samo kao na
notacijski pogodne skrac´enice. To, cˇini se, ne vrijedi za simbole za stavke i funkcije: iskazi i
otvorene formule nisu uklonjeni iz jezika. Drugim rijecˇima, dok je eliminacija razreda¯ i odre-
d¯enih opisa relevantna za simbolizam i sam logicˇki sustav razgranate teorije tipova, eliminacija
stavaka i stavacˇnih funkcija tek je dio filozofijske metateorije koja, ako smo u pravu naglašava-
juc´i ulogu nauka o neogranicˇenoj varijabli, ima ulogu pokazati da je razgranata teorija tipova
filozofijski zadovoljavajuc´a – filozofijski zadovoljavajuc´a za Russella, to c´e rec´i. Med¯utim, to
tada znacˇi da, ako sami ne ustrajemo na ocˇuvanju nauka o neogranicˇenoj varijabli i ne mislimo
da je veliki problem dopustiti razlicˇite vrste varijabla za razlicˇite vrste entiteta¯, možemo jed-
nostavno odbaciti pozadinsku Russellovu metafiziku, a ujedno zadržati sam sustav razgranate
teorije tipova. Štoviše, ne slažemo li se s Russellovom analizom stavaka i stavacˇnih funkcija kao
nepotpunih simbola i vratimo li stavke i stavacˇne funkcije kao punopravne cˇlanove ontologije
razgranate teorije tipova, možemo odbaciti supstitucijsku semantiku za kolicˇitelje viših redova
i time smjesta pojednostaviti tipsku hijerarhiju uklanjanjem tipskoga razlikovanja prema broju
kolicˇitelja¯. To je razlikovanje ionako neovisno o nacˇelu porocˇnoga kruga i nema nikakvu ulogu
u izbjegavanju paradoksa¯.
Naravno, prijedlog bi sada mogao biti da, kada vec´ iznova uvodimo razliku izmed¯u funkcij-
skih izraza¯ i funkcija samih i vrac´amo predmetnu kvantifikaciju, odemo i korak dalje i jednos-
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tavno odbacimo nacˇelo porocˇnoga kruga i zabranu nepriricˇnih definicija. Drugim rijecˇima, da
umjesto razgranate teorije prigrlimo jednostavnu teoriju tipova. U iduc´emu poglavlju argumen-
tirat c´emo da, pod odred¯enim razumijevanjem intenzionalnih entiteta, razgranatoj teoriji tipova
ipak valja dati prednost kao formalnoj teoriji pojma.
Kao drugo, primijetimo (još jednom) da Russell, ako smo u pravu, iako stavacˇne funkcije
razumije samo kao izraze ili otvorene formule, nije nominalist. Pojmovi, univerzalije, apstraktne
ideje – nisu prognani zajedno sa stavcima i stavacˇnim funkcijama. Samo su, kao i sve drugo što
postoji, “tek” pojedinacˇnosti, vrijednosti individualnih varijabla. Naravno, to znacˇi da stavacˇne
funkcije nisu pojmovi niti svojstva. Cˇak niti elementarne stavacˇne funkcije, npr. “x je crven”,
nisu isto što i jednostavni pojmovi, npr. “crveno”. Problem je sada što se cˇini prirodnim stavacˇne
funkcije shvatiti kao pojmove ili svojstva. Russell to sam potvrd¯uje kada stavacˇne funkcije
naziva svojstvima i prirocima. Taj jaz izmed¯u pojmova s jedne strane i stavacˇnih funkcija s
druge djeluje barem neobicˇno. No taj je jaz posljedica nauka o neogranicˇenoj varijabli. Bez
nauka o neogranicˇenoj varijabli, ne bi bilo razloga ustrajati na tako neobicˇnoj razlici. To možda
sugerira da nije trebalo ustrajati na nauku o neogranicˇenoj varijabli.
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3 KUMULATIVNA INTENZIONALNA RAZGRANATA
TEORIJA TIPOVA
3.1 Motivacija
U raspravi o Russellovoj razgranatoj teoriji tipova tvrdili smo da Russell u Principia Mathe-
matica stavacˇne funkcije, kao i stavke, razumije samo kao izraze, kao tzv. nepotpune simbole,
koji sami po sebi nemaju znacˇenje, u smislu da ne oznacˇavaju nekakve zasebne izvanjezicˇne
entitete poput svojstava, atributa ili pojmova. No, takod¯er smo tvrdili da postoje ozbiljni filo-
zofijski problemi s takvim shvac´anjem stavacˇnih funkcija i da, samim time, tumacˇenje prema
kojem bi se stavacˇne funkcije shvatile kao “pravi” izvanjezicˇni intenzionalni entiteti, a razgra-
nata hijerarhija kao ontologijska hijerarhija, ima odred¯enih filozofijskih prednosti. U ovome
c´emo poglavlju istražiti moguc´nost jednoga takvoga tumacˇenja i na temelju razgranate teorije
tipova pokušati izgraditi nacrt formalne teorije intenzionalnih entiteta. Štoviše, cijelo se poglav-
lje može shvatiti takorec´i kao reakcija na Russellov eliminacijski projekt u Principia. Potpuno
c´emo odbaciti nauk o neogranicˇenoj varijabli i, umjesto toga, u teoriji koju c´emo kroz poglavlje
graditi, prihvatiti punokrvnu “platonisticˇku” ontologiju “stavacˇnih funkcija”.
Osnovna ideja za semantiku teorije nadahnuta je intenzionalnom jednostavnom teorijom ti-
pova Melvina Fittinga. Fitting u Types, Tableaus, and Gödel’s God [21] semantiku za svoju
inacˇicu teorije tipova izgrad¯uje pomoc´u tzv. poopc´enih Henkinovih modela. Kako je poznato,
teorija tipova – kao i logike višega reda opc´enito – nije potpuna u klasicˇnim modelima. Leonu
Henkinu [42] dugujemo dokaz potpunosti teorije tipova za opc´e modele, kako je nazvao svoju
generalizaciju klasicˇnih modela. No Henkin je ujedno usput spomenuo moguc´nost odred¯ene
intenzionalne generalizacije opc´ih modela. Tu ideju preuzima Fitting i za svoju teoriju tipova
gradi semantiku u kojoj predmeti u domenama nisu, kao u klasicˇnim i Henkinovim modelima,
skupovi, vec´ intenzionalni entiteti.96 Ono što Henkin naziva ‘opc´i modeli’, Fitting naziva ‘Hen-
kinovi modeli’, a intenzionalna poopc´enja Henkinovih modela ‘poopc´eni Henkinovi modeli’.
Tu c´emo ideju (i nazive) preuzeti i mi, no uz nekoliko važnih izmjena kako bismo teorijom
96Takve su semantike relativno rijetke, što je razumljivo uzevši u obzir da su intenzionalni predmeti rijetko u sre-
dištu zanimanja matematicˇara. Andrews [3] daje primjer konstrukcije intenzionalnoga Henkinova modela. Prikaz
teorije tipova u Fittingovoj inacˇici (iako bez intenzionalnosti) može se nac´i u Kovacˇ [53], zajedno s usporedbom
klasicˇnih i Henkinovih modela.
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vjernije formalizirali odred¯ene filozofijske poglede na narav intenzionalnih entiteta. Te su pro-
mjene, izmed¯u ostalih, uvod¯enje kumulativnosti i formalizacija razgranate umjesto jednostavne
teorije tipova.
Sustav koji gradimo u ovom poglavlju nazvat c´emo ‘KIRTT’, što je skrac´enica za ‘kumula-
tivna intenzionalna razgranata teorija tipova’. Motivacija za KIRTT puno je skromnija od Ru-
ssellove motivacije iza teorije u Principia. Nije nam cilj izložiti nekakvu univerzalnu logicˇku
teoriju ili univerzalan logicˇki jezik i, posebno, nije cilj pokazati da se cjelokupna matematika
može izgraditi unutar te teorije. Cilj nam je tek, vrlo jednostavno, pokušati formalizirati odre-
d¯ene metafizicˇke intuicije o naravi intenzionalnih entiteta. Te intuicije ne c´emo pokušati filozo-
fijski obraniti, vec´ samo formalno opisati. Moguc´nost formalizacije metafizicˇkih stajališta nije
dovoljna da bismo tvrdili da su ta stajališta plauzibilna (kamoli istinita), ali jest dobar kriterij
njihove suvislosti. Uspješna formalizacija daje nam, recimo to tako, racionalno dopuštenje za
shvatiti metafizicˇku poziciju ozbiljno. Stoga ne c´emo postaviti ambiciozan zahtjev da KIRTT
mora nekako sadržavati vlastitu metateoriju – cˇak i ako Russell doista jest nešto poput toga
zahtijevao od sustava u Principia – niti c´emo postaviti ikakva ogranicˇenja u uporabi matema-
ticˇkih sredstava u opisu sustava. Naprotiv, uzet c´emo kao danu standardnu aksiomatsku teoriju
skupova ZFC i njezine rezultate po potrebi slobodno koristiti i u opisu sintakse i, posebno, u
opisu semantike za KIRTT. Na primjer, jedan moguc´i razlog zašto Russellova teorija tipova
nije kumulativna to je što bi, prima facie, izrada kumulativnoga sustava unaprijed pretpostav-
ljala istinitost odred¯enih tvdnja o rednim brojevima, što se pak cˇini nedopustivim u kontekstu
projekta logicisticˇkoga utemeljenja matematike. Kako KIRTT nije logicisticˇki pothvat, nema
niti najmanjega problema pretpostavimo li teoriju rednih brojeva kao unaprijed danu.
Opisat c´emo KIRTT govorec´i samo o svojstvima, zanemarivši relacije. Drugim rijecˇima, je-
zik teorije, koji c´emo prikladno nazvati ‘LKIRTT’, sadržavat c´e samo jednomjesna prirocˇna slova
i apstrakte. Rezultat bi trebalo biti jednostavno poopc´iti i na relacije, a bit c´e nam ovako lakše
uocˇiti osnovne ideje i intuicije koje motiviraju teoriju. Naravno, samim c´e tim teorija biti i teh-
nicˇki jednostavnija, posebice stoga što se na taj nacˇin, kako c´emo vidjeti, razlika izmed¯u tipova
svodi na jednostavnu razliku izmed¯u redova. Takod¯er, olakšat c´e nam to usporedbu KIRTT-a s
ekstenzionalnim teorijama skupova.
Dakle, kako samo ime sugerira, želimo izgraditi teoriju koja je kumulativna, intenzionalna
i razgranata, radije nego jednostavna, teorija tipova. Koji su razlozi za to i što to uopc´e znacˇi?
Koje su to metafizicˇke intuicije koje bi teorija s tim svojstvima trebala formalno opisati?
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(1) Intenzionalnost. Za pocˇetak pojasnimo u kojemu je smislu teorija koju gradimo intenzi-
onalna. Želimo teoriju tipova u kojoj c´e oznake (terms) referirati na intenzionalne entitete, ne na
skupove. Te c´emo intenzionalne entitete u ovom poglavlju nazivati ‘pojmovi’, ‘atributi’ i ‘svoj-
stva’, zanemarivši znacˇenjske razlike koje ti izrazi mogu imati u nekim drugim kontekstima.
Glavna je pozadinska intuicija sljedec´a: svakomu pojmu pripada odgovarajuc´i opseg ili eksten-
zija, skup predmeta na koje se pojam odnosi; dva pojma mogu imati isti opseg, tj. odnositi se
upravo na iste predmete, ali ne biti ujedno isti pojam. Odnos izmed¯u pojma i predmeta na koji
se pojam odnosi utoliko se bitno razlikuje od odnosa izmed¯u skupa i predmeta koji je cˇlan toga
skupa. Skupovi su posve ekstenzionalni entiteti: imaju li dva skupa sasvim iste elemente, radi se
o jednome te istome skupu. Zbog toga se ekstenzionalne teorije, u kojima oznake referiraju na
skupove, cˇine neprikladnima za opis intenzionalnih entiteta i njihovih odnosa. Naša bi teorija
trebala dopustiti da postoje, da se poslužimo izlizanim primjerom, pojmovi poput “razumska ži-
votinja” i “bespernati dvonožac”, koji se, po pretpostavci, oba odnose na sva i samo na ljudska
bic´a, a koji su svejedno razlicˇiti predmeti.
Modalna logika pruža jedan nacˇin na koji se može pokušati formalno opisati intenzionalni
karakter pojmova.97 Ideja je tu da koekstenzivni pojmovi nisu, doduše, nužno istovjetni, ali da
nužno koekstenzivni pojmovi jesu. Drugim rijecˇima, ako i samo ako dva pojma imaju isti opseg
u svakome moguc´emu svijetu, radi se o jednome te istome pojmu. Razlog zašto “razumska
životinja” i “bespernati dvonožac” nisu istovjetni pojmovi to je što postoji moguc´i svijet u
kojemu se njihovi opsezi razlikuju. Med¯utim, problem je s tim prijedlogom to što se cˇini da
je sasvim moguc´e da dva pojma imaju nužno isti opseg, a ipak budu med¯usobno razlicˇiti. Na
primjer, pojmovi “geometrijski lik s trima stranicama” i “geometrijski lik s trima vrhovima” u
svakome se moguc´emu svijetu odnose na iste predmete, ali ipak se, intuitivno, radi o razlicˇitim
pojmovima. U svakome slucˇaju, “okrugli kvadrat” i “oženjeni neženja” nužno imaju isti opseg
– naime, prazni skup – a ocˇito nisu jedan te isti pojam. Ako sam u pravu, niti nužna istovjetnost
njihovih opsega nije dovoljan uvjet za istovjetnost pojmova. Pojmovi se uzajamno razlikuju
ne samo prema predmetima koji ih oprimjeruju vec´ i prema onome što se tradicionalno naziva
‘sadržaj pojma’, a što bismo takod¯er mogli nazvati ‘znacˇenje’, ‘smisao’ ili ‘intenzija pojma’.
Naravno, na pitanje što je tocˇno sadržaj, smisao ili intenzija pojma nije jednostavno odgo-
voriti. No, uzevši primjere dane u prethodnom odlomku, izgleda da bi odgovor mogao ležati u
97Fittingov sustav FOIL ([22], [23]) dobar je primjer modalne logike intenzionalnih predmeta. Kovacˇ [52] tako-
d¯er rabi modalnu logiku prvoga reda za formalizaciju intenzionalnih predmeta u kontekstu logike (protuslovnih)
vjerovanja¯.
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tome što se pojam geometrijskoga lika s trima stranicama i pojam geometrijskoga lika s trima
vrhovima razlikuju med¯usobno u tome od kojih su drugih pojmova oni sami “sastavljeni” ili
koje pojmove u sebi “sadrže”. Pojam stranice u nekome je smislu “dio” prvoga, ali ne i po-
tonjega; “tvori” ili “konstituira” prvi, ali ne i drugi pojam. Nešto slicˇno, dakako, vrijedi i za
pojmove okrugloga kvadrata i oženjenoga neženje: ti pojmovi “ukljucˇuju” i “pretpostavljaju”
razlicˇite pojmove, razlicˇite pojmove imaju kao svoje “sastavnice”. Kolicˇina navodnika u pret-
hodnim recˇenicama dovoljno govori da recˇeno nije mišljeno kao precizna analiza, vec´ tek po-
kušaj artikulacije pomalo mutnih intuicija. I s tom ogradom, cˇak i ako bi se moglo dati jasnije
znacˇenje gornjim metaforama, ostaje pitanje kako shvatiti intenzionalni sadržaj, nazovimo ih
tako, jednostavnih ili nesastavljenih pojmova – kao i pitanje, uostalom, postoje li uopc´e takvi
predmeti. Kako bilo, rekli smo vec´, cilj nam je ovdje tek opisati odred¯ene intuicije, ne dati
njihovu filozofijsku obranu. Što god bio intenzionalni sadržaj pojma, formalna teorija pojma
morala bi dopustiti da pojmovi s istovjetnim opsezima – štoviše, pojmovi s nužno istovjetnim
opsezima – nisu sami istovjetni.
U kojemu bi smislu tada KIRTT, kao formalna teorija, trebala biti intenzionalna teorija?
U standardnoj ekstenzionalnoj semantici teorije tipova, spomenuli smo, tumacˇenje i vrjedno-
vanje varijabla oznakama, uz izuzetak oznaka najnižega tipa, pridružuju skupove. U semantici
za KIRTT, s druge strane, predmeti koje c´emo pridruživati oznakama jezika ne c´e biti sku-
povi. Malo preciznije, dopustit c´emo, na primjer, da funkcija tumacˇenja konstantama jezika
pridružuje posve proizvoljne predmete, tj. ne zahtijevajuc´i da su ti predmeti skupovi, ali koji
c´e pritom morati zadovoljavati neke uvjete za koje predteorijski ocˇekujemo da ih zadovolja-
vaju intenzionalni entiteti poput pojmova ili svojstava. Uvest c´emo tako posebnu funkciju koja
c´e svakomu predmetu (osim onih koji predstavljaju entitete koji sami nisu pojmovi, tj. osim
predmetima najniže razine hijerarhije) pridružiti neki skup predmeta kao njegovu ekstenziju, a
ujedno dopustiti da ta funkcija nije injektivna. Znacˇit c´e to da koekstenzivnost predmeta koje
pridružujemo oznakama ne povlacˇi njihovu istovjetnost, tj. ne c´e u našem sustavu vrijediti nešto
poput aksiomatske sheme ekstenzionalnosti, što bi morao biti slucˇaj ako bi naši predmeti bili
skupovi:
∀φ∀ψ(∀x(φx↔ ψx)↔ φ = ψ).
Vec´ je to dovoljno da bismo teoriju, barem u nekome minimalnome smislu, smatrali intenzional-
nom. S druge strane, samim tim što je relacija izmed¯u predmeta¯ i njima pridruženih ekstenzija
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funkcijska, osiguran je ocˇit uvjet da iz istovjetnosti pojmova mora slijediti njihova koekstenziv-
nost:
∀φ∀ψ(φ = ψ → ∀x(φx↔ ψx)).
Naravno, htjeli bismo imati u rukama kriterij istovjetnosti i za intenzionalne predmete. Koeks-
tenzivnost je neprikladan kriterij istovjetnosti za intenzionalne entitete, ali leibnizovski kriterij
istovjetnosti nerazlucˇivoga plauzibilno je rješenje, za intenzionalne entitete kao i za bilo što
drugo. Stoga možemo jednostavno uvesti odgovarajuc´u inacˇicu sljedec´e sheme:
∀x∀y(∀φ(φx↔ φy)↔ x = y).
(2) Kumulativnost. Dalje, želimo teoriju koja je kumulativna. Što to znacˇi? Nacˇin na koji
rabimo neformalne jezike poput hrvatskoga sugerira da, barem u nekim slucˇajevima, smatramo
da i konkretni i apstraktni predmeti, i pojedinacˇnosti i svojstva, mogu posjedovati isto svojstvo.
Sokrat je dobar, mudrost je dobra. Sve što jest, jedno je. Stoga, jednostavno, želimo teoriju u
kojoj se isto svojstvo može pripisati i pojedinacˇnostima i svojstvima. Želimo moc´i u našem
jeziku iskazati tvrdnju da su i Sokrat i mudrost dobri.
Tomu bi se moglo prigovoriti da se, kada naizgled pripisujemo pojedinacˇnosti neko svojstvo
koje pripisujemo i njezinu svojstvu, tek izražavamo elipticˇno. Na primjer, kažemo li da je So-
krat dobar, možda zapravo imamo na umu to da je dobra njegova mudrost ili, recimo, njegova
hrabrost? Kažemo li da je Sokrat dobar, možda hoc´emo rec´i samo to da Sokrat oprimjeruje ta i
ta svojstva? Naravno, moguc´e je da je tomu tako. No, barem se prima facie cˇini da neka svojstva
ispravno pripisujemo predmetima smještenima na razlicˇitim razinama ontologijske hijerarhije.
I pojedinacˇnosti i svojstva imaju svojstvo da oprimjeruju neko svojstvo; i pojam dobra i pojam
mudrosti imaju svojstvo da su oprimjereni nekim predmetom. Brojati možemo i generale i nji-
hova svojstva. Možda bi ispravna filozofijska analiza pokazala da se samo prividno radi o istim
svojstvima, da je rijecˇ zapravo tek o necˇemu poput Russellove sustavne višeznacˇnosti – otprilike
na nacˇin na koji, prema Russellu, kazati da je elementarni stavak istinit nije ista stvar što i kazati
da je istinit neki opc´i stavak. Svejedno, pokušati izgraditi teoriju koja c´e gramaticˇki dopustiti
pripisivanje istoga svojstva predmetima razlicˇitih razina moglo bi biti korisno vec´ samim tim što
bi nam takva teorija mogla pokazati je li pripisivanje istoga svojstva i pojedinacˇnostima i njiho-
vim svojstvima, na primjer, uopc´e smisleno. Takod¯er bi nam mogla pokazati koje su relativne
prednosti i nedostatci nekumulativne i kumulativne hijerarhije.
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Drugi razlog za dopuštanje kumulativne hijerarhije u teoriji tipova ne ticˇe se izravno samoga
sustava KIRTT, ali mogao bi biti važan nekomu tko bi htio, poput Russella, teoriju tipova, radije
nego teoriju skupova, ucˇiniti utemeljujuc´om matematicˇkom disciplinom i pokazati da se teorija
skupova može izvesti iz teorije stavacˇnih funkcija. Poistovjetimo li skupove sa stavacˇnim funk-
cijama ili s ekstenzijama stavacˇnih funkcija, a pritom zahtijevamo da svi argumenti stavacˇnih
funkcija moraju biti istoga tipa, slijedi da ne postoje skupovi “mješovitoga tipa”, tj. ne postoje
skupovi koji kao svoje cˇlanove mogu sadržavati predmete koji su med¯usobno razlicˇitoga tipa.
Skup cˇiji su elementi pojedinacˇnosti ne može sadržavati svojstva ili skupove. Iako tehnicˇki to
nije nepremostiv problem,98 standardne teorije skupova pokazuju da nema nikakvih razloga za
uskrac´ivanje ontologijskih prava mješovitim skupovima. To sugerira da možda nema presudnih
razloga niti za iskljucˇenje “mješovitih pojmova”.
U kojemu bi smislu KIRTT bila kumulativna teorija? Standardne teorije tipova, bilo jednos-
tavne bilo razgranate, nisu kumulativne.99 Prisjetimo se kako izgleda jednostavna teorija tipova.
Ako odred¯eno svojstvo pripada nekoj pojedinacˇnosti, onda ono ne može pripadati nekom svoj-
stvu. Takva svojstva nazovimo svojstvima prvoga reda. Ako se pak svojstvo odnosi na svojstva
prvoga reda, ono se ne odnosi na pojedinacˇnosti, vec´ samo na svojstva prvoga reda. Ta svoj-
stva tada nazovimo svojstvima drugoga reda. Analogno imamo svojstva trec´ega reda, cˇetvrtoga
reda, itd. Dobivamo time nekumulativnu hijerarhiju svojstava, tj. hijerarhiju redova svojstava
od kojih se svako odnosi samo na predmete neposredno nižega reda: predmeti reda 1 odnose
se samo na predmete reda 0, predmeti reda 2 samo na predmete reda 1, itd. Sintakticˇki se to
izražava u zahtjevu da, na primjer, ako je τ t oznaka reda t, a υu oznaka reda u, onda je τ t(υu)
formula ako i samo ako t = u + 1. Semanticˇki, u tome što tumacˇenje (ili, ako je rijecˇ o inten-
zionalnoj teoriji tipova, funkcija ekstenzije) predmetu reda t pridružuje (kao ekstenziju) skup
cˇiji su cˇlanovi samo predmeti reda t − 1, ali ne i predmeti nižih redova. Kako smo vidjeli, u
Russellovoj razgranatoj teoriji tipova stvar je malo složenija, utoliko što moramo uzeti u obzir
98Neka je a pojedinacˇnost, b neki skup pojedinacˇnosti, a c neki skup skupova pojedinacˇnosti. Tada, doduše, ne bi
postojao skup {a, b, c}, ali lako ga je simulirati skupom {{{a}}, {b}, c}, cˇiji su elementi svi istoga tipa. Med¯utim,
otpala bi, na primjer, von Neumannova definicija skupa rednih brojeva kao {0, {0}, {0, {0}}, ...}.
99Iznimka je Churchova formalizacija razgranate teorije tipova u [14], cˇiju smo definiciju r-tipa iskoristili u
prikazu razgranate hijerarhije tipova u prethodnom poglavlju. Imamo li dva r-tipa razlicˇite razine, ali s istim r-
tipovima argumenata, tada za r-tip niže razine kažemo da je izravno niži (directly lower) od odgovarajuc´ega r-tipa
više razine. Recimo, 〈0〉\3 izravno je niži od 〈0〉\7, a 〈〈0〉\3, 0〉\1 izravno je niži od 〈〈0〉\3, 0〉\2. Churchov je
sustav kumulativan u tome smislu što podrucˇje moguc´ih vrijednosti varijable odred¯enoga r-tipa ukljucˇuje podrucˇja
vrijednosti varijabla izravno nižega tipa. Takod¯er, sintakticˇki, varijable odred¯enoga r-tipa mogu se supstituirati
oznakama bilo kojega izravno nižega r-tipa. No primijetimo da tipovi argumenata moraju biti isti. Znacˇi to da, na
primjer, varijabla za funkcije pojedinacˇnosti koja je razine 2 može kao vrijednost imati funkciju pojedinacˇnosti
koja je razine 1, ali ne i pojedinacˇnost.
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razliku izmed¯u tipova i redova, ali osnovna je struktura ista: svojstvo koje se odnosi na predmete
odred¯enoga tipa ne može se pripisati predmetima drugih tipova.
S druge strane, namjera nam je izgraditi teoriju u kojoj c´e se predmeti reda 1 odnositi na
predmete reda 0, predmeti reda 2 na predmete reda 1 i predmete reda 0, itd. To jest, želimo da
je u jeziku LKIRTT naše teorije τ t(υu) formula cˇak i ako je u < t − 1, a da funkcija ekstenzije
predmetu reda t pridružuje skup kojega elementi mogu biti i reda manjega od t − 1. No, ako
se dano svojstvo može odnositi na predmete svih redova nižih od reda toga svojstva, takod¯er
želimo moc´i u našemu jeziku kazati da se neko svojstvo doista odnosi na sve predmete koji su
nižega reda od reda toga svojstva, a ne samo na sve predmete neposredno nižega reda. Opc´e-
nito, želimo moc´i rec´i da je neka formula zadovoljena svim predmetima svakoga reda manjega
ili jednakoga danomu redu. Stoga c´e, na primjer, pokolicˇena formula ∀xtφ biti istinita ako i
samo ako je formula φ zadovoljena svakim predmetom koji je reda manjega ili jednakoga t.
Drugim rijecˇima, vrjednovanja varijabla svakoj c´e varijabli reda t pridruživati predmet koji je
reda manjega ili jednakoga t. Pravila c´e dokazivanja pak dopustiti da iz neke formule ∀xtφ izve-
demo formulu φ{xt/υu}, tj. formulu koja je rezultat supstitucije oznake υu na mjesto varijable
xt, cˇak i ako je u < t. U tom je smislu KIRTT kumulativna teorija.
Kumulativnost, nažalost, ima ocˇitu nezgodnu posljedicu što, ako je φ formula, υu oznaka
reda u i u ≤ t, nije svaki izraz koji je rezultat supstitucije {xt/υu} u φ formula. Na primjer, iz
formule ∀x3x3(c1) možemo izvesti d2(c1), ali ne i e0(c1). Izraz e0(c1) jednostavno nije formula.
Nekumulativne teorije nemaju taj problem jer se supstitucijom varijabla uvijek zamjenjuje oz-
nakom istoga reda kao i red varijable pa, ako je φ formula, υu oznaka reda u i u = t, izraz
φ{xt/υu} takod¯er je formula. Stoga c´emo u pravilima dokazivanja morati eksplicitno postaviti
zahtjev da φ{xt/υu} slijedi iz ∀xtφ samo ako je φ{xt/υu} formula.
(3) Razgranatost. Konacˇno, želimo razgranatu, a ne jednostavnu teoriju tipova. Intenzional-
nost i kumulativnost moguc´e je imati i u jednostavnoj teoriji tipova, ali razgranata je teorija
bliža odred¯enim intuicijama o naravi intenzionalnih entiteta koje bismo htjeli uhvatiti unutar
naše formalizacije. Iako te intuicije nije jednostavno artikulirati, pokušat c´emo opisati o cˇemu
je otprilike rijecˇ.
Korisno je ovdje najprije opisati poznatu Gödelovu kritiku Russellova nacˇela porocˇnoga
kruga. Gödel [32, str. 127] kaže da Russell u Principia nudi ne jedno vec´ tri razlicˇita nacˇela.
Prema prvome, nijedan entitet ne može biti definirljiv samo pomoc´u sveukupnosti kojoj sam
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pripada; prema drugome, nijedan entitet ne može ukljucˇivati sveukupnost kojoj pripada; prema
trec´emu, nijedan entitet ne može pretpostavljati sveukupnost kojoj pripada. Samo prvo nacˇelo,
tvrdi Gödel, zabranjuje nepriricˇne definicije i vrijedi samo ako su entiteti o kojima je rijecˇ
proizvod naših konstrukcija. Definicija je tada opis konstrukcije entiteta, a opis konstrukcije
zasigurno ne smije, referajuc´i na sveukupnost kojoj entitet pripada, referirati na sam entitet koji
konstruiramo. To prvo nacˇelo time je ujedno i najmanje plauzibilno: ako entiteti u pitanju (sta-
vacˇne funkcije, svojstva, pojmovi) postoje neovisno o nama i našim konstrukcijama, zašto bi
bio problem opisati ih i specificirati referiranjem na neku sveukupnost kojoj pripadaju? Drugo
i trec´e nacˇelo, smatra Gödel, puno su plauzibilnija nacˇela, posebice trec´e, “ako ‘pretpostavlja’
znacˇi ‘pretpostavlja za opstojnost”’ [32, str. 128], tj. ako se tim nacˇelom želi rec´i da entitet ne
može ontološki ovisiti o cjelini kojoj pripada. Gödel razlikuje dvije koncepcije pojma. Za poj-
move u konstruktivisticˇkome smislu svake dvije razlicˇite definicije definiraju razlicˇite pojmove.
No pojmovi shvac´eni u realisticˇkome smislu, kao objektivno, o nama neovisno opstojec´i entiteti,
smatra, mogu biti definirani na razlicˇite nacˇine, ukljucˇujuc´i i pomoc´u nepriricˇnih definicija.
Med¯utim, cˇini se da je moguc´e braniti tvrdnju da bi nešto poput nacˇela porocˇnoga kruga,
u svim trima formulacijama, moralo vrijediti i za realisticˇki shvac´ene pojmove. Pojmove ne
moramo razumjeti konstruktivisticˇki da bismo smatrali da je bitno obilježje pojma njegovo zna-
cˇenje, smisao, odred¯eni intenzionalni sadržaj, a da to znacˇenje ovisi o znacˇenju pojmova koji
ga definiraju – ili, u Russellovu smislu, da ukljucˇuje i pretpostavlja to znacˇenje. Pojam razum-
ske životinje nije samo definiran pomoc´u pojma životinje i pojma razuma, vec´ je znacˇenje tih
pojmova ukljucˇeno u znacˇenje definiranoga pojma i, štoviše, time pojam razumske životinje
doista pretpostavlja za svoju opstojnost pojmove koji ga definiraju. Što tocˇno znacˇi imati sva
svojstva velikoga generala ovisi o tome koja su to svojstva koja imaju veliki generali: ako su
veliki generali logicisti, sadržaj pojma “imati sva svojstva velikoga generala” razlicˇit je nego
ako su veliki generali intuicionisti. U najmanju ruku, ne cˇini se da je to ocˇito neplauzibilno tvr-
diti. Možda iz toga doista slijedi da svake dvije razlicˇite definicije definiraju razlicˇite pojmove.
(Uz izuzetak, naravno, onih slucˇaja u kojima je razlika samo notacijska, npr. ako dvije rijecˇi u
razlicˇitim jezicima oznacˇavaju isti pojam. “Bespernati dvonožac” i “featherless biped” bili bi,
ocˇito, isti pojam.) To bi svakako bilo blisko Russellovim ranim stavovima iz The Principles of
Mathematics. Kako bilo, uzmemo li da pojam posjeduje svoje znacˇenje bitno, ne izgleda posve
neplauzibilnim tvrditi da se ta tri, navodno razlicˇita, nacˇela porocˇnoga kruga ipak, kako je sma-
trao Russell, svode na isto ili barem uzajamno povlacˇe. Time za bitno intenzionalne entitete –
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pojmove, atribute ili svojstva – za razliku od skupova, nepriricˇne definicije ne bi bile dopuštene.
Taj smisao intenzionalnih entiteta imat c´emo na umu pri konstrukciji sustava KIRTT. To
nas pak vodi razgranatoj teoriji tipova. Formalno, stvar c´emo izraziti na nacˇin da red apstrakta
ne odred¯ujemo (samo) s obzirom na red varijable vezane apstraktom (to jest, Russellovim jezi-
kom, s obzirom na argumente stavacˇne funkcije), kao što je to slucˇaj u jednostavnim teorijama
tipova, vec´ (i) s obzirom na red formule kojom smo definirali apstrakt. Time c´e nam razlika reda
apstrakta i reda apstraktne varijable (“razina”, kako to nazivlje Church [14]) ponegdje biti viša
od 1, što je glavno formalno razlikovno obilježje razgranatih spram jednostavnih teorija tipova.
Toliko o osnovnoj filozofijskoj motivaciji za kumulativnu intenzionalnu razgranatu teoriju
tipova. Puno je toga što bi se opravdano moglo smatrati spornim u površnoj filozofijskoj analizi
danoj gore. No, kako smo više puta ponovili, u ovom nam je poglavlju cilj tek formalnim sred-
stvima artikulirati odred¯eni pogled na intenzionalne predmete, ne taj pogled pokušati filozofijski
obraniti.
Kao što je cˇesto slucˇaj, u formalizaciji teorije tu i tamo c´emo se nac´i pred izborom iz-
med¯u nekoliko moguc´nosti. U tim slucˇajevima, kratko c´emo se zaustaviti i pokušati opravdati
naš izbor. Ponegdje c´e taj izbor biti vod¯en pozadinskim filozofijskim razmatranjima, ponegdje
puko tehnicˇkim razlozima. No, kako je svrha naše formalizacije testirati odred¯ene metafizicˇke
poglede, najcˇešc´e c´emo odabirati ona rješenja za koja nam se ucˇini da bolje odražavaju nefor-
malne ideje o intenzionalnim predmetima. Gdje ocˇite filozofijske razlike nema, odabirat c´emo
ona koja nam se ucˇine tehnicˇki jednostavnijima.
3.2 Jezik LKIRTT
Zapocˇnimo definicijom reda. Kako u KIRTT-u imamo posla samo s jednomjesnim prirocˇnim
slovima i apstraktima, ne moramo tipove razlikovati prema mjesnosti i stoga umjesto o tipovima
možemo jednostavno govoriti samo o redovima.
Definicija 1. (Red)
0, 1, 2, ... su redovi.
ω je red.
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Kao sintakticˇke varijable za redove rabit c´emo ‘t’ i ‘u’, ponegdje s donjim pokazateljem. Red
varijabla i konstanata bit c´e naznacˇen gornjim pokazateljem na varijabli, odnosno konstanti.
Neformalno, 0 je red pojedinacˇnosti, 1 red svojstava prvoga reda (tj. svojstava pojedinacˇnosti),
2 red svojstava drugoga reda (tj. svojstava svojstava prvoga reda i pojedinacˇnosti) itd. Ideja je
da se svojstvo reda t može odnositi na predmete reda u, za u < t. To nam omoguc´uje uvesti
red ω, red svojstava koje možemo, možda pomalo pretenciozno, nazvati eideticˇkim ili transcen-
dentalnim svojstvima, a koja mogu pripadati predmetima svakoga konacˇnoga reda. Ocˇito, o ω
redu morat c´emo još dosta toga kazati, ali to c´e morati pricˇekati dok detaljnije ne opišemo jezik
LKIRTT.
Definicija 2. (Rjecˇnik jezika LKIRTT)
Rjecˇnik jezika LKIRTT sastoji se od sljedec´ih znakova:
1. prebrojivo mnogo varijabla za svaki red,
2. prebrojivo mnogo konstanata za svaki red,
3. poveznika¯ ¬ i ∨,
4. djelatelja¯ ∀ i λ,
5. pomoc´nih znakova (, ), ., 〈 i 〉.
Kao varijable jezika LKIRTT rabit c´emo ‘x’, ‘y’ i ‘z’, kao konstante ‘c’, ‘d’ i ‘e’, s donjim po-
kazateljima ili bez njih i uvijek s gornjim pokazateljem reda. Neformalno c´emo kao konstante
koristiti i druga mala latinicˇna slova, po potrebi i cijele rijecˇi. Kao sintakticˇke varijable za va-
rijable i konstante jezika rabit c´emo podebljana mala latinicˇna slova, s donjim pokazateljima i
pokazateljima reda ili bez njih, npr. ‘x’, ‘yt1’, ‘c’, ‘d
u’ i sl. Metavarijable za formule bit c´e nam
‘φ’ i ‘ψ’, ponegdje s donjim pokazateljima. Kako je uobicˇajeno – i kako smo, uostalom, vec´
pokazali na primjerima u prethodnome odsjecˇku – znakovi i nizovi znakova jezika LKIRTT, npr.
formule, u metajeziku imena su sebe samih.
Oznake i formule moramo, kao i u drugim teorijama tipova, zbog njihove uzajamne defini-
cijske ovisnosti, definirati zajedno.100
100Uocˇimo samo da su oznake (terms) ovdje odred¯ena vrsta izraza našega jezika (varijable, konstante i apstrakti),
dok smo u prethodnome poglavlju, slijedec´i Russella, ‘oznaka’ rabili za stvari i pojmove koji su sastavnice stavaka,
tj. za predmete same.
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Definicija 3. (Oznaka)
1. Svaka varijabla xt oznaka je reda t.
2. Svaka konstanta ct oznaka je reda t.
3. Ako je xt varijabla reda t, a φ formula reda u, 〈λxt.φ〉 je oznaka reda k + 1, gdje je
k = max(t, u).
Definicija 4. (Formula)
1. Ako je xt varijabla reda t, τu oznaka reda u i u < t, onda je xt(τu) formula.
2. Ako je ct konstanta reda t, τu oznaka reda u i u < t, onda je ct(τu) formula.
3. Ako je φ formula, xt varijabla reda t, τu oznaka reda u i u ≤ t, onda je 〈λxt.φ〉(τu) formula.
4. Ako su φ i ψ formule, onda su ¬φ i (φ ∨ ψ) formule.
5. Ako je φ formula, onda je ∀xtφ formula.
Red formule najviši je red oznake u formuli.
Metavarijable za oznake bit c´e nam ‘τ ’ i ‘υ’, s donjim pokazateljima i pokazateljima reda ili
bez njih. Oznake oblika 〈λxt.φ〉 zvat c´emo ‘prirocˇni apstrakti’ (takod¯er i ‘λ-apstrakti’ ili samo
‘apstrakti’), a varijable vezane djelateljem λ ‘apstraktne varijable’.
Obratimo pažnju na 3. tocˇku definicije 3. Prema njoj, za svaku danu formulu φ konacˇnoga
reda postoji oznaka 〈λxt.φ〉. Oznaku 〈λxt.φ〉 neformalno možemo shvatiti kao ime svojstva “biti
predmet koji je reda manjega ili jednakoga redu t i koji zadovoljava formulu φ”. U izradi mo-
dela za KIRTT opisat c´emo funkciju koja svakomu apstraktu pridružuje odgovarajuc´i predmet.
Apstrakti u sustavu KIRTT stoga vrše istu ulogu koju u nekim sustavima vrši prikladna aksi-
omatska shema sadržaja: osiguravaju da za svaku formulu (koja zadovoljava odred¯ene uvjete)
postoji odgovarajuc´i predmet specificiran tom formulom.101
Primijetimo da red apstrakta 〈λxt.φ〉 nije odred¯en samo redom varijable vezane djelateljem
λ, vec´ i redom formule φ. Obicˇno želimo da λ veže varijablu koja je slobodna u φ i tada je red
apstrakta za jedan vec´i od reda formule φ. (Red je definiran opc´enitije jer dopuštamo, kao i u
slucˇaju praznoga pokolicˇavanja, da se xt ne nalazi u φ i da red apstraktne varijable nadvisuje
red formule.) U svakome slucˇaju, red apstrakta nadvisuje red bilo koje oznake u formuli φ i
stoga, kako c´emo vidjeti u opisu semantike za KIRTT, predmet oznacˇen njime ne može biti
101Usp. Fitting [21, str. 3].
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vrijednost varijabla koje se nalaze u formuli. Ocˇita je posljedica toga predikativnost sustava
KIRTT: predmet oznacˇen λ-apstraktom i “definiran” odgovarajuc´om formulom φ ne može biti
u podrucˇju pokolicˇavanja kolicˇitelja pomoc´u kojih je specificiran, tj. koji se nalaze u φ.
Primijetimo takod¯er da je, prema definiciji, red apstrakta uvijek strogo vec´i od reda formule
φ i time strogo vec´i od reda svake oznake u formuli, neovisno radilo se o vezanoj varijabli,
slobodnoj varijabli ili konstanti. Na primjer, ako jem1 pojam “mudrost”, apstrakt 〈λx0.m1(x0)〉,
tj. pojam “biti pojedinacˇnost koja ima svojstvo mudrosti”, predmet je reda 2, a ne 1. To svakako
odstupa od Russellove neformalne tipologije u Principia Mathematica, kao i od tipologija onih
formalizacija teorije tipova koje su vjernije Russellovim idejama.
Pojasnimo ukratko u cˇemu je stvar. Naši su apstrakti “imena” atributa. Ti atributi donekle od-
govaraju Russellovim stavacˇnim funkcijama, realisticˇki shvac´enima. Radi jednostavnosti, pret-
postavimo da su stavacˇne funkcije izvanjezicˇni entiteti. Russell u Principia nema formalni me-
hanizam nominalizacije formula, ali u uvodu neformalno rabi cirkumfleks iznad varijable otpri-
like u smislu u kojem mi rabimo λ. Tako Russellovo φxˆ odgovara našem apstraktu 〈λx0.φ〉, kao
oznaka za odgovarajuc´i atribut ili stavacˇnu funkciju. U Russellovoj tipologiji, apstrakt formule
oznacˇava entitet (tj. stavacˇnu funkciju) koji je višega reda od najvišega reda vezanih varijabla
u formuli. Razlog je, naravno, nacˇelo porocˇnoga kuga: “Što god ukljucˇuje vezanu varijablu, ne
smije biti med¯u moguc´im vrijednostima te varijable.” [101, str. 204] Med¯utim, red te stavacˇne
funkcije ne mora biti strogo viši od reda svake slobodne varijable ili konstante u formuli. Pre-
ciznije, red stavacˇne funkcije može biti jednak najvišemu redu slobodne varijable ili konstante
u formuli – naravno, ako red nijedne vezane varijable u formuli nije tom redu jednak ili viši od
njega. Razlog je to što slobodne varijable i konstante, za razliku od vezanih varijabla, tj. razliku
od pokolicˇavanja, ne pretpostavljaju nikakvu “sveukupnost” kojoj stavacˇna funkcija u pitanju
ne bi smjela pripadati.102
Za primjer, red apstrakta 〈λx0.m1(x0)〉 u Russellovoj bi tipologiji bio 1, dok bi apstrakt
〈λx0.∀y1y1(x0)〉 bio reda 2. Prema našoj definiciji, red je tih obaju apstrakata 2. Drugim rije-
cˇima, definicija oznake, u odred¯ivanju reda apstrakta – kao ni definicija formule, u odred¯ivanju
reda formule – nije osjetljiva na razlike u formuli φ izmed¯u vezanih varijabla s jedne i slobod-
nih varijabla i konstanata s druge strane. Jedan je razlog za to jednostavnost naše definicije reda
apstrakta, iako je time, u odred¯enom smislu, naš kriterij smislenosti zahtjevniji od onoga što ga
102Vidi npr. aksiomatske sheme sadržaja u Churchovoj formalizaciji Russellove razgranate teorije tipova [14, str.
750].
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postavlja nacˇelo porocˇnoga kruga sámo. Drugi je razlog to što se, prema neformalnoj metafizicˇ-
koj slici intenzionalnih entiteta opisanoj u prethodnom odsjecˇku, cˇini, kao prvo, da bi pojmovi
oznacˇeni nominaliziranom formulom morali kao “sastavnice” svojega sadržaja imati pojmove
oznacˇene oznakama u toj formuli i, kao drugo, da bi u nekakvoj intenzionalnoj hijerarhiji po-
jam morao zauzimati razlicˇit položaj od onoga koji zauzimaju njegove sastavnice. Red apstrakta
stoga bi morao biti viši od reda bilo koje konstante u pratec´oj formuli.
Formule oblika τ(υ), tj. formule tvorene prema pravilima 1. – 3. definicije 4, nazivat c´emo
‘atomarne formule’. Poveznici koji nisu dio osnovnoga rjecˇnika i opstojni kolicˇitelj definiraju
se na standardni nacˇin. Takod¯er pretpostavljamo standardnu definiciju slobodnih i vezanih po-
javaka varijabla. Cˇesto c´emo, ne prijeti li višeznacˇnost, neformalno umjesto ‘pojavak varijable’
pisati jednostavno ‘varijabla’.
Definicija 5. (Stupanj oznake ili formule)
Stupanj oznake ili formule jest broj pojavaka poveznika¯ i djelatelja¯ koje ta oznaka ili formula
sadrži.
Definicija 6. (Zatvorena oznaka)
Zatvorena oznaka jest oznaka koja ne sadrži slobodne pojavke varijabla. Otvorena je oznaka
ona koja nije zatvorena.
Definicija 7. (Iskaz)
Iskaz je formula koja ne sadrži slobodne pojavke varijabla. Otvorena formula je formula koja
nije iskaz.
Pogledamo li sada naše definicije, vrijedi uocˇiti nekoliko stvari. KIRTT sadrži maksimalan
red, red ω. Naravno, mogli smo uopc´e ne uvesti red ω. Ništa što smo do sada kazali, kao ni
definicije oznake i formule, ne ovisi o tome imamo li u jeziku oznake beskonacˇnoga reda. U
odred¯enom smislu, teorija tipova bez beskonacˇnoga reda ima prednosti – ako ništa, cˇini se
tehnicˇki jednostavnijom i izbjegava nezgodno pitanje kako razumjeti svojstva beskonacˇnoga
reda. Takod¯er izbjegava ocˇito pitanje zašto, ako vec´ dopuštamo red ω, ne poopc´imo definiciju
reda uvevši redove za svaki redni broj, tj. zašto ne poopc´imo naš sustav na transfinitnu teoriju
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tipova. Sustav koji bi dopuštao samo konacˇne redove mogli bismo možda shvatiti kao bliži,
prisjetimo li se Gödelova razlikovanja dviju koncepcija pojma, “konstruktivisticˇkomu” nego
“realisticˇkomu” shvac´anju pojmova. Ne racˇunajuc´i kumulativnost, odgovaralo bi to otprilike
logici Principia bez aksiomatske sheme svedljivosti.
Med¯utim, upravo nam kumulativnost dopušta uvesti oznake i formule reda ω. Naime, u
nekumulativnim je teorijama τ t(υu) formula samo ako je t = u + 1, a kako ω nije sljedbenik,
τω(υu) ne bi bilo formula niti za jedan u. Kako u kumulativnoj teoriji razlika izmed¯u t i u može
biti proizvoljno velika, nacˇelno možemo uvesti i oznake beskonacˇnoga reda i tada bi, prema
našoj definiciji formule, izraz τω(υu) doista bio formula. No pitanje je sada imamo li ikakvo
bilo tehnicˇko bilo filozofijsko opravdanje za uvod¯enje reda ω. Odgovor je: “Možda.”
Varijable reda ω omoguc´it c´e nam kvantifikaciju nad svim predmetima i time – iako samo
djelomicˇno – preuzeti ulogu koju u Principia ima mehanizam sustavne višeznacˇnosti. Takod¯er,
i povezano s tim, pomoc´u ω-varijabla možemo na vrlo prirodan nacˇin definirati istovjetnost:
τ t = υu ↔def ∀xω(xω(τ t)↔ xω(υu)).
Gornja definicija, uz tumacˇenje kolicˇitelja koje c´emo dati u iduc´emu odsjecˇku, znacˇi da su dva
predmeta istovjetna ako i samo ako su im zajednicˇka sva svojstva. Usporedimo to s uobicˇajenom
definicijom u nekumulativnim teorijama:
τ t = υt ↔def ∀xt+1(xt+1(τ t)→ xt+1(υt)).
Prednost je prve definicije dvostruka. Kao prvo, njome relaciju istovjetnosti definiramo za bilo
koja dva predmeta reda manjega od ω, a ne samo za predmete istoga reda. Da dva predmeta
moraju biti istoga reda da bi bila istovjetna, nije eksplicitno stipulirano definicijom, ali slijedi
iz nje.103 Kao drugo, istovjetnost se definira referiranjem na sva svojstva, a ne samo na svojstva
neposredno višega reda. Prva je definicija stoga bliža punokrvnu leibnizovskomu shvac´anju
103Med¯utim, dvopogodbu u prvoj definiciji ne možemo zamijeniti pogodbom kao u drugoj definiciji. Da bismo
vidjeli zašto je tomu tako, uzmimo najprije da su τ t i υu zatvorene oznake i pretpostavimo da je t > u. Tada, ako
se τ t i υu slažu u svim svojstvima reda vec´ega od t, slijedi τ t = υu. Naime, za svako vrjednovanje koje varijabli
xω pridružuje predmet reda vec´ega od u, a manjega ili jednakoga redu t, xω(τ t) neistinito je pa bi cijela pogodbena
formula bila istinita. Med¯utim, pretpostavimo sad da je t < u. Za svako vrjednovanje koje varijabli xω pridružuje
predmet reda vec´ega od t, a manjega ili jednakoga redu u, takvo da je xω(τ t) istinita formula, formula xω(υu)
neistinita je pa je i cijela pogodbena formula neistinita. Dakle, τ t 6= υu. Slijedi da istovjetnost, tako definirana, ne
bi bila simetricˇna relacija. Preciznu definiciju istinitosti formula tek c´emo dati u iduc´emu odsjecˇku, ali argument
se cˇini intuitivno jasnim.
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istovjetnosti nego druga.104
Primijetimo, med¯utim, da se definicija istovjetnosti odnosi samo na predmete konacˇnoga
reda: izrazi poput ∀xωxω(τω) nisu formule. Opc´enito, iako dopuštamo predmete beskonacˇnoga
reda, definicija formule, zajedno s definicijom reda po kojoj je ω najviši red, ne dopušta priri-
canje svojstava tim predmetima. Oznake reda ω mogu imati funkciju priroka, ali ne i podmeta.
Tehnicˇki je razlog jasan: ne želimo dopustiti samopriricanje i time moguc´nost paradoksa¯ sa-
moodnošenja. No što bi moglo biti filozofijsko opravdanje za to, osim izbjegavanja paradoksa¯?
Opravdanje – ili barem odred¯enu metafizicˇku racionalizaciju – možda bi se moglo nac´i u raz-
matranju odnosa izmed¯u ideja i, nazovimo ih tako, stvari.
KIRTT je zamišljena kao formalna teorija intenzionalnih entiteta, tj. pojmova, svojstava ili
atributa¯. Predmeti reda 0 pojedinacˇnosti su, concreta, ne-pojmovi – predmeti kojima se mogu
priricati svojstva, ali koji se sami ne mogu priricati. Dakako, semantikom dopuštamo posve pro-
izvoljne predmete kao pojedinacˇnosti, ali u neformalnoj intendiranoj semantici predmeti reda 0
predstavljaju, u aristotelovskome žargonu, prve supstancije: Sokrata, Platona, toga i toga kon-
kretnoga konja i sl. (ili što god vec´ prve supstancije bile). Predmeti reda vec´ega od 0 a manjega
od ω svojstva su – svojstva pojedinacˇnosti, svojstva svojstava, itd. Ti se predmeti mogu priri-
cati, no takod¯er im mogu biti priricana svojstva: Sokrat je mudar, mudrost je dobra. Predmete
kojima se mogu priricati svojstva, bili ti predmeti pojedinacˇnosti ili svojstva, nazovimo ‘stvari’.
(Taj je naziv ocˇito etimologijski neprikladan, ali poslužit c´e za naše svrhe.) No što s predmetima
reda ω, koji se, suprotno pojedinacˇnostima, mogu priricati svakoj stvari, ali kojima se ne mogu
priricati neka daljnja svojstva? Predmeti reda ω mogu se možda shatiti kao donekle srodni pla-
tonovskim idejama, u jednoj moguc´oj interpretaciji. Samopriricanje prijeti paradoksima i stoga
se predmeti u našoj teoriji ne mogu priricati samima sebi niti drugim predmetima istoga reda
kao i oni. Vrijedi to za sve predmete pa tako i za ideje, što god one bile. Med¯utim, želimo li
našim sustavom formalno prikazati entitete poput ideja, ne bismo smjeli dopustiti niti da postoje
svojstva višega reda koja se mogu priricati idejama (i predmetima nižih redova). Time bismo,
naime, dobili nešto poput nadideja – drevni problem “trec´ega cˇovjeka” tu odmah pada na pa-
met.105 Ideje stoga uopc´e ne bi smjele biti stvari, ne bi im se smjela moc´i priricati svojstva. To
je ujedno filozofijsko opravdanje za odluku da ne dopustimo redove više od ω. Daljnji su razlog
104Ta prednost, dakako, vrijedi samo u slucˇaju bilo kumulativnih bilo razgranatih teorija. U standardnim jednos-
tavnim nekumulativnim teorijama, predmet za svojstva može imati samo predmete neposredno višega reda i stoga
se potonjom definicijom pokolicˇuje nad svim svojstvima koje predmet uopc´e može imati.
105Vidi npr. Vlastos [120] za utjecajnu analizu Platonova argumenta trec´ega cˇovjeka u Parmenidu.
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ocˇekivane tehnicˇke komplikacije koje bi donijela transfinitna teorija tipova.
Nažalost, ako bi predmeti reda ω trebali predstavljati platonovske ideje, imamo sada pro-
blem. Taj je problem to što bi se, barem u nekome smislu, ideje doista morale moc´i priricati
same sebi i drugim idejama: ljepota jest lijepa i pravedna, pravednost jest pravedna i lijepa.
Možemo puno toga rec´i o idejama – opet, barem u nekome smislu. U nekome smislu, ideje bi
morale biti stvari. Kako spojiti taj zahtjev s našom teorijom redova i zabranom samopriricanja?
Kako ga spojiti sa zahtjevom da nema ideja iznad ideja? Ideja je sljedec´a: ideje nikada nisu
stvari, ali mogu imati stvari kao svoje “predstavnike” ili “surogate”, predmete koje možemo
shvatiti kao svojevrsne reifikacije ili aproksimacije ideja: svojstva odred¯enoga konacˇnoga reda
koja predstavljaju ili simuliraju ideje. Kada naizgled priricˇemo neko svojstvo ideji, “zapravo”
ga priricˇemo tim postvarenjima ideja, ne idejama samima. Za sada to zvucˇi (i jest) prilicˇno
nejasno, ali tek nakon što opišemo osnovnu semantiku KIRTT-a, moc´i c´emo nešto više kazati
o tome kako formalno artikulirati tu zamisao. Naravno, ne ocˇekujemo da c´e sámo formalno
preciziranje te zamisli nju nekako ucˇiniti plauzibilnijom.
Primijetimo dalje da, iako varijable i konstante (a time i formule) mogu biti reda ω, prirocˇni
apstrakti ne mogu. Red apstrakta uvijek je sljedbenik, bilo reda apstraktne varijable bilo reda
pratec´e formule, i stoga je uvijek konacˇan. Takod¯er, djelateljem λ ne možemo nominalizirati
formulu koja je reda ω. Red apstrakta uvijek je barem za jedan vec´i od reda pratec´e formule, a
ne dopuštamo redove više od ω. Iz istoga razloga, λ ne veže ω-varijable. Formule beskonacˇnoga
reda, drugim rijecˇima, ne specificiraju predmete. Predmete oznacˇene λ-apstraktima možemo
shvatiti kao “složena svojstva”, koja, Russellovim rjecˇnikom, “ukljucˇuju” i “pretpostavljaju”
svojstva oznacˇena oznakama u formuli koju sadrži apstrakt. Kako λ-apstrakt ne može biti reda
ω, to znacˇi da predmete reda ω ne možemo specificirati nekom formulom ili “definirati” pomoc´u
drugih svojstava – predmeti reda ω mogu biti imenovani samo konstantama, ne apstraktima.
Predmeti reda ω utoliko se mogu smatrati “jednostavnima” ili “nesastavljenima” od predmeta
nižih redova. Ta jednostavnost pojmova, moglo bi se argumentirati, u skladu je s onim što bismo
ocˇekivali od ideja.
Jedan od problema s tim što ne možemo napraviti apstrakt formule beskonacˇnoga reda jest to
što, definiramo li istovjetnost na nacˇin predložen gore, ne možemo imati svojstva (tj. predmete)
poput “biti pojedinacˇnost istovjetna s c0” i sl. Naime, kako definicija istovjetnosti u sebi sadrži
ω-varijable, formule poput x0 = c0 beskonacˇnoga su reda i stoga izrazi poput 〈λx0.x0 = c0〉
nisu oznake. Opc´enito, ako formula φ sadrži znak ‘=’, izraz 〈λx.φ〉 nije oznaka jezika LKIRTT.
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Nakon što smo definirali oznake i formule, sljedec´ih nekoliko definicija opisuje operaciju
supstitucije nad izrazima jezika LKIRTT.
Definicija 8. (Supstitucija)
Supstitucija je preslikavanje sa skupa varijabla u skup oznaka jezika LKIRTT, takva da se vari-
jable reda t preslikavaju u oznake reda u, za u ≤ t.
Supstituciju c´emo opc´enito oznacˇavati sa ‘σ’, ponegdje s razlicˇitim pokazateljima. U iduc´oj de-
finiciji uvest c´emo i posebnu notaciju za konacˇnu supstituciju. Ako je x varijabla jezika LKIRTT,
xσ je oznaka koju σ pridružuje varijabli x. Ako je Φ bilo koji izraz jezika LKIRTT, Φσ je iz-
raz koji je rezultat primjene supstitucije σ na Φ, tj. izraz koji dobijemo zamijenivši u Φ svaku
varijablu x oznakom xσ.
Supstitucija, kako smo ju definirali, razlikuje se od supstitucije u nekumulativnim teorijama
time što se varijabla može supstituirati oznakom koja je nižega reda od reda varijable. Definici-
jom formule gramaticˇki smo dopustili da se svojstva reda t mogu priricati predmetima koji su
reda nižega od t−1 pa su tako npr. x3(x1), c4(x0) i 〈λy2.y2(z0)〉(d1) formule. Jednako tako, že-
limo imati pravila dokazivanja kojima c´emo iz formula oblika ∀xt.φ i 〈λxt.φ〉(υu) moc´i izvesti
formule koje su rezultat supstitucije varijable xt u formuli φ oznakom koja je reda manjega od
t. Na primjer, želimo iz ∀x3c4(x3) moc´i izvesti formulu c4(d1), a iz 〈λz3.z3(e0)〉(d2) formulu
d2(e0). Stoga supstitucija mora biti definirana na nacˇin koji c´e to dopustiti.
Slijedi sada nekoliko standardnih tehnicˇkih definicija koje se ne razlikuju bitno od analog-
nih definicija u jednostavnoj teoriji tipova.
Definicija 9. (Konacˇna supstitucija)
Konacˇna supstitucija {x1/τ1, ..., xn/τn} jest supstitucija koja konacˇno mnogo varijabli xi pres-
likava u oznake τi, dok za sve ostale varijable y vrijedi y{x1/τ1, ..., xn/τn} = y.
Konacˇnu supstituciju, kako smo ju definirali, cˇesto c´emo rabiti u odsjecˇku 3.4. No opc´enito c´e
nas najviše zanimati supstitucija {xt/τu}, gdje je xt neka varijabla vezana kolicˇiteljem ili pak
apstraktna varijabla. Ta je supstitucija važna za formulaciju pravila¯ dokazivanja.
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Definicija 10. (σx1,...,xn)
Za svaku supstituciju σ, σx1,...,xn je supstitucija takva da, za i ∈ {1, ..., n}, xiσx1,...,xn = xi, dok
za sve ostale varijable y vrijedi yσx1,...,xn = yσ.
Definicija 11. (Supstitucija na oznakama i formulama)
Neka je σ supstitucija. Supstituciju na konstantama, apstraktima i formulama jezika LKIRTT de-
finiramo rekurzivno na sljedec´i nacˇin:
1. cσ = c.
2. 〈λx.φ〉σ = 〈λx.φσx〉.
3. τ(υ)σ = τσ(υσ).
4. [¬φ]σ = ¬[φσ].
5. (φ ∨ ψ)σ = (φσ ∨ ψσ).
6. [∀xφ]σ = ∀x[φσx].
Smisao uglatih zagrada u prethodnoj definiciji trebao bi biti dovoljno jasan. Ta definicija, za-
jedno s njoj prethodec´om, kaže da nas zanimaju samo one supstitucije koje u oznakama i for-
mulama supstituiraju slobodne varijable, dok vezane ostavljaju netaknutima. Stavak koji slijedi
opc´enita je tvrdnja o ponašanju supstitucije i ne ovisi o posebnostima jezika LKIRTT.
Stavak 1. Neka su σ i σ′ supstitucije.
1. Ako za svaku varijablu x slobodnu u oznaci τ vrijedi xσ = xσ′, onda τσ = τσ′.
2. Ako za svaku varijablu x slobodnu u formuli φ vrijedi xσ = xσ′, onda φσ = φσ′.
Dokaz. Indukcijom po stupnju oznake i formule. Pretpostavimo da stavak vrijedi za sve oznake
i formule stupnja manjega od k i dokažimo zatim da vrijedi i za oznake i formule stupnja k.
1. 1. Neka je τ oznaka stupnja k = 0. Ako je τ neka varijabla x, x je slobodna pa, prema
pretpostavci, xσ = xσ′. Ako je τ neka konstanta c, cσ = c = cσ′.
Neka je τ oznaka stupnja k 6= 0. Tada je τ neki λ-apstrakt 〈λx.φ〉. Primijetimo da, ako se
σ i σ′ slažu u svim slobodnim varijablama u 〈λx.φ〉, onda se σx i σ′x slažu u svim slobodnim
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varijablama u φ. Stoga, 〈λx.φ〉σ = 〈λx.φσx〉 = 〈λx.φσ′x〉 = 〈λx.φ〉σ′.
1. 2. Neka je φ formula stupnja k. Prema tvorbenim pravilima za formule, φ može imati cˇetiri
oblika: τ(υ), ¬ψ, (ψ1 ∨ ψ2) i ∀xψ. Dokazat c´emo tvrdnju za atomarne i pokolicˇene formule.
Dokaz ostalih slucˇajeva slijedi isti obrazac.
Neka je φ = τ(υ). Oznake τ i υ stupnja su ≤ k, a dokazali smo gore da 1. tocˇka stavka
vrijedi za sve oznake stupnja ≤ k. Stoga imamo τ(υ)σ = τσ(υσ) = τσ′(υσ′) = τ(υ)σ′.
Neka je φ = ∀xψ. Formula ψ tada je stupnja < k pa za nju, prema induktivnoj hipotezi,
vrijedi 2. tocˇka stavka. Takod¯er, ako se σ i σ′ slažu za sve slobodne varijable u ∀xψ, onda se σx i
σ′x slažu za sve slobodne varijable u ψ. No tada vrijedi [∀xψ]σ = ∀x[ψσx] = ∀x[ψσ′x] = [∀xψ]σ′.
Dokazali smo time korak indukcije, iz cˇega stavak slijedi za sve oznake i formule uLKIRTT.
Definicija 12. (Slobodna supstitucija)
1. σ je slobodna za varijablu ili konstantu.
2. σ je slobodna za 〈λx.φ〉 akko su zadovoljena sljedec´a dva uvjeta: (i) σx je slobodna za φ; (ii)
ako je y bilo koja varijabla slobodna u 〈λx.φ〉, onda yσ ne sadrži slobodan pojavak varijable
x.
3. σ je slobodna za τ(υ) akko je slobodna za τ i slobodna za υ.
4. σ je slobodna za ¬φ akko je slobodna za φ.
5. σ je slobodna za (φ ∨ ψ) akko je slobodna za φ i slobodna za ψ.
6. σ je slobodna za ∀xφ akko su zadovoljena sljedec´a dva uvjeta: (i) σx je slobodna za φ; (ii)
ako je y bilo koja varijabla slobodna u ∀xφ, onda yσ ne sadrži slobodan pojavak varijable x.
Naredna je definicija važna promjena spram nekumulativne teorije tipova. Kako je KIRTT
kumulativna teorija, pravila dokazivanja (tj. prikladne inacˇice pravila za iskljucˇenje opc´ega ko-
licˇitelja i β-konverzije) morala bi dopustiti da iz formula oblika ∀xt.φ i 〈λxt.φ〉(υu) možemo
izvesti formulu φ{xt/υu} cˇak i ako je u < t. Med¯utim, kako smo vec´ spomenuli govorec´i
o kumulativnosti, imamo tada ocˇit problem, koji se ne javlja u nekumulativnim teorijama. U
nekumulativnim je teorijama 〈λxt.φ〉(υu) formula ako i samo ako je u = t i stoga, ako je φ
formula, φ{xt/υu} takod¯er je formula: raspored pokazatelja¯ redova u izrazu dobivenome sups-
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titucijom nije promijenjen. Problem je što u kumulativnoj teoriji, ako je u razlicˇit od t, nemamo
jamstvo da izraz φ{xt/υu} zadovoljava definiciju formule. Na primjer, iako je, prema defi-
niciji, 〈λx3.x3(x1)〉(c0) formula, β-konverzija ocˇito ne vrijedi jer c0(x1) nije formula. Stoga
c´emo u formulaciji naših pravila dokazivanja morati izricˇito zahtijevati da φ{xt/υu} slijedi iz
〈λxt.φ〉(υu) samo ako je φ{xt/υu} doista formula. Drugim rijecˇima, samo ako je {xt/υu} “pri-
mjerena” vrsta supstitucije.
Definicija 13. (Primjerena supstitucija)
Neka je σ supstitucija i neka je φ formula jezika LKIRTT. Kažemo da je σ primjerena za φ akko
su zadovoljena sljedec´a dva uvjeta:
1. σ je slobodna za φ,
2. φσ je formula.
Kažemo da je supstitucija σ primjerena za apstrakt 〈λx.φ〉 akko je σx primjerena za formulu φ.
Za kraj ovoga odsjecˇka, uocˇimo da možemo, ako bismo htjeli naglasiti da je KIRTT razgra-
nata, a ne jednostavna teorija tipova, lako povuc´i razliku izmed¯u reda i tipa u našim definicijama.
Tip oznake mogli bismo definirati na sljedec´i nacˇin: tip varijabla i konstanata njihov je red; tip
apstrakta 〈λxt.φ〉 je t+1. Atomarne formule tada bismo mogli definirati ovako: ako je τ t oznaka
tipa t, υu oznaka reda u i u < t, τ t(υu) je formula. Relevantnu razliku izmed¯u tipa i reda imamo
samo u slucˇaju λ-apstrakta: tip apstrakta odred¯en je redom varijable vezane djelateljem λ, dok
red apstrakta, kako c´emo vidjeti u sljedec´em odsjecˇku, naznacˇuje red predmeta oznacˇenoga
apstraktom. Analogno je to razlici izmed¯u tipa i reda stavacˇne funkcije u Russellovoj teoriji
tipova, gdje nam pokazatelj tipa govori što su argumenti funkcije, tj. koje su moguc´e vrijed-
nosti slobodnih varijabla, a red pokazuje razinu kvantifikacije ili, možemo tako rec´i, ontološko
ustrojstvo stavka pridruženoga argumentu. Kako je u jednostavnoj monadicˇkoj teoriji kakva je
KIRTT sve definicije jednostavno formulirati rabec´i samo pojam reda, nema potrebe za ekspli-
citnim uvod¯enjem tipova. No, kako vidimo iz predložene alternativne formulacije tvorbenoga
pravila za atomarne formule, razlika izmed¯u reda i tipa implicitno jest prisutna u našim tvorbe-
nim pravilima. Poopc´enjem KIRTT-a na teoriju relacija, tj. dopuštanjem višemjesnih priroka,
razlika izmed¯u tipa i reda postaje puno važnija.
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3.3 Semantika
Opišimo sada osnovnu semantiku za KIRTT. Središnja definicija bit c´e tu definicija kumulativ-
noga poopc´enoga Henkinova okvira za naš jezik. Nakon što damo formalnu definiciju, opisat
c´emo što je intendirana neformalna semantika i kako se odnosi spram formalne definicije.
Definicija 14. (Okvir)
StrukturaM = 〈H, I, E〉 kumulativni je poopc´eni Henkinov okvir za jezikLKIRTT ako struktura
zadovoljava sljedec´e uvjete:
1.H je funkcija domena koje je skup redova.
2. Za svaki red t,H(t) je neki neprazan skup predmeta.
3. Ako je ct konstanta reda t, I(ct) ∈ H(t).
4. Za svaki red t, E je funkcija koja svakomu cˇlanu skupa H(t) pridružuje neki cˇlan skupa
℘ ∪0≤u<t H(u).
SkupoveH(t) nazivat c´emo ‘Henkinove domene’. Za Henkinovu domenuH(t) kažemo da ima
red t.
Dakle, funkcija H svakomu redu pridružuje neki skup proizvoljnih predmeta. U “obicˇnim”
Henkinovim modelima, H redovima (za t > 0) pridružuje odgovarajuc´e skupove skupova, ali
nama je namjera imati model u kojem c´e vrijednosti varijabla, tj. cˇlanovi Henkinovih domena
H(t), biti intenzionalni predmeti – pojmovi, svojstva ili atributi – ne skupovi. Stoga zahtijevamo
samo da jeH(t) neprazan skup bilo kojih predmeta. No, intendirana neformalna semantika jest
da je skupH(0) skup pojedinacˇnosti,H(1) skup svojstava pojedinacˇnosti,H(2) skup svojstava
svojstava, itd.
I je tumacˇenje, funkcija koja svakoj konstanti jezika pridružuje predmet iz odgovarajuc´e
Henkinove domene H(t) kao njezino “znacˇenje”. Neformalno, I nam kaže da konstante reda
0 oznacˇavaju pojedinacˇnosti, konstante reda 1 svojstva pojedinacˇnosti, itd. Uvjeti 1. – 3. zajed-
nicˇki su svim poopc´enim (tj. intenzionalnim) Henkinovim okvirima. Kumulativnost izražavamo
pomoc´u uvjeta 4.
Ideja je da funkcija E svakomu svojstvu ili pojmu, tj. svakom cˇlanu odgovarajuc´e Henkinove
domene, pridružuje njegovu ekstenziju, skup stvari na koje se taj pojam odnosi. Domena H(0)
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skup je pojedinacˇnosti, a ne pojmova, i stoga E nije definirana na H(0). Svojstvima prvoga
reda, cˇlanovima domeneH(1), tj. svojstvima pojedinacˇnosti, funkcija E , ocˇekivano, pridružuje
skupove pojedinacˇnosti, cˇlanove skupa ℘H(0). U nekumulativnim intenzionalnim teorijama
tipova, funkcija ekstenzije predmetima iz skupaH(2) pridruživala bi elemente skupa ℘H(1), tj.
ekstenzije svojstava drugoga reda bili bi skupovi cˇiji su svi cˇlanovi svojstva prvoga reda. No u
kumulativnoj teoriji želimo moc´i svojstva drugoga reda priricati, kako svojstvima prvoga reda,
tako i pojedinacˇnostima. Zbog toga svakomu cˇlanu domene H(2) pridružujemo kao ekstenziju
neki podskup skupaH(0)∪H(1). Analogno, naravno, za predmete trec´ega i viših redova. Stoga
4. uvjet u gornjoj definiciji okvira.
Prije nego nastavimo s opisom semantike za KIRTT, uvedimo korisnu dodatnu notaciju:
Definicija 15. (Podrucˇje intenzija)
Podrucˇje intenzija Int(t) za red t u okviruM = 〈H, I, E〉 definiramo kao uniju svih Henkino-
vih domena reda manjega ili jednakoga t, tj. Int(t) = ∪0≤u≤tH(u).
Cˇlanovi skupa Int(t) svi su predmeti koji su reda manjega ili jednakoga t. Int(t) stoga nazi-
vamo i kumulativnom Henkinovom domenom reda t. Elemente skupa Int(t) oznacˇavat c´emo s
‘O’, s pokazateljima ili bez njih.
Definicija 16. (Podrucˇje ekstenzija)
Podrucˇje ekstenzija Ext(t) za red t u okviruM = 〈H, I, E〉 definiramo kao skup svih skupova
koji kao elemente sadrže samo predmete Henkinovih domena koje su reda strogo manjega od t,
tj. Ext(t) = ℘ ∪0≤u<t H(u).
Neformalno, cˇlanovi su skupa Ext(t) sve moguc´e ekstenzije predmeta¯ reda t. Iz definicije i iz
toga što je za svaki t skup H(t) neprazan, ocˇito je da za u < t vrijedi Ext(u) ⊂ Ext(t). S
definicijom podrucˇja ekstenzija, 4. uvjet definicije okvira možemo parafrazirati ovako:
4’. Za svaki red t, E je funkcija koja svakom cˇlanu skupa H(t) pridružuje neki cˇlan skupa
Ext(t).
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Pogledajmo sada jedan moguc´i dodatan uvjet definiciji okvira za LKIRTT, koji bi opisivao
odnos izmed¯u onoga što smo, govorec´i o redu ω, nazvali idejama i stvarima:
5∗. Za svaku konstantu ct, E(I(ct)) = E(I(cω)) ∩ ∪0≤u<tH(u).
Prema tome uvjetu, konstanta cω oznacˇavala bi ideju, predmet beskonacˇnoga reda, dok bi ct,
za svaki t < ω, oznacˇavala njezinu “reifikaciju” ili “aproksimaciju” u domeni H(t). Ideje bi u
svojemu opsegu mogle sadržavati bilo koje stvari (no ne i ideje), dok bi opsezi njihovih reifi-
kacija bili podskupovi opsega ideje, na taj nacˇin da se pojam I(ct) odnosi na sve i samo one
predmete iz skupa ∪0≤u<tH(u), tj. na sve i samo one predmete iz domena pridruženih redovima
manjima od t, na koje se odnosi i ideja I(cω). Drugim rijecˇima, imali bismo prikladnu relaciju
monotonosti izmed¯u ekstenzija predmeta¯ I(ct).106
Na primjer,mudrostω, ljepotaω, pravednostω i sl. bile bi ideje, dok bimudrost1,mudrost2,
ljepota4 itd. bile njihove reifikacije. Sve što bi imalo svojstvo mudrost1, imalo bi i svojstvo
mudrost2, ..., mudrostω. Svi predmeti reda t koji imaju svojstvo mudrostω, imali bi i svojstvo
mudrostt+1, no, naravno, ne i svojstvo mudrostt. Ideje se, kao ni bilo što drugo, ne bi mogle
priricati niti samima sebi niti drugim idejama, ali bilo bi sasvim legitimnomudrostω(mudrost1),
pravednostω(ljepota1), ljepota3(pravednost2) itd. Taj bi prijedlog možda mogao biti rješe-
nje kojim bismo donekle pomirili teoriju tipova sa zahtjevom da se ideje u nekom smislu mogu
priricati same sebi i drugim idejama, a da ujedno ne postoji nešto poput nadideja.
Kako bilo, uvjet 5∗, kako je formuliran, prejak je i ne c´emo ga ukljucˇiti u definiciju okvira
za LKIRTT. Naime, želimo dopustiti da postoje svojstva koja nemaju svoj analogon med¯u svoj-
stvima drugih redova i da konstante mogu oznacˇavati ta svojstva. Pripisati mudrosti svojstvo
crvenosti, na primjer, ili svojstvo protežnosti, možda nije samo neistinito, vec´ i (metafizicˇki)
besmisleno.
Med¯utim, želimo li uvesti svojstva koja zadovoljavaju nešto poput uvjeta 5∗, možemo to,
za svako pojedino svojstvo, ucˇiniti posebnim aksiomima i prikladnim posebnim dodatcima u
definiciji okvira. Na primjer, takav bi pristup mogao pružiti alternativu leibnizovskoj definiciji
istovjetnosti.
106To jest, za svaku konstantu c, i svaki t i u, ako u < t, onda E(I(cu)) ⊆ E(I(ct)). No takod¯er bi vrijedilo da,
ako t1 < t2, E(I(ct1)) = E(I(ct2)) ∩ ∪0≤u<t1H(u). Ekstenzija konstante cω bila bi, naravno, ∪0≤t<ωE(I(ct)).
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Govorec´i gore o motivaciji za KIRTT, vidjeli smo da je problem s predloženom kumula-
tivnom definicijom istovjetnosti to što, prema definiciji oznake, ne bismo mogli imati apstrakte
koji sadrže definirani simbol za istovjetnost. Naime, kumulativna definicija istovjetnosti sadrži
varijable reda ω, a formule beskonacˇnoga reda ne možemo nominalizirati pomoc´u djelatelja λ
jer bi, zbog razgranatosti (tj. zbog nedopuštanja impredikativnosti u KIRTT-u), red apstrakta
morao nadvisivati red formule, a ω je maksimalan red. S druge strane, nekumulativna definicija
istovjetnosti, tj. definicija prema kojoj su dva predmeta istoga reda istovjetna ako i samo ako su
im zajednicˇka sva svojstva neposredno višega reda, u kumulativnoj nam teoriji nije od pomoc´i.
U nekumulativnoj teoriji predmetima reda tmogu se priricati samo predmeti reda t+1 i stoga je
nekumulativna definicija sasvim primjerena. No, u kumulativnoj teoriji dva predmeta reda t na-
cˇelno mogu imati zajednicˇka sva svojstva reda t+ 1, ali razlikovati se prema svojstvima redova
viših od t+ 1. Stoga je nekumulativna definicija nezadovoljavajuc´a za sustav poput KIRTT-a.
No, umjesto leibnizovske definicije istovjetnosti, moguc´e je istovjetnost uvesti na sljedec´i
nacˇin. Proširimo jezik LKIRTT prebrojivim brojem dvomjesnih konstanti, npr. =1, =3, ..., =ω.
Definiciji formule dodajmo uvjet da, ako su τ t1 i υt2 oznake, onda je τ t1 =u υt2 formula za
svaki u > t1, t2. Nazovimo tako dobiveni jezik ‘L=KIRTT’. U definiciji okvira za L=KIRTT, prik-
ladno preinacˇimo definiciju okvira za LKIRTT i dodajmo sljedec´a dva uvjeta:
(i) E(I(=t)) = {〈O,O〉 |O ∈ Int(t− 1)}, za svaki t < ω,
(ii) E(I(=ω)) = ∪E(I(=t)).
Ocˇito neformalno razumijevanje jest da je I(=ω) ideja istovjetnosti, koja se odnosi na sve pred-
mete konacˇnoga reda. I(=t) njezina je reifikacija reda t; ona se odnosi na sve predmete koji
su reda manjega od t. Iako formula φ u prirocˇnome apstraktu 〈λx.φ〉 ne bi mogla sadržavati
=ω, apstrakti cˇije pratec´e formule sadrže simbole istovjetnosti konacˇnih redova, poput npr.
〈λx0.〈λz4.z4 =5 x0)〉(=3)〉, bili bi dopušteni. Na slicˇan nacˇin kao s istovjetnošc´u, možemo
postupiti i u slucˇaju drugih ideja.107
Definicija okvira dala nam je znacˇenje za konstante našega jezika. Definirajmo sada znacˇe-
107U formalnoj teoriji intenzionalnih entiteta koja kao predmete u domenama ne bi imala (samo) pojmove, vec´
(takod¯er i) stavke razlicˇitih redova, mogli bismo uvesti poseban djelatelj apstrakcije koji bi nominalizirao formule
u imena stavaka, a ¬ i ∨ (i druge poveznike) shvatiti, kao npr. Russell u svojoj supstitucijskoj teoriji, ne kao
recˇenicˇne poveznike vec´ kao oznake za relacije izmed¯u entiteta (tj. stavaka). Tada bismo mogli uvesti ¬ω i ∨ω
analogno predloženomu nacˇinu za uvod¯enje =ω .
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nje i ostalih oznaka.
Definicija 17. (Vrjednovanje varijabla)
Funkcija v vrjednovanje je varijabla u kumulativnome poopc´enome Henkinovu okviru
M = 〈H, I, E〉 za jezikLKIRTT akko v svakoj varijabli reda t pridružuje neki cˇlan skupa Int(t).
Definicija 18. (Inacˇica vrjednovanja varijabla)
Funkcija w inacˇica je vrjednovanja varijabla v s obzirom na varijablu x akko je w vrjednovanje
varijabla koje se od v razlikuje najviše po tome što w(x) 6= v(x).
Drugim rijecˇima, ako vrjednovanje w svakoj varijabli, osim možda x-u, pridružuje istu vrijed-
nost kao i vrjednovanje v, w je inacˇica vrjednovanja v s obzirom na x. Skrec´eno c´emo kazati da
je w x-inacˇica od v. Ocˇito, ako je w x-inacˇica od v, onda je i v x-inacˇica od w.
Definicija 19. (Apstraktno oznacˇavanje)
Funkcija A apstraktno je oznacˇavanje u kumulativnome poopc´enome Henkinovu okviru
M = 〈H, I, E〉 za jezik LKIRTT akko A zadovoljava sljedec´a dva uvjeta:
1. Za svako vrjednovanje v uM i za svaki apstrakt 〈λx.φ〉 reda t jezika LKIRTT,
A(v, 〈λx.φ〉) ∈ Int(t).
2. Za svako vrjednovanje v u M i za svaki zatvoreni apstrakt 〈λx.φ〉 reda t jezika LKIRTT,
A(v, 〈λx.φ〉) ∈ H(t).
Razlika izmed¯u 1. i 2. uvjeta u gornjoj definiciji u tome je što u 2. govorimo samo o zatvorenim
apstraktima, tj. apstraktima koji ne sadrže slobodne pojavke varijabla. Neformalno govorec´i,
ako apstrakt ne sadrži slobodne varijable, njegovo je znacˇenje potpuno odred¯eno, tj. ne ovisi
o tome koje predmete pridružujemo slobodnim varijablama. Stoga apstrakt reda t jednostavno
oznacˇuje neko svojstvo reda t, element skupa H(t). Med¯utim, kako vrjednovanje može va-
rijabli pridružiti predmet koji je nižega reda od reda varijable, ako apstrakt sadrži slobodne
varijable, kojega je reda predmet oznacˇen apstraktom, može ovisiti o tome koje predmete vrjed-
novanje pridružuje varijablama. Na primjer, apstrakt 〈λx0.y3(x0)〉 neformalno razumijemo kao
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atribut “biti pojedinacˇnost koja ima svojstvo y3”. No, dok nije odred¯eno znacˇenje varijable
y3, ne znamo o kojem se atributu tocˇno radi niti kojega je ono zapravo reda. Za vrjednovanje
koje varijabli y3 pridružuje predmet I(c3), atribut u pitanju je “pojedinacˇnost koja ima svojstvo
I(c3)”, a njegov je red 4; za vrjednovanje koje varijabli y3 pridružuje predmet I(d1), atribut
je “pojedinacˇnost koja ima svojstvo I(d1)”, a njegov je red 2. Stoga se 1. uvjetom definicije
zahtijeva samo da A apstraktu pridruži neki predmet iz Int(t), ne nužno iz H(t). (Kako vrjed-
novanje, po definiciji, varijabli reda t ne može pridružiti predmet reda višega od t, predmet
oznacˇen apstraktom mora biti u Int(t).)
Definicijom apstraktnoga oznacˇavanja tražimo samo da λ-apstrakti imaju neko znacˇenje.
Malo niže, postavit c´emo dodatan uvjet, u smislu da to znacˇenje mora biti primjereno. Kako
definicija toga uvjeta ovisi o definiciji istinitosti formula, najprije moramo definirati što za for-
mulu znacˇi biti istinitom u okviruM.108
Definicija 20. (Znacˇenje oznake)
Neka jeM = 〈H, I, E〉 kumulativni poopc´eni Henkinov okvir za jezik LKIRTT, v neka je vrjed-
novanje varijabla, aA apstraktno oznacˇavanje. Za svaku oznaku τ , znacˇenje oznake vrijednost
je funkcije (v ∗ I ∗ A), koju definiramo na sljedec´i nacˇin:
1. za svaku konstantu c, (v ∗ I ∗ A)(c) = I(c),
2. za svaku varijablu x, (v ∗ I ∗ A)(x) = v(x),
3. za svaki apstrakt 〈λx.φ〉, (v ∗ I ∗ A)(〈λx.φ〉) = A(v, 〈λx.φ〉).
Definicija 21. (Istinitost formule)
Neka jeM = 〈H, I, E〉 kumulativni poopc´eni Henkinov okvir za jezik LKIRTT, v neka je vrjed-
novanje varijabla, a A apstraktno oznacˇavanje. Istinitost formule φ jezika LKIRTT uM s obzi-
rom na v i A, tj.M |=v,A φ, definiramo na sljedec´i nacˇin:
1.M |=v,A τ(υ) akko (v ∗ I ∗ A)(υ) ∈ E((v ∗ I ∗ A)(τ)),
2.M |=v,A ¬φ akko nije tako daM |=v,A φ,
3.M |=v,A (φ ∨ ψ) akko biloM |=v,A φ biloM |=v,A ψ,
108Umjesto uobicˇajenoga pristupa, kojim bi se najprije definirala zadovoljenost formule vrjednovanjem v, a zatim
istinitost iskaza kao zadovoljenost svakim vrjednovanjem, radi jednostavnosti slijedimo Fittinga u [21] i definiramo
istinitost izravno za formule jezika LKIRTT.
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4.M |=v,A ∀xt.φ akkoM |=w,A φ, za svako vrjednovanje varijabla w koje je xt-inacˇica vrjed-
novanja v.
U definiciji istinitosti, intenzionalnost je izražena 1. tocˇkom: τ(υ) istinito je ako i samo ako
je predmet oznacˇen oznakom υ u opsegu predmeta oznacˇenoga oznakom τ . Kumulativnost
imamo u 4. tocˇki. Prema definiciji vrjednovanja varijabla, vrjednovanje varijablama reda t pri-
družuje predmete reda manjega ili jednakoga t. Stoga je ∀xt.φ istinito ako i samo ako je formula
φ zadovoljena svakim predmetom iz Int(t), ne samo svakim predmetom iz H(t). Drugim rije-
cˇima, formulom ∀xt.φ tvrdimo da φ vrijedi za svaki predmet iz kumulativne Henkinove domene
Int(t).
Korisno je ovdje uvesti pomoc´nu notaciju za tvrdnju da je formula istinita za neku inacˇicu
vrjednovanja varijabla v s obzirom na varijablu x.
Definicija 22. (M |=v,A φ[x/O])
Neka je v vrjednovanje varijabla i neka je w xt-inacˇica od v, takva da, za neki Ot ∈ Int(t),
w(xt) = Ot. TadaM |=v,A φ[xt/Ot] akkoM |=w,A φ.
Definiciju istinitosti opc´ega iskaza sada možemo parafrazirati na sljedec´i nacˇin:
4’.M |=v,A ∀xt.φ akkoM |=v,A φ[xt/Ot] za svaki Ot ∈ Int(t).
Apstraktno oznacˇavanjeA, kako smo rekli, osigurava samo da svaki apstrakt oznacˇava neki
predmet u odgovarajuc´oj kumulativnoj domeni Int(t). Definicijom primjerenoga apstraktnoga
oznacˇavanja zahtijevat c´emo da je predmet koji apstraktno oznacˇavanje pridružuje apstraktu
“ispravan” predmet. Naime, 〈λxt.φ〉 neformalno razumijemo kao ime svojstva “biti predmet iz
Int(t) koji zadovoljava φ” i stoga bi predmet oznacˇen apstraktom morao kao svoju ekstenziju
imati upravo one elemente kumulativne Henkinove domene Int(t) koji zadovoljavaju φ. No,
prije nego što definiramo uvjete za primjereno apstraktno oznacˇavanje, moramo još definirati
vrjednovanje vσ, koje svakoj varijabli pridružuje predmet oznacˇen onom oznakom koju supsti-
tucija σ pridružuje toj varijabli.
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Definicija 23. (vσ)
Neka je M = 〈H, I, E〉 kumulativni poopc´eni Henkinov okvir za jezik LKIRTT, a A neka je
apstraktno oznacˇavanje u M. Za svaku supstituciju σ definiramo vrjednovanje vσ, takvo da
vσ(x) = (v ∗ I ∗ A)(xσ).
Definicija 24. (Primjereno apstraktno oznacˇavanje)
Neka je M = 〈H, I, E〉 kumulativni poopc´eni Henkinov okvir za jezik LKIRTT, a A neka je
apstraktno oznacˇavanje u M. Kažemo da je A primjereno akko za svaki λ-apstrakt 〈λx.φ〉
vrijede sljedec´i uvjeti:
1. E((v ∗ I ∗ A)(〈λx.φ〉)) = {O |M |=v,A φ[x/O]},
2. A(v, 〈λx.φ〉) = A(w, 〈λx.φ〉), za sva vrjednovanja v i w takva da, za svaku slobodnu vari-
jablu y u 〈λx.φ〉, v(y) = w(y),
3. A(v, 〈λx.φ〉σ) = A(vσ, 〈λx.φ〉), za svaku supstituciju σ koja je primjerena za 〈λx.φ〉.
Na gornjoj se definiciji vrijedi malo zadržati. Prvi uvjet kaže da, za vrjednovanje v, funkcija
Amora apstraktu 〈λx.φ〉 pridružiti predmet kojemu funkcija E pridružuje (kao ekstenziju) skup
upravo onih predmeta koji zadovoljavaju formulu φ. Malo preciznije govorec´i, ekstenzija pojma
(v ∗ I ∗ A)(〈λx.φ〉) mora sadržavati upravo one predmete O za koje je φ istinita u vrednovanju
w, takvom da je w x-inacˇica od v i w(x) = O. To je ocˇit uvjet, s obzirom na intendirano
neformalno znacˇenje λ-apstrakta.
Drugi uvjet kaže da znacˇenje apstrakta ovisi o vrjednovanjima varijabla samo preko znacˇe-
nja koja vrjednovanja pridružuju slobodnim varijablama u apstraktu. Za sva vrjednovanja koja
se slažu u vrijednostima koje pridružuju slobodnim varijablama u λ-apstraktu,Amora apstraktu
pridružiti isti predmet da bi A bilo primjereno oznacˇavanje. To ujedno znacˇi da vrjednovanje
varijabla nema nikakvu ulogu ako je λ-apstrakt zatvorena oznaka. Taj nam je uvjet potreban za
dokaz stavka 2 malo niže.
Trec´i je uvjet takod¯er intuitivno jasan. Imamo li, na primjer, apstrakt 〈λx2.x2(y1)〉 i vrjed-
novanje v takvo da v(y1) = I(c0), želimo da A, za vrjednovanje v, pridruži tomu apstraktu
istu vrijednost koju pridružuje apstraktu 〈λx2.x2(y1)〉{y1/c0}, tj. apstraktu 〈λx2.x2(c0)〉. Ne-
formalno, ako varijabla y1 oznacˇava isti predmet kao i c0, onda apstrakt 〈λx2.x2(y1)〉 znacˇi isto
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što i apstrakt 〈λx2.x2(c0)〉. Naravno, σ mora biti ne samo slobodna za 〈λx.φ〉 vec´ i primjerena,
tj. 〈λx.φ〉σ mora biti oznaka. Taj nam uvjet treba za dokaz stavka 3.
Primijetimo da ništa u definiciji ne jamcˇi da je funkcija A jedinstvena u okviruM. Kako
razlicˇiti predmeti mogu imati iste ekstenzije, moguc´a su razlicˇita apstraktna oznacˇavanja koja
zadovoljavaju navedena tri uvjeta. Svako apstraktno oznacˇavanje koje zadovoljava te uvjete
smatramo primjerenim.
S posljednjom definicijom u rukama, konacˇno možemo definirati model za KIRTT i dati
ocˇekivane definicije valjanosti, zadovoljivosti i semanticˇkoga slijeda.
Definicija 25. (Model)
Neka je M = 〈H, I, E〉 kumulativni poopc´eni Henkinov okvir za jezik LKIRTT, a A neka je
apstraktno oznacˇavanje uM. Ako je A primjereno apstraktno oznacˇavanje, struktura 〈M,A〉
je kumulativni pooopc´eni Henkinov model za LKIRTT.
Definicija 26. (Valjanost, zadovoljivost, semanticˇka posljedica)
Neka je 〈M,A〉 kumulativni poopc´eni Henkinov model za LKIRTT, φ i ψ neka su formule, a Γ
skup formula jezika LKIRTT.
φ je valjana, tj. |= φ, akkoM |=v,A φ za svaki model 〈M,A〉 i svako tumacˇenje varijabla v.
Γ je zadovoljiv u modelu 〈M,A〉 akko postoji vrjednovanje varijabla v takvo daM |=v,A φ za
svaku φ ∈ Γ.
φ je semanticˇka posljedica skupa Γ, tj. Γ |= φ, akko, za svaki model 〈M,A〉 i svako vrjednova-
nje varijabla v, akoM |=v,A ψ za svaku ψ ∈ Γ, ondaM |=v,A φ.
Na kraju ovoga odsjecˇka ostalo nam je za dokazati dva jednostavna ali važna stavka koja
nam trebaju za dokaz pouzdanosti u iduc´em odsjecˇku. Prvi nam stavak kaže da je razlika iz-
med¯u vrjednovanja glede varijabla koje nisu slobodne u oznaci (odnosno formuli) irelevantna
za znacˇenje oznake (odnosno istinitost formule). Izravna je posljedica toga da znacˇenje zatvo-
renih oznaka i istinitost iskaza¯ ne ovise o vrjednovanju varijabla, tj. da je znacˇenje zatvorene
oznake i istinitosna vrijednost iskaza ista za sva vrjednovanja varijabla. Drugi stavak kaže da se
supstitucija σ i vrjednovanje vσ u oznakama i formulama med¯usobno odnose na odgovarajuc´i
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nacˇin.
Stavak 2. Neka je 〈M,A〉 kumulativni poopc´eni Henkinov model za LKIRTT i neka su v i w
vrjednovanja varijabla.
1. Ako v(x) = w(x) za svaku slobodnu varijablu x u oznaci τ , onda
(v ∗ I ∗ A)(τ) = (w ∗ I ∗ A)(τ).
2. Ako v(x) = w(x) za svaku slobodnu varijablu x u formuli φ, onda
M |=v,A φ akkoM |=w,A φ.
Dokaz. Dokaz je potpunom indukcijom prema stupnju oznaka i formula. Neka stavak vrijedi za
sve oznake i formule stupnja manjega od k. Dokažimo da stavak tada vrijedi i za sve oznake i
formule stupnja k.
2. 1. Neka je τ oznaka stupnja k i k = 0. Ako k = 0, onda je τ ili neka konstanta c ili neka
varijabla x. Prema definiciji znacˇenja oznaka (D 20), ako je τ konstanta c, onda (v∗I ∗A)(τ) =
I(c) = (w ∗I ∗A)(τ). Ako je τ pak varijabla x, onda (v ∗I ∗A)(τ) = v(x) i (w ∗I ∗A)(τ) =
w(x). No, po pretpostavci se v i w slažu u svakoj slobodnoj varijabli u τ pa v(x) = w(x) i stoga
(v ∗ I ∗ A)(τ) = (w ∗ I ∗ A)(τ).
Neka je τ oznaka stupnja k 6= 0. Tada je τ neki apstrakt 〈λx.φ〉 pa vrijedi (v ∗ I ∗ A)(τ) =
A(v, 〈λx.φ〉) i (w ∗ I ∗A)(τ) = A(w, 〈λx.φ〉). No, prema definiciji primjerenoga apstraktnoga
oznacˇavanja (D 24, 2.), kako se v i w prema pretpostavci slažu za svaku slododnu varijablu u τ ,
A(v, 〈λx.φ〉) = A(w, 〈λx.φ〉) i stoga (v ∗ I ∗ A)(τ) = (w ∗ I ∗ A)(τ).
2. 2. Neka je φ formula stupnja k. Prema tvorbenim pravilima, cˇetiri su moguc´a slucˇaja: φ je
ili τ1(τ2) ili ¬ψ ili (ψ1 ∨ ψ2) ili ∀xψ. Dokazat c´emo posebno da u svima cˇetirima slucˇajevima
vrijedi 2. tocˇka stavka.
(i) Neka je φ = τ1(τ2). Tada su τ1 i τ2 stupnja ≤ k. Takod¯er, ako se v i w slažu u svim
slobodnim varijablama u τ1(τ2), onda se slažu i u svim slobodnim varijablama u τ1 i u svim
slobodnim varijablama u τ2. Dokazali smo gore da 1. tocˇka stavka vrijedi za sve oznake stupnja
≤ k pa stoga (v ∗ I ∗ A)(τ1) = (w ∗ I ∗ A)(τ1) i (v ∗ I ∗ A)(τ2) = (w ∗ I ∗ A)(τ2). No onda,
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prema definiciji istinitosti formule (D 21), vrijedi sljedec´e:
M |=v,A τ1(τ2) akko
(v ∗ I ∗ A)(τ2) ∈ E((v ∗ I ∗ A)(τ1)) akko
(w ∗ I ∗ A)(τ2) ∈ E((w ∗ I ∗ A)(τ1)) akko
M |=w,A τ1(τ2).
(ii) Neka je φ = ¬ψ. Po pretpostavci, vrjednovanja v i w slažu se za svaku slobodnu vari-
jablu u φ i time se slažu i za svaku slobodnu varijablu u ψ. Formula ψ je stupnja < k pa za nju
vrijedi induktivna hipoteza. Imamo stoga:
M |=v,A ¬ψ akko
nije tako daM |=v,A ψ akko
nije tako daM |=w,A ψ akko
M |=w,A ¬ψ.
(iii) Neka je φ = (ψ1 ∨ ψ2). Vrjednovanja v i w neka se slažu za svaku slobodnu varijablu
u φ. ψ1 i ψ2 stupnja su < k pa za njih vrijedi induktivna hipoteza. Vrijedi onda sljedec´e:
M |=v,A (ψ1 ∨ ψ2) akko
biloM |=v,A ψ1 biloM |=v,A ψ2 akko
biloM |=w,A ψ1 biloM |=w,A ψ2 akko
M |=w,A (ψ1 ∨ ψ2).
(iv) Neka je φ = ∀xψ. Po pretpostavci, v i w slažu se za sve slobodne varijable u ∀xψ.
Neka je v′ x-inacˇica od v, a w′ x-inacˇica od w. Primijetimo da formula ψ kao slobodne varijable
sadrži sve slobodne varijable formule ∀xψ i još ktomu najviše x. Stoga, ako se v i w slažu za
sve slobodne varijable u ∀xψ, za svaki predmet O i svako v′ i w′ vrijedi da, ako v′(x) = O =
w′(x), onda se v′ i w′ slažu za sve varijable slobodne u ψ. Tada, kako je ψ stupnja < k, prema
induktivnoj hipotezi vrijediM |=v′,A ψ akkoM |=w′,A ψ. Kako za svako v′ postoji w′ takvo
da se v′ i w′ slažu za sve slobodne varijable u ψ i kako za svako w′ postoji v′ takvo da se v′ i w′
slažu za sve slobodne varijable u ψ, slijedi da je ψ istinita za svako v′ akko je istinita za svako
w′. Imamo, dakle, sljedec´e:
M |=v,A ∀xψ akko
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M |=v′,A ψ, za svaku x-inacˇicu vrjednovanja v, akko
M |=w′,A ψ, za svaku x-inacˇicu vrjednovanja w, akko
M |=w,A ∀xψ.
Time smo indukcijom dokazali da stavak vrijedi za sve oznake i formule jezika LKIRTT.
Korolarij 1. Neka je 〈M,A〉 kumulativni poopc´eni Henkinov model za LKIRTT i neka su v i w
bilo koja dva vrjednovanja varijabla.
1. (v ∗ I ∗ A)(τ) = (w ∗ I ∗ A)(τ), za svaku zatvorenu oznaku τ .
2.M |=v,A φ akkoM |=w,A φ, za svaki iskaz φ.
Dokaz. Zatvorene oznake i iskazi po definiciji ne sadrže slobodne varijable pa korolarij izravno
slijedi iz stavka 2.
Prije nego krenemo dokazivati iduc´i stavak, moramo dokazati jedan tehnicˇki rezultat koji c´e
nam zatrebati u dokazu stavka za opc´e formule.
Lema 1. Neka je 〈M,A〉 kumulativni poopc´eni Henkinov model za LKIRTT. Za svako vrjed-
novanje varijabla v, svaku supstituciju σ i svaku formulu ψ vrijedi sljedec´a tvrdnja: ako je σ
primjerena za ∀xψ, onda za svako w koje je x-inacˇica vrjednovanja v i za svako u koje je x-
inacˇica vrjednovanja vσ, vrijedi wσx(y) = u(y) za svaku slobodnu varijablu y u ∀xψ.
Dokaz. Neka je y slobodna varijabla u ∀xψ. Prema definiciji 23, imamo sljedec´u jednakost:
wσx(y) = (w ∗ I ∗ A)(yσx).
Varijabla y je slobodna u ∀xψ pa zato y nije x. Kako se σx i σ razlikuju samo prema oznakama
koje pridružuju varijabli x, vrijedi da je yσx = yσ pa imamo:
(w ∗ I ∗ A)(yσx) = (w ∗ I ∗ A)(yσ).
Po pretpostavci, supstitucija σ je primjerena za ∀xψ, stoga je i slobodna za ∀xψ. Kako je y
slobodna u ∀xψ, yσ ne smije sadržavati x kao slobodnu varijablu (D 12). No ako yσ ne sadrži
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slobodan x, a w je x-inacˇica vrjednovanja v, w i v svim slobodnim varijablama u oznaci yσ
pridružuju istu vrijednost. Tada je, prema stavku 2,
(w ∗ I ∗ A)(yσ) = (v ∗ I ∗ A)(yσ).
Iz definicije 23 i iz toga što je u x-inacˇica vrjednovanja vσ slijedi:
(v ∗ I ∗ A)(yσ) = vσ(y),
vσ(y) = u(y).
Time smo dokazali wσx(y) = u(y), za svaku slobodnu varijablu y u ∀xψ.
Stavak 3. Neka je 〈M,A〉 kumulativni poopc´eni Henkinov model za LKIRTT. Sljedec´e dvije
tvrdnje vrijede za svaku supstituciju σ i svako vrjednovanje varijabla v.
1. Ako je σ primjerena za oznaku τ , onda
(v ∗ I ∗ A)(τσ) = (vσ ∗ I ∗ A)(τ).
2. Ako je σ primjerena za formulu φ, onda
M |=v,A φσ akkoM |=vσ ,A φ.
Dokaz. Dokaz je analogan dokazu stavka 2. Pretpostavit c´emo da stavak vrijedi za sve oznake i
formule stupnja< k, zatim dokazati da stavak onda vrijedi i za sve oznake stupnja≤ k, a potom
da vrijedi i za sve formule stupnja ≤ k. Kao i u stavku 2, morat c´emo se pozvati na definiciju
primjerenoga apstraktnoga oznacˇavanja.
3. 1. Neka je τ stupnja k = 0. Ako je τ = c, onda (v ∗ I ∗ A)(τσ) = I(c) = (vσ ∗ I ∗ A)(τ).
Ako je τ = x, onda (zbog D 23 i D 20) (v ∗ I ∗ A)(τσ) = vσ(x) = (vσ ∗ I ∗ A)(τ).
Neka je τ = 〈λx.φ〉. Po pretpostavci, σ je primjerena za 〈λx.φ〉 pa je 〈λx.φ〉σ takod¯er λ-
apstrakt. Definicije znacˇenja oznaka (D 20) i primjerenoga apstraktnoga oznacˇavanja (D 24, 3.)
daju nam sljedec´e jednakosti:
(v ∗ I ∗ A)(〈λx.φ〉σ) = A(v, 〈λx.φ〉σ),
A(v, 〈λx.φ〉σ) = A(vσ, 〈λx.φ〉),
A(vσ, 〈λx.φ〉) = (vσ ∗ I ∗ A)(〈λx.φ〉).
Dakle, (v ∗ I ∗A)(〈λx.φ〉σ) = (vσ ∗ I ∗A)(〈λx.φ〉). Time smo 1. tocˇku stavka dokazali za sve
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oznake stupnja ≤ k.
3. 2. Neka je φ formula stupnja k. Tvorbena pravila daju nam cˇetiri moguc´a slucˇaja i stoga
stavak moramo posebno dokazati za φ = τ1(τ2), φ = ¬ψ, φ = (ψ1 ∨ ψ2) i φ = ∀xψ.
(i) Neka je τ = τ1(τ2). Oznake τ1 i τ2 su stupnja ≤ k, a za sve smo oznake dokazali da
vrijedi 1. tocˇka stavka. Stoga imamo:
M |=v,A τ1(τ2)σ akko
M |=v,A τ1σ(τ2σ) akko
(v ∗ I ∗ A)(τ2σ) ∈ E((v ∗ I ∗ A)(τ1σ)) akko
(vσ ∗ I ∗ A)(τ2) ∈ E((vσ ∗ I ∗ A)(τ1)) akko
M |=vσ ,A τ1(τ2).
(ii) Neka je φ = ¬ψ. Formula ψ je stupnja< k pa za nju vrijedi induktivna hipoteza. Imamo
stoga:
M |=v,A [¬ψ]σ akko
M |=v,A ¬[ψσ] akko
nije tako daM |=v,A ψσ akko
nije tako daM |=vσ ,A ψ akko
M |=vσ ,A ¬ψ.
(iii) Neka je φ = (ψ1 ∨ ψ2). Formule ψ1 i ψ2 stupnja su < k pa za njih vrijedi induktivna
hipoteza. Vrijedi stoga sljedec´e:
M |=v,A (ψ1 ∨ ψ2)σ akko
M |=v,A (ψ1σ ∨ ψ2σ) akko
biloM |=v,A ψ1σ biloM |=v,A ψ2σ akko
biloM |=vσ ,A ψ1 biloM |=vσ ,A ψ2 akko
M |=vσ ,A (ψ1 ∨ ψ2).
(iv) Neka je φ = ∀xψ. Kako je σ, prema pretpostavci, primjerena za ∀xψ, σx je primjerena
za ψ. Formula ψ je stupnja < k pa za nju vrijedi induktivna hipoteza. Imamo stoga sljedec´e:
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M |=v,A [∀xψ]σ akko
M |=v,A ∀x[ψσx] akko
M |=w,A ψσx, za svaku x-inacˇicu w od v, akko
M |=wσx ,A ψ, za svaku x-inacˇicu w od v.
Lemom 1 dokazali smo da, ako je σ primjerena za ∀xψ, za svako w koje je x-inacˇica vrjed-
novanja v i svako u koje je x-inacˇica vrjednovanja vσ, za svaku slobodnu varijablu y u ∀xψ
vrijedi wσx(y) = u(y). Primijetimo da formula ψ sadrži sve slobodne varijable iz ∀xψ i još
ktomu najviše varijablu x. No tada se za svaku x-inacˇicu vrjednovanja v (tj. za svako w), svaku
x-inacˇicu vrjednovanja vσ (tj. za svako u) i svaki predmet O, takve da wσx(x) = O = u(x),
vrjednovanja wσx i u slažu za svaku varijablu slobodnu u ψ. U tome je slucˇaju, prema stavku 2,
M |=wσx ,A ψ akkoM |=u,A ψ. Dakle, kako za svako wσx postoji neko u takvo da se wσx i u
slažu za sve slobodne varijable u ψ i kako za svako u postoji neko wσx takvo da se u i wσx slažu
za sve slobodne varijable u ψ, ψ je istinita za svako vrjednovanje wσx ako i samo ako je istinita
za svako vrjednovanje u. Stoga vrijedi:
M |=wσx ,A ψ, za svaku x-inacˇicu w od v, akko
M |=u,A ψ, za svaku x-inacˇicu u od vσ, akko
M |=vσ ,A ∀xψ.
Dakle,M |=v,A [∀xψ]σ akkoM |=vσ ,A ∀xψ.
Time smo dovršili dokaz da stavak 3 vrijedi za sve oznake i formule jezika LKIRTT.
Završili smo s opisom osnovne semantike. U iduc´emu odsjecˇku proširujemo jezik LKIRTT
dodajuc´i mu tzv. parametre, a zatim, u posljednjemu odsjecˇku poglavlja, dajemo pravila za
metodu istinitosnoga stabla (tableau) za KIRTT i razmatramo pitanje pouzdanosti i potpunosti.
3.4 Jezik L+KIRTT
Neka je V + skup prebrojivo mnogo varijabla svakoga reda, koje nisu dio jezika LKIRTT. Neka
je L+KIRTT jezik koji je poput jezika LKIRTT, ali kojemu su u osnovni rjecˇnik dodane varijable iz
V +, pod uvjetom da tvorbena pravila ne dopuštaju vezanje varijabla iz V + djelateljima ∀ i λ.
105
Drugim rijecˇima, dodajemo jeziku LKIRTT nove varijable, ali te su varijable u oznakama i for-
mulama tako dobivenoga jezika uvijek slobodne. Sve oznake i formule jezika LKIRTT ocˇito su
takod¯er oznake i formule jezika L+KIRTT. Sve zatvorene oznake i formule jezika L+KIRTT ujedno
su zatvorene oznake i formule jezika LKIRTT. Nove varijable, cˇlanove skupa V +, nazivat c´emo
‘parametri’. Varijable jezika L+KIRTT, bilo da se nalaze u V + ili ne, oznacˇavat c´emo malim slo-
vima s pocˇetka grcˇkoga alfabeta, ponegdje s razlicˇitim pokazateljima. Slovo ‘p’, s pokazateljima
ili bez njih, bit c´e nam metavarijabla za parametre. Metavarijable za oznake i formule ostavit
c´emo kakve su i bile, ali imati na umu da sada govorimo o oznakama i formulama proširenoga
jezika.
Zašto dodajemo parametre u LKIRTT? Metoda stabla, koju c´emo opisati u iduc´emu odsjecˇku,
postupak je za dokazivanje iskaza¯ jezika LKIRTT. Med¯utim, neka pravila za stablo zahtijevaju
uporabu varijabla koje se ne javljaju u LKIRTT; stoga moramo jezik proširiti u L+KIRTT. Problem
je što sad trebamo neko jamstvo da uvod¯enje novih varijabla ne utjecˇe na istinitost iskaza iz
LKIRTT: iako nove varijable ne mogu biti vezane, jezik L+KIRTT sadrži otvorene formule i pri-
rocˇne apstrakte kojih nema u LKIRTT pa nije samo po sebi ocˇito da istinitosna vrijednost iskaza¯
ostaje nepromijenjena, tj. da s dokazom u jeziku L+KIRTT doista imamo dokaz iskaza polaznoga
jezika LKIRTT. Stoga nam je potreban sljedec´i poucˇak:
Poucˇak 1. Svaki kumulativni poopc´eni Henkinov model za LKIRTT može se preinacˇiti u kumu-
lativni poopc´eni Henkinov model za L+KIRTT tako da istinitosna vrijednost formula iz LKIRTT
ostane nepromijenjena.
Potpuni dokaz poucˇka bio bi suviše dug, zahtijevao zadržavanje na mnogim detaljima i ponav-
ljanje koraka slicˇnih onima u dokazima prethodnih stavaka. Stoga c´emo se zadovoljiti time da,
na temelju Fittingove sugestije [21, str. 31] za analogan poucˇak za njegovu nekumulativnu in-
tenzionalnu jednostavnu teoriju tipova, opišemo osnovnu strukturu dokaza, izvedemo osnovne
korake i uputimo kako nadopuniti nedostajuc´e detalje.
Primijetimo najprije da, ako je 〈H, I, E〉 kumulativni poopc´eni Henkinov okvir za jezik
LKIRTT, kako 〈H, I, E〉 ne ovisi o tome koje varijable jezik sadrži, 〈H, I, E〉 ujedno je kumu-
lativni poopc´eni okvir za jezik L+KIRTT. Ono što nam treba, dakle, nekakva je odgovarajuc´a
funkcija A′ apstraktnoga oznacˇavanja za apstrakte iz L+KIRTT koja je primjerena u 〈H, I, E〉 –
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cˇime bi 〈M,A′〉 bio model za L+KIRTT – takva da su u modelu 〈M,A′〉 istinite sve i samo one
formule jezika LKIRTT koje su istinite u modelu 〈M,A〉 za LKIRTT. Definirati takvu funkcijuA′
uloga je narednih dviju definicija koje c´emo najprije samo navesti, a zatim ih malo obrazložiti.
Definicija 27. (v{β1/α1, ..., βn/αn})
Ako je v vrjednovanje varijabla, onda je v{β1/α1, ..., βn/αn} vrjednovanje varijabla takvo da,
za i ∈ {1, ..., n}, v{β1/α1, ..., βn/αn}(αi) = v(βi), a za svaku varijablu γ razlicˇitu od αi, vri-
jedi v{β1/α1, ..., βn/αn}(γ) = v(γ).
Definicija 28. (A′)
Neka je 〈M,A〉 kumulativni poopc´eni Henkinov model za jezik LKIRTT i neka su βt11 , ..., βtnn svi
parametri u apstraktu 〈λγ.φ〉 jezika L+KIRTT. Neka su αt11 , ..., αtnn varijable jezika LKIRTT koje
se ne nalaze u φ, bilo slobodne bilo vezane. Apstraktno oznacˇavanje A′ definiramo tada na
sljedec´i nacˇin: A′(v, 〈λγ.φ〉) = A(v{βt11 /αt11 , ..., βtnn /αtnn }, 〈λγ.φ{βt11 /αt11 , ..., βtnn /αtnn }〉), za
svaki apstrakt 〈λγ.φ〉 i svako vrjednovanje varijabla v jezika L+KIRTT.
Kako smo rekli, tražimo odgovarajuc´e apstraktno oznacˇavanje za apstrakte iz proširenoga
jezika. Ideja je sljedec´a. Uzmimo bilo koji λ-apstrakt 〈λγ.φ〉 iz L+KIRTT. LKIRTT smo proširili
samo varijablama koje ne mogu biti vezane pa su sve varijable koje su u apstraktu vezane naše
polazne varijable, tj. nijedna vezana varijabla nije parametar. Zamijenimo sve “nove” varija-
ble koje se nalaze u apstraktu (tj. βt11 , ..., β
tn
n ) “starim” varijablama odgovarajuc´ega reda (tj.
αt11 , ..., α
tn
n ), pazec´i pritom da se nijedna od njih vec´ ne nalazi u njemu, kako ne bismo pro-
mijenili “smisao” apstrakta. Tako dobiveni apstrakt, 〈λγ.φ{βt11 /αt11 , ..., βtnn /αtnn }〉, kako sadrži
samo stare varijable, apstrakt je polaznoga jezika LKIRTT. Kako je 〈M,A〉 model za LKIRTT, A
je, prema definiciji modela, primjereno apstraktno oznacˇavanje za LKIRTT. FunkcijaA apstraktu
〈λγ.φ{βt11 /αt11 , ..., βtnn /αtnn }〉, za svako vrjednovanje varijabla, pridružuje neki predmet iz odgo-
varajuc´e domene. Na primjer, za vrjednovanje w pridružuje mu O. Uzmimo sada funkciju koja
upravo taj predmet O pridružuje apstraktu 〈λγ.φ〉 za vrjednovanje w{αt11 /βt11 , ..., αtnn /βtnn }, tj.
za vrjednovanje koje je kao i w, samo što parametrima u apstraktu pridružuje one vrijednosti
koje w pridružuje varijablama kojima smo supstitucijom {βt11 /αt11 , ..., βtnn /αtnn } zamijenili para-
metre u 〈λγ.φ〉 (a jednako i za ostala vrjednovanja i za druge apstrakte iz L+KIRTT). To je funkcija
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A′, kako smo ju gore definirali.
Kako supstitucija {βt11 /αt11 , ..., βtnn /αtnn } svaki parametar iz 〈λγ.φ〉 supstituira varijablom
koja je istoga reda kao i parametar, 〈λγ.φ〉 i 〈λγ.φ{βt11 /αt11 , ..., βtnn /αtnn }〉 apstrakti su istoga
reda. StogaA′ svakom apstraktu izL+KIRTT pridružuje predmet iz odgovarajuc´e domene pa jeA′,
po definiciji, apstraktno oznacˇavanje. Tvrdimo sada da jeA′ primjereno apstraktno oznacˇavanje
za okvir 〈H, I, E〉. Ako je tako, onda je 〈M,A′〉 kumulativni poopc´eni Henkinov model za
L+KIRTT.
Da bismo dokazali da je A′ primjereno apstraktno oznacˇavanje, moramo dokazati da A′
zadovoljava tri uvjeta iz definicije 24. No, prije dokaza da A′ zadovoljava definiciju 24, morat
c´emo prethodno dokazati dva stavka koji, primijetimo, strukturom otprilike odgovaraju stav-
cima 2 i 3.
Stavak 4. Neka je 〈M,A〉 kumulativni poopc´eni Henkinov model za LKIRTT i neka je v vrjed-
novanje varijabla jezika L+KIRTT.
1. Za svaku oznaku τ jezika L+KIRTT, ako su βt11 , ..., βtnn svi parametri u τ , a αt11 , ..., αtnn varijable
jezika LKIRTT koje se ne nalaze u τ , onda
(v ∗ I ∗ A′)(τ) = (v{βt11 /αt11 , ..., βtnn /αtnn } ∗ I ∗ A)(τ{βt11 /αt11 , ..., βtnn /αtnn }).
2. Za svaku formulu φ jezikaL+KIRTT, ako su βt11 , ..., βtnn svi parametri u φ, a αt11 , ..., αtnn varijable
jezika LKIRTT koje se ne nalaze u φ, onda
M |=v,A′ φ akkoM |=v{βt11 /αt11 ,...,βtnn /αtnn },A φ{β
t1
1 /α
t1
1 , ..., β
tn
n /α
tn
n }.
Prvi dio stavka uspostavlja vezu izmed¯u znacˇenja oznaka jezika L+KIRTT (s lijeve strane onoga
‘akko’) i znacˇenja odgovarajuc´ih oznaka jezika LKIRTT (s desne strane.) Drugi dio stavka to
cˇini za istinitosne vrijednosti formula. Prisjetimo se,M je zajednicˇki okvir za LKIRTT i L+KIRTT,
A je primjereno apstraktno oznacˇavanje uM za LKIRTT, a A′ apstraktno oznacˇavanje (za koje
još ne znamo je li primjereno) uM za L+KIRTT. Vrjednovanje v vrjednovanje je varijabla jezika
L+KIRTT pa time ujedno i vrjednovanje varijabla jezika LKIRTT. Kako je svaki apstrakt jezika
LKIRTT ujedno i apstrakt jezika L+KIRTT, apstraktno oznacˇavanje A′ ujedno je apstraktno ozna-
cˇavanje za LKIRTT.
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Dokaz. Dokaz je, naravno, indukcijom po stupnju: pretpostavimo da stavak vrijedi za sve oz-
nake i formule stupnja < k i dokažimo da onda vrijedi i za sve oznake i formule stupnja k.
Dokazat c´emo stavak samo za oznake i atomarne formule, ostatak dokaza slijedi poznati obra-
zac.
4. 1. Neka je τ stupnja k = 0. Tada je τ ili neka konstanta c ili neka varijabla γ. Neka je τ = c.
Supstitucija, prema definiciji, konstante ostavlja nepromijenjenima pa c{βt11 /αt11 , ..., βtnn /αtnn } =
c. Stoga, (v ∗ I ∗ A′)(c) = I(c) = (v{βt11 /αt11 , ..., βtnn /αtnn } ∗ I ∗ A)(c{βt11 /αt11 , ..., βtnn /αtnn }).
Neka je τ = γ. Prema pretpostavci, αt11 , ..., α
tn
n ne nalaze se u τ pa je stoga γ razlicˇita od svake
αi. No onda je, prema definiciji 27, v(γ) = v{βt11 /αt11 , ..., βtnn /αtnn }(γ). Neka je za svaki i ∈
{1, ..., n}, γ 6= βi. Tada je γ = γ{βt11 /αt11 , ..., βtnn /αtnn } i stoga imamo (v ∗I ∗A′)(γ) = v(γ) =
v{βt11 /αt11 , ..., βtnn /αtnn }(γ) = (v{βt11 /αt11 , ..., βtnn /αtnn }∗I ∗A)(γ{βt11 /αt11 , ..., βtnn /αtnn }). Neka
je γ = βi za neki i ∈ {1, ..., n}. Onda je γ{βt11 /αt11 , ..., βtnn /αtnn } = αi, dok je, prema definiciji
27, v(βi) = v{βt11 /αt11 , ..., βtnn /αtnn }(αi) pa time imamo sljedec´i niz jednakosti:
(v ∗ I ∗ A′)(γ) =
v(γ) =
v(βi) =
v{βt11 /αt11 , ..., βtnn /αtnn }(αi) =
v{βt11 /αt11 , ..., βtnn /αtnn }(γ{βt11 /αt11 , ..., βtnn /αtnn }) =
(v{βt11 /αt11 , ..., βtnn /αtnn } ∗ I ∗ A)(γ{βt11 /αt11 , ..., βtnn /αtnn }).
Neka je τ stupnja k 6= 0. Tada je τ = 〈λγ.φ〉. Prema definiciji 28, (v ∗ I ∗ A′)(〈λγ.φ〉) =
(v{βt11 /αt11 , ..., βtnn /αtnn }∗I ∗A)(〈λγ.φ{βt11 /αt11 , ..., βtnn /αtnn }〉). Kako je γ vezana, ona nije pa-
rametar pa vrijedi γ 6= βi za svaki i ∈ {1, ..., n}. Stoga su, po definiciji, {βt11 /αt11 , ..., βtnn /αtnn }
i {βt11 /αt11 , ..., βtnn /αtnn }γ iste supstitucije pa, uz pomoc´ definicije 11, imamo:
(v ∗ I ∗ A′)(〈λγ.φ〉) =
(v{βt11 /αt11 , ..., βtnn /αtnn } ∗ I ∗ A)(〈λγ.φ{βt11 /αt11 , ..., βtnn /αtnn }〉) =
(v{βt11 /αt11 , ..., βtnn /αtnn } ∗ I ∗ A)(〈λγ.φ{βt11 /αt11 , ..., βtnn /αtnn }γ〉) =
(v{βt11 /αt11 , ..., βtnn /αtnn } ∗ I ∗ A)(〈λγ.φ〉{βt11 /αt11 , ..., βtnn /αtnn }).
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Dokazali smo time da stavak vrijedi za svaku oznaku stupnja ≤ k.
4. 2. Neka je φ formula stupnja k. Prema tvorbenim pravilima, imamo cˇetiri oblika formula.
Dokažimo da stavak vrijedi za φ = τ(υ). Oznake τ i υ stupnja su ≤ k, a dokazali smo gore da
za njih vrijedi 1. tocˇka stavka. Stoga, uz pomoc´ definicija 21 i 11, vrijedi sljedec´e:
M |=v,A′ τ(υ) akko
(v ∗ I ∗ A′)(υ) ∈ E((v ∗ I ∗ A′)(τ)) akko
(v{βt11 /αt11 , ..., βtnn /αtnn } ∗ I ∗ A)(υ{βt11 /αt11 , ..., βtnn /αtnn }) ∈
E((v{βt11 /αt11 , ..., βtnn /αtnn } ∗ I ∗ A)(τ{βt11 /αt11 , ..., βtnn /αtnn })) akko
M |=
v{βt11 /α
t1
1 ,...,β
tn
n /α
tn
n },A τ{β
t1
1 /α
t1
1 , ..., β
tn
n /α
tn
n }(υ{βt11 /αt11 , ..., βtnn /αtnn }) akko
M |=
v{βt11 /α
t1
1 ,...,β
tn
n /α
tn
n },A τ(υ){β
t1
1 /α
t1
1 , ..., β
tn
n /α
tn
n }.
Stavak smo time dokazali za atomarne formule. Dokaz ostalih slucˇajeva vježba je u strpljenju,
ali slijedi ustaljen postupak, analogno dokazu stavka 2.
Stavak 5. Neka je 〈M,A〉 kumulativni poopc´eni Henkinov model za LKIRTT. Sljedec´e dvije
tvrdnje vrijede za svaku supstituciju σ i svako vrjednovanje varijabla v u L+KIRTT.
1. Za svaku oznaku τ jezika L+KIRTT, ako su βt11 , ..., βtnn svi parametri u τ , a αt11 , ..., αtnn varijable
jezika LKIRTT koje se ne nalaze u τ , onda, ako je σ primjerena za τ ,
(v ∗ I ∗ A′)(τσ) = (vσ{βt11 /αt11 , ..., βtnn /αtnn } ∗ I ∗ A)(τ{βt11 /αt11 , ..., βtnn /αtnn }).
2. Za svaku formulu φ jezika L+KIRTT, ako su βt11 , ..., βtnn svi parametri u φ, a αt11 , ..., αtnn varija-
ble jezika LKIRTT koje se ne nalaze u φ, onda, ako je σ primjerena za φ,
M |=v,A′ φσ akkoM |=vσ{βt11 /αt11 ,...,βtnn /αtnn },A φ{β
t1
1 /α
t1
1 , ..., β
tn
n /α
tn
n }.
Stavak 5 iznosimo ovdje bez dokaza, ali struktura dokaza slicˇna je strukturi dokaza stavka 3, uz
prikladnu uporabu definicije 28.
Konacˇno sada možemo dokazati da je A′ primjereno apstraktno oznacˇavanje u 〈H, I, E〉 i
da je stoga 〈M,A′〉 kumulativni poopc´eni Henkinov model za jezik L+KIRTT.
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Stavak 6. Neka je 〈M,A〉 kumulativni poopc´eni Henkinov model za jezik LKIRTT. Neka su v i
w vrjednovanja varijabla jezika L+KIRTT, a σ supstitucija na L+KIRTT. Za svaki λ-apstrakt 〈λγ.φ〉
iz L+KIRTT, vrijede sljedec´e tri tvrdnje:
1. E((v ∗ I ∗ A′)(〈λγ.φ〉)) = {w(γ) |M |=w,A′ φ, za svako w koje je γ-inacˇica od v},
2. A′(v, 〈λγ.φ〉) = A′(w, 〈λγ.φ〉), za sva vrjednovanja v i w takva da, za svaku slobodnu
varijablu δ u 〈λγ.φ〉, v(δ) = w(δ),
3. A′(v, 〈λγ.φ〉σ) = A′(vσ, 〈λγ.φ〉), za svaku supstituciju σ koja je primjerena za 〈λγ.φ〉.
Dokaz. Dokazat c´emo samo 1. tocˇku stavka i uputiti na kljucˇnu stvar za dokaz 2. i 3. tocˇke.
6. 1. Iz definicije apstraktnoga oznacˇavanja A′ (D 28) i toga da je A primjereno (jer je 〈M,A〉
model), te uz uobicˇajeno znacˇenje naših beta i alfi, vrijedi sljedec´e:
E((v ∗ I ∗ A′)(〈λγ.φ〉)) =
E((v{βt11 /αt11 , ..., βtnn /αtnn } ∗ I ∗ A)(〈λγ.φ{βt11 /αt11 , ..., βtnn /αtnn }〉)) =
{u(γ) |M |=u,A φ{βt11 /αt11 , ..., βtnn /αtnn },
za svako u koje je γ-inacˇica od v{βt11 /αt11 , ..., βtnn /αtnn }}.
No kako, prema 2. tocˇki stavka 4,
M |=v,A′ φ akko
M |=
v{βt11 /α
t1
1 ,...,β
tn
n /α
tn
n },A φ{β
t1
1 /α
t1
1 , ..., β
tn
n /α
tn
n },
gornji je skup istovjetan skupu
{w(γ) |M |=w,A′ φ, za svako w koje je γ-inacˇica od v},
što dokazuje 1. tocˇku stavka.
U dokazu 2. tocˇke treba se pozvati na 1. tocˇku stavka 4, a u dokazu 3. tocˇke na 1. tocˇku
stavka 5.
Stavak 7. Neka je 〈M,A〉 kumulativni poopc´eni Henkinov model za jezik LKIRTT. Tada je
〈M,A′〉 kumulativni poopc´eni Henkinov model za jezik L+KIRTT.
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Dokaz. Definicija kumulativnoga poopc´enoga Henkinova okvira 〈H, I, E〉 za jezik LKIRTT (D
14) ne ovisi o tome koje varijable jezik sadrži. Kako se rjecˇnici jezika¯ LKIRTT i L+KIRTT razlikuju
samo u varijablama, okvir 〈H, I, E〉 ujedno je kumulativni poopc´eni Henkinov okvir za L+KIRTT.
Prema stavku 6, apstraktno oznacˇavanjeA′ za prirocˇne apstrakte jezika L+KIRTT zadovoljava de-
finiciju primjerenoga apstraktnoga oznacˇavanja (D 24) i stoga jeA′ primjereno. Dakle, 〈M,A′〉
je, prema definiciji modela (D 25), kumulativni poopc´eni Henkinov model za jezik L+KIRTT.
Stavak 8. Neka je 〈M,A〉 kumulativni poopc´eni Henkinov model za jezik LKIRTT i neka je
〈M,A′〉 kumulativni poopc´eni Henkinov model za jezik L+KIRTT. Tada za svaku formulu φ je-
zika LKIRTT i svako vrjednovanje varijabla v vrijedi:M |=v,A′ φ akkoM |=v,A φ.
Dokaz. Prema 2. tocˇki stavka 4, ako su βt11 , ..., βtnn svi parametri u φ, a α
t1
1 , ..., α
tn
n varijable
jezika LKIRTT koje se ne nalaze u φ, imamo sljedec´i odnos:
M |=v,A′ φ akkoM |=v{βt11 /αt11 ,...,βtnn /αtnn },A φ{β
t1
1 /α
t1
1 , ..., β
tn
n /α
tn
n }.
No, ako je φ formula jezika LKIRTT, onda φ ne sadrži varijable koje nisu dio jezika LKIRTT pa
supstitucija {βt11 /αt11 , ..., βtnn /αtnn } nema nikakva ucˇinka: φ{βt11 /αt11 , ..., βtnn /αtnn } isto je što i φ.
Stoga, kako po pretpostavci φ ne sadrži varijable αt11 , ..., α
tn
n , vrjednovanja v{βt11 /αt11 , ..., βtnn /αtnn }
i v slažu u svim varijablama koje su slobodne u φ{βt11 /αt11 , ..., βtnn /αtnn }, tj. φ. Zbog 2. tocˇke
stavka 2, imamo tada
M |=
v{βt11 /α
t1
1 ,...,β
tn
n /α
tn
n },A φ{β
t1
1 /α
t1
1 , ..., β
tn
n /α
tn
n } akkoM |=v,A φ,
i stoga vrijedi
M |=v,A′ φ akkoM |=v,A φ,
što je trebalo dokazati.
S prethodnim dvama stavcima dokazali smo poucˇak 1, koji kaže da se svaki kumulativni
poopc´eni Henkinov model za LKIRTT može preinacˇiti u kumulativni poopc´eni Henkinov model
za L+KIRTT tako da istinitosna vrijednost formula iz LKIRTT ostane nepromijenjena.
Takod¯er vrijedi i poucˇak prema kojem se svaki model za L+KIRTT može prikladno preinacˇiti
u model za LKIRTT. Dokaz je slicˇan dokazu za poucˇak 1 pa ga ovdje preskacˇemo.
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Poucˇak 2. Svaki kumulativni poopc´eni Henkinov model za L+KIRTT može se preinacˇiti u kumu-
lativni poopc´eni Henkinov model za LKIRTT tako da istinitosna vrijednost formula iz LKIRTT
ostane nepromijenjena.
3.5 Pouzdanost i nepotpunost
Na koji nacˇin kumulativnost, intenzionalnost i razgranatost dovode do razlike izmed¯u sustava
KIRTT i, na primjer, standardne jednostavne teorije tipova, tj. nekumulativne ekstenzionalne
jednostavne teorije tipova?
Posljedica intenzionalnosti jednostavno je u tome što, u razlici spram ekstenzionalnih te-
orija, koekstenzivnost u KIRTT-u ne povlacˇi istovjetnost: dvama razlicˇitim predmetima iz do-
mene može biti pridružen isti skup kao njihov opseg.
Posljedica je razgranatosti to što mnoge formule i oznake – i time supstitucije – koje u jed-
nostavnim teorijama tipova jesu dopuštene, u teoriji KIRTT nisu. Na primjer, u jednostavnoj
teoriji tipova, prilagodimo li na ocˇit nacˇin našu uporabu rijecˇi ‘red’ za tipove, prirocˇni aps-
trakt 〈λx0.∀x1(g2(x1) → x1(x0))〉 ima red 1 i stoga je g2(〈λx0.∀x1(g2(x1) → x1(x0))〉) for-
mula. Kazati da je imati sva svojstva velikoga generala takod¯er jedno od svojstava velikoga
generala sasvim je u redu. To znacˇi da podrucˇje vrijednosti pokolicˇene varijable u apstraktu
〈λx0.∀x1(g2(x1) → x1(x0))〉 ukljucˇuje i predmet oznacˇen samim apstraktom. Drugim rije-
cˇima, jednostavna teorija dopušta impredikativne definicije. Med¯utim, kao što znamo, to nije
slucˇaj u razgranatim teorijama tipova. U Russellovoj i srodnim teorijama, prisjetimo li se recˇe-
noga kada smo govorili o motivaciji za odabir razgranate radije nego jednostavne teorije, red
apstrakta mora nadvisivati red svake vezane varijable i ne smije biti manji od reda slobodnih
varijabla i konstanata u pratec´oj formuli. Red apstrakta 〈λx0.∀x1(g2(x1)→ x1(x0))〉 stoga je 2
i izraz g2(〈λx0.∀x1(g2(x1) → x1(x0))〉) nije formula. Predmet oznacˇen apstraktom nije med¯u
legitimnim vrijednostima pokolicˇene varijable – Russellova razgranata teorija ne dopušta im-
predikativne definicije. U našoj tipologiji red apstrakta nadvisuje red svake oznake u formuli i
red je stoga 3, ali što je recˇeno za Russellovu teoriju, vrijedi i za našu. KIRTT je, ocˇekivano,
strogo predikativna teorija.
Posljedica je kumulativnosti, s druge strane, to da jesu dopuštene mnoge formule i oznake –
a time i supstitucije – koje u nekumulativnim teorijama nisu. Tehnicˇki gledano, najvažnija raz-
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lika izmed¯u KIRTT-a i standardnih teorija tipova leži u tome što je KIRTT kumulativna teorija:
varijable odred¯enoga reda kao svoje vrijednosti mogu imati i predmete koji su nižega reda od
reda varijable. Sugerira to odmah na koji nacˇin pravila dokazivanja za KIRTT moraju odstupati
od standardnih pravila i, uostalom, vec´ smo gore nagovijestili kako c´e ta pravila izgledati. Dvije
su glavne promjene. Kao prvo, dokazna c´e pravila dopustiti supstituciju varijable oznakom ni-
žega reda od reda te varijable. Na primjer, iz ∀x3x3(c1) želimo moc´i izvesti 〈λy1.y1(d0)〉(c1),
što znacˇi da moramo imati pravila koja dopuštaju supstituciju oznake reda 2 na mjesto varijable
reda 3. Kao drugo, ne rezultira svaka supstitucija varijable u formuli formulom i stoga c´emo
morati eksplicitno zahtijevati da supstitucija u pravilima dokazivanja bude primjerena. Na pri-
mjer, kako d0(c1) ne zadovoljava tvorbena pravila, iz ∀x3x3(c1) ne možemo izvesti d0(c1), iako
je supstitucija {x3/d0} potpuno legitimna i ktomu slobodna supstitucija za x3(c1). No ta sups-
titucija, prema definiciji primjerene supstitucije (D 13), nije primjerena za x3(c1).
Pravilo za iskljucˇenje opc´ega kolicˇitelja prikladno za KIRTT stoga bi ocˇito moralo biti nešto
na tragu ovoga: iz formule ∀xuφ slijedi rezultat supstitucije oznake τ t za sve slobodne pojavke
varijable xu u formuli φ, ako je t ≤ u i ako je {xu/τ t} supstitucija primjerena za φ. Konkretan
oblik pravila ovisit c´e o odabranoj metodi dokazivanja.
Ovdje c´emo se odlucˇiti za metodu istinitosnoga stabla. Jedan je razlog to što je metoda sta-
bla (barem u iskaznoj logici i logici prvoga reda) vrlo intuitivna i relativno jednostavna metoda
dokazivanja. Drugi, važniji razlog, to je što time za usporedbu i kao vodicˇa imamo na raspo-
laganju Fittingov dokaz [21, str. 43-65] potpunosti i pouzdanosti metode istinitosnoga stabla
za nekumulativnu intenzionalnu jednostavnu teoriju tipova i (nekumulativne) poopc´ene Henki-
nove modele.109 Možda je prikladnom preinakom njegova dokaza moguc´e dokazati potpunost i
pouzdanost metode stabla za kumulativnu intenzionalnu razgranatu teoriju tipova i kumulativne
poopc´ene Henkinove modele?
Istinitosno stablo uobicˇajena je metoda dokazivanja za iskaznu logiku pa c´emo pretpostaviti
kao poznato osnovno nazivlje i pravila za poveznike. Tim pravilima moramo još dodati pravila
za kolicˇitelje i λ-apstrakciju. No prije toga moramo definirati oznake i formule jezika L+KIRTT
koje c´emo nazvati ‘kvazizatvorenima’. Kvazizatvorene oznake one su oznake jezika L+KIRTT ko-
jih je supstitucija za varijable dopuštena našim dokaznim pravilima.
109Fitting [21, str. 46-47] napominje da se osnovne ideje njegova dokaza potpunosti nalaze vec´ u Takahashijevu
[114] i Prawitzovu [77] nekonstruktivnome dokazu eliminacije reza za Gentzenove sustave višega reda.
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Definicija 29. (Kvazizatvorene oznake i formule)
Za oznake i formule jezika L+KIRTT kažemo da su kvazizatvorene ako i samo ako ne sadrže slo-
bodne varijable jezika LKIRTT.
Kvazizatvorene oznake i formule jezika L+KIRTT one su oznake i formule koje bilo uopc´e ne
sadrže slobodne varijable (dakle, zatvorene oznake i iskazi jezika LKIRTT) bilo pak takve da
od slobodnih varijabla sadrže samo parametre. Stvar je u tome da, iako je metoda istinitosnoga
stabla metoda za dokazivanje iskaza¯ jezika LKIRTT, njezina pravila ponegdje zahtijevaju supsti-
tuciju varijable varijablama koje se ne nalaze u samome jeziku LKIRTT pa stoga formule koje se
javljaju u stablu mogu sadržavati parametre (iako ne i druge slobodne varijable).
Mada je samo opc´i kolicˇitelj u osnovnom rjecˇniku jezika¯ LKIRTT i L+KIRTT, korisno je med¯u
pravilima za stablo navesti i pravila za opstojni kolicˇitelj i njegov nijek. Sljedec´a su cˇetiri pra-
vila, dakle, naša pravila za kolicˇitelje:
Definicija 30. (∀,¬∃)
∀ : ∀α
uφ
φ{αu/τ t}
¬∃ : ¬∃α
uφ
¬φ{αu/τ t}
τ t je kvazizatvorena oznaka, t ≤ u i {αu/τ t} primjerena za φ.
Definicija 31. (∃,¬∀)
∃ : ∃α
uφ
φ{αu/pu}
¬∀ : ¬∀α
uφ
¬φ{αu/pu}
pu je parametar koji se prethodno ne javlja na putu.
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Kratko pojašnjenje ovdje je na mjestu. Formule oblika ∀αuφ, prema prethodno opisanoj seman-
tici, kažu nam da je formula φ zadovoljena svakim predmetom iz kumulativne domene Int(u),
tj. svakim predmetom koji je reda≤ u. Zbog toga varijablu αu možemo u φ supstituirati bilo ko-
jom kvazizatvorenom oznakom bilo kojega reda≤ u. Med¯utim, kako nemamo jamstvo da svaka
takva supstitucija rezultira formulom, pravilima izricˇito tražimo da je ta supstitucija primjerena
za φ.
S druge strane, formule oblika ¬∀αuφ kažu da barem jedan predmet iz kumulativne domene
Int(u) ne zadovoljava formulu φ. Problem je, med¯utim, što ne znamo u kojoj se Henkinovoj
domeniH(0), ...,H(u) taj predmet nalazi. Zato ne možemo αu jednostavno supstituirati nekom
konstantom koja se prethodno nije pojavila na putu: konstante i zatvoreni apstrakti reda t, prema
definiciji funkcija I i A, oznacˇavaju predmete iz Henkinove domene H(t), a nemamo jamstvo
da je predmet koji ne zadovoljava φ upravo u toj poddomeni od Int(u). Varijable (ukljucˇujuc´i
parametre) u našoj se kumulativnoj teoriji u tom pogledu semanticˇki ponašaju sasvim drugacˇije
od konstanata i apstrakata: varijabli reda t vrjednovanjem se može pridružiti bilo koji predmet
reda≤ t. Stoga pravilom tražimo da se varijabla αu supstituira nekim parametrom koji je istoga
reda kao i ona.110 To je razlog za definiranje pravila pomoc´u kvazizatvorenih oznaka. Kako je
pu istoga reda kao i αu i kako ktomu parametri po definiciji ne mogu biti vezani djelateljima,
{αu/pu} je uvijek primjerena supstitucija pa to ne moramo posebno zahtijevati.
Preostalo nam je sada dati još pravila za λ-apstrakciju.
Definicija 32. (λ)
λ :
〈λαu.φ〉(τ t)
φ{αu/τ t}
¬λ : ¬〈λα
u.φ〉(τ t)
¬φ{αu/τ t}
τ t je kvazizatvorena oznaka, t ≤ u i {αu/τ t} primjerena za φ.
110Za sve prakticˇne svrhe, u nekumulativnoj se teoriji varijabla može supstituirati obicˇnom konstantom istoga
reda kao i ona, bez uvod¯enja parametara, pod uvjetom da se ta konstanta ne javlja ranije na putu (vidi npr. Kovacˇ
[53, str. 89]). No, kako smo objasnili, u našoj kumulativnoj teoriji to ne možemo ucˇiniti.
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Red oznake τ t mora biti jednak ili manji redu varijable αu da bi izraz 〈λαu.φ〉(τ t) uopc´e bio
formula. Ostali uvjeti ispod pravila¯ iz istoga su razloga kao i uvjeti ispod pravila¯ za ∀.
Prije prijelaza na pitanje jesu li pravila stabla za LKIRTT pouzdana, dajemo nekoliko defini-
cija analognih definicijama za istinitosno stablo iskazne logike i logike prvoga reda.
Definicija 33. (Zatvoreno stablo)
Put je u stablu zatvoren akko sadrži i φ i ¬φ, za neku kvazizatvorenu formulu φ. Stablo je za-
tvoreno akko je svaki put u stablu zatvoren.
Definicija 34. (Dokaz iskaza, izvod)
Dokaz iskaza φ zatvoreno je stablo koje zapocˇinje iskazom ¬φ.
Izvod iskaza φ iz skupa iskaza Γ zatvoreno je stablo koje zapocˇinje iskazom ¬φ i za koje do-
puštamo dodatno pravilo da se u svakome koraku na kraju svakoga puta smije dodati bilo koji
iskaz ψ ∈ Γ.
Ako postoji dokaz iskaza φ, pisat c´emo ` φ; ako postoji izvod iskaza φ iz Γ, pisat c´emo Γ ` φ.
Definicija 35. (Zadovoljivo stablo)
Put je u stablu zadovoljiv akko je skup svih formula koje se javljaju na njemu zadovoljiv u ne-
kom kumulativnom poopc´enom Henkinovu modelu za jezik L+KIRTT. Stablo je zadovoljivo akko
je barem jedan put u stablu zadovoljiv.
S gornjim definicijama u rukama, konacˇno možemo krenuti s dokazivanjem da je metoda
stabla pouzdan dokazni postupak za KIRTT. Najvažniji dio toga dokaza cˇini sljedec´i stavak:
Stavak 9. Rezultat je primjene pravila za stablo na zadovoljivo stablo uvijek zadovoljivo stablo.
Dokaz. Pretpostavimo da je P neki zadovoljiv put stabla. Iz toga definicijom zadovoljiva puta
slijedi da je svaka formula na P istinita za neko vrjednovanje v u nekom modelu 〈M,A〉 za
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L+KIRTT. Primijenimo naP pravilo i proširimo put uP′. Treba dokazati da jeP′ takod¯er zadovo-
ljiv put. Prema definiciji pravila, svaka je formula na P i P′ kvazizatvorena. Dokaz stavka ima
onoliko koraka koliko ima pravila za stablo, ali svaki je korak relativno jednostavan pa c´emo se
zadovoljiti time da dokažemo tvrdnju za pravilo za ∀.111
(∀) Neka se na zadovoljivu putu P javlja formula ∀αuφ i neka je primijenjeno pravilo tako
da je put P proširen u P′ formulom φ{αu/τ t}. Prema pretpostavci, sve su formule ψ na P
istinite za v u modelu 〈M,A〉 za L+KIRTT pa stoga za svaku ψ vrijedi M |=v,A ψ. Posebno,
M |=v,A ∀αuφ. Iz toga slijedi da za za svako w koje je αu-inacˇica vrjednovanja v vrijedi da
M |=w,A φ. Uzmimo sada vrjednovanje v{αu/τ t}. To je vrjednovanje αu-inacˇica vrjednovanja v
pa vrijediM |=v{αu/τt},A φ. Ali, zbog stavka 3. 2,M |=v{αu/τt},A φ akkoM |=v,A φ{αu/τ t}.
Dakle, postoji vrjednovanje, naime v, za koje je svaka formula iz P′ istinita. P′ je stoga zado-
voljiv put.
Posljednji mali korak koji nam je preostao do dokaza pouzdanosti jest pokazati da nijedno
zatvoreno stablo nije zadovoljivo.
Lema 2. Nijedno zatvoreno stablo nije zadovoljivo.
Dokaz. Iz definicija 21, 33 i 35. Zatvoreno stablo u svakom putu sadrži i neku formulu i njezin
nijek, dok u zadovoljivu stablu u barem jednome putu skup svih formula mora biti zadovoljiv.
Konacˇno sada imamo na raspolaganju sve što nam je potrebno za dokazati poucˇak o pouzda-
nosti metode stabla za KIRTT:
Poucˇak 3. Za svaki iskaz φ i skup iskaza Γ jezika LKIRTT, vrijede sljedec´e tvrdnje:
1. Ako za iskaz φ postoji dokaz, φ je valjan.
2. Ako postoji izvod iskaza φ iz skupa iskaza Γ, φ je semanticˇka posljedica skupa Γ.
111Dokazi za pravila za ∃ i λ mogu se nac´i u Fitting [21, str. 44-46]. Dokaz za ∃ za LKIRTT vrijedi bez izmjene
(uocˇimo da pravilo ukljucˇuje supstituciju varijable parametrom istoga reda), a u slucˇaju pravila za λ treba samo
uzeti u obzir da supstitucija mora biti primjerena za φ.
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Dokaz. Dokažimo 1. tocˇku, posve analogno se dokazuje i 2.112 Neka za iskaz φ postoji dokaz i
za reductio pretpostavimo da φ nije valjan. Iz definicija valjanosti i istinitosti (D 26 i 21) onda
slijedi da postoji model za LKIRTT u kojem je ¬φ istinito pa je {¬φ} zadovoljiv u nekom modelu
za LKIRTT. Zbog poucˇka 1, {¬φ} je zadovoljiv i u nekom modelu za L+KIRTT. Stablo S, koje se
sastoji samo od ¬φ, stoga je zadovoljivo stablo (D 35). Prema stavku 9, primjenom pravila za
stablo na S dobivamo uvijek zadovoljivo stablo. No, prema pretpostavci, za φ postoji dokaz,
a dokaz je zatvoreno stablo koje pocˇinje s ¬φ (D 34). Postoji, prema tome, stablo koje je za-
tvoreno i zadovoljivo što protuslovi lemi 2. Dakle, ako za iskaz φ postoji dokaz, φ je valjan.
Dokazali smo time da je metoda istinitosnoga stabla pouzdana za KIRTT: za svaki iskaz φ,
ako ` φ, onda |= φ. No, vrijedi li i obrnuto: za svaki iskaz φ, ako |= φ, onda ` φ? Nažalost, ne.
Metoda stabla za KIRTT nije potpuna i to je, zapravo, vrlo lako vidjeti.
Uzmimo neki iskaz oblika 〈λαu.φ〉(τ t), takav da φ{αu/τ t} nije formula. Konkretno, uz-
mimo 〈λx3.x3(c2)〉(d2). Taj je iskaz nezadovoljiv. Naime, da bi bio istinit, prema definiciji 21,
predmet oznacˇen konstantom d2 morao bi biti u ekstenziji predmeta oznacˇenoga apstraktom
〈λx3.x3(c2)〉, tj.
(v ∗ I ∗ A)(d2) ∈ E((v ∗ I ∗ A)(〈λx3.x3(c2)〉)).
Med¯utim, prema definiciji primjerenoga apstraktnoga oznacˇavanja (D 24), predmet oznacˇen
apstraktom, tj. (v ∗ I ∗A)(〈λx3.x3(c2)〉), u svojoj ekstenziji ima samo one predmete koji zado-
voljavaju formulu x3(c2), odnosno njegov je opseg:
{w(x3) | M |=w,A x3(c2), za w koje je x3-inacˇica vrjednovanja v}.
No za koje je x3-inacˇice vrjednovanja v formula x3(c2) istinita? Da bi ta formula bila istinita,
M |=w,A x3(c2), predmet oznacˇen konstantom c2 mora biti u ekstenziji predmeta koji w pri-
družuje varijabli x3, tj. mora biti slucˇaj sljedec´e:
(w ∗ I ∗ A)(c2) ∈ E((w ∗ I ∗ A)(x3)).
112Nakon dokaza stavka 9, ovaj završni dio dokaza pouzdanosti metode stabla ne razlikuje se puno od dokaza za
druge sustave. Usp. Fitting [21, str. 46].
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No I(c2), prema definiciji okvira (D 14), u Henkinovoj je domeni H(2), a predmeti iz H(2)
mogu biti samo u domeni predmeta¯ iz onih domena koje su reda ≥ 3. Drugim rijecˇima, eksten-
zija E((v ∗ I ∗ A)(〈λx3.x3(c2)〉)) sastoji se samo od predmeta koji su cˇlanovi domene H(3),
što znacˇi da (w ∗ I ∗A)(d2) niti za jedno vrjednovanje u bilo kojem modelu 〈M,A〉 za LKIRTT
nije cˇlan skupa E((v ∗ I ∗ A)(〈λx3.x3(c2)〉)). Dakle, kako smo rekli, 〈λx3.x3(c2)〉(d2) je neza-
dovoljiv, što pak znacˇi da je njegov nijek, ¬〈λx3.x3(c2)〉(d2), valjan. I tu sada imamo problem.
Ako su naša pravila potpuna, morali bismo pomoc´u njih, u stablu koje bi zapocˇelo iskazom
¬¬〈λx3.x3(c2)〉(d2), izvesti neko protuslovlje. No, prema pravilima koja imamo, ne možemo
se maknuti dalje od drugoga redka i formule 〈λx3.x3(c2)〉(d2). Naime, {x3/d2} nije primjerena
supstitucija za x3(c2). Dakle, metoda stabla koju smo opisali nije potpuna za LKIRTT.
Na prvi se pogled može ucˇiniti da problem nije velik i da se lako može riješiti jednostav-
nom dopunom pravila za stablo koja smo dali. Ako je svaki iskaz oblika 〈λαu.φ〉(τ t), takav da
φ{αu/τ t} nije formula, nezadovoljiv, možda bismo mogli samo dodati pravilo da je svaki put
u stablu koji sadrži takav iskaz zatvoren – slicˇno, na primjer, kao što bismo mogli zatvoriti put
koji sadrži τ 6= τ . Rješenje ipak nije tako jednostavno. Pravila za stablo formulirali smo u termi-
nima kvazizatvorenih formula, ne iskaza. No, kvazizatvorene formule oblika 〈λαu.φ〉(τ t), cˇak
i ako φ{αu/τ t} nije formula, mogu biti zadovoljive. Zamijenimo u iskazu iz našega primjera
konstante parametrima i pogledajmo kvazizatvorenu formulu 〈λx3.x3(p2)〉(q2). Kako varijable
– pa onda i parametri – kao vrijednosti mogu imati i predmete reda nižega od njihova, problema
nema. Samo uzmimo neko prikladno vrjednovanje v, takvo da v(p2) = O1 i v(q2) = O2, i lako
je vidjeti da je formula zadovoljiva.
Da stvar bude gora, problem slicˇan onomu opisanomu iznad, no na još elementarnijoj razini,
predstavljaju pokolicˇene formule poput npr. ∀x3x3(c2), tj. formule u kojima se varijabla vezana
opc´im kolicˇiteljem nalazi na mjestu priroka. Lako je vidjeti da navedena formula, tvrdec´i da
predmet oznacˇen konstantom c2 (dakle, predmet iz Henkinove domene H(2)) oprimjeruje sve
predmete iz kumulativne domene Int(3), nije zadovoljiva. Njezin je nijek, ¬∀x3x3(c2), stoga
valjana formula, ali to takod¯er ne možemo dokazati pomoc´u danih pravila.
Glavni problem, kako je bilo za ocˇekivati, leži u kumulativnosti, ali nije ocˇito što bi bilo
najjednostavnije rješenje. Posebice ne ako nam je cilj zadržati formalizam što je moguc´e bliže
njegovoj intendiranoj neformalnoj semantici kao formalni opis punokrvnoga realisticˇkoga shva-
c´anja pojmova i pritom takod¯er zadržati ono što mi se cˇini kao plauzibilno stajalište da je bitno
120
obilježje pojmova njihov “sadržaj” ili “smisao”, a da taj sadržaj ili smisao u nekome jakome
smislu (ontologijski) ovisi o sadržaju ili smislu drugih pojmova.
S jedne strane, kumulativnost smo sintakticˇki ugradili u formativna pravila i time dobili
problematicˇne formule oblika 〈λαu.φ〉(τ t) i ∀αuφ. Apstrakt oblika 〈λαu.φ〉 neformalno smo
razumjeli kao ime pojma “biti predmet iz kumulativne domene Int(u) koji zadovoljava φ” i
intuitivno se cˇinilo da bi formule oblika 〈λαu.φ〉(τ t) trebale biti gramaticˇki dopuštene u svakom
slucˇaju kada imamo t ≤ u. Slicˇno, formule oblika ∀αuφ neformalno smo shvatili kao tvrdnje
da svi predmeti reda manjega ili jednakoga redu u zadovoljavaju formulu φ i cˇinilo nam se da
bi takve formule trebale biti gramaticˇki dopuštene neovisno o obliku formule φ, tj. neovisno
o položaju varijable αu u φ. Što bi bilo plauzibilno ogranicˇenje gramaticˇki dopuštenih izraza?
Neistinitost – cˇak niti nezadovoljivost – nije isto što i besmislenost.
S druge strane, kumulativnost smo semanticˇki izrazili dopuštanjem da varijable nekoga reda
t kao vrijednosti mogu imati predmete iz svih domena do i ukljucˇujuc´i red t. To kao posljedicu
ima da su formule poput 〈λx3.x3(c2)〉(d2) i ∀x3x3(c2) nezadovoljive. Ogranicˇiti nekako mo-
guc´e vrijednosti varijabla, a ne izgubiti njihov kumulativni karakter, možda jest moguc´e, ali ne
izgleda prima facie niti kao jednostavno niti kao (metafizicˇki) plauzibilno rješenje.
Rekavši to, evo što bi moglo biti jedno moguc´e rješenje, koje ukljucˇuje i sintakticˇku i se-
manticˇku intervenciju u KIRTT. Kao prvo, preinacˇimo tvorbena pravila (D 4) tako da ekspli-
citno zahtijevamo da je 〈λxt.φ〉(τu) formula samo ako je {xt/τu} primjerena supstitucija za
φ. Time su izrazi poput 〈λx3.x3(c2)〉(d2) iskljucˇeni iz skupa formula i prestaju biti problem.
Kao drugo, promijenimo definiciju istinitosti za pokolicˇene formule (D 21) na sljedec´i nacˇin:
M |=v,A ∀xt.φ akko M |=v{xt/τu},A φ, za svaku zatvorenu oznaku τu takvu da je u ≤ t i
{xt/τu} primjerena za φ. Prema novoj definiciji, formula ∀xt.φ istinita je akko su istinite sve
formule φ{xt/τu}, takve da je τu zatvorena oznaka. Formule poput ∀x3x3(c2) prestaju time biti
nezadovoljive. Med¯utim, cˇak i ako bi se na taj nacˇin doista mogla dokazati potpunost dokaz-
nih pravila, problem je što predloženo rješenje ukljucˇuje svojevrsno supstitucijsko tumacˇenje
kolicˇitelja¯ i time se cˇini neprikladnim za sustav kojemu je izricˇita namjera biti formalnim opi-
som realisticˇne teorije intenzionalnih predmeta. Takav bi sustav bio, prisjetimo li se još jednom
Gödelova razlikovanja dviju koncepcija pojma, bliži konstruktivisticˇkomu ili nominalisticˇkomu
shvac´anju pojmova.
Gledano s vedrije strane, pokazati da je metoda istinitosnoga stabla pouzdana za LKIRTT
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ipak je kakav-takav uspjeh. Takod¯er, uspjeli smo pomoc´u našega formalnoga jezika i pratec´e se-
mantike, bez previše žrtvovanja intuicija, preciznije opisati pomalo nejasne metafizicˇke slutnje.
Možda moguc´nost formalizacije nije nužan uvjet smislenosti filozofijskih pogleda, ali uvijek je
dobar indikator.
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4 ZAKLJUCˇAK
Pojam stavacˇne funkcije središnji je pojam Russellove teorije tipova i u prvome nacrtu teorije
u The Principles of Mathematics iz 1903. i u njegovoj zreloj formulaciji razgranate teorije ti-
pova u prvome izdanju Principia Mathematica iz 1910. Do danas je ostalo prijeporno što su za
Russella stavacˇne funkcije u razgranatoj teoriji – izvanjezicˇni apstraktni entiteti poput atributa¯
ili pojmova ili pak samo jezicˇni simboli poput otvorenih formula. Russell u Principia ne daje
izricˇit odgovor. Prvi je dio rada pokušaj odgovora na to pitanje.
Istražujuc´i povijest i filozofijski kontekst razvoja Russellove logike, u radu se argumentira,
uglavnom slijedec´i eliminativisticˇku interpretaciju Gregoryja Landinija, da razgranata teorija
tipova nije nagli prekid s prethodnim Russellovim pokušajima rješavanja problema paradoksa¯,
vec´ da, naprotiv, razgranatu teoriju tipova u Principia treba razumjeti upravo kao nastavak nje-
gove ranije supstitucijske teorije, koja je sama pak nastavak i razvoj teorije tipova iz Principles.
Smjestivši Russellovu razgranatu teoriju u kontekst njezina nastanka i Russellovih razmatranja
koja su ga vodila od ranoga nacrta teorije tipova do logike Principia, kao i u kontekst pozadin-
skih filozofijskih obrazloženja u izlaganju same razgranate teorije, zakljucˇuje se da je tumacˇenje
prema kojemu Russell sam stavacˇne funkcije vec´ u vrijeme Principia razumije tek kao izraze –
preciznije, kao tzv. nepotpune simbole, koji nemaju znacˇenje sami po sebi – daleko uvjerljivije.
U Russellovoj koncepciji logike središnje mjesto pripada razumijevanju logike kao univer-
zalne znanosti, koja nije ogranicˇena na neko posebno podrucˇje entiteta¯, vec´ koja se odnosi na
sve što postoji i što uopc´e može postojati. Posljedica je takva razumijevanja logike Russellovo
cˇvrsto prihvac´anje tzv. nauka o neogranicˇenoj varijabli, formuliranoga još u Principles, prema
kojemu logika mora imati samo jednu vrstu istinskih varijabla, tj. samo individualne ili entitet-
ske varijable, vrijednost kojih može biti sve što uopc´e jest. U Principles izraz ‘pojedinacˇnost’
Russell rabi kao istoznacˇnicu izrazu ‘entitet’, dakle kao izraz za sve što uopc´e jest ili što ima
bitak: sve što jest, jedno je. Ono što u “Dodatku B”, u kojemu iznosi prvi grubi nacrt teorije
tipova, naziva ‘individualna varijabla’, mišljeno je kao entitetska varijabla i njezine su moguc´e
vrijednosti i oni predmeti koje ondje naziva ‘stvarima’ i oni koje naziva ‘pojmovima’. Teorija
tipova nastala je time što su paradoksi Russella natjerali skupove (tj. “razrede kao mnoštva”) is-
kljucˇiti iz podrucˇja moguc´ih vrijednosti individualnih varijabla. Kako skupovi, cˇinilo se, i sami
u nekom smislu jesu, uvod¯enje posebnih varijabla za skupove kršilo je zahtjev za neogranicˇe-
nim varijablama logike i to je bio, uz paradoks stavaka, glavni razlog Russellova nezadovoljstva
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teorijom tipova.
Med¯utim, otkric´e mehanizma eliminacije oznacˇavajuc´ih fraza, opisanoga u “On Denoting”,
omoguc´ilo je Russellu potpuno eliminirati skupove iz ontologije i izraze koji naizgled oznacˇa-
vaju skupove shvatiti samo kao nepotpune simbole, bez ikakve ontologijske težine. Prividni en-
titeti viših tipova od tipa pojedinacˇnosti – skupovi i stavacˇne funkcije kao “svojstva” – uklonjeni
su iz pozadinske ontologije i nauk o neogranicˇenoj varijabli time je izgledao sacˇuvan. Zamje-
nom notacije tipske teorije notacijom sa samo jednom vrstom varijabla, tj. samo s individualnim
ili entitetskim varijablama, uz uvod¯enje pojma ontologijske supstitucije, te pokazivanjem na koji
se nacˇin izrazi u staroj notaciji mogu prevesti unutar notacije samo s entitetskim varijablama,
razvio je Russell svoju supstitucijsku teoriju. Otkric´e da se u teoriji mogu izvesti paradoksi
stavaka, natjeralo je Russella povuc´i iz objavljivanja cˇlanak “On the Substitutional Theory of
Classes and Relations” i supstitucijska je teorija ostala, nažalost, relativno slabo istražena. No
Russell ju nije jednostavno napustio i vratio se teoriji tipova, kako se ponekad pojednostavljeno
opisuje razdoblje izmed¯u dvije teorije tipova. Supstitucijska je teorija bila ništa drugo do te-
orija tipova u ontologijski preciznijoj notaciji. Zbog tehnicˇke pogodnosti, Russell kasnije vrac´a
notaciju s razlicˇitim vrstama varijabla, ali podrazumijevajuc´i ontologiju supstitucijske teorije
i moguc´nost kontekstualne eliminacije varijabla viših tipova i izraza¯ za stavacˇne funkcije po-
moc´u “službene” notacije supstitucijske teorije. Paradoksi stavaka, zajedno s uvjerenjem da se
ti paradoksi mogu izbjec´i samo nekom vrstom tipskoga razlikovanja stavaka, naveli su Russella
i na opc´e stavke primijeniti lijek koji je vec´ uspješno primijenio na skupove i stavacˇne funkcije:
uvesti tipsku hijerarhiju, ali ujedno pokazati da su izrazi za stavke koji nisu elementarni (tj. za
stavke viših redova, kojih izrazi sadrže kolicˇitelje) samo nepotpuni simboli i ukloniti time opc´e
stavke iz ontologije. Tako je nastala razgranata teorija tipova u “Mathematical Logic as Based
on the Theory of Types” i ondje Russell ukratko, ali izricˇito, povezuje razgranatu teoriju tipova
sa supstitucijskom teorijom.
U Principia, na slicˇan nacˇin, uklanja Russell i elementarne stavke i stavci su sada samo ne-
potpuni simboli. Plauzibilno je tvrditi da je razlog za to upravo isti onaj koji ga je nagnao elimi-
nirati opc´e stavke, a još prije toga i stavacˇne funkcije i skupove: pokušaj cˇuvanja logicisticˇkoga
nauka o neogranicˇenoj varijabli. Za pojedinacˇnost Russell u Principia kaže da je bilo što što nije
niti stavak niti stavacˇna funkcija, ali takod¯er i da je pojedinacˇnost ono što zasebno postoji, što
sugerira da nije napustio shvac´anje individualnih varijabla kao neogranicˇenih, entitetskih vari-
jabla. Uz eliminaciju stavaka, nema niti filozofijskih razloga niti tekstualne potkrjepe za tvrdnju
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da je stavacˇne funkcije vratio kao punokrvne entitete. Dakle, cˇini se opravdanim zakljucˇiti da su
stavacˇne funkcije u Principia Mathematica takod¯er samo izrazi i da time razgranata hijerarhija
tipova nije ontologijska hijerarhija.
Drugi dio rada znatno se razlikuje od prvoga dijela i ukljucˇuje puno više uporabu formalno-
logicˇkih nego povijesno-filozofijskih metoda. Iako za Russella, kako se tvrdilo u prvome dijelu,
razgranata hijerarhija tipova nije ontologijska hijerarhija, razgranata se teorija tipova može in-
terpretirati kao teorija intenzionalnih entiteta. Ne traži li se u razgranatoj teoriji tipova nekakav
univerzalan logicˇki jezik ili univerzalnu znanost, vec´ samo prikladno formalno orud¯e i ako se,
u skladu s tim, nema predrasuda prema uporabi razlicˇitih vrsta varijabla za razlicˇite vrste en-
titeta¯, razgranata se teorija cˇini obec´avajuc´im okvirom za formalizaciju odred¯enih realisticˇkih
metafizicˇkih intuicija o naravi intenzionalnih entiteta poput atributa¯, pojmova, možda cˇak i pla-
tonovskih ideja.
U drugome se dijelu rada stoga pokušalo istražiti moguc´nost jedne takve realisticˇke inter-
pretacije razgranate teorije tipova i opisati okvir jedne moguc´e formalne teorije pojma, koju
se prikladno nazvalo ‘KIRTT’, što je pokrata za ‘kumulativna intenzionalna razgranata teorija
tipova’. Kao semantiku za KIRTT, eksplicitno intenzionalnu teoriju, rabilo se intenzionalno
poopc´enje tzv. opc´ih ili Henkinovih modela, što je omoguc´ilo u formalnom sustavu oponašati
odred¯ene bitno intenzionalne znacˇajke entiteta¯ kao što su pojmovi ili svojstva. “Znacˇenje” oz-
naka jezika LKIRTT proizvoljni su predmeti odred¯enih tipsko strukturiranih domena, kojima je
posebnom funkcijom pridružen neki skup predmeta¯ kao njihov opseg. Koekstenzivnost pred-
meta¯ u sustavu KIRTT ne povlacˇi njihovu istovjetnost, što je definicijska znacˇajka intenzional-
nih logika.
KIRTT je prema nacˇinu tipizacije razgranata teorija tipova – i time strogo predikativna te-
orija. Razlog za odabir razgranate, radije nego jednostavne teorije tipova, leži u intendiranoj
neformalnoj semantici, prema kojoj se prirocˇni apstrakti razumiju kao imena pojmova, i u po-
zadinskoj metafizici koju se pokušalo formalizirati, prema kojoj je bitno obilježje pojma njegov
“smisao” ili “intenzionalni sadržaj”. Intenzionalni sadržaj pojma u toj je metafizicˇkoj slici shva-
c´en kao ontologijski ovisan o intenzionalnom sadržaju pojmova koji “definiraju” ili “tvore” dani
pojam. Oznake reda ω sugerirane su kao formalne reprezentacije platonovskih ideja.
Sustav KIRTT, u razlici spram standardnih teorija tipova, kumulativna je teorija, razlog
za što je pokušaj da se u formalnom sustavu modelira metafizicˇka (ili jezicˇna) intuicija da se
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isti pojmovi ili svojstva, barem ponekad, mogu smisleno pripisivati predmetima koji se na-
laze na razlicˇitim položajima u ontologijskoj hijerarhiji. Kumulativnost je, med¯utim, dovela do
odred¯enih neprivlacˇnih znacˇajki sustava KIRTT, prije svega do ocˇite nepotpunosti metode is-
tinitosnoga stabla za kumulativne poopc´ene Henkinove modele. S druge strane, dokazana je
pouzdanost, što barem sugerira filozofijsku smislenost, ako vec´ ne plauzibilnost, metafizicˇkih
pogleda koje se pokušalo formalno opisati.
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