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Abstract
One of the many peculiar properties of water is the pronounced deviation of the
proton momentum distribution from Maxwell-Boltzmann behaviour. This deviation
from the classical limit is a manifestation of the quantum mechanical nature of pro-
tons. Its extent, which can be probed directly by Deep Inelastic Neutron Scattering
(DINS) experiments, gives important insight on the potential of mean force felt by H
atoms. The determination of the full distribution of particle momenta, however, is a
real tour de force for both experiments and theory, which has led to unresolved dis-
crepancies between the two. In this Letter we present comprehensive, fully-converged
momentum distributions for water at several thermodynamic state points, focusing
on the components that cannot be described in terms of a scalar contribution to the
quantum kinetic energy, and providing a benchmark that can serve as a reference for
future simulations and experiments. In doing so, we also introduce a number of tech-
nical developments that simplify and accelerate greatly the calculation of momentum
distributions by means of atomistic simulations.
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1 Introduction
Aqueous systems exhibit many distinctive properties,1 many of which are affected by the
quantum nature of protons, even at room temperature and above.2One of the most evident
signatures of the quantum fluctuations of nuclei is the deviation of the momentum distri-
bution of protons n(p) from the classical Maxwell-Boltzmann limit. This is essentially a
consequence of the fact that position and momentum do not commute, making the distribu-
tion of momentum depend on the local potential felt by the proton. This quantity can be
measured directly through Deep Inelastic Neutron Scattering (DINS) experiments.3–7 How-
ever, the interpretation of these experiments is not straightforward because the dependence
of the momentum on the potential is not a trivial one, and because the spherically-averaged
momentum distribution contains relatively little information, and so high quantitative ac-
curacy of measurements and simulations is necessary to reach a compelling comparison.
Early reports of large anomalies in the temperature dependence of proton kinetic energy in
supercooled water8,9 have not been reproduced in path integral simulations using empiri-
cal forcefields,10 and have been considerably reassessed in subsequent measurements.11 An
early study of this discrepancy based on vibrational self-consistent field calculations came
to the conclusion that softening of the OH stretch due to electrostatic interactions could
not reproduce the experimental momentum distribution at room temperature and below.12
The model, however, was giving a generally poor description of quantum fluctuations, and
even failed to account for the sign of the change in kinetic energy upon condensation. More
recently, a concerted effort between experiment11 and modelling13 has shown that widely
different interatomic water potentials reproduce to a very good accuracy the equilibrium iso-
tope fractionation (that is directly related to the quantum kinetic energy13), and that their
proton kinetic energy differs less than 2meV/atom among each other. Experiments close to
the melting point agree very well with these estimates. Disagreement still exists, however, for
room-temperature water, for which experiments consistently measure a kinetic energy which
is about 7% lower than predicted by modelling. Furthermore, the quantum kinetic energy
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is not sufficient to characterize fully the quantum momentum distribution, that results from
the combination of several vibrational modes with different zero-point energies.
A more complete comparison requires the measurement and the evaluation of the full,
anisotropic particle momentum statistics. The standard methods for the computation of n(p)
are “open”14,15 and “displaced”16 Path Integral Molecular Dynamics (PIMD) simulations
which include exactly the quantum effects on the motion of nuclei on an ab initio potential
energy surface. However, these simulations have a particularly high computational cost.
In the case of open PIMD, the estimator used to calculate the momentum distribution
allows to accumulate statistics for a single particle out of the entire simulation, and as a
consequence requires very long trajectories to obtain converge averages. Displaced PIMD
computes the distribution by estimators based on free energy perturbation – that can be
affected by large statistical artifacts17 – or on thermodynamic integration – that require
multiple trajectories and allows to sample one single particle. A few ab initio simulations exist
that show qualitative agreement with experiments for the full momentum distribution.18–20
However, as discussed above, clear discrepancies still exist.11,15,20 The integrated nature of
the signal, and the subtle dependence on thermodynamic conditions, call for a quantitative
benchmark to be established. To achieve this, we introduce an improved scheme to extract
the full particle momentum distribution from PIMD, and use it to present a comparison
between three different water models and the most recent DINS measurements.
2 Methods
We take as starting point a well-established expression for the canonical particle momentum
distribution of the i-th atom in a system composed of N atoms at inverse temperature β,
in terms of the Fourier transform of the off-diagonal components of the one-particle density
3
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Figure 1: The discretization of the imaginary time path integral using a uniform grid starting
from τ = 0 to τ = β~ (left) gives the standard open PIMD Hamiltonian while the alternate
discretization (right) makes it possible to integrate out the ends, yielding a Hamiltonian
which describes an open paths with P replicas.
matrix:
n (p) = (2pi~)−3
∫
d∆ e−i~−1p·∆ ρi(0,∆), (1)
with
ρi(0,∆) = Z−1
∫
d{q} 〈q1, . . . qi, . . . , qN |e−βHˆ |q1, . . . , qi −∆, . . . , qN〉 . (2)
Eq. (2) can be computed performing a second order Trotter splitting of the Boltzmann
operator into P factors, e−βHˆ ≈
[
e−βP
Vˆ
2 e−βP Tˆ e−βP
Vˆ
2
]P
and inserting complete sets of po-
sition states between each pair of factors. This yields the familiar isomorphism with a
classical ring-polymer partition function21–23 sampled at βP = β/P , and the equivalence
between the single-particle density matrix ρi(0,∆) and the end-to-end distribution for the
i-th path N(∆). Since the end points of all but one ring polymer coincide, one has to
introduce an additional replica just to evaluate the potential for two configurations that
differ only by the positions of the i-th particle, and that are each weighted by a fac-
tor 1/2 (Figure 1). Besides the slight computational overhead, the presence of the extra
replica for the target species and the scaling of the potential makes the implementation
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of this Hamiltonian in an existing PIMD code somewhat cumbersome. To avoid this in-
convenience, we use in our implementation in the i-PI code24 an alternative second order
splitting e−βHˆ ≈
[
e−βP
Tˆ
2 e−βP
Vˆ
2
] [
e−βP
Vˆ
2 e−βP Tˆ e−βP
Vˆ
2
](P−1) [
e−βP
Vˆ
2 e−βP
Tˆ
2
]
. This makes it
possible to compute the end-to-end distribution N(∆) by sampling the Hamiltonian of a
truncated ring polymer
HP =
P∑
k=1
 N∑
j=1
1
2m
−1
j [p
(k)
j ]2 +
N∑
j=1
1
2mjω
2
P [q
(k)
j − q(k+1)j ]2 + V (q(k))
− 12miω2P [q(1)i − q(P )i ]2
(3)
in which all the replicas experience the full physical potential and both open and closed
replicas are represented by P beads. Implementing Molecular Dynamics or Monte Carlo
sampling for this Hamiltonian in an existing closed-path code is trivial since it just requires
the modification of the normal mode (or staging) transformation for the target species.25
The attentive reader will have noticed that the alternative Trotter splitting contains two
additional free-particle propagators, that describe the fluctuations of the end-points of the
path around the first and the P -th bead. These fluctuations can be evaluated analytically,
and correspond to a Gaussian convolution of the 1-st-to-P -th bead distribution. In practice,
in order to estimate N(∆) one simply needs to compute the histogram of ∆ using a kernel
function that depends parametrically on β, m and P :
N(∆) = lim
P→∞
〈
G3D(∆, q(1)i − q(P )i )
〉
HP
, (4)
with
G3D(x,x′) =
(√
2piσP
)−3
e
− (x−x′)2
2σ2
P and σP =
√
m−1i βP~2 (5)
When computing n(p) in an isotropic system such as liquid water, one is generally inter-
ested in the spherical average of the end-to-end distribution, N(∆), because the spherically-
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averaged momentum distribution can be obtained from it as
n(p) =
∫
d∆ 4pi∆2N(∆)sin(p∆)
p∆
. (6)
N(∆) can also be obtained by computing a histogram with an appropriate kernel,
N(∆) = lim
P→∞
〈
Gr(∆,
∣∣∣q(1)i − q(P )i ∣∣∣)〉HP . (7)
The expression for Gr(x, x′) is given in the SI, where we also discuss the construction of a
virial-like scaled gradient (SG) estimator for the derivative of the end-to-end distribution:
dN(∆)
d∆ = − limP→∞
〈
g ·
 q(1)i − q(P )i∣∣∣q(1)i − q(P )i ∣∣∣
 Gdr (∆, ∣∣∣q(1)i − q(P )i ∣∣∣)
〉
HP
(8)
where g =
[
σ−2P
1−P−1
[
q
(1)
i − q(P )i
]
−∑Pk=1 βPλk ∂V (q(k))∂q(k)i
]
, where λk is an arithmetic progression,
beginning and ending at −12 and 12 . The SG estimator bears some formal similarities with
the displaced-path estimators of Lin et al.16 but can be used in an open path calculation to
obtain an independent estimate of the end-to-end distribution at no additional cost. In our
simulations, this route consistently showed much smaller statistical errors than the direct
evaluation of (7).
To test the convergence of the regular and the scaled gradient estimators we ran simu-
lations of of 64 molecules of q-TIP4P/f water at 271K using 64 imaginary time slices. The
distribution of momentum of a proton in water can essentially be described as an anisotropic
Gaussian,5,20,26 so we can use as a convergence check the comparison between the quantum
kinetic energy computed from a closed-path simulation and that obtained from the second
moment of n(p). As shown in figure 2, the scaled gradient estimator (which can be obtained
from an open path simulation at virtually no computational overhead) shows an error which
is approximately 5 times smaller than that associated with the standard estimator. For
simulations with a single open path, 1ns-long simulations are needed to approach a statis-
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Figure 2: The convergence of the kinetic energy of a proton in supercooled q-TIP4P/f
water at 271K from open PIMD simulations using 64 beads calculated from the momentum
distribution using the scaled gradient (SG) estimator (green). As a reference for comparison
the value calculated from the standard estimator (black) with 1ns of trajectory and the exact
result (dashed) from closed PIMD are also plotted. The red and the blue points are obtained
using the standard and the scaled gradient estimators from simulations where one proton
per molecule is represented by an open path.
tical error sufficient to discriminate between different water molecules, whereas more than
20 would be needed without using the derivative estimator. Fig. 2 also demonstrates that
the approximation introduced in Ref.14 – that is, opening one path per water molecule –
leads to negligible systematic error, and once combined with the derivative estimator allows
reaching a statistical error of about 2 meV with trajectories that are only 10 ps long.
Table 1: Mean proton kinetic energy of various phases of B3LYP+D3, MBPOL and q-
TIP4P/f water from closed PIMD simulations with 64 imaginary time slices. Statistical
error bars are witin 0.1 meV. Experimental results are from DINS measurements, except for
the INS estimates (in italics) from Ref. 27.
Phase B3LYP+D3 MBPOL q-TIP4P/f Exp
[meV] [meV] [meV] [meV]
271 K [SW] 154.4 157.2 156.9 [156± 2]11
271 K [Ih] 154.5 158.1 157.4 [157± 2]11 [156± 2]20 [158 ± 4]27
296 K [W] 155.2 158.5 157.6 [146± 3]15 [150 ± 4]27
300 K [W] 155.4 158.6 157.9 [146± 3]11
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3 Results
Having demonstrated the potential of the scaled gradient estimator, we turn our attention to
the case of the momentum distribution of various phases of water at room temperature and
below. Experiments performed in this regime have observed a non monotonic dependence of
the kinetic energy across the temperature of maximum density of water.9 They indicate that
supercooled water possesses an excess proton kinetic energy,11,27 about 7% higher than that
of room temperature water. In order to investigate the source of this anomaly, we use three
very successful water models- q-TIP4P/f,28 NN-B3LYP+D329 and MBPOL30 - to estimate
the proton momentum distribution and the mean proton kinetic energy respectively using
open and closed PIMD simulation for ice and supercooled water at 271 K and liquid water
at 296 K and 300 K at their experimental densities. Details about the simulations are given
in the SI. To avoid the huge computational cost of ab initio path integral simulations, we
use a neural network31,32 fit to reference density functional theory calculations using the
B3LYP hybrid functional33 and D3 empirical Van der Waals corrections,34 that was shown
in previous publications to provide very accurate estimates of the quantum properties of the
first-principles reference at a fraction of the cost.13,29 Since the MBPOL potential also has a
cost that is not negligible, we fit a short-range NN potential31,35 to MBPOL energy and forces
(parameters of the fit provided in the SI) and use it together with the i-PI implementation36
of multiple time step molecular dynamics37 and ring polymer contraction,38 performing a
full MB-POL evaluation every 4 steps, and on a contracted ring polymer with 8 beads ,
which are very conservative values that still allows us to achieve a 20× speedup in terms of
wall-clock time.
We first consider the mean proton kinetic energies listed in Table 1. Our results for
supercooled water and ice are in excellent agreement with the experiment11 and the values
calculated at the triple point in an earlier work.13 Contrary to the experimental observation,
however, the increase in kinetic energy between the supercooled liquid and room-temperature
conditions suggests that the proton doesn’t experience any softening of free energy along the
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Figure 3: The difference between the radial proton momentum distribution and the Maxwell-
Boltzmann distribution with the same second moment for B3LYP+D3 (red), MBPOL (blue),
q-TIP4P/f (green) and experimental water (grey). The dashed lines correspond to a recent
DINS experiment11 on room temperature, supercooled and hexagonal ice. The dotted line
corresponds to a distribution constructed from a Inelastic Neutron Scattering (INS) experi-
ment for hexagonal ice at 271 K.39
proton transfer coordinate, and that the change in kinetic energy is consistent with a simple
increase in thermal excitations of the low-frequency degrees of freedom.
Table 2: Mean components of the proton kinetic energy along the x, y, z directions for various
phases of B3LYP+D3, MBPOL and q-TIP4P/f water, obtained by fitting the spherical
average of an anisotropic Gaussian to the momentum distribution calculated from open
PIMD simulations with 64 imaginary time slices. The x direction is along the hydrogen bond
and y, z lie on the plane perpendicular to it. The residuals of the fit are of the order of 10−3.
Experimental results for ice and supercooled water are from a recent DINS measurement11
while those for room temperature water were obtained from a private communication.40
Phase B3LYP+D3 MBPOL q-TIP4P/f Exp
[A˚−1] [A˚−1] [A˚−1] [A˚−1]
271 K [SW] (3.1, 3.9, 7.0) (3.0, 4.0, 7.1) (3.0, 4.0, 7.0) (3.7, 4.3, 6.6)
271 K [Ih] (3.4, 3.9, 6.9) (3.1, 3.9, 7.1) (3.1, 4.0, 7.0) (2.9, 5.0, 6.5)
300 K [W] (3.0, 4.1, 6.9) (3.0 , 3.9, 7.2) (3.0 4.0 7.1) (3.1, 5.3, 5.8)
In order to provide a more complete picture that can help reconcile simulations and ex-
periments, we then proceed to evaluate and compare the full proton momentum distribution.
Given that the shape of n(p) contains an overwhelming dependence from the mean kinetic
energy, we decided to show in Fig. 3 the difference between the momentum distribution and
the Maxwell-Boltzmann distribution corresponding to the quantum kinetic energy reported
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in table 1. This particular representation highlights the anisotropy introduced by the zero
point energy of the collective modes. We find that distributions calculated by the three
models are very close to each other. This is in line with the results of an earlier work41
which showed that the kinetic energy is distributed along the stretch, bend and hindered
rotation in the ratio ∼ 4 : 1.5 : 1 for all the models, and is consistent with the main vi-
brational frequencies of water and with inelastic neutron scattering measurements.27 DINS
experiments11 are also in good qualitative agreement with the models, although they con-
sistently show a less-pronounced degree of anisotropy. There is also a small spread in the
curves measured at different temperatures and between DINS experiments – that obtains
directly n(p) – and inelastic neutron scattering data,27 that also give qualitative agreement
with the computed anisotropy even though it obtains n(p) from an indirect analysis. It
should be stressed that the nature of the spherical averaging is such that the anisotropic
momentum distribution depends rather weakly on the anisotropy of n(p), leading to large
error bars on the anisotropy coefficients, and to difficulties in identifying inhomogeneities
in the sample.42 The computed n(p) can be fitted to an anisotropic Gaussian lineshape20,26
with essentially no error, which strongly suggests that (at least for room-temperature water)
the spherically-averaged distribution does not contain enough information to infer the pres-
ence of deviations from a quasi-harmonic description. Table 2 shows that the three models
are in excellent, quantitative agreement with each other, and small changes as a function of
temperature, whereas experimental values are somewhat more erratic, probably due to the
difficulty in separating the anisotropic contributions, that are strongly correlated in the fit.
In order to rule out subtle sources of error in the simulations, such as the fact that melting
points of different models can vary substantially, and that the equilibrium molar volumes
at constant pressure do not always correspond to the experimental density that we used
in our NVT simulations, we also performed a scan of the temperature range from 250 K
to 340 K, running for each water model 10 additional NpT simulations using both closed
paths (to estimate the kinetic energy) and open paths (to estimate the anisotropy). After
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Figure 4: Panel A shows the temperature dependence of the proton kinetic energy calculated
using closed PIMD simulations that sample the NPT ensemble using B3LYP + D3 (red),
MBPOL (blue) and QTIP4P/f (green) water potentials. The square markers correspond
to the values obtained from NV T simulations at experimental densities. Panel (B) shows
the temperature dependence of the difference between the proton momentum distribution
calculated using NPT open PIMD simulations and the Maxwell-Boltzmann distribution
with the same mean kinetic energy for B3LYP + D3 (left), MBPOL (middle) and QTIP4P/f
(right) water potentials.
successfully equilibrating the densities, we study the temperature dependence of the kinetic
energy and find that all the models display a monotonic increase in the kinetic energy with
essentially the same slope (figure 4) confirming that the disagreement with experiments at
room temperature is not an artifact of our simulation protocol. Density effects are also small,
as evidenced by the minute differences between NVT and NpT results. The anisotropic
components of n(p) are even more stable across different temperatures, being essentially
constant for each model over a temperature range of almost 100K – which is small compared
to the scale of the quantum kinetic energy of protons.
4 Conclusions
In summary, we find that the particle momentum distribution of water does not show any
trace of anomalous behavior when going from the supercooled limit to temperatures well
above room temperature, even when considering the full, anisotropic form of n(p). Our
analysis is particularly thorough, including three very different water models: a fixed point-
charge model, a dissociable machine-learned potential fitted to hybrid density functional
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theory data, and a state-of-the-art many-body forcefield that has shown consistently quan-
titative accuracy in reproducing many of the classical and quantum properties of water.43–45
We repeat our simulations at different thermodynamic conditions, spanning a range of 100K
around the experimental melting point, to exclude the possibility that anomalous effects
may be shifted to a different temperature due to the inaccuracies of the models. The three
potentials are in excellent agreement with each other, despite being based on widely different
models and physical approximations. The ≈ 2 meV accuracy of DINS measurements is not
sufficient to discriminate between them. This should elicit new efforts to improve the accu-
racy and reliability of DINS experiments, that despite the technical challenges offer a rather
unique approach to probe quantum nuclear fluctuations in aqueous environments, comple-
menting other kinds of neutron spectroscopies.27 We suggest that ice Ih constitutes a very
promising system to be used for benchmarking. Measurements on single crystals should give
a better handle of the anisotropy of the distribution, and allow for a more stringent bench-
mark of both atomic-scale models and of measurements of the integrated, radial distribution,
that is necessary before a comparison in more challenging conditions1 can be meaningfully
attempted. Meanwhile, the scaled-gradient estimator we introduce here, together with the
efficient and comprehensive implementation in an open-source code that can be interfaced
with many electronic-structure packages, and the use of short-range machine-learning poten-
tials that reduce the cost of performing high-end ab initio path integral calculations, should
make it possible to further test the accuracy of the atomistic models for this difficult problem.
Efforts in this direction should focus on the remaining disagreement between experiments
and models at room temperature. As we have shown, the computed particle momentum
distribution is essentially the same for increasingly accurate potentials, that also exhibit a
kinetic energy that is consistent with equilibrium fractionation data of liquid and gaseous
water. If this last discrepancy cannot be traced to an experimental problem, it might be the
signal for an extraordinarily elusive anomalous behavior of this deceptively simple substance.
12
Supporting Information
The derivation of the standard and scaled gradient path integral estimator for the particle
momentum distribution using an alternate splitting of the Boltzmann operator, molecular
dynamics algorithms for the ring polymer Hamiltonian, the details of the simulations that
were performed, benchmarks of the accuracy of the neural network potential, fitting param-
eters obtained by fitting the particle momentum distribution to a truncated Gauss-Laguerre
expansion and a snapshot of the i-PI code with a set of inputs for open path PIMD simula-
tions with the potentials used in the manuscript.
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