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Abstract
In this thesis, I have studied out of equilibrium many body quantum systems in exactly
solvable models, both in a spin chain and in the continuum. In particular I have focused on
many body systems that evolve, isolated from the environment, under a time independent
Hamiltonian from an initially out of equilibrium configuration. This realizes the so called
quantum quench protocol, which is the simplest way of driving a system out of equilibrium.
Recent advances in the technology of ultra-cold atoms and optical lattices have made possible
to experimentally observe the time evolution in isolated quantum systems, thanks to the fact
that decoherence and dissipation are negligible on long time scales.
Among the several long standing theoretical questions that can be addressed, in this
thesis I have focused on the relaxation to a stationary configuration that can be observed
in subsystems of globally isolated and extended quantum systems. In the first part, I have
studied the role played by the initial state for the dynamical and stationary behaviour of
observables in a specific spin chain model, the transverse field Ising chain, after a quench of
the magnetic field. In the second part, I have studied the relaxation to a stationary state
in two experimentally relevant processes that take place in continuum models. In the first
case I considered the interplay between an inhomogeneous quantum quench of the external
potential in a system of relativistic fermions in one dimension and the well-known Klein
tunneling. I showed how the phenomenology of Klein tunneling can be obtained with this
specific quench and how it can be rigorously derived from the steady state reached in the
long time limit, which turns out to be a non-equilibrium-steady-state. In the second case,
I studied the equilibrium distribution reached after suddenly switching on repulsive contact
interactions between the bosons initially forming two counter propagating BECs. This real-
izes a schematic representation of the celebrated Quantum Newton’s Cradle experiment.
This thesis is mainly based on the papers [1], [2], [3], [4], [5] published during my three
years of Ph.D.
vii
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Part I
Out of equilibrium many body quantum sys-
tems
1

Chapter 1
Introduction
1.1 Experimental Motivations
In the last fifteen years, the study of out of equilibrium dynamics of isolated many body
quantum systems has become a very active area of research in condensed matter and statis-
tical physics. This is mainly due to a confluence of extraordinary technological advances, in
particular in the field of cold atomic and molecular gases [6–8], that has made possible to
study non equilibrium quantum phenomena.
Firstly, ultracold quantum gases can exhibit a remarkably high degree of isolation from
environmental sources of decoherence and dissipation, differently from usual condensed mat-
ter systems, where the dissipative effects take place on time scales of order of picoseconds.
Thus, to an excellent approximation, these systems can be regarded as closed and isolated
for the duration of the experiment. Moreover, the dilute nature of these gases and the excep-
tionally low temperatures result in typical long time scales for the dynamics of the system,
of order of milliseconds or even longer, which allow to study relaxation and equilibration
phenomena in this kind of systems.
Secondly, several techniques, like Feshbach resonance [9, 10] and optical potential [11],
have been developed to dynamically tune various parameters of the Hamiltonian governing
the time evolution of the system. Feshbach resonance allows to control the interparticle
separation by changing the external magnetic field while optical potentials, exploiting the
dipolar interaction between the atoms and two counter propagating laser beams, can create
a spatially dependent and periodic optical lattice [12] used to confine atoms. This results
in the possibility of changing one or more parameters of the Hamiltonian dynamically, (for
instance the applied magnetic field, the trapping potential or even the dimensionality of the
system) and consequently put the system out of equilibrium.
The great tunability of these systems, together with their weak coupling to the environ-
ment, allows to observe the time evolution of isolated many body quantum systems from
initially out of equilibrium conditions. This was clearly shown in a seminal experiment
performed by Prof. Bloch’ s group [13]. Ultracold bosonic atoms were loaded in a three di-
mensional optical potential, with the system initially in the superfluid phase; then suddenly
it was increased the depth of the optical lattice. From this initial out of equilibrium condi-
tion, the system was then let evolved unitarily, i.e isolated from the rest, for a variable time
after which the momentum distribution was measured by time of flight measurements. As
3
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Figure 1.1. Interference pattern measured through time of flight experiments for times equal to
(a) 0 µs, (b) 100 µs, (c) 150 µs, (d) 250 µs, (e) 350 µs, (f) 400 µs and (g) 500 µs. [Figure taken
from [13]].
it is known, a system undergoes a superfluid to Mott insulating transition when the lattice
depth is changed [12]; in this case, the lattice depth was tuned to a value corresponding to
a Mott insulating phase (in equilibrium). As can be seen from Fig. 1.1, the matter wave
function shows a series of collapse and revival (from the superfluid phase at t = 0 (panel
a) to the Mott insulating phase at t = 250µs (panel d) and back again to the superfluid
phase, at t = 500µs (panel g)), which is a clear proof of the fact that the system retains its
coherence during the time evolution.
These new experimental possibilities have opened the way to study the relatively un-
explored area of quantum dynamics in closed interacting systems [14–20]. This has led to
the possibility of addressing long standing theoretical questions concerning equilibration and
thermalisation, the role of integrability and universality near quantum critical points and
generalizations of the classical KAM theory to the quantum case (for reviews see [21–24]).
In this thesis we will particularly focus on the equilibration and characterization of the
asymptotic state reached by the system at long times after evolving from an initially out
of equilibrium configuration. We will start by reviewing, in the next section, the main
differences between equilibration in classical and quantum systems.
1.2 Stationary states
One of the fundamental principles of statistical mechanics for classical systems is that a
generic, isolated system in the thermodynamic limit, prepared in an arbitrary initial state,
evolves to a well-defined stationary state in the long time limit. This state is the one that
maximises the entropy [25, 26], that is for large times the system would tend to thermal
equilibrium described by the microcanonical ensemble, with a total energy equal to the
initial one.
But what happens in a quantum system? In an isolated quantum system the time
evolution is unitary, so if the system is prepared in a pure state it will always remain in a
4
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pure, time-dependent state, instead of a statistical ensemble, which is by definition a mixed
state. In fact the unitary evolution is periodic or quasi-periodic, that is, after sufficiently
large time, the system will return to its initial state or arbitrary close to it. It means that,
if we are asking whether the whole isolated system will relax to a steady state, this question
has definitely a negative answer, due to quantum recurrences. However, subsystems of a
much larger system are not isolated and therefore we can intuitively think that these will
equilibrate (i.e. tend to a time independent, stationary configuration) in the long time limit
because the rest of the system has acted on it as a bath. If we describe states using the
density matrix formalism, this is equivalent to saying that the density matrix of the whole
system is pure while the reduced density matrix of one of its subsystems is mixed, and
thus may well be represented by a statistical ensemble [27–30]. Consequently, one should
investigate the nature of such subsystems; a natural question is if this equilibrium state can
be described by a standard thermodynamical ensemble, i.e the microcanonical or canonical
one.
Let us put these concepts into formulae to clarify them. Let us consider a subsystem
A of the whole system A ∪ A. If the initial state of the whole system is |ψ0〉 and the
Hamiltonian ruling time evolution is H ′, the global density matrix at any time t is ρA∪A(t) =
|ψ(t)〉〈ψ(t)| = e−iH′t|ψ0〉〈ψ0|eiH′t, that is, a pure state. Then the reduced density matrix
for the subsystem A is, by definition, obtained by tracing out the degrees of freedom of A,
i.e. ρA(t) ≡ TrA
[
ρA∪A(t)
]
. The question is whether it exists (and eventually what it is) a
“virtual” mixed density matrix ρmixed
A∪A having support in A∪A such that its reduced density
matrix for A be the stationary limit of ρA(t). This reads
lim
t→∞
lim
N→∞
ρA(t) = lim
N→∞
TrA
[
ρmixed
A∪A
]
. (1.1)
As a consequence, the expectation value of any local observable OA, where local here means
having support only in A, can be computed in the long time limit with this statistical
ensemble
lim
t→∞
Tr[ρ(t)OA] = Tr[ρ
mixed
A∪A OA]. (1.2)
Note that the virtual mixed statistical ensemble is defined on the whole system A∪A because
to get a description of the subsystem A we need to take into account that the whole system
is isolated, i.e. consider all the conservation laws of the whole system. We call it virtual
because by no means ρmixed
A∪A equals the full density matrix of the system since the former is
a mixed state while the latter is a pure one; it simply represents a convenient object from
which we can deduce the density matrix of the subsystem A. Also note that the N → ∞
limit is equivalent to saying that A is macroscopically large with respect to A and acts like
a thermalizing infinite bath on A. Taking the thermodynamic limit before the long time
limit (and not viceversa, otherwise quantum recurrences are unavoidable) ensures that a
stationary value for ρA(t) is reached.
The interest in the long time configuration reached after unitary time evolution from an
initial out of equilibrium condition was raised and acquired great relevance after the ground
breaking experiment [14] (the so called Quantum Newton’s Cradle) performed in the group of
Prof. Weiss. In this experiment, see Fig. 1.2, they considered an array of 87Rb atoms tightly
confined in one dimensional tubes with an additional trapping potential in the longitudinal
5
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Figure 1.2. Absorption images in the first oscillation cycle of the Quantum Newton’s Cradle
experiment. [Figure taken from [14]].
direction; after placing the atoms in a superposition of states with opposite momenta, they
let them evolve isolated and then measured the momentum distribution at variable subse-
quent times. It turned out that the system reaches a stationary configuration but does not
thermalize on the time scales available for the experiment, even after thousand of oscilla-
tions; more precisely, the momentum distribution eventually reached is non Gaussian. Since
the experimental system is a very close realization1 of the Lieb-Liniger model [31, 32] with
repulsive point-like interactions, which is an integrable model [33–35], the authors suggested
that the non gaussianity could be due to the integrability of the system. This experiment
spurred a great deal of interest on the role played by integrability and dimensionality in
thermalization processes, which will be better analyzed in the next section.
1.3 (Non)-integrability and thermalization
Before embarking into the analysis of the subtle relation between thermalization and inte-
grability in many body quantum systems, let us review this issue in the case of classical
systems.
1Except for the presence of the trapping potential.
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1.3.1 Relaxation in classical systems
For a classical system, the concept of thermalization is strictly connected to the one of
ergodicity and of integrability. Classical systems can be divided into two classes: non-
integrable and integrable systems.
(Classical) non-integrable systems are expected to have very few conserved quantities
during their dynamics (like energy, number of particles, momentum and angular momentum).
Their equations of motion are a system of non exactly solvable and non linear equations.
KAM’s theory [36–40] assesses that if the non linear amplitudes overcome a certain threshold
the deterministic (meaning non-random, non-stochastic) equations of motion for the system
can allow for the emergence of dynamical chaos. It means that just a small indetermination
on initial conditions can give rise to a totally unpredictable solution, with the indetermination
on the trajectory growing exponentially in time with the Lyapunov exponent [41]. This
implies that the ergodic hypothesis is satisfied for these systems. Let us recall what the
ergodic hypothesis says. Let us consider a system with N degrees of freedom in d spatial
dimensions, represented by a point in the 2dN dimensional phase space; given an initial
condition X0 = (p0,q0), the Hamiltonian H(p,q) is ergodic if the trajectory of the system
in the phase space covers uniformly the constant energy hypersurface selected by the initial
condition, for almost every X0. This condition allows to replace time averages with phase
space averages weighted with the microcanonical ensemble; hence for any operator O(p,q)
and almost any initial condition we have
〈O〉time := lim
T→+∞
1
T
∫ T
0
dtO(p(t),q(t))
= 〈O〉mic :=
∫
ddNpddNqO(p,q)δ[H(p,q)−H(p0,q0)].
(1.3)
Non integrable systems can actually forget during their time evolution of their initial state
details except for the values of their very few macroscopic integrals of motion. In this example
the only integral of motion is the energy, hence the phase space average is realized over the
constant energy hypersurface, this is what we call thermalisation. As previously mentioned,
the stationary configuration is the distribution characterized by the maximization of the
entropy functional according to the constraints given by the conservation laws.
On the other hand, (classical) integrable systems are defined as systems having the same
number of conserved charges as the number of degrees of freedom. Considering a generic
hermitian, i.e. non dissipative, Hamiltonian for such a system and changing variables from
position-momentum to action-angle [42] the Hamiltonian results to be dependent on the
action variables only, which are the integrals of motions. The trajectories in phase space
look like invariant tori, described by the action variables; as a consequence they do not
generate any chaotic dynamics and are expected to satisfy no ergodic behaviour like (1.3),
as opposed to non integrable systems. KAM’s theory [36–38] also states that these orbits
are stable against sufficiently small integrability breaking perturbations.
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1.3.2 Relaxation in quantum systems
How and under which conditions can this framework be generalized to extended quantum
systems? As done in the previous subsection, we will first consider quantum non integrable
systems and then quantum integrable systems.
First of all, the concept of ergodicity is not easy to translate in the quantum domain. To
see this, let us consider a non degenerate Hamiltonian with eigenvalues Eα and eigenstates
|ψα〉. We define the microcanonical density matrix by coarse graining the spectrum on
energy shells of width δE, large enough to contain a large number of states but small on a
macroscopic scale. Denoting with S(E) the set of states within a shell of energies (E,E+δE)
the microcanonical density matrix becomes
ρmc =
∑
α∈S(E)
1
N(E)
|ψα〉〈ψα|, (1.4)
where N(E) is the total number of states contained in each shell centred around the energy
E. Let us now choose as the initial state a superposition of eigenstates within this energy
shell, ie.
|ψ0〉 =
∑
α∈S(E)
cα|ψα〉. (1.5)
The long time average of the corresponding density matrix is of the form
lim
T→∞
1
T
∫ T
0
dt|ψ(t)〉〈ψ(t)| =
∑
α∈S(E)
|cα|2|ψα〉〈ψα| ≡ ρdiag, (1.6)
where |ψ(t)〉 is the time evolved state at time t from the initial state |ψ0〉. This is the so
called diagonal ensemble [43], where the term diagonal refers to the fact that it is diagonal in
the energy eigenbasis. It is constructed with the squared overlaps of the energy eigenstates
|ψα〉 with the initial state |ψ0〉. By definition, the diagonal ensemble captures the time
averaged expectation values of all observables, including non-local and non-stationary (e.g.
oscillating) ones, irrespectively of the integrability of the system. Indeed, such an ensemble
retains all the information about the initial state (except the phases, which erase in the
thermodynamic limit) rather than a limited set of integrals of motion and, in this sense,
is genuinely different from the usual statistical ensembles, since it has no relation with the
economy of the maximum entropy principle.
The diagonal ensemble coincides with the microcanonical one only if all |cα|2 are equal
to 1/N(E). Therefore quantum ergodicity in a strict sense is almost never realized. This
goes well with the fact that Schro¨edinger’s equation is linear, hence we can not expect
ergodicity to emerge in a classical-like fashion from any dynamical chaos or non linearities.
Nevertheless there are many evidences, of both experimental [15, 16] and numerical nature
[44–59], that thermalisation does take place also in quantum non integrable systems. The
appropriate statistical ensemble is expected to be the standard Gibbs one with an effective
temperature fixed by the value of the energy in the initial state [60,61]. The now commonly
accepted explanation for this behaviour (although it does not apply to all cases, for example
to many body localized states [62, 63]) is the ETH (Eigenstate thermalisation hypothesis)
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Figure 1.3. Thermalisation in classical (A) vs quantum mechanics (B). [Figure taken from [64]].
[64]. It can be summarized as follows: for an initial state described by a superposition of
energy eigenfunctions close in energy, thermalisation is achieved because the expectation
value of any observable on each of these energy eigenfunctions is constant and equal to its
microcanonical average at that energy scale. This means that the representation of any
observable in the energy basis is diagonal and for eigenfunctions with energies close together
the diagonal elements are the same. The different picture that distinguishes classical and
quantum thermalisation is depicted in Fig. 1.3. On the left, time evolution for classical
systems constructs the thermal state from an initial state that bears no resemblance to the
stationary state. On the right, it is represented the thermalisation mechanism that takes
place according to ETH: each energy eigenstate is also already a thermal state, so even the
initial state (made of superposition of several energy eigenstates) is thermal but this fact is
hidden by the coherence of the state. Time dynamics reveals that the initial state contains
many thermal states through dephasing.
Let us now consider quantum integrable systems. Even if the concept of quantum in-
tegrability is far from being trivial, see for example [33, 35], a quantum integrable system
usually has an extensive number of local independent integrals of motion In which commute
with themselves and with the Hamiltonian H, i.e.
[In, Im] = 0 = [In, H]. (1.7)
For this reason, in the spirit of the works of Jaynes [25,26] on the maximum entropy ensemble,
it was proposed by Rigol et al. [65] that the ensemble describing the stationary state in an
integrable system should be the so called Generalized Gibbs Ensemble (GGE), whose density
matrix is given by
ρGGE =
e−
∑
k λkIk
ZGGE
, (1.8)
9
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where ZGGE = Tr[e
−∑k λkIk ]. The λk are Lagrange multipliers fixed by imposing that the
expectation values of the local conserved charges Ik are equal to their values in the initial
state |ψ0〉, i.e. imposing
〈ψ0|Ik|ψ0〉 = Tr[ρGGE Ik], ∀k. (1.9)
This conjecture has been widely verified in numerical, experimental and analytical calcula-
tions. The most convincing evidence supporting it comes from the exact solution of models
that can be mapped to free fermions or bosons for which the full dynamics can be obtained
analytically [1–3, 28, 30, 35, 66–89]. For integrable interacting models, i.e. with a non-trivial
scattering matrix between quasi-particle excitations, the exact solution of the dynamics is
still an outstanding problem [90], but recently it has been possible in some instances to con-
struct the GGE and compute explicitly a few observables [90–100] and also to check these
predictions numerically [100].
1.4 A specific protocol: the quantum quench
Up to now we have never been specific about how the system is put out of equilibrium or
which are the initial conditions of the system.
Indeed there can be many possible ways to perturb a system and the outcome is expected
to depend on the particular choice made. In this thesis we will concentrate only on one pro-
tocol, the so called quantum quench, (for the first seminal papers see [67–69,101,102]), which
is the simplest way of driving a system out of equilibrium. It consists in preparing a system
in an initial pure state, that is an eigenstate of some pre-quenched Hamiltonian H, then
suddenly varying a parameter of the Hamiltonian and letting the system evolve unitarily, i.e.
without any coupling to the external environment, according to a post-quenched Hamilto-
nian H ′, with [H,H ′] 6= 0. The fact that the initial state is an eigenstate of the pre-quenched
Hamiltonian which does not commute with the post-quenched one, ruling subsequent time
evolution, guarantees that the system starts off equilibrium [1–3,28,30,35,66–105].
From a practical point of view, the switching of the coupling of the Hamiltonian will not
be instantaneous and there will be some transient effects for this change. However we will
be mainly interested in the stationary limit or in the long time dynamics, which allows to
represent schematically the quench as an instantaneous change between two Hamiltonians.
Since the change of the parameters is done in an impulsive way, the system does not have
time to adjust itself to the perturbation; basically there is no change over the wavefunction
except for an overall phase factor.
Let us now look at the choice of the initial state of the system and how it can affect its
long time evolution. For example, in [51], the authors considered an Ising spin chain with
longitudinal and transverse field, which is a non integrable model, for several initial states,
showing that the observables always equilibrate but not necessarily thermalize. The authors
studied the long time behaviour of the reduced density matrix for subsystems made of three
spins. It turns out that the stationary value to which this reduced density matrix converges
depends on the initial state chosen. Indeed, if the initial state is |y+〉 , i.e. all the spins are
aligned in the positive y direction, then the reduced density matrix tends to the canonical
one, while if the initial state is |z+〉 there is no strict convergence for t→∞ since oscillations
persist even at large times. However, if we take a time average (as in the classical case), we
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get rid of these oscillations in time and we have a convergence to the thermal distribution.
The difference between these two behaviours is usually referred to as strong thermalization
(which happens in the former case, where there is convergence to a stationary distribution
without time averages, differently from the classical case) and weak thermalization (in the
latter case) [50,106].
Moreover, if the initial state is |x+〉 , the authors noted a convergence to a density matrix
that is different from the thermal one and therefore thermalization does not occur, despite
the fact that the model is non-integrable. From this it is clear that the thermalization or not
in the stationary state depends not only on the Hamiltonian, but also on the initial state of
the system. Of course, since these results are numerical, it is not possible to reach infinite
long times and it may be that actually thermalization does occur but at a time scale beyond
the ones reached by the simulation. However, we believe that this result is very interesting,
in particular because these different behaviours are exemplified by very simple initial states.
The choice of the initial state and how this can affect the long time relaxation will be a
central issue in this thesis.
1.5 Content of the thesis
The rest of this thesis is divided into two parts. In the first part (Chapters 2 and 3) we will
focus on relaxation after a quantum quench in a spin chain model, while in the second part
(Chapters 4 and 5) we will study relaxation after quenches in continuum models with some
physically interesting applications.
In Chapter 2, based on [1], we will consider a quench of the magnetic field in the transverse
field Ising chain; as initial states, instead of considering the ground state of the pre-quenched
Hamiltonian, as done in the vast majority of quench problems, we will focus on highly excited
states of the pre-quenched Hamiltonian. We will show that, even for this class of initial states,
the system will locally relax to the GGE and we will also address the dynamical evolution
of some relevant correlation functions. In Chapter 3, based on [2, 3], for the same quench
protocol and the same class of initial states, we will analyze extensively the time dependence
and stationary limit of the entanglement entropy, an observable that plays a crucial role for
thermalization.
In Chapter 4, based on [4], we will switch to continuum models; in particular we will
consider a system of one dimensional free relativistic fermions where an external potential
is suddenly raised from zero to a step-like profile. We will discuss how such a quench of the
external potential can give rise to the physics of Klein tunneling and we will show how it can
be derived from the stationary state reached after the quench. In Chapter 5, based on [5],
considering the Lieb-Liniger model with repulsive point-like interactions, we will develop a
schematic description of the Quantum Newton’s Cradle experiment [14] with which we will
be able to describe the stationary state.
11
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Part II
Quantum quenches in a spin chain
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Chapter 2
Relaxation from excited states in the Ising chain
In this Chapter we address the issue of equilibration and thermalization after a quantum
quench in one of the most intensively studied spin model of the quench literature [66–68,70–
85], namely the transverse field Ising chain. This model [107, 108] is paradigmatic because
it displays a quantum critical point but at the same time it is also exactly solvable since it
is mappable to free fermions, as we will show later. This latter feature allows to solve the
dynamics and to make exact statements regarding the stationary state.
Despite the wide interest raised by the Ising model, most of (if not all) these quench stud-
ies focused on the evolution starting from the ground-state of the pre-quenched Hamiltonian.
While these initial states should include all the most relevant experimental situations, it is
natural to wonder how general the conclusions drawn on their basis are. Indeed we already
mentioned in the Introduction the importance of the choice of the initial state for the sub-
sequent long time evolution (see for example [51], [109, 110]). Moreover, for now we just
mention (and it will be more extensively discussed in the next Chapter) that ground states
of local Hamiltonians are rather rare, untypical states with respect to other states, for in-
stance excited states; this notion of typicality [27] is related to the characterization of the
entanglement entropy of such states. It is thus very interesting to consider how the dynam-
ics and relaxation after a quench is modified when the initial state is not a ground state; in
particular we will focus on excited states of the pre-quenched Hamiltonian.
In this chapter we will consider a quench of the magnetic field in the quantum transverse
field Ising chain, considering as initial state an highly excited state of the pre-quenched
Hamiltonian. It is organized as follows. After an introduction in Sec. 2.1 to the concept
of quantum phase transitions and spontaneous symmetry breaking, we will describe the
transverse field Ising model in Sec. 2.2, 2.3 and 2.4 and then we will prove in Sec. 2.5 and
2.6 that even starting from initial excited states the system relaxes to the Generalized Gibbs
Ensemble. Finally in Sec. 2.7 and 2.8 we will study the time dependence of some correlation
functions, namely the transverse magnetisation and the equal-time longitudinal two point
function, both analytically and numerically.
2.1 Quantum phase transitions
The concept of phase transitions was introduced within classical thermodynamics to refer
to an abrupt change in the properties of the system happening at a particular value of
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a) b)
E
g g
E
Figure 2.1. The two smallest energy eigenvalues of a Hamiltonian H(g) on a finite lattice as a
function of the dimensionless coupling constant g. Blue line indicates E1(g), red line E0(g). (a)
shows the presence of a level crossing, while (b) shows the more usual situation represented by an
avoided level crossing, which then evolves to a second order quantum phase transitions in the limit
of an infinite system.
temperature and pressure. In classical models, phase transitions are driven by thermal
fluctuations.
On the other hand, quantum phase transitions deal with systems at zero temperature
[107], i.e. with the ground state physics of the system. As a consequence, thermal fluctuations
are absent but the system can have fluctuations due to the Heisenberg principle. The system
is driven across the quantum phase transition upon varying a parameter that specifies its
Hamiltonian, which rules the behaviour of the system at the microscopic level. In general, the
properties of the ground state vary smoothly as the Hamiltonian parameters are changed, but
there can be points in the parameter’s space in which the change is non analytic: these are
called quantum critical points. The existence of a critical point indicates that the properties
of the ground state of the system are radically changed crossing that point, i.e that a phase
transition is taking place.
Let us consider a Hamiltonian describing a system with a finite number of degrees of
freedom that reside on a lattice, with the Hamiltonian function of a dimensionless coupling
g, namely H(g). Let us follow the evolution of the ground state energy of H(g) as a function
of g. In this case, the energy depends analytically on the parameter g, except for the points
gc where the first excited state cross the ground state (see Fig. 2.1(a)). This is called
level crossing and it is only possible for a Hamiltonian in which g couples to a conserved
quantity (i.e. H = H0 + gH1, where [H0, H1] = 0). This means that the eigenfunctions are
independent of g, differently from the eigenvalues: therefore there can be a level crossing
when, for a certain value of the coupling gc, an excited state becomes the ground state of
the theory. In this case the non analyticity is at the level of the first derivative of the energy.
If we indicate with E0(g) the energy of the ground state and with E1(g) the one of the first
excited state, then we have that E ′0(g
−
c ) > E
′
1(g
−
c ) while E
′
0(g
+
c ) < E
′
1(g
+
c ), so that the first
derivative of the energy is discontinuous at g = gc.
This particular kind of phase transition is very rare in finite size systems, more usually
you have an avoided level crossing (see Fig. 2.1(b)). If instead we consider an infinite lattice,
an avoided level crossing between the ground state and an excited state in a finite lattice can
then become progressively sharper as the system size increases. This means that, increasing
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the system’s size, the energy difference between the levels becomes smaller and smaller so
that eventually in the limit of an infinite system, the energy exhibits some non analytic
behaviour. We will call these quantum phase transitions, and in particular we will encounter
phase transitions of the second order. These are the transitions at which the characteristic
scale of the fluctuations of energy above the ground state vanishes as g approaches gc. Let ∆
represent an energy scale, given by the gap between the ground state and the first excitation
above the ground state. Generally, in the neighbourhood of the critical point gc, ∆ vanishes
with a power law behaviour
∆ ' |g − gc|zν ; (2.1)
zν is the critical exponent, whose value is universal, that is, it is independent of most of
the microscopic details of the Hamiltonian H(g) and depends only on the dimensionality
and symmetry of H(g). Correspondingly to a vanishing energy scale, second-order quantum
phase transitions have a diverging characteristic length scale ξ, which generally indicates the
correlation length
ξ ' |g − gc|−ν , (2.2)
so that
∆ ' ξ−z, (2.3)
where z is called the dynamical critical exponent.
The quantum phase transitions we will be dealing with can be understood within the
paradigm of spontaneous symmetry breaking, a concept that is of capital relevance in all
field of physics. The idea is very simple and consists in the observation that a theory with
a Hamiltonian invariant under a symmetry group may not show explicitly the symmetry at
the level of the solutions. This can happen when the ground state of the theory is degenerate
and transforms in a non trivial way under the symmetry. The situation can be described
qualitatively saying that the existence of a degenerate ground state forces the system to
choose one of these equivalent states, and consequently to break the symmetry. But the
breaking is only at the level of the solutions, the Hamiltonian and the equations of motion
preserve the symmetry.
One can easily construct classical systems exhibiting spontaneous symmetry breaking.
For instance, a classical particle in a double-well potential, with minima in ±x0. This
system has parity invariance x → −x, where x is the particle’s position. The equilibrium
positions are around the minima of the potential. If we put the particle close to x0, it will
perform oscillations around that point and the original symmetry is lost. A further example
is given by a ferromagnet which has a Hamiltonian invariant under rotations, but below the
Curie temperature exhibits spontaneous magnetization, breaking in this way the symmetry.
The system goes from one phase to another varying the control parameters (g in our initial
case), and the different phases are characterized by the different values of a parameter, called
order parameter. Usually, the order parameter is zero in the symmetric phase and different
from zero in the broken phase.
The situation is slightly more involved at the quantum level, since spontaneous symmetry
breaking cannot happen in finite systems and we need to take the thermodynamic limit to
ensure its emergence. This follows from the existence of the tunnel effect. To visualize more
clearly the situation, let us consider again a particle in a double-well potential, and recall
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that we have defined the ground states through the correspondence with the classical minima
x = x0 → |R〉
x = −x0 → |L〉.
But the tunnel effect gives rise to a transition between these two states and as a consequence
it removes the degeneracy. In fact, due to the transition, the Hamiltonian acquires a non
zero matrix element between the states |R〉 and |L〉 . By denoting with H the matrix of the
Hamiltonian between these two states, we get
H =
[
0 1
1 0
]
. (2.4)
We have no more degeneracy and the energy eigenstates are
|S〉 = 1√
2
(|R〉+ |L〉), |A〉 = 1√
2
(|R〉 − |L〉), (2.5)
where |S〉 and |A〉 denote respectively the symmetric and antisymmetric eigenstate; their
eigenvalues are respectively given by
ES = 0 + 1, EA = 0 − 1. (2.6)
One can show that 1 < 0 and therefore the ground state is the symmetric one, |S〉 . Let us
now prepare a state, at t = 0, by putting the particle in the right minimum. This is not an
energy eigenstate and its time evolution, subject to quantum oscillations, is given by
|R, t〉 = 1√
2
e−iESt(|S〉+ e−i∆Et|A〉), (2.7)
with ∆E = EA−ES. Therefore the state oscillates between |R〉 and |L〉 with a period given
by T = 2pi
∆E
. In nature there are finite systems as sugar molecules, which seem to exhibit
spontaneous symmetry breaking. In fact one observes right-handed and left-handed sugar
molecules. The explanation is simply that the energy difference ∆E is so small that the
oscillation period is of the order of 104 − 106 years. The splitting of the fundamental states
decreases with the height of the potential between the two minima, therefore, for infinite
systems, the previous mechanism does not work, and we may have spontaneous symmetry
breaking.
We have now all the elements to understand the quantum phase transition in a simple
spin chain model: the transverse field Ising model.
2.2 The model
The transverse field Ising model [107, 108] is a very simple model where a quantum phase
transition takes place. The Hamiltonian is
HI = −J
N∑
j=1
[σxj σ
x
j+1 + hσ
z
j ]. (2.8)
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This model describes a one dimensional chain of N interacting spins 1/2 with nearest neigh-
bour interaction (along the x axis, with constant J > 0), subject to an external magnetic
field h. This field is said to be transverse, because it is perpendicular to the direction of
the ferromagnetic alignment (respectively z and x axis). The quantum degrees of freedom
are the spins that reside on the sites j of the one dimensional chain. On each site j, they
are represented by the operators σµj , µ = x, y, z which are the familiar Pauli matrices; the
matrices on different sites j act on different spin states, so matrices with j′ 6= j commute
with each other. We also impose periodic boundary conditions, i.e σµN+1 = σ
µ
1 .
We will consider the basis where the operator σx is diagonal, so we identify the two
eigenvalues ±1 of σx as the two possible orientations of an Ising spin which can be oriented
to the right | →〉j or to the left | ←〉j at site j. Consequently, at h = 0, when the Hamiltonian
involves only the σx term, HI will be diagonal in the basis of σ
x and it simply reduces to the
familiar classical Ising model. Actually, the first term of (2.8) is the magnetic interaction
between the spins and, being J > 0, favours their global ferromagnetic alignment along the
x axis. However, when h 6= 0, the σzj are off diagonal in this basis and thus induce quantum-
mechanical tunneling that flips the orientation of a spin on a site. This second term is the
applied transverse magnetic field, which disrupts magnetic order along x axis. From the
competition between these two opposite tendencies, a quantum phase transition emerges.
This can be clearly seen by considering how the ground state configuration changes going
from h 1 to h 1.
Let us first consider h  1. In this case the second term in (2.8) dominates and to
leading order in 1
h
, the ground state is simply
|0〉 =
N∏
j=1
| ↑〉j, (2.9)
where
| ↑〉j = (| →〉j + | ←〉j)/
√
2
| ↓〉j = (| →〉j − | ←〉j)/
√
2 (2.10)
are the two eigenstates of σz with eigenvalues ±1. The values of σxi on different sites in the
state (2.9) are totally uncorrelated and so 〈0|σxi σxj |0〉 = δij. Even considering perturbative
corrections in 1
h
there will be short range correlations of the form
〈0|σxi σxj |0〉 ' e−|i−j|/ξ, (2.11)
where ξ is the correlation length.
Let us now consider the opposite limit h 1. We will see that the nature of the ground
state is qualitatevely different from the one in the large h limit and we shall use this to argue
that there must be a quantum phase transition between the two limiting cases at a critical
h = hc of order unity. For h  1, the first term in (2.8) dominates. In this case, at h = 0,
the ground state is doubly degenerate, in fact the Hamiltonian is invariant under the Z2
symmetry (generated by the unitary operator
∏
j σ
z
j ). The spontaneous symmetry breaking
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selects in the thermodynamic limit one of these two states: the one where the spins are all
entirely aligned along +xˆ or −xˆ, given by
| →〉 = ⊗Nj=1| →〉j or | ←〉 = ⊗Nj=1| ←〉j. (2.12)
This ground state is characterized by the long range correlation functions
〈σxi σxj 〉 ' 1, (2.13)
which indicates the spontaneous magnetization of the ground states. Let us note that it is
not possible for states that obey (2.11) and (2.13) to transform into each other analytically
as a function of h. There must be a critical value at which the large |i − j| limit of the
two-point correlator changes from (2.11) to (2.13). The quantum phase transition is located
at h = 1 [108]. In conclusion, at zero temperature and in the thermodynamic limit N →∞,
the ground state is in a paramagnetic phase for h > 1 while it is in a ferromagnetic phase
for h < 1, separated by a quantum critical point.
2.3 The diagonalisation of the Hamiltonian
In this section we study the diagonalization of the Hamiltonian (2.8), which is a standard
procedure (see e.g. [107]). We first need to use the Jordan-Wigner transformation, which
substitutes spin degrees of freedom with spinless fermions and recasts the Hamiltonian in a
quadratic form for fermionic operators. Then, this new Hamiltonian can be straightforwardly
diagonalized by means of a Fourier transform and a Bogoliubov transformation.
The first step is to introduce a set of spinless fermion annihilation and creation operators
through the non-local Jordan-Wigner transformation
cl =
(∏
m<l
σzm
)
σxl − iσyl
2
, c†l =
(∏
m<l
σzm
)
σxl + iσ
y
l
2
, (2.14)
where the operators cl, c
†
l satisfy anti-commutation relation
{c†l , cm} = δlm, {cl, cm} = 0. (2.15)
Then the Fourier modes dk are defined as
dk =
1√
N
N∑
j=1
cle
−i(2pikj)/N . (2.16)
Since the transformation is unitary, also the dk operators satisfy anti-commutation relations.
In terms of dk operators, the Hamiltonian is
HI =
∑
k
([
h− cos 2pik
N
]
d†kdk −
i
2
sin
2pik
N
[
d−kdk + d
†
−kd
†
k
]
− h
2
)
, (2.17)
where the sum over the modes k runs over integers or half-integers depending on the parity
of the fermion number, see e.g. the Appendix of Ref. [77] for a detailed discussion. This is
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however superfluous for our goals since for the study of thermalization and relaxation issues
only the thermodynamic limit is relevant, as already highlighted in the Introduction; in this
case the momentum becomes continuous, as it will become clearer in the next section.
It is now necessary to apply one more unitary transformation to cast the Hamiltonian
in a diagonal form: the transformation is a Bogoliubov rotation which takes the fermionic
operators dk, d
†
k to the new ones bk, b
†
k
b†k = ukd
†
k + ivkd−k, bk = ukdk − ivkd†−k, (2.18)
where the coefficients uk and vk are chosen in such a way as to make HI diagonal
uk = cos (θk/2), vk = sin (θk/2), (2.19)
and the angle θk is defined by the relation
tan θk =
sin (2pik/N)
cos (2pik/N)− h. (2.20)
Again, the unitarity of the transformation ensures the validity of the usual anti-commutation
relation for the b operators. Moreover, the characteristic of (2.18) of mixing only the modes
k and −k of the operators d allows us to re-write the Bogoliubov transformation in a more
compact way as a rotation in a 2× 2 Hilbert space
Dk = Rx(θk)Bk, (2.21)
where Dk and Bk are the two-component vectors
Bk =
(
bk
b†−k
)
, Dk =
(
dk
d†−k
)
, (2.22)
and the matrix Rx(α) is a special case of
Rµ(α) = cos
α
2
+ iσµ sin
α
2
. (2.23)
The Hamiltonian can be written in terms of the Bogoliubov quasi-particles as
HI =
∑
k
k
(
b†kbk −
1
2
)
, (2.24)
where the one-particle dispersion relation is
k =
√(
h− cos 2pik
N
)2
+ sin2
(
2pik
N
)
. (2.25)
We can thus summarize this procedure saying that the transverse field Ising chain is equiv-
alent to the free fermion model (2.24) with dispersion relation (2.25). Nonetheless, it is less
trivial than a free theory since the spin variables are not local with respect to the fermionic
degrees of freedom.
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2.4 Exact spectrum and quench protocol
Let us now see how the exact spectrum of the model can be constructed in terms of the
fermionic operators bk, with the Hamiltonian being given by (2.24). The ground state of
HI is the vacuum of Bogoliubov operators, i.e. it is annihilated by all bk. Its energy is
EGS = −12
∑
k k. However, the exact diagonalisation of the model gives not only the ground
state properties but all the eigenstates and their energies. This is crucial because it will
enable us to construct the initial state for our quench problem. Since we will be performing
a quench on the transverse field, both the pre and post-quenched Hamiltonians will be given
by (2.8), just with a different value of the magnetic field. As already mentioned at the
beginning of this chapter, we will be considering as initial states excited states of the pre-
quenched Hamiltonian. For this reason we need to construct a generic eigenstate of (2.8).
In the basis of free fermions, the excited states are classified according to the occupation
numbers of the single-particle basis. An eigenstate can be then written as
|mk〉 ≡
∏
k
(b†k)
mk |0〉 , with energy Emk − EGS =
∑
k
mkk , (2.26)
where mk = 0, 1 is a characteristic function of the state representing the set of occupied
momenta, i.e. mk = 1 if the momentum k is occupied and mk = 0 if not. All observables
can be written in terms of the characteristic function mk, as for example the energy in Eq.
(2.26). In finite systems mk can assume only the values 0 and 1. Since in the following we
will be interested in the thermodynamic limit we need to generalize the expression of the
characteristic function for infinite systems, similarly to what done in [111]. In fact, when
N → ∞ the possible values of k are all the integer numbers between −N/2 and N/2 and
the reduced momentum ϕk ≡ 2pikN becomes a continuous variable ϕ living in the interval
ϕ ∈] − pi, pi[. We are here interested in the case of |Emk − EGS| ' N (that can be seen as
an “highly excited state”, i.e. the results can not be obtained from perturbative corrections
to the ground state). Thus in all the formulas involving sums over populated energy levels,
we substitute sums with integrals by using as distribution a properly defined regularized
characteristic function of m(ϕ). The function is (1 +m(ϕ))/2, which represents the average
occupation of levels in an infinitesimal shell around the momentum ϕ. Let us give several
examples to make this limiting procedure clear:
| ↓N〉 −→ m(k) = −1
| ↓N/2↑αN/2↓N(1−α)/2〉 −→ m(k) =
{
1, if 0 ≤ k < piα (α < 1)
−1 otherwise
|{↓2↑}N/6{↑2↓}N/6〉 −→ m(k) =
{−1/3, if − pi ≤ k < 0
1/3 otherwise.
In these examples we presented only states with step-wise characteristic functions but the
same procedure holds for states with smooth characteristic function. In particular, the
ground state corresponds to m(ϕ) = 0 for every ϕ.
Now that we have provided a description of excited states in the thermodynamic limit,
let us focus on the quench protocol. The initial state is an excited state of the pre-quenched
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Hamiltonian, i.e. for t < 0 the system is in an excited state of the Hamiltonian HI with field
equal to h0. At time t = 0 the value of the field is suddenly quenched to h 6= h0 and all the
following time evolution is governed by this new Hamiltonian. We will denote by b′k and bk
the fermionic mode operators that diagonalise the Hamiltonian with h0 and h, respectively.
Similarly, primed symbols will be used to denote all pre-quenched operators and variables
while not-primed ones for post-quenched operators and variables. The initial state is then
one of those in Eq. (2.26) for the pre-quenched Hamiltonian, i.e.
|Ψ0〉 = |mk〉 =
∏
k
(b′†k)
mk |0〉, (2.27)
fully specified by the characteristic function mk = 0, 1 (in finite systems). The time depen-
dent state is given by
|Ψ0(t)〉 = e−iHI t|Ψ0〉, (2.28)
with HI being the post-quenched Hamiltonian with transverse field h.
We point out that even if the states |mk〉 are a basis for the many-body Hilbert space,
they do not represent the most generic excited state because the spectrum of the Ising chain
is highly degenerate and linear combinations of degenerate states are still eigenstates, but
they cannot be written as (2.26). One property of the states |mk〉 is that they do not break
the Z2 symmetry of the Hamiltonian even in the ferromagnetic phase, unless mk = 0 i.e. in
the ground state.
2.5 Construction of the reduced density matrix
As highlighted in the Introduction, the most important observable in the study of relaxation
after a quantum quench is the reduced density matrix of a subsystem. It is necessary to
compute its long time limit to understand which statistical (mixed state) ensemble describes
the stationary state. As a subsystem we will consider a block A built with ` contiguous
spins, whose reduced density matrix will be labelled as ρA. Indeed from ρA all the correlation
functions local within A, in the infinite time limit, can be obtained.
While in general it is a formidable task to calculate a reduced density matrix even for
an integrable system, in the case of a model that can be mapped to free fermions it is a
rather straightforward application of the Wick theorem to write it in terms of only two-
point correlators of fermions. To this aim it is convenient to introduce some other sets of
fermionic operators. First, we introduce the Majorana fermions
Axj = c
†
j + cj, A
y
j = i(cj − c†j) (2.29)
which satisfy the algebra
{Axl , Axn} = 2δln, {Ayl , Ayn} = 2δln, {Axl , Ayn} = 0. (2.30)
While the spin operator σzn is local in terms of these Majorana fermions, σ
z
n = iA
y
nA
x
n, the
operator σxn has the non-local representation
σxn =
n−1∏
j=1
(iAyjA
x
j )A
x
n, (2.31)
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which, as we shall see, is particularly useful in the calculation of real space correlation
functions. The operators Axj and A
y
j can be collected together in a single set of operators at
the price of doubling their number per site in the following way
A2j−1 = A
y
j , A2j = A
x
j , (2.32)
and they satisfy the algebra
{Aa, Ab} = 2δab. (2.33)
Let us now introduce the correlation matrix of Majorana fermions with the definition
〈AmAn〉 = δmn + iΠmn. (2.34)
For ` consecutive fermions (2` Majoranas), using explicitly the periodicity of the chain, this
matrix has the block structure
Π =

Π0 Π−1 ... Π1−`
Π1 Π0 ... ...
... ... ... ...
Π`−1 ... ... Π0
 , (2.35)
where the Πa’s are 2×2 matrices with entries equal to the correlations of Majorana fermions,
which explicitly are
δn0 − iΠn =
( 〈A2l−1A2(l+n)−1〉 〈A2l−1A2(l+n)〉
〈A2lA2(l+n)−1〉 〈A2lA2(l+n)〉
)
=
( 〈AylAyl+n〉 〈AylAxl+n〉
〈Axl Ayl+n〉 〈Axl Axl+n〉
)
, ∀l, (2.36)
where the correlations can clearly be taken to start from an arbitrary site l. Because of
its periodic structure, the matrix Π turns out to be a block Toeplitz matrix [112], i.e. its
constituent 2×2 blocks depend only on the difference between row and column indices of Π.
We can now use Wick’s theorem to construct all correlation functions in the Ising chain.
As shown in Refs. [113,114], the matrix Π determines entirely the reduced density matrix of
the block A of ` contiguous fermions in the chain (and hence spins, because contiguous spins
are mapped to contiguous fermions, see Eq. (2.31)), with a final result that can be written
in the compact way [113,115]
ρA =
1
2`
∑
µl=0,1
〈 2∏`
l=1
Aµll
〉( 2∏`
l=1
Aµll
)†
∝ eAlWlmAm/4 , (2.37)
where [115]
tanh
W
2
= iΠ . (2.38)
Let us emphasize that, because of the direct relation between reduced density matrix and
correlation matrix, it is sufficient to prove that two ensembles have the same correlation
matrix in order to prove that they are equal. This is an immense simplification because
while ρA has 2
` × 2` elements, Π has only 2`× 2` elements.
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2.6 The infinite time limit and the Generalised Gibbs
ensemble
In this section we analytically prove that the infinite time limit of the reduced density matrix
for a subsystem A of ` contiguous spins is given by the GGE. Being this model equivalent
to a free one, we just need to prove the equivalence at the level of the building blocks of the
reduced density matrix, i.e for two-point real-space correlation functions of fermions. We
will first derive the long time limit evolution for the fermionic propagators and then check
that it is equal to the expectation value computed with the GGE.
2.6.1 Time evolution of the fermionic two-point function
To compute the time evolution of the fermionic two-point function, we first have to work out
the relation between pre and post-quenched Bogoliubov operators, which can be obtained
from the two Bogoliubov rotations in Eq. (2.18) with angles θk and −θ′k (i.e. post and
pre-quenched Bogoliubov angles, respectively). Thus the overall rotation is
B′k = Rx(θk − θ′k)Bk = Rx(∆k)Bk, (2.39)
where we defined ∆k ≡ θk − θ′k. ∆k is the main quench variable entering in all the following
calculations and results, whose explicit expression in terms of h and h0 is
cos ∆k =
hh0 − (h+ h0) cosϕk + 1√
1 + h2 − 2h cos(ϕk)
√
1 + h20 − 2h0 cos(ϕk)
. (2.40)
Observe that the Bogoliubov rotations diagonalising the pre and post-quenched Hamil-
tonians only couple modes with opposite momenta, cf. Eq. (2.21). It is then convenient
to cast the two-point correlation functions of pre-quenched Bogoliubov modes in the 2 × 2
matrix
〈Ψ0|B′kB
′†
k |Ψ0〉 =
(
〈b′kb
′†
k 〉 〈b′kb′−k〉
〈b′†−kb
′†
k 〉 〈b
′†
−kb
′
−k〉
)
=
(
1−mk 0
0 m−k
)
=
1
2
[σz(1−mk −m−k) + I(1−mk +m−k)] ,
(2.41)
in which |Ψ0〉 is the initial state specified by the function mk as in Eq. (2.27). Combining
the two Bogoliubov rotations for pre and post-quenched Hamiltonians as in (2.39), we write
the expectation value of post-quenched Bogoliubov operators in the initial state as
〈Ψ0|BkB†k|Ψ0〉 = 〈Ψ0|Rx(−∆k)B′kB
′†
k R
†
x(−∆k)|Ψ0〉
=
(
sin2 ∆k
2
m−k + cos2 ∆k2 (1−mk) − i2 sin ∆k(−1 +m−k +mk)
i
2
sin ∆k(−1 +m−k +mk) cos2 ∆k2 m−k + sin2 ∆k2 (1−mk)
)
,
(2.42)
which is the initial condition for the fermionic two-point functions. The time evolution can
be worked out in the Heisenberg picture where the post-quenched operators Bk(t) evolve
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according to the Hamiltonian (2.24), so Bk(t) = Uk(t)Bk(0), where Uk(t) is the restriction of
the time evolution operator to the subset of the Hilbert space with momenta k and −k, i.e.
Uk(t) =
(
e−ikt 0
0 eikt
)
= Rz(−2kt). (2.43)
It is now possible to evaluate the expectation value of expressions bilinear in the fermions
ci and c
†
i at any time. In order to do so, it is enough to invert Eq. (2.16) and express the d
operators in terms of b which evolve according to Eq. (2.43). From cl =
∑
k e
i2pikl/N(ukbk +
ivkb
†
−k)/
√
N , we can write
cl(t) =
1√
N
∑
k
ei2pikl/N
(
ukbk(t) + ivkb
†
−k(t)
)
=
1√
N
∑
k
ei2pikl/N
(
uke
−iktbk + ivkeiktb
†
−k
)
,
(2.44)
and similarly for c†l (t).
For the remainder of the section, it will be useful to collect Axj and A
y
j in a two-component
vector operator
Ωj =
(
iAyj
Axj
)
. (2.45)
We will denote the Fourier transform of Axj with ω
+
k and the Fourier transform of iA
y
j with
ω−k , and, with a slight abuse of notation, we will denote the Fourier transform of the vector
(2.45) simply as Ωk:
Ωk =
(
ω−k
ω+k
)
=
1√
N
N∑
j=1
e−i(2pikj)/N
(
iAyj
Axj
)
. (2.46)
Hence, the Fourier transform of Majorana operators, ω+k (t) and ω
−
k (t), is given by
ω+k (t) = e
iθk/2
(
bke
−ikt + b†−ke
ikt
)
, ω−k (t) = e
−iθk/2
(
b†−ke
ikt − bke−ikt
)
. (2.47)
The vector operator Ωk(t) has the form
Ωk(t) =
(−e−i(θk/2+kt) ei(−θk/2+kt)
ei(θk/2−kt) ei(θk/2+kt)
)
Bk. (2.48)
Thus
〈Ωk(t)Ω†k(t)〉 = 〈Ψ0|
(−ω−k (t)ω−−k(t) ω−k (t)ω+−k(t)
−ω+k (t)ω−−k(t) ω+k (t)ω+−k(t)
)
|Ψ0〉
=
(
1 +mAk −mSk sin 2tk sin ∆k mSk e−iθk(cos ∆k − i cos 2tk sin ∆k)
mSk e
iθk(cos ∆k + i cos 2tk sin ∆k) 1 +m
A
k +m
S
k sin 2tk sin ∆k
)
,
(2.49)
where we defined
mSk ≡ m−k +mk − 1, (2.50)
mAk ≡ m−k −mk, (2.51)
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which stand for the even and odd part of mk respectively. It is straightforward to check
that when mk and m−k are set to zero this expression reduces to the one obtained in the
case when the initial state is the ground state of the initial Hamiltonian [68, 78]. Note that
if mSk = 0 then Eq. (2.49) is constant in time, which is a manifestation of the fact that if
mSk = 0 for any k the state is not only an eigenstate of the pre-quenched Hamiltonian but
also of the post-quenched one. We will define the states with mAk = 0 as parity invariant
states (PIS) in which all the positive and negative momentum modes are populated with
the same weights. Note that all the PIS have zero momentum, but the condition for PIS is
more restrictive than that. We will refer to the states with mAk 6= 0 for some k as non parity
invariant states (NPIS).
Equation (2.49) is the final expression for the two-point function of fermions in momentum
space from which, by Fourier transform, the one for real-space fermions given by Eq. (2.36)
can be straightforwardly obtained. As a usual feature of free systems, each momentum
mode oscillates in time with typical frequency proportional to k. However, when taking the
Fourier transform, in the thermodynamic limit the various modes interfere in a destructive
way and their long-time expectation is the time-average of the expression above, i.e.
〈Ωk(t)Ω†k(t)〉 =
(
1 +mAk m
S
k e
−iθk cos ∆k
mSk e
iθk cos ∆k 1 +m
A
k ,
)
. (2.52)
Thus, in order to show that the reduced density matrix attains a stationary behaviour
described by GGE, it is sufficient to show that the GGE prediction for 〈ΩkΩ†k〉 equals Eq.
(2.52). By no means this implies that 〈Ωk(t)Ω†k(t)〉 has a long-time limit, on the contrary,
it oscillates forever as a consequence of the fact that the state is pure for any time and the
Hamiltonian governing the evolution is diagonal in the modes.
2.6.2 GGE expectation value of the fermionic two-point function
The GGE density matrix for the full system was given in the Introduction in Eq. (1.8),
constructed with the local integrals of motion. In the thermodynamic limit an integrable
model has an infinite number of local conserved charges; in the case of the transverse field
Ising model they can be written in terms of the post-quenched occupation numbers as [80,116]
I−n = −
∫ +pi
−pi
dk
2pi
sin[(n+ 1)k]b†kbk, (2.53)
I+n =
∫ +pi
−pi
dk
2pi
cos(nk)kb
†
kbk, n ≥ 0,
where the apex ± refers to their parity properties: I+n are even and I−n are odd under
spatial reflections. However, it has been shown that for the transverse field Ising chain the
post-quenched occupation number operators
nk = b
†
kbk, (2.54)
although non-local quantities, can be written as linear combinations of the local integrals of
motion (2.53) [80]. Thus the GGE density matrix constructed with local integrals of motion
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and the one constructed with nk are equivalent. We will then consider
ρGGE =
e−
∑
k λknk
Z
, (2.55)
where the Lagrange multipliers λk are specific to the conserved charges that we are now using,
namely the momentum occupation numbers. They are fixed by matching the expectation
values of the occupation numbers with their values in the initial state, i.e. imposing
〈Ψ0|b†kbk|Ψ0〉 = Tr[ρGGE b†kbk]. (2.56)
The left-hand-side of this equation can be read out from Eq. (2.42)
〈nk〉 = 〈Ψ0|b†kbk|Ψ0〉 = 1− sin2
(
∆k
2
)
m−k − cos2
(
∆k
2
)
(1−mk), (2.57)
while the right-hand-side is
〈nk〉 = Tr[ρGGE b†kbk] =
1
1 + eλk
. (2.58)
Equating the two expressions we get the equation determining λk
1
1 + eλk
= 1− sin2
(
∆k
2
)
m−k − cos2
(
∆k
2
)
(1−mk). (2.59)
The components of 〈ΩkΩ†k〉 can be readily calculated in the GGE, for example
〈ω+k ω+−k〉 = Tr[ρGGE ω+k ω+−k] =
1
Z
Tr[e−
∑
k λkb
†
kbk(1− b†kbk + b†−kb−k)] (2.60)
= 1− 1
1 + eλk
+
1
1 + eλ−k
= 1− 〈nk〉+ 〈n−k〉 = 1 +m−k −mk = 1 +mAk .
Performing similar calculations for the other three elements of the matrix 〈ΩkΩ†k〉 we finally
get
〈ΩkΩ†k〉GGE =
(
1 +mAk m
S
k e
−iθk cos ∆k
mSk e
iθk cos ∆k 1 +m
A
k
)
, (2.61)
which coincides with Eq. (2.52). This proves that the GGE two-point functions of fermions
at arbitrary distance are equal to the long-time limit of the same two-point function after
a quench from an excited state |mk〉 of the initial Hamiltonian. Since the reduced density
matrix can be constructed solely from the fermionic two-point functions as in Eq. (2.37),
this also proves that any local multipoint correlation function of spins and fermions will be
described by the GGE for long times.
2.7 Transverse magnetisation
In the rest of this chapter we will analyze the long time behaviour of some relevant observ-
ables; in this section we consider the transverse magnetization and in the following one the
longitudinal two point function.
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The transverse magnetisation is defined as
mz(t) = 〈σzi 〉 = 〈iAxiAyi 〉, (2.62)
which is local in terms of fermions.
In the case when the initial state is the pre-quenched ground state, the transverse mag-
netisation is in the thermodynamic limit [78,108]
mz(t) = −
∫ pi
−pi
dk
4pi
eiθk [cos ∆k − i sin ∆k cos(2kt)]. (2.63)
For an excited state with characteristic function mk, m
z(t) can be easily found expressing
the ci in terms of the ω
+
k (t), ω
−
k (t) and substituting the matrix elements of Eq. (2.49). After
simple algebra we obtain in the thermodynamic limit
mz(t) =
∫ pi
−pi
dk
4pi
eiθkmSk [cos ∆k − i sin ∆k cos(2kt)], (2.64)
which again reduces to the ground-state evolution in the case mSk = −1, i.e. mk = 0.
Quite remarkably, we have that only the symmetric part of the characteristic function mk
contributes to the time evolution of the transverse magnetisation.
This result can be divided into a stationary and a time-dependent part. As for the
ground-state case, it is particularly interesting to understand the approach to the stationary
value which can be evaluated by a stationary phase approximation. The stationary points
are the zeros of ′k = dk/dk in the interval [−pi, pi], which are −pi, 0, pi. However, when
the characteristic function mk is not an analytic function in k, possible new extrema of the
integration domain need to be taken into account in the calculation. Indeed, these extrema
need not coincide with −pi, pi, as it happens for example in the case in which the initial state
excitations mk are non-zero only in a particular subinterval of [−pi, pi].
In the general case under consideration, we have integrals of the form
I(t) =
∫ b
a
dkf(k)eitg(k), (2.65)
where a and b do not need to coincide with −pi and pi. Notice also that in Eq. (2.64) the
stationary points of g(k) are always zeros of f(k), requiring to go to the second order in
stationary phase approach. There are three different classes of extremal points which should
be summed up in order to have the complete large time behaviour. Denoting with k0 each
of the points, the three classes are
1) The extremal point k0 is internal to the domain of integration, i.e. k0 ∈ (a, b). In this
case k0 must be stationary to be extremal, i.e. 
′(k0) = 0, and then we have
I(t) = I0(t) ≡ eitg(k0)
[
f ′′(k0)
2
√
pi
2
1
(−a′)3/2 +O[(−a
′)−5/2]
]
, (2.66)
where a′ = it
2
g′′(k0). Because of f(k0) = 0 the leading behaviour is (−a′)−3/2 instead
of (−a′)−1/2.
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2) The extremal point k0 is at the boundary of the integration domain, i.e. k0 = a or b
and it is also stationary, i.e. ′(k0) = 0, in which case we have
I(t) =
1
2
I0(t). (2.67)
3) Finally, the extremal point can be at the boundary of the integration domain, i.e.
k0 = a or b, but it is not stationary i.e. 
′(k0) 6= 0. For k0 = a and not stationary we
have
I(t) = −f(a) e
itg(a)
itg′(a)
, (2.68)
and the same without the minus sign for k0 = b.
It is clear that cases (1) and (2) give a different contribution compared to case (3).
Indeed the first two cases generically give a large time behaviour of the type t−3/2 (whenever
f ′′(k0) 6= 0, else the contribution would be faster like t−5/2), like in the quench from the
ground state. The third case instead will generically produce a slower decay of the type t−1
(unless f(a) = 0, in which case we will have t−2).
For a generic initial state with characteristic function mk, the general strategy would be
the following: (i) divide the integral in Eq. (2.64) in pieces in which mSk is continuous, (ii)
treat each of the integrals as in Eq. (2.65), and finally (iii) sum up all the contributions with
the slowest power-law behaviour. In order to show the differences between the various states,
we compare the evolution from the ground state with the ones from three representative
excited states. We choose the following three states
m1(k) = θ(k − pi/2),
m2(k) = (k/pi)
2,
m3(k) = (k + pi)/(4pi), (2.69)
where all ma(k) are clearly defined in the interval [−pi, pi].
For the initial ground state we regain the large time behaviour [78]
mz0(t) ' mzstat0 −
c(t)
(hJt)3/2
, (2.70)
where
c(t) =
(h− h0)
32
√
2piJ
[
cos(pi/4 + 4Jt(1 + h))
(1 + h0)
√
1 + h
+
sin(pi/4 + 4Jt|h− 1|)
|h0 − 1|
√|h− 1|
]
. (2.71)
For the initial state characterised by m1(k) we obtain
mz1(t) ' mzstat1 −
c11(t)
(hJt)
− c12(t)
(hJt)3/2
, (2.72)
where
c11(t) = −(h− h0)
16Jpi
sin(4Jt
√
1 + h2)√
(1 + h2)(1 + h20)
,
c12(t) =
(h− h0)
64J
√
pi
[sin(4Jt|h− 1|) + cos 4Jt(h− 1)]√|h− 1||h0 − 1| . (2.73)
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Figure 2.2. Transverse magnetisation minus its stationary value as a function of time for quenches
from h0 = 12 to h = 2 for different initial states. The points represent the exact evaluation of the
integral in Eq. (2.64) while the lines are the stationary phase approximation results valid for large
time. a) Ground state. b) m1(k) = θ(k − pi/2). c) m2(k) = (k/pi)2. d) m3(k) = (k + pi)/(4pi). In
all the cases the agreement is excellent for large enough time.
The leading large time behaviour going like t−1 comes from the extrema±pi/2 (non-stationary
points) while the t−3/2 from the k = 0 stationary point. Conversely, for the initial states
characterised by m2(k) and m3(k) we get a t
−3/2 power law behaviour due to the stationary
points x = 0,±pi falling into cases 1) and 2) above, similarly to the ground state but with
different calculable coefficients that we do not report here, but are easily obtained from Eqs.
(2.66) and (2.67).
In order to show the reliability and the range of validity of the stationary phase approxi-
mations, in Fig. 2.2 we report the time dependent part of the transverse magnetisation (i.e.
we subtract the stationary behaviour). We compare the exact results from the numerical
determination of the integral in Eq. (2.64) with the stationary phase approximation up to
order t−3/2. It is evident that even for not so-large time the oscillating power-law decay of
the stationary phase correctly describes the data. We mention that in the case of Eq. (2.72)
it is important to keep the term t−3/2 to describe the data for not too large times.
To conclude this section we would like to emphasise the main difference we have found
in the large time behaviour of the transverse magnetisation starting from the ground-state
or from excited states of the pre-quenched Hamiltonian. For quenches starting from the
ground-state we always have a power-law tail of the form t−3/2. While several excited states
have the same power-law behaviour, this is not true in general. The state with m1(k) above
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presents a much slower relaxation going like t−1. We stress that this is not at all an academic
state, quite the reverse, it is the most physical among the ones presented above because it has
all the modes larger than a given one (pi/2, but this is not essential) occupied. Furthermore
by choosing very particular momentum occupation functions m(k), it is not difficult to cook
up quite untypical power-law behaviours: for example, considering m(k) = sin2(k), since
it vanishes in all the stationary points of the phase (k), we obtain a power-law decay like
t−5/2.
2.8 Equal-time two point longitudinal correlation func-
tion
In this section we investigate the longitudinal spin-spin correlation function between two
spins at a distance ` at the same time t, which is defined as
ρxx(`, t) ≡ 〈Ψ0(t)|σxnσx`+n|Ψ0(t)〉. (2.74)
While mz is local within fermions, ρxx(`, t) is not. However, in computing ρxx(`) only the
string of Majorana fermions between sites n and n + ` matters and thus it takes the form
[107,108]
ρxx(`, t) =
〈
Ψ0(t)|
`+n−1∏
j=n
(−iAyjAxj+1)|Ψ0(t)
〉
. (2.75)
By means of Wick’s theorem [107, 108], ρxx(`, t) can be written as the Pfaffian of a skew
symmetric 2`× 2` matrix
ρxx(`, t) = pf(Γ), (2.76)
where Γ is given by
Γ =

Γ0 Γ−1 ... Γ1−`
Γ1 Γ0 ... ...
... ... ... ...
Γ`−1 ... ... Γ0
 , (2.77)
where
δn0 − iΓn =
( 〈AylAyl+n〉 〈Axl Ayl+n−1〉
〈AylAxl+n+1〉 〈Axl Axl+n〉
)
, ∀l (2.78)
and where it is kept implicit that the expectation value is taken with respect to |Ψ0(t)〉.
Notice that although the matrices Γ and Π in Eq. (2.36) look very similar and they have the
same block-diagonal elements, the off-diagonal ones are different since the second operator
is shifted by ±1.
The most interesting regime of this two-point function is the so-called space-time scaling
limit [74, 77] defined as the limit t, ` → ∞ with their ratio t/` kept fixed. In general, the
space-time scaling limit does not have to commute with the limit t → 0 or t → ∞ either if
taken before or after the thermodynamic limit.
The two-point function ρxx(`, t) is the Pfaffian of the 2`× 2` matrix Γ in Eq. (2.77) the
elements of which are the already calculated two-point fermion functions in Eq. (2.78). The
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fermionic correlators in Eq. (2.78) can be identified looking at Eq. (2.49), obtaining that
the two-by-two constituent blocks have the form
Γn =
(
hn gn
−g−n fn
)
, (2.79)
with elements
fn + iδn0 ≡ i〈AxjAxj+n〉 =
i
N
∑
k
ei2pikn/N
[
1 +mAk −mSk sin 2tk sin ∆k
]
, (2.80)
hn + iδn0 ≡ i〈AyjAyj+n〉 =
i
N
∑
k
ei2pikn/N
[
1 +mAk +m
S
k sin 2tk sin ∆k
]
, (2.81)
gn ≡ i〈AxjAyj+n−1〉 =
1
N
∑
k
ei2pikn/N
[−mSk e−ikeiθ(k)(cos ∆k − i cos 2tk sin ∆k)] .
(2.82)
Thus in the thermodynamic limit we have
Γn =
(
hn gn
−g−n fn
)
=
∫ pi
−pi
dk
2pi
eiknΓˆ(k) , with Γˆ(k) =
(
h(k) g(k)
−g(−k) f(k)
)
, (2.83)
with
f(k) = i
[
mAk −mSk sin 2tk sin ∆k
]
,
h(k) = i
[
mAk +m
S
k sin 2tk sin ∆k
]
,
g(k) = −mSk e−ikeiθ(k) (cos ∆k − i cos 2tk sin ∆k) . (2.84)
The 2 × 2 matrix Γˆ(k) is called the block symbol of the matrix Γ. Since f(k) and h(k)
are odd functions of k, the matrix Γ is antisymmetric and of Toeplitz form, as it should
be. Notice that when the initial state is the ground state of the pre-quenched Hamiltonian
h(k) = −f(k), which is also the case every time when mAk = 0, i.e. mk = m−k. In the next
subsections we will report first the numerical results and then the analytical expression for
the longitudinal correlator for various initial excited states.
2.8.1 Numerical results
We restrict ourselves to quenches within the ferromagnetic phase, because, as for the ground-
state case [74, 77], quenches between the phases and within the paramagnetic phase have a
more complicated time dependence. All the following numerical results have been obtained
for the quench from h0 = 1/3 to h = 2/3, but the conclusions we draw are valid for arbitrary
quenches within the ferromagnetic phase. The time evolution of the two-point function
ρxx(`, t) is reported in units of the Fermi time tF , defined as [16,69,77,117,118]
tF =
`
2vmax
, (2.85)
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Figure 2.3. Two-point longitudinal correlation function for ` = 60 as a function of time. All
figures refer to quenches from h0 = 1/3 to h = 2/3. Each panel corresponds to a different excited
state with characteristic function m(k) given by: a) m(k) = θ(pi/2 − |k|), b) m(k) = |k|/pi c)
m(k) = k2/(2pi)2, d) m(k) = |k|/(10pi), e) m(k) = (k/pi)2, f) m(k) = (k + pi)/(10pi).
where
vmax = max
k∈[−pi,pi]
|′k| = min[h, 1]. (2.86)
In Fig. 2.3 we report the obtained numerical results for the correlation function at fixed
distance ` = 60. All the data reported in these plots show a quite general behaviour: for
t < tF the correlation function decays exponentially (as we will explicitly show in the next
subsection), while for t > tF it shows a slow relaxation toward the GGE value.
This is a behaviour (called light-cone spreading of correlations [16, 69, 117, 118]) that
often characterizes equal time two point functions, as was pointed out for the first time by
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Calabrese and Cardy [69]. In these seminal papers the authors showed that, if the post-
quenched Hamiltonian is at a critical point, while the pre-quenched one is not, and for an
initial state that is the ground state of a pre-quenched Hamiltonian, connected two-point
functions of equal-time operators at a distance r are vanishing for t < r/2v, while for
t > r/2v they reach exponentially fast a value that depends exponentially on the separation
r, in contrast with the power laws typical of equilibrium configuration. Here v is an effective
velocity that puts an upper bound on the speed with which information can travel and spread
in a spin chain, as guaranteed by the Lieb-Robinson bound [117]. The authors also considered
the real-time dynamics of some simple, exactly solvable, non critical models and obtained
that the light cone spreading found for critical Hamiltonians still hold. Roughly speaking,
critical points are not special as far as quenching dynamics is concerned. The qualitative,
and many of the quantitative, features found for the time evolution of multi-point correlation
functions may be understood physically on the basis of a semiclassical picture that will be
discussed in the next chapter, after the introduction of the entanglement entropy.
Thus, in (2.86), vmax can be interpreted as the maximal velocity with which information
can propagate in the spin chain. From the plots shown in Fig. 2.3, we can see that also
for quenches from excited states, there is a manifestation of the light-cone spreading of
correlations: there is a horizon effect at t = tF resulting in a behaviour before and after
t = tF completely different. However, not all the initial excited states we analysed behave in
this way and for that reason we show a separate plot in Fig. 2.4. There we report the time
evolution from the state characterised by m(k) = θ(k − pi/2) which appears qualitatively
different from the others: while for ` = 20, 60 it is similar to the other cases in Fig. 2.3, for
` = 30, 90 after an initial decay the correlation function displays a sort of plateaux and at
t ∼ tF it sets around the GGE value which is reached in an oscillating manner. It is not
clear to us what the physical phenomenon behind this behaviour is, but we have observed it
only for this NPIS (i.e. for mk 6= m−k).
Also for the well behaved cases in Fig. 2.3 there is a fundamental difference compared
to the ground-state initial case which is worth mentioning. In equilibrium, all these states
are characterised by a vanishing one-point function 〈σx〉 explaining why the initial values of
the two-point functions in Fig. 2.3 is always within the range 10−1− 10−27 (and obviously it
goes to zero increasing `), while it was close to 1 for the ground-state quench. Furthermore
it also seems that the more excited the state is, the lower is the initial value of two point
correlator. This can be seen from Fig. 2.3 by comparing the initial states in which mk has
the same analytical form but different pre-factor.
2.8.2 Analytical full time evolution for parity invariant states
In this subsection we provide an analytic result for the time dependence of the longitudinal
two-point function for PIS and quenches within the ferromagnetic phase, which will also
clarify in formulae what we mean with the expression “light-cone effect”. For a quench
starting from the ground-state and within the ferromagnetic phase, the two-point correlation
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Figure 2.4. Two-point longitudinal correlation function for the quench from h0 = 1/3 to h = 2/3
for the initial excited state with m(k) = θ(k − pi/2). The four panels correspond to different
distances, namely: a) ` = 20, b) ` = 30, c) ` = 60, d) ` = 90.
function in the space-time scaling limit is [74,77]
ρxx(`, t) ' Cx exp
[
`
∫ pi
0
dk
pi
ln[| cos ∆k|]θ(2|′k|t− `) + 2t
∫ pi
0
dk
pi
|′k| ln[| cos ∆k|]θ(`− 2|′k|t)
]
,
(2.87)
where θ(x) is the Heaviside step function and Cx is a coefficient which can also be calculated
[77, 78]. This result is based on the multi-dimensional stationary phase approach developed
in Refs. [70,74,77] and reported for completeness in Appendix A.1.
The derivation of Eq. (2.87) is based on the fact that the 2× 2 symbol Γˆ(k) can be cast
into the form (A.1) of Appendix A.1 which, in particular, implies that the block symbol is
traceless. The symbol for the excited state Γˆe(k) given in Eq. (2.83) is characterised by
Tr[Γˆe(k)] = 2imAk , det[Γˆ
e(k)] = (mSk )
2 − (mAk )2 = (1− 2mk)(1− 2m−k). (2.88)
Hence a generalised version of (2.87) can be derived only provided that the symbol is traceless,
i.e. for PIS. In this case the symbol for the excited state is proportional to the one for the
ground state Γˆgs(k), indeed from Eq. (2.83) we have
ΓˆePIS(k) = −mSk Γˆgs(k), (2.89)
36
2 Relaxation from excited states in the Ising chain
æ
æ
ææææææ
æ
ææææææææ
ææææ
æ
æææææææææ
æææææææ
ææææææææ
à
à
ààààààààààààààààààààààààààààààààààààààààààààààààààààààààààààààààààààààààààààààààààààààààà
ì
ììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììì
HaL
mHkL=ΘHΠ2-ÈkÈL
0.0 0.5 1.0 1.5 2.0
-0.14
-0.12
-0.10
-0.08
-0.06
-0.04
-0.02
0.00
ttF
Lo
gHΡxx Ll
æ
æ
ææææ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æææ
ææææ
æææææ
æææææææ
à
à
ààààà
à
à
à
à
àààààà
à
à
à
àààààà
à
à
àààààààà
à
àààà
àààà
à
ààààààààààààààààààààààààààààààààààààààààààààà
ì
ì
ììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììì
ììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììì
HbL
mHkL=ÈkÈΠ
0.0 0.5 1.0 1.5 2.0
-1.05
-1.04
-1.03
-1.02
-1.01
-1.00
-0.99
ttF
Lo
gHΡxx Ll
æ
æ
ææææ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
æ
ææææææææææææææææææææææ
à
à
ààààà
à
à
à
à
àààààà
à
à
à
àààààà
à
à
àààààààà
à
àààààààààààààààààààààààààààààààààààààààààààààààààààààà
ì
ì
ìììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììì
HcL
mHkL=ÈkÈH10ΠL
0.0 0.5 1.0 1.5 2.0
-0.16
-0.15
-0.14
-0.13
-0.12
-0.11
-0.10
ttF
Lo
gHΡxx Ll
æ
æ
æææææ
æ
æ
æ
æ
ææææææ
æ
æææ
æ
ææææææææææææææææææææææææ
à
à
ààààààààààààààààààààààààààààààààààààààààààà
à
à
à
à
à
ààà
à
à
àà
àà
ààààààààà
ààààààààà
àààààààààààààà
ì
ììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììììì
HdL
mHkL=HkΠL2
0.0 0.5 1.0 1.5 2.0
-0.86
-0.84
-0.82
-0.80
-0.78
-0.76
ttF
Lo
gHΡxx Ll
Figure 2.5. Scaling behaviour of ln(ρxx)/` vs t/tF . The continuous line is the analytical prediction
in Eq. (2.91), the blue points correspond to ` = 30, the violet squares to ` = 60 and the dark
green diamonds to ` = 90. The various panels corresponds to different initial states with: a)
m(k) = θ(pi/2− |k|), b) m(k) = |k|/pi, c) m(k) = |k|/(10pi), d) m(k) = (k/pi)2.
and hence the coefficients nx and ~n⊥ appearing in Eq. (A.1) are
nx = −mSk cos ∆k, |~n⊥|2 = sin ∆k2(mSk )2. (2.90)
At this point, the generalisation of Eq. (2.87) to excited initial states is a straightforward
application of Eq. (A.3) in the Appendix A.1 which leads to
ρxxmk(`, t) ' Cmk exp
[
`
∫ pi
−pi
dk
2pi
(
1− 2|′k|
t
`
)
ln(|mSk |)θ(`− 2|′k|t)
]
exp
[
`
∫ pi
−pi
dk
2pi
ln[| cos ∆kmSk |]θ(2|′k|t− `)
]
exp
[
2t
∫ pi
−pi
dk
2pi
|′k| ln[| cos ∆kmSk |]θ(`− 2|′k|t)
]
. (2.91)
Compared with the ground state result there is an important qualitative difference given by
the first line of the expression above that is absent only if mk = 0 identically, i.e. for the
ground state. In the multidimensional stationary phase approach this term arises from to
the fact that n2x + |~n2⊥| 6= 1. This term is also responsible for an exponential decay in the
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distance ` of the correlation function in the initial state, a fact that we anticipated in the
previous section and that the above result proves.
In Fig. 2.5 we report the numerically calculated correlation functions and we compare
with the analytic prediction (2.91). We plot the logarithm of the correlation in order to see
clearly the exponential decay for t < tF followed by a slow relaxation for t > tF . It is evident
that increasing `, the various curves approach the asymptotic result in Eq. (2.91). Finite size
(in `) effects are almost exclusively due to the undetermined constant Cmk which in this kind
of plots produces a `−1 time-independent finite size correction, as proven by the fact that
all curves are basically parallel. The behaviour of the state characterised by mk = (k/pi)
2
is a bit peculiar because increasing ` the numerical curves approach the analytic result in a
non-monotonic way (the result for ` = 30 is in between those for ` = 60 and ` = 90). This
is not at all surprising because the coefficient Cmk can depend on ` in an oscillating way
every time that the symbol is a non-analytic function (for example in the long time limit the
strong Szego˝’s lemma needs to be generalised to the Fisher–Hartwig formula, see e.g. [78]
for explicit examples).
While in principle it is possible to compute the coefficient Cmk for every excited states,
each of them requires a different calculations and it is not worth analysing all of them. In
order to give a typical example, in Appendix A.2 we calculate this pre-factor for the state
mk = k
2/(2pi)2.
2.9 Discussion
In this chapter we considered the time evolution after a quench of the transverse magnetic
field in the Ising model starting from an excited state of the pre-quenched Hamiltonian. This
state is fully specified by the characteristic function mk = 0, 1 in finite systems, which in
the thermodynamic limit becomes an arbitrary function m(φ) ∈ [0, 1] with φ ∈ [−pi, pi]. It
turned out that important quantitative and qualitative differences in the time evolution arise
between parity invariant initial states (i.e. with m(φ) = m(−φ) for all φ) and non parity
invariant ones.
We showed that for an arbitrary state of the form (2.27) the long time limit of any local
observable can be evaluated by means of GGE. The proof is based on the equivalence of two-
point fermion correlations in the GGE and in the long time limit (taken, as usual, after the
thermodynamic limit). Wick’s theorem then allows for the construction of the full reduced
density matrix of any finite block of spins and hence any local multi-point correlation.
Then we turned to the study of observables. We first considered the transverse magneti-
sation for which the non-parity invariance of the state does not play any role. The approach
to the stationary value is always found to be a power-law behaviour, but characterised by
powers which depend on the initial state.
We then considered the two-point longitudinal correlation function at distance `, since
the one-point function vanishes for states of the form (2.27) even in the symmetry-broken
phase. For parity invariant states and for quenches with the ferromagnetic phase, we found
analytically the space-time scaling limit of this correlation by means of the multi-dimensional
stationary phase approach. In all cases, the correlation function displays a typical light-cone
feature with exponential relaxation for t < tF = `/2vmax and slow relaxation for t > tF . On
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the other hand, for non-parity invariant states, the numerical results show that the behaviour
can be very different compared to the parity invariant cases, with the stationary GGE value
being approached during the time evolution in an oscillating way.
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40
Chapter 3
Stationary and dynamical behaviour of entan-
glement entropy
As seen in the previous chapter, the analysis of a few of observables, which could be two-
point correlation function or the transverse magnetization, is usually sufficient to get the
most important information about the system after the quench. However, many quantum
features can be deduced by studying quantities that are not local observables, for instance
entropy.
Entropy is a fundamental concept of statistical mechanics and represents the main bridge
between the microscopic description of nature and thermodynamics. Indeed, a generic iso-
lated classical system evolves in a way to maximise its entropy reaching the microcanonical
ensemble after a long time. In the quantum world the situation is more complicated. As
we have already highlighted in the Introduction, an isolated system evolves unitarily, so
if the system is initially prepared in a pure state it will always remain pure with strictly
zero entropy, and cannot be described asymptotically by a statistical ensemble with positive
entropy. How can we then define the entropy for a non-equilibrium quantum system?
To answer this question it is better to divide the dynamical from the stationary situation.
During the time evolution of the system, we can characterize the entropy of a subsystem
computing the von Neumann entropy of its reduced density matrix, also called entanglement
entropy (for reviews see for example [119]). In the stationary limit, entropy can be computed
referring either to the diagonal ensemble [43] or to a statistical ensemble that well represents
the reduced density matrix of one of its subsystems (Gibbs Ensemble or Generalized Gibbs
Ensemble) [82].
Exact results are known for the time evolution of entanglement entropy after a quench
from initial ground states [68, 70, 120, 121]; in general, much less is known if the initial
state is an excited state of the pre-quenched Hamiltonian. Indeed, starting from an excited
state makes the situation more complicated, at least in the computation of the stationary
entropies. Indeed, while the ground state is usually unique (or with low degeneracy), there are
many microscopically different excited states which share the same macroscopical properties;
this implies that, to extract the thermodynamic limit, some kind of average among them
should be introduced. It is then a very relevant question if and how this average changes the
expectation values of the stationary entropies and if it has the same effect on the subsystem’s
and diagonal entropy.
In this chapter we will analyse the dynamical and stationary behaviour of the various
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entropies after a quench when the initial state is an excited state of the pre-quenched Hamil-
tonian. We will consider the same model, quench and class of initial states of the previous
chapter, namely the transverse field Ising chain where at t = 0 the magnetic field is suddenly
changed and the initial state is an excited state of the pre-quenched Hamiltonian.
This chapter is organized as follows. In Sec. 3.1 we review some properties of entan-
glement entropy; in particular we highlight the typicality of excited states with respect to
ground states that emerges from their different dependence on the system’s size of entangle-
ment entropy. Then in Sec. 3.2 we derive analytically the time dependence of entanglement
entropy of a block of spins for a particular class of initial excited states, i.e. those that
have an excitation profile that is symmetric with respect to k → −k (the so called PIS,
parity invariant states of the previous chapter). Then we turn to characterize the entropy of
the stationary state reached after the quench. In Sec. 3.3 we compute the thermodynamic
entropies of the Generalised Gibbs and the diagonal ensembles and we find that the Gener-
alised Gibbs entropy is always twice the diagonal one, as it happens for initial states that
are ground states of pre-quenched Hamiltonians. We also show that particular care should
be taken in extracting the thermodynamic limit of this quantities since different averages on
all the microstates corresponding to the same macroscopic excited state give different results
for the entropies.
3.1 Entanglement entropy: an introduction
The phenomenon of entanglement is probably the most fundamental characteristic distin-
guishing the quantum from the classical world. It was one of the first aspects of quantum
physics to be studied and discussed, and after more than 75 years from the publication of
the classical papers by Einstein, Podolsky and Rosen [122] and by Schro¨edinger [123], the
interest in the properties of entanglement is still growing.
Entanglement means that the measurement of an observable of a subsystem may affect
drastically and instantaneously the possible outcome of a measurement on another part of
the system, no matter how far apart it is spatially. The weird and fascinating aspect is that
the first measurement affects the second one with infinite speed.
The interest in understanding the properties of entangled states has received an impres-
sive boost with the advent of quantum information, in nineties. For quantum information
the entanglement is a resource, indeed quantum (non-local) correlations are fundamental
e.g. for quantum teleportation or for enhancing the efficiency of quantum protocols [124].
The progress made in quantum information for quantifying the entanglement has found
important applications in the study of extended quantum systems. In this context the en-
tanglement entropy becomes an indicator of quantum phase transitions, and its behavior
at different subsystem sizes and geometries uncovers universal quantities characterizing the
critical points [125].
A natural question, after defining entanglement in the previous, intuitive way, is how to
define it quantitatively in a quantum many body context [119,126]. In the following we will
consider only bipartite systems, which is the most physical situation; the entanglement of
a subsystem with the rest (of the system) measures how much a subsystem depends on the
configuration in which the rest of the system is, or in a more mathematical way, it measures
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how a subsystem is far from being a pure state.
To quantify this definition we make use of the Schmidt decomposition. Let us then
consider a system S and bipartite it into two parts A and B where S = A∪B. We can write
the wave function of the whole system S, called |ψ〉, as a combination of the local basis |ψAm〉
and |ψBn 〉 of the Hilbert spaces HA and HB of the subsystems A and B
|ψ〉 =
∑
m,n
Am,n|ψAm〉|ψBn 〉. (3.1)
The matrix A is a rectangular matrix, with in general dimHA 6= dimHB, formed by the
projections of |ψ〉 on the local basis of HA and HB. It is a well known result from linear
algebra that a rectangular matrix can be rewritten using the singular value decomposition
as
A = UDV, (3.2)
where U is an unitary transformation, D is a diagonal matrix and V is a matrix with
orthonormal rows. Inserting (3.2) into (3.1) the state of S can be rewritten in a more
suitable basis
|ψ〉 =
∑
l
λl|ΦAl 〉|ΦBl 〉, (3.3)
and
|ΦAl 〉 =
∑
m
Um,l|ψAm〉, |ΦBl 〉 =
∑
n
Vl,n|ψBn 〉 (3.4)
and λl ≡ Dl,l. The entanglement properties are all encoded in the values λl because they
give us a measure of the overlap between the quantum states of the two subsystems, which
is the physical effect responsible of entanglement. In order to have a more clear vision of
how the coefficients λl affect the entanglement we can analyse two extreme cases. The first
one is λl = δl,l0 , which gives
|ψ〉 = |ΦAl0〉|ΦBl0〉. (3.5)
This state is separable and in this case there is no entanglement between the two subsystems;
a measure on the subsystem A will not affect a measure on the subsystem B. This gives the
definition of a non-entangled state: a state |ψ〉 of the whole system S is non entangled if it
can be written as a direct product of the states of the two subsystems:
|ψ〉 = |φ〉A ⊗ |φ〉B. (3.6)
Every other state is called entangled and this means that it is possible to influence the state
of the subsystem A performing local measurements on the subsystem B. In particular, the
maximally entangled state will be the one that realizes the situation opposite to (3.5), given
by λl =
1√
N
∀l = 1 . . . N , with N = min{dimHA, dimHB} where the state is
|ψ〉 = 1√
N
N∑
l=1
|ΦAl 〉|ΦBl 〉. (3.7)
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Let us now see which can be a sensible measure of entanglement (for reviews see [127–
130]). First of all we note that the Schmidt basis coincide with the eigenbasis of the reduced
density matrix of the two subsystems
ρA =
∑
l
|λl|2|ΦAl 〉〈ΦAl |. (3.8)
From this it is clear that a reduced density matrix ρA can describe a mixed state even if the
whole system is in a pure state: this depends on its eigenvalues |λl|2.
Another important property of the entanglement is that the reduced density operators
ρA and ρB have the same spectrum, in particular they are equally mixed. Since only product
states lead to pure reduced density matrices, a measure for their mixedness points a way
towards quantifying entanglement in this case. Given the state |ψ〉, we can thus take its
Schmidt decomposition and use a suitable function of the |λl|2 to quantify the entanglement.
An entanglement measure S is fixed uniquely after imposing the following conditions [127]:
1) S is invariant under local unitary operations (which implies that S is indeed a function of
the |λl|2 only); 2) S is continuous (in a certain sense also in the asymptotic limit of infinite
copies of the state; see e.g. [130]; 3) S is additive, when several copies of the system are
present: S(|Ψ〉⊗ |Φ〉) = S(|Ψ〉) +S(|Φ〉). The unique measure of entanglement satisfying all
the above conditions is the von Neumann entropy of the reduced density matrix
S(ρA) = S(ρB) = −Tr(ρA log ρA) = −
∑
i
|λi|2 log(|λi|2), (3.9)
this is just the Shannon entropy of the moduli squared of the Schmidt coefficients. In other
words: under the above regularity conditions, the answer of how entangled a bipartite pure
state is, is given by the von Neumann entropy of the reduced density matrix of either of the
two subsystems.
Although there are other entanglement measures, see [130] for a more complete list of
them, the entanglement entropy is the most used for bipartite entanglement. We can compute
the entanglement entropy for the two states previously cited. In (3.6) the entanglement
entropy vanishes while in the opposite case of (3.7), the entanglement is maximal S = lnM ,
with M the number of eigenvalues of the reduced density matrix.
It is instructive to compare the entanglement to the thermal entropy. From (3.9) we
can see that the definition of entanglement is formally equal to the definition of thermal
entropy in statistical mechanics. This similarity is only apparent since it has a completely
different behaviour with the system’s size. In fact the thermal entropy is a measure of
absence of information due to the fact that many microstates can give the same macrostate
of the system. In general this quantity scales with the number of microstates, that can be
approximated with the volume of phase space accessible to the system. The phase space is a
direct product between the space of momenta and the real space accessible at the mechanical
system so it is natural that the thermal entropy scales with the direct volume accessible to
the system. Hence we have that the thermal entropy of a system of typical length ` in d
dimensions scales as
ST ' `d. (3.10)
The situation can be different if we look at the entanglement entropy. To better understand
the issue, we have to distinguish between ground and excited states of local, short range
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Hamiltonians. Let us consider again a bipartition of a system S, in generic dimensions d,
into two parts A and B. In general, for a non degenerate ground state described by a local,
non critical Hamiltonian, we expect that the entangled degrees of freedom are the ones placed
near the surface that separates A and B. This is because the correlation function decays
exponentially with the distance for non critical Hamiltonians with non degenerate ground
states [131,132]. This simple analysis implies that entanglement entropy scales with the area
of the surface that divides the two subsystems [111,133]
S '
(
`

)d−1
, (3.11)
where ` is the size of the system A ∪ B and  is a cutoff. For d = 1 the previous expression
would lead to a bounded entanglement entropy, independent of the system’s size, but in
some cases there are violations of the previous argument. These violations take place at
critical points where the correlation length of the theory is divergent and the system is more
correlated than in the non critical case. For 1D critical systems it has been shown that the
entanglement entropy takes the famous logarithmic universal form [125]
S =
c
3
log `+ γ. (3.12)
This logaritmic divergence is completely model independent, the model enters only in the
central charge c of the corresponding Conformal Field Theory that describes the model,
while the constant γ is model dependent. In this sense the entanglement entropy signals the
emergence of a quantum phase transitions; actually, (3.12) has become one of the most used
expression in the entanglement theory [111,134,135] since it is a natural way to find out the
central charge of a generic model and gives us a great number of information about it like
the universality class.
On the other hand, excited states are genuinely different from ground states. These
are usually characterized by maximal entanglement, which actually satisfies a volume law
(3.10) [111] rather than an area law (3.11), i.e the entanglement scales with the volume of
the subsystem. This can be intuitively understood from the fact that highly excited states
resemble classical states, where the entanglement entropy reduces to the usual thermody-
namic entropy which, according to Boltzmann’s law, grows like the subsystem’s size (3.10).
This difference lies at the heart of the distinction between typical states (i.e. states with
random coefficients, whose entanglement entropy grows with a volume law) and untypical,
rare states (usually represented by ground states, whose entanglement entropy grows with
an area law).
3.2 Time dependence of entanglement entropy
Now that we have introduced and defined entanglement entropy, we set out to compute the
entanglement SA between a block of ` contiguous spins (namely the subsystem A) and the
rest as a function of time after a quench of the transverse field in the quantum Ising model.
In the previous chapter, we derived the reduced density matrix for such subsystem, from
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which it was possible to compute the transverse magnetization and the longitudinal two
point function. Here we will use it to compute also the the entanglement entropy.
Using again Wick’s theorem [113], SA can be related to the eigenvalues of the matrix
Π in Eq. (2.35). Indeed, denoting the eigenvalues of Π as ±iνm, m = 1...` (being Π an
antisymmetric matrix, its eigenvalues are purely imaginary complex conjugate pairs), the
entanglement entropy is [113]
S =
∑`
m=1
H(νm), where H(x) = −1 + x
2
ln
(
1 + x
2
)
− 1− x
2
ln
(
1− x
2
)
. (3.13)
For the case we are interested in the constituent blocks of this matrix have the form
Πn =
(
hn g
′
n
−g′−n fn
)
, (3.14)
where fn, hn are the ones respectively given in Eq. (2.80) and Eq. (2.81), while g
′
n turns out
to be
g′n =
∫ pi
−pi
dk
2pi
eikn
[−mSk eiθ(k)(cos ∆k − i cos 2tk sin ∆k)] , (3.15)
hence it differs from (2.82) by a factor eik.
By numerically calculating the eigenvalues of the matrix Π and inserting them in Eq.
(3.13) we obtain a numerical estimate of the entanglement entropy as a function of time.
Next we present, together with the numerical plots, an analytic expression for the time-
dependence of entanglement entropy for PIS and the evaluation of the entanglement entropy
in the infinite time limit for any initial state.
3.2.1 Analytic evaluation of the entanglement entropy for parity
invariant initial states
Starting from the analytical formula for the time-dependence of the entanglement entropy
of a block of spins of length ` after a quench starting from the ground state of an Ising
chain [68,70], we generalize it to the case of PIS. We do this in the thermodynamic limit and
in the limit of a large block `  1. Let us first review the expression for the initial ground
state case. The leading behaviour in the space-time scaling limit is [70]
SA(t) = 2t
∫
2|′k|t<`
dk
2pi
|′k|H(cos ∆k) + `
∫
2|′k|t>`
dk
2pi
H(cos ∆k). (3.16)
This formula can be interpreted according to a semiclassical picture that was first put for-
ward by Calabrese and Cardy and that can be also applied to interpret the time dependence
of equal time correlation functions [69]. The initial state |ψ0〉 has an extensively high energy
relative to the ground state of the post-quenched Hamiltonian and therefore acts as a source
of quasiparticle excitations which can be though to be emitted in pairs from any point of
the initial state. Those quasi-particles originating from different points (further apart than
the correlation length ξ typical of the initial state) are incoherent, but pairs of particles
originating from the same point or from points within ξ are highly entangled. Suppose that
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the cross-section for producing such a pair of particles of momenta (p′, p′′) from a certain
point in space is f(p′, p′′), and that, once they separate, they move classically, i.e. they
have very well defined position and momentum. We also consider these quasi particles as
non-mutually interacting, that is we ignore any scattering between them. If the quasiparticle
dispersion relation is  = (p), the classical velocity is v(p) = d/dp. We assume that there
is a maximum allowed speed which is taken to be 1, that is |v(p)| ≤ 1. Then a quasiparticle
of momentum p produced at x at t = 0 is therefore at x+ v(p)t at time t.
These free quasi-particles have two distinct effects. Firstly, incoherent quasi-particles ar-
riving at a given point from well-separated sources cause relaxation of most local observables
towards their ground state values. Secondly, entangled quasi-particles arriving at the same
t at points with separation |r|  ξ induce quantum correlations between the local observ-
ables. If the quasi particles travel at a unique speed, like in CFT, there is a sharp horizon,
or light-cone effect: the connected correlations are zero up to t∗ = r/2 and then they rapidly
saturate to their time independent values (this was obtained from analytical calculations for
the two-point function of a primary field when the post-quenched evolution is ruled by a
conformally invariant Hamiltonian and the initial state is a boundary state [69]). Consider
for instance the two point function; in [69] the authors found that for t < r/2 the two point
function is just the square of the one point function, which decays exponentially in time to its
ground state value. Then, t > r/2, the two point function saturates to a time independent
value, which depends exponentially on the separation r. Thus while one point functions,
i.e. local functions, relax to their ground state values, the multipoint correlation functions
do not, because at quantum criticality, these would have a power law dependence. This is
actually to be expected, since the mean energy is much higher than that of the ground state,
hence it does not relax.
If the quasi particles do not all propagate at the same speed but each particle spreads
with a velocity v(p) = d(p)/dp, then the light cone effect first occurs at t ' r/(2vm) where
vm is the maximum group velocity. Despite the fact that it is no longer a sharp horizon,
(because there are also quasi-particles moving at a speed smaller than vm), still we expect
the same general behaviour outlined for a CFT. This is actually the case, both for initial
ground states [69] and for excited states of the pre-quenched Hamiltonian, as we have seen
explicitly in the previous chapter.
This semiclassical (a posteriori) picture also gives an intuitive understanding of the time
dependence of the entanglement entropy of an interval A with the rest. Consider these
quasiparticles as they reach either A or A at time t. The field at some point x′ ∈ A will be
entangled with that at a point x′′ ∈ A if a pair of entangled particles emitted from a point
x arrive simultaneously at x′ and x′′ (see Fig. 3.1).
The entanglement entropy between x′ and x′′ is proportional to the length of the interval
in x for which this can be satisfied. Thus the total entanglement entropy is
SA(t) '
∫
x′∈A
dx′
∫
x′′∈B
dx′′
∫ ∞
−∞
dx
∫
f(p′, p′′)dp′dp′′δ(x′ − x− v(p′)t)δ(x′′ − x− v(p′′)t).
If we consider the case where the subsystem A is an interval of length `, then the total
entanglement is twice that between A and the real axis to the right of A, which corresponds
to taking p′ < 0, p′′ > 0 in the above. In particular it is fair to assume that the momentum
is locally conserved, so that f(p′, p′′) = f(p′)δ(p′ + p′′), i.e that the quasi-particles produced
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A = `
2t = `
2t < `
`
2t 2t
t
Figure 3.1. Space-time picture illustrating how the entanglement between an interval A and the
rest of the system, due to the oppositely moving quasiparticles, grows linearly in time and then
saturates. The case where the particles move only along the light cones (which is typical of CFT)
is shown here for clarity.
from a certain point have opposite momenta. The integration over the coordinates then gives
max((v(−p′) + v(p′′))t, `), so that
SA(t) ' 2t
∫ 0
−∞
dp′
∫ ∞
0
dp′′f(p′, p′′)((v(−p′) + v(p′′))θ(`− ((v(−p′) + v(p′′))t) +
+2`
∫ 0
−∞
dp′
∫ ∞
0
dp′′f(p′, p′′)θ(((v(−p′) + v(p′′))t− `),
where θ(x) is the Heaviside stepfunction. Since |v(p)| ≤ 1, the second term cannot contribute
if t < t∗ = `/2 so that SA(t) is strictly proportional to t. On the other hand, as t→∞, the
first term is negligible (this assumes that v(p) does not vanish except at isolated points) and
SA is asymptotically proportional to `.
However, unless |v| = 1 everywhere (as in the conformal field theory case), SA is not
strictly proportional to ` for t > t∗ and there is a slow increase towards the asymptotic value
for t > t∗. This can be understood since, on the lattice, there are quasi-particles excitations
which travel with a group velocity that is less than the maximum allowed value.
Now that we have understood how the main features of the time dependence of entan-
glement entropy can be derived from a semiclassical quasi particle picture, let us see if it is
possible to generalize the analytical formula (3.16) to initial excited states. We have found
out that this is possible for PIS, because these yield a traceless 2 × 2 symbol; in this case,
the generalisation of the aforementioned formula is direct using Eq. (A.3) in Appendix
A.1. However, for NPIS a closed form cannot be obtained because the proof of the previous
formula crucially relies on the tracelessness of the symbol.
Eq. (A.3) can be applied to the entanglement entropy since Eq. (3.13) is equivalent to
S = Tr[H[Π]], (3.17)
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where H(x) is given in Eq. (3.13). Using Eq. (A.3) we have
lim
t,`→∞
t/`=const
Tr[H[Π]]
`
=
∫ pi
−pi
dk
2pi
max
(
1− 2|′k|
t
`
, 0
)
H
(√
nx(k)2 + |n⊥(k)|2
)
+
+
∫ pi
−pi
dk
2pi
min
(
2|′k|
t
`
, 1
)
H (nx(k)) . (3.18)
Inserting in this equation the explicit expressions for nx(k) and n⊥(k) in Eq. (2.90) we get,
in the scaling limit, the entanglement entropy
SA(`, t) '
∫ pi
−pi
dk
2pi
(`− 2|′k|t)H(mSk )θ(`− 2|′k|t)+
+ `
∫ pi
−pi
dk
2pi
H
[
mSk cos ∆k
]
θ(2|′k|t− `)+
+ 2t
∫ pi
−pi
dk
2pi
|′k|H
[
mSk cos ∆k
]
θ(`− 2|′k|t). (3.19)
In conclusion, the entanglement entropy still shows a light-cone behaviour, i.e. a linear
growth for t < tF followed by a slow saturation. However, as noticed for the longitudinal
two-point function in the previous chapter, there is a main qualitative difference with the
ground state result in Eq. (3.16) which is represented by the first line of the equation. This
is technically due to the fact that n2x + n
2
⊥ 6= 1 and physically reflects the property that the
entanglement entropy in the initial state is extensive. We mention that the zero time limit
agrees with the results for the entanglement entropy found in Ref. [111] for the same class
of excited states, but with a different method. Thus, for the entanglement entropy, the limit
t→ 0 and the space-time scaling limit turn out to commute.
In order to show the correctness of our prediction, we report in Fig. 3.2 the numerical
results for the entanglement entropy per spin starting from a few different parity invariant
initial states which are compared with the analytic prediction (3.19). Increasing the size of
the block of spins, the entanglement entropy obtained with the determinant approach gets
closer and closer to the analytic formula. Being the various finite ` results all parallel to the
prediction it is clear that the leading finite-size correction is just an additive constant which
in principle could be obtained by means of Szego˝’s lemma or generalisations thereof.
In Fig. 3.3 we report the time evolution of the entanglement entropy per spin starting
from non-parity invariant states. The light-cone spreading of the correlation is clear also in
this case, but we do not have an analytic prediction. In order to exclude simple generali-
sations of Eq. (3.19), we also checked that the prediction for parity invariant states (using
only the mSk part of the state) does not describe the numerical results.
3.2.2 Infinite time limit of the entanglement entropy
It is relatively easy to obtain the infinite time limit, not only for parity invariant states,
but for an arbitrary initial state. Indeed, for infinite time, the entanglement entropy can be
written as [68,136]
SA =
1
4pii
∮
dλH(λ)
d
dλ
lnD`(λ), D`(λ) = det(iλI` − Π`), (3.20)
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Figure 3.2. Time dependence of the entanglement entropy per spin starting from parity invariant
states. The continuous line is the analytical formula Eq. (3.19), the blue points correspond to
` = 30, the violet squares to ` = 60 and the dark green diamonds to ` = 90. (a) m(k) = θ(pi/2−|k|),
(b) m(k) = |k|/pi, (c) m(k) = k2/(2pi)2, (d) m(k) = (k/pi)2.
where I` is the 2`× 2` identity, H(x) is defined in Eq. (3.13), and the integral is evaluated
over a contour that encircles the segment [−1, 1]. The asymptotic (in `) behaviour of lnD`
is found using a generalisation of Szego˝’s lemma [137]
lnD`(λ) =
`
2pi
∫ pi
−pi
dk ln
[
detΠ˜(k)
]
+O(ln `), (3.21)
where
Π˜(k) = iλI1 − Π(k) =
(
iλ− imAk mSk e−iθ(k) cos ∆k
−mSk eiθ(k) cos ∆k iλ− imAk
)
, (3.22)
where Π(k) is given by the infinite time limit of Eq. (2.36). Inserting the expression for
det Π˜(k) in Eq. (3.21) and then in Eq. (3.20) we have the linear part in ` of the entanglement
entropy
SA(`, t =∞) ' `
2pi
∫ pi
−pi
dk
1
4pii
∮
dλH(λ)
2(λ−mAk )
(λ−mAk )2 − (mSk )2 cos2 ∆k
= `
∫ pi
−pi
dk
2pi
H(mAk +m
S
k cos ∆k), (3.23)
where in the last line we first shifted the integral by mAk and then used the residue theorem.
This is allowed because for arbitrary mk we have −1 < mAk + mSk cos ∆k < 1, where the
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Figure 3.3. Time dependence of the entanglement entropy per spin for two non-parity invariant
states. The blue dots correspond to ` = 30, the violet ones to ` = 60 and the dark green ones to
` = 90. (a): m(k) = θ(k − pi/2). (b): m(k) = (k + pi)/(10pi).
function H(x) is real. We stress that this is true for arbitrary states and not only for PIS.
When specialised to PIS, the argument of the integral above reduces to H(mSk cos ∆k) which
is the long time limit of Eq. (3.19) showing that for the entanglement entropy the scaling
limit and the long time limit commute for arbitrary quenches.
3.3 Thermodynamic entropy of the stationary ensem-
bles
Let us now focus on the computation of the thermodynamic entropy of the statistical ensem-
bles that describe the steady state reached after a quantum quench. As already mentioned at
the beginning of this chapter, two main roads have been followed, which refer to the two en-
semble descriptions of the stationary state. The first is to look at the system in its entirety
and define the entropy in a specific basis, such as for the so-called diagonal entropy [43].
The second road is to consider subsystems of the whole system which are not isolated and
therefore are described by a reduced density matrix that may be equivalent to a statistical
ensemble (for the Ising model we have proved it is the Generalized Gibbs Ensemble). The
two roads have both their own advantages and disadvantages. Indeed, considering only a
subsystem is probably more appropriate from a fundamental perspective because taking first
the thermodynamic and then the large time limit (see e.g. [28–30, 74, 77, 78]), it is possible
that the reduced density matrix exhibits truly stationary behaviour which is impossible for
the entire system. Conversely, a global definition of entropy is surely more suitable and
manageable for finite systems and numerical simulations [106,138–140].
Let us consider the GGE and diagonal ensembles; the inequivalence of these two ensembles
is captured by the difference of their entropies
SD = −TrρD ln ρD = −
∑
j
|cj|2 ln |cj|2 , (3.24)
SGGE = −TrρGGE ln ρGGE , (3.25)
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reflecting the fact that there is some information loss in passing from the former to the latter.
Given that the GGE describes all local observables in a subsystem, the GGE density matrix
coincides with the reduced density matrix of the subsystem. Clearly, the GGE entropy must
then coincide with the extensive part of the long time limit of the entanglement entropy of
a block of consecutive spins.
For quenches starting from the ground state, in the transverse field Ising model [82] and
in the Lieb-Liniger model, [141] it was found that the GGE entropy is exactly twice the
diagonal entropy. Let us then clarify the connections between these two sets of entropies for
initial states that are excited states of the pre-quenched Hamiltonian.
3.3.1 Inequivalence of the diagonal and GGE entropy
The vacuum state of the pre-quenched Hamiltonian, |0〉′, can be written in terms of the
post-quench vacuum |0〉 and mode creation operators as
|0〉′ =
∏
k>0
(u˜k − iv˜kb†kb†−k)|0〉 , (3.26)
where u˜k and v˜k are given by
u˜k = cos(∆k/2), v˜k = sin(∆k/2). (3.27)
It is straightforward to see that this state is annihilated by the pre-quench annihilation
operator b′k = u˜kbk + iv˜kb
+
−k and it is normalised to 1.
The excited initial state
|Ψ0〉 ≡ Πk((b′k)†)mk |0〉′ (3.28)
can now be obtained by acting on the vacuum with the pre-quench creation operators written
again in terms of bk, b
†
k. One finds
|Ψ0〉 =
∏
k>0
[
(u˜k − iv˜kb†kb†−k)(1−mk)(1−m−k) +mk(1−m−k)b†k +m−k(1−mk)b†−k
+ mkm−k(u˜kb
†
kb
†
−k − iv˜k)
]
|0〉 =
=
∏
k>0
[
αkb
†
kb
†
−k + βk + γkb
†
k + δkb
†
−k
]
|0〉 , (3.29)
where
|αk|2 = mkm−k + v˜2k(1−mk −m−k) ,
|βk|2 = mkm−k + u˜2k(1−mk −m−k) ,
|γk|2 = mk(1−m−k) , |δk|2 = m−k(1−mk) . (3.30)
The product over positive momenta only originates from the fact that the Bogoliubov rota-
tion connecting pre- and post-quench operators couples modes with opposite momenta. The
entropy of the diagonal ensemble is then
SD = −
∑
k>0
[
|αk|2 ln |αk|2 + |βk|2 ln |βk|2 + |γk|2 ln |γk|2 + |δk|2 ln |δk|2
]
. (3.31)
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On the other hand, the GGE entropy is
SGGE = −
∑
k
[nk lnnk + (1− nk) ln(1− nk)] =
= −
∑
k
{
[1− u˜2k(1−mk −m−k)−m−k] ln[1− u˜2k(1−mk −m−k)−m−k]
+ [m−k + u˜2k(1−mk −m−k)] ln[m−k + u˜2k(1−mk −m−k)]
}
,
(3.32)
where we expressed nk in terms of the pre-quench occupation numbers mk via Eq. (2.57).
Note that SD is defined through a sum over only positive modes, in accordance with the
BCS-like structure of the initial state; instead SGGE involves a sum over all k, in agreement
with the fact that in the GGE correlations between modes k and −k are absent.
Interestingly, the fact that mk ∈ {0, 1} implies that the seemingly very different sum-
mands of Eqs. (3.31) and (3.32) are equal. In fact, only the modes with mk = m−k contribute
and a simpler expression for the entropies can be written as
SD =
∑
k>0
[
mkm−k + (1−mk)(1−m−k)
]
sk , (3.33a)
SGGE =
∑
k
[
mkm−k + (1−mk)(1−m−k)
]
sk , (3.33b)
where we introduced sk ≡ −(u˜2k ln u˜2k + v˜2k ln v˜2k). This means that the relation
SGGE = 2SD (3.34)
holds even for excited initial states. The reason for this factor of 2 can be understood in
terms of the argument of Ref. [82] according to which the {k,−k} pairs generated by the
initial state contribute to the diagonal entropy but generate correlations that are invisible to
the GGE. Indeed, they have no influence on the reduced density matrix of a finite subsystem
A: if a particle with momentum k is in A, for long enough time, the −k partner is surely
outside A [82].
3.3.2 The importance of the thermodynamic limit
At this point it must be stressed that the above results for both diagonal and GGE entropies
are strictly valid only for finite systems because in several points we used that mk ∈ {0, 1}.
Taking the thermodynamic limit is a complicated matter because, after taking mk → m(p),
m(p) is a function that can be different from 0 and 1 and the way how the average is taken
is very important. For example, let us consider a state whose macroscopic excitation profile
is m(p) = 1/2. If the state corresponding to it is symmetric with respect to k → −k the
entropy is maximal SGGE =
∑
sk while if it is antisymmetric then the entropy is zero. It
is then clear that the thermodynamic value of the entropy is not univocally determined by
the function m(p) as it is the case for correlation functions (see for example Sec. 2.8 of the
previous chapter) and the way we take the averages very important. For example, one could
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consider the following two averaged entropies
STD = −Trρ ln ρ , (3.35)
SST = −Trρ ln ρ , (3.36)
where the bar stands for the average over the initial states. The two averages give different
results, as we will see in the following. However, by no means one is more fundamental than
the other. Indeed STD looks more like a thermodynamic quantity in which the average is
performed directly over the observable, while SST is the entropy of the average state. Roughly
speaking the two averages are like quenched and annealed disorder in random systems and
indeed similar features have also been noticed for the entanglement entropies in random spin
chains [142, 143]. Let us then construct explicitly an integral representation for STD and
SST .
To write an integral formula for STD is not a completely trivial exercise. The reason
is that the formula should take into account the correlations between modes k and −k.
In particular, due to the appearance of both mk and m−k in Eq. (2.57), the post-quench
occupation number function nk is very far from being a continuous function even if a smooth
m(p) captures very well the density of filled pre-quench modes.
This means that by simply replacing the discretemk with a continuousm(p) characteristic
function in the formulas (3.31) and (3.32) gives two different but equally incorrect results.
However, in the derivation of expressions (3.33) we already used the {k,−k} correlation and
mk ∈ {0, 1}, and a similar replacement in these turns out to yield the correct result, as we
show below.
A systematic way to turn the discrete sums (3.33) into coarse grained integral expressions
is the following. We break up the set of momenta into pairs of intervals, I1 = [p, p+ ∆p] and
I2 = [−p,−p−∆p], each containing many momenta but sufficiently small such that within
each the m(p) function can be regarded as constant. Both intervals have M = N∆p/(2pi)
momentum slots, of which M1 = m(p)N∆p/(2pi) and M2 = m(−p)N∆p/(2pi) are filled. The
term sk can be regarded as constant over the short intervals, so we only have to focus on
Σ({mk}) =
∑
k∈I1
[
mkm−k + (1−mk)(1−m−k)
]
. (3.37)
There are
#config. =
(
M
M1
)(
M
M2
)
(3.38)
different microscopic {mk} configurations satisfying the constraint that the total occupations
of the two intervals are M1 and M2. We compute the distribution of their contributions and
show that in the thermodynamic limit it becomes sharply peaked around its mean value.
The sum Σ({m}) for each configuration gives the number of momenta k for which both k
and −k modes are either filled or empty. We call these “good momenta” hereafter. Without
loss of generality we can assume that M1 ≥ M2. The configurations can be grouped into
classes: the nth class consists of configurations in which for exactly n out of the M2 momenta
the opposite momentum state is one of the empty N −M1 states. There are(
M
M1
)(
M1
M2 − n
)(
M −M1
n
)
(3.39)
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such configurations and they have (M2 − n) + (M −M1 − n) good momenta (M2 − n filled
and M −M1 − n empty pairs). The average value of Σ({m}) is
Σ =
∑
config.
∑
k∈I1
[
mkm−k + (1−mk)(1−m−k)
]
#config.
, (3.40)
where the sum over the configurations in the numerator is given by(
M
M1
) M2∑
n=0
(
M1
M2 − n
)(
M −M1
n
)
(M −M1 +M2 − 2n)
=
(
M
M1
)(
M
M2
)
M1M2 + (M −M1)(M −M2)
M
which gives
Σ = M
[
M1
M
M2
M
+
(
1− M1
M
)(
1− M2
M
)]
= M
(
m(p)m(−p) + [1−m(p)] [1−m(−p)] ) . (3.41)
We can also calculate the variance of the distribution
σ2 =
1(
M
M1
)(
M
M2
)(M
M1
) M2∑
n=0
(
M1
M2 − n
)(
M −M1
n
)(
M −M1 +M2 − 2n− Σ
)2
=
4M1M2(M −M1)(M −M2)
(M − 1)M2
=
M
1−M−1 4m(p)m(−p) [1−m(p)] [1−m(−p)] .
(3.42)
In the thermodynamic limit the number of momenta in the interval I goes to infinity while
the function m(p) is kept fixed, then M scales with N and the relative variance vanishes
σ
Σ
→∼ 1√
N
. (3.43)
One can even show that the discrete distribution approaches the normal distribution N (Σ, σ)
in the thermodynamic limit.
Since the distribution is sharply peaked we can substitute the contribution of the interval
I to the entropy by its average Σ. The remaining sum over the small momentum intervals
can then be straightforwardly written as an integral in the thermodynamic limit
SGGE
N
= −
∫ pi
−pi
dp
2pi
{
m(p)m(−p) + [1−m(p)] [1−m(−p)]}s(p) (3.44)
with s(p) = sk(p), which agrees with the naive substitutionmk → m(p) and
∑
k → N
∫
dp/(2pi)
in Eqs. (3.33) but not in Eqs. (3.31) and (3.32).
Naturally, this expression holds for the overwhelming majority of microscopic states that
are described by the smooth m(p) function, but one can always construct very atypical states
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Figure 3.4. Histogram of the diagonal entropy computed by Eq. (3.33a) using 104 randomly
generated microscopic {mk} configurations in which ∼ 1000 momenta are distributed as ∼ e−k/2
on a chain of length L = 5 × 104. The parameters of the quench are h0 = 7, h = 2. The dashed
vertical line is the result of the continuum formula in Eq. (3.44).
for which the formula fails such as those reported above in which every other momentum
state is filled. These rare states are of course also present in any kind of coarse grained
statistical physics description.
We also checked through numerical experiments that for random microscopic states gen-
erated to follow a given m(p) ∼ e−p/2 characteristic function, the continuum formula (3.44)
indeed agrees with the microscopic calculation of the entropy in Eqs. (3.33).
Let us now compute SST in the thermodynamic limit and compare it with the entan-
glement entropy. We have to take the average of the density matrix, which corresponds to
averaging its elements that are multipoint correlation functions; by Wick’s theorem they can
be deduced from the two-point fermionic functions which have already been calculated in
Sec. 2.8. Just by plugging those results in the density matrix one obtains
SSTGGE = N
∫ pi
−pi
dp
2pi
H[m(−p)−m(p) + (m(p) +m(−p)− 1) cos ∆(p)]. (3.45)
Note that SSTGGE is the naive continuum limit of SGGE in Eq. (3.32) obtained by substituting
mk → m(p) and replacing the sum with an integral. The result (3.45) is identical to the
extensive part of the stationary entanglement entropy obtained in (3.23) in which indeed the
average of the (time dependent) reduced density matrix has been considered. This confirms
that GGE and entanglement entropies are always equal when calculated consistently.
3.4 Discussion
In this chapter we computed the time dependence of the entanglement entropy following a
quench from initial states that are excited states of the pre-quenched Hamiltonian. We have
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shown that for a class of states that are parity invariant, analytical results can be obtained
which shows a light-cone scenario, i.e. entanglement entropy grows linearly in time and then
saturates to time independent values. From a numerical analysis, we found that also for non
parity invariant initial states, the light-cone effect appear, although we have not been able
to find an analytical formula. It was nevertheless possible to obtain the stationary value for
any initial state, which is proportional to the subsystem’s size.
Then we addressed the issue of the stationary entropies computed with the GGE and the
diagonal ensemble. We have found that the GGE entropy is always twice the diagonal one,
as already found for quenches starting from the ground state [82]. Furthermore, we showed
that the thermodynamic limit of the entropies strongly depends on how the average over the
initial micro-states with the same macroscopical features is taken, and which one is more
relevant depends in principle on which real experiment (or numerical simulation) one aims
to describe.
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Quantum quenches in continuum models
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Chapter 4
Probing Klein tunnelling with quantum quenches
In the previous chapter we saw how the main features of the entanglement entropy and
of the correlation functions after a quench can be derived with the semiclassical approach.
According to this picture, since the initial state has extensively larger energy than the ground
state of the post-quenched Hamiltonian, it can be viewed as a source of quasi-particles which
are produced at the time of the quench and then move classically with ballistic trajectories.
Indeed, the introduction of quasi-particles is a very useful concept in condensed matter
physics: the collective behaviour of mesoscopic systems are so rich that many phenomena can
be conveniently described in terms of new particles (called quasi-particles) which are different
from the actual constituent elementary particles. For instance, Cooper pairs responsible for
the BCS superconductivity differ from electrons in many aspects such as statistics and charge.
Conversely, it seems that it also possible to re-obtain the properties of the elementary particle
physics in collective phenomena. With this respect, recently great attention was devoted to
realization of Dirac fermions as low-energy excitations in condensed matter systems [144,145],
which are interesting due to their special properties and the possible applications. For
instance, graphene is a material whose low energy physics is described by Dirac fermions;
this effective description can well account for some of its remarkable properties, such as high
charge mobility and non-zero quantum conductivity at low temperatures.
In this respect, it is very interesting to ask ourselves the nature of the quasi-particles
produced at the time of a quench. To gain insight in this issue, we have studied the interplay
between the well-known Klein tunneling [146] and the dynamical process of suddenly raising
up an external potential barrier on half the system’s size, in a system of 1D relativistic
Dirac fermions. We will call this an inhomogeneous quench of the external potential, in
the sense that at t = 0 the external potential changes from a constant value V (x) = 0
to a step-like profile V (x) = VΘ(x), where Θ(x) is the Heaviside function. We find that,
when the potential height V is larger than twice the rest mass m of the fermions, the long
time evolution is characterized by particle production at a constant rate which we derive
analytically. The particle production rate reflects the features of Klein tunnelling, i.e. the
transmission of relativistic fermions inside a potential step is nearly complete when the step
is large. We will also show that these results can be recovered within a semiclassical picture
and that the state reached in the long time limit can be classified as a non-equilibrium-
steady-state.
This chapter is organized as follows. In Sec. 4.1 we give an overview of the phenomenol-
ogy of Klein Tunnelling; then in Sec. 4.2 and 4.3 we carefully derive the energy eigenstates
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that are solutions of the Dirac equation in a homogeneous potential and in an inhomogeneous
one of a step-like form, pointing out the differences depending on the height of the potential.
Then in Sec. 4.4 we introduce the quench of the potential from V = 0 to V (x) = VΘ(x)
and in Sec. 4.5 we derive the overlaps between the pre-quenched and post-quenched eigen-
functions. Finally in Sec. 4.6 we analytically compute the number of pre-quenched particles
produced at large times after the quench and we show that for V < 2m there is no steady-
state particle production while for V > 2m there is and it is in agreement with the Klein
tunneling results.
4.1 Phenomenology of the Klein tunneling
Klein tunneling [146] refers to the fact that an incoming relativistic electron can penetrate
a potential barrier of height V greater than twice the electron’s rest mass m if the electron’s
energy lies between m and V −m1. In particular, keeping the energy of the incident particle
fixed and increasing the height of the barrier, the transmission coefficient does not decay, as
one would probably expect and as it actually happens in the bosonic analogue [147]. The
key feature of this phenomenon is the fact that the electrons are relativistic and in fact the
necessary tool to correctly explain it is quantum field theory [148–150]. After its explanation
(see [147, 151, 152] for more recent reviews), the Klein tunneling phenomenon gained much
relevance along with the discovery of particle-antiparticle production from a strong enough
potential [153], vacuum polarization effects [154] and black hole evaporation due to the
creation of particle-antiparticle pairs near the event horizon (Hawking radiation) [155].
This and other peculiar effects of the Dirac equation, like the Zitterbewegung [156], al-
though representing key phenomena to understand relativistic quantum effects, have proven
difficult to observe experimentally. For instance, the observation of Klein tunneling requires
a potential drop of the order of the fermion mass m over the Compton length 1/m which
yields an enormous electric field [157, 158], thus making the effect relevant only for very
exotic situations [157–159]. These difficulties stimulated a great interest for the simulations
of relativistic quantum systems with condensed matter setups in the laboratory [160]. The
pioneering study of graphene [144, 145] is certainly the primary example. Using ions [161]
or photonic systems [162], it has also been possible to simulate black holes in Bose-Einstein
condensates [163] or the Dirac equation in various dimensions [164]; recently Klein tunneling
was also simulated in single ion traps [165].
In the following we will study another physical situation where the features of Klein
Tunneling emerge, namely via a sudden inhomogeneous quench of the external potential in
a system of 1D Dirac relativistic fermions. The system is initially prepared in the ground
state that corresponds to a homogeneous (i.e. constant) potential V (x) = 0; at t = 0 the
potential is quenched to V (x) = VΘ(x) and the system, from now on, evolves isolated from
the rest.
We will be interested in computing the time evolution of the total number of pre-quenched
particles, i.e. electrons, present after raising up the potential step in half the system. As
always happens in quench problems, to get the long time evolution of observables, one
1In the following we will use natural units ~ = c = 1.
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needs to expand the time-evolved initial state on the pre-quenched Hamiltonian basis. This
eventually boils down to the computation of a simple quantity: the overlap between the
pre-quenched and post-quenched eigenstates. For this reason it is necessary to compute the
energy eigenstates of the Dirac equation in the case of a homogeneous and step-like potential,
which is the topic of the next section.
4.2 Energy eigenfunctions in a homogeneous and step-
like potentials for V < 2m
One-dimensional relativistic fermions of mass m in an external potential V (x) are described
by the Dirac equation (i/∂ −m − γ0V (x))ψ(x, t) = 0, which, using the representation γ0 =
σ3, γ1 = iσ1, reads
((i∂t − V (x))σ3 − σ1∂x −m)ψ(x, t) = 0, (4.1)
where σ1,2,3 are the Pauli matrices. The energy eigenstates satisfy the time-independent form
of the Dirac equation
[(E − V (x))σ3 − σ1∂x −m]ψ(E;x) = 0, (4.2)
where ψ(E;x) is an eigenstate of energy E.
First of all, let us compute the energy eigenfunctions for a vanishing and homogeneous
potential. In the absence of potential, i.e. when V (x) = 0, the solutions to equation (4.2)
are
ψ(E;x) = u±(E;x) ≡
√
E +m
4pikE
(
i
±kE
E+m
)
e±ikEx, (4.3)
where kE =
√
E2 −m2 with |E| ≥ m. Positive energy solutions E ≥ +m describe particles
while negative energy solutions E ≤ −m describe antiparticles. For each energy E ≥
+m (E ≤ −m) there are two independent solutions corresponding to left or right moving
particles (right or left moving antiparticles, respectively). Note that the above solutions are
orthonormalized in infinite volume i.e.
+∞∫
−∞
dx (us(E;x))† us
′
(E ′;x) = δss′δ(E − E ′), s = ±1. (4.4)
If the potential V (x) is homogeneous i.e. V (x) = V0, then the solutions are ψ(E;x) =
u±(E − V0;x); consequently particles are described by solutions with E > V + m while
antiparticles by solutions with E < V −m (see Fig. 4.1).
Let us now compute the energy eigenfunctions for a non homogeneous potential of the
form V (x) = VΘ(x) (with V > 0). The new solutions can be found by matching together
at the origin the homogeneous solutions in the positive and the negative semi-axes with
the corresponding values of the potential, keeping in mind that solutions with imaginary
wavenumbers are also acceptable in the semi-axes as long as they decay exponentially at large
distances. The matching is prescribed by the continuity condition ψ(E; 0−) = ψ(E; 0+) at
the origin. Depending on the value of E, the wavenumbers q ≡ kE−V on the left and p ≡ kE
on the right may be both real, one real and the other imaginary or both imaginary. We
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V
m
−m
V +m
V −m
particles
anti-particles anti-particles
particles
Figure 4.1. Energy windows for the eigenfunctions in the homogeneous case, with distinction
between the particle and antiparticle solutions. On the left, the ones for the V = 0 case, on the
right the ones for the V case.
therefore distinguish the following two cases, V < 2m and V > 2m, which are depicted for
clarity in Fig. 4.2: 1) V < 2m: In this case there exist three different energy windows. For
 m V  m m V +m
V < 2m
 m
V > 2m
V  mm V +m
Figure 4.2. Energy windows for the different kinds of eigenfunctions in the inhomogeneous
potential case. Grey zones denote totally reflecting solutions, green ones plane wave solutions. The
crossed one, only present in the V < 2m case, represents the not allowed region, while the dashed
one, present only in the V > 2m case, represents the Klein Zone.
energies E ∈ (−∞,−m]∪ [V +m,+∞) both q and p are real and the solutions correspond to
plane waves on both sides of the step. They represent particles or antiparticles that cross the
potential step and are partially reflected and partially transmitted to the opposite side. Since
the incident particle or antiparticle may come from either side of the origin, the solutions are
doubly degenerate. For energies E ∈ (−m,V −m)∪(m,V +m) instead, exactly one of q and
p is real while the other is imaginary, therefore the solutions correspond to plane waves on
one side of the step and exponentially damped waves on the other. They represent particles
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(a)
u+
A1u
 
B1u
+
(b)
A2u
+
u 
B2u
 
Figure 4.3. Pictorial representation of eigenfunctions (4.5) (see (a)) and (4.6) (see (b)) for
E > V +m.
or antiparticles that are totally reflected by the potential step and are non-degenerate since,
in order to have exponential damping on one side, the incident plane wave can come only
from the other side. Lastly, for energies E ∈ [V − m,m] both q and p are imaginary and
so the associated solutions, if there existed, would be bound states. However the continuity
condition is not satisfied for any value of the energy in this window, so there do not exist
any solutions of this type.
2) V > 2m: In this case the energy windows are as follows: solutions are plane waves on both
sides for energies E ∈ (−∞,−m] ∪ [m,V −m] ∪ [V + m,+∞), while for all other energies
E ∈ (−m,m) ∪ (V −m,V +m) the solutions are totally reflecting.
Let us first focus on the case V < 2m; we will analyze in detail the non trivial case of
V > 2m , in which we expect Klein tunnelling, in the next section. The (doubly degenerate)
reflecting-transmitting solutions are given by
v1(E;x) =
{
u+(E;x) + A1u
−(E;x), x < 0
B1u
+(E − V ;x), x > 0 (4.5)
v2(E;x) =
{
B2u
−(E;x), x < 0
u−(E − V ;x) + A2u+(E − V ;x), x > 0
(4.6)
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where, using the matching condition, the coefficients A1,2 and B1,2 are found to be
A1 =
1− κ
1 + κ
, B1 =
2
√
κ
1 + κ
, (4.7)
A2 = −A1, B2 = B1, (4.8)
with
κ ≡ q
p
(E +m)
(E − V +m) , (4.9)
and
q = kE−V =
√
(E − V )2 −m2, (4.10)
p = kE =
√
E2 −m2. (4.11)
The reflection R and transmission T probability coefficients for both v1,2 are given by
R = |A|2 =
(
1− κ
1 + κ
)2
, (4.12)
T = |B|2 = 4|κ|
(1 + κ)2
. (4.13)
For energies E ∈ (−∞,−m] ∪ [V + m,+∞), the parameter κ is positive, hence Ai and Bi
are real and therefore R + T = 1. This relation expresses the conservation of probability
currents.
The physical meaning of (4.5) and (4.6) for E > V +m is explained respectively in Fig. 4.3(a)
and (b). For E > V +m the eigenfunctions represent particles both in (4.5) and (4.6), so the
group velocity vg ≡ ∂E(k)∂k , indicated by the arrow, is in the same direction as the momentum
(indicated by the index ± of the u function). In Fig. 4.3(a), for x < 0 u+ and u− are
respectively the incoming (from the left) and reflected (to the left) particles, while for x > 0
u+ is the transmitted (to the right) particle. In Fig. 4.3(b), for x < 0, u− is the transmitted
(to the left) particle, while for x > 0 u− and u+ are respectively the incoming (from the
right) and reflected (to the right) particle.
The totally reflecting solutions are given by the same expressions, more precisely by (4.5)
if E ∈ (m,V+m) and by (4.6) if E ∈ (−m,V−m) with the coefficientsAi andBi still given by
(4.8) but now being complex. Ai in particular is unitary (i.e. |Ai|2 = 1) since κ is imaginary.
The reflection and transmission coefficients are in this case R = 1 and T = 0. Note that
these are non-degenerate solutions: the first solution corresponds to a particle incident from
the left and exists for E ∈ (m,V + m), while the second corresponds to an antiparticle
incident from the right (with coefficient A2) and exists for E ∈ (−m,V − m). The non-
degeneracy is because it is only one of the two complex-conjugate imaginary wavenumbers
±kE−V = ±i|kE−V | (or ±kE = ±i|kE|) that results in a wavefunction that is exponentially
decaying at large distances x→ +∞ (or x→ −∞ respectively).
It can be verified that the above eigenstates are by construction orthonormalized, since
u± are orthonormalized too. In particular the pair of degenerate states (4.5) and (4.6) is
66
4 Probing Klein tunnelling with quantum quenches
chosen in such a way that they are orthogonal to each other
+∞∫
−∞
dx (v1(E;x))
† v2(E ′;x) = 12(A
∗
1B2 +B
∗
1A2)δ(E − E ′) = 0, (4.14)
since A1 and B1 are real. Normalization is ensured by the probability conservation relation
R + T = 1,
+∞∫
−∞
dx (vs(E;x))
† vs(E ′;x) = 12(1 +R + T )δ(E − E ′) = δ(E − E ′), s = 1, 2. (4.15)
4.3 Energy eigenfunctions in presence of Klein tunnel-
ing
We now turn our attention to the derivation of the energy eigenfunctions for the inhomoge-
neous potential case with V > 2m, which is the interesting regime where the Klein tunnelling
phenomenon emerge.
While it is still true that for energies E ∈ (−∞,−m]∪ [V +m,+∞), the parameter κ is
positive and R + T = 1, this is no longer true within the energy window E ∈ (m,V −m),
which we will call from now on ‘Klein zone’. This is because the parameter κ becomes
negative and so R and T as defined in (4.12), (4.13), now satisfy R−T = 1. The probability
conservation seems then to be violated since R + T 6= 1. Moreover, increasing the potential
step V the parameter κ, for energies in the middle of the zone (m,V −m), tends to -1 so
that T tends to unity.
As first clarified by Sauter [148] and Hund [149], this phenomenon is paradoxical only as
long as it is understood in a one-particle quantum mechanical framework but there is no room
for any paradox within second quantized field theory, after taking into account the possibility
of particle-antiparticle production [147, 154]. When an external potential is high enough it
allows for the spontaneous production of particles-antiparticles pairs [157,158]; the barrier is
repulsive for electrons but attractive for positrons. Then Klein tunneling arises when fermion
states outside the barrier have energy that matches the energy of the antiparticles inside the
barrier [151, 152]. Since electrons in x < 0 have energies larger than m while positrons in
x > 0 have energies smaller than V −m, a non vanishing overlap between these two regions
is present only for V > 2m and actually represents the Klein zone (see Fig. 4.4).
As a consequence, for all energy zones where κ > 0 the eigenfunctions maintain the same
form as in the case V < 2m. On the other hand, for V > 2m and κ < 0, the coefficients Ai
are real but Bi are imaginary, so that neither orthogonality (4.14) nor (4.15) holds for the
states (4.5) and (4.6).
The correct ones can be found noticing that, for the state v1 to describe a scattering
process with a transmitted (i.e. right-moving) antiparticle on the right, the direction of
momentum on that side must be flipped. Similarly, for v2 both directions of the plane waves
on the right should be flipped (in which way the amplitude of the incoming particle is still
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V
V/2
m
−m
V +m
V −m
a) V < 2m
V
V/2
m
−m
V +m
V −m
b) V > 2m
Figure 4.4. Absence (a) and presence (b) of Klein tunneling respectively for the cases V < 2m
and V > 2m. We highlight the energy window for particles in x < 0 (light-blue), for antiparticles
in x > 0 (green). Only for V > 2m there is a non vanishing overlap between the two (the blue
region).
equal to 1). We thus define, in the Klein zone, the new pair of degenerate states
v′1(E;x) =
{
u+(E;x) + A′1u
−(E;x), x < 0
B′1u
−(E − V ;x), x > 0 (4.16)
v′2(E;x) =
{
B′2u
−(E;x), x < 0
u+(E − V ;x) + A′2u−(E − V ;x), x > 0
(4.17)
and using the matching condition we find that the new coefficients A′1,2 and B
′
1,2 are
A′1 =
1 + κ
1− κ =
1− κ′
1 + κ′
, B′1 =
2
√
κ
1− κ =
2i
√
κ′
1 + κ′
, (4.18)
A′2 = −A′1, B′2 = −B′1, (4.19)
where
κ′ ≡ −κ = −q
p
(E +m)
(E − V +m) > 0. (4.20)
Now the reflection R and transmission T probability coefficients, defined as the reflected-to-
incoming and transmitted-to-incoming probability current ratios, are given by
R = |A′|2 =
(
1− κ′
1 + κ′
)2
, (4.21)
T = |B′|2 = 4|κ
′|
(1 + κ′)2
,
(4.22)
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(for energies in the Klein zone) and since κ′ > 0, the probability conservation relation
R + T = 1 is recovered.
The new states (4.16) and (4.17) are orthogonal to each other
+∞∫
−∞
dx (v′1(E;x))
†
v′2(E
′;x) = 1
2
(A′∗1B
′
2 +B
′∗
1A
′
2)δ(E − E ′) = 0, (4.23)
after taking into account (4.19) and that B′1 is imaginary. Each of these states is normalized
to unit
+∞∫
−∞
dx (v′s(E;x))
†
v′s(E
′;x) = 1
2
(1 +R + T )δ(E − E ′) = δ(E − E ′), s = 1, 2. (4.24)
It should be stressed that redefining the eigenstates for the Klein zone as above is a
necessity rather than an arbitrary choice: indeed, for the subsequent study, orthogonality
and normalization are necessary. If we chose to keep one of the eigenstates, say v2, in the
same form as in the other zones, we would have to multiply it by 1/A2 in order to make
it normalized in the Klein zone, thus obtaining v′2 = v2/A2, and next to choose the other
eigenstate as the (unique) linear combination of v1 and v2 that is orthogonal to v
′
2 and
normalized too, thus obtaining v′1 = v1 − (B1/A2)v2. The new pair of states v′1 and v′2 are
then precisely the ones given by (4.16) and (4.17).
Notice that since the group velocity of an antiparticle is opposite to its momentum, all
eigenstates corresponding to antiparticles should be defined, for any value of the potential,
with their momentum signs flipped, if we want them to describe physical scattering processes
in which the incident wave has coefficient equal to 1. When all three plane waves (incoming,
reflected and transmitted) correspond to antiparticles (for instance in the case E < −m of
(4.5) and (4.6)) flipping all three momentum signs of the eigenstates does not amend the
values and physical significance of their coefficients Ai, Bi or those of R and T , neither does
it spoil the orthonormalization relation of the two degenerate states. On the contrary, in the
Klein zone, since in x < 0 there are particles while in x > 0 antiparticles, only the momenta
of the plane waves in x > 0 must be flipped. For this reason, while it is crucial to redefine
the states in the Klein Zone, this is not necessary for all other energy windows and we can
keep them in the original form (4.5) and (4.6). Hence, as a pictorial representation for the
eigenfunctions (4.16) and (4.17) in the Klein zone, we can refer to Fig. 4.3 with the index
of u in x > 0 changed. The arrows represent the correct direction of the group velocity of
plane waves.
Except when otherwise stated, in the following we will drop the prime from the notation
of expressions (4.16) and (4.17), that is we redefine vi to be equal to v
′
i in the Klein zone
energy range and similarly for the parameters Ai and Bi.
4.4 Quench of the potential
Now that we have constructed the energy eigenstates for all the possible energy windows
and configurations, we can start to solve the dynamical problem.
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We are interested in the evolution of the total number of pre-quenched particles, i.e.
electrons, at large times after the quench, when considering the thermodynamic limit of
our system ( i.e. the limit L → ∞ with L the length of the system). We note that the
only relevant observable to our analysis is the pre-quenched number of particles, not the
post-quenched number of excitations, whose time evolution is trivial.
To begin, let us write the pre-quenched and post-quenched Hamiltonian in a second
quantized form. This is necessary since the evolution of the fermionic field ψ(x, t) is formally
given by expanding on the post-quench creation and annihilation operators.
The pre-quenched Hamiltonian can be written as
H =
∑
σ=±
(∫ ∞
m
dE E ασ†E α
σ
E −
∫ −m
−∞
dE E βσ†E β
σ
E
)
, (4.25)
where ασE and β
σ†
E are the electron annihilation operator and positron creation operator
respectively, obeying usual anticommutation relation
{ασE, α†σ
′
E′ } = δσ,σ′δ(E − E ′), {ασE, ασ
′
E′} = 0, (4.26)
{βσE, β†σ
′
E′ } = δσ,σ′δ(E − E ′), {βσE, βσ
′
E′} = 0. (4.27)
The post-quench Hamiltonian is
H =
∑
s=1,2
(∫
Es>
dE E a
(s)†
E a
(s)
E −
∫
Es<
dE E b
(s)†
E b
(s)
E
)
, (4.28)
where
{asE, a†s
′
E′ } = δs,s′δ(E − E ′), {asE, as
′
E′} = 0, (4.29)
{bsE, b†s
′
E′ } = δs,s′δ(E − E ′), {bsE, bs
′
E′} = 0. (4.30)
Note that, as already known from standard quantum field theory, in the ground state the
infinite set of negative energy eigenstates should be considered as occupied up to some energy
level, the Fermi sea level EF , in order for the energy spectrum to be bounded from below,
so that the theory makes physical sense. Excitations above the ground state are either
occupied eigenstates with energy E > EF or unoccupied eigenstates with energy E < EF
(hole or antiparticle excitations). An excitation that corresponds to a particle occupying
an eigenstate vs(E;x) with energy E > EF = 0 is associated with a creation operator
a
(s)†
E , while an excitation that corresponds to an unoccupied eigenstate vs(E;x) with energy
E ≤ EF = 0 is a hole excitation and is associated with a hole creation operator b(s)†E . In the
above, Es> and Es< denote the energy ranges over which there exist solutions of type s = 1, 2,
above or below the considered ground state level EF respectively. More explicitly, as can
be seen in Fig. 4.2, eigenstates v1 exist for energies E ∈ (−∞,−m) ∪ (+m,+∞), while v2
exist for E ∈ (−∞, V −m) ∪ (V + m,+∞). For energies E ∈ (V −m,V + m) the state v1
becomes totally reflecting but they are still given by the same form. Similarly, for energies
E ∈ (−m,+m) the state v2 becomes totally reflecting. Lastly, for energies E ∈ (m,V −m)
the states v1,2 are given by (4.16) and (4.17). EF is chosen to be the one corresponding
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to the pre-quench Hamiltonian i.e. EF = V0 = 0. Overall we have E1> = [+m,+∞),
E2> = [0, V − m] ∪ [V + m,+∞), E1< = (−∞,−m] and E2< = (−∞, 0]. The Klein zone
will be denoted by EKZ = [m,V − m]. Similarly, we will denote by Eσ> = (+m,+∞) and
Eσ< = (−∞,−m) the energy ranges over which there exist pre-quench solutions uσ (σ = ±)
above and below EF = 0.
The evolution of the fermionic field ψ(x, t) is thus given by
ψ(x, t) =
∑
s=1,2
∫
Es>
dE vs(E;x)a
(s)
E +
∫
Es<
dE vs(E;x)b
(s)†
E
 e−iEt. (4.31)
In order to calculate expectation values of observables after the quench, we need to
know the initial expectation values of the post-quench creation and annihilation operators
and these can be found expressing them in terms of pre-quench creation and annihilation
operators, by comparison of the expansion of the field ψ(x, 0) in the two different bases. In
the pre-quench basis we have
ψ(x, 0) =
∑
σ=±
 +∞∫
m
dE uσ(E;x)ασE +
−m∫
−∞
dE uσ(E;x)βσ†E
 = ∑
σ=±
∫
dE uσ(E;x)γσE, (4.32)
where we defined the operator
γσE ≡

ασE if E ≥ m,
βσ†E if E ≤ −m,
0 otherwise.
(4.33)
Clearly, ασE and β
σ†
E are the electron annihilation operator and positron creation operator
respectively.
Using the orthonormalization relations, we find that
+∞∫
−∞
dx (uσ(E;x))† ψ(x, 0) = γσE. (4.34)
Similarly, in the post-quench basis we have
ψ(x, 0) =
∑
s=1,2
∫
Es>
dE vs(E;x)a
(s)
E +
∫
Es<
dE vs(E;x)b
(s)†
E
 = ∑
s=1,2
∫
dE vs(E;x)c
(s)
E . (4.35)
where
c
(s)
E ≡

a
(s)
E if E ∈ Es>,
b
(s)†
E if E ∈ Es<,
0 otherwise.
(4.36)
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The orthonormalization relations lead now to
+∞∫
−∞
dx (vs(E;x))
† ψ(x, 0) = c(s)E . (4.37)
From (4.34) and (4.35) we can write the pre-quench annihilation and creation operators
in terms of the post-quench ones
γσE =
∑
s=1,2
∫
Es
dE ′ Wσs(E,E ′)c
(s)
E′ , (4.38)
where
Wσs(E,E
′) ≡
+∞∫
−∞
dx uσ†(E;x)vs(E ′;x) (4.39)
are the overlaps between pre-quenched and post-quenched eigenstates. For convenience and
brevity, we will incorporate the energy zone limits into the expressions for the overlaps,
defining
wσs(E,E
′) ≡ Wσs(E,E ′)ϑEσ(E)ϑEs(E ′) (4.40)
where the function ϑE(E) equals unit if E ∈ E and zero otherwise.
Similarly the inverse of (4.38) is
c
(s)
E′ =
∑
σ=±
∫
Eσ
dE W ∗σs(E,E
′)γσE, (4.41)
and expresses the post-quenched operators in terms of the pre-quenched ones.
4.5 Overlaps between pre-quenched and post-quenched
eigenstates
We will now explore the properties of the overlaps Wσs(E,E
′) that will be essential for the
calculation of the number of pre-quenched particles present at infinite long time. Substituting
the expressions for the eigenstates and taking into account that
+∞∫
−∞
dx eikxΘ(x) = lim
→0+
i
k + i
, (4.42)
we find that the overlap functions have poles whenever the two energies match so as kE =
kE′ ± i or kE = −kE′ ± i. Explicitly, W±1(E,E ′) for E ′ outside the Klein zone is given by
W±1(E,E ′) =
iD±(E,E ′)
±kE − kE′ + i +
iD∓(E,E ′)A1(E ′)
±kE + kE′ + i +
iD±(E,E ′ − V )B1(E ′)
∓kE + kE′−V + i , (4.43)
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and for E ′ in the Klein zone
W±1(E,E ′) =
iD±(E,E ′)
±kE − kE′ + i +
iD∓(E,E ′)A1(E ′)
±kE + kE′ + i +
iD∓(E,E ′ − V )B1(E ′)
∓kE − kE′−V + i , (4.44)
where
D±(E,E ′) =
1
4pi
[√
E +m
kE
∗√
E ′ +m
kE′
±
√
kE
E +m
∗√
kE′
E ′ +m
]
. (4.45)
Similarly the overlaps W±2(E,E ′) for E ′ outside the Klein zone are
W±2(E,E ′) =
iD∓(E,E ′ − V )
∓kE − kE′−V + i −
iD±(E,E ′ − V )A2(E ′)
∓kE + kE′−V + i +
iD∓(E,E ′)B2(E ′)
±kE + kE′ + i , (4.46)
and for E ′ in the Klein zone
W±2(E,E ′) =
iD±(E,E ′ − V )
∓kE + kE′−V + i −
iD∓(E,E ′ − V )A2(E ′)
∓kE − kE′−V + i +
iD∓(E,E ′)B2(E ′)
±kE + kE′ + i . (4.47)
Written as functions of the energy E, the overlaps have simple poles close to the real
axis at E ≈ E ′ and E ≈ E ′ − V . All other poles and branch-cut singularities that are
located away from the real E-axis do not matter in the thermodynamic limit, since their
contribution is exponentially suppressed in the L → ∞, as can be seen from the fact that
 ' 1/L (see Appendix B.1). In order to express the overlaps around the above poles, it is
sufficient to substitute
i
kE − kE′ + i =
iρ−1(E ′)
σE′(E − E ′) + iρ−1(E ′) +
iρ−1(E ′)
−σE′(E + E ′) + iρ−1(E ′) + ..., (4.48)
where kE, kE′ are real, σE is the sign of E, ρ(E) = |E/kE| is the density of states at the
energy E and the dots “...” denote corrections that are functions non-singular along the real
E-axis. Terms proportional to i/(kE + kE′ + i), which do not have poles close to this axis
can be omitted. Moreover, it turns out that there are no poles at opposite energies E ≈ −E ′
or E ≈ −(E ′ − V ), because the corresponding residues are proportional to D+(E,−E) = 0.
This expresses the fact that particles and antiparticles with the same absolute value of energy
are orthogonal. The residues of the poles at E ≈ E ′ or E ≈ E ′ − V are proportional to
D+(E,E) = ρ(E)/(2pi) times the amplitude of the incoming, reflected or transmitted wave.
Terms proportional to i/(kE ± kE′ + i) with E ′ ∈ (−m,+m) which correspond to energies
in the totally reflecting zones, can be omitted since kE′ is imaginary in this energy window,
so it cannot match with ∓kE which is always real.
After some algebra, and taking the above substitution rules into account, we find that in
all but the Klein zone, the overlaps can be written in the form
W+,1(E,E
′) =
i/(2pi)
σE(E − E ′) + i/ρ(E) +
iB1(E + V )/(2pi)
−σE(E − E ′ + V ) + i/ρ(E) + ..., (4.49)
W−,1(E,E ′) =
iA1(E)/(2pi)
−σE(E − E ′) + i/ρ(E) + ..., (4.50)
W+,2(E,E
′) =
iA2(E + V )/(2pi)
−σE(E − E ′ + V ) + i/ρ(E) + ..., (4.51)
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W−,2(E,E ′) =
i/(2pi)
σE(E − E ′ + V ) + i/ρ(E) +
iB2(E)/(2pi)
−σE(E − E ′) + i/ρ(E) + ..., (4.52)
while in the Klein zone
W+,1(E,E
′) =
i/(2pi)
σE(E − E ′) + i/ρ(E) + ..., (4.53)
W−,1(E,E ′) =
iA′1(E)/(2pi)
−σE(E − E ′) + i/ρ(E) +
iB′1(E + V )/(2pi)
σE(E − E ′ + V ) + i/ρ(E) + ..., (4.54)
W+,2(E,E
′) =
i/(2pi)
−σE(E − E ′ + V ) + i/ρ(E) + ..., (4.55)
W−,2(E,E ′) =
iA′2(E + V )/(2pi)
σE(E − E ′ + V ) + i/ρ(E) +
iB′2(E)/(2pi)
−σE(E − E ′) + i/ρ(E) + ..., (4.56)
where, as above, “...” denote corrections that do not involve any poles on or close to the real
E-axis and primed quantities have been used to emphasise that we refer to the Klein zone
expressions. Note that the residues Ai, Bi and A
′
i, B
′
i are smooth and bounded functions
(except at the edges of the energy zones, where they are still bounded, but discontinuous
or non-smooth). The above poles express the resonance that occurs when the incoming,
reflected or transmitted wave of the post-quench eigenstate has the same energy and direction
as the pre-quenched eigenstate wave and is of the same type (i.e. particle or antiparticle).
4.6 Evolution of the number of particles
We now proceed to the calculation of the time evolution of physical observables. We will
focus on the total number of pre-quenched particles N(t) =
∑
σ=±
∫∞
m
dE 〈Φ(t)|γσ†E γσE|Φ(t)〉
with |Φ(t)〉 the time-evolved state; in particular we will study its behaviour in the large time
and thermodynamic limit. Formally the time evolved number of pre-quenched particles is
given by
N(t) =
∑
σ=±
∞∫
m
dE 〈Φ(t)|γσ†E γσE|Φ(t)〉 =
∑
σ,s1,s2
∞∫
m
dE
∫
dE1 dE2 w
∗
σs1
(E,E1)wσs2(E,E2) 〈Φ(0)|cs1†E1 cs2E2|Φ(0)〉 ei(E1−E2)t =
∑
σ,s1,s2,σ′
∞∫
m
dE
∫
dE1 dE2 dE
′ w∗σs1(E,E1)wσs2(E,E2)wσ′s1(E
′, E1)w∗σ′s2(E
′, E2) 〈γσ′†E′ γσ
′
E′〉 ei(E1−E2)t
(4.57)
where 〈γσ′†E′ γσ
′
E′〉 denotes that the expectation value is computed on the initial state |Φ(0)〉
and represents the particle occupation number in the initial state
〈Φ(0)|γσ†E γσE|Φ(0)〉 = Θ(E −m)〈Φ(0)|ασ†E ασE|Φ(0)〉+ Θ(−E −m)〈Φ(0)|βσEβσ†E |Φ(0)〉.
(4.58)
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In the present problem, in particular, the initial state is the ground state of the pre-
quenched Hamiltonian, i.e. ασE|Φ(0)〉 = βσE|Φ(0)〉 = 0 and therefore
〈Φ(0)|ασ†E ασE|Φ(0)〉 = 0 (4.59)
and
〈Φ(0)|βσEβσ†E |Φ(0)〉 = 1. (4.60)
Substituting this initial density of occupied energy levels, we find
N(t) =
∑
σ,s1,s2,σ′
∞∫
m
dE
∫
dE1 dE2
−m∫
−∞
dE ′ w∗σs1(E,E1)wσs2(E,E2)wσ′s1(E
′, E1)w∗σ′s2(E
′, E2) ei(E1−E2)t.
(4.61)
It is convenient to consider also the long time average of the total number of particles
limt→∞ N¯(t) ≡ limt→∞ t−1
∫ t
0
dt′ N(t′). Time averaging eliminates possible persistent os-
cillations and makes analytical treatment technically easier, while keeping the qualitative
behaviour at large times the same, apart from such oscillations. N¯(t) is given by the same
expressions (4.57) and (4.61) but with ei(E1−E2)t replaced by
t−1
∫ t
0
dt′ei(E1−E2)t
′
=
ei(E1−E2)t − 1
i(E1 − E2)t . (4.62)
In the thermodynamic and large time limit, the above expressions are dominated by
the poles of the overlaps that are close (at distance  ∼ 1/L) to the real E and E ′ axes
and within the energy windows under integration. Since each of the overlap factors in the
integrand wσs(E,E
′) is highly peaked around the two resonance poles, at E ≈ E ′ and
E ≈ E ′ − V , and the time averaging factor is highly peaked at E1 ≈ E2, there are four
possibilities to match the four energies E,E1, E2 and E
′: E1 matches with E2, while E and
E ′ independently match with either E1,2 or E1,2−V (i.e. E ′ matches with either E+V or E or
E−V ). But integration over E and E ′ is restricted to the windows (+m,+∞) and (−∞,−m)
respectively, so there remains only one possibility that leads to overlapping energy windows:
E ≈ E1 ≈ E2 ≈ E ′+V . This possibility exists only for V > 2m and constraints the variables
E1 ≈ E2 ≈ E to be within the Klein zone while E ′ ∈ (m − V,−m) (Fig. 4.5). Therefore,
using this approach, the expression for N¯(t) reduces to a single energy integral over the Klein
zone only (see Appendix B.2 for details). This clearly shows that, in the thermodynamic
and large time limit there is no steady-state particle production for V < 2m, i.e. for the
values of potential which do not admit the existence of the Klein Zone. Substituting the
expressions for the resonance poles of the overlaps, using the properties of the coefficients Ai
and Bi and performing the integration using the residue theorem (Appendix B.2), we finally
find the simple expression
N¯(t) =
1
4pi
t
V−m∫
m
T (E)dE, (4.63)
where the transmission coefficient T (E) in the Klein zone is given by (4.22).
75
4.6 Evolution of the number of particles
E E1,2 E’
0
V
m
E+V
E
E–V
Figure 4.5. Resonance between energies in the integral (4.57). E and E′ match with E1,2 in four
possible ways, indicated with arrows. Since they are integrated over the windows shaded in blue,
the only allowed possibility is E ≈ E1 ≈ E2 ≈ E′ + V , indicated with red arrows. Then E1,2 are
restricted to values within the Klein zone, shaded green. The grey energy zones (−m,+m) and
(V −m,V +m) indicate the totally reflecting zones.
Our result shows that, if V > 2m, N¯(t) increases linearly with time at a constant rate,
so the large time limit is described by a non equilibrium steady state [166–170]. This linear
increase for V > 2m is obviously a direct consequence of the existence in the post-quench
hamiltonian of classically forbidden scattering in the Klein energy zone. Moreover, the rate
of production of particles
λ ≡ lim
t→∞
N(t)
t
= 2 lim
t→∞
N¯(t)
t
=
1
2pi
V−m∫
m
T (E)dE (4.64)
turns out to increase when V increases, in agreement with the behaviour of the transmission
coefficient in the Klein zone (see fig. 4.6). For V much larger than 2m, the particle production
rate, indicated with λ∞(V ), is given by
λ∞(V ) =
V − 8m/3
2pi
V  2m, (4.65)
which is linear in V . In Fig. 4.7 we show the particle production (continuous red line) and
its asymptotic value (blue dashed one) as a function of the potential. The former is exactly
vanishing for V/m < 2 and it approaches its asymptotic value, as shown in the inset, with a
precision of order 10−2 when V/m ' 10.
Our analytic result (4.64) is in agreement with recent numerical computations of the
electron production rate [172, 173] in a three-dimensional system of Dirac fermions with a
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rounded step-like potential. The authors compute numerically the total electron population
and find that, for a supercritical potential (V > 2m), there is a linear growth at constant
rate for t → ∞ while for a subcritical potential (V < 2m) there is no such growth. Even
though their setup is not exactly the same as the present one, the authors of [172] find
that their numerics are described by precisely the same formula (4.64) where T (E) is the
corresponding transmission coefficient in their setup. Moreover, it can be easily checked by
a trivial generalization of our calculation that our result (4.64) is still valid when the initial
value V0 of the homogeneous potential is not zero but between zero and V .
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Figure 4.6. The transmission coefficient T (E) and the reflection coefficient R(E) in the Klein
zone (m,V −m), as a function of the rescaled energy (E−m)/(V −2m), for several values of V/m.
Note that T (E)→ 1, R(E)→ 0 for E = V/2, as V →∞.
It is possible to interpret the above results with the semiclassical approach [69, 171]
that we have described in the previous chapter, which has proved to give correct results in
many cases of quenches including in inhomogeneous problems. In this approach, excitations
produced at the time of the quench are viewed as pairs of coherent quasiparticles with
opposite momenta that move ballistically with a velocity given by the group velocity that
corresponds to their momentum vg ≤ c = 1. In the thermodynamic and large time limit
where dephasing has typically eliminated quantum coherence effects, physical observables can
be expressed as classical probability averages of the contributions of all such quasiparticles.
This approximation is also valid for any time and system size, in the limit of low densities
where coherence effects are unimportant.
It is instructive to analyse, at the semiclassical level, what happens in a homogeneous
quench of the potential from zero value to V and then generalize it to the inhomogeneous
case. In this case the Fermi level is shifted by a constant value equal to the height V of
the potential, so that in comparison with the post-quenched ground state, the (filled) pre-
quenched Fermi sea would correspond to a depleted or raised Fermi sea, depending on the
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Figure 4.7. The large time rate of particle production λ as a function of the potential V/m. Note
that λ ∼ V as V → ∞. The dashed line shows the asymptotic linear increase while in the insect
the difference between the two is reported as a function of the potential.
sign of V . From the structure of the overlaps in the homogeneous case we deduce that
a pre-quench creation or annihilation operator can be expressed in terms of post-quench
operators with the same momentum; hence the semiclassical picture that emerges here is
that the initial state is a source of non-paired quasi-particles. We highlight that this is
slightly different from the typical semiclassical picture where the initial state can be seen as
source of oppositely moving pairs of coherent quasiparticles. We would like to emphasize
that, in the homogeneous quench case, there is no net particle production. What happens is
that, due to the shift of the potential and the consequent shift of the Fermi energy, the pre-
quench excitations may have become particle or antiparticle according to the post-quench
Hamiltonian.
This picture can be applied also in the case of a step-like profile of the potential, even though
in this case the initial quasiparticle density is inhomogeneous. The situation is depicted in
Fig. 4.8, where it is shown that the particle density ρ(x, t) is given by the sum of three
contributions: direct particles (D) that have not passed from the origin before arriving at
the space-time point (x, t), reflected particles (R) that have been reflected at the origin and
transmitted particles (T) that have been transmitted/refracted through the origin. To obtain
the long time behaviour of observables, we can neglect the contribution of the quasiparticles
produced in the quench from the region near the origin and consider just those produced
from the regions at x→ ±∞. In these regions, where the potential is spatially constant, the
initial quasiparticle production is that corresponding to an homogeneous quench to the local
value of the potential. After the quench the quasiparticles travel ballistically with group
velocity vg with vg ≤ c and, when they arrive at the origin, they scatter with the potential
step. It is the scattering of the quasiparticles produced after the quench with the potential
step that allows net particle production. If V > 2m the scattering of antiparticles incoming
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from the right produces particles with probability T (E). Therefore the number of particles
increases with time and more precisely it increases linearly, since for large times the number
of incoming excitations reaching the origin is the number of all initial excitations created at
large distances. We conclude that the semiclassical approach correctly describes the physics
of the constant rate of particle production connected to Klein tunneling.
x3 x1 x2
x,t
D
T
R
Figure 4.8. Space-time diagram representing the three possible origin for a quasi-particle passing
at a point (x, t) in the semiclassical picture.
4.7 Discussion
In this chapter we studied Klein tunneling by performing an inhomogeneous quantum quench
of the potential in a system of relativistic one dimensional fermions. In particular, we derived
analytically the particle production rate λ and showed that its dependence on the ratio V/m
reflects the paradoxical fact that the transmission of relativistic fermions inside a potential
step is nearly complete, when the step size is large. We have therefore demonstrated that
a quantum quench of the potential can be used to reveal the presence of Klein tunneling,
especially since the extensive amount of energy injected by the quench leads to a steady
particle production.
Our method shows that the resonance transitions are dominant in the thermodynamic
and large time limit. From this point of view, it is reminiscent of the semiclassical theory
of radiation and Fermi’s Golden Rule, even though the latter relies also on perturbation
theory, while our method does not. This explains why our results are consistent with the
semiclassical interpretation of quantum quenches. With this semiclassical approach we also
showed explicitly that it is the scattering of the quasiparticles produced after the quench
with the potential step that allows net particle production. Hence we can conclude that
the emitted quasi-particles behave as real test particles; such a quantum quench can be
used in order to observe macroscopic effects of Klein tunneling in transport, with potential
implementations with current experimental setups.
Following this observation, (4.64) should be valid even in different spatial dimensions and
for different profiles of the potential step. In fact, as mentioned, (4.64) is in perfect agreement
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with the formula that was found to describe numerics in a three-dimensional analogue of our
problem with a smoothed step [172].
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Chapter 5
Stationary states in the Lieb-Liniger model from
rotating BECs
In the course of the previous chapters we have mentioned several times that the stationary
ensemble to which an integrable isolated system evolve is the Generalized Gibbs Ensemble.
This conjecture by Rigol et al [65] has been up to now proved only in some cases (although
numerical analysis shows it is verified in a much greater number of situations). This is
also due to the intrinsic difficulty in constructing the GGE explicitly, or equivalently, the
local conserved charges in a generic integrable model. This is an easy task only for free, or
mappable-to-free systems, where the conserved charges can be identified with the momentum
occupation numbers as we have pointed out in Chapter 2 [1–3,28,30,35,66–89]. In the case of
a truly interacting (yet integrable) model, i.e. for those having a dressed two-body scattering
matrix, the construction of the conserved charges in a closed operatorial form [91,94,96,100,
176] is more involved. At the same time, these represent the most interesting and realistic
models, for example they can capture the physics of one-dimensional bosons (Lieb-Liniger
model), magnetism (XXZ and Heisenberg model) or fermions with onsite energies and nearest
neighbour hopping on a lattice (Fermi-Hubbard model) .
It has recently been shown that there is another way of computing expectation values
of local quantities at any time after a quench in integrable models, the so-called quench
action method [90]. In particular, it is proved that the long time behaviour of local observ-
ables is given by the expectation value with respect to a single representative state of the
(post-quenched) Hamiltonian. This representative state can be obtained as the result of a
variational method, exact in the thermodynamic limit, which requires the knowledge of the
overlap of any eigenstate of the post-quenched Hamiltonian with the initial state. As a con-
sequence, this method is potentially very useful for interacting integrable models [177, 178]
because it does not require having the expression of the conserved charges, differently from
the GGE approach. Nonetheless, the expression for the overlaps is often highly non trivial
and initial-state dependent [179,180].
In this chapter, by making use of the quench action method, we solve two quench problems
that have recently attracted the attention of both experimentalists and theoreticians [14,181,
182]. We obtain results for the steady-state reached by an initially free bosonic system after
switching on at t = 0 repulsive contact interaction (Lieb-Liniger model [31,32,183]). As initial
states, we consider two experimentally relevant configurations, that are both eigenstates of
the Lieb-Liniger model at zero interaction strength. The first is a rotating BEC and the
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second consists of many couples of counter propagating BECs with opposite momentum,
moving on a ring. In this latter case, our calculations represent a close theoretical description
of the cornerstone Quantum Newton’s Cradle [14]. The only differences are that we do not
take into account the presence of the trap [184] and that we actually perform a quench of the
interaction strength c, from c = 0 at t = 0 to c > 0 at t > 0, while in the actual experiment
the two counter-propagating wavepackets are prepared and let evolved at a fixed value of c.
The paper is organized as follows: in Sec. 5.1 and 5.2 we review the main features of the
Lieb-Liniger model and the quench action method. In Sec. 5.3 we present the results for the
asymptotic state after a quench from the initial rotating BEC. In Sec. 5.4 we obtain the sta-
tionary distribution after a quench from the colliding BECs and we discuss the approximate
solutions in the case of a large and small quench.
5.1 Integrable interacting models: an example
As we have already alluded to in the Introduction, classical integrability is synonymous with
exact solution. Quantum integrability is more subtle to define, but we can still view it from
a practical viewpoint as implying exact solvability. Its conceptual understanding should
be traced back to Hans Bethe’s seminal work in 1931 [185] where he developed a practical
method to obtain the energy eigenstates of the one-dimensional Heisenberg spin chain with
the nearest interaction, that was later generalized to many other integrable models. He
proposed a special form of the wavefunction - superposition of all possible permutations of
plane waves in a ring of size L, namely
χ =
∑
P
A(P)ei(kP1x1+···+kPN xN ) (5.1)
where N is the number of down spins and P1, . . . ,PN stand for a permutation P of 1, 2, ..., N .
The N ! plane waves are N -fold products of individual exponential phase factors eikixj . Here
the N distinct wave numbers ki are permuted among the N distinct coordinates xj . Each of
the N ! plane waves has an amplitude coefficient which can be in turn determined by solving
the eigenvalue problem of the Heisenberg Hamiltonian. The Bethe ansatz appeared to be
escaped from physicists’ attention that time. It was only 30 years later that in 1963 Lieb
and Liniger [31, 32] first solved the one-dimensional many-body problem of delta-function
interacting bosons by Bethe’s hypothesis. In the rest of this chapter we will focus on this
model that we review in detail in the next subsection.
5.1.1 The Lieb-Liniger model
The one dimensional Lieb-Liniger model is a very useful model to describe a bosonic gas
at T = 0, confined in a waveguide or in a very elongated harmonic trap, provided that the
energy of the motion in the longitudinal direction is insufficient to excite the levels of the
transverse confinement. Further, if the range of the interatomic potential is much smaller
than the interparticle distance and the characteristic length of the external confinement, a
single parameter is sufficient to describe interactions, namely the effective one-dimensional
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scattering length a1D. In this case the particle-particle interactions can be safely modelled
by a δ-potential.
Let us then consider a 1D single component bosonic quantum gas with δ-like interactions
made of N particles in a box with length L. The bosons are described by canonical quantum
Bose fields ψˆ(x) satisfying the following commutation relations:
[ψˆ(x), ψˆ†(y)] = δ(x− y)
[ψˆ(x), ψˆ(y)] = [ψˆ†(x), ψˆ†(y)] = 0. (5.2)
The Hamiltonian of the model is given by
Hˆ =
~2
2m
∫ L
0
dx∂xψˆ
†∂xψˆ +
g1D
2
∫ L
0
dxψˆ†ψˆ†ψˆψˆ, (5.3)
where m is the mass of the bosons, g1D is the coupling constant which is determined by
the 1D scattering length g1D = −2 ~2ma1D . In the presence of a tight harmonic transverse
confinement, characterized by the oscillator length a⊥ =
√
~/mω⊥, where ω⊥ is the angular
frequency of the harmonic confinement in the transverse direction, the scattering length a1D
depends on the scattering length a3D in this way:
1 a1D ' −a2⊥/a3D.
At equilibrium, all properties of the model depend only on one parameter, the dimen-
sionless density n|a1D|. It is instructive to note how the physics in 1D is genuinely different
from the usual one in 3D by studying the range of parameters for which we have a strongly
interacting or weakly interacting regime in these two situations. Contrary to the 3D case,
where at low density the gas is weakly interacting, in 1D small values of the gas parameter
n|a1D| correspond to strongly correlated systems. This peculiarity of 1D systems can be
easily understood by comparing the characteristic kinetic energy per particle to the mean-
field interaction energy per particle. The former can be expressed as K
N
' ~2k2F/2m and,
being the Fermi momentum kF ' pin1/D with D the dimensionality, eventually the kinetic
energy per particle becomes K
N
' ~2n2/D/2m. On the other hand, the mean-field interaction
energy per particle is EMFint /N ' gn. In 3D we get that EMFint /N ' ng3D; being g3D ' a3D/m
we get that EMFint /N ' na3D/m, while KN ' n2/3/m. Hence the strongly interacting case is
obtained when na3D > 1. Oppositely, for the 1D case we get that E
MF
int /N ' n/(a1Dm),
while K
N
' n2/m. Hence the strongly interacting case is obtained when na1D < 1.
As previously mentioned, the solution for the ground-state of the Hamiltonian (5.3) with
repulsive (i.e. g1D > 0) delta-like interactions was first obtained by Lieb and Liniger [31,32]
using the Bethe ansatz method. Let us review it.
Let us first define the vacuum state in the Fock space as ψˆ(x)|0〉 = 0, with x ∈ R, with
〈0|0〉 = 1. The equation of motion for the field ψˆ(x) is given by the Heisenberg equation
i∂tψˆ(x) = [Hˆ, ψˆ(x)]. It follows that the corresponding equation of the motion for this model
reads
i∂tψˆ(x) = −∂2xψˆ(x) + 2cψˆ†(x)ψˆ(x)ψˆ(x). (5.4)
Considering ψˆ(x) as a classical field, this equation of motion reduces to a non-linear
Schro¨edinger equation of the classical field theory. Moreover, it is easy to show that the
1This holds far from a Feshbach resonance.
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particle number operator Nˆ and the momentum operator Pˆ
Nˆ =
∫ L
0
ψˆ†(x)ψˆ(x)dx, Pˆ = − i
2
∫ L
0
{
[∂x, ψˆ
†(x)]ψˆ(x)
}
dx (5.5)
commute with the Hamiltonian; actually they are only two of the infinitely many conserved
charges of the model, that will be conveniently expressed in a different form after the in-
troduction of the Bethe ansatz formalism. The eigenfunction of the N -particle state |Ψ〉 is
given by
|ΨN〉 = 1√
N !
∫ L
0
dx1 . . . dxNΨN(x1, . . . , xN)ψˆ
†(x1) . . . ψˆ†(xN)|0〉, (5.6)
where xj is the coordinate position of the j-th particle. Being these particles bosons, the
first quantized wavefunction ΨN(x1, . . . , xN) is symmetric with respect to any exchange of
two particles’ positions, namely
ΨN(. . . , xξ, . . . , xη, . . . ) = ΨN(. . . , xη, . . . , xξ, . . . ). (5.7)
In the following discussion, we set ~ = 2m = 1 and c = mg1D/2. After some algebra, one
can find that the eigenvalue problem of the Schro¨edinger equation Hˆ|ΨN〉 = E|ΨN〉 in the
N -particle sector reduces to the quantum-mechanical many-body problem which is described
by the Schro¨edinger equation HΨN(x1, . . . , xN) = EΨN(x1, . . . , xN) with the first quantized
Hamiltonian
HLL(c) = −
N∑
i=1
∂2
∂x2i
+ 2c
N∑
i<j
δ(xi − xj). (5.8)
The model can be solved by means of the Bethe Ansatz [185]. The solution of (5.8) can
be found taking into account the symmetry of the bosonic wavefunction under two particles’
exchange and the fact that the N particles are free unless two of them occupy the same
position. Accordingly, we can consider all the possible N ! domains defined by the ordered
non-coinciding particles’ positions Θ(P) : 0 ≤ xP1 < xP2 < · · · < xPN ≤ L, where P is the
permutation of the number set {1, 2, . . . , N}. The total wavefunction ΨN(x1, . . . , xN), from
now on called for simplicity ψ(x), can be written as the sum of the wavefunctions in each
domain
ψ(x) =
∑
P
Θ(P)ψP(x), (5.9)
where ψ(x) is the bosonic field obeying usual commutation relations [ψ(x), ψ†(x′)] = δ(x−
x′). Due to the Bose statistics the wavefunction is the same in all domains: ψP = ψ1, where
1 = {1, 2, . . . , N} indicates the domain {0 ≤ x1 < x2 < · · · < xN ≤ L}. For the model (5.8),
ψ1 can be written as a superposition of N ! plane waves
ψ1(x) =
∑
P∈SN
S(P )
N∏
j=1
eiλPjxj , (5.10)
where SN are all the possible permutations of the set of rapidities λ ≡ {λ1, λ2, . . . , λN}
among the particles at position x = {x1, x2, . . . , xN}. The coefficients S(P ) can be found
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imposing the order of the particles in domain 1 in the Schro¨edinger equation, i.e. (∂xj+1 −
∂xj − c)ψ(x)|x∈∂1 = 0, where ∂1 : xj+1 = xj + 0+, ∀j = 1, . . . N − 1.
A generic (not normalized) eigenstate of (5.8) with a given set of rapidities λ has the
form [177]
ψ(x|λ) = 〈x|λ〉 = Fλ
∑
P∈SN
AP (x|λ)
N∏
j=1
eiλPjxj , (5.11)
with
Fλ =
∏N
j>k=1(λj − λk)√
N !
∏N
j>k=1(c
2 + (λj − λk)2)
, AP (x|λ) =
N∏
j>k=1
(
1− ic sgn(xj − xk)
(λPj − λPk)
)
. (5.12)
Imposing periodic boundary conditions, the rapidities get quantized and have to satisfy
the Bethe equations [185], a set of N coupled algebraic equations
λj =
2piIj
L
− 2
L
N∑
k=1
arctan
(
λj − λk
c
)
j = 1 . . . N, (5.13)
where I ≡ {I1, I2, . . . , IN} are the quantum numbers of the rapidities, which label an eigen-
state uniquely and are c-independent, differently from λ. The full set of allowed quantum
numbers is the union of the occupied ones I and the unoccupied ones, defined as Ih. If N
is odd, I are the integers and Ih the semi-integers; if N is even the vice-versa.
To obtain the correctly normalized eigenstate, we have to divide (5.11) by its norm, which
is given by the Gaudin determinant [34], i.e. the determinant of a N × N matrix G with
elements
Gjk =
∂2AY Y (λ)
∂λj∂λk
. (5.14)
AY Y is the Yang-Yang action for the Lieb-Liniger model [186], defined as
AY Y (λ) ≡ L
2
N∑
j=1
λ2j +
N∑
j<l=1
Φ(λj − λk)− 2piIjλj, (5.15)
with Φ(λ) ≡ ∫ λ
0
dλ′ 2arctan(λ
′
c
). The Hessian of the Yang-Yang action then gives
detG = detNj,k=1
[
δjl
(
L+
N∑
l=1
K(λl − λk)
)
−K(λj − λk)
]
, (5.16)
where
K(λ) =
2c
λ2 + c2
. (5.17)
The solution of the Bethe equations (5.13) provides an exhaustive knowledge of the
spectrum of the Lieb-Liniger model; for a given set of rapidities λ, the total momenta and
energy of the system are obtained as
P =
N∑
j=1
λj, E =
N∑
j=1
λ2j . (5.18)
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Higher conserved charges Qn, n ∈ N, are of the form [187]
Qn =
N∑
j=1
λnj . (5.19)
As already mentioned, in our quench protocol we are interested in the thermodynamic limit
of this model. It is useful to introduce the (particle) root density ρ(λ), i.e. the density
distribution function of the rapidities defined by the particle numbers I in the interval (λ,
λ+ ∆λ)
ρ(λ) ≡ lim
∆λ→0
1
L∆λ
. (5.20)
Accordingly we can define a hole root density ρh(λ), i.e. a density distribution function
of the rapidities defined by Ih, which are the unoccupied quantum numbers of the allowed
set, in the interval (λ, λ + ∆λ). Hence the Bethe equations (5.13) can be rewritten in the
thermodynamic limit as
ρ(λ) + ρh(λ) =
1
2pi
+
∫ ∞
−∞
dµ
2pi
K(λ− µ)ρ(µ), (5.21)
with K(x) defined in (5.17).
The momentum and energy of the system per unit length (5.18) thus become
P
L
=
∫ ∞
−∞
dλ λ ρ(λ),
E
L
=
∫ ∞
−∞
dλ λ2ρ(λ). (5.22)
5.2 Quench action method: overview
In the introduction of this chapter we have mentioned that there is a convenient way to
obtain long time dynamics in integrable systems which does not need the local conserved
charges. This method [90] actually provides a way of computing the expectation value of a
local observable at any time during the unitary evolution following a quench, in a thermo-
dynamically large system. In particular the long-time behaviour is given by the expectation
value on a single eigenstate of the post-quenched Hamiltonian. This representative state
can be simply computed extremizing a particular functional of the root density ρ(λ), called
quench action.
The aim is to compute the expectation value of a generic local observable O at time t
〈O(t)〉 ≡ 〈ψ(t)|O|ψ(t)〉〈ψ(t)|ψ(t)〉 , (5.23)
with |ψ(t)〉 being the time evolved state with the post-quenched Hamiltonian H from the
initial state |ψ(0)〉
|ψ(t)〉 = e−iHt|ψ(0)〉. (5.24)
Let us first focus on the numerator of (5.23); expanding it on the post-quenched eigenbasis
|I〉 we get
〈ψ(t)|O|ψ(t)〉 =
∑
I,I′
e−S
∗
I−SI′ei(ΩI−ΩI′ )t〈I|O|I ′〉, (5.25)
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where SI ≡ − ln〈I|ψ(0)〉 and H|I〉 = ΩI |I〉 . The practical difficulty in evaluating such
a double sum can be overcome by going to the thermodynamic limit. Any sum over a
discrete set of quantum numbers can be transformed into a functional integral over all the
microscopic configurations sharing the same root density ρ(λ), each of which weighted with
the Yang-Yang entropy SY Y [ρ, ρh] [186]
lim
th
∑
I′
(· · · )→
∫
D[ρ, ρh]e
SY Y [ρ,ρh](· · · ). (5.26)
The Yang-Yang entropy SY Y [ρ, ρh] is defined [186] as
SY Y [ρ, ρh] ≡ L
∫ +∞
−∞
dλ([ρ(λ)+ρh(λ)] ln[ρ(λ)+ρh(λ)]−ρ(λ) ln ρ(λ)−ρh(λ) ln ρh(λ)), (5.27)
where the hole density ρh(λ) is related to the particle density ρ(λ) by the Bethe equations
(5.21). To extract the leading behaviour of (5.25) in the thermodynamic limit, it is sufficient
to transform only one of the two sums in its continuum form with eq. (5.26). In fact,
since O is local, 〈I|O|I ′〉 is non vanishing only provided that the states |I〉, |I ′〉 have the
same (macroscopic) root density in the thermodynamic limit. After enforcing (5.26), (5.25)
becomes
〈ψ(t)|O|ψ(t)〉 =
∫
D[ρ]eSY Y [ρ]
∑
I
[
e−it(Ωρ−ΩI)
〈I|O|ρ〉
2
e−S
∗
I−Sρ + e−it(−Ωρ+ΩI)
〈ρ|O|I〉
2
e−SI−S
∗
ρ
]
,
(5.28)
where the integration and functional dependence on ρh is kept implicit from now on. The
states |I〉 and |ρ〉 can only differ for a small number of microscopic particle-hole excitations.
This yields
∑
I〈I| =
∑
e〈ρ + e|, ΩI ' Ωρ + δωe and S∗I + Sρ ' 2 Re(Sρ) + δs∗e. Notice
that δωe and δse are the microscopic differences in energy and overlap between |ρ + e〉 and
|ρ〉, while Sρ and Ωρ are respectively the extensive part of the overlap and energy, in the
thermodynamic limit. Eq. (5.28) can thus be rewritten as
〈ψ(t)|O|ψ(t)〉 =
∫
D[ρ]eSY Y [ρ]−2 Re(Sρ)
∑
e
[
eitδωe−δs
∗
e
〈ρ+ e|O|ρ〉
2
+ e−itδωe−δse
〈ρ|O|ρ+ e〉
2
]
.
(5.29)
This integral can be computed with a saddle point evaluation in the thermodynamic limit,
since SY Y [ρ] and Re(Sρ) are extensive in the system’s size. The most significant contribution
is given by the saddle point distribution ρs that makes the exponent in (5.29) stationary.
Defining the quench action as
SQA[ρ] ≡ 2 Re(Sρ)− SY Y [ρ], (5.30)
ρs is identified by
δSQA[ρ]
δρ
∣∣∣∣
ρs
= 0. (5.31)
Let us now focus on the denominator of (5.23); its leading contribution is given by the
same root density ρs of Eq. (5.31)
〈ψ(t)|ψ(t)〉 =
∑
I
e−2 Re(SI) =
∫
D[ρ]eSY Y [ρ]−2 Re[Sρ]. (5.32)
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k
Figure 5.1. Schematic description of the rotating BEC. All bosons have the same value of mo-
mentum k and lie on a ring.
Putting everything together, the expectation value (5.23) becomes
lim
N→∞
〈O(t)〉 =
∑
e
[
eitδωe−δs
∗
e
〈ρs + e|O|ρs〉
2
+ e−itδωe−δse
〈ρs|O|ρs + e〉
2
]
. (5.33)
Eq. (5.33) means that in the thermodynamic limit 〈O(t)〉 is fully determined by states whose
root density distribution differs only by few microscopic particle-hole excitations from the
saddle point one.
When t→∞ a stationary phase approximation yields the additional condition
δ(ΩI − Ωρ)
δρ
= 0, (5.34)
so that (5.33) becomes
lim
t→∞
lim
N→∞
〈O(t)〉 = 〈ρs|O|ρs〉. (5.35)
The conclusion is that only one state matters for the stationary behaviour: it is the one fixed
by the stationarity of the quench action (5.30).
5.3 Quench from a rotating BEC to the Lieb-Liniger
The first physical example of quench in the Lieb-Liniger model that we will consider is
the rotating BEC, which is an excited state of HLL(c = 0). More precisely, our bosonic
system will be represented at t = 0 by a rotating BEC, which is let evolved from t = 0
onward unitarily, according to the Lieb-Liniger Hamiltonian with finite positive repulsive
interaction, until a steady state is reached.
We represent the rotating BEC as a system of N bosons on a ring of circumference L,
each of which with a given value of the momentum k, depicted in Fig. 5.1.
The state is given by
〈x|0→〉 = 1
LN/2
N∏
i=1
eikxi , (5.36)
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where xi is the position of the i-th boson.
The first step for obtaining the saddle point root distribution in the stationary state is
to construct the quench action (5.30). It entails the computation of the overlap between
a generic Bethe state, eigenfunction of the post-quenched Lieb-Liniger Hamiltonian, and
the initial state (see Appendix C.1 for the detailed computation). Due to momentum con-
servation, a non-vanishing overlap arises only for the Bethe states with rapidities that are
symmetrically distributed around k. The saddle point evaluation (5.29), on which the quench
action is based, implies that only the extensive part of the overlap Sρ is relevant for iden-
tifying ρs in the thermodynamic limit. As explicitly computed in Appendix C.1, it is given
by
Sρ = exp
(
−L
2
∫ ∞
0
dλρ(λ+ k) ln
[
λ2
c2
(
λ2
c2
+
1
4
)]
− Ln
2
(
ln
c
n
+ 1
))
. (5.37)
Comparing it to the overlap between a Bethe state and a non-rotating BEC [177], i.e. (5.36)
with k = 0, Sρ has the same expression, with the only difference that the root distribution
ρ(λ) is shifted of k.
Let us now impose δS
QA[ρ]
δρ
∣∣∣
ρs
= 0. Given (5.27), (5.30) and (5.37) the ρ-dependent part
of the quench action per unit length reads
SQA[ρ]
L
=
∫ ∞
0
dλ
{
ρ(λ+ k) ln
[
λ2
c2
(
1
4
+
λ2
c2
)]
− [(ρ(λ+ k)+
+ρh(λ+ k)) ln(ρ(λ+ k) + ρh(λ+ k))− ρ(λ+ k) ln ρ(λ+ k)− ρh(λ+ k) ln ρh(λ+ k)]} .
We have to impose the normalization condition
∫ +∞
−∞ dλ ρ(λ) = n; this can be done modifying
our functional measure by adding a Lagrange multiplier µ [34] in the following way∫
D[ρ]e−SQA[ρ] →
∫ i∞
−i∞
dµ
∫
D[ρ] exp
[
−SQA[ρ]− Lµ
2
(
n−
∫ ∞
−∞
dλ ρ(λ)
)]
. (5.38)
Imposing that the variation of the quench action under an infinitesimal transformation of
the Bethe roots be vanishing we get
0 =
δSQA[ρ]
L δρ
= −µ+ln
(
ρ(λ+ k)
ρh(λ+ k)
)
+ln
[
λ2
c2
(
1
4
+
λ2
c2
)]
−K
2pi
∗ln
(
1 +
ρ(λ+ k)
ρh(λ+ k)
)
. (5.39)
This is an equation for the root density ρ ≡ ρ(λ, c, k, µ). In particular, ∗ denotes the
convolution product defined as f ∗ g(k) ≡ ∫∞−∞ dk′f(k − k′)g(k′) and the Bethe equations
have already been imposed at the level of the relation between δρh(λ) and δρ(λ). Switching
to dimensionless variables x ≡ λ
c
and defining τ ≡ eµ/2 and a(x, τ, α) as the ratio of the
particle to hole density
a(x, τ, α) ≡ ρ(λ, c, k, τ)
ρh(λ, c, k, τ)
, (5.40)
the saddle point condition (5.39) can be rewritten as (α = k
c
, y = x+ α)
ln(a(x, µ, α)) = ln
(
τ 2
(x− α)2 (1
4
+ (x− α)2)
)
+
∫ ∞
−∞
dy
2pi
K(x− y) ln(1 + a(y, µ, α)), (5.41)
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where K(x) ≡ 1
1+x2
. The connection between a(x, τ, α) and the root density is obtained by
applying on the previous equation the operator Dτ ≡ τ2∂τ
τ
4pi
∂τ ln a(x, τ, α) =
1
2pi
+
τ
4pi
∫ +∞
−∞
dy
2pi
K(x− y) ∂τa(y, τ, α)
1 + a(y, τ, α)
(5.42)
and comparing it to the Bethe equation written in dimensionless variables
ρ˜(x, τ, α) + ρ˜h(x, τ, α) =
1
2pi
+
∫ +∞
−∞
dy
2pi
ρ˜(y, τ, α)K(x− y), (5.43)
where ρ˜(x, τ, α) ≡ ρ(λ = cx− k, c, k, τ).
Eventually we get that the root density expressed in terms of the rescaled variables,
ρ˜(x, τ, α) has the form
ρ˜(x, τ, α) =
τ∂τa(x, τ, α)
4pi(1 + a(x, τ, α))
. (5.44)
In conclusion, finding the saddle point distribution ρs amounts to solving the non-linear
integral equation (5.41) for the function a(x, τ, α) and then plugging it into (5.44).
A perturbative study of the solution ρs can be used as a guideline towards its full analytic
solution. Let us focus on Eq. (5.41) in the τ → 0 limit. As τ → 0, for any fixed x > τ ,
ln τ
2
(x2−α2)2((x−α)2+ 1
4
)
is a negative, divergent quantity, so the convolution integral gives a
subdominant contribution. Hence the zero-th order for a is
a(0)(x, τ, α) =
τ 2
(x− α)2((x− α)2 + 1/4) . (5.45)
As it could be argued from the analogy between (5.37) and the expression of the overlap
for the initial BEC state, (5.45) coincides with the zero-th order term of the function a for
the initial BEC state [177], upon adding a constant shift of α to the dimensionless variables.
We have checked that this argument holds also for higher order terms in τ , hence the full
analytic solution for a(x) is
a(x, τ, α) =
2piτ
(x− α) sinh(2pi(x− α))I1−2i(x−α)(4
√
τ)I1+2i(x−α)(4
√
τ). (5.46)
Eq. (5.46) is the main result of this section. After applying (5.44), the saddle point distri-
bution is derived, yielding
ρ˜s(x, τ, α) = ρ˜
BEC
s (x− α, τ). (5.47)
Being its exact expression mathematically involved, we prefer showing the plots in Fig. 5.2
for the saddle point distribution as a function of x − α, for several values of τ . As we can
see from (5.46), α only acts as a reshift of the centre of the function a; the same happens
for the distribution ρ˜s.
The parameter τ can be related to the dimensionless interaction constant of the Lieb-
Liniger, namely γ [188–190]; γ, in essence, represents the inverse of n|a1D| defined at the
beginning of this chapter. Defined as the ratio of the interaction strength c and the particle
density n = N/L, γ is the key-parameter of the Lieb-Liniger model, in terms of which all the
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Figure 5.2. Plot for the saddle point distribution ρ˜s(x, τ, α) represented as a function of x−α for
τ = 0.1 (blue curve), τ = 1 (violet curve), and τ = 10 (brown curve).
physical properties of the system can be described (at zero temperature). Thanks to (5.20),
it is related to the root distribution by
γ(τ, α) ≡ c
n
=
1∫∞
−∞ dxρ˜s(x, τ, α)
. (5.48)
Integrating numerically (5.48) for several fixed values of τ , we find that for the specific case
of the rotating BEC γBEC is independent of α and is related to τ as follows
γBEC(τ) =
1
τ
. (5.49)
We would like to highlight that, in this quench protocol from c = 0 to c finite, γ is also
directly a measure of the quench amplitude. We have a small quench for γ  1 [191], an
intermediate quench for γ ' 1 and a large quench for γ  1 [189,192].
In conclusion we have found that the shape of the root distribution in the stationary
state does not change if the initial state, evolved with the Lieb-Liniger, is a non-rotating or
rotating BEC. The rotating BEC can be thought of as a state with a steady current, given
by the bosons all moving in the same direction with the same value of the momentum. The
effect of this current is only that of shifting uniformly the whole distribution of the value
k. We can a posteriori understand it noticing that the problem still remains translationally
invariant, for any value of k, and the current does not introduce any additional effect since
the interactions between the particles are point-like. As we will see in the next section, the
same conclusion does not hold if the bosons have different values of the momentum.
5.4 Quench from a state with oppositely moving BECs
to the Lieb Liniger
In this section we will present the solution of the saddle point distribution for the same
quench of the interaction strength from HLL(c = 0) to HLL(c > 0) on an initial state given
by two colliding BECs.
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k−k
Figure 5.3. Schematic representation of the initial state. Each of the N bosons on the ring is in
a superposition of states of with definite momentum ±k.
The initial configuration is a product state in which each of the N bosons is in a super-
position of right and left moving states with a definite value of the momentum (see Fig. 5.3),
ie.
〈x|0〉n = 1
f(k)N
〈x|0〉, 〈x|0〉 =
N∏
i=1
(eikxi + e−ikxi)√
2L
, (5.50)
with the k-dependent normalization factor f(k) =
√
kL+sin(kL)
kL
ensuring that 〈x|0〉n is
normalized to 1.
To obtain the saddle point root distribution, we follow the same path outlined in the
previous section. The extensive part of the overlap between the initial state and a parity
symmetric Bethe state, in the thermodynamic limit, is given by (see Appendix C.2 for the
detailed computation)
Sρ = exp
{
−L
2
∫ ∞
0
dλρ(λ) ln
[(
λ
c
− α2 c
λ
)2(
1
4
+
λ2
c2
)]
− Ln
2
(
1 + ln
c
n
)}
. (5.51)
We note that the normalization factor f(k) of the initial state can be dropped in Sρ because
it does not contribute to the saddle point distribution, being ρ-independent.
Using (5.27), (5.30) and (5.51) to construct the quench action, extremizing it with respect
to ρ(λ) and switching to dimensionless variables x = λ
c
yields the following non-linear integral
equation
ln(a(x, τ, α)) = ln
τ 2x2
(x2 − α2)2(x2 + 1
4
)
+
∫ ∞
−∞
dy
2pi
K(x− y) ln(1 + a(y, τ, α)), (5.52)
with a(x, τ, α) and τ defined as in Sec. 5.3.
Eq. (5.52) differs from (5.42), obtained for the initial rotating BEC, only in the contribu-
tion of the overlap. Once it is solved for a(x, τ, α), the root distribution can be derived using
the definition of a(x, τ, α) and the dimensionless Bethe root equation (5.43) written in terms
of ρ˜(x, τ, α) ≡ ρ(λ = cx, c, k, τ). Since the analytic solution is highly non trivial for generic
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Figure 5.4. Dependence of γ on τ for α = 1. Even for non vanishing values of α, the large(small)
quench regime corresponds to small(large) values of τ .
values of τ and α, we will discuss the solution obtained from the numerical integration of
Eq. (5.52), for various values of α and τ .
In Fig. 5.5 we show the numerical plots for the saddle point distribution for α = 1 as a
function of x, obtained for τ = 0.1, 1, 100. Computing γ from (5.48) for each of the saddle
point distributions, we see that these three plots correspond to the three possible quench
regimes: Fig. 5.5(a) represents a large quench (γ  1), Fig. 5.5(b) an intermediate quench
(γ ' 1) and Fig. 5.5(c) a small quench (γ  1). Differently from the rotating BEC, in this
case γ depends on both α and τ but there is still the correspondence between small(large)
values of τ and large(small) values of γ. As an example, we show in Fig. 5.4 the plot of γ
as a function of τ in the case α = 1.
Computing γ for several values of α, τ and imposing it to be of order one, we see that
the separation between small/large quenches sits approximately at τ ' max{α, 1}. The
classification in terms of the parameter γ turns out to be useful, in fact the saddle point
distributions obtained for different values of α and τ in a specific γ regime show the same
typical features summarized in the three plots of Fig 5.5. For this reason we will only show
the plots obtained for the value α = 1.
Let us now focus on the analysis of the two opposite regime of large and small quenches,
where approximate solutions were found, and comment Fig. 5.5. For the large quench case,
we have found a perturbative solution up to order τ 3
ρ˜(1)s (x, τ, α) =
x2τ 2/2pi
[
6τ(1 + x2 + α2) +
√
1 + 4α2(1 + (x− α)2)(1 + (x+ α)2)][√
1 + 4α2(1 + (x− α)2)(1 + (x+ α)2) (x2τ 2 + (x2 − α2)2(x2 + 1
4
)
)
+ 4x2τ 3(1 + x2 + α2)
] .
(5.53)
It is represented by the continuous line in Fig. 5.5(a), which agrees extremely well with the
numerical plots and is derived in Appendix C.3. The behaviour for large x, for τ small but
finite, is given by
ρ˜(1)s (x, τ, α) '
τ 2
2pix4
+
τ 2(−1 + 8α2 + 24τ√
1+4α2
)
8pix6
+
τ 2(1− 8α2 + 48α4 + 120 (4α2−1)τ√
1+4α2
)
32pix6
+ . . . ,
(5.54)
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Figure 5.5. Plots for ρ˜s(x, τ, α) as a function of x for α = 1 and τ = 0.1 (a), τ = 1 (b) and τ = 100
(c). (a) is the representative case for the large quench regime (γ  1), (b) for the intermediate
quench (γ ' 1) and (c) for the small quench regime (γ  1). Points represent the numerical
solution, the continuous line represents the approximate solution.
whose leading order is 1
x4
, the same as for the case of the initial BEC state. To appreciate the
difference between the root distribution of the state with oppositely moving BECs and the
rotating BEC in the large quench limit we can compare ρ˜BECs (x−α, τ) with ρ˜(1)s (x, τ, α) (see
Fig. 5.6). The difference between the two plots increases with increasing α; it is clear that
the saddle point distribution for the oppositely moving BECs can not be obtained trivially
from a reshiting of the root density distribution of the BEC case.
Let us now focus on the small quench limit. In this regime, τ > max{α, 1}, so α is
negligible with respect to τ ; this explains why the root distribution in Fig. 5.5(c), for a
given value of τ , is the same for any values of α ranging over three order of magnitudes,
from 0.01 to 10 and is strongly reminiscent of the Wigner-semicircular law (continuous line
in Fig. 5.5(c)). The Wigner-semicircular law
ρ˜W (x, γ) =
1
pi
√
γ
√
1− x
2γ
4
(5.55)
was proved to be the equilibrium root distribution for the the ground-state of HLL(c), with
c small but finite [193]. It was also recently proved [177] that the saddle point distribution
in the case of a quench from the BEC, ground state of HLL(c = 0), to HLL(c) with c small
is still given by (5.55) (although always with a λ−4 tail for any c > 0). Essentially, due to
energy conservation, if we start from the ground state of Hc=0LL and turn on a small value of
c, at long times the system will lie in the ground state configuration of the post-quenched
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Figure 5.6. Plots for for ρ˜
(1)
s (x, τ, α) (red curve) versus ρ˜BECs (x− α, τ) (blue curve) for τ = 0.01
and α = 0.1 (Up Left), α = 1 (Up Right) and α = 10 (Down). Only the region of x > 0 is shown.
Hamiltonian. Consequently its root distribution will be given by the Wigner semicircular
law. We can then interpret our results in the following way: considering the oppositely
moving BECs over which we perform a small quench, we expect that, up to intermediate
values of α (i.e. an initial state that lies not too high in the spectrum), the stationary
root distribution will be just slightly deformed from that of the ground state of the post-
quenched Hamiltonian. This agrees with the numerical plot shown in Fig. 5.5(c), where the
root distribution is well described by (5.55), apart from a tail for |x| > 1
pi
√
γ
, probably due
to initial excitations.
5.5 Discussion
In this chapter we have studied in detail the asymptotic state reached after a quench to arbi-
trary values of the interaction strength of the Lieb-Liniger model, from two experimentally
relevant initial configurations. In the first case, when considering bosons forming a rotating
BEC state, the steady state root distribution was found to be the same as when the bosons
are initially in a BEC configuration, simply reshifted of the momentum of each boson. In
the second case, when the initial state can be represented as two oppositely moving BECs,
we showed that the non vanishing momentum of the bosons radically modifies the stationary
root distribution. We were able to identify three regimes for the saddle point root distribu-
tion, characterized by the parameter γ (large, intermediate and small quench regime) and to
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find approximate solutions in both the small and large quench limit that fit very well with
the numerical data.
It would be very interesting to analyze the dependence on the quench amplitude γ of the
local two and three point function of the stationary state. Such analysis could allow us to
compare with the well known results for the correlation functions in highly excited thermal
states of the Lieb-Liniger [190,194].
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Conclusions and Outlook
The quench dynamics of many-body quantum systems has been the focus of this thesis. We
tried to enlight some of the aspects ruling the equilibration process that takes place after
a unitary evolution from out of equilibrium initial conditions: entanglement entropy and
light-cone scenario on one side, integrability and thermalization on the other.
First of all we considered the time evolution after a quench of the magnetic field from
an initial state that is an excited state of the pre-quenched Hamiltonian, given by the trans-
verse field Ising model. We proved that there is relaxation towards the Generalized Gibbs
Ensemble, as happens for initial states that are ground states of pre-quenched Hamiltonians.
Concerning the time evolution of observables, we showed that the transverse magnetisation
approaches the (GGE) stationary value with a power-law behaviour characterised by pow-
ers which depend on the initial state, in particular on the parity invariance in momentum
space of the initial state. The longitudinal two point function as well as the entanglement
entropy, for the majority of the analysed initial states, display a typical light-cone feature
with exponential relaxation for t < tF = `/(2vmax) and slow relaxation to the asymptotic,
time-independent value for t > tF . The computation of the entropies in the stationary state
from the various possible ensembles representing it (Generalized Gibbs or diagonal ensemble)
yielded that the GGE entropy is always twice the diagonal one. Furthermore, we showed
that the thermodynamic limit of the entropies strongly depends on how the average over the
initial micro-states with the same macroscopical features is taken, i.e typically if it taken
before or after the trace over the reduced density matrix.
Then, in the second part of the thesis, we considered equilibration processes that happen
in continuum models. For a system of one dimensional relativistic Dirac fermions subject
to an inhomogeneous quench of the external potential, we were able to reproduce the Klein
Tunnelling results. Although the major challenge of the steepness of the potential is still
present even in our quench setting, we have analytically shown that the physics of Klein
tunnelling can be obtained in a context very different from the usual one. The novelty of
our approach consists in the fact that by quenching the value of the potential we no longer
need to have an incident beam of particles. A possible experimental realization could involve
highly controllable systems in table-top experiment with optical lattices and ultracold atoms.
Lastly, after having deeply analysed relaxation in many free models, we addressed the same
issue in a much more non trivial model, a truly interacting (yet integrable) model, namely
the Lieb-Liniger Bose gas. We considered two experimentally relevant initial configurations,
a rotating BEC and two counter-propagating BEC, moving on a ring. In the first case,
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the stationary root distribution was shown to be the characteristic one found for a BEC,
re-shifted by the momentum of each boson, while in the second case there is a global re-
arrangement of the root distribution, which is very different in the small and large quench
limit.
In next future, I plan to further investigate the properties of non equilibrium systems.
It would be interesting to explore more deeply the effect of excited states on quenches and
on entanglement entropy, especially in interacting models like anisotropic Heisenberg chain.
I will also consider other types of quenches in the Lieb-Liniger model, for example from a
positive to a negative value of the interaction strength.
I also plan to investigate the consequences of quenching other parameters of the Dirac
equation, as for example the mass or the mass phase of the relativistic Dirac fermions from
a constant value to an inhomogeneous kink like shape [197]. Actually, vacuum polarization
effects involving fermionic fields interacting with background solitons have been shown to
induce fractional fermion number localized on the soliton [198]. This is a consequence of
the existence of a localized energy state in the fermionic spectrum which lies in the middle
between the usual continuum of eigenstates. Following the stimulating proposals of [199]
and [200] it would be interesting to observe the consequences of a quantum quench on the
charge fractionalization mechanism.
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Appendix A
A.1 The multidimensional stationary phase approxi-
mation
The evaluation of the correlation function ρxx(`, t) and of the entanglement entropy SA(`, t)
for large ` is equivalent to the asymptotic evaluation of the determinants and traces of
a 2 × 2 block Toeplitz matrices, i.e. like Π and Γ in Eqs. (2.35) and (2.77). Several
techniques like Szego˝’s lemma and the Fisher-Hartwig conjecture [112] permit the evaluation
of traces/determinants of these matrices when the elements do not depend explicitly on
the matrix size. This is in contrast to our case, where we are interested in the space-time
scaling limit `, t → ∞ with finite ratio `/t. Thus, each element of the matrices Γ and Π
in the space-time scaling limit depends on a parameter (namely t) which is proportional to
the matrix dimension 2`. This precludes the application of the aforementioned techniques,
except for t = 0 and in the limit t = ∞. In order to deal with arbitrary large values
of t, in Refs. [70, 74, 77] a new approach based on a multi-dimensional stationary phase
approximation was developed. In this appendix we report the main result of Ref. [77] which
has been extensively used in Chapters 2 and 3.
In Ref. [77] a very general result was obtained for any 2×2-block Toeplitz matrix Λ with
a symbol tˆ(k) that can be cast in the form
t˜(k) = nx(k)σ
(k)
x + ~n⊥(k) · ~σ(k)e2i(k)tσ
(k)
x , ~n⊥(k) · xˆ = 0. (A.1)
Here the time t is the only parameter proportional to the matrix size 2`, nx, n⊥ are fixed
but otherwise arbitrary and σ(k) denotes a local rotation of the Pauli matrices
σ(k)α ∼ iei ~w(k)·σσαe−i ~w(k)·σ . (A.2)
All block symbols in Eq. (A.1) are traceless and have determinant equal to n2x + |~n2⊥|.
Under the condition (A.1), the asymptotic value in the space-time scaling limit of the
trace of an arbitrary analytic function F (x) evaluated on the matrix Λ can be derived. The
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explicit result of Ref. [77] is
lim
t,`→∞
t/` const
Tr[F (Λ2)]
2`
=
∫ pi
−pi
dk0
2pi
max
(
1− 2|′(k0)| t
`
, 0
)
F
(
nx(k0)
2 + |n⊥(k0)|2
)
+
∫ pi
−pi
dk0
2pi
min
(
2|′(k0)| t
`
, 1
)
F
(
nx(k0)
2
)
. (A.3)
In Chapters 2 and 3, we applied this formula to the entanglement entropy and the lon-
gitudinal correlation. Indeed they can be written as functions of the matrices Π and Γ,
respectively as
SA = Tr(H[Π]) , (A.4)
ln(ρxx)2 =
1
2
Tr(ln Γ2) . (A.5)
The function H(x) is an analytic even function of x for x ∈ (−1, 1) where the eigenvalues of
Π lie, and so Eq. (A.3) can be applied with the only limitation that the symbol satisfies the
constrain (A.1). The function ln(x2) is instead non-analytic in x = 0 and this gives problems
when the eigenvalues of Γ approach 0 in the thermodynamic limit. As discussed in Ref. [77],
this problem limits the applicability of Eq. (A.3) to quenches within the ferromagnetic phase.
A.2 Computation of the pre-factor for an initial ex-
cited state
Here we compute the coefficient Cmk for the state mk = k
2/(2pi)2. In general, the coeffi-
cient Cmk can be extracted by evaluating it at infinite time when the matrix Γ becomes a
standard time independent Toeplitz one and we can apply Szego˝’s lemma or generalisations
(assuming that the space-time scaling limit and direct t→∞ commute, as it can be checked
a posteriori). Calculations are largely simplified when the symbol is a smooth function and
the strong Szego˝’s lemma holds. For the cases explicitly reported in the previous subsection,
this happens only for mk = k
2/(2pi)2 and we will see that a closed form for Cmk can indeed
be found easily. On the contrary, for the other states examined above the symbol is not
smooth and, as a consequence, generalisations of the Szego˝’s lemma are necessary, but since
they require a case by case examination we prefer not to go into such details.
As shown in Refs. [78, 112], the strong Szego˝’s lemma gives the pre-factor Cmk in the
form
Cmk = exp
[∑
q≥1
q(ln t∞)q(ln t∞)−q
]
, (A.6)
where (ln t∞)q is the q-th coefficient of the Fourier expansion of the symbol at infinite time,
i.e.
(ln t∞)q =
∫ pi
−pi
dk
2pi
(ln t∞(eik))e−ikq. (A.7)
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Figure A.1. Time-dependent correlation function ρxx(`, t) for the quench from h0 = 1/3 to
h = 2/3 with initial state given by m(k) = k2/(2pi)2. The points are the numerical determination
of the Pfaffian and the continuous line is the analytic prediction in Eq. (2.91) with pre-factor Cmk
fixed by Eq. (A.11). The two panels correspond to ` = 30 (a) and ` = 60 (b). The agreement is
excellent in both cases.
For m(k) = k2/(2pi)2 we have
t∞(eik) = cos ∆k
(
1− k
2
2pi2
)
, (A.8)
and hence the Fourier coefficients are
(ln t∞)q =

hq0−2h−q1
2q
− 2ipi sin(piq)√
2piq
, if q > 0,
2hq1−2h−q−h−q0
2q
− 2ipi sin(piq)√
2piq
, if q < 0,
(A.9)
where
h1 =
1 + hh0 +
√
(h2 − 1)(h20 − 1)
h+ h0
. (A.10)
Computing the sum in Eq. (A.6), all the pieces depending on sin(piq) in (A.9) cancel, leading
to
Cmk =
(h− h1)(h0 − h1)√
1− hh0(1− h20)1/4(h21 − 1)
. (A.11)
Remarkably, this is independent on the specific value of m(k) and it is indeed the same
value obtained for the initial ground state [78]. In Fig. A.1 we compare with the numerical
results the full prediction for the time-dependent correlation function in Eq. (2.91) with the
pre-factor given by Eq (A.11), hence with no unknown parameter. The agreement between
the analytic formula and the numerics is excellent.
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Appendix B
B.1 Finite volume energy eigenstates
In this appendix we give a justification of the regularization procedure used to cure infrared
divergences in Chapter 4.
As typically in quantum field theory, infrared divergences occurring in observables can
be resolved by setting up the problem on a finite size system. Momentum or energy integrals
are then replaced by sums over discrete sets of eigenvalues, determined by the quantization
conditions, i.e. the boundary conditions of the finite size system, which are assumed periodic.
In the present problem this means that in determining the energy eigenstates, apart from
the matching condition at the origin, we also have one at x = ±L/2, where L is the length of
the system. Following the same procedure as before, we write the eigenstates in the general
form
ψ(x, t) =
{
Au+0 (E;x) +Bu
−
0 (E;x), x < 0
Cu+V (E;x) +Du
−
V (E;x), x > 0
, (B.1)
and impose the conditions
ψ(x→ 0+, t) = ψ(x→ 0−, t), (B.2)
ψ(x→ −L/2, t) = ψ(x→ +L/2, t), (B.3)
from which, eliminating the coefficients A,B,C and D, we find that the wavenumbers p = kE
and q = kE−V must also satisfy the condition
sin2[(p+ q)L/4]
sin2[(p− q)L/4] =
(
1− κ
1 + κ
)2
, (B.4)
with κ given in terms of p, q and E in (4.9). Expressed in terms of the only independent
variable E, this is the equation for the energy eigenvalues at finite size L. Note that it is a
transcendental equation and can be solved numerically, although several qualitative results
about the solutions can be derived without explicitly solving it. We notice that due to
the periodicity of trigonometric functions, the distance between two successive quantized
momenta is of the order pi/L and therefore the density of states in momentum space is
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uniform. Other results, like the absence of solutions in the energy window (V −m,m) for
V < 2m and the degree of degeneracy of solutions, can also be concluded from the form of
the equation.
In evaluating expressions for physical observables, we can use a standard trick [175] in
order to pass from discrete energy sums to integrals in the thermodynamic limit. The energy
sum can be written as a sum of residues of a complex function with single poles at the roots
of the equation (B.4). Next the sum of residues can be written as a contour integral, more
specifically a sum of two integrals, one above and one below the real energy axis, excluding
any other possible poles that are on or close to the real axis (at distance ∼ 1/L). In the
thermodynamic limit, one of these integrals vanishes because the integration contour can be
deformed to imaginary infinity where it decays typically exponentially with L. If there are
any singularities away from the real axis that are crossed while deforming the contour, their
contribution vanishes also exponentially with L. The other of the two integrals gives the
desired thermodynamic expression for the observable, along with the correct prescription of
how the contour passes around any pole that is on or close to the real axis.
Applying this method in our present problem, firstly justifies the regularization of infrared
divergences with  ∼ 1/L used in Chapter 4, since this is the order of the distance between
successive energy eigenvalues. Secondly it justifies that any poles whose distance from the
real axis is of order more than  do not matter in the thermodynamic limit and in fact they
typically decay exponentially with L.
B.2 Evaluation of energy integrals
Here we will show how the asymptotics of the multiple energy integrals in (4.57) in the ther-
modynamic and large time limit, can be derived by deformation of the integration contours
in the complex energy plane and using the analyticity properties of the integrated function,
more specifically the resonance poles of the overlaps which we studied in Sec. 4.6. The
following analysis would give the exact value of the multiple energy integral for all times
and for large but finite system sizes, if these poles were the only singularities of the over-
laps in the complex energy plane. This is not true, first because the overlaps are piecewise
functions, i.e. they have a different expression in the Klein zone in comparison with the
others, and second because the functions D±(E,E ′), A(E) and B(E) exhibit branch cuts
and poles away from the real axis. These non-analyticities prevent the deformation of the
integration contours in the complex energy plane. However, given that we are only inter-
ested in the limit  ∼ 1/L→ 0 and t→∞, the asymptotic form of the integrals is given by
the contribution of the resonance poles and therefore it is sufficient to know that A(E) and
B(E) are simply bounded functions for all energy values and smooth at the poles. Indeed,
as argued in Appendix B.1, the contribution of any singularity away from the real energy
axis is suppressed in the thermodynamic limit. For the same reason the integration ranges
can be extended from any energy zone to the whole real axis (−∞,+∞), provided this does
not introduce additional resonance poles, because the asymptotics are not affected by this
extension. It should also be noted that the piecewise form of the overlaps can be understood
by expressing the eigenstates as functions that are analytical in a non-trivial Riemann sur-
face with suitably chosen branch-cuts, based on physical requirements [174]. This suggests
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that it may actually be possible to deform the integration contours, so that our resonance
pole approach that we present below can be extended to give exact results for any time, not
only at large times. For the moment, it is sufficient to consider this approach as a widely
used approximation.
The first step in evaluating the integral is to substitute the expressions for the overlaps
keeping only the relevant energy poles, i.e. those close to the real energy axes. These
poles lead to matching of the energies in pairs, so the next step is to identify all possible
energy pairing possibilities that are consistent with the ranges of the energy zones under
integration. We thus find E ≈ E1 ≈ E2 ≈ E ′+V , so that we can replace all energy variables
by a single variable everywhere except at the poles, since the positions of the poles and the
prescription for the integration around them, determines the asymptotic L and t behaviour.
These substitutions are essentially the outcome of evaluating the residues of the poles and
can be performed directly. We finally find three types of integrals:
I1 =
∫
dEdE1dE2dE
′
(2pi)4
F1(E)
ei(E1−E2)t − 1
i(E1 − E2)t ×
i
(E − E1 + iρ−1E )
i
(E2 − E + iρ−1E )
i
(E ′ + V − E1 + iρ−1E−V )
i
(E2 − E ′ − V + iρ−1E−V )
I2 =
∫
dEdE1dE2dE
′
(2pi)4
F2(E)
ei(E1−E2)t − 1
i(E1 − E2)t ×
i
(E − E1 + iρ−1E )
i
(E2 − E + iρ−1E )
i
(E1 − E ′ − V + iρ−1E−V )
i
(E ′ + V − E2 + iρ−1E−V )
I3 =
∫
dEdE1dE2dE
′
(2pi)4
F3(E)
ei(E1−E2)t − 1
i(E1 − E2)t ×
i
(E1 − E + iρ−1E )
i
(E − E2 + iρ−1E )
i
(E1 − E ′ − V + iρ−1E−V )
i
(E ′ + V − E2 + iρ−1E−V )
Each of the three integrals can be evaluated using the residue theorem. First we perform
the integration over E and then over E ′, closing the integration contour either above or
below the real axis.Then we can perform the integration over E1 using the residue theorem
in the form
P.V.
+∞∫
−∞
dz f(z) = 2ipi
 ∑
poles
in UHP
Resf(z) +
1
2
∑
poles on
real axis
Resf(z)
 , (B.5)
which is valid for any function f(z) that decays sufficiently fast for z → i∞, as in the present
case, where the integrand decays exponentially as E1 → i∞. The remaining integration
cannot be performed without explicit knowledge of the functions Fi. However, provided
that convergence allows it, we can postpone the integration for later and take first the
thermodynamic limit → 0 followed by the large time limit T →∞ to find the asymptotic
behaviour we are looking for.
Following this procedure for each of the three types of integrals, we find for the above
105
B.2 Evaluation of energy integrals
asymptotic limits
I1 =
1
2
t
V−m∫
m
dE
2pi
F1(E), (B.6)
I2 =
V−m∫
m
dE
2pi
F2(E)
(
1

− tρ−1E
)
1
ρ−1E + ρ
−1
E−V
, (B.7)
I3 = 0. (B.8)
The explicit expressions of the functions F1(E) and F2(E) are
F1(E) = |B2(E)|2 = T (E), (B.9)
F2(E) = |A1(E)B∗1(E) + A∗2(E)B2(E)|2 = 0, (B.10)
where the coefficients Ai and Bi are given by (4.19), since the remaining energy integration
is over the Klein zone. Summing up all terms, we find our final result (4.63)
N¯(t) =
1
4pi
t
V−m∫
m
T (E) dE. (B.11)
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C.1 Overlap between a Bethe eigenstate and the ro-
tating BEC
In this appendix we give the detailed derivation of formula (5.37), which is the extensive
part of the overlap between the rotating BEC and a generic eigenstate of HLL(c > 0), in the
thermodynamic limit.
Overlap for generic N , L
Due to momentum conservation, the overlap between a Bethe state and the rotating BEC is
non-vanishing if the sum of the rapidities of the Bethe state is equal to the total momentum
of the initial state, Nk. This class of states includes as a special case the Bethe states with
rapidities symmetrically distributed around k. Nevertheless we can safely consider only this
subset of states because the Bethe equations are not mutually consistent for Bethe states
that are not parity invariant (with respect to k).
To obtain the overlap, let us first explicitly write the generic normalized (subscript n)
Bethe eigenstate. It is given by (5.11) divided by its norm, the Gaudin determinant [34].
Since the Hessian of the Yang-Yang action (5.15) depends only on the difference between
rapidities, which are symmetric with respect to k, the Gaudin determinant is independent
of k and has the same expression as for the initial (non-rotating) BEC state, i.e.
detG = detNj,k=1
[
δjl
(
L+
N∑
l=1
K(λl − λk)
)
−K(λj − λk)
]
. (C.1)
The overlap can thus be written as
〈0→|λ〉n =
∫ L
0
dx1 · · ·
∫ L
0
dxN
1
LN/2
N∏
i=1
e−ikxi
ψ(x|λ)√
detG
=
I→(L)N !
LN/2
√
detG
, (C.2)
where we have defined
I→(L) ≡
∫
1
dNxψ(x|λ)
N∏
i=1
e−ikxi (C.3)
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and we recall that 1 = {0 ≤ x1 < x2 < · · · < xN ≤ L}. To compute I→(L) let us explicitly
write the expression for the not-normalized eigenfunction
ψ(x|λ) =
∑
P∈SN
[
N∏
j>l=1
(λj − λl)√
N !((λj − λl)2 + c2)
eiλPlxl
(
1− icsgn(xj − xl)
λPj − λPl
)]
; (C.4)
hence we get
I→(L) =
∑
P∈SN
[
N∏
j>l=1
(λj − λl)√
N !((λj − λl)2 + c2)
e
iλ′Plxl
(
1− icsgn(xj − xl)
λ′Pj − λ′Pl
)]
, (C.5)
where λ′l ≡ λl− k. This is exactly of the same form as the one computed for the initial BEC
case [177], provided we substitute the rapidities λ with the distance of the rapidities from
the centre k of the distribution λ′. By exploiting the properties of the Laplace transform of
the overlap [195], (C.5) can thus be rewritten generalizing to the present case the expression
for the BEC of [177]
I→(L) =
∑
P∈SN
 N∏
j>l=1
(λ′j − λ′l)√
N !((λ′j − λ′l)2 + c2)
(
1− ic
λ′Pj − λ′Pl
)∑
res
Ress
(
esL
s
N∏
j=1
1
s− i∑Nl=j λ′Pl
) ,
(C.6)
where Ress indicates to take the residue with respect to the s-variable.
Extensive part of the overlap in the thermodynamic limit
Deriving the thermodynamic limit of the overlap is a non trivial task (see for example [196])
but, for the computation of the quench action (5.30), we just need the extensive part of
it. In [177] the full expression of the overlap in the thermodynamic limit was analytically
computed for the initial BEC state and its extensive part turned out to coincide with the
leading contribution of its zero-density limit. In the present case, we first compute the zero
density limit of the overlap and then we check that it coincides with the leading order in L of
the overlap computed in the finite density case N = 2, L finite. Based on the analogy with
the exact calculation in the BEC case, this gives us the sought expression for the extensive
part of the overlap in the thermodynamic limit.
To compute the zero-density limit of (C.6), we have to isolate the leading term in L when
the number of particles N is kept finite. In this case the computation is simplified with
respect to the thermodynamic limit because the rapidities are not quantized, hence we do
not have to enforce any Bethe equations. Since, for any N , L, the overlap with the rotating
BEC has the same expression (in terms of λ′) as the overlap of the BEC, this holds also in the
zero-density limit; thus we can straightforwardly consider the expression obtained in [177]
and adapt it to our rotating case
I→(L) =
(−L/c)N/2√
N !
1∏N/2
j=1
λj−k
c
√
1
4
+
(λj−k)2
c2
+O(1/L). (C.7)
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Since the Gaudin determinant, to the leading order in L, is of the form
detG ' LN +O(LN−1), (C.8)
the zero-density limit of (C.2) becomes
〈0→|λ〉n =
√
(cL)−NN !∏N/2
j=1
λj−k
c
√
1
4
+
(λj−k)2
c2
(1 +O(1/L)). (C.9)
The expansion in 1/L can be rewritten as an expansion in n, n being the density of particles
n = N/L, which reads
〈0→|λ〉n = exp
(
−L
2
∫ ∞
0
dλρ(λ+ k) ln
[
λ2
c2
(
λ2
c2
+
1
4
)]
− Ln
2
(
ln
c
n
+ 1
))
(1 +O(n)).
(C.10)
The only difference from the non rotating case is that here ρ is shifted of k.
Let us compute the overlap in a finite density case, i.e. N = 2 with L finite. Working
out calculations from (C.6) with the Bethe state |λ1, λ2〉 = |k + β, k − β〉 we get
I→N=2(L) =
2β√
2(4β2 + c2)
[
eiLβ
2β − ic
2β3
+ e−iLβ
2β + ic
2β3
− 2 + cL
β2
]
. (C.11)
Enforcing the Bethe equation
eiLβ =
2β + ic
2β − ice
−iLk, (C.12)
the overlap reads
〈0→|{k + β, k − β}〉n =
√
2
Lβ
√
1/4 + (β/c)2
[
1 +
1
L
(
4
c
sin2
kL
2
− 1
β
sin(kL)
)]
. (C.13)
The k-dependent term in (C.13) is subleading in L. Given the non trivial form of the overlap
already for the finite size case with N = 2, we can extrapolate that any k-dependent term
will give subleading contributions for any finite size case. The extensive part of the overlap
in the thermodynamic limit is thus given by (C.10)
Sρ = exp
(
−L
2
∫ ∞
0
dλρ(λ+ k) ln
[
λ2
c2
(
λ2
c2
+
1
4
)]
− Ln
2
(
ln
c
n
+ 1
))
. (C.14)
C.2 Overlap between a Bethe eigenstate and a state
with oppositely moving BECs
In this appendix we derive formula (5.51). We first compute the expression for the overlap
between a state with oppositely moving BECs and a generic Bethe state for generic N , L.
Then we derive its zero-density limit which we identify with the extensive extensive part of
the overlap in the thermodynamic limit similarly to what done in Appendix C.1.
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Overlap for generic N , L
Due to momentum conservation, the only Bethe states having non vanishing overlap with
|0〉 are those with rapidities parity symmetric with respect to zero. Dropping from now on
the normalization factor f(k) of the initial state1 the overlap is
〈0|λ〉n =
∫
1
dNx
1
(2L)N/2
N∏
i=1
(
e−ikxi + eikxi
) ψ(x|λ)N !√
detG
.
(C.15)
Defining
I(L) ≡
∫
1
dNx ψ(x|λ)
N∏
i=1
(
e−ikxi + eikxi
)
, (C.16)
the expression for the overlap is
〈0|λ〉n = I
(L) N !
(2L)N/2
√
detG
. (C.17)
Let us compute I(L). By inserting the expression for the Bethe wavefunction (C.4) in
(C.17) we get
I(L) =
∫
1
dNx
∑
P∈SN
[
N∏
j>l=1
(λj − λl)√
N !((λj − λl)2 + c2)
(
ei(λPl−k)xl + ei(λPl+k)xl
)(
1− ic
λPj − λPl
)]
,
which can be written in a more compact form as
I(L) =
∫
1
dNx
∑
P∈SN
[∑
k
AλP ,k
N∏
j>l=1
(λj − λl)√
N !((λj − λl)2 + c2)
(
1− ic
λPj − λPl
)]
.
In the previous equation we have defined λP = {λP1 , λP2 , . . . , λPN} as the set of parity
symmetric rapidities associated to the particles at positions x = {x1, x2, . . . , xN} within the
permutation P and k = {k1, k2, . . . , kN} as the set of momenta associated to the particles
at positions x, with ki = ±k, i = 1 . . . N ; lastly we have defined
AλP ,k ≡ exp{ix · (λP + k)}. (C.18)
If we consider a single term in the summation over k, (C.18) represents the overlap
between a Bethe state with rapidities λP and a state where the bosons have momenta k.
Due to momentum conservation, only the states k such that
∑
i ki = 0 will contribute
in (C.18). For N = 2, given a Bethe state {β,−β}, the only relevant combinations are
{β + k,−β − k}, {β − k,−β + k}. We will label Q as an element of the permutation group
1For our purposes of extremizing with respect to ρ the quench action, the factor f(k) in the overlap is
unessential. The pedex n refers to the normalization of the Bethe state |λ〉.
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acting on a parity symmetric k state and we will denote λQP ≡ λP + kQ. Exploiting the
properties of the Laplace transform [177,195], (C.18) can be rewritten as
I(L) =
∑
P,Q
[
N∏
j>l=1
(λj − λl)√
N !((λj − λl)2 + c2)
(
1− ic
λPj − λPl
)∑
res
Ress
(
esL
s
N∏
j=1
1
s− i∑Nl=j λQPl
)]
,
(C.19)
where Ress indicates to take the residue with respect to the s-variable.
Extensive part of the overlap in the thermodynamic limit
We will follow the same path outlined in Appendix C.1, which consists in deriving first the
zero density limit of the overlap and then computing the leading contribution in L in the
finite density case.
To compute the zero density limit of the overlap, we have to isolate the leading term in
L keeping N finite. Let us first consider how this is done for the k = 0 case and then discuss
the general k 6= 0 case.
Setting k = 0 in (C.19), the highest order in L is carried by the pole in s = 0; it is of
order N
2
+ 1 if and only if the permutation acting on a reference configuration R gives as
result a target configuration T , such that R and T are of this form
R : {λ1,−λ1, · · · , λj,−λj, · · · , λk,−λk, · · · , λN/2,−λN/2}
T : {λ1,−λ1, · · · , λk,−λk, · · · , λj,−λj, · · · , λN/2,−λN/2}
OR
{λ1,−λ1, · · · ,−λk, λk, · · · , λj,−λj, · · · , λN/2,−λN/2}.
Each of the possible target configurations can be identified with a set of N
2
numbers that are
collected in a vector σ whose j-th element indicates if the j-th pair (λj,−λj) in the target
configuration is reversed (−λj, λj) (σj = 1) or not (σj = 0). Each σ corresponds to
(
N
2
)
!
configurations of rapidities; instead of summing on P we can sum on σ and insert a factor
of
(
N
2
)
!.
Let us now consider the case with k 6= 0 given by (C.19). In order for the pole in s = 0
to be of maximal order, i.e. N
2
+ 1, k should not only be parity invariant, but also parity
invariant within each pair (λj,−λj). Each of these configurations is thus indicated by a
vector with N
2
elements, ζ, whose j-th element indicates if associated to the j-th pair of λ
(λj,−λj) one should sum (−k, k) (ζj = 1) or (k,−k) (ζj = 0). Then we get
∑
P,Q
Res
(
esL
s
N∏
j=1
1
s− i∑Nl=j λQPl
)∣∣∣∣∣
s=0
=
(
N
2
)
!
∑
σ,ζ
Res
(
esL
sN/2+1
N∏
j=1
1
s+ i((−1)σjλj + (−1)ζjk)
)
= LN/2
∑
σ,ζ
N/2∏
j=1
1
i ((−1)σjλj + (−1)ζjk)
(
1 +O
(
1
L
))
. (C.20)
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Taking into account that
N∏
j>l=1
(
1− ic
λPj − λPl
)
=
N/2∏
j>l=1
(λj − λl)2 + c2
(λj − λl)2
(λj + λl)
2 + c2
(λj + λl)2
(
1 + (−1)σl ic
2λl
)
and putting everything together we find that (C.19), in the zero density limit, is given by
I(L) =
(−2L/c)N/2√
N !
1∏N/2
j=1
(
λj
c
− α2c
λj
)√
1/4 + λ2j/c
2
(
1 +O
(
1
L
))
, (C.21)
where we recall that α = k
c
. According to (C.17) the overlap in its continuum form can be
written as
〈0|λ〉n = exp
{
−Ln
2
(
1 + ln
c
n
)
− L
2
∫ ∞
0
dλ ρ(λ) ln
[(
λ
c
− α2 c
λ
)2(
1
4
+
λ2
c2
)]}
.
(C.22)
Let us now compute the overlap for N,L finite (N = 2, 4). For N = 2 and a Bethe state
of the form |λ1,−λ1〉 = |β,−β〉, with β generic, (C.19) becomes
I(L) =
2β√
2(4β2 + c2)
[(
1 +
ic
2β
)
(s∗(β) + s(−β)) +
(
1− ic
2β
)
(s(β) + s∗(−β))
]
,
where s(β) = 1−e
−iL(k−β)−iL(k−β)
(k−β)2 . Enforcing the Bethe equations we get
I(L) =
2
√
2βcL
(k2 − β2)√4β2 + c2
[
1 +
4 sin Lk
2
cL(β2 − k2)
(
sin
Lk
2
(β2 + k2)− ck cos Lk
2
)]
.
As L→∞, it reduces to
I(L) =
√
2βL
(k2 − β2)√1/4 + β2/c2 (1 +O(1/L)) , (C.23)
which is (C.22) for N = 2.
For N = 4, with a state of the form |λ1,−λ1, λ2,−λ2〉 = |β,−β, γ,−γ〉, the leading in L
term of the overlap turns out to be of the form
I(L) =
√
2
3
γβL2
(k2 − γ2)(k2 − β2)√(1/4 + γ2/c2)(1/4 + β2/c2) (1 +O(1/L)) , (C.24)
which is (C.22) for N = 4. Since the leading term in L of the overlap, in the finite density
cases we have examined, coincides with its zero density limit, we can safely state that the
extensive part of the overlap in the thermodynamic limit is given by (C.22).
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C.3 Saddle point distribution for a state with oppo-
sitely moving BECs in the large quench limit
In this section we derive expression (5.53) for the saddle point solution ρ˜
(1)
s (x) in the case of
oppositely moving BECs in the large quench limit. We can use a perturbative expansion in
the small parameter τ since the large quench regime γ  1 corresponds to τ  1.
Let us consider the non linear integral equation (5.52) as τ → 0. For any fixed x, with
x > τ , the convolution integral gives a subdominant contribution. It is easy to check that
the lowest order in τ for a(x, τ, α) is
a(0)(x, τ, α) =
τ 2x2
(x2 − α2)2(x2 + 1
4
)
; (C.25)
in fact the convolution integral, computed with (C.25), gives subleading contributions, i.e∫ ∞
−∞
dy
2pi
K(y − x) ln(1 + a(0)(y, τ, α)) =
∫ ∞
−∞
dy
2pi
ln
( ∏3
i=1(y
2 + ti)
(y2 + 1/4)(y − α)2(y + α)2
)
= 0,
with the roots ti, at the zero-th order in τ , being
√
t1 =
√
t2 = iα +O(τ),
√
t3 = 1/2 +O(τ). (C.26)
The solution to the next order in τ , namely a(1)(x, τ, α), can be derived inserting the zero-th
order term (C.25) in the convolution integral of (5.52) and solving accordingly for a(1)(x, τ, α).
We get
ln(a(1)( x , τ, α)) = ln(a(0)(x, τ, α)) +
∫ ∞
−∞
dy
2pi
K(y − x) ln(1 + a(0)(y, τ, α))
= ln(a(0)(x, τ, α)) +
∫ ∞
−∞
dy
2pi
K(y − x) ln
( ∏3
i=1(y
2 + ti)
(y2 + 1/4)(y − α)2(y + α)2
)
,(C.27)
where ti have to be kept up to the first order in τ , i.e.
√
t1 = iα +
τ√
1+4α2
+ O(τ 2),
√
t2 =
iα− τ√
1+4α2
+O(τ 2),
√
t3 = 1/2 +O(τ
2). By making use of the formula∫ ∞
−∞
dy
2pi
K(y − x) ln(y2 + t1) = ln(x2 + (1 +
√
t1)
2), t1  C, Re[
√
t1] > 0, (C.28)
(C.27) can be rewritten as
a(1)(x, τ, α)
a(0)(x, τ, α)
=
(x2 + (1 +
√
t1)
2)(x2 + (1 +
√
t2)
2)
(1 + (x− α)2)(1 + (x+ α)2) . (C.29)
Substituting (C.25), eventually we get
a(1)(x, τ, α) =
τ 2x2
(x2 − α2)2(x2 + 1
4
)
(
1 +
4τ(1 + x2 + α2)√
1 + 4α2(1 + (x− α)2)(1 + (x+ α)2)
)
(C.30)
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and, after applying (5.44), we obtain ρ˜(1)(x, τ, α)
ρ˜(1)(x, τ, α) =
x2τ 2/(2pi)
[
6τ(1 + x2 + α2) +
√
1 + 4α2(1 + (x− α)2)(1 + (x+ α)2)][√
1 + 4α2(1 + (x− α)2)(1 + (x+ α)2) (x2τ 2 + (x2 − α2)2(x2 + 1
4
)
)
+ 4x2τ 3(1 + x2 + α2)
] ,
which is our perturbative result for ρ˜(x, τ, α) up to τ 3, valid for small τ and any value of α.
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