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Prefacio 
 
La eternidad no es un lugar ni un tiempo. Porque el lugar y el tiempo poco significan. Es saber 
que nuestra verdadera naturaleza vive simultáneamente en algún lugar del espacio y el tiempo. 
 
Estas palabras del escritor estadounidense Richard Bach representan un breve resumen del 
presente trabajo. En esta frase, el autor nos explica que el espacio o el tiempo por si solos 
significan poco y es la comunión de ambos lo que cobra sentido. A pesar que dicha frase no fue 
escrita en un contexto estadístico, me ha parecido apropiada para empezar. Muchos fenómenos 
naturales que acontecen en nuestro alrededor no pueden entenderse, aisladamente, desde una 
perspectiva temporal o espacial sino que ambas deben ser consideradas de forma conjunta. 
Centrémonos en el fenómeno objeto del presente estudio, la velocidad del viento. Es fácil pensar 
que la velocidad observada en un momento concreto del tiempo debe ser muy similar a la 
observada en el momento inmediatamente anterior. Adicionalmente, imaginemos dos puntos 
geográficos muy cercanos entre sí, es esperable que la velocidad observada en ambas 
localizaciones sea muy parecida. Por tanto, no puede entenderse dicho fenómeno sin analizar 
simultáneamente ambas dimensiones, el espacio y el tiempo. 
 
Sin embargo, esta forma de entender los datos desde una perspectiva conjunta espacio-tiempo 
no es actual sino que ya se conocía en civilizaciones más antiguas. Los indígenas, durante la 
conquista española de Sudamérica, construían mapas donde tenían en cuenta ambas 
dimensiones a la vez. Uno de los más representativos es el Lienzo de Quauhquechollan1 creado 
con 15 piezas de algodón, todas ellas unidas entre sí, que explica la historia de la conquista 
española de la región actual de Guatemala, entre los años 1527 y 1530 [1]. Constituye una 
representación espacio-temporal de tremendo valor para los historiadores que ha permito 
entender, desde ambas perspectivas, el espacio y el tiempo, un hecho histórico de gran interés. 
 
Nuestro problema tiene cierta similitud con el de los indígenas de Quauhquechollan: 
disponemos de un mapa con datos de la velocidad del viento en diferentes momentos del 
tiempo. Y nuestro propósito también muy parecido: los indígenas utilizaban estos lienzos para 
entender mejor los “datos” de los que disponían acerca de su adversario. En nuestro caso, dicha 
información es útil para entender cómo se comporta nuestro fenómeno de estudio, la velocidad 
del viento, desde la perspectiva del tiempo y del espacio. Entender dicho proceso nos es de gran 
utilidad para predecir la velocidad del viento, no ya solo para un momento futuro de tiempo, 
sino también para una conjunto de localizaciones geográficas.  
 
   
 
           Sergio Baena. 
                                                                                                                    
                                                                                                                   sergi.baena@gmail.com 
 
 
 
 
 
 
                                                
1 El Lienzo de Quauhquechollan es una pintura náhuatl del siglo XVI, en la que los indígenas 
quauhquecholtecas dejaron plasmada su visión de la conquista española. El lienzo original se halla en el 
Museo Casa del Alfeñique, en Puebla, México. En él se muestra la ruta que recorrieron los 
quauhquecholtecas, al mando de Jorge de Alvarado, durante la conquista de los reinos que había en lo que 
actualmente se conoce como Guatemala. Este no sólo es una de las pocas fuentes que existen sobre las 
expediciones de la conquista sino también el primer mapa geográfico que se conoce de aquel país 
centroamericano. Puede consultarse la imagen en la web: http://www.lienzo.ufm.edu/cms/es/view 
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Resumen 
 
 
El objetivo de este trabajo es la implementación, estimación y predicción de modelos espacio-
temporales para la velocidad del viento en la zona del Estrecho del Gibraltar a partir de un 
análisis in-sample y out-of-sample. Los datos utilizados provienen del modelo de predicción 
numérica (HIRLAM) y contienen información de la velocidad del viento, entre otras variables 
climatológicas. El conjunto de datos abarca desde Enero de 2009 hasta Diciembre de 2010. En 
primer lugar, se ha llevado a cabo una reducción de la dimensión de los datos a partir del 
cálculo de las funciones ortogonales empíricas (EOF), que ha permitido separar la componente 
temporal y espacial existentes en los mismos. En segundo lugar, se ha analizado el patrón 
temporal observándose las siguientes características: componente autorregresivo estacional en la 
media condicionada, colas pesadas y fuerte volatilidad de carácter estacional. Se han 
implementado en R un conjunto de funciones que estiman y simulan un modelo de volatilidad 
estacional multiplicativo (SARMA-SGARCH), con distribución del error Gaussiana o T-
student. Se han obtenido mejores resultados, para el conjunto de datos analizados, utilizando 
esta última distribución. A partir de dichos modelos, se han calculado las predicciones 
temporales en un horizonte fijado y finalmente,  se han utilizado las componentes espaciales 
para obtener dicha predicción en cada uno de los puntos espaciales del área geográfica de 
estudio. 
 
 
Parabras claves: EOF, componente principal (PC), SGARCH. 
MSC2000: 62H07, 62M07 
Abstract 
 
The aim of this work is to implement, estimate and predict spatio-temporal models for the wind 
speed in the Gibraltar( Strait zone, using both in-sample and out-of-sample analysis. The 
employed dataset comes from the numerical prediction model HIRLAM and contains 
information on wind speed, as well as other climatological variables. This dataset spans from 
January 2009 to December 2010. Firstly, data dimension reduction is carried out by calculating 
the Empirical Orthogonal Functions (EOF), which allows both time and spatial components to 
be separated concurrently. Secondly, the time pattern is analyzed by observing the following 
characteristics: the seasonal autoregressive component in the conditional mean, heavy tails and 
strong volatility with a seasonal pattern. A set of functions is implemented in R in order to 
simulate and estimate multiplicative seasonal volatility models (SARMA-SGARCH), with an 
error distribution that follows Gaussian or Student-t distribution. The best results for the 
analyzed data set are obtained using the latter probability distribution. Using those models, time 
series forecasting is performed at a fixed horizon and, finally, spatial components are used for 
obtaining the above-mentioned prediction in each of the spatial points of the geographic area 
under study. 
 
 
Keywords: EOF, principal components (PC), SGARCH. 
MSC2000: 62H07, 62M07 
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Notación 
 
 
D   Dominio 
ℜ2    Espacio euclídeo dimensión 2 
s   Referencia a una localización espacial concreta s 
t   Referencia a un momento de tiempo concreto t 
h   Horizonte de tiempo 
Fq   Conjunto de información disponible hasta el tiempo q 
E(·)   Esperanza matemática 
Var(·)   Función variancia 
γ (h)    Semivariograma para una distancia h 
f (·)   Función de distribución 
(·)    Logaritmo de la función de verosimilitud 
Φ(B),Θ(B),α(B),
β(B),Ω(B),Ψ(B)
 Polinomios de retardos 
Φs (B),Θs (B),
Ωs (B),Ψ s (B)
  Polinomios estacionales de orden s 
ACF   Función de autocorrelación 
PACF   Función de autocorrelación parcial 
AIC   Criterio de información de Akaike 
SARMA  Proceso autorregresivo y de media móvil estacional 
ARCH   Proceso de volatilidad condicionada autorregresiva 
GARCH  Proceso de volatilidad condicionada autorregresiva generalizada 
SGARCH  Proceso de volatilidad condicionada estacional autorregresiva generalizada 
PGARCH  Proceso GARCH periódico 
SARMA-SGARCH Proceso SARMA para la media condicionada y SGARCH en la volatilidad 
EOF   Funciones ortogonales empíricas (patrón espacial) 
PC   Componentes principales (patrón temporal) 
X(t,s)   Proceso espacio-temporal en el momento t, localización espacial s 
Yk(t)   k-ésima componente principal en el momento t 
uk   k-ésimo EOF 
Yk
∧
(t + h)    Predicción de la k-ésima componente principal en el momento t+h 
X
∧
(t + h, s)   Predicción espacio-temporal en el momento t+h y la localización espacial s 
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1 Introducción 
 
Desde siempre, el hombre ha vivido íntimamente ligado a los cambios meteorológicos. Desde 
hace más de 5.000 años, su supervivencia ha dependido de las condiciones atmosféricas, de las 
lluvias torrenciales o de las sequías, del viento, del frío… Por este motivo, y también por el 
desconocimiento de las causas de tales fenómenos, el hombre adoraba a los dioses que 
controlaban los distintos elementos de la naturaleza como por ejemplo, el viento2. Las 
inclemencias del tiempo se creían provocadas por el enfado de los dioses y para evitar su cólera 
aparecieron multitud de ritos y sacrificios, llevados a cabo o dirigidos por mediadores entre el 
mundo terrenal y el divino: los chamanes.  
 
El hombre antiguo fue el primer observador meteorológico de la historia, el primero en darse 
cuenta que detrás de determinadas formas de nubes aparecían inexorablemente las lluvias, o que 
cuando el viento soplaba desde una dirección concreta, el tiempo cambiaba al día siguiente. Allá 
por el año 340 a.C. Aristóteles escribió su Meteorológica3 [2], una obra que mostraba una visión 
del universo formado por cuatro elementos que constituyen la Tierra: el agua, la tierra, el fuego 
y el aire y los astros y, por un quinto, el éter4. El pensador griego atribuye al Sol y a la 
interacción entre los distintos elementos el origen de los fenómenos meteorológicos: 
 
“Pues el Sol, moviéndose como lo hace, provoca procesos de cambio y de transformación y 
decadencia, y por su acción la más fina y dulce agua es elevada todos los días y disuelta en 
vapor y llega a las regiones superiores donde se condensa de nuevo con el frío y así retorna a 
la tierra”.  
 
La obra de Aristóteles prevaleció como el principal tratado de meteorología durante siglos. La 
fe cristiana asumió sus teorías como ciertas, por lo que discrepar de ellas podía ser considerado 
de herejía, penada incluso con la muerte. Hubo que esperar hasta el siglo XV para que la ciencia 
en general, y la meteorología en particular, reiniciasen su desarrollo. Con el Renacimiento, la 
meteorología recibió su primer gran impulso mediante la aplicación del método experimental. 
Se trata de observar primero los fenómenos para luego formular las leyes universales que los 
describen. El padre del método experimental fue Galileo. También fue el inventor del primer 
termómetro, en 1641. Luego Torricelli, discípulo de Galileo, construyó el barómetro para medir 
la presión atmosférica, en 1644, y posteriormente Pascal lo utilizó para detectar cambios en el 
tiempo. 
 
A lo largo de los siglos XVIII y XIX, los instrumentos meteorológicos se volvieron más 
sofisticados, se establecieron redes de medida y se promovió el estudio de las características 
verticales de la atmósfera al aparecer los primeros aparatos voladores. 
 
En 1830 Morse inventó el telégrafo. No tardó en aplicarse a la meteorología y mediante datos 
llegados de todo el mundo se comenzaron a confeccionar mapas en los que ubicar los centros de 
altas y bajas presiones o las zonas de aire más frío y más cálido. En 1854, durante la Guerra de 
Crimea, un enorme temporal hundió gran parte de la flota francesa e inglesa. Los aliados se 
dieron cuenta de lo importante que era un pronóstico del tiempo para sus fines bélicos, por lo 
                                                
2 En la mitología griega, los Anemoi eran dioses del viento, que se correspondían con los puntos 
cardinales desde los que venían sus respectivos vientos y que estaban relacionados con las distintas 
estaciones y estados meteorológicos. Según Hesíodo, poesta de la antigua Grecia, los vientos beneficiosos 
—Noto, Bóreas, Argestes y Céfiro— eran hijos de Astreo y Eos, y los destructivos lo eran de Tifón. 
3 A dicha obra debemos el nombre de la ciencia de la Meteorología, que proviene del griego meteoron 
(‘meteoro’ que significa ‘alto en el cielo’ y ‘logos’ que significa ‘conocimiento’). 
4 En las creencias griegas el éter era una sustancia brillante que respiraban los dioses, en contraste con el 
pesado aire que respiran los mortales. El término aparece tanto en la física aristotélica como en la antigua 
teoría electromagnética de finales del siglo XIX. 
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que crearon en Francia una red para la medida de variables atmosféricas, transmitidas vía 
telégrafo, de cara a la elaboración de mapas del tiempo5. 
 
Después de la Segunda Guerra Mundial llegaron las computadoras electrónicas. En 1946 se 
construyó en la Universidad de Pensilvania la primera de ellas, la ENIAC6. La evolución de la 
capacidad de cálculo ha sido vertiginosa desde entonces.  
 
En la actualidad, el desarrollo de la computación conjuntamente con las mejoras de técnicas 
estadísticas y de algoritmos matemáticos han permitido un avance notable en la predicción 
meteorológica. Imaginemos una red de puntos sobre todo el planeta: de cada punto conocemos 
el estado de la atmósfera (temperatura, humedad, presión, velocidad y dirección del viento, etc.) 
en un momento de tiempo dado. La modelización numérica [3] permite resolver las ecuaciones 
matemáticas que pronostican la probable evolución de esos parámetros en el futuro. El resultado 
de esos cálculos numéricos también se obtiene para una serie de puntos distribuidos sobre la 
superficie terrestre, lo que habitualmente se denomina “malla del modelo”.  
 
Los pronósticos serán más certeros dependiendo de tres factores: primero, de la cantidad y 
calidad de las observaciones iniciales; segundo, de las características del modelo numérico que 
utilicemos, y tercero, de la cantidad de puntos que componen la malla. Hay modelos numéricos 
que pueden dar resultados a pequeña escala (alta resolución), como por ejemplo cada 12 
quilómetros o a escalas mayores (baja resolución), por ejemplo cada 200 quilómetros. La 
resolución de un modelo depende de la cantidad de puntos observados sobre la malla. Cuanto 
mayor número de puntos iniciales se disponga, mayor es la resolución del modelo pudiendo así 
obtener predicciones sobre áreas geográficas más pequeñas (predicciones locales). En cambio, 
si se dispone de un menor número de puntos observados en la malla, la resolución del modelo es 
menor y, con ello, las predicciones obtenidas serán a una mayor escala.  
 
El coste computacional de resolver dichos modelos numéricos aumenta a medida que se 
incrementa el número de puntos iniciales en la malla, es decir, conforme aumenta la resolución 
del modelo. Cuantos más puntos tengamos que calcular, más potente deberá ser el equipo que 
procese la información y más detalle, entre otros orográficos, tendrá que contener el modelo. 
Generalmente, los modelos de escala pequeña (alta resolución) ofrecen previsiones a 24 o 36 
horas. En cambio, los modelos numéricos que ofrecen previsiones en un horizonte de tiempo 
mayor tienen una resolución mucho menor. 
 
Modelos numéricos hay muchos, de hecho casi cada centro meteorológico nacional tiene uno en 
funcionamiento. La diferencia fundamental entre ellos es la parte del planeta del que se ocupa y 
la resolución de los datos que ofrece. En España, por ejemplo, la Agencia Estatal de 
Meteorología (AEMET, http://www.aemet.es/es/portada) trabaja con otras entidades europeas, 
como el Instituto Meteorológico noruego, el estonio o el danés, para explotar el modelo 
numérico conocido como HIRLAM (High Resolution Limited Area Model). Éste se centra, por 
supuesto, en Europa, extendiéndose hacia el Océano Atlántico, la zona por donde llegan la 
                                                
5 La Guerra de Crimea fue un conflicto bélico entre el Imperio ruso, regido por la dinastía de los 
Románov, y la alianza del Reino Unido, Francia, el Imperio otomano (al que apoyaban para evitar su 
hundimiento y el excesivo crecimiento de Rusia) y el Reino de Piamonte y Cerdeña, que se desarrolló 
entre octubre de 1853 y febrero de 1856. La mayor parte del conflicto tuvo lugar en la península de 
Crimea en el mar Negro [26]. 
6 ENIAC es un acrónimo de Electronic Numerical Integrator And Computer, utilizada por el Laboratorio 
de Investigación Balística del Ejército de los Estados Unidos. Fue construida en la Universidad de 
Pensilvania por John Presper Eckert y John William Mauchly, ocupaba una superficie de 167 m² y 
operaba con un total de 17.468 válvulas electrónicas o tubos de vacío que a su vez permitían realizar 
cerca de 5000 sumas y 300 multiplicaciones por segundo. Uno de los mitos que rodea a este aparato es 
que la ciudad de Filadelfia, donde se encontraba instalada, sufría de apagones cuando la ENIAC entraba 
en funcionamiento, pues su consumo era de 160 kW. A las 23.45 del 2 de octubre de 1955, la ENIAC fue 
desactivada para siempre. 
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mayoría de borrascas al continente. En la web de Wetterzentrale se pueden encontrar los mapas 
del HIRLAM entre otros recursos: www.wetterzentrale.de/topkarten.  
 
Como se ha comentado, uno de los problemas que ofrecen las predicciones procedentes de los 
modelos numéricos es la gran dificultad de obtener resultados para áreas geográficas pequeñas. 
En la década de los 60 y 70, la Agencia Nacional de Meteorología de los Estados Unidos 
(NWS) desarrolló un modelo estadístico muy sencillo basado en una regresión lineal múltiple en 
el cual utilizaba como variables las predicciones de los modelos numéricos y otras observadas. 
Estos modelos son conocidos como MOS (Model Output Statistics) o como modelos de post-
procesado [3] y su uso conjunto con los modelos numéricos ha permitido mejorar las 
predicciones meteorológicas obteniendo resultados para áreas más pequeñas.  
 
La predicción de la velocidad del viento tiene diferentes aplicaciones, entre ellas, seguramente 
la más utilizada es en la planificación energética. A modo de ejemplo, el Centro Nacional de 
Energías Renovables (CENER, http://www.cener.com/es/energia-eolica) dispone actualmente 
de varios proyectos que tienen como principal objetivo mejorar las predicciones relacionadas 
con el viento. Desde el año 2002, CENER ha desarrollado un avanzado sistema de predicción de 
energía eólica (LocalPred), utilizando como inputs las predicciones de diferentes modelos 
numéricos combinados con diferentes técnicas y modelos estadísticos, que genera predicciones 
a corto plazo (a 1 hora) o a más largo plazo (hasta 7 días). Tal y como puede consultarse en su 
página web, utilizan algoritmos de minería de datos, técnicas de análisis multivariantes y de 
series temporales, entre otros. En ámbitos medio-ambientales, la predicción de la velocidad del 
viento y su dirección es crucial, por ejemplo, para el estudio de la evolución de las partículas en 
suspensión7. En los últimos años, el interés por las partículas atmosféricas ha ido creciendo 
principalmente por dos motivos: el primero, porque afecta al balance de la radiación terrestre y, 
el segundo, porque tiene efectos nocivos sobre la salud [27].  
 
En este contexto, la estimación y la predicción de la velocidad del viento realizada en este 
trabajo puede englobarse, en cierta manera, dentro de las técnicas de post-procesado. Como se 
comentará, se ha aplicado un conjunto de técnicas estadísticas a partir de las predicciones 
numéricas procedentes del HIRLAM. En muchos de los estudios consultados al respecto, 
ignoran el fuerte patrón de volatilidad8 que existe en muchos fenómenos atmosféricos como el 
caso de la velocidad del viento y, especialmente, no tienen en cuenta el componente estacional 
del mismo. En este sentido, el presente trabajo propone e implementa una metodología para 
obtener una estimación y predicción espacio-temporal de la velocidad del viento teniendo en 
cuenta que la volatilidad latente en los datos no es constante a lo largo del tiempo y, 
adicionalmente, tiene un carácter estacional.  
 
El presente documento se ha estructurado en tres capítulos centrales, los capítulos 2, 3 y 4. En el 
capítulo 2, se describe el conjunto de datos utilizados y el área geográfica de estudio. En el  
capítulo 3, se explica la metodología estadística utilizada y consta de tres apartados: en el 
apartado 3.1, se ha realizado una introducción a los procesos estocásticos espaciales 
intercalando algunos resultados ilustrativos obtenidos para la velocidad del viento en una 
localización espacial y tiempo concreto.  En el apartado 3.2, se describen las funciones 
ortogonales empíricas y se muestran los resultados obtenidos para el conjunto de datos de 
estudio. En el apartado 3.3, se presentan los modelos de volatilidad condicionada (GARCH) con 
                                                
7 Las partículas en suspensión –o material particulado– consisten en acumulación de diminutas piezas de 
sólidos o de gotitas de líquidos en la atmósfera ambiental, generada a partir de alguna actividad 
antropogénica, es decir, causada por el hombre, o natural. 
8 El término volatilidad es comúnmente utilizado en muchas aplicaciones atmosféricas y financieras para 
hacer referencia a la variabilidad de un proceso objeto de estudio. Dicha volatilidad puede ser constante a 
lo largo del tiempo o seguir un comportamiento estocástico, de forma que existan periodos de tiempo con 
mayor variabilidad que otros. En este trabajo, utilizaremos el término volatilidad como sinónimo de 
variabilidad, este último más utilizado en el ámbito estadístico. 
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especial énfasis en los modelos de volatilidad estacional (SGARCH) y se muestran algunos 
ejemplos prácticos a partir de la simulación de dichos modelos. En el capítulo 4, se presenta la 
aplicación práctica de dicha metodología para el conjunto de datos de la velocidad del viento 
mostrándose los principales resultados obtenidos. Finalmente, las conclusiones y las líneas 
futuras de investigación se hallan en los capítulos 5 y 6, respectivamente. 
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2 Descripción de los datos procedentes de HIRLAM. 
 
En este capítulo se describe, en primer lugar, el conjunto de datos utilizados y se define el área 
geográfica objeto de estudio. Es importante destacar que los datos utilizados provienen de un 
modelo numérico de predicción meteorológica (modelo HIRLAM) desarrollado por el consorcio 
de servicios meteorológicos europeos al que pertenece la Agencia Estatal de Meteorología desde 
1992, es decir, no son datos observados. Este hecho conlleva cierta limitación en el estudio 
realizado puesto que se está ignorando el error de predicción de dicho modelo numérico. Sin 
embargo, incorporar este error como una fuente de variabilidad adicional queda fuera del 
alcance del presente proyecto. En adelante, se hace referencia a los datos utilizados como el 
conjunto de datos observados a pesar de la salvedad comentada. En la práctica, no obstante, es 
habitual utilizar las predicciones que provienen de un modelo numérico como el HIRLAM para 
estimar un modelo estadístico (modelo de post-procesado9) y a partir de éste, obtener 
predicciones para áreas locales para las cuales el modelo numérico no puede actuar. En el 
apartado 2.2, se realiza una breve introducción de los modelos numéricos de predicción 
meteorológica así como de los modelos de post-procesado destacando el papel de éstos últimos 
y justificando, de esta forma, el procedimiento llevado a cabo en el actual estudio. 
 
2.1 Área de estudio y variables disponibles. 
 
 El área geográfica de estudio ha sido la zona del Estrecho de Gibraltar (longitud: W4o30’ a 
W6o30’ y latitud: N35o3’ a N36o5’). Se consideran 861 localizaciones (puntos negros en el 
Gráfico 1) y para cada una de ellas su evolución en el tiempo en intervalos de 3 horas (5.824 
periodos de tiempo), por tanto, en total 5.014.464 observaciones (861x5.824). 
 
 
Gráfico 1. Área geográfica de estudio considerada perteneciente a la zona del Estrecho de 
Gibraltar.  Los puntos indican cada una de las ubicaciones espaciales donde el modelo HIRLAM ha 
obtenido una predicción de la velocidad del viento y otras variables meteorológicas. Cada punto 
corresponde a una serie temporal desde el 1 de enero de 2009 hasta el 31 de diciembre de 2010. 
 
El modelo HIRLAM aporta información relativa a la velocidad del viento, la presión y la 
temperatura, entre otras, desde el 1 de Enero de 2009 hasta el 31 de Diciembre de 2010, por 
                                                
9 Los modelos de post-procesados (del inglés, post-processing models) fueron desarrollados por el 
Servicio Nacional de Meteorología de EEUA (National Weather Service (NWS)) en la década de los 60 
para mejorar la calidad de las predicciones obtenidas por los modelos numéricos de predicción.   
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posición geográfica (latitud y longitud) y tiempo. La variable objetivo en este estudio es la 
velocidad del viento medida en m.s-1. La presión y la temperatura se han utilizado únicamente a 
modo descriptivo para representar, para un día y hora concreto, la relación existente con la 
velocidad del viento. A pesar de observar una relación entre la temperatura y la presión respecto 
a la velocidad del viento, para un momento concreto de tiempo (véase Gráfico 10), no se han 
introducido dichas variables en la predicción del viento debido al incremento considerable de la 
matriz de datos a procesar. Como se comenta en el apartado de líneas futuras, una mejora podría 
ser explorar técnicas de reducción de datos multivariantes que permitan incorporar variables 
exógenas en la predicción de la velocidad del viento de forma que ésta no dependa, únicamente, 
de su propio comportamiento pasado.  
 
En los gráficos 2 y 3, se representan cada una de dichas variables a partir de mapas de superficie 
para el día 1 de Enero y 1 de Julio de 2010 a las 6 horas. Destacar, por ejemplo, la diferencia de 
temperatura observada en la superficie terrestre respecto a zonas marítimas para el día 1 de 
Enero y como dicha diferencia es menos visible para el día 1 de Julio. En el mapa de la 
dirección del viento, se aprecia como para el 1 de Enero el viento soplaba de oeste a este 
mientras que para el 1 de Julio lo hacía de este a oeste. La velocidad del viento, para los dos días 
representados, es mayor en la zona marítima del Estrecho (color oscuro) y más pequeña en 
zonas terrestres (color claro). 
 
 
Gráfico 2. Análisis espacial de las principales variables contenidas en la base de datos HIRLAM 
para el día 1 de Enero de 2010 a las 6.00 horas. Velocidad del viento, color gris oscuro, hace 
referencia a velocidades elevadas y, color gris claro, a velocidades bajas. Temperatura, color rojo, 
hace referencia a altas temperaturas y, color azul, a bajas temperaturas.  
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Gráfico 3.  Análisis espacial de las principales variables contenidas en la base de datos HIRLAM 
para el día 1 de Julio de 2010 a las 6.00 horas. Velocidad del viento, color gris oscuro, hace 
referencia a velocidades elevadas y, color gris claro, a velocidades bajas. Temperatura, color rojo, 
hace referencia a altas temperaturas y, color azul, a bajas temperaturas. 
 
Un aspecto destacable del conjunto de datos procedentes del modelo HIRLAM es el carácter 
temporal y espacial de la información que nos aporta. En la mayoría de fenómenos 
meteorológicos, la componente espacial es debida a la continuidad existente en los datos dentro 
de un área geográfica. Por ejemplo, si pensamos en fenómenos como la lluvia, es  razonable 
pensar que si en una localización está lloviendo entonces alrededor de dicha localización es muy 
posible que también lo esté haciendo. De forma similar, la dimensión temporal es crucial si se 
quiere realizar predicciones futuras del fenómeno meteorológico ya que las observaciones 
atmosféricas suelen estar correlacionadas con su pasado inmediato.  
 
A modo ilustrativo, en el siguiente gráfico se representa la evolución de la velocidad del viento 
para el día 1 de Enero en intervalos de 3 horas. En dicho gráfico, se puede observar la 
componente temporal y espacial en la velocidad del viento. Como puede apreciarse, la 
velocidad del viento va disminuyendo con el transcurso del tiempo hasta alcanzar intensidades 
muy bajas a partir de las 18:00 horas y, para cada intervalo horario, se observan velocidades 
muy parecidas en localizaciones cercanas que ponen de manifiesto el carácter espacial del 
fenómeno de estudio. 
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Gráfico 4. Evolución de la velocidad del viento para el día 1 de enero de 2010 en intervalos de 3 
horas. Colores azulados-negros indican una menor velocidad y colores rosados-amarillos una 
velocidad mayor. Gráfico realizado a partir de la función stplot() del paquete space-time de R. 
 
En el gráfico siguiente se muestra un diagrama de Hovmöller [28] que relaciona el tiempo con 
una de las coordenadas espaciales, en este caso, la longitud, para el día 15 de Febrero de 2010. 
Se observan velocidades más elevadas en el Oeste y en el Este del área de estudio que 
corresponden con la zona marítima del Atlántico y del Mediterráneo respectivamente. En cuanto 
a la relación con el tiempo, en general se observan velocidades más elevadas en la primera 
mitad del día y van reduciéndose en la segunda mitad, a excepción de la zona Este donde dicha 
relación es menos clara. 
 
 
Gráfico 5. Diagrama de Hovmöller que relaciona el tiempo y una de las coordenadas espaciales (la 
longitud). Cada color representa un quintil de la velocidad del viento: azulado-negro indican menor 
velocidad y anaranjados-amarillos mayor velocidad. Desplazarse de una longitud de 6.5ºW a 4.5ºW 
significa moverse del Atlántico (oeste) al Mediterráneo (este). Gráfico realizado a partir de la función 
stplot() del paquete space-time de R 
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2.2 Modelos numéricos y de post-procesado en meteorología. 
 
La predicción meteorológica por métodos numéricos consiste en la utilización de complejos 
modelos matemáticos y físicos basados en ecuaciones diferenciales que aplicados a las variables 
atmosféricas permiten obtener predicciones sobre la evolución futura de variables importantes 
como, por ejemplo, la velocidad del viento. Aunque los primeros esfuerzos por realizar 
predicciones utilizando este tipo de metodologías se remontan a la década de 1920, no fue hasta 
la llegada de la computación y de la simulación por ordenador cuando se pudieron implementar 
modelos que realizaran cálculos en tiempo real. 
 
La atmósfera terrestre se trata en realidad de un fluido y, como tal, la predicción mediante 
modelos numéricos se basa en tomar muestra del fluido en un momento dado (el grado de 
humedad, la presión, la dirección del viento y, en nuestro caso, la velocidad) y aplicar 
ecuaciones de dinámica de fluidos y termodinámica para calcular el estado del fluido en un 
momento del futuro.  
 
Uno de los principales inconvenientes de la resolución de estas ecuaciones por métodos 
numéricos es, tal como indicó Edward Lorenz10 [4], la naturaleza caótica de las ecuaciones de la 
dinámica de fluidos  que hace que resulte prácticamente imposible predecir con certeza absoluta 
el estado de la atmósfera. Las redes de predicción meteorológica tienen una resolución espacio-
temporal limitada11, especialmente sobre grandes masas de agua como es el océano Pacífico, el 
cual introduce incertidumbre sobre el estado inicial de la atmósfera. En la práctica, lo que se 
hace es obtener predicciones de un conjunto de modelos pero variando algunos parámetros a fin 
de obtener la variabilidad de la predicción debido a cambios en las condiciones iniciales12. 
 
Los modelos de post-procesado surgen por la necesidad de paliar estos problemas derivados de 
la predicción procedentes de los modelos numéricos como el HIRLAM. Se trata de un modelo 
estadístico que utiliza como variables explicativas los datos procedentes del modelo numérico y 
permite obtener predicciones para áreas locales para las cuales el modelo numérico no obtiene 
resultados debido a que no actúa a ese nivel de resolución.  
 
En este contexto, los modelos estimados para la predicción de la velocidad del viento, a partir de 
datos procedentes del modelo numérico HIRLAM,  y que se presentan en este trabajo, sigue la 
metodología utilizada en gran parte de la literatura en este ámbito y puede ser englobado dentro 
de las técnicas de post-procesado.  
 
                                                
10 Edward Norton Lorenz (1917-2008) fue un matemático y meteorólogo estadounidense, pionero en el 
desarrollo de la teoría del caos. Lorenz construyó un modelo matemático muy simplificado, que intentaba 
capturar el comportamiento de la convección en la atmósfera. Lorenz estudió las soluciones de su modelo 
y se dio cuenta que alteraciones mínimas en los valores de las variables iniciales resultaban en soluciones 
ampliamente divergentes. Esta sensible dependencia de las condiciones iniciales fue conocida después 
como el “efecto mariposa”.  
11 La resolución de las ecuaciones en diferencias a partir de métodos numéricos se realiza a partir de los 
datos atmosféricos observados en una malla o red de puntos. Cuanto más puntos tengamos en dicha malla 
(mayor resolución) mejores predicciones locales podemos obtener pero como contrapartida se incrementa 
notablemente el coste computacional de resolver dichos modelos. En la práctica, se trata de hallar un 
equilibrio entre coste el computacional y la resolución del modelo, de aquí la importancia de los modelos 
de post-procesado como una vía para mejorar las predicciones locales sin empeorar el coste 
computacional.  
12 Las ecuaciones en diferencias son muy sensibles a las condiciones iniciales de las que parten en el 
sentido que, pequeñas variaciones en dichas condiciones iniciales provocan diferencias notables en las 
predicciones. Por ello, es habitual variar dichas condiciones y obtener un conjunto de predicciones 
(Ensemble Forecasting) a fin de estimar la variabilidad y reducir el error tomando como predicción final 
la media. 
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3 Metodología estadística 
 
El objetivo de este estudio, como se ha comentado previamente, es la predicción espacio-
temporal de la velocidad del viento en el área geográfica de interés (véase Gráfico 1). En el 
Gráfico 6, se explica, de forma esquemática, la metodología utilizada y, en los apartados 
siguientes, se describirá con mayor detalle cada uno de los puntos que aquí se presentan.  
 
Tal como se ha dicho previamente, se parte de los datos obtenidos de la velocidad del viento 
procedentes del modelo numérico HIRLAM para una malla de 861 localizaciones espaciales y 
un periodo de tiempo comprendido entre el 1 de Enero de 2009 y el 31 de Diciembre de 2010, 
en intervalos de 3 horas. La estructura de datos corresponde a un proceso espacio-temporal 
donde cada observación está correlacionada no sólo de forma temporal sino también espacial.  
 
Una de las dificultades que nos plantea el estudio es la gran cantidad de datos a procesar. Cada 
punto de la malla corresponde a una serie temporal por lo que el total de observaciones supera 
los 5 millones de datos (861x5824). Ha sido necesario, como paso previo, reducir la dimensión 
de los datos a partir del cálculo de funciones ortogonales empíricas. Una de las ventajas de este 
tipo de análisis es que permite separar la estructura espacial (EOF) de la temporal (componente 
principal), de tal forma que, se puede analizar ambos procesos de forma aislada.  
 
Posteriormente, se han seleccionado las primeras 6 componentes principales y se ha llevado a 
cabo la modelización temporal de cada una de ellas. Cabe destacar que el porcentaje de 
variancia explicada por éstas es del 92,50% y que debido a que son ortogonales entre sí pueden 
modelizarse de forma independiente. Como se mostrará en los próximos apartados, la velocidad 
del viento presenta un patrón de volatilidad estacional por lo que los modelos clásicos de series 
temporales (modelos SARMA13) no son apropiados dado que éstos suponen que la variabilidad 
es constante a lo largo del tiempo. Por ello, uno de los puntos importantes de este proyecto ha 
sido implementar en R una extensión de los modelos GARCH14 que incorpora la estacionalidad 
en la volatilidad (en adelante, modelos SGARCH). 
 
A partir de los modelos SGARCH estimados se realiza una predicción temporal para cada 
componente principal y se utiliza la base espacial (EOF) para recuperar la matriz de datos inicial 
y obtener la predicción espacio-temporal de la velocidad del viento en cada uno de los puntos o 
localizaciones espaciales de la malla.  Finalmente, se validan, de forma gráfica, la distribución 
de los errores en el espacio para comprobar que no exista autocorrelación espacial.   
 
Se han implementado una serie de rutinas en el paquete estadístico R15 (véase Anexo C)  que 
permiten estimar y simular los modelos de volatilidad estacional así como obtener predicciones 
en un horizonte de tiempo fijado16. 
                                                
13 Los modelos SARMA fueron inicialmente formulados por los estadísticos George Box y Gwilym 
Jenkins. Suponen que la media condicionada del modelo sigue un proceso autoregresivo y/o de media 
móvil y la variancia es constante. Consúltese para más información [5]. 
14 Modelo de volatilidad condicionada propuesto inicialmente por Engle (1982) y que es una 
generalización de los modelos SARMA ya que la variancia no es constante a lo largo del tiempo sino que 
sigue un proceso estocástico. Consúltese para más información [6]. Adicionalmente, puede consultarse el 
artículo escrito conjuntamente por Engle y Bollerslev [29]. 
15 R es un paquete estadístico de libre acceso. Para más información consúltese la página web: 
http://cran.r-project.org/. 
16 En la dirección https://www.dropbox.com/home/PFC/CODI%20R pueden descargarse libremente cada 
una de las funciones programadas.  
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Gráfico 6. Esquema general de la metodología estadística aplicada para la predicción espacio-
temporal de la velocidad del viento en cada uno de los puntos de la malla. 
 
Un aspecto que no ha sido abordado en el presente estudio es la predicción espacio-temporal 
fuera de los puntos observados (kriging17 espacial). El punto central del trabajo realizado es la 
modelización de la componente temporal a partir de los modelos de volatilidad estacional 
implementados. La matriz espacial únicamente se ha utilizado para obtener los datos iniciales a 
partir de la multiplicación de dicha matriz espacial por cada una de las componentes principales 
(patrón temporal) obtenidas del cálculo de las funciones ortogonales empíricas.  
 
 
 
 
                                                
17 Es una técnica geoestadística que permite interpolar, en el espacio, una variable aleatoria (por ejemplo, 
la velocidad del viento) a partir de unos puntos observados partiendo del principio que puntos próximos 
en el espacio tienden a tener valores más parecidos que puntos más distantes. Fue desarrollada 
inicialmente por Dani G. Krige a partir del análisis de regresión entre muestras y bloques de mena. 
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3.1 Procesos Espaciales. 
 
A continuación se describe qué es un proceso espacial y los conceptos básicos para el análisis 
del mismo. Si se considera un día y hora concreto, se obtiene un conjunto de observaciones 
relativas a la velocidad del viento distribuidas en un espacio geográfico que sigue un proceso 
espacial. Al igual que sucede con las observaciones temporales, podría pensarse que las 
observaciones cercanas (geográficamente) entre sí deberían tener una velocidad del viento 
parecida (mayor continuidad) y aquellas más alejadas velocidades del viento más dispares 
(mayor discontinuidad). Por tanto, uno de los principales objetivos en todo análisis de datos 
espaciales es la estimación de la correlación espacial a fin de modelizar dicho proceso y poder 
realizar predicciones espaciales. A continuación, se expone, brevemente, la noción de proceso y 
correlación espacial acompañándose de algunas ilustraciones obtenidas del conjunto de datos de 
estudio que ayudan a entender mejor los conceptos. 
 
3.1.1 Procesos estocásticos espaciales. 
 
Un proceso estocástico espacial es una colección de variables aleatorias observadas en una 
malla de puntos distribuidos en un espacio geográfico. Se denota como {X(si), i=1,…,p} la 
variable aleatoria que representa la velocidad del viento observada en las localizaciones 
espaciales (longitud y latitud) s ∈  D ⊂  ℜ 2, donde D es el dominio en el cual las observaciones 
han sido recogidas.  
 
En el gráfico siguiente se presenta un análisis espacial de la velocidad del viento para el día 1 de 
Enero de 2010 a las 6.00h. En el mapa de superficie se puede observar áreas con velocidades 
similares, por ejemplo, en las zonas terrestres la velocidad del viento es más pequeña (color 
claro) que en zonas marítimas. En el área propiamente del Estrecho de Gibraltar la velocidad del 
viento alcanza su mayor intensidad (color más oscuro). En el gráfico de dispersión que relaciona 
la latitud respecto la velocidad del viento, se aprecia una tendencia18 en los datos hasta 
velocidades de, aproximadamente, 6 m·s-1 y, a partir de dicho umbral, dicha tendencia es menos 
clara. En el gráfico de dispersión que relaciona la velocidad con la longitud se aprecia una 
tendencia cuadrática donde la menor velocidad del viento se observa en aquellas longitudes que 
abarcan mayor extensión terrestre (longitud=-5.5). Finalmente, en el gráfico de distribución de 
la velocidad del viento, se observa una función de densidad bimodal con un grupo de 
observaciones con una velocidad cercana a 4 m.s-1 y otro grupo con una velocidad entorno a 9 
m.s-1. 
 
 
                                                
18 La tendencia se ha estimado a partir de una regresión no paramétrica ponderada localmente. Puede 
consultarse para una mayor información [7]. 
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Gráfico 7. Tiempo fijado a 1/1/2010 6:00 horas. Panel de arriba: a la izquierda mapa de superficie 
de la velocidad del viento. Los colores oscuros indican una mayor velocidad del viento y los colores 
claros menor velocidad y a la derecha gráfico de dispersión de la velocidad del viento versus la 
latitud. Abajo: a la izquierda gráfico de dispersión de la velocidad del viento versus la longitud; a la 
derecha estimación no paramétrica de la función de densidad de la velocidad del viento. 
 
3.1.2 Estimación empírica del variograma. 
 
La función de covariancia es de especial interés en el estudio espacial. Sean X(s1) y X(s2) la 
velocidad del viento observada en las localizaciones s1 y s2, respectivamente, la covariancia 
entre ambas variables aleatorias se define como 
 
Cov X(s1, s2 )[ ] = E X(s1)−µ(s1)( ) X(s2 )−µ(s2 )( )"# $%  (1) 
 
La función covariancia, que es crucial para la predicción fuera de los puntos observados, 
necesita ser estimada previamente.  
 
Si se asume estacionariedad, es decir, que la variancia solo depende de la distancia existente 
entre dos localizaciones espaciales, la variancia del incremento observado de la velocidad del 
viento de dos puntos separados por una distancia h se calcula como sigue: 
 
2γ (h) =V X(s+ h)− X(s)( ) = E X(s+ h)− X(s)( )2"# $%  (2) 
 
donde 2γ (h)  se denomina variograma y a γ (h)  semivariograma que caracterizan las 
propiedades de dependencia espacial del proceso. 
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El estimador por momentos o semivariograma muestral (estimador clásico) viene dado por la 
siguiente expresión: 
 
γ
∧
(h) = 12 N(h) X(si )− X(sj )
#$ %&
N (h)
∑
2
 (3) 
 
donde N(h)={(si,sj): si-sj=h}, para todas las parejas de puntos separados por una distancia h. 
 
Sin embargo, el estimador por momentos es una media de las diferencias al cuadrado y puede 
estar muy influenciado por un pequeño número de valores atípicos. Por este motivo, en 
ocasiones es preferible considerar un estimador más robusto a posibles observaciones extremas. 
Cressie y Hawkins (1980) [8] propusieron el siguiente estimador robusto del semivariograma: 
 
γ
∧
(h) = 12 N(h)
X(si )− X(sj )#$ %&
1 2{ }N (h)∑
0.457+ 0.494 N(h)
4
 (4) 
 
En el gráfico siguiente se muestra el estimador clásico (classical estimator) y robusto (modulus 
estimator) del semivariograma para la velocidad del viento observada en la malla de estudio 
para el 1 de enero de 2010 a las 6.00 horas. Se aprecia como a mayor distancia entre 
observaciones mayor es la variabilidad o discontinuidad en los datos, es decir, menor 
dependencia espacial. 
 
 
Gráfico 8. Estimador clásico (classical) y robusto (modulus) del semivariograma para la velocidad 
del viento observada (sin eliminar la tendencia) en el área de estudio para el día 1 de Enero de 2010 
a las 6.00 horas. 
 
A continuación, se han agrupado las observaciones en categorías de tal forma que la distancia 
entre observaciones dentro de cada una de ellas es la misma. Se ha calculado, para cada 
conjunto de datos dentro de cada categoría, las diferencias al cuadrado entre observaciones y se 
muestra, en el gráfico siguiente, un diagrama de cajas con los resultados obtenidos. 
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Gráfico 9. Diagrama de cajas para las diferencias en la velocidad del viento entre observaciones, en 
raíces cuadras (modulus variogram), por tramos de distancia entre ellas, para el área geográfica de 
estudio a las 6.00 horas del 1 de Enero de 2010. 
 
A medida que la distancia entre las observaciones es mayor, la mediana de las diferencias va 
aumentando, es decir, la dependencia espacial disminuye con la distancia. A partir de una cierta 
distancia, la variabilidad se estabiliza en el sentido que la discontinuidad en los datos no 
aumenta. Finalmente, cabe destacar que para distancias entre observaciones muy pequeñas 
(primeros dos tramos) se observan valores atípicos (outliers espaciales) que muestran 
diferencias elevadas: se tratan de observaciones cercanas entre sí pero que muestran velocidades 
del viento dispares.   
 
3.1.3 Estimación para datos con tendencia. 
 
En ocasiones, el proceso espacial definido previamente, asume que la media del mismo no es 
constante para el conjunto de localizaciones del área de estudio, sino que varía dependiendo del 
punto en el que te encuentras, es decir, 
 
                                 X(s) = µ(s)+δ(s)                           (5) 
 
donde µ(s)  es la media del proceso que varía en función de la localización y δ(s)  es un error 
estacionario (de media cero y donde la variancia solo depende de la distancia entre 
observaciones). 
 
Si se calcula el estimador del semivariograma propuesto en el apartado anterior, para un proceso 
con media no constante, dicho estimador es sesgado tal y como se demuestra a continuación, 
 
E 2γ
∧
(h)"
#$
%
&'
= E X(s+ h)− X(s)[ ]2 = µ(s+ h)−µ(s)[ ]2 + 2γ (h)     (6) 
 
En la práctica, la media del proceso no es conocida y es necesario estimarla suponiendo una 
relación funcional paramétrica (por ejemplo, un modelo lineal) o incluso por métodos 
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semiparamétricos (por ejemplo, un modelo GAM19). Una vez se ha estimado la función media 
(o tendencia) del proceso una vía puede ser estimar el semivariograma con los residuos, es 
decir, una vez eliminada la tendencia en los datos.  
 
En el Gráfico 10, se muestran los resultados obtenidos de la estimación de un modelo GAM en 
el cual se relaciona la velocidad del viento, para el día 1 de Enero de 2010 a las 6.00 horas, 
respecto a la localización espacial (latitud y longitud), la temperatura y la presión. Se aprecia 
una tendencia en función de la localización por lo que el supuesto de media constante no se 
cumple. Se estima una relación creciente entre la velocidad del viento y la temperatura a partir 
del umbral de, aproximadamente, 14ºC, es decir, sobrepasado dicho umbral se observa que, a 
mayor temperatura mayor es la velocidad del viento observada. La relación estimada entre la 
velocidad y la presión atmosférica es negativa en el sentido que a mayor presión (altas 
presiones) menor es la velocidad del viento observada. 
 
En el Gráfico 11 se muestra la disposición en el espacio de los datos sin tendencia, es decir, de 
los errores obtenidos del modelo GAM estimado. Si se compara los resultados con los 
mostrados en el Gráfico 7, se puede concluir que no se observa dependencia espacial en los 
datos una vez eliminada la tendencia en los mismos. El histograma de los datos sin tendencia es 
unimodal, a diferencia del observado para los datos con tendencia. 
 
Gráfico 10. Modelo GAM estimado en el cual se relaciona la velocidad del viento en función de las 
coordenadas espaciales (panel de arriba), la presión y la temperatura (panel de abajo). Datos 
correspondientes al día 1 de Enero de 2010 a las 6.00 horas. 
 
 
                                                
19 Modelo GAM, del inglés, Generalized Additive Model, modelo semiparamétrico que combina una 
relación lineal paramétrica con funciones no paramétricas (smoothers). Para más información consúltese 
[9]. 
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Gráfico 11.  Tiempo fijado a 1/1/2010 6:00 horas. Panel de arriba: a la izquierda gráfico de 
superficie de la velocidad del viento sin tendencia (errores del modelo GAM). Los colores oscuros 
indican valores elevados y los claros bajos y a la derecha gráfico de dispersión de los errores versus 
la latitud. Abajo: a la izquierda gráfico de dispersión de los errores versus la longitud; a la derecha 
función de densidad estimada de la velocidad sin tendencia. 
 
Finalmente, se ha estimado el semivariograma para los datos sin tendencia pero en diferentes 
direcciones (0º, 45º, 90º y 135º). Una de las propiedades deseables de un variograma es que su 
estimación no dependa de la dirección sino únicamente de la distancia entre observaciones, es 
decir, que sea isotrópico. En el caso que el variograma muestre anisotropía entonces es 
necesario estimarlo teniendo en cuenta la dirección. En el gráfico siguiente, se muestra como 
para distancias pequeñas la variabilidad estimada es baja, es decir, hay cierta continuidad en los 
datos pero a medida que aumenta la distancia entre las observaciones la variabilidad es mayor. 
El semivariograma estimado es similar en las cuatro direcciones analizadas y cumplen la 
propiedad de isotropía excepto para distancias grandes que se observa cierta anisotropía ya que 
para una misma distancia la variabilidad es distinta dependiendo de la dirección considerada. 
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Gráfico 12. Semivariograma estimado para los datos sin tendencia (errores del modelo GAM) para 
la malla de puntos a fecha 1 de enero de 2010 a las 6.00 horas. Estimación realizada en cuatro 
direcciones (0º, 45º, 90º y 135º) para el estudio de la isotropía. 
 
Como se ha comentado previamente, en el presente trabajo nos hemos centrado en la 
modelización y predicción temporal para cada punto de la malla. El análisis espacial presentado 
en este apartado es a modo descriptivo a fin de mostrar la dependencia espacial subyacente en 
los datos de la velocidad del viento y la necesidad de estimar dicha dependencia si se quisiera 
obtener predicciones fuera de los datos observados que no es el objetivo del estudio.  
 
En el próximo apartado, se describen las funciones ortogonales empíricas a partir de las cuales 
se ha reducido la dimensión de los datos y se ha separado la componente temporal y espacial en 
los mismos.  
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3.2 Funciones ortogonales empíricas. 
 
En este apartado se describen las funciones ortogonales empíricas (EOF20 )  en el contexto de 
datos espacio-temporales. Las EOF son uno de los métodos comúnmente utilizados en ciencias 
medio-ambientales para separar la componente espacial y la componente temporal inherentes en 
la gran mayoría de procesos atmosféricos. Adicionalmente, el análisis de las EOF permite 
reducir la dimensión de los datos que es de gran importancia cuando se trabaja con un gran 
volumen de observaciones distribuidas en el espacio y en el tiempo, como es en este caso. 
 
3.2.1 Formulación. 
 
El propósito del análisis EOF es descomponer un proceso continuo en el espacio-tiempo X(t,s), 
que representa la velocidad del viento (m.s-1), a partir de un conjunto de funciones espaciales 
uk(s) y funciones temporales yk(t) como sigue 
 
X(t, s) = yk (t)uk (s)
k=1
M
∑                (7) 
 
donde t y s indican, respectivamente, el tiempo y la localización espacial y M es el número de 
puntos o nodos contenidos en la malla.  
 
El conjunto de datos se puede representar como una matriz X de dimensión n x p. El valor de la 
velocidad del viento en la posición sj y en el momento discreto ti se denota como xij para i=1,..,n 
y j=1,…,p.  
Se define el vector x
_
 como el promedio de la velocidad del viento a lo largo del tiempo para 
cada posición en el espacio como sigue 
 
x = x.1*,..., x. p*( ) = 1n1n
T X               (8) 
 
donde 1n=(1,…,1)T es el vector columna de unos y x*.j es el promedio temporal de la velocidad 
para el punto j de la malla. 
 
Se define la matriz centrada Xc como el resultado de restar a cada componente de la matriz 
original de datos X la media temporal de cada uno de los puntos espaciales, concretamente 
 
Xc = X −1n x = In −
1
n1n1n
T"
#
$
%
&
'X      (9) 
 
donde In es la matriz identidad de orden n. 
 
 
 
 
 
                                                
20 EOF: del inglés, Empirical Orthogonal Functions (Fukuoka 1951, Lorenz 1956). EOF tiene su origen 
en  las ciencias sociales, concretamente en Hotelling (1933) quien introdujo el Análisis de Componentes 
Principales (PCA, del inglés Principal Components Analysis) que es el nombre mayoritariamente 
utilizado. Un mayor detalle puede consultarse en [10]. 
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La matriz de covariancias S viene dada por la siguiente expresión: 
 
                    S = 1n Xc
T Xc                       (10) 
 
y contiene las covariancias sij entre las series temporales para cada par de puntos espaciales 
(si,sj) de la malla.  
 
3.2.2 Cálculo de las EOFs. 
 
El objetivo es obtener una combinación lineal no correlacionada de un conjunto de variables que 
maximice la variancia total. Se trata, por tanto, de resolver el siguiente problema de 
programación lineal: 
 
                                  max (uTSu)   sujeto a  uTu=1       (11) 
 
Los EOFs son obtenidos como la solución al problema de valores propios: Su = λ 2u  
El k-ésimo EOF es simplemente el k-ésimo vector propio uk de la matriz de covariancias S. El 
correspondiente valor propio λk
2  , k=1,…,p es entonces 
 
         λk
2 = ukTSuk =
1
n Xcuk
2
                  (12) 
 
que representa una medida de la variancia de los datos en la dirección uk. 
 
La proyección de la matriz de datos centrada Xc sobre el k-ésimo EOF uk=(uk1,uk2,…,ukp)T, es 
decir, yk=Xcuk es la k-ésima componente temporal principal (en adelante, PC) cuyos elementos 
ytk, t=1,…,n vienen dados por 
 
                 ytk = xtjcukj
j=1
p
∑                            (13) 
 
Una vez calculados los valores y vectores propios de la matriz de covariancias S, los valores 
propios son usualmente ordenados decrecientemente como λ1
2 ≥ λ2
2... ≥ λp2 . El porcentaje de la 
variancia explicada del k-ésimo PC se calcula como sigue 
 
                   100 λk
2
λk
2
k=1
p
∑
%                            (14) 
 
Los EOFs recogen el patrón espacial de los datos y los PCs el patrón temporal. En el siguiente 
gráfico, se muestra los primeros seis EOFs calculados para la velocidad del viento (en m.s-1) 
observada en los 861 puntos desde el Enero de 2009 a Diciembre de 2010 en intervalos de tres 
horas. El porcentaje de variabilidad explicada para los seis primeros EOFs es del 92,50% y el 
primer EOF explica el 64,82% de la variancia total. Se aprecia un claro patrón espacial en la 
velocidad del viento. Por ejemplo, para el primer EOF, se observa tres zonas homogéneas 
diferenciadas: la zona del atlántico oeste tienen valores muy similares pertenecientes al primer 
quintil con altas velocidades del viento; la zona del Mediterráneo tienen valores también muy 
parecidos pertenecientes al tercer quintil correspondientes a velocidades medianas y, finalmente, 
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la zona terrestre tienen valores de EOF correspondientes al penúltimo y último quintil con 
velocidades observadas más bajas.  
 
 
Gráfico 13. Primeros seis EOFs espaciales para la velocidad del viento en una malla de 861 puntos 
desde Enero de 2009 a Diciembre de 2010. Los colores hacen referencia a cada uno de los quintiles 
calculados para cada EOF. 
 
En los gráficos siguientes, se muestran las seis primeras componentes principales que recogen el 
comportamiento temporal del conjunto de datos correspondientes a la velocidad del viento. 
 
Gráfico 14. Componentes temporales principales (PC) correspondientes a los primeros seis EOFs. 
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Tal y como se ha comentado, el cálculo de funciones ortogonales empíricas ha permitido 
separar el proceso temporal y espacial en los datos. Ello permite la posibilidad de modelizar la 
componente temporal (los PCs) siguiendo las técnicas habituales de series temporales. La 
metodología estadística utilizada para la predicción de la componente temporal ha sido la 
estimación de los modelos de volatilidad condicionada. Sin embargo, como se explicará en el 
capítulo 4, debido a la naturaleza de la velocidad del viento, se ha observado un patrón 
estacional en la volatilidad que nos ha llevado a implementar en R un conjunto de rutinas a fin 
de incorporar dicha estacionalidad en el modelo. Una descripción de los modelos de volatilidad 
condicionada se ha expuesto en el siguiente apartado, con especial énfasis en los modelos de 
volatilidad estacional desarrollados y estimados en el trabajo actual.  
 
Finalmente, para predecir el mapa de la velocidad del viento en un momento futuro t+1 en cada 
uno de los puntos de la malla, basta con predecir el valor de cada una de las componentes 
principales en el momento t+1 y utilizar la matriz espacial (EOF) para recuperar los datos 
iniciales, es decir, previos al cálculo de las funciones ortogonales empíricas. Formalmente, la 
predicción en t+1 en el punto de la malla s viene dado por la siguiente expresión: 
 
X(t +1, s) = yk (t +1)uk (s)
k=1
M
∑      (15) 
 
donde yk(t+1) es la predicción de la k-ésima componente principal en t+1 y uk(s) es la matriz de 
EOFs espaciales correspondientes a los vectores propios de la matriz de covariancias. En el 
capítulo 4, apartado 4.2, se muestran los resultados de predicción obtenidos, a corto (3 horas) y 
largo plazo (hasta 24 horas), para la velocidad del viento en el área geográfica de estudio. 
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3.3 Modelos de volatilidad estacional e implementación en R. 
 
Muchos fenómenos atmosféricos, como es el caso de la velocidad del viento, se caracterizan 
primero,  porque el comportamiento de su pasado inmediato suele tener un efecto sobre el 
presente; segundo, porque dicho efecto suele incorporar un patrón estacional; y tercero, porque 
la variabilidad observada no suele ser constante en el tiempo sino que existen periodos de 
tiempo donde la volatilidad es muy alta frente a otros periodos con menor volatilidad. 
Adicionalmente, dicha volatilidad recoge un comportamiento estacional que nos indica que los 
periodos de alta variabilidad suelen repetirse con una cierta periodicidad a lo largo del tiempo, 
habitualmente cada 24 horas. 
 
Para el conjunto de datos correspondientes a la velocidad del viento se ha observado una 
estructura de volatilidad estacional en los residuos al cuadrado21 por lo que el supuesto de 
variancia constante a lo largo del tiempo no es asumible. Si se ignora este patrón de volatilidad 
estacional se incurriría en una incorrecta especificación del modelo. Por otra parte, una 
estimación correcta de la volatilidad en la velocidad del viento tiene gran importancia debido a 
la necesidad, en ocasiones, de predecir el riesgo de no producción de energía eólica debido a 
velocidades extremas (muy altas o demasiado bajas) y para ello es necesario obtener una 
predicción de la variancia, para un tiempo futuro, lo más precisa posible. 
 
En este apartado se describen, inicialmente, los modelos de volatilidad condicionada [11] que 
suponen que la media condicionada de los datos sigue un modelo SARMA y la variancia no es 
constante a lo largo del tiempo sino que sigue un proceso estocástico. Finalmente, se exponen 
los modelos de volatilidad estacional condicionada22 desarrollados y estimados en el actual 
trabajo incluyendo simulaciones de dichos modelos a fin de ilustrar de forma clara la 
exposición.  
 
3.3.1 Procesos GARCH. 
 
La especificación de un modelo GARCH, introducidos originalmente por Engle y Bollerslev 
[29], se formula como sigue: 
 
                                   at =σ tεt                                     (16) 
 
donde εt  es una secuencia de variables aleatorias independientes e idénticamente distribuidas 
con media 0 y variancia 1; σ t es la raíz cuadrada de la variancia condicionada de un proceso 
GARCH, que a continuación se formula formalmente.  
 
Un modelo GARCH se puede entender, de forma sencilla, como una secuencia de números 
generados de una cierta distribución de probabilidad, por ejemplo una Normal, pero en cada 
realización, en lugar de considerar que la variancia es constante, se asume que dicha variancia 
sigue un proceso estocástico. Desde un punto de vista aplicado, en muchos fenómenos 
atmosféricos como el presentado en este estudio, se aprecian periodos de tiempo para los cuales 
la volatilidad es alta seguidos de otros de volatilidad más baja, es decir, se observan clusters de 
volatilidad. Este comportamiento no puede ser estimado a partir de los modelos clásicos de 
                                                
21 Los residuos al cuadrado corresponden a una estimación de la variancia de los errores dado que los 
errores tienen media cero por lo que v(et ) = et2∑ n . 
22 La primera referencia encontrada en la literatura sobre los modelos de volatilidad estacional 
multiplicativos se encuentra en la tesis de Lau [12]. Un trabajo más reciente sobre dichos modelos puede 
consultarse en Doshi [13]. 
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series temporales y es necesario utilizar los modelos de volatilidad condicionada, como por 
ejemplo, un modelo GARCH, a fin de no incurrir en una incorrecta especificación del modelo.   
 
Formalmente, Francq et al. [14], una innovación at sigue un proceso GARCH(p,q) si sus 
primeros 2 momentos condicionales existen y satisfacen: 
 
(i) E(at | au, u<t)=0, t ∈  Ζ  
(ii) Existen las constantes ω , αi  para i=1,…,q, β j  para j=1,…,p tal que 
 
σ t
2 =Var at | au,u < t( ) =ω + αiat−i2 + β jσ t− j2
j=1
p
∑
i=1
q
∑ ,   t ∈  Ζ  (17) 
 
La ecuación anterior puede ser escrita de forma más compacta utilizando los operadores de 
retardo como sigue: 
 
                            σ t
2 =ω +α(B)at2 +β(B)σ t2 ,   t ∈  Ζ              (18) 
 
donde B es el operador de retardo (Biat2 = at−i2  y Biσ t2 =σ t−i2  para un entero i) y α(B) , β(B)  
son polinomios de grado q, p respectivamente: 
 
α(B) = αiBi
i=1
q
∑ , β(B) = β jB j
j=1
p
∑  
 
Si β(B)=0 entonces se tiene que 
 
                                      σ t
2 =ω + αiat−i2
i=1
q
∑                            (19) 
 
que se conoce como proceso ARCH(q) propuesto por Engle [6]. 
 
Considerando el cambio de variable vt = at2 −σ t2 , se obtiene la siguiente expresión: 
 
     at2 = w+ αi +βi( )
i=1
r
∑ at−i2 + vt − β jvt− j
j=1
p
∑ ,    t∈ Ζ                  (20) 
 
donde r=máximo(p,q), con la convención de αi = 0  si i>q yβ j = 0  si j>p. Esta ecuación tiene la 
misma especificación lineal que un modelo ARMA por lo que puede utilizarse todos los 
resultados conocidos sobre estos modelos a las innovaciones al cuadrado ( at2 ). Bajo unos 
supuestos adicionales (por ejemplo, exigiendo estacionariedad de segundo orden23 de at2 ) se 
puede comprobar que si at sigue un proceso GARCH(p,q) entonces at2  sigue un proceso 
ARMA(r,p). 
 
                                                
23 Un proceso Xt se dice que es estacionario de segundo orden si cumple tres condiciones: (i) Su variancia 
es finita, (ii) su esperanza es constante en el tiempo y (iii) su función de covariancia entre Xt y Xt+h con h 
∈ Ζ  solo depende de h, es decir, del número de retardos que distan en el tiempo. El ejemplo más sencillo 
de estacionariedad de segundo orden es un ‘ruido blanco’. Consúltese referencia [14] para un mayor 
detalle. 
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La variancia no condicionada para un proceso GARCH corresponde a la media no condicionada 
del proceso ARMA de las innovaciones al cuadrado y viene dada por la siguiente expresión: 
 
                   Var(at ) = E(at2 ) =
w
1− αi +βi( )
1=1
r
∑
                      (21) 
 
Para garantizar que el proceso tenga una variancia no condicionada positiva es necesario 
imponer la restricción que (αi +βi )<1i=1
r
∑  y que w>0. Adicionalmente, se impone a los restantes 
parámetros αi ≥ 0  y β j ≥ 0 . 
 
En el Gráfico 15 se ha simulado un proceso GARCH(2,1) y en el Gráfico 16 se muestra la 
volatilidad estimada y la observada24 (suavizada) considerando para esta última una media 
móvil de 15 observaciones. Se puede apreciar como la variancia no es constante sino que 
existen realizaciones de alta volatilidad (clusters) seguidas de realizaciones de baja volatilidad.  
 
Gráfico 15. Simulación (1000 realizaciones) de un proceso GARCH(2,1) con los parámetros 
siguientes: ω = 0.50 , α1 = 0.60 , α2 = 0.20  y β1 = 0.10 . 
 
Se puede observar como la volatilidad estimada por el modelo recoge de forma coherente el 
patrón de volatilidad observada en los datos simulados. El hecho que la volatilidad estimada sea 
superior a la observada es debido a que ésta utiliza las últimas 15 observaciones para obtener la 
media de la volatilidad mezclándose, por tanto, periodos de baja y alta variabilidad en el cálculo 
de la misma.  
                                                
24 En el trabajo actual, se denotará de ahora en adelante como volatilidad observada (suavizada) a la 
volatilidad obtenida indirectamente de los datos y calculada utilizando una ventana móvil  de un número 
prefijado de observaciones. Dicha volatilidad se obtiene calculando la variancia de los datos para cada 
traslación de la ventada móvil hasta llegar a la última observación, de forma que se obtiene la variabilidad 
suavizada latente en los datos. Esta volatilidad observada (suavizada) se compara con la volatilidad 
estimada que proviene del modelo. Puesto que la volatilidad suavizada es una media de las últimas 
observaciones, dependiendo de la ventana móvil utilizada, se tiene que ésta suele ser inferior a la 
estimada. Sin embargo, comparar ambas volatilidades es útil para analizar si el patrón de volatilidad 
estimado por el modelo es coherente con la volatilidad suavizada observada de forma indirecta de los 
datos.  
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Gráfico 16. Volatilidad estimada para el proceso GARCH(2,1) simulado versus la volatilidad 
observada (suavizada) considerando una media móvil de 15 observaciones. 
 
3.3.2 Procesos SARMA-GARCH. 
 
Una secuencia de variables aleatorias {yt} siguen un proceso ARMA-GARCH cuando la media 
condicionada del proceso sigue un proceso SARMA pero las innovaciones siguen un proceso 
GARCH. Es una extensión de los modelos clásicos SARMA dado que la variabilidad a lo largo 
del tiempo en lugar de considerarse constante, se asume que sigue un proceso estocástico.  
 
La especificación de un modelo SARMA(P, Q)x(P’,Q’)-GARCH(p,q) se formula como sigue: 
 
                       
Φ(B)ΦS (B)Yt = µ +Θ(B)ΘS (B)at
at =σ tεt
σ t
2 = w+α(B)at2 +β(B)σ t2
                    (22) 
 
donde Φ(B) = 1−φiBi( )i=1
P
∑ , Θ(B) = 1+θ jB j( )j=1
Q
∑  son los polinomios de retardos para la parte 
no estacional de la media condicionada del proceso y ΦS (B) = 1−φS,iBi·S( )i=1
P '
∑ , 
ΘS (B) = 1+θS, jB j ·S( )j=1
Q '
∑  son los polinomios de retardos para la parte estacional donde S es la 
periodicidad. Las innovaciones at siguen un proceso GARCH como se ha descrito en el apartado 
anterior y εt es una secuencia de variables aleatorias independientes e idénticamente distribuidas 
de media 0 y variancia 1. 
 
A continuación, el Gráfico 17 muestra la simulación de un proceso SARMA(2,1)x(2,1)S=8 para 
la media condicionada combinado con un proceso GARCH(0,1) para las innovaciones. 
Utilizando los datos procedentes de esta simulación, se han estimado dos modelos: el primero, 
asume que la media condicionada del proceso es un  SARMA(2,1)x(2,1)S=8 y no se especifica 
ninguna estructura de volatilidad para las innovaciones; el segundo modelo, estima un 
SARMA(2,1)x(2,1)S=8 para la media condicionada combinado con un GARCH(0,1) para las 
innovaciones, que es el modelo teórico del cual provienen las observaciones simuladas. Los 
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resultados obtenidos se presentan en los gráficos 18 y 19. Si observamos el ACF y el PACF 
para los residuos de ambos modelos, se aprecia que no existen prácticamente retardos 
significativos, sin embargo, si analizamos los residuos al cuadrado se observa un retardo 
significativo para el primer modelo puesto que se está ignorando la estructura de volatilidad 
existente en los datos. Por el contrario, para el segundo modelo, el ACF y el PACF de los 
residuos al cuadrado no presentan retardos significativos indicador de que no se da ningún 
patrón de volatilidad en las innovaciones. 
 
Gráfico 17. Simulación (1000 realizaciones) de un proceso SARMA(2,1)x(2,1)s=8 para la media 
condicionada y GARCH(0,1) para las innovaciones con los parámetros siguientes: ω =1 , µ =100 , 
φ1 = 0.40 , φ2 = −0.30 ,  φs,1 = −0.30 ,φs,2 = 0.20 , θ1 = 0.75 , θs,1 = 0.20  y α1 = 0.20 . 
 
Gráfico 18. ACF y PACF para los residuos y residuos al cuadrado a partir de la estimación de un 
modelo SARMA(2,1)x(2,1)s=8 para la media condicionada. El modelo teórico a partir del cual se han 
simulado los datos es un SARMA(2,1)x(2,1)s=8 para la media condicionada y un GARCH(0,1) para 
las innovaciones. 
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Gráfico 19. ACF y PACF para los residuos y residuos al cuadrado estimando un modelo 
SARMA(2,1)x(2,1)s=8 para la media condicionada y un GARCH(0,1) para las innovaciones, modelo 
teórico del cual provienen los datos. 
 
En el siguiente apartado, se describen los modelos de volatilidad estacional multiplicativos que 
corresponden a una extensión de los modelos SARMA-GARCH formulados aquí. 
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3.3.3 Modelos de volatilidad estacional. 
 
Como se ha comentado anteriormente, en muchos fenómenos atmosféricos como la velocidad 
del viento es frecuente observar estacionalidad no solo en la media condicionada del proceso 
sino también en la volatilidad del mismo. Los modelos SARMA-GARCH descritos previamente 
(apartado 3.3.2) son capaces de modelizar la estacionalidad en la media condicionada del 
proceso pero, sin embargo, no incorporan la estacionalidad en la volatilidad. Muchos estudios 
que utilizan estos modelos introducen una variable dummy en la ecuación de volatilidad a fin de 
captar la estacionalidad25. Otros modelos más flexibles pero menos utilizados en la práctica son 
los PGARCH26 que permiten introducir la periodicidad de un fenómeno de estudio a partir de 
una extensión en senos y cosenos.   
 
En el presente estudio, se parte de la formulación de los modelos SARMA-GARCH pero se 
extiende dicha formulación con el objetivo de incorporar la estacionalidad en la volatilidad 
mediante la introducción de un polinomio estacional en la ecuación de la volatilidad. La 
especificación utilizada en este estudio es similar a la sugerida por Lau [12]. Adicionalmente, se 
ha flexibilizado, en la implementación en R llevada a cabo, la distribución del error, 
permitiendo escoger entre la distribución Normal y la distribución T-student estimando, para 
esta última, los grados de libertad mediante la función de verosimilitud. Se ha constatado que la 
distribución T-student es más apropiada para modelizar los procesos de colas pesadas como es 
el caso de la velocidad del viento. 
 
A continuación, se describen los modelos de volatilidad estacional multiplicativos y se 
intercalan resultados procedentes de datos simulados con el fin de entender mejor el 
comportamiento de estos modelos. Finalmente, se explica cómo se ha realizado la estimación a 
partir de la función de verosimilitud condicionada y se validan los resultados comparando los 
parámetros estimados  respecto a los valores teóricos utilizados en la simulación. 
 
Especificación de un modelo SGARCH. 
 
A partir de la formulación del modelo GARCH descrito en el apartado 3.3.1, se ha ampliado  la 
especificación introduciendo un polinomio estacional multiplicativo en la ecuación de la 
volatilidad. Para facilitar la notación posterior, se reparametriza dicho modelo como sigue: 
 
Ω(B) =1−β(B) =1− β jB j
j=1
p
∑  
Ψ(B) =1+α(B) =1+ αiBi
j=1
q
∑  
siendo p y q el orden de los polinomios para la parte no estacional de la volatilidad. 
 
 
 
 
 
 
 
 
                                                
25 Un ejemplo de este enfoque puede consultarse en el estudio de Gil y Maya [15]. 
26 Los PGARCH (Periodic-GARCH) permiten modelizar la estacionalidad en la volatilidad a partir de una 
extensión por senos y cosenos. Un estudio referente puede consultarse en [16]. 
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Asimismo, se definen los respectivos polinomios estacionales como siguen: 
 
Ωs (B) =1− βs, jBs. j
j=1
p '
∑  
Ψ s (B) =1+ αs,iBs.i
j=1
q '
∑  
 
siendo p’ y q’ el orden de los polinomios para la parte estacional de la volatilidad y s la 
periodicidad estacional del proceso. 
 
Un modelo GARCH estacional multiplicativo, de aquí en adelante SGARCH(p,q)x(p’,q’), se 
formula como sigue (véase Lau [12]): 
 
           
                   at =σ tεt
Ωs (B)Ω(B)σ t2 = w+ Ψ s (B)Ψ(B)−1[ ]at2
               (23) 
 
donde εt  es una secuencia de variables aleatorias independientes e idénticamente distribuidas de 
media 0 y variancia 1.  
 
Si las innovaciones at es un proceso estacionario de segundo orden entonces se cumple que 
E(at2 ) = E(σ t2 ) . Bajo dicho supuesto, es fácil calcular la variancia no condicionada como sigue: 
  
          Ωs (B)Ω(B)E(σ t2 ) = w+ Ψ s (B)Ψ(B)−1[ ]E(at2 )        (24) 
 
y considerando que E(at2 ) = E(σ t2 )  se tiene que la variancia no condicionada viene dada por la 
expresión: 
 
E(at2 ) =
w
1+ 1− β j
j=1
p
∑
#
$
%%
&
'
(( 1− βs, j
j=1
p '
∑
#
$
%%
&
'
((− 1+ αi
i=1
q
∑
#
$
%
&
'
( 1+ αs,i
i=1
q '
∑
#
$
%
&
'
(
   (25) 
 
En el Gráfico 20 se muestra la simulación de un proceso SGARCH(1,1)x(1,1)s=8 con 
periodicidad estacional igual a 827. En el Gráfico 21 se presenta el ACF y el PACF para la serie 
simulada de valores al cuadrado. Se puede observar como el ACF y el PACF muestra un 
decrecimiento exponencial muy rápido característicos de los procesos ARMA. Finalmente, se 
observa una estacionalidad de periodicidad igual a 8 y como ésta va decreciendo 
paulatinamente. En el Gráfico 22 se presenta la volatilidad estacional estimada por el modelo 
respecto a la volatilidad observada (suavizada) de acuerdo a una media móvil de 15 
observaciones. La volatilidad estimada por el modelo sigue un comportamiento similar a la 
observada (suavizada) y el hecho que ésta sea sistemáticamente más baja se debe a que la media 
móvil tiene en cuenta las últimas 15 observaciones en su cálculo.  
 
                                                
27 Se ha simulado utilizando una periodicidad estacional de orden igual a 8 porque es la periodicidad 
obtenida para la serie de datos de la velocidad del viento (véase capítulo 4). 
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Gráfico 20. Simulación de 1000 realizaciones de un proceso SGARCH(1,1)x(1,1)s=8 con los 
parámetros siguientes: w =1 , α1 = 0.30 , αs,1 = 0.20 ,  β1 = 0.10  y βs,1 = 0.15 . 
 
Gráfico 21. ACF y PACF para la serie simulada de valores al cuadrado de un proceso 
SGARCH(1,1)x(1,1)s=8 con los parámetros: w =1, α1 = 0.30 , αs,1 = 0.20 , β1 = 0.10  y βs,1 = 0.15 . 
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Gráfico 22. Volatilidad estimada para la simulación de un proceso SGARCH(1,1)x(1,1)s=8 versus la 
volatilidad observada (suavizada) considerando una ventana móvil de 15 observaciones. Los 
parámetros del proceso simulado son: w =1 , α1 = 0.30 , αs,1 = 0.20 , β1 = 0.10  y βs,1 = 0.15 . 
 
Especificación de un modelo SARMA-SGARCH. 
 
La especificación de un modelo SARMA(P,Q)x(P’,Q’)-SGARCH(p,q)x(p’,q’) es muy similar a 
la descrita en el apartado 3.3.2 para los modelos SARMA-GARCH pero incorporando un 
proceso SGARCH para las innovaciones de tal forma que tiene en cuenta el patrón estacional en 
la volatilidad. El modelo completo se formula como sigue: 
 
                   
Φ(B)ΦS (B)Yt = µ +Θ(B)ΘS (B)at
                   at =σ tεt
Ωs (B)Ω(B)σ t2 = w+ Ψ s (B)Ψ(B)−1[ ]at2
                  (26) 
 
donde Φ(B) = 1−φiBi( )i=1
P
∑ , Θ(B) = 1+θ jB j( )j=1
Q
∑  son los polinomios de retardos para la parte no 
estacional de la media del proceso y ΦS (B) = 1−φS,iBi·S( )i=1
P '
∑ , ΘS (B) = 1+θS, jB j ·S( )j=1
Q '
∑  son los 
polinomios de retardos para la parte estacional donde S es la periodicidad. Ω(B) =1− β jB j
j=1
p
∑  y 
Ψ(B) =1+ αiBi
j=1
q
∑  son los polinomios no estacionales del proceso SGARCH. Finalmente, 
Ωs (B) =1− βs, jBs. j
j=1
p '
∑  y Ψ s (B) =1+ αs,iBs.i
j=1
q '
∑  son los polinomios estacionales del proceso 
SGARCH.  
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En el gráfico siguiente se muestra una simulación de un proceso SARMA(1,1)x(1,1)s=8 para la 
media condicionada combinado con un proceso estacional SGARCH(1,1)x(1,1)s=8 para las 
innovaciones. Utilizando los datos procedentes de esta simulación, se han estimado dos 
modelos: el primero, asume que la media condicionada del proceso es un  SARMA(1,1)x(1,1)s=8 
y no se especifica ninguna estructura de volatilidad para las innovaciones; el segundo modelo, 
estima un SARMA(1,1)x(1,1)s=8 para la media condicionada combinado con un 
SGARCH(1,1)x(1,1)s=8 para las innovaciones, que es el modelo teórico del cual provienen las 
observaciones simuladas. Los resultados obtenidos se presentan en los gráficos 24 y 25.  
 
 
Gráfico 23. Simulación de un proceso SARMA(1,1)x(1,1)s=8-SGARCH(1,1)x(1,1)s=8 con los 
siguientes parámetros: ω =1 , µ = 20 , φ1 = 0.30 , φs,1 = 0.20 , θ1 = 0.20 , θs,1 = 0.40 , α1 = 0.20 , 
αs,1 = 0.15 , β1 = 0.30  y βs,1 = 0.10 . 
 
Si observamos el ACF y el PACF para los residuos de ambos modelos, se constata que no 
existen prácticamente retardos significativos, sin embargo, si analizamos los residuos al 
cuadrado se observan autocorrelaciones significativas para el primer modelo en los primeros 
retardos que decrecen rápidamente. Se aprecia también un patrón estacional de periodicidad 
igual a 8 que disminuye de forma rápida. Esto es así puesto que, para el primer modelo, se está 
ignorando el patrón de volatilidad estacional existente en los datos simulados. Por el contrario, 
para el segundo modelo, el ACF y el PACF de los residuos al cuadrado no presentan retardos 
significativos indicador de que no se da ningún patrón de volatilidad en las innovaciones porque 
ya se ha tenido en cuenta en la estimación del modelo. 
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Gráfico 24. ACF y PACF para los residuos y residuos al cuadrado a partir de la estimación de un 
modelo SARMA(1,1)x(1,1)s=8 para los datos simulados.  
 
 
Gráfico 25. ACF y PACF para los residuos y residuos al cuadrado a partir de la estimación de un 
modelo SARMA(1,1)x(1,1)s=8 combinado con un SGARCH(1,1)x(1,1)s=8 para las innovaciones. 
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3.3.4 Estimación a partir de la función de verosimilitud condicionada. 
 
A continuación, se describe el procedimiento programado en R para la estimación de los 
parámetros de un modelo SARMA-SGARCH. Para simplificar la exposición, nos centramos en 
el caso particular de un modelo ARCH pero el resultado puede extenderse al modelo completo 
SARMA-SGARCH. Como veremos, la función de verosimilitud depende de las innovaciones at 
y la variancia condicionada σ t2  y ambas pueden aislarse fácilmente del modelo completo.  
 
Bajo el supuesto de normalidad, la función de verosimilitud de un modelo ARCH(q) es la 
siguiente: 
 
f (a1,...,aT |α) = f (aT | FT−1) f (aT−1 | FT−2 )... f (aq+1 | Fq ) f (a1,...,aq |α)
=
1
2πσ t2t=q+1
T
∏ exp − at
2
2σ t2
#
$
%
&
'
( f (a1,...,aq |α)
  (27) 
 
donde α = (ω,α1,...,αq )'  son el conjunto de parámetros del proceso ARCH; f (a1,...,aq |α)  es la 
función de distribución conjunta de las innovaciones a1,…,aq y Fq es el conjunto de información 
disponible hasta el tiempo q. Dado que la forma exacta de f (a1,...,aq |α)  es complicada, es 
habitual utilizar la función de verosimilitud condicionada (véase Tsay [11]): 
 
f (aq+1,...,aT |α,a1,...,aq ) =
1
2πσ t2
exp − at
2
2σ t2
"
#
$
%
&
'
t=q+1
T
∏       (28) 
 
donde σ t2  puede ser evaluado recursivamente. Si la muestra es suficientemente grande, las 
estimaciones maximizando la verosimilitud condicionada son similares que las obtenidas a 
partir de la función de verosimilitud exacta.  
 
Maximizar la función de verosimilitud condicionada es equivalente a maximizar su logaritmo 
que es mucho más fácil de tratar. La función log-verosímil es la siguiente: 
 
(aq+1,...,aT |α,a1,...,aq ) = −
1
2 ln(2π )−
1
2 ln(σ t
2 )− 12
at2
σ t
2
"
#
$
%
&
'
t=q+1
T
∑      (29) 
 
Dado que el primer término ln(2π )  no afecta a la maximización, la función log-verosímil puede 
expresarse como sigue: 
 
(aq+1,...,aT |α,a1,...,aq ) =
1
2 ln(σ t
2 )+ 12
at2
σ t
2
!
"
#
$
%
&
t=q+1
T
∑      (30) 
 
donde σ t
2 =ω +α1at−12 +...+αqat−q2  puede ser evaluado recursivamente. 
 
Cuando los datos observados presentan una distribución de colas pesadas, el supuesto de 
normalidad no es apropiado. Una distribución mucho más flexible para estos casos suele ser la 
T-student estandarizada28. Sea xv una distribución t-student con v grados de libertad, la variancia 
                                                
28 En la función implementada en R se ha introducido un parámetro de entrada que permite al usuario 
elegir la distribución del término de error entre dos posibilidades: la distribución Normal o la distribución 
de colas pesadas T-student cuyos grados de libertad son estimados también por verosimilitud. 
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Var(xv ) = v v− 2  para v>2 y los residuos estandarizados son εt = xv v v− 2 . La función de 
distribución de εt viene dada por la siguiente expresión: 
 
f (εt | v) =
Γ (v+1) 2[ ]
Γ(v 2) (v− 2)π 1+
εt
2
v− 2
#
$
%
&
'
(
−(v+1)/2
, v > 2                   (31) 
 
donde Γ(x)  es la función gamma. Usando que at =σ tεt  se tiene que la función de verosimilitud 
condicionada de at es la siguiente (véase Tsay [11]): 
 
f (aq+1,...,aT |α,Aq ) =
Γ (v+1) 2[ ]
Γ v 2( ) (v− 2)π
1
σ t
2 1+
at2
(v− 2)σ t2
#
$
%
&
'
(
−(v+1)/2
t=q+1
T
∏    (32) 
 
donde v>2 y Aq=(a1,…,aq). Los grados de libertad de la distribución T-student pueden fijarse, a 
priori, generalmente a un valor entre 4 y 8 o, por el contrario, pueden estimarse conjuntamente 
con el resto de parámetros. En la rutina programada en R se ha optado por la segunda opción, de 
tal forma que la función de distribución estimada dependa únicamente de los datos observados y 
no de un criterio impuesto por el analista.  
 
Si los grados de libertad v de la distribución t-student son fijados entonces la función log-
verosímil condicionada es la siguiente: 
 
   (aq+1,...,aT |α,Aq ) = −
v+1
2 ln 1+
at2
(v− 2)σ t2
"
#
$
%
&
'+
1
2 ln(σ t
2 )
(
)
*
+
,
-
t=q+1
T
∑             (33) 
 
En nuestro caso, dado que se han estimado los grados de libertad conjuntamente con el resto de 
parámetros, la función log-verosímil condicionada que se ha utilizado viene dada por la 
siguiente expresión: 
 
    *(·) = (T − q) ln Γ v+12
#
$
%
&
'
(
)
*
+
,
-
.− ln Γ v2
#
$
%
&
'
(
)
*
+
,
-
.−
1
2 ln (v− 2)π[ ]
/
0
1
2
3
4
+ (·)         (34) 
 
donde *(·) = *(aq+1,...,aT |α,v,Aq )  y (·) = (aq+1,...,aT |α,Aq ) . 
 
En el Gráfico 26 se ha simulado una serie de 1000 realizaciones de un modelo 
SGARCH(0,2)x(0,1)s=8 de la cual se han realizado 1000 réplicas, simulándose en total 
1000x1000 valores. Para cada una de las réplicas, se han estimado los parámetros del modelo 
maximizando la función log-verosímil condicionada. Cada histograma muestra las estimaciones 
en cada una de las réplicas observándose como el promedio de los valores estimado está entorno 
al valor teórico. 
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Gráfico 26. Simulación (1000 realizaciones) de un modelo SGARCH(0,2)x(0,1)s=8 con los siguientes 
parámetros: ω =1 , µ = 20 , α1 = 0.30 , α2 = 0.10  y αs,1 = 0.15 . Cada histograma corresponde a los 
valores estimados del parámetro (1000 réplicas). 
 
En el Gráfico 27 se ha simulado una serie de 1000 realizaciones del modelo completo 
SARMA(1,2)x(1,1)s=8 para la media condicionada combinado con un proceso 
SGARCH(1,1)x(1,1)s=8 para las innovaciones. Se han realizado 200 réplicas de dicho modelo 
simulándose en total 1000x200 valores.  Para cada una de las réplicas, se han estimado los 
parámetros a partir de la función log-verosímil condicionada. Se puede apreciar como el 
promedio de los valores estimados están prácticamente alrededor de su valor teórico. 
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Gráfico 27. Simulación (1000 realizaciones) de un modelo SARMA(1,2)x(1,1)s=8-
SGARCH(1,1)x(1,1)s=8 con los siguientes parámetros: ω =1 , µ = 20 , φ1 = 0.30 , φs,1 = 0.20 , 
θ1 = 0.20 , θ2 = 0.10 , θs,1 = 0.40 , α1 = 0.20 , αs,1 = 0.15 , β1 = 0.30  y βs,1 = 0.10 . Cada histograma 
corresponde a los valores estimados del parámetro (200 réplicas). 
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4 Aplicación a la predicción de la velocidad del viento. 
 
Como se ha descrito en el apartado 3.2, el cálculo de las funciones ortogonales empíricas ha 
permitido, no sólo reducir la dimensión del conjunto de datos, sino también separar el proceso 
espacial y temporal subyacente a los mismos. En los gráficos 13 y 14 se mostraron el patrón 
espacial y temporal, respectivamente, de las primeros 6 EOFs y sus correspondientes 
componentes temporales (PCs).  
 
En este capítulo, se estima, tal y como se ha dicho previamente, un modelo de serie temporal 
para cada una de las 6 componentes principales, que explican el 92,50% de la variabilidad total, 
y se presentan los principales resultados de validación obtenidos (apartados 4.1.1, 4.1.2 y Anexo 
A.). A partir de los modelos estimados se realiza una predicción, para un horizonte temporal 
futuro, de cada componente principal. Finalmente, a partir de la ecuación (15), apartado 3.2.2, 
se recupera la matriz de datos iniciales obteniéndose el mapa espacial con la velocidad del 
viento predicha en cada punto observado29 y en un momento de tiempo futuro (apartado 4.2).  
 
4.1 Estimación de modelos de volatilidad estacional. 
 
Como se mostrará en los próximos apartados, la estructura temporal para el conjunto de datos de 
la velocidad del viento correspondientes a las 6 primeras componentes principales muestran un 
comportamiento común a muchos procesos atmosféricos: colas pesadas, estacionalidad en la 
media condicionada del proceso y un fuerte patrón de volatilidad de carácter estacional.  
 
Se han estimado los modelos de volatilidad estacional (SARMA-SGARCH) descritos en el 
apartado 3.3.3 y se ha asumido la distribución T-student para el término de error que es la que 
mejores resultados de ajuste ha mostrado. A continuación, se presentan los principales 
resultados de estimación de las primeras 2 componentes principales, para el resto de 
componentes principales puede consultarse el Anexo A. 
 
4.1.1 Modelo estimado para la primera componente principal.   
 
A continuación, se muestra un análisis univariante de la primera componente principal, que 
explica un 64,82% de la variabilidad total, y los principales resultados de la estimación del 
modelo así como la validación del mismo a partir del análisis de los residuos.  
 
Previamente, se ha centrado la serie de la primera componente principal restándole su media por 
un mero uso descriptivo ya que los parámetros estimados no varían por ello.  
 
En los gráficos 28 y 29, se muestra un histograma del primer componente principal (PC1) y una 
representación temporal de la misma. Se observa cierta asimetría en la distribución con cola 
pesada hacia la izquierda de la misma. Cabe destacar 2 observaciones extremas con un valor 
muy pequeño correspondientes a un día de finales de marzo de 2009 y a otro día de abril de 
2010 que se aprecia claramente en el gráfico temporal. 
                                                
29 Se han eliminado, para la modelización, el último día de la serie (31-12-2010), que supone un total de 8 
observaciones. La serie de datos utilizada finalmente contiene 5816 observaciones. El día eliminado ha 
sido utilizado para comparar el valor predicho por el modelo con su valor real y comprobar así la 
capacidad predictiva del modelo estimado. 
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Gráfico 28. Histograma del primer componente principal centrado en cero.  
 
 
Gráfico 29. Serie temporal de la primera componente principal centrada en cero. 
 
En la tabla siguiente, se muestran los principales estadísticos de resumen de la serie. 
 
Mínimo 1er Cuartil Mediana Media
3er 
Cuartil Máximo
Desv. 
Típica Asimetría
Exceso de 
Kurtosis
-302,68 -46,27 8,26 0,00 55,94 145,39 73,69 -0,61 0,16
 
Tabla 1. Estadísticos de resumen para la primera componente principal (patrón temporal). 
 
La serie presenta exceso de kurtosis (0,16) respecto a la obtenida si los datos proviniesen de una 
distribución normal. Se ha realizado el test de normalidad de Jarque-Bera obteniéndose un valor 
del estadístico igual a 374,86 con un p-valor inferior a 0,001. Por tanto, se rechaza la hipótesis 
nula de normalidad de la primera componente principal. 
 
A continuación, se describe y valida el modelo propuesto, dentro de la especificación SARMA-
SGARCH, de acuerdo con los datos observados. En primer lugar, se trata de encontrar una 
estructura SARMA para la media condicionada del proceso y, finalmente, estimar un proceso 
SGARCH para los residuos al cuadrado que corresponden a la volatilidad. Cabe mencionar que 
la estimación de los parámetros se realiza de forma conjunta realizando, en el mismo 
procedimiento, la estimación de la media condicionada asi como de la volatilidad. 
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Se ha realizado el test de Dickey-Fuller de raíz unitaria obteniéndose un valor del estadístico 
igual a -15,90 y un p-valor inferior a 0,01. Se rechaza, por tanto, la hipótesis nula de raíz 
unitaria y se opta por no diferenciar de orden 1 la serie. 
 
El test de Box-Ljung sobre la serie rechaza la hipótesis nula de ruido blanco con un p-valor 
inferior a 0,0001. 
 
En el siguiente gráfico, se muestra el ACF y PACF para la primera componente principal 
centrada en cero. En el PACF se observa un patrón estacional de periodicidad igual a 8 que es 
equivalente a una estacionalidad de 24 horas30. Por tanto, la velocidad del viento sigue un patrón 
que se repite de forma periódica cada día. El ACF va descendiendo pero de forma suave. Este 
comportamiento de la ACF unido a que en la estimación se han obtenido valores de algunos 
parámetros del polinomio estacional cercanos a 1 nos ha llevado a tomar una diferencia de 
orden 8 de la serie. En el Gráfico 31, se muestra la distribución de la serie diferenciada que si 
se compara con la obtenida para la serie sin diferenciar (Gráfico 28) es más simétrica y con 
menos cola pesada.   
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Gráfico 30. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para la serie 
temporal de la primera componente principal (PC1). 
                                                
30 La velocidad del viento en la muestra se observa en intervalos de 3 horas. Por tanto, una periodicidad 
igual a 8 equivale a 8x3=24 horas.  
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Gráfico 31. Histograma del primer componente principal con una diferenciación estacional de 
orden 8. 
 
En el siguiente gráfico, se muestra el ACF y el PACF para la serie diferenciada de orden 8. El 
ACF desciende más rápidamente que para la serie sin diferenciar y en el PACF se observa un 
patrón estacional de periodicidad igual a 8 que va descendiendo a medida que aumenta el 
número de retardos. 
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Gráfico 32. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para la primera 
componente principal con una diferenciación estacional de orden 8. 
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El modelo propuesto para la serie de la primera componente principal diferenciada de orden 8 
ha sido un SARMA(1,7)x(0,3)s=8-SGARCH(0,4)x(0,5)s=8 que es el que tiene un menor AIC31, 
concretamente un 52393, de entre todos los modelos estimados. La distribución utilizada para el 
término de error (et) ha sido la T-student que es la que presenta mejores resultados de ajuste 
(véase gráficos 35 y 36). En la tabla siguiente se muestran los parámetros estimados del modelo. 
Todos los coeficientes son estadísticamente significativos con un nivel de confianza del 95%. 
 
 
Parámetros Estimador Error-estándar Estadístico-t
mu 0,2746 0,1198 2,2932
ar1 0,7690 0,0361 21,2799
ma1 0,4682 0,0389 12,0291
ma2 0,3354 0,0462 7,2524
ma3 0,2621 0,0473 5,5438
ma4 0,1877 0,0463 4,0539
ma5 0,1269 0,0423 2,9957
ma6 0,1344 0,0368 3,6497
ma7 0,1166 0,0330 3,5393
sma1 10,7975 0,0315 125,3018
sma2 10,0860 0,0273 13,1458
sma3 10,0788 0,0144 15,4756
w 179,4784 17,8260 10,0683
alpha1 0,1368 0,0191 7,1581
alpha2 0,0549 0,0152 3,6090
alpha3 0,0312 0,0123 2,5345
alpha4 0,0481 0,0154 3,1343
salpha1 0,1254 0,0191 6,5690
salpha2 0,0620 0,0158 3,9265
salpha3 0,0326 0,0140 2,3341
salpha4 0,0542 0,0153 3,5435
salpha5 0,0426 0,0138 3,0889
gl 9,0432 0,9422 9,5981  
 
Tabla 2. Parámetros del modelo SARMA(1,7)x(0,3)s=8-SGARCH(0,4)x(0,5)s=8 estimado para la 
primera componente principal con periodicidad para la componente estacional igual a 8. 
Parámetros estimados: mu=media del proceso; ari=coeficientes del polinomio autoregresivo; 
mai=coeficientes del polinomio de media móvil; smai=coeficientes del polinomio de media móvil 
estacional de orden 8; w=constante de la ecuación de volatilidad; alphai=coeficientes del polinomio 
que actúa sobre las innovaciones al cuadrado (at2); salphai=coeficientes del polinomio estacional de 
orden 8 que actúa sobre las innovaciones al cuadrado (at2); gl=grados de libertad estimados de la 
distribución t-student. 
 
El test de Box-Ljung sobre los residuos del modelo estimado no rechaza la hipótesis nula de 
ruido blanco con un valor del estadístico igual a 5,64 y un p-valor de 0,84. En el Gráfico 33 se 
muestra el ACF y el PACF para los residuos del modelo y no se aprecian autocorrelaciones 
significativas.  
                                                
31 El Criterio de Información de Akaike (AIC), propuesto por Hirotugu Akaike en 1974, es una medida 
relativa de la bondad de ajuste de un modelo estadístico. Se define como AIC=2.[k-lnL] donde k es el 
número de parámetros del modelo y L es el valor de la función de verosimilitud obtenida para el modelo 
estimado. Para un conjunto de modelos estimados, el modelo preferido es aquel que presente un menor 
AIC. Este criterio penaliza el modelo con mayor número de parámetros, es decir, aquellos modelos que 
tiendan a sobreajustar los datos. Consúltese, para más información, la referencia [17].  
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En el Gráfico 34 se presenta el ACF y el PACF para los residuos al cuadrado a fin de analizar 
si existe alguna estructura de volatilidad que no ha sido captada por el modelo. No existen, 
prácticamente, autocorrelaciones significativas, por tanto, se concluye que los residuos no 
presentan ningún patrón de volatilidad. 
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Gráfico 33. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para los residuos 
del modelo estimado para la primera componente principal. 
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Gráfico 34. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para los residuos 
al cuadrado del modelo estimado para la primera componente principal. 
 
En el Gráfico 35 se presenta el QQ-Plot para los residuos del modelo estimado comparando los 
cuantiles muestrales con los teóricos obtenidos de una distribución T-student con 9 grados de 
libertad. En general, los residuos del modelo se ajustan bien al supuesto distribucional T-
student. Como se ha comentado, la muestra obtenida de la velocidad del viento presenta una 
distribución de colas pesadas debido a la existencia de valores extremos, especialmente, para 
valores altos de la velocidad del viento. El supuesto de normalidad no se cumple y la utilización 
de una distribución de colas pesadas permite obtener mejores resultados de ajuste. A fin de 
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justificar la utilización de dicha distribución en lugar de la Normal, en el Gráfico 36 se muestra 
el QQ-Plot para los residuos del modelo estimado suponiendo que los errores se distribuyen 
como una Normal. En las colas, la distribución Normal no ajusta correctamente los datos, 
especialmente en la cola inferior de la distribución, obteniéndose mejor ajuste a partir de una 
distribución T-student. Adicionalmete, el AIC obtenido para el modelo estimado bajo el 
supuesto de normalidad es superior (52545), y por tanto peor, al obtenido con la distribución T-
student (52393). No obstante, existen unas 5 observaciones que no se ajustan a los cuantiles 
teóricos de la distribución T-student y que corresponden a observaciones de la velocidad del 
viento para días de febrero y marzo de 2009 y abril de 2010 que se ha preferido no eliminarlas 
de la modelización. 
 
Gráfico 35. QQ-Plot de los residuos del modelo estimado que compara los cuantiles teóricos de una 
distribución t-student con 9 grados de libertad con los cuantiles muestrales. 
 
Gráfico 36. QQ-Plot para los residuos del modelo estimado bajo el supuesto que los errores se 
distribuyen siguiendo una ley Normal. 
 
A continuación, se justifica la incorporación de una estructura de volatilidad estacional en el 
modelo analizando los residuos al cuadrado de un modelo clásico SARMA para la media 
condicionada sin considerar ningún patrón en la volatilidad, es decir, que la variancia es 
constante a lo largo del tiempo. El modelo estimado para la primera componente principal 
diferenciada de orden 8 es un SARMA(1,7)x(0,3)s=8 y distribución T-student para los errores. 
En el siguiente gráfico se presenta el ACF y el PACF de los residuos al cuadrado. Se aprecia 
autocorrelaciones significativas que decaen a medida que aumenta el número de retardo y un 
patrón estacional en la volatilidad que se repite cada 8 retardos. La introducción de una 
estructura SGARCH para la modelización de la variabilidad del proceso ha permitido eliminar 
el patrón de volatilidad en los residuos (véase Gráfico 34). 
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Gráfico 37. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para los residuos 
al cuadrado del modelo estimado sin introducir una estructura de volatilidad (SGARCH) en la 
especificación del mismo. 
 
Finalmente, en el Gráfico 38 se muestra la variancia condicionada estimada por el modelo 
(volatilidad estimada) y la volatilidad observada (suavizada) a partir de una media móvil. Se 
aprecia como en los periodos donde la serie presenta mayor variabilidad, por ejemplo a finales 
de diciembre de 2009 y 2010, la volatilidad estimada por el modelo es mayor. El modelo 
estimado, por tanto, recoge de forma razonable el patrón de volatilidad observado de forma 
indirecta en los datos.  
!
Tiempo'  
Gráfico 38. Arriba: gráfico temporal de la primera componente principal (PC1). Abajo: volatilidad 
estimada para la primera componente principal (trazado rojo) a partir del modelo ajustado 
SARMA-SGARCH versus la volatilidad observada suavizada (trazado negro) a partir de una media 
móvil de 40 observaciones. 
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4.1.2 Modelo estimado para la segunda componente principal. 
 
A continuación, se muestra el análisis univariante de la segunda componente principal, que 
explica el 18.04% de la variabilidad total, y los principales resultados de la estimación del 
modelo así como la validación del mismo a partir del análisis de los residuos.  
 
Previamente, se ha centrado la serie de la segunda componente principal restándole su media 
por mero uso descriptivo ya que los parámetros estimados no varían por ello.  
 
En el gráfico siguiente, se presenta el histograma de la segunda componente principal (PC2). Si 
se compara con la distribución de la primera componente principal (véase Gráfico 28), la 
segunda componente tiene menos cola pesada y presenta menos asimetría. 
 
Gráfico 39. Histograma de la segunda componente principal centrada en cero. 
 
En el gráfico siguiente se presenta la serie temporal de la segunda componente principal. 
 
Gráfico 40. Serie temporal de la segunda componente principal centrada en cero. 
 
En la tabla siguiente, se muestran los principales estadísticos de resumen de la serie. 
 
Mínimo 1er Cuartil Mediana Media
3er 
Cuartil Máximo
Desv. 
Típica Asimetría
Exceso de 
Kurtosis
-115,07 -28,39 -2,28 0,00 32,17 126,31 38,95 -0,04 -0,70  
Tabla 3. Estadísticos de resumen para la segunda componente principal (patrón temporal). 
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Se ha realizado el test de normalidad de Jarque-Bera obteniéndose un valor del estadístico igual 
a 118,57 con un p-valor inferior a 0,001. Por tanto, se rechaza la hipótesis nula de normalidad 
de la segunda componente principal. 
 
A continuación, se describe y valida el modelo propuesto para la segunda componente principal, 
dentro de la especificación SARMA-SGARCH, de acuerdo a los datos observados. En primer 
lugar, de forma equivalente a lo realizado con la primera componente, se trata de encontrar una 
estructura SARMA para la media condicionada del proceso y, finalmente, estimar un proceso 
SGARCH para los residuos al cuadrado que corresponden a la volatilidad. La estimación de los 
parámetros, nuevamente, se realiza de forma conjunta realizando, en el mismo procedimiento, la 
estimación de la media condicionada así como de la volatilidad. 
 
Se ha realizado el test de Dickey-Fuller de raíz unitaria obteniéndose un valor del estadístico 
igual a -13,14 y un p-valor inferior a 0,01. Se rechaza, por tanto, la hipótesis nula de raíz 
unitaria y se opta por no diferenciar de orden 1 la serie. 
 
El test de Box-Ljung sobre la serie rechaza la hipótesis nula de ruido blanco con un p-valor 
inferior a 0,0001. 
 
En el siguiente gráfico, se muestra el ACF y PACF para la segunda componente principal 
centrada en cero. En el PACF se observa un patrón estacional de periodicidad igual a 8 retardos. 
Por tanto, la velocidad del viento sigue un patrón que se repite de forma periódica cada 24 horas 
(8x3). El ACF va descendiendo pero de forma suave. Este comportamiento de la ACF unido a 
que en la estimación se han obtenido valores de algunos parámetros del polinomio estacional 
cercanos a 1 nos ha llevado a tomar una diferencia estacional de orden 8. En el Gráfico 42, se 
muestra la distribución de la serie diferenciada.  
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Gráfico 41. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para la serie 
temporal de la segunda componente principal (PC2). 
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Gráfico 42. Histograma de la segunda componente principal con una diferenciación estacional de 
orden 8. 
 
En el siguiente gráfico, se muestra el ACF y el PACF para la serie diferenciada de orden 8. El 
ACF desciende más rápidamente que para la serie sin diferenciar y en el PACF se observa un 
patrón estacional de periodicidad igual a 8 que va descendiendo a medida que aumenta el 
número de retardos. 
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Gráfico 43. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para la segunda 
componente principal con una diferenciación estacional de orden 8. 
 
El modelo propuesto para la serie de la segunda componente principal diferenciada de orden 8 
ha sido un SARMA(1,3)x(0,3)s=8-SGARCH(2,2)x(0,2)s=8 que es el que tiene un menor AIC, 
concretamente 48000, de entre todos los modelos estimados. La distribución utilizada para el 
término de error (εt ) ha sido la T-student que es la que presenta mejores resultados de ajuste 
(véase gráficos 46 y 47). En la tabla siguiente se muestran los parámetros estimados del modelo. 
Todos los coeficientes, a excepción de dos de ellos, son significativos estadísticamente con un 
nivel de confianza del 95%. 
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Parámetros Estimador Error-estándar Estadístico-t
mu #0,3635 0,1428 #2,5450
ar1 0,9352 0,0063 148,6087
ma1 0,0559 0,0158 3,5491
ma2 #0,0832 0,0153 #5,4332
ma3 #0,0420 0,0146 #2,8876
sma1 #0,8803 0,0135 #65,2500
sma2 #0,0422 0,0169 #2,5001
sma3 #0,0252 0,0126 #1,9960
w 38,5665 8,7550 4,4051
alpha1 0,1465 0,0208 7,0410
alpha2 0,0785 0,0335 2,3453
salpha1* 0,0242 0,0151 1,6068
salpha2 0,0395 0,0110 3,5915
beta1* 0,0871 0,1736 0,5015
beta2 0,4695 0,1326 3,5410
gl 7,1637 0,6341 11,2971  
 
Tabla 4. Parámetros del modelo SARMA(1,3)x(0,3)s=8-SGARCH(2,2)x(0,2)s=8 estimado para la 
segunda componente principal con periodicidad estacional igual a 8. Los parámetros con un 
asterisco (*) no son significativos con un nivel de confianza del 95%. Parámetros estimados: 
mu=media del proceso; ari=coeficientes del polinomio autoregresivo; mai=coeficientes del 
polinomio de media móvil; smai=coeficientes del polinomio de media móvil estacional de orden 8; 
w=constante de la ecuación de volatilidad; alphai=coeficientes del polinomio que actúa sobre las 
innovaciones al cuadrado (at2); salphai=coeficientes del polinomio estacional de orden 8 que actúa 
sobre las innovaciones al cuadrado (at2); betai=coeficientes del polinomio que actúa sobre las 
variancias al cuadrado (σ t
2 ); gl=grados de libertad estimados de la distribución t-student.  
 
El test de Box-Ljung sobre los residuos del modelo estimado no rechaza la hipótesis nula de 
ruido blanco con un valor del estadístico igual a 9,09 y un p-valor de 0,52. En el Gráfico 44 se 
muestra el ACF y el PACF para los residuos del modelo y no se aprecian autocorrelaciones 
significativas.  
 
En el Gráfico 45 se presenta el ACF y el PACF para los residuos al cuadrado a fin de analizar 
si existe alguna estructura de volatilidad que no ha sido captada por el modelo. No existen, 
prácticamente, autocorrelaciones significativas, por tanto, se concluye que los residuos del 
modelo estimado no presentan ningún patrón de volatilidad destacable. 
 
 
MEIO-UPC 
__________________________________________________________________________________________  
 
 
52 
 
0 10 20 30 40 50 60
-0
.0
3
Lag
A
C
F
ACF residuos del modelo
0 10 20 30 40 50 60
-0
.0
3
Lag
P
ar
tia
l A
C
F
PACF residuos del modelo
 
Gráfico 44. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para los residuos 
del modelo estimado para la segunda componente principal. 
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Gráfico 45. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para los residuos 
al cuadrado del modelo estimado para la segunda componente principal. 
 
En el Gráfico 46 se presenta el QQ-Plot para los residuos del modelo estimado comparando los 
cuantiles muestrales con los teóricos obtenidos de una distribución T-student con 7 grados de 
libertad. En general, los residuos del modelo se ajustan bien al supuesto distribucional T-
student. A fin de justificar la utilización de dicha distribución en lugar de la Normal, en el 
Gráfico 47 se muestra el QQ-Plot para los residuos del modelo estimado suponiendo que los 
errores se distribuyen como una Normal. En las colas, la distribución Normal no ajusta 
correctamente los datos obteniéndose mejor ajuste a partir de una distribución T-student. 
Adicionalmete, el AIC obtenido para el modelo estimado bajo el supuesto de normalidad 
(48212) es superior al obtenido con la distribución T-student (48000). 
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Gráfico 46. QQ-Plot de los residuos del modelo estimado que compara los cuantiles teóricos de una 
distribución t-student con 7 grados de libertad con los cuantiles muestrales. 
 
Gráfico 47. QQ-Plot para los residuos del modelo estimado bajo el supuesto que los errores se 
distribuyen siguiendo una ley Normal. 
 
A continuación, se justifica la incorporación de una estructura de volatilidad estacional en el 
modelo analizando los residuos al cuadrado de un modelo clásico SARMA para la media 
condicionada sin considerar ningún patrón en la volatilidad, es decir, asumiendo que la 
variancia es constante a lo largo del tiempo. El modelo estimado para la segunda componente 
principal diferenciada de orden 8 es un SARMA(1,3)x(0,3)s=8 y distribución T-student para los 
errores. En el siguiente gráfico se presenta el ACF y el PACF de los residuos al cuadrado. Se 
aprecian autocorrelaciones significativas que decaen a medida que aumenta el número de 
retardos y un patrón estacional en la volatilidad que se repite cada 8 retardos. La introducción de 
una estructura SGARCH para la modelización de la variabilidad del proceso ha permitido 
eliminar el patrón de volatilidad en los residuos (véase Gráfico 45).  
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Gráfico 48. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para los residuos 
al cuadrado del modelo estimado sin introducir una estructura de volatilidad (SGARCH) en la 
especificación del mismo. 
 
Finalmente, en el Gráfico 49 se muestra la variancia condicionada estimada por el modelo 
(volatilidad estimada) y la volatilidad observada (suavizada) a partir de una media móvil. Se 
aprecia como en los periodos donde la serie presenta mayor variabilidad, la volatilidad estimada 
por el modelo es más grande. El modelo estimado, por tanto, recoge de forma razonable el 
patrón de volatilidad observado de forma indirecta en los datos. 
1"En"2009( 1"Dic"2009( 30"Dic"2010(
Tiempo(
Vola5lidad(obs.(
Vola5lidad(est.(  
 
Gráfico 49. Arriba: gráfico temporal de la segunda componente principal (PC2). Abajo: volatilidad 
estimada para la segunda componente principal (trazado rojo) a partir del modelo ajustado 
SARMA-SGARCH versus la volatilidad observada suavizada (trazado negro) a partir de una media 
móvil de 40 observaciones. 
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4.2 Predicción de la velocidad del viento. 
 
A continuación se muestran los resultados obtenidos para la predicción de la velocidad del 
viento. Como se ha comentado previamente, se han eliminado de la modelización todos los 
valores observados del día 31 de Diciembre de 2010, en total 8 observaciones, para poder 
verificar la calidad predictiva del modelo. Por un lado, se han obtenido las predicciones a largo 
plazo (out-of-sample) actualizando, recursivamente, la información utilizada por el modelo a 
partir de las predicciones previas. Por tanto, a medida que aumenta el horizonte de la predicción, 
ésta va empeorando paulatinamente debido a que los datos utilizados por el modelo son las 
propias predicciones obtenidas previamente en un paso anterior. Por otro lado, se ha realizado 
también la predicción para el día 30 de Diciembre a las 21.00 horas, última observación que ha 
entrado en el modelo, y se ha comparado con su valor real (in sample). 
 
En el Gráfico 50 se muestran los mapas de la velocidad del viento observada y predicha desde 
las 21 horas del día 30 de Diciembre de 2010 hasta las 21 horas del 31 de Diciembre de 2010, 
tomados en intervalos de 3 horas. En el Gráfico 51 se presentan los errores de predicción 
calculados como la diferencia entre el valor real y el valor predicho. También se muestran los 
errores en valor absoluto para analizar realmente cuán cerca estamos del valor real pero sin 
tener en cuenta si la predicción está por encima o por debajo del valor real. La predicción a 3 
horas (día 31 a las 00:00 horas) es realmente buena y no se aprecian correlaciones espaciales y, 
a partir de aquí, a medida que aumenta el horizonte de predicción, las predicciones van 
empeorando debido a que la información utilizada por el modelo son ya las predicciones 
calculadas en los pasos anteriores de tal forma que los errores se van acumulando. 
 
El deterioro de las predicciones a medida que aumenta el horizonte de predicción pone de 
manifiesto la importancia de actualizar la información del modelo a medida que llegan nuevos 
datos observados. Seguramente, en algunos ámbitos, puede resultar costoso actualizar la 
información de los sistemas predictivos. El coste de no actualizar la información con datos 
realmente observados es, como se ha comentado, un empobrecimiento de las predicciones a 
largo plazo ya que éstas deben ser enriquecidas con las predicciones obtenidas previamente. Sin 
embargo, el coste de actualizar la información con datos reales es, principalmente, 
computacional pero también económico ya que es necesaria una determinada infraestructura 
para poder recoger dicha información y almacenarla. Al final debe encontrarse un equilibrio 
entre el beneficio de obtener unas predicciones más precisas y el coste de actualizar la 
información en tiempo real. 
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Gráfico 50. Mapas de la velocidad del viento observada y predicha en intervalos de 3 horas desde el 
día 30 de Diciembre de 2010 a las 21 horas hasta el día 31 de Diciembre de 2010 a las 21 horas. Las 
tonalidades amarillas corresponden a velocidades del viento altas y los tonos azulados-negros a 
velocidades bajas. 
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Gráfico 51. Errores de predicción del modelo (arriba: sin tomar valor absoluto; abajo: en valor 
absoluto) desde el día 30 de Diciembre de 2010 a las 21 horas hasta el día 31 de Diciembre de 2010 a 
las 21 horas, en intervalos de 3 horas.  
 
Finalmente, en el siguiente gráfico se justifica visualmente el beneficio que un modelo 
estadístico puede aportar respecto a no considerar ningún modelo. Se han calculado los errores 
de predicción del modelo estimado (panel de arriba) como la diferencia, en valor absoluto, entre 
la velocidad del viento observada y la predicha por el modelo para el día 31 de Diciembre a las 
00:00 horas. De forma similar, se ha calculado el error, también en valor absoluto, pero en lugar 
de considerar la predicción procedente del modelo se ha utilizado como valor predicho la media 
histórica de la velocidad del viento para cada localización espacial. Se aprecia, claramente, 
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como los errores son más pequeños si se utiliza como predicción el valor procedente del modelo 
estadístico.  
 
 
Gráfico 52. Arriba: errores de predicción para el día 31-12-2010 a las 00:00 horas calculados como 
la diferencia, en valor absoluto, entre la velocidad del viento observada y la predicha por el modelo 
estimado. Abajo: errores para el día 31-12-2010 a las 00:00 horas calculados como la diferencia, en 
valor absoluto, entre la velocidad del viento observada y su media histórica en cada localización.  
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5 Conclusiones 
 
La principal conclusión del trabajo realizado es que la estimación de un modelo estadístico ha 
posibilitado la obtención de predicciones espacio-temporales más precisas en términos de error 
de predicción. En el gráfico 52, se comparan los errores del modelo obtenidos para el día 31 de 
Diciembre de 2010 a las 24 horas respecto a los errores si se hubiese utilizado una media 
histórica, es decir, sin considerar ningún modelo: los errores del modelo estadístico son 
claramente inferiores. Como se ha comentado en el capítulo 1, una predicción más precisa de la 
velocidad del viento es de vital importancia, por ejemplo, en la planificación energética. Un 
déficit de energía eólica producida conlleva que se tenga que comprar, en los mercados 
internacionales, la energía necesaria para cubrir la demanda a un precio que fluctúa 
continuamente  y un exceso provoca una serie de costes operativos que reduce la rentabilidad 
del proceso de generación a partir de un cierto umbral de sobre-producción.   
 
Desde un punto de vista estadístico, se concluye que el cálculo de las funciones ortogonales 
empíricas ha permitido, en primer lugar, reducir la dimensión de dicha información y, en 
segundo lugar, separar las componentes temporal (PC) y espacial (EOF) intrínsecas a los datos. 
Los modelos de volatilidad estacional condicionada estimados e implementados en este trabajo 
han permitido modelizar el comportamiento observado en la velocidad del viento y la validación 
de dichos modelos ha sido satisfactoria.  
 
Las 6 primeras componentes principales explican el 92,50% de la variabilidad total y la primera, 
por si sola, explica el 64,82%. En los gráficos 13 y 14 se muestran cada una de las componentes 
temporales y espaciales para el conjunto de datos analizados: en el primer EOF, se aprecia un 
patrón espacial en el cual se observan velocidades del viento superiores en las zonas marítimas, 
especialmente del Atlántico y menores en zonas terrestres.  
 
En el análisis de la componente temporal observada para la velocidad del viento se ha podido 
constatar las siguientes características: primero, la media condicionada del proceso tiene un 
componente autoregresivo estacional de orden 8, es decir, un patrón que se repite cada 24 horas 
(8x3);  segundo, se observan colas pesadas y el supuesto de normalidad no se ajusta bien a los 
datos; tercero y último, un fuerte patrón de volatilidad en los residuos al cuadrado y con 
estacionalidad. En los gráficos 33 y 34, se muestran el ACF y PACF para los residuos y 
residuos al cuadrado del modelo estimado para la primera componente principal. No se aprecia 
ninguna estructura ni en los residuos ni en los residuos al cuadrado que pueda ser extraída de los 
mismos. Comparativamente, en el gráfico 37 se muestra el ACF y PACF para los residuos al 
cuadrado para el mismo modelo pero sin especificar ninguna estructura de volatilidad: existen 
autocorrelaciones significativas y de carácter estacional que justifican la estimación de un 
modelo de volatilidad estacional como el propuesto. Por otra parte, la utilización de la 
distribución T-student para el ajuste de distribuciones con colas pesadas ha sido satisfactoria: en 
los gráficos 35 y 36 se presentan, para la primera componente principal, los QQ-Plots 
suponiendo una distribución de los errores Gaussiana y T-Student apreciándose como esta 
última presenta mejores resultados de ajuste. 
 
Se ha estimado, para cada componente principal, el proceso de volatilidad latente en los datos: 
por ejemplo, para la primera componente principal, se muestra en el gráfico 38 la volatilidad 
estacional condicionada estimada y la observada (suavizada) de acuerdo a una media móvil. El 
patrón de volatilidad estimado sigue un comportamiento coherente con el observado y se 
aprecia claramente como dicha volatilidad no es constante a lo largo del tiempo lo que justifica 
la utilización de los modelos de volatilidad condicionada como los propuestos. 
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6 Líneas futuras 
 
A continuación, se exponen las líneas futuras de investigación que podrían llevarse a cabo 
tomando como base el trabajo expuesto. En primer lugar, se ha constatado que la velocidad del 
viento puede venir explicada por otras variables explicativas como la presión atmosférica o la 
temperatura (véase gráfico 10). Un estudio interesante para llevar a cabo consistiría en explorar 
las técnicas EOF multivariantes para reducir la dimensión de un conjunto de variables 
consideradas en el tiempo y en el espacio. Como referencia, Kutzbach [22] utiliza un análisis 
EOF considerando, de forma conjunta, diferentes variables meteorológicas espacio-temporales. 
Cressie [1] expone que este enfoque tiene una limitación práctica y es el crecimiento de la 
matriz de covariancias al añadir una variable adicional en el análisis. En este sentido, Bretherton 
et al. [23] comparan diferentes métodos multivariantes como el análisis de correlaciones 
canónicas y puede ser un buen punto de partida. 
 
Por otro lado, se ha calculado la correlación cruzada entre la serie de la volatilidad estimada 
para la primera y la segunda componente temporal existiendo correlaciones estadísticamente 
significativas entre ambas. Una línea de investigación sería estudiar modelos de volatilidad 
estocástica multivariantes para tener en cuenta dichas correlaciones. Meyer y Yu [31] muestran 
cómo estimar bajo un enfoque bayesiano los modelos de volatilidad estocástica multivariantes. 
Otra referencia, a modo introductorio, sobre estos modelos, puede consultarse también en 
Bauwens et al. [30]. 
 
Finalmente, destacar que en el actual trabajo no se ha realizado una predicción espacial fuera de 
los puntos espaciales observados. Este aspecto, se conoce en la literatura como Kriging espacial, 
y consiste en interpolar valores situados entre las localizaciones espaciales obteniendo una 
predicción continua en todo el área de estudio. A partir de la componente espacial (EOF) 
analizada en este trabajo, pueden aplicarse las técnicas de Kriging y extender las predicciones 
fuera de los puntos observados. Una referencia clásica al respecto es Ripley [25] en donde se 
puede encontrar una descripción extensa de este tipo de análisis. 
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Anexo A. Modelos estimados para el resto de PCs. 
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A.1 Modelo de volatilidad estacional para la tercera componente 
(PC3). 
 
A continuación, se muestran los principales resultados obtenidos en la modelización de la 
tercera componente principal (PC3).  
 
Previamente, tal y como se ha realizado para las dos primeras componentes, se ha centrado la 
serie restándole su media sin que ello tenga ningún impacto en la estimación de los parámetros.  
 
En primer lugar, se presenta el histograma de la tercera componente principal y un gráfico 
temporal de la misma. 
 
 
Gráfico 53. Arriba: Histograma de la tercera componente principal. Abajo: serie temporal 
centrada en cero. 
 
A continuación, en la tabla siguiente, se muestran los principales estadísticos de resumen de la 
serie. 
 
Mínimo 1er Cuartil Mediana Media
3er 
Cuartil Máximo
Desv. 
Típica Asimetría
Exceso de 
Kurtosis
-85,46 -11,28 -0,93 0,00 10,94 75,82 16,59 0,20 0,15  
Tabla 5. Estadísticos de resumen para la tercera componente principal (patrón temporal). 
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Se ha realizado el test de normalidad de Jarque-Bera obteniéndose un valor del estadístico igual 
a 42,90 con un p-valor inferior a 0,001. Por tanto, se rechaza la hipótesis nula de normalidad de 
la tercera componente principal. 
 
A continuación, se describe y valida el modelo propuesto, dentro de la especificación SARMA-
SGARCH, para el conjunto de datos observados. En primer lugar, se trata de encontrar una 
estructura SARMA para la media condicionada del proceso y, finalmente, estimar un proceso 
SGARCH para los residuos al cuadrado que corresponden a la volatilidad. La estimación de los 
parámetros se realiza de forma conjunta realizando, en el mismo procedimiento, la estimación 
de la media condicionada así como de la volatilidad. 
 
Se ha realizado el test de Dickey-Fuller de raíz unitaria obteniéndose un valor del estadístico 
igual a -14,95 y un p-valor inferior a 0,01. Se rechaza, por tanto, la hipótesis nula de raíz 
unitaria y se opta por no diferenciar de orden 1 la serie. 
 
El test de Box-Ljung sobre la serie rechaza la hipótesis nula de ruido blanco con un p-valor 
inferior a 0,0001. 
 
En el siguiente gráfico, se muestra el ACF y PACF para la tercera componente principal 
centrada en cero. Tanto en el ACF como en el PACF se observa un patrón estacional de 
periodicidad igual a 8. El ACF va descendiendo pero de forma muy suave. Este comportamiento 
de la ACF unido a que en la estimación se han obtenido valores de algunos parámetros del 
polinomio estacional cercanos a 1 nos ha llevado a tomar una diferencia estacional de orden 8. 
En el Gráfico 55, se muestra la distribución de la serie diferenciada.  
 
Gráfico 54. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para la serie 
temporal de la tercera componente principal (PC3). 
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Gráfico 55. Histograma tercera componente principal con una diferenciación estacional de orden 8. 
 
En el siguiente gráfico, se muestra el ACF y el PACF para la serie diferenciada de orden 8. El 
ACF desciende más rápidamente que para la serie sin diferenciar y se observa una patrón 
estacional de periodicidad igual a 8 que va descendiendo a medida que aumenta el número de 
retardos. 
 
Gráfico 56. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para la tercera 
componente principal con una diferenciación estacional de orden 8. 
 
El modelo propuesto para la serie de la tercera componente principal diferenciada de orden 8 ha 
sido un SARMA(3,1)x(0,2)s=8-SGARCH(2,1)x(0,3)s=8 que es el que tiene un menor AIC, 
concretamente 41443, de entre todos los modelos estimados. La distribución utilizada para el 
término de error (et) ha sido la T-student que es la que presenta mejores resultados de ajuste 
(véase gráficos 59 y 60). En la tabla siguiente se muestran los parámetros estimados del modelo. 
Todos los coeficientes, a excepción de dos de ellos, son estadísticamente significativos con un 
nivel de confianza del 95%. 
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Parámetros Estimador Error-estándar Estadístico-t
mu* 0,0133 0,0306 0,4333
ar1 1,4787 0,0880 16,8042
ar2 /0,6422 0,0692 /9,2825
ar3 0,0872 0,0138 6,3074
ma1 /0,6902 0,0876 /7,8777
sma1 /0,8653 0,0139 /62,2584
sma2 /0,0646 0,0136 /4,7458
w 15,5097 3,1620 4,9050
alpha1 0,1495 0,0196 7,6177
salpha1 0,0305 0,0126 2,4316
salpha2 0,0235 0,0105 2,2290
salpha3* 0,0156 0,0089 1,7426
beta1 0,3324 0,1069 3,1085
beta2 0,2442 0,1006 2,4272
gl 8,6185 0,8548 10,0828  
 
Tabla 6. Parámetros del modelo SARMA(3,1)x(0,2)s=8-SGARCH(2,1)x(0,3)s=8 estimado para la 
tercera componente principal con periodicidad estacional igual a 8. Los parámetros con un 
asterisco (*) no son significativos con un nivel de confianza del 95%. Parámetros estimados: 
mu=media del proceso; ari=coeficientes del polinomio autoregresivo; mai=coeficientes del 
polinomio de media móvil; smai=coeficientes del polinomio de media móvil estacional de orden 8; 
w=constante de la ecuación de volatilidad; alphai=coeficientes del polinomio que actúa sobre las 
innovaciones al cuadrado (at2); salphai=coeficientes del polinomio estacional de orden 8 que actúa 
sobre las innovaciones al cuadrado (at2); betai=coeficientes del polinomio que actúa sobre las 
variancias al cuadrado (σ t
2 ); gl=grados de libertad estimados de la distribución t-student.  
 
El test de Box-Ljung sobre los residuos del modelo estimado no rechaza la hipótesis nula de 
ruido blanco con un valor del estadístico igual a 5,30 y un p-valor de 0,87. En el Gráfico 57 se 
muestra el ACF y el PACF para los residuos del modelo y no se aprecian autocorrelaciones 
significativas.  
 
En el Gráfico 58 se presenta el ACF y el PACF para los residuos al cuadrado a fin de analizar 
si existe alguna estructura de volatilidad que no ha sido captada por el modelo. No existen 
autocorrelaciones significativas, por tanto, se concluye que los residuos del modelo estimado no 
presentan ningún patrón de volatilidad. 
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Gráfico 57. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para los residuos 
del modelo estimado para la tercera componente principal. 
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Gráfico 58. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para los residuos 
al cuadrado del modelo estimado para la tercera componente principal. 
 
En el Gráfico 59 se presenta el QQ-Plot para los residuos del modelo estimado comparando los 
cuantiles muestrales con los teóricos obtenidos de una distribución T-student con 8 grados de 
libertad. En general, los residuos del modelo se ajustan bien al supuesto distribucional T-
student. A fin de justificar la utilización de dicha distribución en lugar de la Normal, en el 
Gráfico 60 se muestra el QQ-Plot para los residuos del modelo estimado suponiendo que los 
errores se distribuyen como una Normal. En las colas, la distribución Normal no ajusta 
correctamente los datos obteniéndose mejor ajuste a partir de la distribución T-student. 
Adicionalmete, el AIC obtenido para el modelo estimado bajo el supuesto de normalidad 
(41696) es superior al obtenido con la distribución T-student (41443). 
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Gráfico 59. QQ-Plot de los residuos del modelo estimado que compara los cuantiles teóricos de una 
distribución t-student con 8 grados de libertad con los cuantiles muestrales. 
 
Gráfico 60. QQ-Plot para los residuos del modelo estimado bajo el supuesto que los errores se 
distribuyen siguiendo una ley Normal. 
 
A continuación, se justifica la incorporación de una estructura de volatilidad estacional en el 
modelo analizando los residuos al cuadrado de un modelo clásico SARMA para la media 
condicionada sin considerar ningún patrón en la volatilidad, es decir, que la variancia es 
constante a lo largo del tiempo. El modelo estimado para la tercera componente principal 
diferenciada de orden 8 es un SARMA(3,1)x(0,2)s=8 y distribución T-student para los errores. 
En el siguiente gráfico se presenta el ACF y el PACF de los residuos al cuadrado. Se aprecian 
autocorrelaciones significativas que decaen a medida que aumenta el número de retardo y un 
patrón estacional en la volatilidad que se repite cada 8 retardos. La introducción de una 
estructura SGARCH para la modelización de la variabilidad del proceso ha permitido eliminar 
el patrón de volatilidad en los residuos (véase Gráfico 58).  
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Gráfico 61. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para los residuos 
al cuadrado del modelo estimado sin introducir una estructura de volatilidad (SGARCH) en la 
especificación del mismo. 
 
Finalmente, en el Gráfico 62 se muestra la variancia condicionada estimada por el modelo 
(volatilidad estimada) y la volatilidad observada (suavizada) a partir de una media móvil. Se 
observa como en los periodos donde la serie presenta mayor variabilidad, la volatilidad estimada 
por el modelo es más grande. El modelo estimado, por tanto, recoge de forma razonable el 
patrón de volatilidad observado de forma indirecta en los datos.  
1"Enero"2009+ 1"Enero"2010+ 30"Dic"2010+
Tiempo+ Vola6lidad+obs.+
Vola6lidad+est.+  
 
Gráfico 62. Arriba: gráfico temporal de la tercera componente principal (PC3). Abajo: volatilidad 
estimada para la tercera componente principal (trazado rojo) a partir del modelo ajustado 
SARMA-SGARCH versus la volatilidad observada (trazado negro) a partir de una media móvil de 
40 observaciones. 
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A.2 Modelo de volatilidad estacional para la cuarta componente 
(PC4). 
 
A continuación, se muestran los principales resultados obtenidos en la modelización de la cuarta 
componente principal (PC4).  
 
Nuevamente, se ha centrado la serie restándole su media sin que ello tenga ningún impacto en la 
estimación de los parámetros.  
 
En primer lugar, se presenta el histograma de la cuarta componente principal y un gráfico 
temporal de la misma. 
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Gráfico 63. Arriba: Histograma de la cuarta componente principal. Abajo: serie temporal centrada 
en cero. 
 
A continuación, en la tabla siguiente, se muestran los principales estadísticos de resumen de la 
serie. 
 
Mínimo 1er Cuartil Mediana Media
3er 
Cuartil Máximo
Desv. 
Típica Asimetría
Exceso de 
Kurtosis
-67,88 -9,78 -0,62 0,00 9,38 60,00 14,78 0,19 0,32  
Tabla 7. Estadísticos de resumen para la cuarta componente principal (patrón temporal). 
 
Se ha realizado el test de normalidad de Jarque-Bera obteniéndose un valor del estadístico igual 
a 58,26 con un p-valor inferior a 0,001. Por tanto, se rechaza la hipótesis nula de normalidad de 
la cuarta componente principal. 
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A continuación, se describe y valida el modelo propuesto, dentro de la especificación SARMA-
SGARCH, para el conjunto de datos observados. En primer lugar, se trata de encontrar una 
estructura SARMA para la media condicionada del proceso y, finalmente, estimar un proceso 
SGARCH para los residuos al cuadrado que corresponden a la volatilidad. La estimación de los 
parámetros se realiza de forma conjunta realizando, en el mismo procedimiento, la estimación 
de la media condicionada así como de la volatilidad. 
 
Se ha realizado el test de Dickey-Fuller de raíz unitaria obteniéndose un valor del estadístico 
igual a -15,17 y un p-valor inferior a 0,01. Se rechaza, por tanto, la hipótesis nula de raíz 
unitaria y se opta por no diferenciar de orden 1 la serie. 
 
El test de Box-Ljung sobre la serie rechaza la hipótesis nula de ruido blanco con un p-valor 
inferior a 0,0001. 
 
En el siguiente gráfico, se muestra el ACF y PACF para la cuarta componente principal centrada 
en el cero. En el PACF se observa un patrón estacional de periodicidad igual a 8 retardos. El 
ACF va descendiendo de forma muy suave. Este comportamiento de la ACF unido a que en la 
estimación se han obtenido valores de algunos parámetros del polinomio estacional cercanos a 1 
nos ha llevado a tomar una diferencia estacional de orden 8. En el Gráfico 65, se muestra la 
distribución de la serie diferenciada.  
 
Gráfico 64. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para la serie 
temporal de la cuarta componente principal (PC4). 
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Gráfico 65. Histograma cuarta componente principal con una diferenciación estacional de orden 8. 
 
En el siguiente gráfico, se muestra el ACF y el PACF para la serie diferenciada de orden 8. El 
ACF desciende más rápidamente que para la serie sin diferenciar y se observa una patrón 
estacional de periodicidad igual a 8 en el PACF que va descendiendo a medida que aumenta el 
número de retardos. 
 
Gráfico 66. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para la cuarta 
componente principal con una diferenciación estacional de orden 8. 
 
El modelo propuesto para la serie de la cuarta componente principal diferenciada de orden 8 ha 
sido un SARMA(1,4)x(1,1)s=8-SGARCH(1,1)x(0,1)s=8 que es el que tiene un menor AIC, 
concretamente 42308, de entre todos los modelos estimados. La distribución utilizada para el 
término de error (et) ha sido la T-student que es la que presenta mejores resultados de ajuste 
(véase gráficos 69 y 70). En la tabla siguiente se muestran los parámetros estimados del modelo. 
Todos los coeficientes, a excepción de dos de ellos, son significativos estadísticamente con un 
nivel de confianza del 95%. Se ha preferido introducir el parámetro estacional (salpha1) de la 
estructura SGARCH, a pesar de no ser significativo con un nivel de confianza del 95%, debido a 
que en el ACF y PACF para los residuos al cuadrado (véase Gráfico 71) se observa un suave 
patrón estacional y, adicionalmente, al probar de eliminar dicho parámetro, el AIC empeora 
considerablemente. 
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Parámetros Estimador Error-estándar Estadístico-t
mu #0,0079 0,0192 #0,4137
ar1 0,8638 0,0280 30,8843
sar1 0,0735 0,0148 4,9761
ma1* #0,0153 0,0323 #0,4744
ma2 #0,1629 0,0297 #5,4901
ma3 #0,1488 0,0234 #6,3670
ma4 #0,0814 0,0178 #4,5635
sma1 #0,9658 0,0036 #265,5552
w 13,0563 3,2689 3,9942
alpha1 0,0996 0,0152 6,5636
salpha1* 0,0244 0,0129 1,8878
beta1 0,7285 0,0568 12,8325
gl 12,1081 1,7045 7,1036  
 
Tabla 8. Parámetros del modelo SARMA(1,4)x(1,1)s=8-SGARCH(1,1)x(0,1)s=8 estimado para la 
cuarta componente principal con periodicidad estacional igual a 8. Los parámetros con un asterisco 
(*) no son significativos con un nivel de confianza del 95%. Parámetros estimados: mu=media del 
proceso; ari=coeficientes del polinomio autoregresivo; mai=coeficientes del polinomio de media 
móvil; smai=coeficientes del polinomio de media móvil estacional de orden 8; w=constante de la 
ecuación de volatilidad; alphai=coeficientes del polinomio que actúa sobre las innovaciones al 
cuadrado (at2); salphai=coeficientes del polinomio estacional de orden 8 que actúa sobre las 
innovaciones al cuadrado (at2); betai=coeficientes del polinomio que actúa sobre las variancias al 
cuadrado (σ t
2 ); gl=grados de libertad estimados de la distribución t-student.  
 
El test de Box-Ljung sobre los residuos del modelo estimado no rechaza la hipótesis nula de 
ruido blanco con un valor del estadístico igual a 9,62 y un p-valor de 0,47. En el Gráfico 67 se 
muestra el ACF y el PACF para los residuos del modelo y no se aprecian autocorrelaciones 
significativas.  
 
En el Gráfico 68 se presenta el ACF y el PACF para los residuos al cuadrado a fin de analizar 
si existe alguna estructura de volatilidad que no ha sido captada por el modelo. Se observa algún 
retardo significativo pero, en general, se concluye que el los residuos del modelo estimado no 
presenta un patrón de volatilidad. Se ha probado de introducir un orden superior de los 
polinomios de la ecuación SGARCH del modelo obteniéndose un peor AIC y parámetros 
adicionales no significativos con un nivel de confianza del 95%. 
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Gráfico 67. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para los residuos 
del modelo estimado para la cuarta componente principal. 
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Gráfico 68. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para los residuos 
al cuadrado del modelo estimado para la cuarta componente principal. 
 
En el Gráfico 69 se presenta el QQ-Plot para los residuos del modelo estimado comparando los 
cuantiles muestrales con los teóricos obtenidos de una distribución T-student con 12 grados de 
libertad. En general, los residuos del modelo se ajustan bien al supuesto distribucional T-
student. A fin de justificar la utilización de dicha distribución en lugar de la Normal, en el 
Gráfico 70 se muestra el QQ-Plot para los residuos del modelo estimado suponiendo que los 
errores se distribuyen como una Normal. En las colas, la distribución Normal no ajusta 
correctamente los datos obteniéndose mejor ajuste a partir de una distribución T-student. 
Adicionalmete, el AIC obtenido para el modelo estimado bajo el supuesto de normalidad 
(42382) es superior al obtenido con la distribución T-student (42308).  
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Gráfico 69. QQ-Plot de los residuos del modelo estimado que compara los cuantiles teóricos de una 
distribución t-student con 12 grados de libertad con los cuantiles muestrales. 
 
Gráfico 70. QQ-Plot para los residuos del modelo estimado bajo el supuesto que los errores se 
distribuyen siguiendo una ley Normal. 
 
A continuación, se justifica la incorporación de una estructura de volatilidad estacional en el 
modelo analizando los residuos al cuadrado de un modelo clásico SARMA para la media 
condicionada sin considerar ningún patrón en la volatilidad, es decir, que la variancia es 
constante a lo largo del tiempo. El modelo estimado para la cuarta componente principal 
diferenciada de orden 8 es un SARMA(1,4)x(1,1)s=8 y distribución T-student para los errores. 
En el siguiente gráfico se presenta el ACF y el PACF de los residuos al cuadrado. Se aprecian 
autocorrelaciones significativas que decaen a medida que aumenta el número de retardo y un 
patrón estacional en la volatilidad que se repite cada 8 retardos. La introducción de una 
estructura SGARCH para la modelización de la variabilidad del proceso ha permitido eliminar 
el patrón de volatilidad en los residuos (véase Gráfico 68).  
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Gráfico 71. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para los residuos 
al cuadrado del modelo estimado sin introducir una estructura de volatilidad (SGARCH) en la 
especificación del mismo. 
 
Finalmente, en el Gráfico 72 se muestra la variancia condicionada estimada por el modelo 
(volatilidad estimada) y la volatilidad observada (suavizada) a partir de una media móvil. Se 
observa como en los periodos donde la serie presenta mayor variabilidad, la volatilidad estimada 
por el modelo es más grande. El modelo estimado, por tanto, recoge de forma razonable el 
patrón de volatilidad observado indirectamente en los datos. 
1"Enero"2009+ 1"Enero"2010+ 30"Dic"2010+
Tiempo+
Vola6lidad+obs.+
Vola6lidad+est.+  
 
Gráfico 72. Arriba: gráfico temporal de la cuarta componente principal (PC4). Abajo: volatilidad 
estimada para la cuarta componente principal (trazado rojo) a partir del modelo ajustado SARMA-
SGARCH versus la volatilidad observada suavizada (trazado negro) a partir de una media móvil de 
40 observaciones. 
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A.3 Modelo de volatilidad estacional para la quinta componente 
(PC5). 
 
A continuación, se muestra los principales resultados obtenidos en la modelización de la quinta 
componente principal (PC5).  
 
Previamente, tal y como se ha realizado para las componentes principales precedentes, se ha 
centrado la serie restándole su media sin que ello tenga ningún impacto en la estimación de los 
parámetros.  
 
En primer lugar, se presenta el histograma de la quinta componente principal y un gráfico 
temporal de la misma. 
 
 
Gráfico 73. Arriba: Histograma de la quinta componente principal. Abajo: serie temporal centrada 
en cero. 
 
A continuación, en la tabla siguiente, se muestran los principales estadísticos de resumen de la 
serie. 
 
Mínimo 1er Cuartil Mediana Media
3er 
Cuartil Máximo
Desv. 
Típica Asimetría
Exceso de 
Kurtosis
-54,83 -8,70 -0,06 0,00 8,05 61,22 13,88 0,17 0,76  
Tabla 9. Estadísticos de resumen para la quinta componente principal (patrón temporal). 
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Se ha realizado el test de normalidad de Jarque-Bera obteniéndose un valor del estadístico igual 
a 167,13 con un p-valor inferior a 0,0001. Por tanto, se rechaza la hipótesis nula de normalidad 
de la quinta componente principal. 
 
A continuación, se describe y valida el modelo propuesto, dentro de la especificación SARMA-
SGARCH. En primer lugar, se trata de encontrar una estructura SARMA para la media 
condicionada del proceso y, finalmente, estimar un proceso SGARCH para los residuos al 
cuadrado que corresponden a la volatilidad. La estimación de los parámetros se realiza de forma 
conjunta realizando, en el mismo procedimiento, la estimación de la media condicionada así 
como de la volatilidad. 
 
Se ha realizado el test de Dickey-Fuller de raíz unitaria obteniéndose un valor del estadístico 
igual a -18,34 y un p-valor inferior a 0,01. Se rechaza, por tanto, la hipótesis nula de raíz 
unitaria y se opta por no diferenciar de orden 1 la serie. 
 
El test de Box-Ljung sobre la serie rechaza la hipótesis nula de ruido blanco con un p-valor 
inferior a 0,0001. 
 
En el siguiente gráfico, se muestra el ACF y PACF para la quinta componente principal 
centrada en cero. En el PACF se observa un patrón estacional de periodicidad igual a 8 retardos. 
El ACF va descendiendo de forma suave. Este comportamiento de la ACF unido a que en la 
estimación se han obtenido valores de algunos parámetros del polinomio estacional cercanos a 1 
nos ha llevado a tomar una diferencia estacional de orden 8. En el Gráfico 75, se muestra la 
distribución de la serie diferenciada.  
 
Gráfico 74. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para la serie 
temporal de la quinta componente principal (PC5). 
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Gráfico 75. Histograma quinta componente principal con una diferenciación estacional de orden 8. 
 
En el siguiente gráfico, se muestra el ACF y el PACF para la serie diferenciada de orden 8. Se 
observa una patrón estacional de periodicidad igual a 8 en el PACF que va descendiendo a 
medida que aumenta el número de retardos. 
 
 
Gráfico 76. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para la quinta 
componente principal con una diferenciación estacional de orden 8. 
 
El modelo propuesto para la serie de la quinta componente principal diferenciada de orden 8 ha 
sido un SARMA(1,3)x(0,2)s=8-GARCH(2,1) que es el que tiene un menor AIC, concretamente 
41385, de entre todos los modelos estimados. La distribución utilizada para el término de error 
(et) ha sido la T-student que es la que presenta mejores resultados de ajuste (véase gráficos 79 y 
80). En la tabla siguiente se muestran los parámetros estimados del modelo. Todos los 
coeficientes, a excepción de uno de ellos, son estadísticamente significativos con un nivel de 
confianza del 95%.  
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Parámetros Estimador Error-estándar Estadístico-t
mu 0,0030 0,0192 0,1569
ar1 0,7917 0,0191 41,5164
ma1* 0,0295 0,0237 1,2460
ma2 00,0824 0,0211 03,8951
ma3 00,0349 0,0180 01,9394
sma1 00,8851 0,0134 065,9388
sma2 00,0744 0,0133 05,5990
w 10,3859 2,0044 5,1817
alpha1 0,1508 0,0189 7,9896
beta1 0,4650 0,1185 3,9242
beta2 0,2543 0,1036 2,4550
gl 10,3576 1,3029 7,9499  
 
Tabla 10. Parámetros del modelo SARMA(1,3)x(0,2)s=8-GARCH(2,1) estimado para la quinta 
componente principal con periodicidad estacional igual a 8. Los parámetros con un asterisco (*) no 
son significativos con un nivel de confianza del 95%. Parámetros estimados: mu=media del 
proceso; ari=coeficientes del polinomio autoregresivo; mai=coeficientes del polinomio de media 
móvil; smai=coeficientes del polinomio de media móvil estacional de orden 8; w=constante de la 
ecuación de volatilidad; alphai=coeficientes del polinomio que actúa sobre las innovaciones al 
cuadrado (at2); betai=coeficientes del polinomio que actúa sobre las variancias al cuadrado (σ t
2 ); 
gl=grados de libertad estimados de la distribución t-student.  
 
El test de Box-Ljung sobre los residuos del modelo estimado no rechaza la hipótesis nula de 
ruido blanco con un valor del estadístico igual a 6,46 y un p-valor de 0,77. En el Gráfico 77 se 
muestra el ACF y el PACF para los residuos del modelo y no se aprecian autocorrelaciones 
significativas.  
 
En el Gráfico 78 se presenta el ACF y el PACF para los residuos al cuadrado a fin de analizar 
si existe alguna estructura de volatilidad que no ha sido captada por el modelo. Se observa algún 
retardo significativo pero, en general, se concluye que los residuos del modelo estimado no 
presentan un claro patrón de volatilidad.  
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Gráfico 77. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para los residuos 
del modelo estimado para la quinta componente principal. 
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Gráfico 78. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para los residuos 
al cuadrado del modelo estimado para la quinta componente principal. 
 
En el Gráfico 79 se presenta el QQ-Plot para los residuos del modelo estimado comparando los 
cuantiles muestrales con los teóricos obtenidos de una distribución T-student con 10 grados de 
libertad. En general, los residuos del modelo se ajustan bien al supuesto distribucional T-
student. A fin de justificar la utilización de dicha distribución en lugar de la Normal, en el 
Gráfico 80 se muestra el QQ-Plot para los residuos del modelo estimado suponiendo que los 
errores se distribuyen como una Normal. En las colas, la distribución Normal no ajusta 
correctamente los datos obteniéndose mejor ajuste a partir de una distribución T-student. 
Adicionalmete, el AIC obtenido para el modelo estimado bajo el supuesto de normalidad 
(41475) es superior al obtenido con la distribución T-student (41385). 
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Gráfico 79. QQ-Plot de los residuos del modelo estimado que compara los cuantiles teóricos de una 
distribución t-student con 10 grados de libertad con los cuantiles muestrales. 
 
Gráfico 80. QQ-Plot para los residuos del modelo estimado bajo el supuesto que los errores se 
distribuyen siguiendo una ley Normal. 
 
A continuación, se justifica la incorporación de una estructura de volatilidad en el modelo 
analizando los residuos al cuadrado de un modelo clásico SARMA para la media condicionada 
sin considerar ningún patrón en la volatilidad, es decir, que la variancia es constante a lo largo 
del tiempo. El modelo estimado para la quinta componente principal diferenciada de orden 8 es 
un SARMA(1,3)x(0,2)s=8 y distribución T-student para los errores. En el siguiente gráfico se 
presenta el ACF y el PACF de los residuos al cuadrado. Se aprecian autocorrelaciones 
significativas que decaen a medida que aumenta el número de retardos y no se observa un 
patrón estacional en la volatilidad. La introducción de una estructura GARCH para la 
modelización de la variabilidad del proceso ha permitido eliminar el patrón de volatilidad en los 
residuos (véase Gráfico 78).  
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Gráfico 81. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para los residuos 
al cuadrado del modelo estimado sin introducir una estructura de volatilidad (GARCH) en la 
especificación del mismo. 
 
Finalmente, en el Gráfico 82 se muestra la variancia condicionada estimada por el modelo 
(volatilidad estimada) y la volatilidad observada (suavizada) a partir de una media móvil. Se 
observa como en los periodos donde la serie presenta mayor variabilidad, la volatilidad estimada 
por el modelo es más grande. El modelo estimado, por tanto, recoge de forma razonable el 
patrón de volatilidad observado de forma indirecta en los datos. 
 
1"Enero"2009+ 1"Enero"2010+ 30"Dic"2010+
Tiempo+ Vola6lidad+obs.+
Vola6lidad+est.+  
 
Gráfico 82. Arriba: gráfico temporal de la quinta componente principal (PC5). Abajo: volatilidad 
estimada para la quinta componente principal (trazado rojo) a partir del modelo ajustado 
SARMA-GARCH versus la volatilidad observada suavizada (trazado negro) a partir de una media 
móvil de 40 observaciones. 
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A.4 Modelo de volatilidad estacional para la sexta componente 
(PC6). 
 
A continuación, se muestran los principales resultados obtenidos en la modelización de la sexta 
componente principal (PC6).  
 
Previamente, tal y como se ha realizado para el resto de componentes principales, se ha centrado 
la serie restándole su media sin que ello tenga ningún impacto en la estimación de los 
parámetros.  
 
En primer lugar, se presenta el histograma de la sexta componente principal y un gráfico 
temporal de la misma. Se observa un efecto escalón en la serie a partir de enero de 2010 pero 
que se elimina al tomar una diferenciación estacional de orden 8 (véase Gráfico 85).  
 
 
Gráfico 83. Arriba: Histograma de la sexta componente principal. Abajo: serie temporal centrada 
en cero. 
 
A continuación, en la tabla siguiente, se muestran los principales estadísticos de resumen de la 
serie. 
 
Mínimo 1er Cuartil Mediana Media
3er 
Cuartil Máximo
Desv. 
Típica Asimetría
Exceso de 
Kurtosis
-38,15 -7,18 -0,22 0,00 6,56 54,03 11,18 0,33 0,82  
Tabla 11. Estadísticos de resumen para la sexta componente principal (patrón temporal). 
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Se ha realizado el test de normalidad de Jarque-Bera obteniéndose un valor del estadístico igual 
a 268,32 con un p-valor inferior a 0,0001. Por tanto, se rechaza la hipótesis nula de normalidad 
de la sexta componente principal. 
 
A continuación, se describe y valida el modelo propuesto, dentro de la especificación SARMA-
SGARCH. En primer lugar, se trata de encontrar una estructura SARMA para la media 
condicionada del proceso y, finalmente, estimar un proceso SGARCH para los residuos al 
cuadrado que corresponden a la volatilidad. La estimación de los parámetros se realiza de forma 
conjunta realizando, en el mismo procedimiento, la  estimación de la media condicionada así 
como de la volatilidad. 
 
Se ha realizado el test de Dickey-Fuller de raíz unitaria obteniéndose un valor del estadístico 
igual a -13,80 y un p-valor inferior a 0,01. Se rechaza, por tanto, la hipótesis nula de raíz 
unitaria y se opta por no diferenciar de orden 1 la serie. 
 
El test de Box-Ljung sobre la serie rechaza la hipótesis nula de ruido blanco con un p-valor 
inferior a 0,0001. 
 
En el siguiente gráfico, se muestra el ACF y PACF para la sexta componente principal centrada 
en cero. En el PACF se observa un patrón estacional de periodicidad igual a 8 retardos. El ACF 
va descendiendo de forma muy suave. Este comportamiento de la ACF unido a que en la 
estimación se han obtenido valores de algunos parámetros del polinomio estacional cercanos a 1 
nos ha llevado a tomar una diferencia estacional de orden 8. En el Gráfico 85, se muestra la 
distribución de la serie diferenciada y un gráfico temporal de la misma.  
 
Gráfico 84. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para la serie 
temporal de la sexta componente principal (PC6). 
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Gráfico 85. Arriba: Histograma sexta componente principal con una diferenciación estacional de 
orden 8. Abajo: serie temporal de la sexta componente principal con una diferenciación estacional 
de orden 8. 
 
En el siguiente gráfico, se muestra el ACF y el PACF para la serie diferenciada de orden 8. El 
ACF desciende más rápidamente que para la serie sin diferenciar y se observa una patrón 
estacional de periodicidad igual a 8 en el PACF que va descendiendo a medida que aumenta el 
número de retardos. 
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Gráfico 86. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para la sexta 
componente principal con una diferenciación estacional de orden 8. 
 
El modelo propuesto para la serie de la sexta componente principal diferenciada de orden 8 ha 
sido un SARMA(1,5)x(0,2)s=8-SGARCH(2,1)x(0,2)s=8 que es el que tiene un menor AIC, 
concretamente 37139, de entre todos los modelos estimados. La distribución utilizada para el 
término de error (et) ha sido la T-student que es la que presenta mejores resultados de ajuste 
(véase gráficos 89 y 90). En la tabla siguiente se muestran los parámetros estimados del modelo. 
Todos los coeficientes son estadísticamente significativos con un nivel de confianza del 95%.  
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Parámetros Estimador Error-estándar Estadístico-t
mu #0,0460 0,0188 #2,4459
ar1 0,8589 0,0233 36,7940
ma1 #0,0783 0,0276 #2,8305
ma2 #0,1301 0,0226 #5,7666
ma3 #0,0791 0,0184 #4,2996
ma4 #0,0579 0,0162 #3,5821
ma5 #0,0296 0,0141 #2,1054
sma1 #0,8946 0,0134 #66,5180
sma2 #0,0489 0,0132 #3,6938
w 13,6547 2,2971 5,9442
alpha1 0,1845 0,0224 8,2276
salpha1 0,0471 0,0143 3,3018
salpha2 0,0339 0,0124 2,7289
beta1 0,2181 0,0777 2,8075
beta2 0,1490 0,0722 2,0641
gl 7,0905 0,6266 11,3162  
 
Tabla 12. Parámetros del modelo SARMA(1,5)x(0,2)s=8-SGARCH(2,1)x(0,2)s=8 estimado para la 
sexta componente principal con periodicidad estacional igual a 8. Los parámetros con un asterisco 
(*) no son significativos con un nivel de confianza del 95%. Parámetros estimados: mu=media del 
proceso; ari=coeficientes del polinomio autoregresivo; mai=coeficientes del polinomio de media 
móvil; smai=coeficientes del polinomio de media móvil estacional de orden 8; w=constante de la 
ecuación de volatilidad; alphai=coeficientes del polinomio que actúa sobre las innovaciones al 
cuadrado (at2); salphai=coeficientes del polinomio estacional de orden 8 que actúa sobre las 
innovaciones al cuadrado (at2); betai=coeficientes del polinomio que actúa sobre las variancias al 
cuadrado (σ t
2 ); gl=grados de libertad estimados de la distribución t-student.  
 
El test de Box-Ljung sobre los residuos del modelo estimado no rechaza la hipótesis nula de 
ruido blanco con un valor del estadístico igual a 5,71 y un p-valor de 0,83. En el Gráfico 87 se 
muestra el ACF y el PACF para los residuos del modelo y no se aprecian autocorrelaciones 
significativas.  
 
En el Gráfico 88 se presenta el ACF y el PACF para los residuos al cuadrado a fin de analizar 
si existe alguna estructura de volatilidad que no ha sido captada por el modelo. Se observa algún 
retardo significativo pero, en general, se concluye que el los residuos del modelo estimado no 
presenta un patrón de volatilidad.  
 
 
MEIO-UPC 
__________________________________________________________________________________________  
 
 
88 
 
0 10 20 30 40 50 60
-0
.0
3
0.
03
Lag
A
C
F
ACF residuos del modelo
0 10 20 30 40 50 60
-0
.0
3
Lag
P
ar
tia
l A
C
F
PACF residuos del modelo
 
Gráfico 87. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para los residuos 
del modelo estimado para la sexta componente principal. 
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Gráfico 88. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para los residuos 
al cuadrado del modelo estimado para la sexta componente principal. 
 
En el Gráfico 89 se presenta el QQ-Plot para los residuos del modelo estimado comparando los 
cuantiles muestrales con los teóricos obtenidos de una distribución T-student con 7 grados de 
libertad. En general, los residuos del modelo se ajustan bien al supuesto distribucional T-
student. A fin de justificar la utilización de dicha distribución en lugar de la Normal, en el 
Gráfico 90 se muestra el QQ-Plot para los residuos del modelo estimado suponiendo que los 
errores se distribuyen como una Normal. En las colas, la distribución Normal no ajusta 
correctamente los datos obteniéndose mejor ajuste a partir de una distribución T-student. 
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Adicionalmete, el AIC obtenido para el modelo estimado bajo el supuesto de normalidad 
(37353) es superior al obtenido con la distribución T-student (37139). 
 
Gráfico 89. QQ-Plot de los residuos del modelo estimado que compara los cuantiles teóricos de una 
distribución t-student con 7 grados de libertad con los cuantiles muestrales. 
 
Gráfico 90. QQ-Plot para los residuos del modelo estimado bajo el supuesto que los errores se 
distribuyen siguiendo una ley Normal. 
 
A continuación, se justifica la incorporación de una estructura de volatilidad estacional en el 
modelo analizando los residuos al cuadrado de un modelo SARMA para la media condicionada 
sin considerar ningún patrón en la volatilidad, es decir, que la variancia es constante a lo largo 
del tiempo. El modelo estimado para la sexta componente principal diferenciada de orden 8 es 
un SARMA(1,5)x(0,2)s=8 y distribución T-student para los errores. En el siguiente gráfico se 
presenta el ACF y el PACF de los residuos al cuadrado. En el ACF se observan, básicamente, 
los primeros dos retardos significativos y en el PACF el primer retardo. El patrón estacional en 
los residuos al cuadrado no es tan claro como en el resto de componentes principales, no 
obstante, los dos coeficientes estacionales estimados en el modelo (véase Tabla 12) son 
estadísticamente significativos con un nivel de confianza del 95% y se ha optado por mantener 
ambos parámetros. La introducción de una estructura SGARCH para la modelización de la 
variabilidad del proceso ha permitido eliminar el patrón de volatilidad en los residuos (véase 
Gráfico 88).  
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Gráfico 91. Función de autocorrelación (ACF) y autocorrelación parcial (PACF) para los residuos 
al cuadrado del modelo estimado sin introducir una estructura de volatilidad (SGARCH) en la 
especificación del mismo. 
 
Finalmente, en el Gráfico 92 se muestra la variancia condicionada estimada por el modelo 
(volatilidad estimada) y la volatilidad observada (suavizada) a partir de una media móvil. Se 
aprecia como en los periodos donde la serie presenta mayor variabilidad, la volatilidad estimada 
por el modelo es más grande. El modelo estimado, por tanto, recoge de forma razonable el 
patrón de volatilidad observado indirectamente en los datos. 
 
1"Enero"2009+ 1"Enero"2010+ 30"Dic"2010+
Tiempo+
Vola6lidad+obs.+
Vola6lidad+est.+  
 
Gráfico 92. Arriba: gráfico temporal de la sexta componente principal (PC4). Abajo: volatilidad 
estimada para la sexta componente principal (trazado rojo) a partir del modelo ajustado SARMA-
SGARCH versus la volatilidad observada suavizada (trazado negro) a partir de una media móvil de 
40 observaciones. 
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Anexo B. Análisis espacial. 
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B1. Análisis exploratorio datos con tendencia. 
 
En los gráficos siguientes, se presenta un análisis espacial de la velocidad del viento para el día 
1 de los meses de enero, abril, julio y octubre de 2010 a las 6.00 horas y 21.00 horas.  
 
Gráfico 93. Tiempo fijado a 1/1/2010 21:00 horas. Panel de arriba: a la izquierda mapa de 
superficie de la velocidad del viento. Los colores oscuros indican una mayor velocidad del viento y 
los colores claros menor velocidad y a la derecha gráfico de dispersión de la velocidad del viento 
versus la latitud. Abajo: a la izquierda gráfico de dispersión de la velocidad del viento versus la 
longitud; a la derecha estimación no paramétrica de la función de densidad de la velocidad del 
viento. 
 
Gráfico 94. Tiempo fijado a 1/4/2010 6:00 horas. Panel de arriba: a la izquierda mapa de superficie 
de la velocidad del viento. Los colores oscuros indican una mayor velocidad del viento y los colores 
claros menor velocidad y a la derecha gráfico de dispersión de la velocidad del viento versus la 
latitud. Abajo: a la izquierda gráfico de dispersión de la velocidad del viento versus la longitud; a la 
derecha estimación no paramétrica de la función de densidad de la velocidad del viento. 
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Gráfico 95. Tiempo fijado a 1/4/2010 21:00 horas. Panel de arriba: a la izquierda mapa de 
superficie de la velocidad del viento. Los colores oscuros indican una mayor velocidad del viento y 
los colores claros menor velocidad y a la derecha gráfico de dispersión de la velocidad del viento 
versus la latitud. Abajo: a la izquierda gráfico de dispersión de la velocidad del viento versus la 
longitud; a la derecha estimación no paramétrica de la función de densidad de la velocidad del 
viento. 
 
Gráfico 96. Tiempo fijado a 1/7/2010 6:00 horas. Panel de arriba: a la izquierda mapa de superficie 
de la velocidad del viento. Los colores oscuros indican una mayor velocidad del viento y los colores 
claros menor velocidad y a la derecha gráfico de dispersión de la velocidad del viento versus la 
latitud. Abajo: a la izquierda gráfico de dispersión de la velocidad del viento versus la longitud; a la 
derecha estimación no paramétrica de la función de densidad de la velocidad del viento. 
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Gráfico 97. Tiempo fijado a 1/7/2010 21:00 horas. Panel de arriba: a la izquierda mapa de 
superficie de la velocidad del viento. Los colores oscuros indican una mayor velocidad del viento y 
los colores claros menor velocidad y a la derecha gráfico de dispersión de la velocidad del viento 
versus la latitud. Abajo: a la izquierda gráfico de dispersión de la velocidad del viento versus la 
longitud; a la derecha estimación no paramétrica de la función de densidad de la velocidad del 
viento. 
 
Gráfico 98. Tiempo fijado a 1/10/2010 6:00 horas. Panel de arriba: a la izquierda mapa de 
superficie de la velocidad del viento. Los colores oscuros indican una mayor velocidad del viento y 
los colores claros menor velocidad y a la derecha gráfico de dispersión de la velocidad del viento 
versus la latitud. Abajo: a la izquierda gráfico de dispersión de la velocidad del viento versus la 
longitud; a la derecha estimación no paramétrica de la función de densidad de la velocidad del 
viento. 
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Gráfico 99. Tiempo fijado a 1/10/2010 21:00 horas. Panel de arriba: a la izquierda mapa de 
superficie de la velocidad del viento. Los colores oscuros indican una mayor velocidad del viento y 
los colores claros menor velocidad y a la derecha gráfico de dispersión de la velocidad del viento 
versus la latitud. Abajo: a la izquierda gráfico de dispersión de la velocidad del viento versus la 
longitud; a la derecha estimación no paramétrica de la función de densidad de la velocidad del 
viento. 
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B2. Estimación del variograma para los datos con tendencia. 
 
A continuación, se presenta la estimación del variograma para los datos de la velocidad del 
viento sin eliminar la tendencia para los mismos días e intervalos horarios analizados 
anteriormente. 
 
Gráfico 100. Estimador clásico y robusto del semivariograma para la velocidad del viento (sin 
eliminar la tendencia) para el día 1 de enero de 2010 a las 21.00 horas. 
 
 
Gráfico 101. Estimador clásico y robusto del semivariograma para la velocidad del viento (sin 
eliminar la tendencia) para el día 1 de abril de 2010 a las 6.00 horas. 
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Gráfico 102. Estimador clásico y robusto del semivariograma para la velocidad del viento (sin 
eliminar la tendencia) para el día 1 de abril de 2010 a las 21.00 horas. 
 
 
Gráfico 103. Estimador clásico y robusto del semivariograma para la velocidad del viento (sin 
eliminar la tendencia) para el día 1 de julio de 2010 a las 6.00 horas. 
 
 
Gráfico 104. Estimador clásico y robusto del semivariograma para la velocidad del viento (sin 
eliminar la tendencia) para el día 1 de julio de 2010 a las 21.00 horas. 
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Gráfico 105. Estimador clásico y robusto del semivariograma para la velocidad del viento (sin 
eliminar la tendencia) para el día 1 de octubre de 2010 a las 6.00 horas. 
 
 
Gráfico 106. Estimador clásico y robusto del semivariograma para la velocidad del viento (sin 
eliminar la tendencia) para el día 1 de octubre de 2010 a las 21.00 horas. 
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B3. Estimación de la tendencia a partir de un modelo GAM. 
 
En los gráficos siguientes, se muestra la relación funcional estimada, a partir de un modelo 
GAM, entre la velocidad del viento y las siguientes variables explicativas: las coordenadas 
espaciales latitud y longitud, la presión atmosférica y la temperatura. La estimación se ha 
realizado para los mismos días e intervalos horarios analizados anteriormente. 
 
 
Gráfico 107. Modelo GAM estimado en el cual se relaciona la velocidad del viento en función de las 
coordenadas espaciales (longitud y latitud), la presión y la temperatura. Datos correspondientes al 
día 1 de enero de 2010 a las 21.00 horas. 
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Gráfico 108. Modelo GAM estimado en el cual se relaciona la velocidad del viento en función de las 
coordenadas espaciales (longitud y latitud), la presión y la temperatura. Datos correspondientes al 
día 1 de abril de 2010 a las 6.00 horas. 
 
 
Gráfico 109. Modelo GAM estimado en el cual se relaciona la velocidad del viento en función de las 
coordenadas espaciales (longitud y latitud), la presión y la temperatura. Datos correspondientes al 
día 1 de abril de 2010 a las 21.00 horas. 
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Gráfico 110. Modelo GAM estimado en el cual se relaciona la velocidad del viento en función de las 
coordenadas espaciales (longitud y latitud), la presión y la temperatura. Datos correspondientes al 
día 1 de julio de 2010 a las 6.00 horas. 
 
Gráfico 111. Modelo GAM estimado en el cual se relaciona la velocidad del viento en función de las 
coordenadas espaciales (longitud y latitud), la presión y la temperatura. Datos correspondientes al 
día 1 de julio de 2010 a las 21.00 horas. 
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Gráfico 112. Modelo GAM estimado en el cual se relaciona la velocidad del viento en función de las 
coordenadas espaciales (longitud y latitud), la presión y la temperatura. Datos correspondientes al 
día 1 de octubre de 2010 a las 6.00 horas. 
 
 
Gráfico 113. Modelo GAM estimado en el cual se relaciona la velocidad del viento en función de las 
coordenadas espaciales (longitud y latitud), la presión y la temperatura. Datos correspondientes al 
día 1 de octubre de 2010 a las 21.00 horas. 
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B4. Análisis exploratorio datos sin tendencia. 
 
A continuación, se presenta un análisis exploratorio espacial para la velocidad del viento una 
vez eliminada la tendencia, es decir, utilizando los residuos del modelo GAM estimado. 
Nuevamente, el análisis se ha realizado para los mismos días e intervalos horarios analizados 
anteriormente. 
 
 
Gráfico 114.  Tiempo fijado a 1/1/2010 21:00 horas. Panel de arriba: a la izquierda gráfico de 
superficie de la velocidad del viento sin tendencia (errores del modelo GAM). Los colores oscuros 
indican valores elevados y los claros bajos y a la derecha gráfico de dispersión de los errores versus 
la latitud. Abajo: a la izquierda gráfico de dispersión de los errores versus la longitud; a la derecha 
función de densidad estimada de la velocidad sin tendencia. 
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Gráfico 115.  Tiempo fijado a 1/4/2010 6:00 horas. Panel de arriba: a la izquierda gráfico de 
superficie de la velocidad del viento sin tendencia (errores del modelo GAM). Los colores oscuros 
indican valores elevados y los claros bajos y a la derecha gráfico de dispersión de los errores versus 
la latitud. Abajo: a la izquierda gráfico de dispersión de los errores versus la longitud; a la derecha 
función de densidad estimada de la velocidad sin tendencia. 
 
Gráfico 116.  Tiempo fijado a 1/4/2010 21:00 horas. Panel de arriba: a la izquierda gráfico de 
superficie de la velocidad del viento sin tendencia (errores del modelo GAM). Los colores oscuros 
indican valores elevados y los claros bajos y a la derecha gráfico de dispersión de los errores versus 
la latitud. Abajo: a la izquierda gráfico de dispersión de los errores versus la longitud; a la derecha 
función de densidad estimada de la velocidad sin tendencia. 
 
MEIO-UPC 
__________________________________________________________________________________________ 
 
 
105 
 
 
Gráfico 117.  Tiempo fijado a 1/7/2010 6:00 horas. Panel de arriba: a la izquierda gráfico de 
superficie de la velocidad del viento sin tendencia (errores del modelo GAM). Los colores oscuros 
indican valores elevados y los claros bajos y a la derecha gráfico de dispersión de los errores versus 
la latitud. Abajo: a la izquierda gráfico de dispersión de los errores versus la longitud; a la derecha 
función de densidad estimada de la velocidad sin tendencia. 
 
 
 
Gráfico 118.  Tiempo fijado a 1/7/2010 21:00 horas. Panel de arriba: a la izquierda gráfico de 
superficie de la velocidad del viento sin tendencia (errores del modelo GAM). Los colores oscuros 
indican valores elevados y los claros bajos y a la derecha gráfico de dispersión de los errores versus 
la latitud. Abajo: a la izquierda gráfico de dispersión de los errores versus la longitud; a la derecha 
función de densidad estimada de la velocidad sin tendencia. 
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Gráfico 119.  Tiempo fijado a 1/10/2010 6:00 horas. Panel de arriba: a la izquierda gráfico de 
superficie de la velocidad del viento sin tendencia (errores del modelo GAM). Los colores oscuros 
indican valores elevados y los claros bajos y a la derecha gráfico de dispersión de los errores versus 
la latitud. Abajo: a la izquierda gráfico de dispersión de los errores versus la longitud; a la derecha 
función de densidad estimada de la velocidad sin tendencia. 
 
 
 
Gráfico 120.  Tiempo fijado a 1/10/2010 21:00 horas. Panel de arriba: a la izquierda gráfico de 
superficie de la velocidad del viento sin tendencia (errores del modelo GAM). Los colores oscuros 
indican valores elevados y los claros bajos y a la derecha gráfico de dispersión de los errores versus 
la latitud. Abajo: a la izquierda gráfico de dispersión de los errores versus la longitud; a la derecha 
función de densidad estimada de la velocidad sin tendencia. 
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B5. Estimación del variograma para los datos sin tendencia. 
 
Finalmente, se ha estimado el variograma para la velocidad del viento una vez eliminada la 
tendencia en los mismos. El análisis se ha realizado para los mismos días e intervalos horarios 
analizados anteriormente. 
 
Gráfico 121. Estimador clásico y robusto del semivariograma para la velocidad del viento 
(eliminando la tendencia) para el día 1 de enero de 2010 a las 21.00 horas. 
 
Gráfico 122. Estimador clásico y robusto del semivariograma para la velocidad del viento 
(eliminando la tendencia) para el día 1 de abril de 2010 a las 6.00 horas. 
 
 
Gráfico 123. Estimador clásico y robusto del semivariograma para la velocidad del viento 
(eliminando la tendencia) para el día 1 de abril de 2010 a las 21.00 horas. 
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Gráfico 124. Estimador clásico y robusto del semivariograma para la velocidad del viento 
(eliminando la tendencia) para el día 1 de julio de 2010 a las 6.00 horas. 
 
 
Gráfico 125. Estimador clásico y robusto del semivariograma para la velocidad del viento 
(eliminando la tendencia) para el día 1 de julio de 2010 a las 21.00 horas. 
 
Gráfico 126. Estimador clásico y robusto del semivariograma para la velocidad del viento 
(eliminando la tendencia) para el día 1 de octubre de 2010 a las 6.00 horas. 
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Gráfico 127. Estimador clásico y robusto del semivariograma para la velocidad del viento 
(eliminando la tendencia) para el día 1 de octubre de 2010 a las 21.00 horas. 
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Anexo C. Códigos R y SAS. 
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C1. MACRO SAS: creación base de datos para el análisis. 
 
libname lib 'C:\SERGIO\MASTER MEIO 2010\PFC\BDD'; 
 
PROC IMPORT TABLE = "SerieFecha" 
OUT = bdd 
DBMS = Access 
REPLACE; 
DATABASE = "C:\SERGIO\MASTER MEIO 2010\PFC\BDD\hirlam.mdb"; 
RUN; 
 
proc sql; 
create table kk2 as 
select fechahora, count(*) as n 
from bdd  
group by fechahora; 
quit; 
 
proc freq data=kk; 
tables n / missing; 
run; 
 
data bdd_redu (keep=fechahora longitud latitud velocidad); 
 set bdd; 
run; 
 
proc sort data=bdd_redu; 
by longitud latitud fechahora; 
run; 
 
data bdd_redu; 
 set bdd_redu; 
 by longitud latitud; 
 if _n_=1 then  
 do; 
  id_espai=1; 
  output; 
  retain id_espai; 
 end; 
 else 
 do; 
  if not first.latitud then  
  do; 
   id_espai=id_espai; 
   output; 
  end; 
   else 
   do; 
    id_espai=id_espai + 1; 
    output; 
    retain id_espai; 
   end; 
 end; 
run; 
 
/***Creamos fichero de localizaciones*****/ 
 
data bdd_eof_loc (keep=id_espai code latitud longitud); 
 set bdd_redu; 
 format code $10.; 
 code=left(compress("vel"||"_"||id_espai)); 
run; 
 
*Desduplico; 
proc sort data=bdd_eof_loc; 
 by id_espai; 
run; 
 
data bdd_eof_loc (drop=id_espai); 
 set bdd_eof_loc; 
 by id_espai; 
 if first.id_espai; 
run; 
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*Guardamos; 
data lib.bdd_eof_loc; 
 set bdd_eof_loc; 
run; 
 
data base (keep=fechahora vel_1); 
 set bdd_redu; 
 if id_espai=1; 
 vel_1=velocidad; 
run; 
 
%macro transposar(); 
%do i=2 %to 861;   
 
data tmp (keep=fechahora vel_&i); 
 set bdd_redu; 
 if id_espai=&i; 
 vel_&i=velocidad; 
run; 
 
proc sql; 
create table base as 
select a.*, b.vel_&i 
from base a left join tmp b 
on (a.fechahora=b.fechahora); 
quit;  
 
%end; 
 
%mend ; 
 
%transposar(); 
 
data lib.bdd_eof; 
 set base; 
run; 
 
data bdd_eof; 
 set lib.bdd_eof; 
run; 
 
data bdd_eof; 
 format ano 4.0; 
 format mes dia hora 2.0; 
 set bdd_eof; 
 ano=year(datepart(fechahora)); 
 mes=month(datepart(fechahora)); 
 dia=day(datepart(fechahora)); 
 hora=hour(fechahora); 
run; 
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C2. Función en R: estimación de un modelo SARMA-SGARCH. 
 
sarma_sgarch<-
function(y,order=c(0,0),sorder=c(0,0),period_seasonal=0,gorder=c(1,1),sgorder=c(1,1),pe
riod_sseasonal=0,include.mean=TRUE,tdist=FALSE,s2=NULL,value.ini=c(0.1,0.1,0.5,0.1)) 
 
#Estimación SARMA-SGARCH usando ML 
#Actualización 6.1.2013 
 
#input 
#y : stationary time series  
#order: order of the ARMA model 
#sorder: order of the seasonal part 
#period_seasonal: seasonal perodicity 
#gorder: order of the GARCH model 
#sgorder: order of the seasonal GARCH model 
#include.mean: is mean included in the model ?  
#tdist: is Student's t-distribution used ? 
#s2: the initial value for the conditional variance 
#value.ini: initial values parameters  
 
#output  
#estimate (printed automatically) : ML estimate, standard errors, log likelihood,  
#                                   information criteria 
#resid: residual series 
#fitted.values: fitted values of standard deviation 
#cor: correlation matrix of the parameter estimates 
#n.eff: efficient number of observations 
#code: code of the nlm optimizer 
 
{ 
  
library(polynom) 
library(TSA) 
library(fGarch) 
library(fArma) 
 
  
#Creamos una función que devuelve un vector para el polinomio estacional 
poly_seasonal<-function(s,coef) 
{ 
 #input 
 #s es un entero con la periodicidad de la estacionalidad p.e 8 
 #coef es un vector con los coeficientes del polinomio estacional sin incluir la 
constante 
 #output 
 #un vector de dimensión s*order con los coeficientes extendidos (pone ceros si no 
existe) 
 order=length(coef) 
 vextend=c(rep(0,s*order+1)) 
 vextend[1]=1 
 for (i in 1:length(coef)) 
 { 
  vextend[i*s+1]=coef[i] 
 } 
 return (vextend) 
} 
 
p1<-order[1] #order of AR part 
sp1<-sorder[1] #order of SAR part 
q1<-order[2] #order of MA 
sq1<-sorder[2] #order of SMA 
p<-gorder[1] #order of GARCH part 
sp<-sgorder[1] #order of seasonal GARCH part 
q<-gorder[2] #order of ARCH part  
sq<-sgorder[2] #order of seasonal ARCH part 
 
 
if (p > 0 & q <1)  
{ 
 return("If p>0, q must be > 0") 
} 
 
 
if (sq1>0 & q1==0) 
{ 
 return("If sq1>0, q1 must be >0") 
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} 
if (sp1>0 & p1==0) 
{ 
 return("If sp1>0, p1 must be >0") 
} 
if (sp>0 & p==0) 
{ 
 return("If sp>0, p must be >0") 
} 
if (sq>0 & sq==0) 
{ 
 return("If sq>0, q must be >0") 
} 
 
 
epsilon <- 0.000001 
r1<-max(p1+sp1*period_seasonal,q1+sq1*period_seasonal) 
r<-max(p+sp*period_sseasonal,q+sq*period_sseasonal) 
n <- length(y) 
n.eff <- n-r-r1 
k<-p+q+sp+sq+p1+q1+sp1+sq1+1+include.mean+tdist # Number of parameters  
 
##Calcula la variancia de los diez primeros residuos de un arima sencillo 
   
if (is.null(s2)) 
{ 
 if  (sp1==0 & sq1==0) 
 { 
 s2<-var(arima(y,c(p1,0,q1))$res[1:10]) 
 } 
  else 
  { 
   s2<-
var(arima(y,order=c(p1,0,q1),seasonal=list(order=c(sp1,0,sq1),period=period_seasonal))$
res[1:10]) 
 
  } 
} 
 
##Reinicio el vector de parámetros 
par<-
c(rep(value.ini[1],sum(order)),rep(value.ini[2],sum(sorder)),rep(value.ini[3]/(sum(gord
er)+1),sum(gorder)+1),rep(value.ini[4],sum(sgorder))) 
 
##Si incluimos la media en la estimación se incorpora como nuevo parámetro 
##Si se elige la t-student como distribución aparece un nuevo parámetro (g.l) 
if (include.mean) 
{ 
   par<-c(par,mean(y))    
} 
if (tdist) 
{ 
   par <-c(par,8) 
}    
 
 
#calculating ML 
 
f<-function(par,iter=TRUE) 
{ 
  if(include.mean) 
  { 
    y0<-y-par[p1+q1+sp1+sq1+p+q+sp+sq+2] 
  } 
  else 
  { 
    y0<-y   
  } 
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##Parte MA del modelo 
#Lo que hace el filter es obtener la serie de residuos extrayendo la parte MA 
#e(t)=x(t)-ma*e(t-1) y considera e(0)=0 
     
if(q1>0 & sq1==0) 
{ 
  ma <- par[(p1+1):(p1+q1)]  
  if(sum(abs(ma)) > epsilon) 
  { 
    if(min(Mod(polyroot(c(1,ma))))<1+epsilon) 
    { 
       f=10000 # invertibility check 
    } 
   } 
  y0<-filter(y0,filter=-ma,method="recursive") 
} 
 
 
#Ahora resto los residuos de los retardos estacionales 
if (q1>0 & sq1>0) 
{ 
 ma <- par[(p1+1):(p1+q1)] 
 sma<-par[(p1+q1+sp1+1):(p1+q1+sp1+sq1)] 
 if(sum(abs(ma)) > epsilon) 
 { 
     if(min(Mod(polyroot(c(1,ma))))<1+epsilon) 
     { 
         f=10000 # invertibility check 
        } 
    } 
    #Calculo el polinomio MA no estacional 
    b_ma=polynomial(c(1,ma)) 
    #Calculo el vector de coeficientes SMA estacional extendido 
    coef_sma=poly_seasonal(period_seasonal,sma) 
    #Calculo el polinomio ma estacional 
    b_sma=polynomial(coef_sma) 
    if (min(Mod(polyroot(b_sma)))<1+epsilon) 
    { 
     f=10000 # invertibility check 
    } 
    #Multiplico ambos polinomios y tengo la parte MA y SMA extendida 
    b_ma_extend=b_ma*b_sma   
    #Filtramos los residuos tal y como se ha hecho con la parte MA 
    #La primera posición del vector se elimina porque es el término sin constante 
 b_ma_extend_sma=b_ma_extend[-1]  
 y0<-filter(y0,filter=-b_ma_extend_sma,method="recursive")         
} 
 
#Este filtro hace X(t)*(1-zeta*L) que es los residuos de un AR X(t)=zeta*X(t-1)+e(t) 
###Sides=1 implica que le filtro se aplica solo a retardos pasados 
 
if(p1>0 & sp1==0) 
{ 
  ar <- par[1:p1] 
  if(sum(abs(ar)) > epsilon) 
  { 
   if(min(Mod(polyroot(c(1,-ar))))<1+epsilon) 
    { 
         f=10000 # causality check 
    } 
   } 
  y0<-filter(y0,filter=c(1,-par[1:p1]),sides=1) 
} 
 
#Ahora se restan los retardos de la parte SAR 
if (p1>0 & sp1>0) 
{ 
 ar <- par[1:p1] 
 sar <- par[(p1+q1+1):(p1+q1+sp1)] 
 if(sum(abs(ar)) > epsilon) 
 { 
    if(min(Mod(polyroot(c(1,-ar))))<1+epsilon) 
    { 
         f=10000 # causality check 
        } 
    } 
    #Calculo el polinomio AR no estacional 
    b_ar=polynomial(c(1,-ar)) 
    #Calculo el vector de coeficientes SAR estacional extendido 
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    coef_sar=poly_seasonal(period_seasonal,-sar) 
    #Calculo el polinomio ar estacional 
    b_sar=polynomial(coef_sar) 
    if(min(Mod(polyroot(b_sar)))<1+epsilon) 
   { 
     f=10000 # causality check 
    } 
    #Multiplico ambos polinomios y tengo la parte AR y SAR extendida 
    b_ar_extend=b_ar*b_sar   
 #La primera posición del vector se elimina porque es el término sin constante 
 b_ar_extend_sar=b_ar_extend[-1] 
 y0<-filter(y0,filter=c(1,b_ar_extend_sar),sides=1) 
} 
 
 
####Hasta aqui tenemos los residuos "limpios" de estructura ARMA en la media 
e2<-y0^2 
a0<-s2*abs(par[p1+q1+sp1+sq1+1]) 
if(q>0 & sq==0) 
{ 
 a<-abs(par[(p1+q1+sp1+sq1+2):(p1+q1+sp1+sq1+1+q)]) 
 s2t <- filter(e2,filter=c(0,a),sides=1)[-(1:(r1+r))] 
 
 if(p>0 & sp==0) 
 { 
    b<-abs(par[(p1+q1+sp1+sq1+2+q):(p1+q1+sp1+sq1+1+q+p)]) 
    c<-a0/(1-sum(b)) 
    ##Controlamos proceso no estacionario 
    if(min(Mod(polyroot(c(1,-b))))<1+epsilon) 
 { 
  f=10000 
 } 
    s2t<-c+filter(s2t,filter=b,method="recursive",init=rep(s2-c,p)) 
 } 
 else if (p>0 & sp>0) 
 { 
  b<-abs(par[(p1+q1+sp1+sq1+2+q):(p1+q1+sp1+sq1+1+q+p)]) 
    sb<-abs(par[(p1+q1+sp1+sq1+2+q+p+sq):(p1+q1+sp1+sq1+1+q+p++sq+sp)]) 
    #Calculo el polinomio no estacional 
    b_noseas=polynomial(c(1,b)) 
    #Calculo el vector de coeficientes estacional extendido 
    coef_sb=poly_seasonal(period_sseasonal,sb) 
    #Calculo el polinomio estacional 
    b_seas=polynomial(coef_sb) 
    #Multiplico ambos polinomios y tengo la parte extendida 
    b_b_extend=b_noseas*b_seas   
 #La primera posición del vector se elimina porque es el término sin constante 
 b_b_extend_seas=b_b_extend[-1] 
 #Variancia no condicional  
 c<-a0/((1-sum(b))*(1-sum(sb))) 
     ##Controlamos proceso no estacionario 
    if(min(Mod(polyroot(c(1,-b_b_extend_seas))))<1+epsilon) 
 { 
  f=10000 
 } 
 s2t<-c+filter(s2t,filter=b_b_extend_seas,method="recursive",init=rep(s2-
c,(p+sp*period_sseasonal))) 
     
 } 
 else 
 { 
  s2t<-s2t+a0 
 }  
} 
else if (q>0 & sq>0) 
{ 
 a<-abs(par[(p1+q1+sp1+sq1+2):(p1+q1+sp1+sq1+1+q)]) 
 sa<-abs(par[(p1+q1+sp1+sq1+2+q+p):(p1+q1+sp1+sq1+1+q+p+sq)]) 
 #Calculo el polinomio no estacional 
    a_noseas=polynomial(c(1,a)) 
    #Calculo el vector de coeficientes estacional extendido 
    coef_sa=poly_seasonal(period_sseasonal,sa) 
    #Calculo el polinomio estacional 
    a_seas=polynomial(coef_sa) 
    #Multiplico ambos polinomios y tengo la parte extendida 
    b_a_extend=a_noseas*a_seas   
 #La primera posición del vector se elimina porque es el término sin constante 
 b_a_extend_seas=b_a_extend[-1] 
  s2t <- filter(e2,filter=c(0,b_a_extend_seas),sides=1)[-(1:(r1+r))] 
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  if(p>0 & sp==0) 
  { 
     b<-abs(par[(p1+q1+sp1+sq1+2+q):(p1+q1+sp1+sq1+1+q+p)]) 
     c<-a0/(1-sum(b)) 
     #Contralamos proceso no estacionario 
     if(min(Mod(polyroot(c(1,-b))))<1+epsilon) 
  { 
   f=10000 
  } 
     s2t<-c+filter(s2t,filter=b,method="recursive",init=rep(s2-c,p)) 
  } 
  else if (p>0 & sp>0) 
  { 
   b<-abs(par[(p1+q1+sp1+sq1+2+q):(p1+q1+sp1+sq1+1+q+p)]) 
     sb<-abs(par[(p1+q1+sp1+sq1+2+q+p+sq):(p1+q1+sp1+sq1+1+q+p++sq+sp)]) 
     #Calculo el polinomio no estacional 
     b_noseas=polynomial(c(1,b)) 
     #Calculo el vector de coeficientes estacional extendido 
     coef_sb=poly_seasonal(period_sseasonal,sb) 
     #Calculo el polinomio estacional 
     b_seas=polynomial(coef_sb) 
     #Multiplico ambos polinomios y tengo la parte extendida 
     b_b_extend=b_noseas*b_seas   
  #La primera posición del vector se elimina porque es el término sin constante 
  b_b_extend_seas=b_b_extend[-1] 
  #Variancia no condicional  
  c<-a0/((1-sum(b))*(1-sum(sb))) 
  #Controlamos proceso no estacionario 
  if(min(Mod(polyroot(c(1,-b_b_extend_seas))))<1+epsilon) 
  { 
   f=10000 
  } 
  s2t<-c+filter(s2t,filter=b_b_extend_seas,method="recursive",init=rep(s2-
c,(p+sp*period_sseasonal))) 
  } 
   else 
     { 
      s2t<-s2t+a0 
     } 
} 
 
else 
 {  
  s2t <- rep(a0,n.eff) 
 } 
 
if(r1+r>0) 
{ 
  e2 <- e2[-(1:(r1+r))] 
  y0 <- y0[-(1:(r1+r))] 
} 
if(iter) 
{ 
  if(tdist) 
  { 
     nu <- par[k] 
     scale <- sqrt(abs(s2t*(nu-2)/nu)) 
     return(-sum(log(dt(y0/scale,df=nu)/scale)))   
  }  
  else  
  { 
     return((n.eff*log(2*pi)+sum(log(s2t)+e2/s2t))/2)              # - log likelihood 
  } 
} 
else 
 {  
  return(cbind(y0/sqrt(s2t),s2t)) 
 } 
 
} 
 
#nonlinear minimization 
 
a<-nlm(f,p=par,hessian=TRUE) 
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#printing the result  
 
print("#####Resultados optimización#######")  
print("Code:") 
print(a$code) 
 
if (a$code==1) 
{ 
 print("Relative gradient is close to zero, current iterate is probably solution.") 
} 
 
if (a$code==2) 
{ 
 print("Successive iterates within tolerance, current iterate is probably solution.") 
} 
 
if (a$code==3) 
{ 
 print("Last global step failed to locate a point lower than estimate. Either estimate 
is an approximate local minimum of the function or steptol is too small.") 
} 
 
if (a$code==4) 
{ 
 print("Iteration limit exceeded.") 
} 
 
if (a$code==5) 
{ 
 print("Maximum step size stepmax exceeded five consecutive times. Either the function 
is unbounded below, becomes asymptotic to a finite value from above in some direction 
or stepmax is too small.") 
} 
 
print("######################") 
 
S<-solve(a$hessian+epsilon*diag(k)) 
se0<-sqrt(diag(S)) 
estimate<-list() 
 
if(p1>0) 
{ 
  estimate$ar<-t(matrix(c(a$estimate[1:p1],se0[1:p1]),nc=2)) 
  row.names(estimate$ar)<-c("estimate","s.e.") 
} 
if(q1>0) 
{ 
  estimate$ma<-t(matrix(c(a$estimate[(p1+1):(p1+q1)],se0[(p1+1):(p1+q1)]),nc=2)) 
  row.names(estimate$ma)<-c("estimate","s.e.") 
} 
 
if(sp1>0) 
{ 
  estimate$sar<-
t(matrix(c(a$estimate[(p1+q1+1):(p1+q1+sp1)],se0[(p1+q1+1):(p1+q1+sp1)]),nc=2)) 
  row.names(estimate$sar)<-c("estimate","s.e.") 
} 
 
if(sq1>0) 
{ 
  estimate$sma<-
t(matrix(c(a$estimate[(p1+q1+sp1+1):(p1+q1+sp1+sq1)],se0[(p1+q1+sp1+1):(p1+q1+sp1+sq1)]
),nc=2)) 
  row.names(estimate$sma)<-c("estimate","s.e.") 
} 
 
 
alpha <- 
t(matrix(c(abs(a$estimate[(p1+q1+sp1+sq1+1):(p1+q1+sp1+sq1+q+1)]),se0[(p1+q1+sp1+sq1+1)
:(p1+q1+sp1+sq1+q+1)]),nc=2)) 
alpha[,1]<-alpha[,1]*s2 
row.names(alpha)<-c("estimate","s.e.") 
estimate$alpha <- alpha  
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if(p>0) 
{ 
estimate$beta<-
t(matrix(c(abs(a$estimate[(p1+q1+sp1+sq1+q+2):(p1+q1+sp1+sq1+1+p+q)]),se0[(p1+q1+sp1+sq
1+q+2):(p1+q1+sp1+sq1+1+p+q)]), 
    nc=2)) 
  row.names(estimate$beta)<-c("estimate","s.e.") 
} 
 
if (sq>0) 
{ 
estimate$salpha<-
t(matrix(c(abs(a$estimate[(p1+q1+sp1+sq1+q+p+2):(p1+q1+sp1+sq1+1+p+q+sq)]),se0[(p1+q1+s
p1+sq1+q+p+2):(p1+q1+sp1+sq1+1+p+q+sq)]), 
    nc=2)) 
  row.names(estimate$salpha)<-c("estimate","s.e.")  
} 
 
if (sp>0) 
{ 
estimate$sbeta<-
t(matrix(c(abs(a$estimate[(p1+q1+sp1+sq1+q+p+sq+2):(p1+q1+sp1+sq1+1+p+q+sq+sp)]),se0[(p
1+q1+sp1+sq1+q+p+sq+2):(p1+q1+sp1+sq1+1+p+q+sq+sp)]), 
    nc=2)) 
  row.names(estimate$sbeta)<-c("estimate","s.e.")  
} 
 
if(include.mean) 
{ 
   estimate$mean<-
t(matrix(c(a$estimate[(2+p1+q1+sp1+sq1+p+q+sp+sq)],se0[(2+p1+q1+sp1+sq1+p+q+sp+sq)]),nc
=2)) 
   row.names(estimate$mean)<-c("estimate","s.e.") 
} 
 
if(tdist) 
{ 
  estimate$nu<-t(matrix(c(a$estimate[k],se0[k]),nc=2)) 
  row.names(estimate$nu)<-c("estimate","s.e.") 
} 
 
#Calculamos coeficientes de los polinomios estacionales * no estacionales 
##Polinomio AR 
if (p1>0 & sp1==0) 
{ 
 coef_ar<-estimate$ar[1,] 
 #Calculo el polinomio no estacional 
    pol_noseas=polynomial(c(1,-coef_ar)) 
    #Raíces del polinomio 
    z=polyroot(c(1,-coef_ar)) 
    mod_z=Mod(z) 
    estimate$Polinomio.AR=pol_noseas 
    estimate$Raices.Pol.AR=mod_z 
} 
 
##Polinomio SMA 
if (q1>0 & sq1==0) 
{ 
 coef_ma<-estimate$ma[1,] 
    #Calculo el polinomio no estacional 
    pol_noseas=polynomial(c(1,coef_ma)) 
    #Raíces del polinomio 
    z=polyroot(c(1,coef_ma)) 
    mod_z=Mod(z) 
    estimate$Polinomio.MA=pol_noseas 
    estimate$Raices.Pol.MA=mod_z 
} 
 
##Polinomio SAR 
if (p1>0 & sp1>0) 
{ 
 coef_ar<-estimate$ar[1,] 
    coef_sar<-estimate$sar[1,] 
    #Calculo el polinomio no estacional 
    pol_noseas=polynomial(c(1,-coef_ar)) 
    #Calculo raices polinomio 
    z_ar=polyroot(c(1,-coef_ar)) 
    mod_z_ar=Mod(z_ar) 
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    #Calculo el vector de coeficientes estacional extendido 
    coef_sar=poly_seasonal(period_seasonal,-coef_sar) 
    #Calculo el polinomio estacional 
    pol_seas=polynomial(coef_sar) 
    #Calculo raices polinomio 
    z_sar=polyroot(coef_sar) 
    mod_z_sar=Mod(z_sar) 
    #Multiplico ambos polinomios y tengo la parte extendida 
    pol_extend=pol_noseas*pol_seas 
    estimate$Polinomio.SAR=pol_extend  
    estimate$Raices.Pol.AR=mod_z_ar 
    estimate$Raices.Pol.SAR=mod_z_sar  
  
} 
 
##Polinomio SMA 
if (q1>0 & sq1>0) 
{ 
 coef_ma<-estimate$ma[1,] 
    coef_sma<-estimate$sma[1,] 
    #Calculo el polinomio no estacional 
    pol_noseas=polynomial(c(1,coef_ma)) 
    #Calculo raices polinomio 
    z_ma=polyroot(c(1,coef_ma)) 
    mod_z_ma=Mod(z_ma) 
     
    #Calculo el vector de coeficientes estacional extendido 
    coef_sma=poly_seasonal(period_seasonal,coef_sma) 
    #Calculo el polinomio estacional 
    pol_seas=polynomial(coef_sma) 
    #Calculo raices polinomio 
    z_sma=polyroot(coef_sma) 
    mod_z_sma=Mod(z_sma) 
    
    #Multiplico ambos polinomios y tengo la parte extendida 
    pol_extend=pol_noseas*pol_seas 
    estimate$Polinomio.SMA=pol_extend   
    estimate$Raices.Pol.MA=mod_z_ma 
    estimate$Raices.Pol.SMA=mod_z_sma  
} 
 
##Polinomio ARCH (que depende de los residuos al cuadrado): polinomio "alpha" 
if (q>0 & sq==0) 
{ 
 coef_alpha<-(estimate$alpha[1,])[-1] 
    #Calculo el polinomio no estacional 
    pol_noseas=(polynomial(c(1,coef_alpha)))-1 
    estimate$Polinomio.ARCH=pol_noseas 
} 
 
##Polinomio SARCH (que depende de los residuos al cuadrado): polinomio "salpha" 
if (q>0 & sq>0) 
{ 
 coef_alpha<-(estimate$alpha[1,])[-1] 
    coef_salpha<-estimate$salpha[1,] 
    #Calculo el polinomio no estacional 
    pol_noseas=polynomial(c(1,coef_alpha)) 
    #Calculo el vector de coeficientes estacional extendido 
    coef_salpha=poly_seasonal(period_sseasonal,coef_salpha) 
    #Calculo el polinomio estacional 
    pol_seas=polynomial(coef_salpha) 
    #Multiplico ambos polinomios y tengo la parte extendida 
    pol_extend=(pol_noseas*pol_seas)-1 
    estimate$Polinomio.SARCH=pol_extend    
} 
 
##Polinomio GARCH (que depende de las sigmas al cuadrado): polinomio "beta" 
if (p>0 & sp==0) 
{ 
 coef_beta<-estimate$beta[1,] 
    #Calculo el polinomio no estacional 
    pol_noseas=polynomial(c(1,-coef_beta)) 
    #Raíces del polinomio 
    z=polyroot(c(1,-coef_beta)) 
    mod_z=Mod(z) 
    estimate$Polinomio.GARCH=pol_noseas  
    estimate$Raices.Pol.GARCH=mod_z  
 
} 
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##Polinomio SGARCH (que depende de las sigmas al cuadrado): polinomio "sbeta" 
if (p>0 & sp>0) 
{ 
 coef_beta<-estimate$beta[1,] 
    coef_sbeta<-estimate$sbeta[1,] 
    #Calculo el polinomio no estacional 
    pol_noseas=polynomial(c(1,-coef_beta)) 
    #Raíces del polinomio 
    z=polyroot(c(1,-coef_beta)) 
    mod_z=Mod(z) 
     
    #Calculo el vector de coeficientes estacional extendido 
    coef_sbeta=poly_seasonal(period_sseasonal,-coef_sbeta) 
    #Calculo el polinomio estacional 
    pol_seas=polynomial(coef_sbeta) 
    #Calculo raices polinomio 
    z_sgarch=polyroot(coef_sbeta) 
    mod_z_sgarch=Mod(z_sgarch) 
     
    #Multiplico ambos polinomios y tengo la parte extendida 
    pol_extend=(pol_noseas*pol_seas) 
    estimate$Polinomio.SGARCH=pol_extend   
    estimate$Raices.Pol.GARCH=mod_z 
    estimate$Raices.Pol.SGARCH=mod_z_sgarch 
      
} 
 
 
estimate$loglik <- -a$minimum 
 
 
estimate$crit <- c(BIC= 2*n/n.eff*a$minimum + k*log(n), 
                   AIC= 2*n/n.eff*a$minimum + k*2, 
                   AICC= 2*n/n.eff*a$minimum +k*2*n/(n-k-1)) 
 
resfit<-f(a$estimate,FALSE) 
fitted<-c(rep(NA,r+r1),sqrt(resfit[,2])) 
res<-c(rep(NA,r+r1),resfit[,1]) 
D <- diag(1/sqrt(diag(S))) 
R <- D%*%S%*%D 
print(estimate) 
invisible(list(estimate=estimate,fitted.values=fitted,resid=res,cor=R,n.eff=n.eff,code=a
$code)) 
 
} 
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C3. Función en R: predicción de un modelo SARMA-SGARCH. 
 
###Prediccion sarma-sgarch model 
 
sarma_sgarch.pred<-function(x, centrar=1, nlag=8, w=4, 
period_seasonal=0,period_sseasonal=0,mu=0,ar=c(0), 
ma=c(0),sar=c(0),sma=c(0),omega=1, alpha=c(0),beta=c(0),salpha=c(0),sbeta=c(0)) 
 
{ 
library(polynom) 
library(TSA) 
library(fGarch) 
library(fArma) 
 
##########PARAMETROS DE ENTRADA 
#x=datos 
#w=ventana de predicción, por defecto hasta t+4 
#centrar=1 si se le resta la media; 0 en caso contrario. Por defecto, datos centrados 
#lag=retardo para la primera diferencia; si 0 no aplica 
#...Resto de parámetros coeficientes del modelo sarma-sgarch 
 
#Transformacion variable original 
##Datos centrados 
 
 
 
if (centrar==1) 
{ 
 media=mean(x) 
 y=(x-media) 
} 
 else 
 { 
  y=x 
 } 
 
if (nlag > 0) 
{ 
 y=diff(y,lag=nlag,differences=1) 
 y=y[-(1:nlag)] 
} 
  
#Creamos una función que devuelve un vector para el polinomio estacional 
poly_seasonal<-function(s,coef) 
{ 
 #input 
 #s es un entero con la periodicidad de la estacionalidad p.e 8 
 #coef es un vector con los coeficientes del polinomio estacional sin incluir la 
constante 
 #output 
 #un vector de dimensión s*order con los coeficientes extendidos (pone ceros si no 
existe) 
 order=length(coef) 
 vextend=c(rep(0,s*order+1)) 
 vextend[1]=1 
 for (i in 1:length(coef)) 
 { 
  vextend[i*s+1]=coef[i] 
 } 
 return (vextend) 
} 
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##################### 
#Función predice sarma-garch  
##################### 
 
epsilon <- 0.000001 
 
 
#Creamos vector de coeficientes parte estacional 
coef_sar=poly_seasonal(period_seasonal,-sar) 
coef_sma=poly_seasonal(period_seasonal,sma) 
 
coef_salpha=poly_seasonal(period_sseasonal,salpha) 
coef_sbeta=poly_seasonal(period_sseasonal,sbeta) 
 
 
#Calculamos coeficientes polinomio SAR y SMA: 
 
if (sum(abs(ar))<epsilon) 
{ 
 ar_s=0 
} 
else 
{ 
 pol.ar=polynomial(c(1,-ar)) 
 pol.sar=polynomial(c(coef_sar)) 
 if (period_seasonal==0) 
 { 
  pol.sar=polynomial(c(1,coef_sar))  
 } 
  
 ar_s=pol.ar*pol.sar 
 ar_s=ar_s[-1] 
} 
if (sum(abs(ma))<epsilon) 
{ 
 ma_s=0 
} 
else 
{ 
 pol.ma=polynomial(c(1,ma)) 
 pol.sma=polynomial(c(coef_sma)) 
 if (period_seasonal==0) 
 { 
  pol.sma=polynomial(c(1,coef_sma))  
 } 
  
 ma_s=pol.ma*pol.sma 
 ma_s=ma_s[-1] 
} 
 
#Calculamos coeficientes polinomio alpha y beta: 
if (sum(abs(alpha))<epsilon) 
{ 
 alpha_s=0 
} 
else 
{ 
 pol.alpha=polynomial(c(1,alpha)) 
 pol.salpha=polynomial(c(coef_salpha)) 
 if (period_sseasonal==0) 
 { 
  pol.salpha=polynomial(c(1,coef_salpha))  
 } 
  
 
 alpha_s=pol.alpha*pol.salpha 
 alpha_s=alpha_s[-1] 
} 
if (sum(abs(beta))<epsilon) 
{ 
 beta_s=0 
} 
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else 
{ 
 pol.beta=polynomial(c(1,beta)) 
 pol.sbeta=polynomial(c(coef_sbeta)) 
 if (period_sseasonal==0) 
 { 
  pol.sbeta=polynomial(c(1,coef_sbeta)) 
 } 
 beta_s=pol.beta*pol.sbeta 
 beta_s=beta_s[-1] 
} 
 
#Calculamos orders: 
order.ar=length(ar) 
order.ma=length(ma) 
order.alpha=length(alpha) 
order.beta=length(beta) 
 
order.ar_s=length(ar_s) 
order.ma_s=length(ma_s) 
 
order.alpha_s=length(alpha_s) 
order.beta_s=length(beta_s) 
 
#Máximo orden de la parte de la media 
m=max(order.ar_s,order.ma_s) 
 
#Calculamos tamaño de la muestra 
n=length(y) 
 
#Inicializamos 
eps=rep(0,n+w) 
y_hat=rep(0,n+w) 
 
##Me creo un vector auxiliar para que las predicciones coja el dato real o predicho 
según convenga 
##Hasta donde tengo datos le pongo la y real y después le pongo la predicha 
y_hat_aux=rep(0,n+w) 
 
 
##deltainv=1/2 
 
 
############################################# 
 
##La mu la multiplico por la suma del polinomio sAR para obtener la media del proceso 
(véase Tsay) 
 
##########FUNCION ARMA-SGARCH################ 
 
for (i in (1):(n+w)) 
{ 
 ##h[i]=omega +sum(alpha_s*((eps[i-(1:order.alpha_s)])^2))+sum(beta_s*h[i-
(1:order.beta_s)]) 
 ##eps[i]=h[i]^deltainv*z[i] 
 if (i <= m) 
 { 
  y_hat[i]=y[i] 
  y_hat_aux[i]=y[i] 
 } 
  else 
  { 
   #Hemos eliminado eps[i] porque en la predicción toma esperanza igual a 
cero 
   if (i<=n+1) 
   { 
    y_hat[i]=mu*(1-sum(-ar_s))+sum(-ar_s*matrix(y)[i-
(1:order.ar_s)])+sum(ma_s*eps[i-(1:order.ma_s)]) 
    if (i<=n) 
    { 
     y_hat_aux[i]=y[i] 
    } 
     else 
     { 
      y_hat_aux[i]=y_hat[i] 
     } 
   } 
    else 
    { 
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     y_hat[i]=mu*(1-sum(-ar_s))+sum(-ar_s*matrix(y_hat_aux)[i-
(1:order.ar_s)])+sum(ma_s*eps[i-(1:order.ma_s)]) 
     y_hat_aux[i]=y_hat[i] 
    } 
   #Porque si estoy fuera de la muestra la esperanza del residuo es cero 
   if (i <= n) 
    { 
     eps[i]=y[i]-y_hat[i] 
    } 
 
  } 
} 
 
##Deshacemos transformación 
##He cuadrado el original ahora falta cambiar la y por y_hat 
if (nlag>0) 
{ 
 y_hat_orig=append(rep(0,nlag),y_hat) 
 for (i in 1:(length(y_hat_orig))) 
 { 
  if (i>nlag) 
  { 
   if ((i-nlag)>(length(x))) 
   { 
    return ("Ventana de predicción fuera de rango") 
   } 
    else 
     { 
      y_hat_orig[i]=matrix(y_hat_orig)[i]+matrix(x)[(i-
nlag)] 
     } 
  } 
 } 
} 
 else 
 { 
  if (centrar==1) 
  { 
   y_hat_orig=y_hat + mean(x) 
  } 
   else 
   { 
    y_hat_orig=y_hat 
   } 
 } 
 
 
return(y_hat_orig) 
 
} 
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C4. Función en R: simulación de un modelo SARMA-SGARCH. 
 
###Simulo sarma-garch model 
 
sarma_sgarch.sim<-
function(n=1000,n.start=200,period_seasonal=0,period_sseasonal=0,mu=0,ar=c(0), 
ma=c(0),sar=c(0),sma=c(0),omega=1, alpha=c(0),beta=c(0),salpha=c(0),sbeta=c(0)) 
 
{ 
library(polynom) 
library(TSA) 
library(fGarch) 
library(fArma) 
 
 
#Creamos una función que devuelve un vector para el polinomio estacional 
poly_seasonal<-function(s,coef) 
{ 
 #input 
 #s es un entero con la periodicidad de la estacionalidad p.e 8 
 #coef es un vector con los coeficientes del polinomio estacional sin incluir la 
constante 
 #output 
 #un vector de dimensión s*order con los coeficientes extendidos (pone ceros si no 
existe) 
 order=length(coef) 
 vextend=c(rep(0,s*order+1)) 
 vextend[1]=1 
 for (i in 1:length(coef)) 
 { 
  vextend[i*s+1]=coef[i] 
 } 
 return (vextend) 
} 
 
 
##################### 
#Función simula sarma-garch  
##################### 
 
 
epsilon <- 0.000001 
 
 
n=n+n.start 
 
#Estacionalidad parte garch 
 
 
#Estacionalidad parte ARMA 
 
z=rnorm(n) 
 
#No dejamos simular un modelo con estacionalidad sin los efectos no estacionales 
if ((sum(abs(ar))<epsilon) & (sum(abs(sar))>epsilon)) 
{ 
 return("Si SAR entonces AR") 
} 
if ((sum(abs(ma))<epsilon) & (sum(abs(sma))>epsilon)) 
{ 
 return("Si SMA entonces MA") 
} 
if ((sum(abs(alpha))<epsilon) & (sum(abs(salpha))>epsilon)) 
{ 
 return("Si SGARCH entonces GARCH") 
} 
if ((sum(abs(beta))<epsilon) & (sum(abs(sbeta))>epsilon)) 
{ 
 return("Si SARCH entonces ARCH") 
} 
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#Creamos vector de coeficientes parte estacional 
coef_sar=poly_seasonal(period_seasonal,-sar) 
coef_sma=poly_seasonal(period_seasonal,sma) 
 
coef_salpha=poly_seasonal(period_sseasonal,salpha) 
coef_sbeta=poly_seasonal(period_sseasonal,sbeta) 
 
 
#Chequeamos invertibilidad 
if(sum(abs(ma)) > epsilon) 
{ 
 if(min(Mod(polyroot(c(1,ma))))<1+epsilon) 
    { 
  return ("Raices Polinomio MA dentro circulo unidad") # invertibility check 
    } 
} 
 
if(sum(abs(sma)) > epsilon) 
{ 
 if(min(Mod(polyroot(coef_sma)))<1+epsilon) 
    { 
        return ("Raices Polinomio SMA dentro circulo unidad") # invertibility check 
     }  
} 
 
if(sum(abs(ar)) > epsilon) 
{ 
 if(min(Mod(polyroot(c(1,-ar))))<1+epsilon) 
   { 
     return ("Raices Polinomio AR dentro circulo unidad") # invertibility check 
    } 
} 
 
if(sum(abs(sar)) > epsilon) 
{ 
 if(min(Mod(polyroot(c(1,-coef_sar[-1]))))<1+epsilon) 
   { 
     return ("Raices Polinomio SAR dentro circulo unidad") # invertibility check 
    } 
} 
 
#Calculamos coeficientes polinomio SAR y SMA: 
 
if (sum(abs(ar))<epsilon) 
{ 
 ar_s=0 
} 
else 
{ 
 pol.ar=polynomial(c(1,-ar)) 
 pol.sar=polynomial(c(coef_sar)) 
 if (period_seasonal==0) 
 { 
  pol.sar=polynomial(c(1,coef_sar))  
 } 
  
 ar_s=pol.ar*pol.sar 
 ar_s=ar_s[-1] 
} 
if (sum(abs(ma))<epsilon) 
{ 
 ma_s=0 
} 
else 
{ 
 pol.ma=polynomial(c(1,ma)) 
 pol.sma=polynomial(c(coef_sma)) 
 if (period_seasonal==0) 
 { 
  pol.sma=polynomial(c(1,coef_sma))  
 } 
  
 ma_s=pol.ma*pol.sma 
 ma_s=ma_s[-1] 
} 
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#Calculamos coeficientes polinomio alpha y beta: 
if (sum(abs(alpha))<epsilon) 
{ 
 alpha_s=0 
} 
else 
{ 
 pol.alpha=polynomial(c(1,alpha)) 
 pol.salpha=polynomial(c(coef_salpha)) 
 if (period_sseasonal==0) 
 { 
  pol.salpha=polynomial(c(1,coef_salpha))  
 } 
  
 
 alpha_s=pol.alpha*pol.salpha 
 alpha_s=alpha_s[-1] 
} 
if (sum(abs(beta))<epsilon) 
{ 
 beta_s=0 
} 
else 
{ 
 pol.beta=polynomial(c(1,beta)) 
 pol.sbeta=polynomial(c(coef_sbeta)) 
 if (period_sseasonal==0) 
 { 
  pol.sbeta=polynomial(c(1,coef_sbeta)) 
 } 
 beta_s=pol.beta*pol.sbeta 
 beta_s=beta_s[-1] 
} 
 
#Calculamos orders: 
order.ar=length(ar) 
order.ma=length(ma) 
order.alpha=length(alpha) 
order.beta=length(beta) 
 
order.ar_s=length(ar_s) 
order.ma_s=length(ma_s) 
 
order.alpha_s=length(alpha_s) 
order.beta_s=length(beta_s) 
 
m=max(order.ar_s,order.ma_s,order.alpha_s,order.beta_s) 
 
#Inicializamos 
h=rep(0.10,n) 
y=rep(mu,n) 
 
deltainv=1/2 
 
##Chequeamos proceso garch estacionario 
if (sum(abs(beta))> epsilon) 
{ 
 if(min(Mod(polyroot(c(1,-beta_s))))<1+epsilon) 
 { 
  print("Minima raiz Polinomio Beta:") 
  print(min(Mod(polyroot(c(1,-beta_s))))) 
  print("Proceso variancia no estacionaria") 
  return ("Raices Polinomio Beta dentro circulo unidad")  
 } 
} 
 
sum_alpha_beta=sum(alpha_s)+sum(beta_s) 
 
if (sum_alpha_beta > (1-epsilon)) 
{ 
 print("Alpha + Beta + (sAlpha + sBeta + Efectos Cruzados):") 
 print(sum_alpha_beta) 
 print("Alpha + Beta + (sAlpha + sBeta + Efectos Cruzados) es superior a 1. Variancia no 
finita") 
 return("(Alpha + Beta + (sAlpha + sBeta + Efectos Cruzados)) > 1") 
} 
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############################################# 
 
##La mu la multiplico por la suma del polinomio sAR para obtener la media del proceso 
(véase Tsay) 
##La omega la multiplico también porque sino tendería a la esperanza de E(et^2) 
 
##########FUNCION ARMA-SGARCH################ 
eps=h^deltainv*z 
for (i in (m+1):(n)) 
{ 
 h[i]=omega +sum(alpha_s*((eps[i-(1:order.alpha_s)])^2))+sum(beta_s*h[i-
(1:order.beta_s)]) 
 eps[i]=h[i]^deltainv*z[i] 
 y[i]=(mu*(1-sum(-ar_s)))+sum(-ar_s*y[i-(1:order.ar_s)])+sum(ma_s*eps[i-
(1:order.ma_s)])+eps[i] 
} 
 
print("Alpha + Beta + (sAlpha + sBeta + Efectos Cruzados):") 
print(sum_alpha_beta) 
 
print("#############") 
 
print("Max. orden (parametro m):") 
print(m) 
print("############") 
print("mu:") 
print(mu) 
print("ar_s:") 
print(ar_s) 
print("ma_s:") 
print(ma_s) 
print("############") 
 
print("omega:") 
print(omega) 
print("alpha_s:") 
print(alpha_s) 
print("beta_s:") 
print(beta_s) 
print("############") 
print("Orden polinomio SAR:") 
print(order.ar_s) 
print("Orden polinomio SMA:") 
print(order.ma_s) 
 
print("Orden polinomio alpha_s:") 
print(order.alpha_s) 
print("Orden polinomio beta_s:") 
print(order.beta_s) 
 
 
############################################# 
 
 
#Eliminamos valores iniciales 
y=y[(m+1):(n)] 
y=y[-(1:(n.start-m))] 
 
return(y) 
 
} 
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C5. Sintaxis R: Cálculo EOF y estimación modelo para la serie PC1. 
 
bdd=read.table("bdd_eof.txt", header = TRUE, row.names = NULL,sep="\t") 
bdd[1:10,] 
 
#Leemos BDD con las coordenadas latitud y longitud de cada localización espacial 
bdd_loc=read.table("bdd_eof_loc.txt", header = TRUE, row.names=NULL, sep="\t") 
 
 
###?read.table 
bdd_loc[1:10,] 
 
##Calculamos los EOFs 
coordinates(bdd_loc) = ~x+y 
proj4string(bdd_loc) = "+proj=longlat +datum=WGS84" 
stations = 6:866 
names(bdd) 
 
bdd_loc = bdd_loc[match(names(bdd[stations]), bdd_loc$code),] 
bdd$time = ISOdate(bdd$ano, bdd$mes, bdd$dia, bdd$hora) 
 
space = list(values = names(bdd)[stations]) 
bdd.st = stConstruct(bdd[stations], space, bdd$time, SpatialObj = bdd_loc) 
 
length(bdd.st[1,]) 
 
 
###Para modelizar no incluimos el último día (2010-12-31) para poder comparar la 
predicción con el dato observado 
 
bdd.st_mod=bdd.st[,"2009-01-01::2010-12-30"] 
 
length(bdd.st_mod[1,]) 
 
wind.eof.1 = EOF(bdd.st_mod) 
 
##No centramos los datos ni escalamos porque las variables medidas en la misma unidad 
###Después será más sencillo recuperar los datos originales 
 
wind.eof.2 = EOF(bdd.st_mod, "temporal",center=FALSE, scale=FALSE) 
 
names(wind.eof.1) 
names(wind.eof.2) 
 
wind.eof.1$EOF1 
length(wind.eof.2$EOF1) 
 
summary(wind.eof.1) 
 
#Graficos espaciales 
spplot(wind.eof.1[c(5,6,3,4,1,2)], col.regions = bpy.colors(), scales = list(draw=TRUE), 
main = "EOF's",layout=c(2,3)) 
 
#Graficos temporales 
par(mfrow=c(3,2)) 
plot(wind.eof.2[,1], main = "Primer EOF", ylab = "EOF 1") 
plot(wind.eof.2[,2], main = "Segundo EOF", ylab = "EOF 2") 
plot(wind.eof.2[,3], main = "Tercer EOF", ylab = "EOF 3") 
plot(wind.eof.2[,4], main = "Cuarto EOF", ylab = "EOF 4") 
plot(wind.eof.2[,5], main = "Quinto EOF", ylab = "EOF 5") 
plot(wind.eof.2[,6], main = "Sexto EOF", ylab = "EOF 6") 
 
#####MODELO DE SERIE TEMPORAL####### 
##A cada EOF le restamos su media 
 
#PRIMER EOF 
 
eof1_orig=wind.eof.2[,1] 
eof1=(eof1_orig-mean(eof1_orig)) 
 
length(eof1) 
#Gráfico primer EOF 
 
plot(eof1, main = "Primera Componente Principal (PC1)", ylab = "PC1") 
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#Test de raiz unitaria de Dickey-Fuller 
adfTest(eof1,lags=10,type=c("c")) 
 
#Histograma 
hist(eof1, col="grey", freq=TRUE,main="Distribución 1ª componente principal (PC1)", 
xlab='PC1',ylab='Frecuencia') 
 
basicStats(eof1) 
 
s3=skewness(eof1) 
s3 
 
 
T=length(eof1) 
tst=s3/sqrt(6/T) 
tst 
pv=2*pnorm(tst) 
pv 
 
k4=kurtosis(eof1, method="excess") 
 
tst=k4/sqrt(24/T) 
tst 
 
#Prueba hipótesis media igual a cero 
t.test(eof1) 
#Test de normalidad de Jarque-Bera 
normalTest(eof1,method="jb") 
 
#Distribución empírica vs normal teórica. 
par(mfrow=c(1,1)) 
plot(density(eof1),main="Black=empirical,Red=Normal",xlab="PC1") 
h<-hist(eof1,breaks=30,plot=F) 
xhist<-c(min(h$breaks),h$breaks) 
yhist<-c(0,h$density,0) 
xfit<-seq(min(eof1),max(eof1),length=5000) 
yfit<-dnorm(xfit,mean=mean(eof1),sd=sd(eof1)) 
lines(xfit,yfit, col=2) 
 
##QQ-PLOT 
par(mfcol=c(1,1)) 
qqnorm(eof1)    
qqline(eof1) 
 
 
#Identificacion modelo para la media. 
 
max=60 
a=acf(eof1,lag.max=max) 
aa1=lag_acf(a) 
aa1$acf 
b=pacf(eof1,lag.max=max) 
bb1=lag_pacf(b) 
bb1$acf 
par(mfrow=c(2,1)) 
plot(aa1, main="ACF PC1") 
plot(bb1, main="PACF PC1") 
 
#Test de Box-Ljung de ruido blanco 
Box.test(eof1,lag=10,type='Ljung') 
 
##Tomamos una diferencia estacional (s=8) de orden 1 
####Si alguna vez tengo que diferenciar la parte no estacional y la estacional da lo 
mismo si diferencio antes la parte no estacional 
deof1=diff(eof1,lag=8,differences=1) 
deof1=deof1[-(1:8)] 
 
hist(deof1,col="grey", freq=TRUE,main="Distribución PC1 diferenciada de orden 8", 
xlab='PC1-d8',ylab='Frecuencia') 
 
max=60 
a=acf(deof1,lag.max=max) 
aa1=lag_acf(a) 
aa1$acf 
b=pacf(deof1,lag.max=max) 
bb1=lag_pacf(b) 
bb1$acf 
par(mfrow=c(2,1)) 
plot(aa1, main="ACF PC1-d8") 
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plot(bb1, main="PACF PC1-d8") 
 
####MODELO CON GARCH ESTACIONAL Y ERRORES GAUSSIANOS 
 
mod_eof1_gauss=sarma_sgarch(deof1,order=c(1,7),sorder=c(0,3),period_seasonal=8,gorder=c(
0,4),sgorder=c(0,5), 
period_sseasonal=8, include.mean=TRUE,tdist=FALSE,s2=NULL) 
 
####MODELO CON GARCH ESTACIONAL Y ERRORES T-STUDENT 
 
mod_eof1_bis=sarma_sgarch(deof1,order=c(1,7),sorder=c(0,3),period_seasonal=8,gorder=c(0,
4),sgorder=c(0,5), 
period_sseasonal=8, include.mean=TRUE,tdist=TRUE,s2=NULL) 
 
######PREDICCIÓN A t+1 PARA COMPARAR CON DATO REAL 
 
ventana=8 
 
ar=mod_eof1_bis$estimate$ar[1,] 
ma=mod_eof1_bis$estimate$ma[1,] 
sma=mod_eof1_bis$estimate$sma[1,] 
mu=mod_eof1_bis$estimate$mean[1,] 
 
 
x=sarma_sgarch.pred(eof1_orig,w=ventana,centrar=1,nlag=8,period_seasonal=8,period_sseaso
nal=8,mu=mu,ar=ar, 
ma=ma,sar=c(0),sma=sma,omega=1, alpha=c(0),beta=c(0),salpha=c(0),sbeta=c(0)) 
 
length(eof1_orig) 
 
pred1=x[(length(eof1_orig)+1):(length(eof1_orig)+ventana)] 
 
mod_bis=arima(eof1_orig,order=c(1,0,7),seasonal=list(order=c(0,1,3),period=8)) 
predict(mod_bis) 
 
#######FIN PREDICCIÓN A t+1 
 
##Para errores t-student 
mod=sarma_sgarch(deof1,order=c(1,7),sorder=c(0,3),period_seasonal=8,gorder=c(0,0),sgorde
r=c(0,0), 
period_sseasonal=0, include.mean=TRUE,tdist=TRUE,s2=NULL) 
 
res_nocond=mod$resid 
 
res_nocond[1:100] 
 
res_nocond=sqrt(mod$estimate$alpha[1,1])*res_nocond[-(1:31)] 
var(res_nocond) 
 
##Residuos al cuadrado para modelo sin estructura SGARCH 
par(mfrow=c(2,1)) 
max=60 
a=acf(res_nocond^2,lag.max=max) 
b=pacf(res_nocond^2,lag.max=max) 
aa1=lag_acf(a) 
aa1$lag 
bb1=lag_pacf(b) 
bb1$lag 
plot(aa1, main="ACF residuos al cuadrado modelo sin SGARCH") 
plot(bb1, main="PACF residuos al cuadrado modelo sin SGARCH") 
 
 
sqrt(var(res_nocond)) 
 
#Residuos del modelo 
names(mod_eof1_bis) 
res=mod_eof1_bis$resid 
 
res[1:100] 
 
res=res[-(1:75)] 
 
plot(res,type='l') 
 
Box.test(res,lag=10,type='Ljung') 
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par(mfrow=c(2,1)) 
max=60 
a=acf(res,lag.max=max) 
b=pacf(res,lag.max=max) 
aa1=lag_acf(a) 
aa1$lag 
bb1=lag_pacf(b) 
bb1$lag 
plot(aa1, main="ACF residuos del modelo") 
plot(bb1, main="PACF residuos del modelo") 
 
#Identificación estructura garch en los residuos al cuadrado 
res_gauss=mod_eof1_gauss$resid 
 
res_gauss[1:100] 
res_gauss=res_gauss[-(1:75)] 
 
par(mfcol=c(1,1)) 
qqnorm(res_gauss,main="QQ-Plot Distribución Normal",xlab="Cuantiles 
teóricos",ylab="Cuantiles empíricos")    
qqline(res_gauss) 
 
##Para t-student 
qqplot(rt(10000,9.04),res,main="QQ-Plot Distribución t-student (9 g.l)",xlab="Cuantiles 
teóricos",ylab="Cuantiles empíricos")    
qqline(res) 
 
hist(residuos) 
resid2=residuos^2 
hist(resid2) 
 
par(mfrow=c(2,1)) 
max=60 
a=acf(resid2,lag.max=max) 
b=pacf(resid2,lag.max=max) 
aa1=lag_acf(a) 
aa1$lag 
bb1=lag_pacf(b) 
bb1$lag 
plot(aa1, main="ACF residuos al cuadrado") 
plot(bb1, main="PACF residuos al cuadrado") 
 
estimate=mod_eof1_bis$estimate 
 
#MOVIL WINDOW VOLATILITY 
##La validación de la volatilidad la hago con los residuos sin estructura GARCH 
length(deof1) 
 
mvol=mvwindow(res_nocond,40) 
mvol$sigma.t 
 
summary(deof1) 
 
cond_sigma_t=mod_eof1_bis$fitted.values[-(1:75)] 
 
mean(cond_sigma_t) 
 
par(mfcol=c(2,1)) 
 
plot(deof1, main = "Primer PC1", ylab = "PC1", xlab="Tiempo") 
 
x=ts(mvol$sigma.t) 
plot(x,type='l',pch=1, lwd=2,xlab="Tiempo",ylab="Volatilidad", 
col="black",main="Volatilidad estimada y observada",ylim=c(0,75)) 
 
z=ts(cond_sigma_t) 
lines(z, type="l", pch = 1, col = "red",lty=3) 
legend(0,75,c("Volatilidad obs.","Volatilidad 
est."),col=c("black","red"),lty=c(1,1),text.col="grey") 
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