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Chapter 1
Introduction
1.1 Matter, molecules, and intermolecular forces
In this section a short overview is given on the historical developments that led
to the current view of science on the nature of matter. Much of the information
presented in this section was compiled from the introductory sections of works
by Slater,1 Margenau and Kestner,2 and Kipnis, Yavelov, and Rowlinson.3
The idea that matter consists of small particles dates as far back as the
fifth century BC, when it was proposed by the Greek philosophers Leucippus
and Democritus. Their ideas were adopted by the Epicureans, and proved to
be useful to explain properties of matter, such as the difference between solids
and liquids, and the viscosity of liquids. Yet, without further experimental
evidence of the existence and nature of these so-called atoms, the concept
disappeared, and it was not until the eighteenth century that the theory was
revived by Daniel Bernoulli and Rudjer Boscovich. Even then, many aspects
of the modern molecular theory, such as the idea of molecular motion in gases,
were not generally accepted until the latter half of the nineteenth century,
when the kinetic theory of gases and the theory of statistical mechanics were
developed by Clausius, Maxwell, Boltzmann, Van der Waals, and Gibbs.
The idea of intermolecular forces also has a long history. The description
of molecules as point sources of attractive and repulsive forces was first for-
mulated by Boscovich in 1758. He recognized that molecules repelled each
other when the distance between them was small, and assumed that as the
distance between the molecules increased, the attraction and repulsion would
alternate a number of times. By the early nineteenth century, the idea that
molecules could repel each other had become acceptable to most scientists,
although many physicists still had problems accepting the reality of molecules.
Only later, in the second half of the nineteenth century, was the view adopted
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that molecules repel each other at short separations and attract each other at
large distances. It was first clearly stated by Clausius in 1857.4 It was this
paper by Clausius that inspired Van der Waals to derive his famous equation
of state for a gas of which the molecules were considered to be impenetra-
ble spheres surrounded by an attractive force field.5 Van der Waals showed
that the existence of a condensed phase of molecules stems from the attractive
forces between these molecules. These forces were named after him, although
in many texts the term Van der Waals forces is reserved for (attractive) dis-
persion forces which are of a purely quantum mechanical origin.
The description of molecules as consisting of combinations of smaller el-
ements, called atoms, is due to Dalton (1805). Further observations in the
nineteenth century indicated that even the atoms possessed some internal
structure. Thomson was the first to recognize that electrons, which had been
posited earlier by Stoney, were also subatomic particles. He devised a “plum
pudding” model of the atom, in which the atom is envisioned as a uniform
positively charged electric field in which the negatively charged electrons are
placed like plums in a pudding. In 1911 Rutherford published a paper6 in
which he analyzed the results of experiments by Geiger and Marsden. In the
experiment alpha particles (now known to be helium nuclei) were shot at a very
thin gold layer. Rutherford showed that the large deflections of the particles
in some cases could only be explained in terms of an atom with a very small
nucleus that contained almost all the mass. This nucleus has a positive charge
equal to the atomic number times the magnitude of the unit electric charge.
The nuclear charge is neutralized by electrons surrounding the nucleus.
The development of quantum mechanics began in 1901, when Planck pro-
posed that the energy of black body radiation could only take on certain
discrete values.7 Bohr applied this idea to explain the discrete lines in the
spectrum of the hydrogen atom.8 In 1925 de Broglie suggested that matter,
just as light, might show a duality between particles and waves.9 He suggested
that particles were somehow accompanied by waves, and using this hypothesis
he was able to show how quantum conditions could arise. Schro¨dinger ex-
panded de Broglie’s ideas, leading to a complete wave description of quantum
mechanics and his famous wave equation.10
1.2 Why study Van der Waals and hydrogen
bonded systems?
Hydrogen bonding and Van der Waals interactions are of great importance
in many areas of physics, chemistry and biology. Perhaps the most famous
example of hydrogen bonding are the base pairs in the DNA molecules that
carry the genetic information of living organisms. Hydrogen bonds also account
for secondary structures in polypeptides, such as alpha helices and beta sheets,
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it helps antibodies attach to their antigen, and helps transcription factors bind
to each other, and to DNA. Many interesting physical properties of water, such
as a high heat of vaporization, strong surface tension, and high specific heat
are caused by the hydrogen bonds between the water molecules.
Pure Van der Waals (dispersion) forces are generally much weaker than
hydrogen bonds, yet they too are of great importance.11 A famous example
of the use of Van der Waals forces in nature is the gecko, whose ability to
climb up a wall is due to Van der Waals forces between its setae and the
surface.12 The discovery of this mechanism led to the development of a reusable
adhesive tape.13 The formation of Van der Waals bonded systems in the
entrance or exit channels of a chemical reaction can strongly affect the outcome
of the reaction.14,15 Also in biological systems are Van der Waals bonded
systems of great importance,16 for instance in the recognition of specific DNA
sequences,17,18 and as a mediator in some protein-drug reactions.
1.3 Calculation of spectra
One of the means to obtain highly accurate information on the interactions be-
tween molecules is spectroscopy: the recording of the interactions between an
electromagnetic field with the system under study. The spectrum of a system
provides information on the energy levels of that system, which in turn provide
information on the interaction between the particles in that system. However,
the interpretation of these spectra is often very difficult, and reconstruction of
the forces between the molecules from spectra is very hard, if not impossible.
Quantum mechanical calculations can help in interpreting the spectra. In
theory, solving Schro¨dinger’s equation for a certain system provides all energy
levels for that system. Since Schro¨dinger’s equation is not solvable analytically
for systems consisting of more than two particles, certain approximations have
to be made to actually calculate these levels. The first is the computation of
the wave function as a linear combination of a finite number of basis functions.
If one were able to use an infinite number of suitable basis functions, the wave
function could be represented exactly, but finite computer memory forbids this.
Since the exact computation of the coupled motions of electrons and nuclei
together is unfeasible, a second approximation is usually made. This involves
the separation of the motions of the electrons and the nuclei. The forces act-
ing on the electrons and the nuclei are of the same magnitude, and hence so
are their momenta. Combining this observation with the fact that the nuclear
mass is much greater than the mass of an electron, one can conclude that
kinetic energy of the nuclei is much smaller than that of the electrons. The
approximation involves then ignoring the kinetic coupling between nuclei and
electrons. The electrons are treated as a separate system, in which the posi-
tions of the nuclei are simply parameters determining the force field. One can
then compute the electronic energy for a number of nuclear geometries, giving
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an average electronic field for each of these geometries. The average electronic
field can then be used as an external potential for the nuclei, which is why it
is called a potential energy surface. This approximation is generally called the
Born-Oppenheimer approximation,19 though in their original paper Born and
Oppenheimer only treated the case of small amplitude nuclear motion.
The calculation of electronic potential energy surfaces is an important sub-
ject in quantum chemistry, however in this thesis we will mainly focus on the
second step in the approximation: the motion of the nuclei in the field of the
electrons. More specifically we will look at dimers consisting of two diatomic
molecules, which are bound by hydrogen bonds (in the case of the HF and
HCl dimers) or Van der Waals forces (for the CO dimer). Here again, spectro-
scopic data can be useful: comparison of the calculated energy levels and the
strengths of the transitions between these levels with experimental figures can
provide information on possible defects in the calculated potential surface.
Also, we will look at the process of breaking up a dimer in two separate
molecules by laser light. Information on this process can help test other parts
of the potential than just the wells in which the bound states are located. The
capture of a photon will take the complex into an excited state. The lifetime
of the excited state (the average time it takes before the complex falls apart)
can tell us something about the repulsive regions in the potential surface. The
product state distributions, which tell us in which quantum states the separate
molecules will end up, can provide information on the parts of the potential
where the separation between the molecules is large.
1.4 This work
As stated above, several Van der Waals and hydrogen bonded systems are
studied in this thesis, all consisting of two diatomic molecules. Chapters 2
and 3 deal with a prototypical example of a hydrogen bonded system: the
HF dimer. Chapter 2 presents results of calculations of rovibrational bound
states of the dimer, and of quasi-bound states in which one of the monomers
is vibrationally excited. The calculations are done on two different potential
energy surfaces from literature, and the results are compared to each other.
It is found that one potential energy surface (the SO-3 surface20) gives very
accurate results for many transition frequencies and tunneling splittings in the
dimer, even in the monomer stretch excited states.
The monomer stretch excited states in the HF dimer are rather long-lived,
which justifies approximating them as bound states, as was done in Chapter 2.
However, the energy of these states is well above the dissociation limit of the
dimer, so the hydrogen bond will eventually break and the system will dissoci-
ate. In Chapter 3 this process of vibrational predissociation is studied further.
Full dimensional calculations of the photodissociation process are done using a
complete coupled channels description, as well as using the Fermi Golden Rule
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(first order) approximation. The calculations apply the SO-3 potential. Total
photodissociation cross sections and product state distributions are calculated,
as well as lifetimes for the excited dimer. It is shown that the dissociation of the
dimer is sufficiently slow for the Fermi Golden Rule approximation to be valid.
The distribution of the quantum states of the HF molecules after dissociation
of the complex can be reproduced reasonably well. Some of the calculated
lifetimes deviate strongly from the experimentally determined values, which is
attributed to a defect in the potential.
In Chapter 4 vibrational predissociation in another hydrogen bonded sys-
tem, the HCl dimer, is studied. Compared to the HF dimer, the hydrogen bond
in HCl dimer is less strong and much less directed, making the complex much
floppier than the HF dimer. Again photodissociation cross sections, lifetimes
and product state distributions are calculated for different combinations of vi-
brational excitation of one of the monomers and an intermolecular excitation.
For some of the computed product state distributions, a direct comparison
with experiment is made by computing the angular product distributions that
are measured experimentally from the theoretical results. The results show
that product state distributions are in reasonable agreement with the experi-
mental observations. The computed lifetimes, however, are again far too large.
This is again attributed to the potential, and an analysis of the reasons for
this defect is given.
In Chapters 5 and 6 the CO dimer is studied. The CO dimer is an example
of a system that is a nearly pure Van der Waals complex, bound by dispersion
forces. This dimer is very difficult to describe, both experimentally21 and
theoretically.22–24 In Chapter 5 a four dimensional potential energy surface
for the CO dimer with rigid molecules is presented. This potential predicts
that the dimer can take on two slipped antiparallel isomeric forms, one where
the carbon atoms are close to each other and the oxygen atoms are on the
outside of the dimer, and one where the situation is reversed. Rovibrational
calculations on this potential show that it is the first potential that describes
the experimental features of the CO dimer in a semi-quantitative manner. As
in the experiment, the calculated energy levels can be arranged into stacks
with different rotational constants and though the agreement with experiment
is not perfect, most experimental features can be explained.
Chapter 6 presents another potential surface for the same dimer computed
by a different method. It has the same overall shape as the first potential, and
it gives results that are comparable to the first for the rovibrational levels. In
this chapter also the effect of substituting the carbon atoms by the heavier
isotope 13C is studied. It is shown that both the potentials cannot explain the
experimental shift in rotational constants of the stack origins that this sub-
stitution causes. The shifts calculated with these potentials only give a static
effect, where the geometry of the dimer hardly changes and the only effect of
the isotopic substitution is caused by the shift of the center of mass in the
molecules. In contrast, the experiment shows a much larger dynamical effect.
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Using a weighted average of both potentials, a surface is constructed that gives
very accurate results for the relative locations of the different rotational stacks
and their rotational constants. It is shown that with this hybrid potential also
the isotope effect can be explained, and why the other potentials failed to do
so.
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Chapter 2
Spectrum and vibrational predissociation of the
HF dimer I: bound and quasi-bound states
Abstract
We present full six-dimensional calculations of the bound states
of the HF dimer for total angular momentum J = 0, 1 and of
the quasi-bound states for J = 0 that correspond with vibrational
excitation of one of the HF monomers, either the donor or the
acceptor in the hydrogen bond. Transition frequencies and rota-
tional constants were calculated for all four molecular symmetry
blocks. A contracted DVR (discrete variable representation) basis
was used for the dimer and monomer stretch coordinates R, rA, rB;
the generation of the monomer basis in the dimer potential leads
to significantly better convergence of the energies. We employed
two different potential energy surfaces: the SQSBDE potential of
Quack and Suhm and the SO-3 potential of Klopper, Quack, and
Suhm. The frequencies calculated with the SO-3 potential agree
very well with experimental data and are significantly better than
those from the SQSBDE potential.
G. W. M. Vissers, G. C. Groenenboom, and A. van der Avoird, J. Chem. Phys.
119, 277 (2003)
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2.1 Introduction
One of the most important interactions in nature is the hydrogen bond. Quan-
titative information about the dynamics of hydrogen bonded systems can be
obtained by the study of small model systems, such as (HF)2, (HCl)2,
1–3
and (H2O)2.
4–8 The present paper focuses on the HF dimer, which has been
widely studied. On the experimental side, much work has been done to de-
termine its structure and tunneling dynamics,9–14 vibrational predissociation
lifetimes,15–20 and rotational product state distributions.21–24 On the theoret-
ical side, the dimer has also been studied in a variety of ways, using quantum
Monte Carlo methods,25–27 4D rigid rotor28–31 and full 6D bound state calcu-
lations,32–37 as well as vibrational predissociation calculations.33,34,38,39
In the theoretical work several potential energy surfaces (PESs) have been
used,26,40–42 of which the BJKKL surface41 by Bunker et al. and the em-
pirically adjusted SQSBDE surface26 by Quack and Suhm have been the
most popular. Recently, Klopper et al. published a new PES called SO-3,43
which is based on explicitly correlated second order Møller-Plesset calcula-
tions, and which is adjusted to reproduce the experimental dissociation energy
and monomer stretch frequencies. This potential has been used to describe
the dimer interactions in Hen(HF)2 clusters
44 and the HF trimer,45 but so far
no rigorous test of this potential for the dimer proper has been published.
In this paper we present the results of full dimensional (6D) variational cal-
culations on the SO-3 surface. We have computed bound states for (HF)2 with
both monomers in their vibrational ground state and total angular momentum
J = 0, 1, as well as quasi-bound states where one of the monomers is vibra-
tionally excited, for J = 0. The same calculations have been performed on
the SQSBDE surface, to allow for a fair comparison between the new potential
and an older, high quality potential.
In the accompanying paper46 (Paper II), we report results of 6D photodisso-
ciation calculations on vibrationally predissociating states of the SO-3 surface.
We have calculated predissociation lifetimes and rotational state distributions
upon excitation of the donor or the acceptor stretch, and combinations of these
with excitations in the dimer stretch or the dimer geared bend modes. From
the calculated rotational state distributions we have computed the theoretical
photofragment angular state distributions, which allows us to compare with
experimental data directly.
This paper is organized as follows: Sec. 2.2 will give the Hamiltonian for
this system and the basis set used, Sec. 2.3 will deal with the details of the
calculations. Results for both PESs will be presented and discussed in Sec.
2.4.
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Figure 2.1: Jacobi coordinates of the HF dimer. rA and rB denote the in-
tramolecular distances and R is the distance between the two centers of mass.
The vector R coincides with the z-axis, and the angle between R and rX is
given by θX , for X = A,B. The torsional angle of monomer X is denoted by
φX .
2.2 Theory
The full-dimensional body fixed (BF) nuclear motion Hamiltonian for a dimer
consisting of monomers A and B can be written as
Hˆ = Hˆ0 + VI(R, rA, rB), (2.1)
where VI is the interaction potential between the two molecules. In the two-
angle embedded frame of Fig. 2.1, the term Hˆ0 is given by
Hˆ0 = hˆA + hˆB − ~
2
2µ
1
R
∂2
∂R2
R+
Jˆ2 + jˆ2AB − 2jˆAB · Jˆ
2µR2
, (2.2)
where µ is the reduced mass of the dimer, Jˆ is the total angular momen-
tum operator, and jˆAB is the vector sum of the monomer angular momentum
operators jˆA and jˆB . The monomer Hamiltonians hˆX , X = A,B are given by
hˆX = − ~
2
2µX
1
rX
∂2
∂r2X
rX +
jˆ2X
2µXr2X
+ VX(rX), (2.3)
where µX denotes the reduced mass of monomer X, and VX are the monomer
potentials.
A matrix representation of the total Hamiltonian was calculated in a BF
basis
| nvAvB(jAjB)jABK; JM 〉 = | n 〉| vAvB 〉| (jAjB)jABK; JM 〉, (2.4)
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where | n 〉 = ϕn(R) denotes a dimer stretch basis function, and | vAvB 〉 =
χvA(rA)χvB (rB) a product of monomer stretch functions. The angular basis
functions are given by
| (jAjB)jABK; JM 〉 =
√
(2jA + 1)(2jB + 1)(2J + 1)
64pi3
D
(J)
MK(α, β, 0)
∗
×
∑
mAmB
C(jA)mA (r̂A)C
(jB)
mB (r̂B)〈 jAmA; jBmB | jABK 〉,
(2.5)
where the C
(jX)
mX (r̂X) denote Racah-normalized spherical harmonical functions
of the body fixed angles of monomer X, which are coupled with a Clebsch-
Gordan coefficient 〈 jAmA; jBmB | jABK 〉. The Wigner rotation function
D
(J)
MK(α, β, 0)
∗ depends on the polar angles (β, α) of the intermolecular vector
R with respect to a space fixed frame.
The dimer stretch functions are given by ϕn(R) = ϕ˜n(R)/R, where the
ϕ˜n(R) are eigenfunctions of a reference Hamiltonian
hˆref = − ~
2
2µ
∂2
∂R2
+ V ref (R), (2.6)
that will be specified further below. The eigenfunctions are obtained using a
sinc-function DVR47 method. The monomer stretch basis functions χvX (rX) =
χ˜vX (rX)/rX are obtained in the same way.
Using these basis functions, the matrix elements of Hˆ0 are given by
〈 n′v′Av′B(j′Aj′B)j′ABK ′; JM | Hˆ0 | nvAvB(jAjB)jABK; JM 〉
= δj′AjAδj′BjBδj′ABjAB
{
δn′nδv′AvAδv′BvBδK′K(n + vA + vB )
+ δn′nδK′K
[ ~2
2µA
〈 v′A | r−2A | vA 〉jA(jA + 1)δv′BvB
+
~2
2µB
〈 v′B | r−2B | vB 〉jB(jB + 1)δv′AvA
]
+ δv′AvAδv′BvB
~2
2µ
〈 n′ | R−2 | n 〉
×
[
δK′K
[
J(J + 1) + jAB(jAB + 1)− 2K2
]
− δK′,K+1C+jABKC+JK − δK′,K−1C−jABKC−JK
] }
, (2.7)
where n is the n-th eigenvalue of the dimer stretch reference Hamiltonian of
Eq. (2.6), and vA and vB are the monomer stretch energies. The kinetic
energy is diagonal in the angular basis, except for the Coriolis coupling terms
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C±lK ≡
√
l(l + 1)−K(K ± 1) that couple blocks with different K. However,
this coupling is neglected, because it is absent for J = 0, and generally small
in the HF dimer for low values of J .37
The interaction potential VI was expanded in angular functions of the type
of Eq. (2.5). Since the potential is invariant under overall rotations of the
system, it does not depend on α and β, and not explicitly on both φA and φB ,
but only on the difference angle φ ≡ φB−φA. Only the terms with J = K = 0
appear in the expansion, so that the expansion functions can be written as
ALALBL(θA, θB, φ)
= (−1)LA+LB+L
∑
MA
(
LA LB L
MA −MA 0
)
C
(LA)
MA
(θA, 0)C
(LB)
−MA(θB, φ). (2.8)
The corresponding expansion coefficients cLALBL(R, rA, rB) are then given by
cLALBL(R, rA, rB)
=
(2LA + 1)(2LB + 1)(2L+ 1)
16pi2
×
∫
d cos θA
∫
d cos θB
∫
dφALALBL(θA, θB, φ)V (R, rA, rB, θA, θB, φ).
(2.9)
Substitution of this expansion for the potential results in the following expres-
sion for the potential matrix elements:
〈 n′v′Av′B(j′Aj′B)j′ABK ′; JM | VI | nvAvB(jAjB)jABK; JM 〉
= δK′K [(2j
′
A + 1)(2jA + 1)(2j
′
B + 1)(2jB + 1)(2j
′
AB + 1)(2jAB + 1)]
1
2
×
∑
LALBL
〈 n′v′Av′B | cLALBL | nvAvB 〉(−1)jA+jB+jAB+LA+LB−K
×
(
j′A LA jA
0 0 0
)(
j′B LB jB
0 0 0
)(
j′AB L jAB
−K 0 K
)
×
 j
′
A LA jA
j′B LB jB
j′AB L jAB
 . (2.10)
The basis was adapted to the symmetry of the permutation-inversion group
PI(C2v), also called C2v(M).
48 The labeling of the irreducible representations
(irreps) and the projection operators for this group are given in Table 2.1.
2.3 Computational details
All calculations were done on two different potential surfaces, the SQSBDE
potential26 by Quack and Suhm, and the more recent SO-3 potential43 of
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Table 2.1: Projection operators PˆΓ for the irreps of PI(C2v). Eˆ denotes the
identity, Pˆ the exchange of the monomers, Eˆ∗ spatial inversion, Pˆ ∗ = Pˆ Eˆ∗ =
Eˆ∗Pˆ . The dimer stretch functions are invariant under all symmetry operations.
Pˆ | vAvB(jAjB)jABK; JM 〉
= (−1)jA+jB+J | vBvA(jBjA)jAB −K; JM 〉
Eˆ∗| vAvB(jAjB)jABK; JM 〉
= (−1)jA+jB+jAB+J | vAvB(jAjB)jAB −K; JM 〉
Pˆ ∗| vAvB(jAjB)jABK; JM 〉
= (−1)jAB | vBvA(jBjA)jABK; JM 〉
PˆA1 = 14 (Eˆ + Pˆ + Eˆ∗ + Pˆ ∗)
PˆB1 = 14 (Eˆ − Pˆ − Eˆ∗ + Pˆ ∗)
PˆA2 = 14 (Eˆ + Pˆ − Eˆ∗ − Pˆ ∗)
PˆB2 = 14 (Eˆ − Pˆ + Eˆ∗ − Pˆ ∗)
Klopper, Quack, and Suhm. In the calculation of the expansion coefficients
cLALBL on the radial grid points, the integration over the angular coordinates
[Eq. (2.9)] was performed by means of a Gauss-Legendre quadrature with 12
points for θX , and a Gauss-Chebyshev quadrature with also 12 points for
φ. Since for certain grid points the potential becomes strongly repulsive, one
would need extremely high terms in the expansion. To avoid this, the potential
was damped in these repulsive regions by means of a tanh function up to a
value Vmax:
V˜ =
{
V , V ≤ V0
V0 + β
−1 tanh[β(V − V0)] , V > V0 , (2.11)
where β ≡ [Vmax − V0]−1. With this scheme, the damped potential V˜ is
continuous around V0 up to the second derivative. Care was taken to use
sufficiently high values of V0 and Vmax, so that the potential was affected
only in regions without physical meaning. The actual values used were V0 =
140,000 cm−1, and Vmax = 2V0. The expansion of the potential was taken up
to LA, LB ≤ 11.
The dimer stretch basis functions were computed using a sinc function DVR
on a reference potential, which was obtained by minimization of the potential
in the monomer stretch coordinates, while keeping the intermolecular distance
fixed at the grid points and the angles at their equilibrium values in the dimer.
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An equally spaced grid of 42 points in the range 4 a0 ≤ R ≤ 8 a0 was used for
both potentials.
The monomer stretch basis functions were obtained in a similar way, but
two different reference potentials were used. The first one was the pure
monomer potential V (mon), obtained by making a cut through the PES at
very large R. The second was a dimer adapted potential V (dim) = [V
(dim)
A +
V
(dim)
B ]/2, where V
(dim)
A was obtained by minimizing the potential by varying
R, rB , θA, θB and φ, while keeping rA fixed on the grid points. Analogously,
V
(dim)
B was obtained by minimization in all coordinates but rB . The average
of the two monomer potentials was taken in order to preserve the exchange
symmetry in the dimer. For the SQSBDE potential a grid of 20 equally spaced
points between 1.0 and 2.9 a0 was applied, whereas for the SO-3 potential a
grid of 22 points between 1.0 and 3.1 a0 was used.
Convergence was reached with an angular basis set with jA and jB up to
jmaxA = 13, a dimer stretch basis up to n
max = 6, and a monomer stretch basis
with vA+vB ≤ 2, which lead to a maximum basis size of approximately 22,000
functions for the K = 0 states, and 38,000 for K = 1. For the monomer ground
states, the lowest eigenstates were calculated with a direct variant of the David-
son algorithm.5,49 This procedure was not feasible for the monomer stretch
excited states, however, since these states lie in the middle of the spectrum of
the Hamiltonian in this basis. Therefore, we used a three-step procedure in
each symmetry block, where in the first step the Hamiltonian was calculated
in a basis with only the vA + vB ≤ 1 monomer stretch functions, leading to
a matrix with a dimension of half the total number of primitive basis func-
tions (i.e. ≈ 11,000). Eigenstates of this matrix were calculated in an energy
range of approximately 3800 – 4500 cm−1 above the ground state using the
nag routine f02fcf, which yielded approximately 500 eigenfunctions. These
eigenfunctions were used as a new basis for the Hamiltonian, together with
additional primitive basis functions with | vAvB 〉 = | 02 〉 and | 20 〉, resulting
in a basis of approximately 7600 functions. The eigenstates in this basis were
calculated in the same energy range. Finally, the resulting eigenfunctions were
again combined with the | 11 〉 functions (yielding ≈5500 functions), and the
Hamiltonian matrix was diagonalized once more in the same energy range.
2.4 Results and discussion
The first ten energy levels of the HF dimer with both monomers in their vibra-
tional ground state are given for all four symmetry blocks in Tables 2.2 and 2.3
for total angular momentum J = 0, and Table 2.4 for J = K = 1. For J = 0,
the antigeared bend (ν3) fundamental and its tunneling partner have also been
added. The tables show the energy levels for both the SQSBDE and the SO-3
potentials calculated in the dimer adapted monomer stretch basis. Also the ex-
pectation value and root mean square amplitude of the intermolecular distance
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Table 2.2: Eigenvalues of the monomer stretch ground state (v1 = v2 = 0) of
(HF)2 for total angular momentum J = 0 and A1 and B1 symmetry, using the
dimer adapted monomer stretch basis. Values are given in cm−1, relative to
the ground state of −1057.88 cm−1 for the SQSBDE potential and −1061.73
cm−1 for SO-3. 〈R〉, ∆R (both in a0) and B (in cm−1) are computed from
the SO-3 wave functions.
Γ n v3v4v5v6 SQSBDE SO-3 〈R〉 ∆R B
A1 1 0000 0.00 0.00 5.24 0.21 0.2205
2 0100 126.40 126.57 5.30 0.32 0.2166
3 0020 160.62 162.93 5.30 0.28 0.2157
4 0200 244.58 248.21 5.36 0.42 0.2132
5 0120 275.03 273.03 5.33 0.37 0.2147
6 0040 292.74 306.12 5.41 0.38 0.2086
7 0300 355.37 367.55 5.51 0.53 0.2041
8 0220 385.03 392.08 5.43 0.49 0.2089
9 0140 400.05 425.17 5.49 0.49 0.2045
10 0060 463.61 446.54 5.37 0.34 0.2114
12 1000 425.36 483.48 5.34 0.28 0.2126
B1 1 0011 380.56 423.05 5.29 0.22 0.2159
2 0111 493.97 546.33 5.43 0.38 0.2071
3 0031 574.80 605.04 5.30 0.24 0.2152
4 0211 598.93 658.98 5.59 0.51 0.1975
5 0131 679.82 723.97 5.46 0.42 0.2055
6 0311 696.33 760.94 5.76 0.61 0.1877
7 0051 784.59 814.21 5.34 0.31 0.2130
8 0231 773.79 832.27 5.61 0.55 0.1968
9 0411 790.51 857.20 5.81 0.66 0.1862
10 1011 846.26 911.07 5.44 0.31 0.2053
R are given, as well as the rotational constant B = 〈1/2µR2〉. These three
values were calculated from the SO-3 wave functions. For the J = 1,K = 0
states too, energies and wave functions were calculated. We found that the
difference between the resulting eigenvalues and the J = 0 energies was 2B
to within 10−4 cm−1, while the expectation values and amplitudes of R were
virtually the same as for the J = 0 states. Therefore, these results are not
shown here.
The results in the monomer stretch basis from the free HF potential are
not given, since we found that using the dimer adapted functions gives a sys-
tematic improvement of the energy. This effect is hardly noticeable on the
SO-3 potential, where the difference does not exceed 10−3 cm−1, but is much
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Table 2.3: As Table 2.2, for A2 and B2 symmetry.
Γ n v3v4v5v6 SQSBDE SO-3 〈R〉 ∆R B
A2 1 0001 378.82 420.83 5.29 0.22 0.2160
2 0101 491.29 542.84 5.42 0.38 0.2080
3 0021 544.68 571.46 5.31 0.25 0.2148
4 0201 594.54 654.75 5.58 0.51 0.1982
5 0121 641.54 685.21 5.45 0.42 0.2059
6 0041 690.08 716.06 5.31 0.24 0.2145
7 0301 688.74 755.34 5.77 0.62 0.1875
8 0221 732.00 788.15 5.63 0.54 0.1955
9 0141 788.56 831.27 5.46 0.42 0.2055
10 0401 779.17 848.83 5.83 0.69 0.1850
B2 1 0010 0.44 0.59 5.24 0.21 0.2204
2 0110 127.37 129.69 5.32 0.33 0.2153
3 0030 168.08 170.12 5.30 0.27 0.2160
4 0210 246.23 254.51 5.43 0.45 0.2084
5 0130 289.14 299.55 5.40 0.41 0.2097
6 0050 339.22 341.49 5.30 0.27 0.2155
7 0310 357.49 373.04 5.58 0.55 0.1997
8 0230 402.60 421.29 5.54 0.53 0.2016
9 0150 455.61 468.55 5.42 0.41 0.2081
10 0410 463.59 482.02 5.60 0.57 0.1979
11 1010 440.36 486.13 5.49 0.49 0.2039
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Table 2.4: As Tables 2.2 and 2.3, for J = K = 1.
Γ n v3v4v5v6 SQSBDE SO-3 〈R〉 ∆R B
A1, B1 1 0000 39.60 38.68 5.22 0.20 0.2221
2 0100 168.59 175.47 5.30 0.34 0.2169
3 0020 214.95 209.32 5.25 0.25 0.2200
4 0200 289.41 305.06 5.41 0.46 0.2100
5 0120 328.52 330.97 5.28 0.35 0.2184
6 0040 348.14 354.30 5.34 0.33 0.2134
7 0001 366.67 398.66 5.33 0.22 0.2130
8 0300 401.67 426.41 5.57 0.56 0.2003
9 0220 436.28 453.96 5.42 0.49 0.2096
10 0140 456.43 479.87 5.47 0.45 0.2056
A2, B2 1 0010 40.38 39.73 5.22 0.20 0.2220
2 0110 169.90 178.64 5.32 0.35 0.2154
3 0030 232.42 228.12 5.24 0.23 0.2202
4 0210 291.24 309.22 5.45 0.46 0.2075
5 0130 351.91 362.44 5.37 0.39 0.2124
6 0011 361.26 397.15 5.33 0.23 0.2131
7 0050 430.34 428.31 5.32 0.35 0.2156
8 0310 404.20 431.13 5.53 0.54 0.2022
9 0230 463.12 486.43 5.50 0.51 0.2039
10 0111 472.41 507.02 5.38 0.34 0.2102
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stronger on the SQSBDE potential where differences up to 0.4 cm−1 occur.
That the free monomer stretch functions are less than optimal for the SQS-
BDE potential, has been shown before for the ground state by Mladenovic´ and
Lewerenz.50
The states are labeled with the standard quantum numbers (v1v2v3v4v5v6),
which correspond to the “free-H” monomer stretch (ν1), “bound-H” monomer
stretch (ν2), in-plane anti-geared (or cis) bend (ν3), dimer stretch (ν4), in-plane
geared (or trans) bend (ν5), and dimer torsion (ν6) modes. Since interchange
tunneling involves the same coordinate as the geared bend vibration, the B
states, which are odd with respect to interchange, contain an extra node in
the ν5 tunneling path. Therefore, the ground B state is labeled (000010), and
all B states have odd v5, whereas v5 is even for the A states. It follows that
the geared bending fundamental is labeled (000020).
Comparison of the SQSBDE results for J = 0 with the 6D results of Zhang
et al.34 shows that the energy levels are generally similar. The difference of
0.55 cm−1 in the dissociation energy may be explained by the fact that Zhang
et al. used a monomer stretch basis obtained from the free HF potential,
combined with the fact that they did not include the vA + vB = 2 functions.
Indeed, we found a dissociation energy of 1057.46 cm−1 when the free monomer
basis was used, much closer to their value of 1057.33 cm−1.
The assignment of the quantum numbers to the states was done on the basis
of nodal patterns in the wave functions, combined with energy considerations.
For the SQSBDE bound states, the assignment of the v4 stretch quantum
number was facilitated by the strong correspondence between this quantum
number and the expectation value and root mean square amplitude of R, an
effect that is much less pronounced on the SO-3 potential. An example of the
weaker correspondence of v4 with 〈R〉 on the SO-3 potential can be seen in the
fifth and sixth J = 0 states of the A1 irrep, where the higher stretch quantum
number is assigned to the fifth state, despite the fact that the expectation value
of R, as well as the amplitude, are smaller. A radial plot of the density (Fig.
2.2) does not give direct evidence for the given assignment either. Angular cuts
through the wave function are not very helpful, since they change very much
with R (see Fig. 2.3), so that this assignment can only be made on the basis of
energy considerations. Similar situations occur for instance in the eighth and
ninth state of the same A1 irrep, as well as for their tunneling partners in the
B2 irrep.
An overview of the ground state energy splittings is given in Table 2.5.
Most of the splittings from the new SO-3 potential are in far better agreement
with the available spectroscopic data than those obtained from the SQSBDE
potential. The SO-3 dissociation energy of 1061.73 cm−1 is well within the
error bars of the experimental number of 1062 ± 1 cm −1, as obtained by
Bohac et al.22 This should not come as a surprise, since the SO-3 surface
was refined to reproduce this number.43 More interesting are the vibrational
frequencies. Unfortunately, for the monomer stretch ground state modes in
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Figure 2.2: Square modulus of the wave function as a function of R, integrated
over all other coordinates, calculated on the SO-3 potential. The upper panel
is the (000120) state, the lower the (000040) state. Both are for total angular
momentum J = 0.
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Figure 2.3: Cuts through the wave function for the (000120) state (left), and
the (000040) state (right) on the SO-3 potential for J = 0. Both rA and rB
are kept fixed at 1.769 a0, and φ = 180
◦. The cuts are made for R = 5.1 a0
(top), 5.3 a0 (middle) and 5.7 a0 (bottom).
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Table 2.5: Comparison of calculated ground state energy splittings with exper-
iment. Tunneling splittings between even (A) and odd (B) states with respect
to monomer exchange are denoted by ∆(ν) = E−ν − E+ν .
SQSBDE SO-3 Expt. Ref.
J = K = 0
D0 1057.88 1061.73 1062 22
∆(ν0) 0.44 0.59 0.658690 13
ν3 425.36 483.48
∆(ν3) 15.01 2.65
ν4 126.40 126.57 ≈ 125 26
∆(ν4) 0.98 3.13 > 2 26
2ν5 160.62 162.93 ≈ 161 51
∆(2ν5) 7.47 7.19
ν6 378.82 420.83 ≈ 419? 43
∆(ν6) 1.74 2.22
J = K = 1
ν0 39.60 38.68 35.425 18
∆(ν0) 0.78 1.05 1.0643 10
ν4 168.59 175.47
∆(ν4) 1.30 3.17
2ν5 214.95 209.32
∆(2ν5) 17.47 18.80
ν6 366.67 398.66 399.79 52
∆(ν6) 5.41 1.51 1.63 52
(HF)2, the experimental data on the intermolecular frequencies is still scarce
and rather uncertain, so that comparison between the two potentials is difficult.
Looking at the data that is available, one can see that the performance of the
PESs in this respect is rather alike, except for the ν6 (dimer torsion) frequency.
The most reliable comparison in this mode is made for the K = 1 state, since
the experimental assignment of the ν6 mode for K = 0 is tentative.
43 Looking
at this K = 1, ν6 excitation, we see that the SO-3 result differs by only 0.3 %,
whereas the SQSBDE frequency is 8 % off.
As another, more sensitive test we can compare the tunneling splittings
between states of even (A1 and A2) and odd (B2 and B1) symmetry under
monomer exchange. A tunneling pair is formed by a state of A1 symmetry
and the corresponding state of B2 symmetry, or similarly between states of A2
and B1 symmetry. Note that the quantum numbers of the members of such a
pair are equal, except for the ν5 quantum, which is one higher for the B state.
We see that the new potential reproduces with 0.59 cm−1 around 90 % of the
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Table 2.6: As Table 2.2, for the first monomer stretch excited states (with
v1 + v2 = 1).
Γ n v1v2v3v4v5v6 SQSBDE SO-3 〈R〉 ∆R B
A1 1 010000 3895.94 3867.09 5.21 0.22 0.2224
2 100000 3939.94 3929.17∗ 5.26 0.29 0.2192
3 010100 4034.47 4000.50 5.27 0.32 0.2185
4 100100 4064.44 4043.22 5.28 0.27 0.2180
5 010020 4065.57 4056.93 5.29 0.32 0.2177
6 100020 4100.74 4096.22 5.29 0.28 0.2168
7 010200 4161.10 4128.40∗ 5.43 0.49 0.2088
8 100200 4181.74 4161.48 5.30 0.36 0.2174
9 010120 4190.27 4182.62 5.39 0.43 0.2114
10 010040 4206.48 4196.85 5.37 0.36 0.2116
B1 1 010011 4283.72 4303.54 5.26 0.21 0.2184
2 100011 4312.41 4353.21 5.29 0.24 0.2165
3 010111 4405.38 4432.92 5.39 0.37 0.2104
4 100111 4424.15 4475.15 5.35 0.35 0.2132
5 010031 4464.58 4480.76 5.34 0.31 0.2133
6 100031 4490.17 4514.13 5.29 0.24 0.2164
7 010211 4515.92 4552.34 5.53 0.49 0.2015
8 100211 4527.67 4590.37 5.53 0.49 0.2017
9 010131 4566.05 4599.94 5.44 0.43 0.2071
10 100131 4596.07 4629.26 5.31 0.28 0.2152
ground state tunneling splitting of 0.66 cm−1.13 Although this 6D number
is somewhat less than the (4+2)D result of Klopper et al.43 who reported
a tunneling splitting of 0.63 cm−1, it is still a significant improvement over
the SQSBDE potential, which only gives 67 %. Also the tunneling splitting
upon ν4 excitation is consistent with the experimental lower limit, whereas
the SQSBDE result is not. Again the most striking are the results for the
tunneling splitting in the K = 1, ν6-excited state: whereas the SO-3 splitting
is only 7 % too low, the SQSBDE result is more than a factor of three too
high.
Results for the monomer stretch excited states are given in Tables 2.6
and 2.7. Several states in these table have been marked with an asterisk
to indicate a relatively large mixing with vibrational ground state functions
(> 5%). Again the result for the free monomer basis are not shown, but since
the choice of the monomer stretch basis has a greater effect for the excited
states, the difference in results for the free monomer and dimer adapted basis
sets are greater than in the ground state. The effect now also shows up for the
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Table 2.7: As Table 2.3, for the first monomer stretch excited states (with
v1 + v2 = 1).
Γ n v1v2v3v4v5v6 SQSBDE SO-3 〈R〉 ∆R B
A2 1 010001 4283.33 4303.00 5.27 0.23 0.2176
2 100001 4312.91 4353.85 5.28 0.22 0.2172
3 010101 4404.58 4431.93 5.38 0.37 0.2109
4 100101 4425.12 4469.76 5.28 0.26 0.2171
5 010021 4459.39 4479.06 5.40 0.37 0.2093
6 100021 4496.68 4523.53 5.29 0.24 0.2163
7 010201 4514.25 4551.14∗ 5.51 0.51 0.2037
8 100201 4529.57 4588.57∗ 5.45 0.45 0.2073
9 010121 4561.29 4594.26 5.53 0.48 0.2014
10 100121 4600.35 4617.96 5.30 0.26 0.2158
B2 1 010010 3896.04 3867.26 5.21 0.21 0.2225
2 100010 3939.81 3929.01 5.22 0.21 0.2219
3 010110 4034.88 4001.39∗ 5.31 0.36 0.2163
4 100110 4063.67 4045.44 5.28 0.27 0.2179
5 010030 4067.57 4055.56 5.28 0.32 0.2180
6 100030 4098.48 4094.15 5.29 0.29 0.2166
7 010210 4162.31 4130.62 5.37 0.42 0.2129
8 100210 4180.19 4168.44 5.30 0.37 0.2174
9 010130 4195.99 4181.23 5.38 0.42 0.2119
10 010050 4208.28 4200.10 5.35 0.36 0.2130
SO-3 potential, with dimer adapted states that are up to 0.3 cm−1 lower than
the corresponding free monomer states. It is still stronger on the SQSBDE
potential, however, where differences up to 2 cm−1 occur.
The results for excited states of A1 and B2 symmetry on the SQSBDE
surface may be compared with those of Wu et al.,35 and those of Volobuev
et al.53 on the same surface. In general the results presented there are very
similar to ours, with typical differences around 0.5 cm−1.
For the stretch excited states, there are more experimental data available,
thanks to the experiments of Pine and co-workers16,18,19 and those of An-
derson, Davis, and Nesbitt.54,55 A comparison of our results with these data
is given in Table 2.8. We see again that the SO-3 potential performs better
than SQSBDE. The calculated donor stretch frequency of 3867.09 cm−1 and
the acceptor stretch at 3929.17 cm−1 calculated with the SO-3 potential are
in much closer agreement with the experimental values of 3868.079 cm−1 and
3930.903 cm−1 than their SQSBDE counterparts. Also the SO-3 dimer stretch
(ν1,2 + ν4) and geared bend (ν1,2 + ν5) frequencies combined with excitation
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Table 2.8: Comparison of calculated excited state energy splittings with exper-
iment. Tunneling splittings between even (A) and odd (B) states with respect
to monomer exchange are denoted by ∆(ν) = E−ν − E+ν .
SQSBDE SO-3 Expt. Ref.
ν1 3939.94 3929.17 3930.903 18
∆(ν1) −0.12 −0.17 −0.215 18
ν2 3895.94 3867.09 3868.079 18
∆(ν2) 0.09 0.18 0.233 18
(ν1 + ν4)− ν1 124.50 127.76 129.237 54
∆(ν1 + ν4) −0.77 −1.38 −1.664 54
(ν2 + ν4)− ν2 138.52 133.41 132.616 54
∆(ν2 + ν4) 0.41 0.89
(ν1 + 2ν5)− ν1 160.81 167.05 169.262 54
∆(ν1 + 2ν5) −2.27 −2.07 −2.739 54
(ν2 + 2ν5)− ν2 169.63 176.13 178.667 54
∆(ν2 + 2ν5) 2.00 2.22 3.587 54
(ν1 + ν6)− ν1 372.98 424.68
∆(ν1 + ν6) −0.50 −0.64
(ν2 + ν6)− ν2 387.38 435.91
∆(ν2 + ν6) 0.39 0.54
of either the donor or the acceptor stretch are very good. The errors between
the results on this potential and experiment are 3.5 to 16 times smaller than
the corresponding errors of the SQSBDE frequencies.
Also the tunneling splittings in these intramolecular stretch modes are bet-
ter reproduced by the new potential. This effect can also be seen in the ν1 +ν4
combination band, but is less pronounced in states in which the geared bend
is excited (in fact, the tunneling splitting in the ν1 + 2ν5 states is even worse
on SO-3, although not much). It would be interesting to measure the experi-
mental tunneling splitting upon ν2 + ν4 excitation, since the SO-3 splitting is
more than twice as large as the SQSBDE result.
2.5 Conclusions
We have investigated the HF dimer by means of variational calculations of
bound and quasi-bound states, using the SQSBDE and SO-3 potential energy
surfaces. Our results on the SQSBDE surface are comparable to previous stud-
ies. The choice of the monomer stretch basis is of considerable importance.
Using a dimer adapted monomer stretch basis leads to significantly lower ener-
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gies in most cases. In addition, we find that although the energy gap between
vX = 0 and vX = 2 monomer stretch function is huge, these overtone func-
tions have to be included in the basis for a good description of the bound and
quasi-bound states.
To our knowledge, no calculations on (HF)2 using the SO-3 potential have
been published. We have made a side-by-side comparison of this potential
with the older SQSBDE potential on the (quasi-) bound states calculated.
We find that many of the interesting features of the dimer can be computed
with remarkable accuracy using the SO-3 potential. For the ground state,
the dissociation energy is in perfect agreement with experiment. Also the in-
termolecular vibrational frequencies agree well with the available experimental
data, especially in the case of ν6 excitation, where the SQSBDE potential fails.
Even the tunneling splittings, which are quite small, and very sensitive to the
potential, are reproduced very well by the SO-3 potential, much better than
by the older PES.
For the monomer stretch excited states, the difference between SO-3 and
SQSBDE is even more striking. Not only are the ν1 and ν2 fundamental fre-
quencies reproduced to within 2 cm−1 (as opposed to ≈ 30 cm−1 for SQSBDE),
also the intermolecular frequencies built upon these intramolecular excitations
all agree to within 1 or 2 cm−1. The tunneling splittings in the excited states
are not yet perfect, but are certainly an improvement over the SQSBDE tun-
neling splittings, which are typically too low by a factor of two.
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Chapter 3
Spectrum and vibrational predissociation of the
HF dimer II: photodissociation cross sections
and product state distributions
Abstract
We study vibrational predissociation of the HF dimer both by a
full coupled channels treatment as well as in the Fermi Golden Rule
approximation. Photodissociation cross sections, line widths and
rotational state distributions are computed for excitations from the
ground state with rotational quantum numbers J = 1,K = 0 to
monomer stretch excited states with J = K = 0, both for even and
odd permutation symmetry. The resonances investigated include
excitation of the hydrogen bond donor and acceptor stretches, as
well as combinations of one of these modes with the dimer stretch
and dimer geared-bending modes. We find that dissociation is
sufficiently slow for the Fermi Golden Rule approximation to be
valid. The resonance positions and line strengths are compared
with quasi-bound state calculations. The agreement with experi-
mental data is fairly good for the photofragment angular distribu-
tions that were determined from the rotational state distributions,
less good for some of the line widths. Since we carefully checked
that the results are converged with respect to the number of vi-
brational and rotational channels included, the remaining discrep-
ancies are almost certainly due to small deficiencies in the SO-3
potential used in the calculations.
G. W. M. Vissers, G. C. Groenenboom, and A. van der Avoird, J. Chem. Phys.
119, 286 (2003)
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3.1 Introduction
Excitation of the vibrational mode of one the monomers in (HF)2 results in
states that lie well above the dissociation limit of the dimer. Since these states
are rather long-lived, one can approximate them as bound states. This was
the approach taken in the preceding paper1 (hereafter called Paper I), and for
(HF)2 this results in a set of vibrational frequencies that are in good agreement
with experimental data. However, for a better description of the system one
should treat the dissociation process.
Much experimental effort has gone into the study of vibrational predis-
sociation of the HF dimer, resulting in measurements of the predissociation
line width,2–13 and photofragment angular distributions.14–16 The first com-
putation of the vibrational predissociation of the HF dimer was done by Hal-
berstadt et al.,17 who performed a three-dimensional (3D) calculation in the
Fermi Golden Rule (FGR) approximation, in which one of the molecules was
treated as an atom and the monomer bond length of the other molecule was
kept fixed. Later calculations by Zhang et al.18–20 extended this to 4D FGR
calculations in which both monomer bond lengths were kept fixed. The only
full-dimensional (6D) calculations to date have been reported by Zhang, Wu,
and Zhang,21 who calculated vibrational predissociation lifetimes for the HF–
DF complex using a time-dependent Golden Rule approach.
In this paper we present the results of full-dimensional coupled channels
calculations on the vibrational predissociation of (HF)2 for excitations from the
J = 1,K = 0 ground state to monomer stretch excited states with J = K = 0.
We calculated photodissociation cross sections and rotational state distribu-
tions upon excitation of the donor or the acceptor stretch, and combinations of
these with excitations in the dimer stretch or dimer geared bend mode. From
the cross sections we obtained lifetimes for the resonances investigated. From
the calculated rotational state distributions we determined the photofragment
angular distributions.15,16,22 No calculations were done on dissociation into
scattering states with higher J , since experimentally it is shown that for given
K the lifetimes and product state distributions are independent of J .12,13,16
Since dissociation is relatively slow for the HF dimer, we also calculated
lifetimes and rotational state distributions using a FGR expression. All calcu-
lations were done for both even and odd permutation symmetry.
3.2 Theory
The dimer stretch and angular basis functions that were used are described in
Paper I. The monomer stretch basis functions in Paper I are eigenfunctions
of a rotation-independent reference Hamiltonian, and the total basis is a di-
rect product of the angular basis, the dimer stretch and the monomer stretch
bases. In photodissociation calculations, matching the total wave function
3.2. Theory 37
against plane waves requires a basis of fragment eigenfunctions. Hence, in or-
der to obtain the correct boundary conditions for this system, we now choose
monomer stretch functions χvXjX (rX), X = A,B that are eigenfunctions of
the total monomer Hamiltonian
hˆX = − ~
2
2µX
1
rX
∂2
∂r2X
rX +
jˆ2X
2µXr2X
+ VX(rX), (3.1)
where µX is the reduced mass of the monomer, and VX is the monomer po-
tential. The associated eigenvalues are denoted as vXjX . Note that these
functions are no longer solely dependent on the vibrational quantum number
vX , but also on the rotational quantum number jX .
In the same way as in Paper I, the Hamiltonian is split into two parts,
Hˆ = Hˆ0 + VI(R, rA, rB), where VI is the interaction potential and where Hˆ0
contains the monomer Hamiltonians and the dimer kinetic energy operator:
Hˆ0 = hˆA + hˆB − ~
2
2µ
1
R
∂2
∂R2
R+
Jˆ2 + jˆ2AB − 2jˆAB · J
2µR2
. (3.2)
The R-dependence of the wave function is represented on a grid in the pho-
todissociation calculations instead of being expanded in a dimer stretch basis.
Thanks to the use of monomer eigenfunctions in the monomer stretch basis,
the expression for the R-dependent matrix elements of Hˆ0 becomes simpler:
〈 v′Av′B(j′Aj′B)j′ABK ′; JM | Hˆ0 | vAvB(jAjB)jABK; JM 〉
= δv′AvAδv′BvBδj′AjAδj′BjBδj′ABjAB
×
{
δK′K
[
vAjA + vBjB +
~2
2µR2
[
J(J + 1) + jAB(jAB + 1)− 2K2
] ]
− ~
2
2µR2
[
δK′,K+1C
+
jABK
C+JK + δK′,K−1C
−
jABK
C−JK
]}
, (3.3)
where the Coriolis coupling terms C±lK are defined in Paper I. Since the effect
of these terms is very small for low values of J , they are ignored in the calcu-
lations, so that Hˆ0 is diagonal in K. The matrix elements of the potential in
the body fixed basis are the same as in Paper I, except that the radial part no
longer contains an integral over R, and has become dependent on the monomer
rotational quantum numbers. Hence the factor 〈 n′v′Av′B | cLALBL | nvAvB 〉
should be replaced by 〈 v′Aj′Av′Bj′B | cLALBL | vAjAvBjB 〉.
The partial integral photodissociation cross section for a transition from
an initial (bound) state | i 〉 to a scattering state with monomer rotational
quantum numbers (jA, jB) in the coupled channels (CC) calculations can be
written as23
σ
(J)
jAjB
(ω) =
∑
jABlM
piω
c0
|〈 i | e · µˆ | ψ(−)jAjBjAB lJM 〉|2, (3.4)
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where e is a unit vector in the direction of the electric field of the laser beam,
and µˆ is the transition dipole moment operator of the system. Since the
resonances investigated are very narrow, the dissociating states have a well
defined J quantum number. In this paper we only look at excitations from
the J = 1,K = 0 ground state to J = 0 dissociating states. Therefore,
the J label on the cross section will henceforth be omitted. To be able to
write the energy normalized scattering wave function ψ
(−)jAjBjAB l
JM in terms
of analytically known functions, it is expanded here in a space fixed basis
| vAvB(jAjB)jABl; JM 〉SF, where we have introduced the end-over-end angu-
lar momentum quantum number l. This space fixed basis is related to the
body fixed basis in which the calculations were performed, via a unitary trans-
formation:
| vAvB(jAjB)jABl; JM 〉SF
=
∑
K
| vAvB(jAjB)jABK; JM 〉
√
2l + 1
2J + 1
〈 JK | jABK; l0 〉. (3.5)
The expansion of the scattering wave functions can then be written as
ψ
(−)jAjBjABl
JM (R, rA, rB)
=
∑
v′Av
′
Bj
′
Aj
′
B
j′ABl
′
R−1f jAjBjAB lv′Av′Bj′Aj′Bj′AB l′(R)| v
′
Av
′
B(j
′
Aj
′
B)j
′
ABl
′; JM 〉SF, (3.6)
where the J label on the expansion coefficients is omitted. The upper indices
of the f jAjBjAB lv′Av′Bj′Aj′Bj′AB l′
label the different solutions to the Schro¨dinger equation
for energy E = ~ω, whereas the lower indices label the basis functions. The
solutions are not labeled with vA and vB , because in the dissociating function
only channels with vA = vB = 0 are open. The photodissociation boundary
conditions for large R read
f jAjBjABlv′Av′Bj′Aj′Bj′ABl′
(R)
=
1√
2pi~
[
vv′Av′Bj′Aj′Bl′(R)δv′A0δv′B0δj′AjAδj′BjBδj′ABjABδl′l
− uv′Av′Bj′Aj′Bl′(R)S∗v′Av′Bj′Aj′Bj′AB l′,00jAjBjABl
]
, (3.7)
where S is the scattering matrix.24 The flux normalized outgoing waves
vvAvBjAjBl(R) and incoming waves uvAvBjAjBl(R) are given by
vvAvBjAjBl(R) = i
√
µkvAvBjAjB
~
Rh
(1)
l (kvAvBjAjBR), (3.8)
uvAvBjAjBl(R) = −i
√
µkvAvBjAjB
~
Rh
(2)
l (kvAvBjAjBR)
= vvAvBjAjB l(R)
∗, (3.9)
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where h
(1)
l and h
(2)
l are spherical Hankel functions of the first and second
kind,25 respectively, and where the wave numbers kvAvBjAjB are defined as
kvAvBjAjB =
√
2µ(E − vAjA − vBjB )
~2
. (3.10)
Just as the potential, the components of the dipole moment are expanded
in terms of angular basis functions
µˆm =
∑
LALBLk
dLALBLk(R, rA, rB)D
(1)
mk(α, β, 0)
∗
×
∑
MAMB
C
(LA)
MA
(θA, φA)C
(LB)
MB
(θB, φB)〈 LAMALBMB | Lk 〉.
(3.11)
Using this expansion, the matrix elements of µˆm in the body fixed basis become
〈 v′Av′B(j′Aj′B)j′ABK ′; J ′M ′ | µˆm | vAvB(jAjB)jABK; JM 〉
= [j′A][j
′
B][j
′
AB ][J
′][jA][jB][jAB ][J ](−1)jA+jB+jAB−M ′
(
J ′ 1 J
−M ′ m M
)
×
∑
k
(
J ′ 1 J
−K ′ k K
) ∑
LALBL
[L](−1)−LA−LB+L
× 〈 v′Aj′Av′Bj′B | dLALBLk | vAjAvBjB 〉
(
j′A LA jA
0 0 0
)
×
(
j′B LB jB
0 0 0
)(
j′AB L jAB
−K ′ k K
) j
′
A LA jA
j′B LB jB
j′AB L jAB
 ,
(3.12)
where [l] ≡ √2l + 1. Since the transition dipole moment of the HF molecule
is large, we only include the effect of the transition dipole moments of the
monomers in the expansion, so that the coefficients can be approximated by26
dLALBLk(R, rA, rB) = µHF(rA)δLA1δLB0δLAL + µHF(rB)δLA0δLB1δLBL.
(3.13)
Assuming the integral over these coefficients to be independent of the monomer
rotational quantum number, we get
〈 v′Aj′Av′Bj′B | dLALBLk | vAjAvBjB 〉
= 〈 1 | µHF | 0 〉δv′A0δv′B0[δvA1δvB0δLA1δLB0δLAL + δvA0δvB1δLA0δLB1δLBL].
(3.14)
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The total cross section σtot(ω) is obtained by summing the partial cross
sections over all jA and jB. In the neighborhood of a resonance, σ
tot(ω) takes
the form of a Lorentzian
σtot(ω) = f
Γ/2
(ω − ωr)2 + (Γ/2)2 , (3.15)
centered around the resonance frequency ωr, where Γ is the full width at half
maximum (FWHM) of the line, and f is a proportionality constant. The line
width Γ is inversely proportional to the lifetime τ of the system, Γ = 1/τ ,
so that by calculating the cross section at a number of frequencies around a
certain resonance, and fitting these to a Lorentzian function, we obtain the
lifetime of the system for this particular resonance. The fit can also be used
in calculating the line strength S for the transition, which is given by
S =
∑
jAjBjAB l
∫
|〈 i | e · µˆ | ψ(−)jAjBjABlJM 〉|2dE. (3.16)
Since Γ is very small compared to ωr, we can reduce this to
S =
~c0
piωr
∫
σtot(ω)dω =
~c0
ωr
f. (3.17)
The dissociation process is slow for this system, so that the line width can also
be calculated directly in a Fermi Golden Rule (FGR) approximation:
Γ =
∑
jAjB
ΓjAjB =
∑
jAjBjABlM
2pi
~
|〈 ψb | V10 | ψ(−)jAjBjAB lJM 〉|2, (3.18)
where V10 is the vibrational coupling potential between excited (vA + vB = 1)
and ground state (vA = vB = 0) functions. This coupling potential consists of
〈 v′Av′B | VI | vAvB 〉 = 〈 10 | VI | 00 〉 and 〈 01 | VI | 00 〉 matrix elements. The
quasi-bound state | ψb 〉 in these calculations is an eigenstate of the Hamilto-
nian in a basis without the ground state monomer stretch functions. The
scattering wave function, which is calculated at the energy of | ψb 〉, is in this
approximation expanded in a basis with ground state stretch functions only.
For the CC calculations, the angular state distribution is obtained by taking
the fractions of the partial cross sections with respect to the total cross section,
and is calculated at the resonance energy:
PjAjB =
σjAjB (ωr)
σtot(ωr)
. (3.19)
A similar expression involving ΓjAjB and Γ was used in the FGR calculations.
From these angular state distributions, the theoretical angular distributions
were reconstructed, using the program that Bohac et al.16,22 used to fit an
angular state distribution to their experimental data.
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3.3 Computational details
Since we found in Paper I that the SO-3 potential energy surface by Klopper
et al.27 is of very high quality when computing (quasi-)bound states, this is
the potential with which all calculations were performed.
The coupled channels calculations were performed in a basis with jmaxA =
jmaxB = 13 and vA + vB ≤ 2, leading to a total of 3150 channels, of which be-
tween 175 and 232 channels were open in the investigated energy range. In the
Fermi Golden Rule calculations, basis sets with the same vibrational basis and
jmaxA = 13 and 16 were used, where the latter basis contained approximately
5500 channels in total. All calculations were done in the helicity decoupled
approximation, neglecting Coriolis coupling off-diagonal in K.
The scattering wave function was propagated outwards using the renor-
malized Numerov28 propagator, on an equally spaced grid of 263 points in the
range 2 − 18 a0, which was tested to be sufficient to converge the calculated
properties. The integral was built up in parallel to the propagation, using a
method similar to that described by Gade´a et al.29 In the propagation we used
the body fixed basis; the unitary transformation to the space fixed basis [Eq.
(3.5)] was not performed until the matching.
The FGR calculations would normally be performed at the energy of the
quasi-bound state used. However, we found that this approximation is not a
very good one, especially in the calculation of the angular distributions. Since
the (vA, vB) = (0, 0) channels are left out of the basis in the calculation of
this quasi-bound state, the computed eigenvalues will generally be too low.
In some cases this led to situations where channels of high internal energy
were closed in the FGR approximation, simply because the energy at which
the calculation was performed was too low. Therefore, the FGR calculations
have been made at the quasi-bound state energy of the predissociating state
involved (see Paper I), which is a good approximation of the true resonance
energy.
3.4 Results and discussion
The results of the calculations of the line widths are given in Table 3.1. Shown
there are the FWHM line widths obtained by coupled channels calculations in
a basis with jA, jB ≤ 13, and Golden Rule calculations in the same basis, as
well as in a basis with jA, jB ≤ 16. The resonances studied involve excitation
of the acceptor stretch (ν1) or donor stretch (ν2), and combinations of one
of these modes with an excitation in the dimer stretch (ν4) or dimer geared
bend (ν5) mode. All calculations have been done for scattering states of even
(A1) and odd (B2) symmetry with respect to exchange, see Paper I for details
on the symmetry labeling. We see that the calculated line widths from FGR
and CC calculations agree reasonably well with each other, indicating that the
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Table 3.1: Vibrational predissociation line widths for (HF)2 (in MHz). Val-
ues are obtained from coupled channels (CC) and Fermi Golden Rule (FGR)
calculations, in a basis with vA + vB ≤ 2 and jA, jB ≤ jmaxA , and for even
(A1) and odd (B2) scattering states with respect to monomer exchange. The
experimental line widths are from Ref. 13.
CC FGR FGR Expt.
jmaxA = 13 13 16
A1
ν1 4.00 4.31 6.35 6.4
ν1 + ν4 15.73 17.03 18.15 25
ν1 + ν5 12.83 14.28 14.00 20
ν2 42.81 50.77 43.60 330
ν2 + ν4 77.79 90.23 82.25
ν2 + ν5 48.08 53.65 47.75 270
B2
ν1 3.72 3.91 4.79 9.5
ν1 + ν4 10.55 10.61 11.02 40
ν1 + ν5 9.09 8.99 11.25 45
ν2 37.41 44.54 47.85 330
ν2 + ν4 63.34 74.60 73.33 300
ν2 + ν5 36.78 41.26 46.52 270
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Table 3.2: Peak positions Er = ~ωr of the resonances from quasi-bound state
calculations (QBS), and coupled channels calculations (CC) on the SO-3 po-
tential. All values are in cm−1, relative to the A1 ground state of −1061.73
cm−1.
A1 B2
QBS CC QBS CC
ν1 3929.17 3929.22 3929.01 3929.03
ν1 + ν4 4056.93 4056.92 4055.56 4055.55
ν1 + ν5 4096.22 4096.21 4094.15 4094.14
ν2 3867.09 3867.15 3867.26 3867.32
ν2 + ν4 4000.50 4000.51 4001.39 4001.40
ν2 + ν5 4043.22 4043.23 4045.44 4045.45
Golden Rule approximation is valid for the resonances under investigation.
Furthermore, we find from the FGR calculations that increasing the rotational
basis from jmaxA = 13 to 16 does not lead to a significant change in the line
widths. The experimental line widths are reproduced reasonably well for the
ν1 scattering states of A1 symmetry. The much larger line widths of the ν2
states are not reproduced quite so well, although also the calculated line widths
for ν2 excited states are larger than their ν1 counterparts. The experimental
trend of increase in line width of the ν1 states when going from even to odd
exchange symmetry is not found in the calculations.
The positions of the resonances, obtained from the Lorentzian fit of the
CC cross section, are given in Table 3.2. For comparison, the energy levels
from the quasi-bound state (QBS) calculations of Paper I are also given. The
correspondence between the two sets of numbers is very good: the positions of
resonances in the continuum agree to within 0.06 cm−1 with the bound state
levels, indicating that dissociation is indeed slow.
Tables 3.3 and 3.4 give an overview of the most important contributions
to the rotational state distributions for all calculated scattering states. Also
the distribution of the excess energy over fragment rotation and translation is
given. The values in these tables are the results of the FGR calculations in the
large (jmaxA = 16) rotational basis, since we believe these numbers to be the
most accurate. The amount of excess energy that goes into fragment rotation
ranges from 79 to 90 %. Furthermore, these tables show that there exist large
variations in the rotational state distributions for the different transitions.
This is illustrated in Figs. 3.1 and 3.2, where the rotational state distribution
is plotted for the ν1 and ν2 resonances of odd permutation symmetry. We see
that the ν2 distribution is sharply peaked with very strong contributions from
the (10, 2), (10, 4) and (11, 0) channels. Other channels dominate in the ν1
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Table 3.3: Overview of the most important contributions to the fragment
rotational state distributions for scattering states of A1 symmetry. Values are
percentages, and are taken from FGR calculation with rotational basis up to
jmaxA = j
max
B = 16. The last two lines show the distribution (in %) of the excess
energy over fragment rotational (Erot) and translational energy (Etrans).
(jA, jB) ν1 ν1 + ν4 ν1 + ν5 ν2 ν2 + ν4 ν2 + ν5
( 7, 5) 0.35 0.89 1.37 3.79 5.75 0.42
( 9, 3) 1.87 4.14 5.42 1.15 2.58 3.16
( 8, 5) 5.81 10.37 8.17 3.95 4.63 4.61
( 9, 4) 4.09 11.62 6.00 14.68 13.38 2.64
( 8, 6) 9.91 7.17 5.71 8.38 8.60 12.88
(10, 2) 1.07 0.56 3.26 7.59 9.68 0.98
( 9, 5) 14.15 10.00 11.43 5.18 5.74 24.95
(10, 3) 5.09 1.28 1.30 4.23 2.23 2.61
( 8, 7) 7.20 5.30 3.54 2.48 2.62 3.72
(10, 4) 9.26 6.97 10.48 8.06 11.94 9.59
(11, 0) 0.35 0.29 0.13 10.11 2.52 0.26
( 9, 6) 8.43 3.59 11.75 9.21 4.23 6.06
(11, 1) 6.39 8.39 1.89 2.86 2.18 3.02
(11, 2) 1.87 4.84 5.96 4.50 0.51 4.99
(10, 5) 10.75 3.62 5.71 0.00 3.95 4.76
Erot 85.67 79.23 80.29 85.13 78.88 82.13
Etrans 14.33 20.77 19.71 14.87 21.12 17.87
resonance, in which the contributions are also distributed more equally.
For some of the calculated scattering states, angular distributions have
been reconstructed from the calculated rotational state distributions, to allow
for a direct comparison with the experimental results obtained by Miller and
co-workers.15,22 These states are the acceptor stretch (ν1) and donor stretch
(ν2) excited states, and combinations of these modes with dimer stretch (ν4)
and geared bend (ν5) excitation, all of B2 symmetry. The results are shown
in Figs. 3.3 — 3.6. As can be seen in these figures, the positions of the
different maxima in the angular distributions are reproduced rather well by
the calculations. The effect of the increase in rotational basis from jmaxA = 13
to 16, which was only done for the FGR calculations, is in most cases not very
large. The two main effects of this increase can be seen in Figs. 3.3 and 3.6,
where it causes two more peaks to appear which are not very noticeable in the
jmaxA = 13 results. Although the calculated peak positions agree reasonably
well with the experimental data, the intensities sometimes do not, most notably
at small angles, where the intensity is very sensitive to the rotational state
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Figure 3.1: Rotational state distribution of (J,K,Γ) = (1, 0, B1) →
(0, 0, B2) ν1 transition. Each probability is drawn at the energy of the cor-
responding channel eigenvalue. The dashed line denotes the total amount of
kinetic energy available.
0 500 1000 1500 2000 2500 3000
0
0.05
0.1
0.15
0.2
0.25
(9,3)
(8,5)
(9,4)
(10,1)
(10,2)
(10,3)
(10,4)
(11,0)
(9,6)
(11,2)
Rotational energy (cm−1)
Pr
ob
ab
ilit
y
Figure 3.2: As Fig. 3.1, for (1, 0, B1)→ (0, 0, B2) ν2 transition.
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Table 3.4: As Table 3.3, for scattering states of B2 symmetry.
(jA, jB) ν1 ν1 + ν4 ν1 + ν5 ν2 ν2 + ν4 ν2 + ν5
( 9, 3) 0.26 0.24 0.23 3.49 5.96 0.54
( 9, 4) 5.05 7.29 1.03 2.89 3.23 4.23
(10, 1) 1.31 1.64 0.28 6.70 7.94 0.62
( 8, 6) 5.25 6.42 1.09 1.75 3.73 1.39
(10, 2) 8.24 5.86 1.28 23.82 21.91 1.37
( 9, 5) 5.78 16.57 20.30 1.92 3.40 3.29
(10, 3) 10.97 10.78 7.76 4.79 11.69 10.28
(10, 4) 14.84 8.62 18.24 13.24 6.32 2.57
(11, 0) 0.20 0.09 0.36 14.93 3.19 0.25
( 9, 6) 15.45 14.97 17.75 8.16 6.76 7.10
(11, 1) 1.54 0.57 2.25 1.28 4.59 11.48
(11, 2) 9.70 2.87 6.42 9.09 2.83 25.40
(10, 5) 8.93 4.91 3.43 0.00 5.31 5.21
(11, 3) 0.00 1.49 8.74 0.00 2.15 10.81
( 9, 7) 0.00 4.50 7.20 0.00 0.00 10.55
Erot 88.21 83.35 87.03 88.56 82.68 90.33
Etrans 11.79 16.65 12.97 11.44 17.32 9.67
distribution.
In their paper on the measurement of infrared spectra for bands associated
with the ν4 and ν5 vibrations in combination with donor or acceptor stretch,
Bohac and Miller22 indicated there was a large difference in intensity between
the even and odd tunneling components. We have therefore listed in Table 3.5
the calculated line strengths, both from QBS and CC calculations, where the
latter were obtained by integrating the Lorentzian line shape of the resonance
[see Eq. (3.17)]. An experimental value30 of 0.0388 ea0 was used for the HF
monomer transition dipole moment 〈 1 | µHF | 0 〉.
The agreement between the results of both calculations is again very good.
The relatively large differences between QBS and CC line strengths of the ν1
resonance of A1 symmetry and the ν2 +ν4 state of B2 symmetry, are probably
explained by the fact that the contribution of vA = vB = 0 functions in
these calculated quasi-bound excited states is large (see Paper I). Despite the
agreement between CC and QBS calculations, we were unable to reproduce
the experimental difference in line strength.
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Figure 3.3: Angular distribution of the (1, 0, B1) → (0, 0, B2) ν2 transition.
The experimental data are from Ref. 15.
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Figure 3.4: Angular distribution of the (1, 0, B1) → (0, 0, B2) ν1 transition.
The experimental data are from Ref. 15.
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Figure 3.5: Angular distribution of the (1, 0, B1)→ (0, 0, B2) ν1+ν4 transition.
The experimental data are from Ref. 22.
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Figure 3.6: Angular distribution of the (1, 0, B1)→ (0, 0, B2) ν1+ν5 transition.
The experimental data are from Ref. 22.
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Table 3.5: Line strengths from quasi-bound state (QBS) and photodissociation
calculations (CC), in 10−3 e2a20.
A1 B2
QBS CC QBS CC
ν1 1.7982 1.9442 2.0106 2.0104
ν1 + ν4 0.0462 0.0470 0.1103 0.1123
ν1 + ν5 0.0330 0.0331 0.0451 0.0451
ν2 3.9986 4.0730 4.0016 3.9994
ν2 + ν4 0.2409 0.2416 0.1575 0.1775
ν2 + ν5 0.1374 0.1370 0.0526 0.0545
3.5 Conclusion
Photodissociation of the HF dimer has been studied in a series of full coupled
channels calculation, as well as in a Fermi Golden Rule approximation. We
have calculated line widths, rotational state distributions, and line strengths
for several transitions involving the excitation of the donor or acceptor stretch,
and for combinations of these excitations with the dimer stretching and geared
bend modes. For four of the calculated transitions we have reconstructed the
angular distributions from our calculated rotational state distributions, which
allows for a direct comparison with the experimental data.
The calculations show that the photodissociation of (HF)2 is sufficiently
slow for the Fermi Golden Rule approximation to be valid. This is supported
by the fact that the calculated lifetimes and angular distributions from the
FGR calculations are not very different from the results of the full coupled
channels calculations. Furthermore, the peak positions and line strengths from
the scattering calculations agree very well with results of quasi-bound state
calculations, which do not take dissociation into account.
The calculated angular distributions agree fairly well with experimental
data, although the relative intensities of the peaks within the distributions are
not perfect yet. The experimental line widths are not reproduced so well, with
some line widths being off by a factor of eight.
Since the FGR calculations have shown that an increase in the rotational
basis does not improve the calculated line widths and only has a minor effect
on the angular distributions, we believe that the remaining problems are most
probably due to the SO-3 potential energy surface. The possibility exists that
an increase in the monomer stretch basis is required to describe the experimen-
tal findings better, but this seems improbable since the vA + vB = 3 stretch
functions are very far away in energy from the resonances investigated.
Although the SO-3 potential is a huge improvement over the older older
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potentials, such as SQSBDE,31 it is not good enough to reproduce all ex-
perimental data in a photodissociation process. Since many of the features
studied in this paper are very sensitive on the exact shape of the potential, the
challenge of creating a potential which describes them better remains.
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Chapter 4
Vibrational predissociation in the HCl dimer
Abstract
We present results of a combined theoretical and experimental
study on the vibrational predissociation of the HCl dimer. On the
theoretical side, photodissociation line widths and product state
distributions for monomer stretch excited states with total angular
momentum J = 0 were computed, using the Fermi Golden Rule
approximation. The resonances investigated include excitation of
the hydrogen bond donor and acceptor stretches, as well as com-
binations of one of these modes with the intermolecular stretch
and geared bend modes, for both even and odd permutation sym-
metry. Line strengths for the transitions from the J = 1,K = 0
ground state to excited states with J = 0 were computed using
quasi-bound states. On the experimental side, the photofragment
angular distribution method was employed to obtain complete final
state distributions for the monomer stretch excited states. Three
different transitions were probed, all starting from the lower tun-
neling component of the ground state: the RQ0(1) transition for
excitation of the acceptor stretch, and the QR0(0) transition and
the unresolved RQ0-branch for the donor stretch excitation. We
find that, in contrast to the HF dimer, the excited state alignment
of the HCl dimer, resulting from excitation using a polarized laser
beam, is completely lost on the time scale of the dissociation. The
agreement between theory and experiment for the product state
distributions and the line strengths is reasonable. The computed
lifetimes are 1–2 orders of magnitude too small, which is attributed
to a deficiency in the potential energy surface.
G. W. M. Vissers, L. Oudejans, R. E. Miller, G. C. Groenenboom, and A. van der Avoird,
J. Chem. Phys. 120, 9487 (2004)
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4.1 Introduction
Hydrogen bonding is one of the most important interactions in nature. It
is studied in many areas of science, ranging from chemistry and physics to
biology. For a quantitative description of such a bond, it is helpful to study
small model systems. The simplest of these are hydrogen halide dimers, such
as (HF)2 and (HCl)2. In the past few decades, considerable progress has
been made in the description of these systems, both experimentally1–10 and
theoretically.11–22
Despite the obvious similarities between (HF)2 and (HCl)2, it is well known
that their vibrational dynamics are quite different. For example, although
both of these systems consist of a proton acceptor-proton donor pair, the
HCl dimer has been shown both spectroscopically1,3–5,9,23,24 and theoreti-
cally11,12,14–16,25–27 to be much floppier than HF dimer. This is illustrated
by the fact that the geared tunneling frequency in the ground state of the
HF dimer is 0.66 cm−1,6,7 while the corresponding value for the HCl dimer
is as large as 15.5 cm−1.4,9 Since this value is comparable to the rotational
energy spacing (j = 1← 0) in the monomer (21 cm−1), it seems that the HCl
molecules undergo nearly free rotation in the dimer. This is consistent with
the observation that the dissociation energy of the HCl dimer is much lower
(439± 1 cm−1)28 than that of the HF dimer (1062± 2 cm−1).29
This paper deals with the vibrational predissociation of the HCl dimer.
Although there are a large number of papers on the vibrational predissocia-
tion of the HF dimer,21,29–42 the corresponding data set for the HCl dimer is
rather small. While there are a number of experimental studies that have been
published,28,43–48 theoretical efforts have been restricted to bound state cal-
culations of the vibration-rotation-tunneling levels of the HCl stretch excited
dimer.15 To our knowledge, no theoretical description of the photodissociation
of monomer stretch excited (HCl)2 has been published.
The dramatic difference in the tunneling rates for HF and HCl dimers is po-
tentially of great significance with regard to the associated vibrational predis-
sociation dynamics. In several previous publications29,36,42 it was shown that
the final HF fragment rotational state distribution resulting from vibrational
predissociation of HF dimer can be understood in terms of the asymmetric
equilibrium structure, which makes the proton donor and acceptor molecules
in the parent complex quite different. In particular the proton donor molecule
receives a large torque as the molecules recoil, while the force on the proton
acceptor acts nearly through its center of mass. In view of the qualitatively
different tunneling dynamics associated with the HCl dimer, we were interested
in exploring the effects this has on the associated vibrational predissociation
dynamics.
In this paper, we present the results of full-dimensional (6D) quantum
calculations on the vibrational predissociation of the H35Cl dimer, for total
angular momentum J = 0. In a previous study on the vibrational predisso-
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ciation of HF dimer it was shown that the Fermi Golden Rule approximation
gives line widths and product state distributions that are in good agreement
with full coupled channels calculations.42 The same study also showed that
the use of quasi-bound states to compute line strengths for the transitions to
the vibrationally predissociating states is justified. We therefore applied the
same approximations to the HCl dimer. We report lifetimes and rotational
state distributions for the hydrogen bond acceptor and donor stretch modes,
as well as for combinations of these excitations with an in-plane geared bend
and dimer stretch excitations. Furthermore we report calculated line strengths
for the corresponding transitions to these excited states. All calculations were
performed for dissociation from states of both even and odd permutation sym-
metry.
We also present the results of an experimental study of HCl dimer vibra-
tional predissociation. The photofragment angular distribution method, dis-
cussed previously for the HF dimer,29 was used to obtain final state distribu-
tions, including information on the intermolecular rotational state correlations
and the recoil kinetic energy.
4.2 Theory
The Hamiltonian for the system in the Jacobi coordinates (see Fig. 4.1) has
been described previously in our paper on the HF dimer.42 It consists of the
sum of the two monomer Hamiltonians, a dimer kinetic energy term and the
interaction potential:
Hˆ = hˆA + hˆB − ~
2
2µR
∂2
∂R2
R+
Jˆ2 + jˆ2AB − 2jˆAB · Jˆ
2µR2
+ VI(R, rA, rB) (4.1)
where Jˆ is the total angular momentum of the dimer, and jˆAB is the vector
sum of the monomer angular momentum operators jˆA and jˆB .
The bound state wave functions are expanded in a body fixed (BF) basis
| nvAvB(jAjB)jBAK; JM 〉 = | n 〉| vAjA 〉| vBjB 〉| (jAjB)jBAK; JM 〉,
(4.2)
where | n 〉 ≡ ϕn(R) is a dimer stretch basis function. The | vXjX 〉 ≡
χvXjX (rX) are eigenfunctions of the monomer Hamiltonian hˆX with eigen-
values vXjX , and are obtained using a sinc function discrete variable repre-
sentation (DVR).49 The angular basis functions are given by
| (jAjB)jABK; JM 〉
=
√
2J + 1
4pi
D
(J)
MK(α, β, 0)
∗ ∑
mAmB
| jAmA 〉| jBmB 〉〈 jAmAjBmB | jABK 〉,
(4.3)
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Figure 4.1: Jacobi coordinates for the HCl dimer. The intermolecular vectorR
with length R connects the centers of mass of the two molecules, and coincides
with the z-axis. θX , X = A,B is the angle between molecule X and the z-axis,
φX the torsional angle. The intramolecular distance are denoted rX .
with | jXmX 〉 ≡ Y (jX)mX (r̂X) spherical harmonics, coupled by a Clebsch-Gordan
coefficient 〈 jAmAjBmB | jABK 〉. The Wigner rotation functionD(J)MK(α, β, 0)∗
depends on the polar angles (β, α) of the intermolecular vector R with respect
to a space fixed frame.
The dimer stretch basis functions are given by ϕn(R) = ϕ˜n(R)/R, where
the ϕ˜n(R) are eigenfunctions of a reference Hamiltonian
hˆref = − ~
2
2µ
∂2
∂R2
+ V ref(R). (4.4)
The reference potential V ref(R) is obtained by minimizing the full 6D potential
in all coordinates but R. The eigenfunctions of hˆref are also computed using a
sinc function DVR.
The angular part of the interaction potential is expanded in functions of
the type of Eq. (4.3), with expansion coefficients depending on rA, rB, and
R. Since the potential is invariant under overall rotations of the system, it
does not depend on α and β, nor on φA and φB separately, but only on the
difference angle φ = φB−φA. Hence, only the terms with J = K = 0 appear in
the expansion, so that the expansion functions for the potential can be written
ALALBL = (−1)LA+LB+L
∑
MA
(
LA LB L
MA −MA 0
)
| LAMA 〉| LB −MA 〉.
(4.5)
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In our work on the infra-red photodissociation of the HF dimer, we found
that the Fermi Golden Rule approximation gives lifetimes and rotational state
distributions which are in good agreement with a full coupled channels cal-
culation.50 We will therefore apply this approximation also to the HCl—HCl
system. In the Golden Rule approximation, the line width Γ of a resonance is
given by
Γ =
∑
jAjB
ΓjAjB =
∑
jAjBjABlM
2pi
~
|〈 ψb | V10 | ψ(−)jAjBjAB lJM 〉|2, (4.6)
where the V10 is the vibrational coupling potential between HCl stretch excited
(vA + vB = 1) and ground state (vA = vB = 0) basis functions. The bound
state | ψb 〉 is calculated in a basis without the ground state functions, and
ψ
(−)jAjBjABl
JM is the energy normalized scattering wave function calculated in
a basis with ground state HCl stretch functions only. The rotational state
distribution can be defined as the ratio of the partial line widths to the total
line width:
PjAjB =
ΓjAjB
Γ
. (4.7)
As in our work on the photodissociation of the HF dimer,42 the scattering
wave function ψ
(−)jAjBjABl
JM is expanded in a set of space fixed basis functions
| (jAjB)jABl; JM 〉SF which is related to the body fixed basis via a unitary
transformation
| (jAjB)jABl; JM 〉SF =
∑
K
| (jAjB)jABK; JM 〉
√
2l + 1
2J + 1
〈 jABK; l0 | JK 〉.
(4.8)
Using the expansion
ψ
(−)jAjBjAB l
JM (R, rA, rB)
=
∑
v′Av
′
Bj
′
Aj
′
Bj
′
ABl
′
R−1f jAjBjABlv′Av′Bj′Aj′Bj′ABl′(R)| (j
′
Aj
′
B)j
′
ABl
′; JM 〉SF, (4.9)
the expansion coefficients f jAjBjABlv′Av′Bj′Aj′Bj′ABl′
(R) can for large R be written as
f jAjBjAB lv′Av′Bj′Aj′Bj′AB l′
(R)
=
1√
2pi~
[vv′Av′Bj′Aj′Bl′(R)δv′A0δv′B0δj′AjAδj′BjBδj′ABjABδl′l
− uv′Av′Bj′Aj′B l′(R)S∗v′Av′Bj′Aj′Bl′,00jAjBl], (4.10)
where S is the scattering matrix.51 The flux normalized outgoing waves
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vvAvBjAjBl(R) and incoming waves uvAvBjAjBl(R) are given by
vvAvBjAjBl(R) = i
√
µkvAvBjAjB
~
Rh
(1)
l (kvAvBjAjBR), (4.11)
uvAvBjAjBl(R) = −i
√
µkvAvBjAjB
~
Rh
(2)
l (kvAvBjAjBR) = vvAvBjAjBl(R)
∗,
(4.12)
where h
(1)
l and h
(2)
l are spherical Hankel functions of the first and second
kind,52 respectively, and where the wave numbers kvAvBjAjB are defined as
kvAvBjAjB =
√
2µ(E − vAjA − vBjB )
~2
. (4.13)
4.3 Computational details
The ES1-EL16 potential energy surface was used in the present calculation.
This potential surface is based on the earlier ES1 potential14 by Elrod and
Saykally. The ES1 potential is a fit to a large amount of spectroscopic data,
with an earlier ab initio potential by Bunker et al.12 as a starting point. How-
ever, this fit used four-dimensional calculations (i.e., excluding the monomer
vibrations) to modify only some of the intermolecular parameters, while leav-
ing the intramolecular parameters untouched. In the ab initio potential, and
consequently also in the ES1 potential, the dependence on the monomer stretch
coordinates was found to be much too weak. This problem was partially solved
in an ad hoc manner by Qiu et al. with the addition of an electrostatic in-
teraction potential, leading to the ES1-EL potential.16 This relatively simple
modification gave tunneling splittings in the monomer stretch excited state
that were in much better agreement with experiment (see Table 4.1 for a num-
ber of relevant parameters). We expanded this potential in terms of angular
functions of Eq. (4.5) up to LA, LB = 13.
The quasi-bound state wave functions and energies have been calculated
in a basis with jA, jB ≤ 13, vA + vB ≤ 2, and n ≤ 8, giving a basis of
approximately 28500 functions. This was found to be sufficient to converge the
energies to within 0.01 cm−1. The monomer eigenfunctions were calculated
using a sinc function DVR on an equally spaced grid of 35 points in the range
1.6—3.7 a0. For the dimer stretch basis functions, an equally spaced grid of
185 points between 6 a0 and 11 a0 was used. To compute the monomer stretch
excited states, a three step diagonalization of the Hamiltonian was used, which
is described in our paper on the bound states of the HF dimer.50
The bound state | ψb 〉 in the Golden Rule expression was calculated in a
basis with vA + vB = 1, 2, jA, jB ≤ 13, and n ≤ 8. The radial scattering wave
function was represented on an equally spaced 332 point grid, in the range
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Table 4.1: Overview of dissociation energy and tunneling splittings, in cm−1,
computed on the ES1 and ES1-EL potentials. ∆(ν) denotes the tunneling
splitting in state ν. The ground state is denoted ν0 here, ν1 and ν2 refer to
the acceptor and donor stretch excited states.
ES1 ES1-EL Expt.
De 693.71 694.12
D0 416.25
15 425.25 43928
∆(ν0) 14.94
15 15.22 15.476684
∆(ν1) 0.03
16 −2.31 −3.323743
∆(ν2) −0.0416 2.46 3.176043
3—21 a0. A renormalized Numerov
53 propagator was used to compute this
wave function. The radial integral was built up in parallel to the propagation,
using a method similar to that described by Gade´a et al.54 In the propaga-
tion, the scattering wave function was represented in the body fixed basis; the
transformation to the space fixed basis was not performed until the matching
of the wave function to the asymptotic solutions. Rotational channels up to
jA, jB ≤ 16 were used to describe the scattering wave function, giving a total
of ≈ 800 dissociation channels for scattering states of odd exchange symmetry,
and ≈ 1000 channels for the even states. About half of the available channels
were open in the investigated energy range, up to (jA, jB) = (2, 15) for the
resonance highest in energy (ν1 + ν5).
In the calculation of the line strengths of the transitions, the dimer dipole
moment was approximated by the sum of the vibrational transition dipole
moments of the monomers 〈 1 | µˆHCl | 0 〉. The same approximation was used
for the HF dimer,42 and matrix elements for the dimer transition dipole in the
basis of Eq. (4.2) are given there.
4.4 Experimental Method
The experimental method used in this study has been discussed in detail else-
where.29 The apparatus consists of a rotatable molecular beam source that
is collimated by two skimmers to provide high angular resolution. The HCl
dimer was formed by expanding a 5% mixture of HCl in helium through a
(room temperature) 50 µm diameter nozzle from a source pressure of 600 kPa.
In addition, a mix with 20% of the amount of helium replaced by argon was
used to reduce the beam velocity enhancing the angular resolution. Since the
near infrared spectrum of HCl dimer is well known from the previous stud-
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ies,1,9,43,45 no searching for the transitions of interest was required. The main
experimental challenge in the present study was getting the F-center laser,
used to excite the dimer to the vibrationally excited state, to operate at long
enough wavelengths to reach the two HCl stretching vibrations. This required
using a grating with a lower output efficiency to extend the tuning range of
the laser. In combination with a new crystal in the laser, this change provided
usable single mode output powers out to 2825 cm−1, sufficient to reach all of
the HCl dimer bands, including the ν1 and ν2 vibrations.
The spectra were first recorded by positioning the bolometer detector 5◦
off the beam axis to detect the fragments resulting from the vibrational pre-
dissociation of the dimer. A spherical multipass cell29 was used to obtain
approximately 60 passes of the laser through the molecular beam, within a
small focal volume approximately 1.5 mm on a side. Tuning of the laser was
computer controlled and several evacuated confocal etalons and a wavemeter
were used for frequency calibration and monitoring of the tuning. Once the
transition of interest was found, the laser was tuned to the top of the peak,
locked to a 150 MHz etalon fringe and the angular distribution was recorded
by integrating the signal for 10 s at the observation angles, separated by 0.25◦.
For details on the relationship between these angular distributions and the
kinetic energy release, and thus to the internal state distribution of the frag-
ments, the reader is referred to previous publications.33,35 In the analysis of
the experimental data, a Monte Carlo method was used to account for all of the
instrumental factors that contribute to the shape of the angular distributions.
Since the relationship between the scattering angle in the laboratory frame
and the recoil energy depends directly upon the velocity of the parent molecule,
it is essential that we have an accurate measurement of the latter. In the
present study we made use of Doppler spectroscopy to accurately determine
both the velocity and the velocity distribution of the HCl dimer in the molec-
ular beam. The result of this measurement was a velocity for the 5% HCl in
He mixture of 1465 m/s and 995 m/s for the 20% argon / 5% HCl in helium
mixture. These values are in good agreement with those estimated from the
percentage weighted mass of the expanding gas, namely 1480 m/s and 980
m/s, respectively.
4.5 Results
4.5.1 Calculations
The monomer stretch excitations are labeled ν1 for excitation of the hydrogen
bond acceptor (the “free” HCl molecule), and ν2 for excitation of the donor
(the “bound” molecule). The intermolecular modes are ν4 for excitation of
the dimer stretch and ν5 for the in-plane geared bend. The calculations were
performed for ν1, ν1 + ν4, ν1 + ν5, ν2, ν2 + ν4, and ν2 + ν5 modes, for total
4.5. Results 61
Table 4.2: Quasi-bound state energies of the HCl dimer, in cm−1. All resonance
frequencies are relative to the ground state.
A1 B2
Calc. Expt. Calc. Expt.
ν1 2876.69 2883.5732
43 2874.38 2880.249543
ν1 + ν4 2942.53 2940.65
ν1 + ν5 2967.23 2964.93
ν2 2857.01 2854.0593
43 2859.47 2857.2352843
ν2 + ν4 2931.99 2930.84331
4, 47 2933.92
ν2 + ν5 2912.57 2915.15 2915.98595
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angular momentum J = 0, and for both even (A1) and odd (B2) states with
respect to monomer exchange. The computed predissociating states are all
even with respect to spatial inversion. Following normal conventions in IR
spectroscopy, we will also label transitions to excited states of B2 symmetry
with ν+, and transitions to states of A1 symmetry with ν
−. The calculated
energies of the quasi-bound states studied in this paper are given in Table 4.2,
together with the available experimental frequencies. The calculated values
given here are nearly identical to those reported by Qiu et al.16 using the
same PES.
The theoretical line widths, computed at the quasi-bound state energies,
are given in Table 4.3. Comparison with the experimental line widths shows
that the theoretical values with the ES1-EL potential are 1–2 orders of mag-
nitude too small. A problem in the calculation of the line widths is the strong
dependence of the line width on the total energy at which the Golden Rule
calculation is performed. An extreme example of this can be seen in Fig. 4.2,
where the line width for the ν−1 excitation is plotted for a range of energies
around the quasi-bound energy. Not all vibrational resonances exhibit the
same Lorentzian variation in line width as this ν1 resonance, but it serves to
show that a small shift in total energy can dramatically change the theoretical
line width. This is most likely due to a rotational resonance, an effect that
was observed previously in the vibrational predissociation of the Ar–CH4 com-
plex.55 However, we were unable to analyze this resonance due to the large
number of rotational channels involved. Note that for this resonance, the dis-
crepancy with experiment is even worse if the Golden Rule calculation is done
at a different energy.
The rotational state distributions of the fragments are much less depen-
dent on the energy at which the computation is performed. Whereas the line
width can change dramatically over a range of 1–2 cm−1, these distributions
remain fairly constant over the same range. Therefore it is safe to discuss
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Table 4.3: Vibrational predissociation line widths Γ, in MHz. The experimen-
tal line widths reported for Ref. 28 have been calculated from the lifetimes
which were measured directly in a time resolved, pulsed laser experiment.
A1 B2
Calc. Expt. Calc. Expt.
ν1 0.1074 3.5± 0.428 0.0844 < 1.643
ν1 + ν4 0.0473 0.1616
ν1 + ν5 0.0290 0.1996
ν2 0.0366 5.7± 0.228 0.0225 5.1± 1.2,438.4± 1.628
ν2 + ν4 0.1516 9± 347 0.0616
ν2 + ν5 0.0574 0.0189 3± 347
2876.2 2876.4 2876.6 2876.8 2877 2877.2
0.04
0.05
0.06
0.07
0.08
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0.1
0.11
E (cm−1)
Γ 
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)
Figure 4.2: Fermi Golden Rule line width of the ν1 excited state of A1 sym-
metry as a function of the energy at which the calculation is performed. The
star indicates the line width at the energy of the quasi-bound state.
4.5. Results 63
Table 4.4: Overview of the most important contributions (highest probabili-
ties) to the rotational state distributions, for scattering states of A1 symmetry.
The last two lines show the distribution of the excess energy, in cm−1, over
rotational and translation energy of the fragments. All values are percentages.
(j1,j2) ν
−
1 (ν1 + ν4)
− (ν1 + ν5)− ν−2 (ν2 + ν4)
− (ν2 + ν5)−
( 0, 0) 0.02 0.01 0.17 7.37 1.28 1.62
( 8,11) 3.18 6.66 1.60 3.84 2.88 4.18
( 2,14) 3.17 2.73 0.49 2.08 0.16 5.47
(10,10) 7.03 1.52 0.26 2.94 2.16 2.94
( 3,14) 6.82 6.10 1.98 13.00 3.40 4.45
( 9,11) 9.39 7.11 1.57 13.52 15.32 16.08
( 4,14) 48.36 12.78 8.18 20.90 8.46 8.33
( 5,14) 0.00 12.02 22.47 0.00 17.81 11.86
( 1,15) 0.00 5.03 9.49 0.00 1.82 0.00
(10,11) 0.00 23.63 17.24 0.00 24.36 0.00
( 2,15) 0.00 0.00 14.70 0.00 0.00 0.00
Erot 91.30 88.94 92.48 70.76 88.02 74.29
Etrans 8.70 11.06 7.52 29.24 11.98 25.71
particular features found in these distributions. We will label the dissociation
channels with a pair of rotational quantum numbers (j1, j2), which denotes
a symmetrized combination of basis functions with (jA, jB) = (j1, j2) and
(jA, jB) = (j2, j1).
Figure 4.3 shows the rotational state distributions (j1, j2) for the ν2 and ν1
scattering states of A1 symmetry. An overview of the most important contri-
butions to the rotational state distributions for all the resonances investigated
is given in Tables 4.4 and 4.5. The most striking feature is the high contribu-
tion of the lower rotational channels to the distribution of the ν2 excited state.
This is in stark contrast with the ν1 resonance of the same symmetry, where
the contribution from these product channels is negligible. Instead, nearly all
photofragments end up in the higher rotational channels for this resonance,
with nearly half of them in the highest open channel, namely (4, 14).
Inspection of the distributions for the other states shows that there are
more excitations for which the contribution of the lower rotational channels is
significant. These are the (ν2 +ν4)
− and (ν2 +ν5)− resonances, and, to a lesser
extent, the (ν1 +ν4)
+ and the (ν2 +ν4)
+ resonances. In comparison, the larger
anisotropy associated with the HF dimer42 results in all of HF fragments being
produced in highly rotationally excited channels. This is consistent with earlier
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Figure 4.3: Calculated rotational state distribution for the (a) ν2 and (b) ν1
excited states of A1 symmetry. The dashed line indicates the total amount of
kinetic energy available. The most important channels are marked with their
product rotational quantum numbers (j1, j2).
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Table 4.5: As Table 4.4, for scattering states of B2 symmetry.
(j1,j2) ν
+
1 (ν1 + ν4)
+ (ν1 + ν5)
+ ν+2 (ν2 + ν4)
+ (ν2 + ν5)
+
( 5,13) 6.42 5.51 0.14 1.90 2.90 0.77
( 3,14) 6.24 2.99 0.91 6.82 0.84 6.00
( 9,11) 13.25 6.91 0.56 4.82 3.95 1.98
( 6,13) 7.08 2.93 2.19 11.54 2.49 2.47
( 8,12) 27.61 17.93 2.11 27.38 13.24 15.75
( 4,14) 21.74 7.73 3.24 27.49 4.21 11.84
( 7,13) 0.00 6.26 17.86 0.00 12.20 14.78
( 5,14) 0.00 11.03 42.17 0.00 25.69 27.54
( 1,15) 0.00 6.69 1.43 0.00 0.66 0.11
(10,11) 0.00 11.99 12.13 0.00 10.86 0.00
( 2,15) 0.00 0.00 12.45 0.00 0.00 0.00
Erot 90.63 88.98 95.40 88.94 86.08 89.69
Etrans 9.37 11.02 4.60 11.06 13.91 10.31
studies, which show that not only is the HCl—HCl hydrogen bond weaker than
that in the HF dimer, it is also less directional.
Using a quasi-bound state approximation to the excited states, we com-
puted the line strengths for transitions from the J = 1,K = 0 ground state to
the J = 0 predissociating states, as summarized in Table 4.6. The symmetry
labels in the table refer to the symmetry of the excited states. Selection rules
imply that only transitions from the upper tunneling level of the J = 1,K = 0
ground state (having A2 symmetry) to the A1 excited states, and from the
lower ground state tunneling level (of B1 symmetry) to the B2 excited states
are allowed.
4.5.2 Experiments
The acceptor stretch — ν1
From the previous infrared study of the HCl dimer43 we know that the high-
est frequency vibrational band with high intensity is located at 2890 cm−1,
corresponding to the Ka = 1← 0 sub-band of the ν1 vibration, starting from
the lower tunneling state. The dominant features in this spectral region are
the three Q branches associated with the three dimer isotopic modifications,
namely (H35Cl)2, H
35Cl—H37Cl, and (H37Cl)2. From earlier studies on the HF
dimer35 we know that the best possible resolution of the individual fragment
states is found when the RR0(0) transition is excited with the laser polariza-
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Table 4.6: Line strengths from quasi-bound state calculations in units of
|〈 1 | µˆHCl | 0 〉|2, where 〈 1 | µˆHCl | 0 〉 is the monomer vibrational transition
dipole moment. The transitions originate from the two tunneling levels of
the J = 1,K = 0 ground state: (J,K,Γ) = (1, 0, A2) → (0, 0, A1) and
(1, 0, B1)→ (0, 0, B2).
A1 B2
ν1 0.5116 0.5649
ν1 + ν4 0.0058 0.0014
ν1 + ν5 0.0126 0.0032
ν2 0.1398 0.2838
ν2 + ν4 0.0543 0.0050
ν2 + ν5 0.1863 0.0077
tion direction parallel to the velocity vector of the parent molecule, assuming
that the complex dissociates along its A axis. This is a result of the fact that
this polarization selectively excites those molecules with their transition mo-
ments (approximately perpendicular to their A axis) aligned parallel to the
molecular beam direction. As a result, the fragments tend to scatter primarily
to the maximum possible scattering angle and do not contribute to the signal
at smaller angles, where the lower recoil energy fragments appear. Figure 4.4a
shows the resulting angular distribution with parallel polarization. Although
individual rotational channels are more closely spaced in angle than for HF
dimer, owing to the larger mass of the HCl fragments, there is still some struc-
ture in the angular distribution, with clear evidence for at least three separate
channels.
Before discussing the fitting of this angular distribution, it is helpful to
consider the case when the polarization is directed perpendicular to the par-
ent molecule velocity vector, i.e. perpendicular to the molecular beam. This
angular distribution is shown in Fig. 4.4b, and within the experimental uncer-
tainties is identical to that obtained with parallel polarization. This is in stark
contrast to the HF dimer29 and other systems we have studied,56,57 where the
perpendicular polarization gives an angular distribution that is much more
forward peaked, since now we selectively excite the parent molecules that are
aligned with their transition moments perpendicular to the beam axis, which in
the axial recoil limit would tend to give fragments that recoil near zero degrees.
One obvious explanation for this would be that the system does not dissociate
axially. However, before we can draw such a conclusion we need to consider
the possibility that the alignment that is initially imposed on the system by
excitation with a linearly polarized laser is lost before the molecule dissociates.
There are two reasons we might expect such behavior. First, as already docu-
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Figure 4.4: Photofragment angular distributions of the ν+1
RR0(0) transition
resulting from photodissociation of H35Cl dimer for (a) parallel and (b) per-
pendicular laser polarization configurations.
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mented in the literature,43 the predissociation lifetimes of the HCl dimer are
considerably longer than those of HF dimer, giving the system more time to
lose this alignment. In addition, the nuclear hyperfine splitting is very large in
HCl, as indicated above, such that the nuclear hyperfine depolarization should
be much faster than in HF dimer. In our earlier estimate for HF dimer we
determined that the lifetime was much shorter than the depolarization time
(by 4 orders of magnitude). For HCl dimer, however, we estimate that the
lifetime is approximately equal to the depolarization time, based on the elec-
tric quadrupole coupling constant of the chlorine, namely approximately 68
MHz58,59 and a lifetime of the ν1 HCl dimer of approximately 100 ns (line
width: 1.6 MHz).43
A further test that the detailed shape of the angular distributions is inde-
pendent of the initial alignment imposed by the excitation process comes from
recording the angular distribution while having the laser tuned to the center of
the largest peak in the Q branch. This angular distribution, shown in Fig. 4.5,
is identical to the other two within the experimental uncertainty. As a result
of these measurements we conclude that the alignment is completely lost on
the time scale for dissociation of the complex, which means that we cannot use
the polarization method to determine whether or not the molecule dissociates
in an axial fashion. In view of this, all the fits to the experimental angular
distributions were carried out using an anisotropy parameter β = 0.
The next step would be to obtain an angular distribution for the upper
tunneling state of the ν1 stretch. Unfortunately, the large tunneling splitting
in the vibrational ground state (15.5 cm−1), combined with the low rotational
temperature of the molecular beam, made the signals for this state too low for
detailed analysis.
As mentioned above, the heavy mass of the HCl fragment restricts the
angular distributions to angles smaller than 17◦. In an attempt to improve
the angular resolution we also recorded angular distributions for the ν+1
RQ0(1)
transition using a gas mixture containing 20% argon. The lower velocity of
the resulting molecular beam spreads out the angular distribution to 25◦, as
shown in the inset in Fig. 4.5.
The angular distributions obtained for the other two isotopic forms of the
dimer were indistinguishable from those shown above. As a result, we present
here only an analysis of the H35Cl dimer. It is interesting to note, however,
that the situation is quite different for the HF–HCl complex,57,60 where both
the lifetimes and the final state distributions are dependent upon the chlorine
isotope.
The donor stretch — ν2
The “bound” HCl stretch is further red shifted from the HCl monomer, which
makes it even more difficult to reach with the F-center laser. Nevertheless, we
were successful in getting the laser to operate single mode at the appropriate
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Figure 4.5: Photofragment angular distribution for the ν+1
RQ0(1) transition
of the H35Cl dimer. The solid line through the data points is the result of a
Monte Carlo calculation over all the experimental parameters. The quantum
number assignment (j1, j2) for the most important channels is denoted under
the vertical bars indicating the probability for each channel. The inset shows
the same angular distribution but now for slower molecular stream velocity
conditions by using argon seeding of the molecular beam. The fragments
scatter to larger laboratory angles than in a faster helium seeded expansion.
70 Chapter 4. HCl dimer
frequency to observe the unresolved Q-branch belonging to the Ka = 1 ← 0
sub-band at 2868.15 cm−1 as well as the Ka = 0← 0 sub-band transitions at
2857 cm−1. This provides us with a unique opportunity to observe possible
differences in the dynamics of the photodissociation upon excitation of an
additional Ka quantum, within the same vibrational band.
Figure 4.6a shows an angular distribution obtained with the laser tuned
to the top of the unresolved Q branch in the Ka = 1 ← 0 while in Fig. 4.6b
the angular distribution for the R(0), Ka = 0 ← 0 transition is shown. The
angular distributions recorded in this way show no dependence on polarization
direction, indicating once again that hyperfine depolarization is fast with re-
spect to the dissociation lifetime. Again, we find that the angular distribution
for all of the other isotopomers of the dimer in the Ka = 0← 0 sub-band are
the same within the experimental uncertainty. Overall, the angular distribu-
tion is quite similar to that obtained from excitation of the “free” HCl stretch.
However, due to the somewhat smaller excitation energy associated with the
“bound” stretch, in comparison with the “free” stretch, the first peak in the
angular distribution of the former appears at somewhat smaller angles than
for the latter. Once again, transitions starting from the upper tunneling state
were too weak for detailed analysis.
4.6 Discussion
4.6.1 Analysis of the Angular Distributions
Before discussing the assignment of the features in the angular distributions
presented above, it is important to consider what is already known about the
dissociation of the HCl dimer. First, the study of Pine and Howard2 pro-
vides a reasonable estimate of the dissociation energy (D0) of this complex,
namely 431 ± 22 cm−1. This is extremely helpful since it defines, at least
approximately, which channels are available. More recently, Valentini and
coworkers28 obtained a more accurate value of D0 = 439± 1 cm−1. Figure 4.7
shows an energy level diagram for the HCl dimer, using this value for the dis-
sociation energy. It is interesting to note the rather large energy gap between
the available energy and the first open channel. This is clearly consistent with
the fact that the first peak in the experimental angular distributions appears
at 5.8◦ following excitation of the “free” ν1 HCl stretch, corresponding to a
recoil energy of 74 cm−1. The additional structure in the angular distribution
is associated with the other rotational channels in Fig. 4.7. Careful exami-
nation of the angular positions of the peaks in the experiment are consistent
with a dissociation energy of 439 cm−1. Unfortunately, as can be seen from
Fig. 4.7, several open channels are rather closely spaced, including the first
two open channels, namely (j1, j2) = (4, 14) and (8, 12), limiting the accuracy
with which the dissociation energy can be independently determined. In fact,
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Figure 4.6: Photofragment angular distributions for the ν+2 “bound” HCl
stretch. In (a), the angular distributions associated with the R(0) transition
of the Ka = 0 ← 0 band and in (b) the (unresolved) Ka = 1 ← 0 Q-branch.
In both cases, the insets show the same angular distribution obtained under
slower molecular beam velocity conditions by argon seeding. The solid line
through the data points is the result of a Monte Carlo calculation over all
the experimental parameters. The quantum number assignment (j1, j2) for
the most important channels is denoted under the vertical bars indicating the
probability for each channel. The dashed line in (a) is the simulated theoretical
angular distribution.
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we can fit all angular distributions (including those associated to excitation of
the “bound” ν2 HCl stretch) using D0’s between 434 and 448 cm
−1. In the
analysis which follows we simply use the value determined by Valentini and
co-workers.28
The next step is to fit the experimental angular distributions. For this pur-
pose, we have developed a program that calculates the angular distribution for
a specific channel by Monte Carlo averaging over the instrumental geometry.
The results of these calculations were then used to fit the experimental angular
distribution using a least squares procedure, yielding the relative probabilities
for the various photofragment channels. The solid line in Fig. 4.5 shows the
result of this fitting procedure for the ν+1
RQ0(1) transition and the verti-
cal bars show the position of maximum intensity and the probability of the
photofragment channels. The result of this fit is clearly in good agreement
with the experimental results. The “argon seeded” experimental angular dis-
tribution, shown as an inset of Fig. 4.5, was then calculated using the same
probabilities, resulting in good agreement with experiment. This angular dis-
tribution establishes that there are no other photofragment channels at lower
recoil energies, given that there are no additional peaks at angles smaller than
8.4◦. As noted above, the anisotropy parameter β was set to zero in the Monte
Carlo simulation. It is evident from Fig. 4.5 that the channel with the highest
probability is the one with the lowest recoil energy, namely (j1, j2) = (4, 14).
In contrast, the next open channel, (8, 12), is much less probable even though
it is only 13 cm−1 higher in recoil energy. It is important to note that the fitted
probabilities are somewhat correlated, particularly for closely spaced channels.
We now turn our attention to the analysis of the experimental angular dis-
tributions for the ν+2 band. With the dissociation energy fixed at 439 cm
−1,
Fig. 4.6 also shows the best fits for the ν+2
QR0(0) and
RQ0-branch transitions.
Again, the vertical bars indicate the probabilities of the open photofragment
channels. With the probabilities fixed, the “argon seeded” angular distribu-
tions are also well reproduced. Note that the angular distributions for both
ν+2 sub-bands are quite similar, as is the available energy. Apparently, the
additional excitation of Ka = 1 in the ν
+
2 HCl stretch does not significantly
change the associated dissociation dynamics.
4.6.2 Comparison between calculations and experiments
The most direct way to compare the result of our calculations with the ex-
perimental data is to calculate the angular distributions that results from our
computed rotational state distributions. For the ν2 state of B2 symmetry, the
result is shown in Fig. 4.6a. The theoretical curve reproduces the experiment
quite well, although the second peak is somewhat stronger in the calculation,
reflective of the predicted probability for the (3, 14) channel being somewhat
too high. Given the sensitivity of the distribution to the potential surface, the
agreement is actually surprisingly good. Unfortunately, we cannot compare
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Figure 4.7: An energy level scheme for the photodissociation of the H35Cl
dimer. The vertical arrow shows the amount of energy available to the frag-
ments following dissociation upon excitation of the “free”, ν+1 (left arrow) or
“bound” ν+2 HCl stretch (right arrows). Note that the first open channel is
always (j1, j2) = (4, 14), independent on the specific vibrational excitation
within the complex.
74 Chapter 4. HCl dimer
the other experimental angular distributions in this way since they involve
the additional excitation of K = 1 in the vibrational excited state of the HCl
dimer, for which no calculations were performed.
There have been three experimental studies by Valentini and coworkers28,44,46
on the rotational state distribution of HCl fragments with which we can com-
pare the results presented above. Using position sensitive translational spec-
troscopy (POSTS),46 they were able to determine a complete quantum-state-
resolved distribution of rotational states jHCl ≥ 10. In Fig. 4.8a we show a
comparison between their distributions28 and those obtained from our theoret-
ical and experimental data, by summing over the states of the other fragment,
namely D(j2) =
∑
j1
P (j1, j2) for the ν2 band. The +/− labeling for IR tran-
sitions is used in this figure, i.e. the ν+2 /ν
−
2 transitions probe the upper/lower
tunneling states of the dimer. It is clear that the probability distributions are
qualitatively consistent with those of Valentini and coworkers, although our
experimental results suggest a somewhat larger contribution from the high-
est rotational state (j2 = 14). Note that the agreement between the data of
Valentini and coworkers with our theoretical data is quite good for the ν+2
excitation. For the ν−2 transitions the theoretical distributions underestimate
the contributions from the j2 = 12 and 13 states.
Fig. 4.8b shows the distribution for dissociation from a ν1 excited state.
For the ν−1 , the calculated probability for the highest rotational state (j2 =
14) is clearly too large, while the theoretical distributions underestimate the
contributions from the j2 = 12 and 13 states. For the ν
+
1 excited state no
direct comparison with experiments can be made, but looking at Fig. 4.8b,
we see that it closely resembles the experimental distribution of its tunneling
partner, in fact more so than the calculation for this symmetry.
Valentini and coworkers also determined the product correlation for states
in which one of the molecules is in rotational state j2 = 14,
46 indicating that
a major fraction, 86%, was found in (4, 14) and 14% in (3, 14). The upper
limits for the ratio of the remaining (j1, 14) states were estimated to be less
than 5% for j1 = 2 and less than 2% for j1 = 1 with essentially no population
of the (0, 14) channel. Figure 4.8c shows a comparison of their results with
the present experimental and theoretical data. Here again we see that the ν+2
distribution agrees better with the experimental data (see also Fig. 4.6a) than
that of ν−2 .
Looking in more detail at the dissociation channels individually, we show in
Fig. 4.9 the contributions of the highest dissociation channels to the rotational
state distributions of the ν2 excited state of A1 symmetry. It is immediately
obvious from Fig. 4.9 that the computed contributions to the (8, 12) and (6, 13)
channels are much too low when compared with the experimental distribution
of Ni et al.28 The lack of probability in these two channels is the cause of the
low probabilities for j2 = 12 and 13 in Fig. 4.8a. A further comparison with
the experimental data for the ν1
28 is not possible due to an apparent error in
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Figure 4.8: Rotational state distributions of the HCl fragments. Panels (a)
and (b) show the distributions summed over j1 for dissociation from ν2 and ν1
excited states, respectively. Panel (c) shows the distribution for j2 = 14 for ν2
excited states. The experimental data by Ni et al. are from Ref. 28.
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Figure 4.9: j1,j2 correlation plot for the ν2 excited state of A1 symmetry. The
experimental data are from Ref. 28.
the plotting of their correlated probabilities.61
Fa´rn´ık et al.47,62 found two interesting trends for the combined excitation
of a monomer stretch mode and the ν4 and ν5 excitations. The first was that
all observed transitions were based on the excitation of the donor stretch ν2,
and the second that three of the four observed combination bands originated
from the upper tunneling level of the ground state. Our full dimensional
calculations of the line strengths for transitions from the J = 1,K = 0 ground
state to J = 0 predissociating states support both observations, see Table 4.6.
The ν2+ν4 and ν2+ν5 transitions are much stronger than their ν1 counterparts.
Also, for these combined excitations, the transitions to the excited states of
A1 symmetry, which originate from the upper tunneling level of the ground
state, clearly dominate.
This last effect is much stronger than in the case of HF dimer,42 as was
already pointed out by Fa´rn´ık et al.62 They explain this effect in terms of
the fact that the tunneling barrier in (HF)2 is much higher than in the HCl
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dimer. As a result, the HF dimer wave functions are much more localized in
the two wells on the ν5 tunneling path. The difference between A1 and B2
tunneling states is then much smaller than in HCl dimer, where the A1 states
have significant amplitude in the region of the barrier, whereas the B2 states
have a nodal plane in this location.
It is interesting to note that the strongest combination band, according to
our calculations, is (ν2 + ν5)
−, which was also found to be strongest in the 3D
model calculation by Fa´rn´ık et al.. Nevertheless, it was not observed in their
experiments, although the computed energy difference (2897 cm−1) places it
in the region of the spectrum that was investigated.
4.7 Comparisons between HCl dimer and HF
dimer
In making comparisons between the photodissociation dynamics of HCl and HF
dimers it is important to emphasize that the overall trend in the latter system
was for the population of “high j–low j” exit channels, explained in terms
of an impulsive dissociation from equilibrium geometry resulting in high/low
rotational excitation of the proton donor/acceptor fragments. In addition,
states with low recoil energies were preferred over those with high translational
energies. The experimental results for HCl dimer presented here are also highly
non-statistical, again showing preference for channels with low recoil energies.
On the other hand, the similar probabilities for the (4,14) and (8,12) channels
suggests a lack of clear “high j–low j” exit channels, as also illustrated by a
low probability for other (j1, 14) channels. This is consistent with the floppier
nature of the HCl dimer, which makes the asymmetric proton donor / proton
acceptor geometry less important than for HF dimer.
4.8 Conclusion
We have studied the vibrational predissociation of HCl dimer using both the-
ory and experiment. All of the experimental results presented here are con-
sistent with the dissociation energy of 439 cm−1 reported by Valentini and
co-workers.28 Furthermore, we find that the polarization of the laser does not
have an effect on the observed angular distributions, in contrast with earlier
observations on the HF dimer. We attribute this effect to the nuclear hyperfine
depolarization in the case of (HCl)2.
Calculations based upon the ES1-EL potential energy surface give line
widths that are 1–2 orders of magnitude smaller than experiment. The ro-
tational state distributions agree reasonably well with experimental data, al-
though the computed distributions for scattering states of even permutation
symmetry are systematically further from the experimental results. Given that
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the distributions are converged with respect to the angular basis, we suspect
that this is a problem with the potential energy surface. Since the lifetime
depends upon the coupling between the intramolecular and intermolecular co-
ordinates in the small R region of the potential, the implication is that the
coupling is too weak. As was mentioned previously, there is other evidence
that this coupling is also too weak in the ES1 potential. The ES1-EL po-
tential was corrected by adding an rA, rB-dependent dipole-dipole interaction
term, which is inherently long range. Hence, the disagreement between cal-
culated and measured line widths can most likely be attributed to the fact
that this correction term is only an estimate of the coupling. On the other
hand, the rotational state distributions are more dependent on the anisotropy
of the ground state potential. The fact that the ES1 potential is fit to spec-
troscopic data that directly probes this anisotropy, suggests that the relevant
interactions are faithfully reproduced. As a result, the rotational state dis-
tributions are in better agreement with the experimental data than the line
widths. In comparison with the dissociation dynamics of the HF dimer, we
find that HCl “high j–low j” exit channels are less dominant in the angular
photofragment distributions. This is consistent with the floppier HCl dimer
structure, which makes the two HCl sub-units less distinguishable than in the
equilibrium proton-donor / proton-acceptor geometry.
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Chapter 5
An ab initio CO dimer interaction potential
and the computation of the rovibrational
spectrum of (CO)2
Abstract
A full potential energy surface (PES) is computed for a dimer
consisting of rigid CO molecules. The coupled cluster single double
plus perturbative triples [CCSD(T)] method is used with the aug-
mented correlation consistent polarized valence triple zeta atomic
orbital basis (aug-cc-pVTZ) with bond orbitals in the middle of
the CO–CO bond. The PES is fitted in terms of analytic func-
tions and the fitted potential is used to compute the lowest rovi-
brational states of the dimer. Semi-quantitative agreement with
recent millimeter-wave experiments [M. D. Brookes and A. R. W.
McKellar, J. Chem. Phys., 1999, 111, 7321-7328 , D.A. Roth et
al., J. Chem. Phys., 2000, 113, 3034-3038 and J. Tang et al., J.
Mol. Spectrosc., 2002, 214, 87-93] is found.
G. W. M. Vissers, P. E. S. Wormer, and A. van der Avoird, Phys. Chem. Chem.
Phys. 5, 4767 (2003)
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5.1 Introduction
Since carbon monoxide is one of the constituents of the earth’s atmosphere and
of interstellar clouds, the CO dimer has been subjected to various theoretical
and experimental studies. The first spectroscopic observation of this dimer
was reported by Vanden Bout1 in 1979 in a molecular beam radiospectroscopic
experiment. Later, Havenith et al.2 and Brookes and McKellar3,4 reported
more detailed spectroscopic studies of (CO)2 in the mid-infrared (around the
fundamental of CO which is at 2143.27 cm−1). Havenith et al. assigned their
spectrum by means of an asymmetric rigid rotor model, which was rejected
by Brookes and McKellar, who considered the CO dimer rather as consisting
of two hindered rotors—the diatoms. The superiority of the latter model was
confirmed by millimeter-wave experiments in the Cologne group,5,6 the Ottawa
group4,7–9 and the two groups in collaboration.10 The work of these two groups
has resulted in several stacks of accurately known rotational energy levels.
Up to now, only two ab initio computed potential energy surfaces (PESs)
are available for this system.11,12 The old potential of Van der Pol et al.11 is a
sum of first-order Heitler-London energy, and a damped multipole expansion
for the electrostatic, induction, and dispersion interactions. The global mini-
mum is a T-shaped structure and further the PES shows several local minima
differing slightly in energy and separated by small barriers. Given the approx-
imations made in its computation, this potential cannot be expected to be of
spectroscopic accuracy, however, and indeed it failed13 to explain the observed
transitions in the CO dimer spectrum recorded by Vanden Bout.1
More recently, Meredith and Stone12 extended the potential of Van der Pol
et al.11 by including the C9 and C10 coefficients in the multipole expansion of
the dispersion energy. Furthermore, the electrostatic and induction energies
were refined by the use of distributed multipoles. The potential energy sur-
face of Ref. 12 shows two symmetry-equivalent global minima corresponding
to approximately T-shaped structures, separated by a barrier of 30 cm−1, and
a local minimum for a slipped anti-parallel structure. Despite the different
strategy in the calculations of the long-range interactions, the interaction po-
tential of Meredith and Stone did not perform much better in calculations of
the spectroscopic properties of the CO dimer than the old potential of Van der
Pol et al..
Two of the obvious reasons for the inaccuracies of the ab initio potentials
discussed above are the use of the multipole approximation and the neglect of
electronic correlation effects on the exchange-repulsion energy. However, an
attempt14 to correct for these deficiencies by the use of fourth-order Møller-
Plesset (MP4) and CCSD(T) methods encountered some unexpected compli-
cations. It was shown that high-order correlation effects are important and
that both CCSD(T) and CCSDT formally do not have a correct asymptotic
(large R) behavior.14 Later15,16 it was pointed out that on top of this problem
also very large basis sets are needed for an accurate description of the CO–
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CO potential energy surface. Although the ultimate computation of the PES
is still out of reach, we decided that in the mean time there is a need for a
reasonably accurate potential that may be used as a springboard in a further
refinement by fitting to the existing millimeter-wave data. In this paper we
present such a potential and show that it gives semi-quantitative agreement
with the experimental data.
5.2 Computational Details
5.2.1 Electronic structure calculations
We used the program molpro17 for all our CCSD(T) calculations. The atomic
orbitals constituted the aug-cc-pVTZ basis,18,19 which was augmented with
an uncontracted 3s3p2d1f basis at R/2, with the vector R pointing from the
center of mass of monomer A to that of B. The exponents of the bond functions
are: sp(0.9, 0.3, 0.1), d(0.6, 0.2) and f(0.3). The mass of 16O was taken to be
15.9949150 u, the CO bond distance was kept fixed at 2.132 a0. All points on
the PES required three calculations: the CCSD(T) energies of both monomers
(its sum giving the energy zero) and of the dimer. These calculations were all
done in the same AO basis (of total dimension 213), thus we automatically
corrected for basis set superposition errors.
With a fixed CO bond length the potential energy surface of the CO dimer
depends on four coordinates: R (the length of R), and the angles θA, θB
and φ. The angles θA and θB are between the vector R and the vectors rA
and rB pointing from the C-atom to the O-atom in the monomers A and B,
respectively. They vary from 0◦ to 180◦. The dihedral angle φ between the
two planes defined by the vectors R and rA, and R and rB ranges from −180◦
to +180◦. Because of symmetry it may be restricted to the region between 0◦
and 180◦. We computed the potential on a 6-point Gauss-Legendre20 grid in
θA and θB and a 6-point Gauss-Chebyshev grid [φ = 15
◦(30◦)165◦] in φ. Since
interchange of the monomers gives θA → pi−θB, we can impose the restriction
θA ≤ pi − θB, so that this part of the grid consists of 6(6 + 1)/2 = 21 points.
In total we considered 126 angular points. The distance R was varied over the
grid 5(1)10 and 10(2.5)25 a0, which means that in total we computed 1512
PES points.
5.2.2 Fit of the PES
Since the aim of this work is to obtain a potential that may be refined, we
kept its analytic representation as simple as possible. The first step in the fit
of the potential was the expansion of the CCSD(T) interaction energy
ECCSD(T)(R, θA, θB, φ) =
∑
LALBL
CLALBL(R)ALALBL(θA, θB , φ) (5.1)
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in the following angular functions
ALALBL ≡
min(LA,LB)∑
M=0
(−1)M
(
LA LB L
M −M 0
)
× PLAM (cos θA)PLBM (cos θB) cosMφ, (5.2)
where the associated Legendre functions are defined in terms of the usual
Legendre polynomials20 Pl(x),
P lm(x) ≡
√
2(l −m)!
(l +m)!
(1− x2)m/2 d
m
dxm
Pl(x),
with x = cos θ. The quantity in round brackets in Eq. (5.2) is the Wigner
3j-symbol.21 Since the functions ALALBL are orthogonal, the expansion coef-
ficients CLALBL(R) can simply be written as Fourier coefficients. The Fourier
integrals are obtained by Gauss quadrature. The angular grid allows for func-
tions with 0 ≤ LA, LB ≤ 5 and the usual triangular condition |LA − LB | ≤
L ≤ LA +LB . We found that this angular expansion introduced a larger error
into the fit than the subsequent radial fits.
The next step is the fit of a number of the coefficients CLALBL(R) to the
form
CLALBL(R) = cLALBL/R
νLALBL for R ≥ 15 a0. (5.3)
We verified that νLALBL > 0 and has physical values. For instance ν1,1,2 =
2.9049. (Recall here that the LA = LB = 1, L = 2 term describes the dipole-
dipole coupling and has an R−3 dependence in the multipole expansion). If a fit
of the form (5.3) was not possible then the term was only subjected to a short
range fit, i.e. cLALBL was set equal to zero. Subsequently we subtracted the
fitted long range energy terms, damped by a Tang-Toennies (TT)22 damping
function
T (R;n, α) ≡ 1− exp(−αR)
n∑
k=0
(αR)k
k!
as follows
CSRLALBL(R) ≡ CLALBL(R)− T (R;nLALBL, αLALBL)cLALBL/RνLALBL
in order to obtain the short range coefficients. The integer nLALBL was simply
taken to be the integer nearest to νLALBL. To obtain αLALBL we proceeded
by iteration. First we took all α’s equal to unity and performed the following
fit
CSRLALBL(R) = exp(−αLALBLR)
kmax∑
k=0
dLALBL,kR
k, (5.4)
5.2. Computational Details 87
where mostly kmax = 4, but for some terms kmax had to be decreased to 3 or
2, because of linear dependency problems. The fit gives new α’s which then
were used in obtaining damped long range coefficients that by subtraction gave
new short range coefficients. This iteration converged in two cycles. The final
surface is fixed by the parameters cLALBL, νLALBL [Eq. (5.3)], and dLALBL,k,
αLALBL [Eq. (5.4)]. The parameters αLALBL play a dual role: in the short
range and in the TT damping.
In Fig. 5.1 we show a cut through the fitted surface for the planar structure
φ = 180◦. This plot contains two minima with the CO monomers antiparallel,
one of which is the global minimum (at R = 8.20 a0), characterized by a C–C
distance that is shorter than the O–O distance. The local minimum at 6.95
a0 has a shorter O–O distance. The two minima are separated by a potential
barrier of height 72.6 cm −1 above the global minimum and both lie on the
diagonal θA = pi−θB . Further there are two symmetry equivalent local minima
(at R = 7.46 a0), which are T-shaped with one of the monomers along R.
5.2.3 Rovibrational calculations
The vectorR has the spherical polar angles (β, α) with respect to a space-fixed
frame. Rotation of the space-fixed frame over the angles β around the y-axis
and α around the z-axis leads to a body-fixed (two-angle embedded) frame
which has R along its z-axis. The vectors rA and rB along the diatoms are
expressed with respect to the two-angle embedded frame.
The bound states of the CO dimer were computed by diagonalizing the
Hamiltonian
H = BCO(j
2
A + j
2
B)−
1
2µABR
∂2
∂R2
R+
J2 + (jA + jB)
2 − 2(jA + jB) · J
2µABR2
+ V.
Here BCO = 1.9317 cm
−1 is the rotational constant of the monomers; its
value is consistent with a CO distance of 2.132 a0. The quantity µAB is the
reduced mass of the dimer, J is the total angular momentum and jA, jB are
angular momenta of the monomers. The PES V is equal to ECCSD(T) defined
in Eq. (5.1). This Hamiltonian is represented in the following basis
| n(jAjB)jABK; JM 〉 = | n 〉| (jAjB)jABK; JM 〉, (5.5)
where the normalized angular basis functions are given by
| (jAjB)jABK; JM 〉 =
√
(2jA + 1)(2jB + 1)(2J + 1)
64pi3
D
(J)
MK(α, β, 0)
∗
×
∑
mAmB
C(jA)mA (r̂A)C
(jB)
mB (r̂B)〈 jAmAjBmB | jABK 〉.
(5.6)
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Figure 5.1: A cut through the fitted potential for φ = 180◦ and R-values that
minimize energies for given angles. Crosses give the location of minima. Three
minima are for: R = 8.20 a0, θA = 134.23
◦, θB = 45.77◦ with V = −135.53
cm−1 (the global minimum); R = 6.95 a0, θA = 59.63◦, θB = 120.37◦ with
V = −124.21 cm−1; R = 7.46 a0, θA = 0◦, θB = 78.27◦ with V = −123.06
cm−1.
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Here the C
(jX)
mX (r̂X) denote Racah-normalized spherical harmonics of the body-
fixed angles of monomer X, which are coupled with a Clebsch-Gordan (CG)
coefficient21 〈 jAmAjBmB | jABK 〉. The quantity D(J)MK(α, β, 0)∗ is a Wigner
rotation function.21 The quantum number K, which gives the projection of
J on R, is almost conserved. It is broken only by the x and y terms in the
Coriolis interaction 2(jA + jB) · J . Angular functions up to and including
jA, jB = 10 were used.
The radial basis functions are given by | n 〉 ≡ χn(R)/R, where the χn(R)
are eigenfunctions of a reference Hamiltonian
Href = − 1
2µAB
∂2
∂R2
+ V ref. (5.7)
Here V ref is a reference potential. The χn were computed using a sinc-function
discrete variable representation on a 243 point R-grid equally spaced in the
range 5–30 a0. The reference potential was obtained by first finding the mini-
mum Vmin(Ri) in the potential as a function of the angular coordinates for all
points Ri in the R-grid. Subsequently, a Morse potential
VM (R) = DM (1− exp[−aM (R−R0)])2, (5.8)
was fitted through the values Vmin(Ri) on a physically meaningful subset of the
R-grid. The resulting fit parameters are DM = 270.33 cm
−1, aM = 0.6633 a−10 ,
and R0 = 7.0161 a0. To include coupling of the bound states with the contin-
uum, this Morse potential was extrapolated linearly after R = 10.05 a0 leading
to V ref. The first 15 eigenfunctions of H ref were used for the vibrational basis
| n 〉.
The CO dimer has a permutation-inversion (PI) group of order 4 generated
by PAB (interchange of monomer A and B) and E
∗ (space inversion). The
two irreducible representations (irreps) that are antisymmetric under PAB are
denoted by B±. Because 12C16O is of nuclear spin zero, rovibrational states
of B± symmetry are Pauli forbidden; only A± irreps occur. The basis was
adapted to the irreps A± of the PI group.
We calculated the first rovibrational bound states of the dimer for total
angular momentum up to and including J = 6, for both A+ and A− symmetry.
The basis size ranges from 3300 functions for the J = 0, A− block up to 38655
functions for the J = 6, A+ block. The diagonalization of the Hamilton matrix
was performed using a direct variant of the Davidson algorithm.23,24
Since Coriolis coupling was included in the calculation, K is strictly speak-
ing not a good quantum number. Nevertheless, in most states the contribution
of one particular K was dominant, enabling us to label the states unambigu-
ously with K.
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Table 5.1: Experimental values from Refs. 4,6,10 characterizing different rota-
tional stacks in the ground vibrational state of (CO)2. Where two rotational
constants B are given, the first is extracted from even J values and the second
from odd J values.
Stack K Sym. Reff/a0 Origin/cm
−1 B/cm−1
a 0 A+ 8.18 0.0 0.06412
b 1 A+ 8.39 2.5321 0.06067, 0.06152
c 0 A+ 7.73 0.8773 0.07203
d 1 A+ 7.54 2.7805 0.07415, 0.07680
e 0 A− 8.19 3.7310 0.06404
f 1 A− 7.88 5.0120 0.06926, 0.06960
g 1 A+ 8.04 8.5082 0.06468, 0.06827
j 0 A− 8.05 5.7729 0.06623
k 1 A− 8.11 6.8807 0.06480, 0.06586
5.3 Results and comparison with experiment
The technique of combination differences4–10 applied to experimental milli-
meter-wave spectra exhibits that the vibrational ground state (vCO = 0) levels
occur in rotational stacks. Every level within a stack has the same symmetry,
either A+ or A−. Stacks are characterized by different origins and different ro-
tational constants, see Table 5.1, in which the experimental information avail-
able to date is summarized. From the rotational constantsB = 〈 1/(2µABR2) 〉
follows Reff = 〈 1/R2 〉−1/2. Since Reff differs for different stacks, it is possible
to plot the stacks as function of Reff. In this manner Ref. 10 presents a clear
pictorial representation of the measured stacks. Since dipole transitions obey
the selection rule A+ ↔ A−, only interstack transitions are allowed.
We recognize similar stacks in the results of our rovibrational calculations.
Results listed in Table 5.2 may be compared with the corresponding experi-
mental Table 5.1. We found some variation of Reff within the stack, as is indi-
cated in Table 5.2. The computed stacks are shown in Fig. 5.2. Although the
agreement between experiment and computation is not perfect, it is gratifying
that we are at least able to identify the same stacks in our results. In labeling
these stacks we have followed the experimental assignments.4–10 Although in
some cases Coriolis coupling was considerable—especially the coupling of the
J = 2,K = 0 level in the a stack with the J = 2,K = 1 level in the d stack is
large, because these levels are nearly degenerate—we nevertheless marked the
stacks by K quantum numbers following common use among spectroscopists.
The connection between symmetry and J quantum number is easily ex-
plained for the K = 0 stacks. Because R is inverted by E∗, the operation E∗
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Figure 5.2: Computed stacks of rotational levels plotted against Reff =
〈 1/R2 〉−1/2, where the expectation value is taken with respect to the low-
est wave function in the stack. Stacks c and a have K = 0, A+ symmetry, and
even J values. Stacks j and e have K = 0, A− symmetry, and odd J value.
The other stacks have K = 1 and J = 1, . . . , 6.
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Table 5.2: Computed values characterizing rotational stacks. Variation within
stack of Reff = 〈 1/R2 〉−1/2 is indicated. Origins of stacks, rotational constants
B (split.) from rotational splittings, and B (expect.) from 〈 1/R2 〉 [cm−1].
Where two rotational constantsB are given in one column, the first is extracted
from even J values and the second from odd J values.
Stack K Sym. Reff/a0 Origin B (split.) B (expect.)
a 0 A+ 8.13 – 8.30 0.00 0.05780 0.06244
b 1 A+ 8.35 – 8.36 2.17 0.05840, 0.05978 0.06163, 0.06164
c 0 A+ 7.41 – 7.46 −2.01 0.07573 0.07843
d 1 A+ 7.33 – 7.45 0.03 0.07583, 0.07781 0.07740, 0.07994
e 0 A− 8.14 – 8.16 4.65 0.06103 0.06467
f 1 A− 7.64 – 7.68 3.19 0.07142, 0.07162 0.07356, 0.07362
g 1 A+ 7.98 – 7.98 11.46 0.06414, 0.06398 0.06759, 0.06762
j 0 A− 7.71 – 7.73 1.62 0.06773 0.07239
k 1 A− 8.13 – 8.16 5.93 0.06112, 0.06189 0.06471, 0.06467
does not simply invert the body-fixed vector r̂X but gives an additional rota-
tion, i.e., E∗ : r̂X → −Rz(pi)Ry(pi)r̂X , with X = A, B. Here Ri(pi) is a 3× 3
rotation matrix describing a rotation around the i-axis (i = y, z) over angle pi.
Since PAB inverts R as well, PXY gives similarly r̂X → Rz(pi)Ry(pi)r̂Y . From
the equalities21
D
(J)
MK(pi + α, pi − β, 0) = (−1)JD(J)M,−K(α, β, 0)
D
(jAB)
KK′ (pi, pi, 0) = (−1)jABδK,−K′
C(j)m (−r̂) = (−1)jC(j)m (r̂)
〈 jAmAjBmB | jABK 〉 = (−1)jA+jB−jAB 〈 jBmBjAmA | jABK 〉
follows that the action on the body-fixed angular basis function of Eq. (5.6) is
PAB | (jAjB)jABK; JM 〉 = (−1)jA+jB+J | (jBjA)jAB ,−K; JM 〉
E∗| (jAjB)jABK; JM 〉 = (−1)jA+jB+jAB+J | (jAjB)jAB ,−K; JM 〉.
The Pauli principle tells us that only states symmetric under PAB are allowed.
If both diatoms are in the rotational ground state, jA = jB = jAB = 0, it
follows that J must be even and that the K = 0 state is of A+ symmetry. If
one of the monomers is rotationally singly excited (and has an energy which is
2BCO = 3.8634 cm
−1 higher), then PAB gives the phase (−1)1+J and hence J
must be odd. In this case jAB = 1 and since E
∗ gives the phase (−1)2+J the
K = 0 state is of A− symmetry. We see in Fig. 5.2 that such A± stacks occur
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Figure 5.3: The J = 0 A+ wave function ψ in stack c. Intersection for φ = 180◦
and R = 〈 1/R2 〉−1/2. Contours are at values k10 |ψ|max for k = 1, 2, . . . , 9.
twice: the stacks c and j with wave functions localized in the local minimum
[cf. Figs. 5.3 and 5.4] and the stacks a and e with wave functions in the global
minimum [cf. Figs. 5.5 and 5.6]. Notice that stack c has origin −2.01 cm−1 and
stack a has by definition the origin 0, while the depths of the corresponding
potential minima are just reversed; the global minimum is 11.32 cm−1 deeper.
Figure 5.1 shows clearly the origin of this somewhat unexpected behavior: the
local minimum around R ≈ 7 a0, θA ≈ 60◦, θB ≈ 120◦ is broad and wide,
whereas the global minimum around R ≈ 8.2 a0, θA ≈ 145◦, θB ≈ 35◦ is
located in a narrow gorge. The zero point motion in this gorge is apparently
about 13 cm−1 higher than that of the local minimum. We see this reflected in
the wave functions, Figs. 5.3 and 5.5, respectively, which have different spatial
extent.
With regard to stack origins the computations clearly disagree with the
experimental results. The latter give the origin of the c stack 0.9 cm−1 above
the a stack, while we find it to be lower by 2.01 cm−1. As we pointed out
in the introduction, the CO dimer is a particularly difficult case for ab initio
calculations and errors of several wavenumbers are to be expected. The agree-
ment between calculated and measured B values is reasonable, indicating that
the geometrical parameters of the computed minima are also reasonable.
94 Chapter 5. CO dimer
θA (°)
θ B
 
(°)
j, J=1
0 30 60 90 120 150 180
0
30
60
90
120
150
180
Figure 5.4: The J = 1 A− wave function ψ in stack j. Intersection for φ = 180◦
and R = 〈 1/R2 〉−1/2. Contours are at values ± k10 |ψ|max for k = 1, 2, . . . , 9.
The nodal plane corresponds to antisymmetry under P ∗AB = E
∗PAB .
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Figure 5.5: The J = 0 A+ wave function ψ in stack a. Intersection for φ = 180◦
and R = 〈 1/R2 〉−1/2. Contours are at values k10 |ψ|max for k = 1, 2, . . . , 9.
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Figure 5.6: The J = 1 A− wave function ψ in stack e. Intersection for φ = 180◦
and R = 〈 1/R2 〉−1/2. Contours are at values ± k10 |ψ|max for k = 1, 2, . . . , 9.
The nodal plane corresponds to antisymmetry under P ∗AB = E
∗PAB .
5.4 Summary
We have computed a 4-dimensional PES for the CO dimer and used it in
rovibrational calculations. We were able to assign our computational results
to stacks of rotational levels, just as is done in the millimeter-wave experiments.
Although the agreement between computation and experiment is not perfect,
we have now a potential at our disposal that can serve as a starting point in
further refinement by fitting against experimental values. Many experimental
data are now available. Apart from the millimeter-wave work referred to above,
we may also mention infrared work (vCO = 1) on
12C16O dimers3,4 and 13C16O
dimers8 in which the same rotational stacks are observed.
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Chapter 6
New CO–CO interaction potential tested by
rovibrational calculations
Abstract
A new four-dimensional potential energy surface (PES) for the
CO dimer consisting of rigid molecules has been calculated, us-
ing a scheme that combines density functional theory to describe
the monomers, and symmetry adapted perturbation theory for the
interaction energy (DFT-SAPT). The potential is fitted in terms
of analytic functions, and the fitted potential is used to compute
the lowest rovibrational states of the dimer. The quality of the
new PES is comparable to that of a previously published surface
(G. W. M. Vissers, P. E. S. Wormer and A. van der Avoird, Phys.
Chem. Chem. Phys., 2003, 5, 4767–4771), which was calculated
with the coupled cluster single double and perturbative triples
[CCSD(T)] method. It is shown that a weighted average of the
DFT-SAPT and the CCSD(T) potential gives results that are in
very good agreement with experimental data, for both (12CO)2 and
(13CO)2.
G. W. M. Vissers, A. Heßelmann, G. Jansen, P. E. S. Wormer, and A. van der Avoird,
submitted to J. Chem. Phys.
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6.1 Introduction
The spectra of Van der Waals complexes provide accurate information on in-
termolecular potentials. A case where this information is especially important
is the CO dimer, because the ab initio calculation of an accurate CO–CO po-
tential energy surface turned out to be more difficult than for other systems.1–3
Work on the CO dimer dates back as far as 1979, when Vanden Bout et
al. reported the observation of 5 lines due to (CO)2 in a molecular beam ra-
diospectroscopic measurement.4 Although these lines still remain unassigned,
much experimental knowledge has been gained about this system since then.
Havenith et al.5 reported studies of the dimer in the mid-infrared, and ana-
lyzed their results in terms of an asymmetric rigid rotor model. This analysis
was later rejected by Brookes and McKellar,6,7 who described the dimer rather
as consisting of two hindered rotors. Millimeter wave experiments added to the
body of knowledge, to the point that there are now several stacks of accurately
known rovibrational energy levels, both for the “normal” (12CO)2
8–12 and for
the isotopically substituted (13CO)2.
13,14
On the theoretical side of the problem, progress was considerably slower.
Until recently, there were only two ab initio potential energy surfaces (PESs)
available. The first, by Van der Pol et al.15 is a sum of first-order Heitler-
London energy, and a damped multipole expansion for the electrostatic, in-
duction and dispersion interactions. The second surface, by Meredith and
Stone16 is an extension of the potential of Van der Pol. They included C9 and
C10 coefficients in the multipole expansion of the dispersion energy, and re-
fined the electrostatic and induction energies by using distributed multipoles.
Both potentials show a global minimum at or near a T-shaped structure, and
local minima corresponding to slipped anti-parallel structures. However, rovi-
brational calculations on these potentials showed that neither of them can
explain the observed spectroscopic properties of the CO dimer.16,17
Two possible reasons for the inaccuracies of these potentials are the use of
the multipole approximation and the neglect of electronic correlation effects
on the exchange-repulsion energy. However, an attempt1 to correct for these
deficiencies by fourth order Møller-Plesset (MP4) and coupled cluster (CC) cal-
culations, showed that high-order correlation effects are important, and that
both CCSD(T) (CC restricted to single, double, and non-iterative triple ex-
citations) and CCSDT (CC with iterative triple excitations) do not have the
correct asymptotic behavior. Furthermore it was pointed out that very large
basis sets are needed for an accurate description of the CO–CO potential en-
ergy surface.2,3 Nevertheless, a CCSD(T) potential was recently published18
that gives energy levels that are in semi-quantitative agreement with experi-
ment. This surface shows two minima at slipped antiparallel structures: the
global minimum with the C–C distance smaller than the O–O distance, and
a local minimum where the O-atoms are closer together. It was shown that
the existence of the two slipped anti-parallel structures, occurring at differ-
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ent intermolecular separations, can account for the experimentally observed
existence of stacks of rotational levels with different rotational constants.18
The supermolecular approach as employed in the CCSD(T) calculations
of the CO dimer is certainly the most straightforward and therefore per-
haps the most widely used way to extract intermolecular interaction ener-
gies from ab initio electronic structure calculations. Yet, in the last decade
symmetry-adapted intermolecular perturbation theory (SAPT) has emerged
as a viable alternative.19 In SAPT the interaction energy is calculated as a
sum of terms of distinct physical origin, i.e. the first-order Coulomb and the
second-order induction and dispersion energies, each of these terms being ac-
companied by a corresponding exchange correction due to the simultaneous
exchange of electrons between the monomers. All of these contributions are
affected by intramonomer electron correlation. In the many-body version of
SAPT (MB-SAPT)20 intramonomer electron correlation is described through
Møller-Plesset perturbation theory of various orders, depending on the accu-
racy requirements for each interaction contribution. In many cases the quality
of the total interaction energies is similar to that obtained from CCSD(T)
calculations.21,22
As an alternative to treating intramonomer electron correlation through
many-body perturbation theory it has been proposed to combine SAPT with a
relatively inexpensive description of the monomers through density functional
theory (DFT).23,24 Such a combined DFT-SAPT scheme is well-founded for
the first-order Coulomb and the second-order induction and dispersion en-
ergy contributions, which are potentially exact if (time-dependent) coupled-
perturbed Kohn-Sham-DFT is utilized to calculate the monomer response
densities - and provided that the exact exchange-correlation potential (xc-
potential) and the exact exchange-correlation kernel (xc-kernel) are known.24
By contrast, the intermolecular exchange corrections to the first- and second-
order contributions are not potentially exact and can only be approximated
with DFT-SAPT. Yet, this does not seem to be a serious drawback for prac-
tical use of the method: from a comparison of the results of DFT-SAPT with
those of MB-SAPT it was found that monomer electron correlation effects
on both first-order Coulomb and exchange energies were accurately repro-
duced, provided that a well-balanced asymptotically correct xc-potential was
employed.25,26 This holds also true for the second-order contributions.27,28
The accuracy one can achieve with DFT-SAPT for those cases, where es-
sentially exact xc-potentials can be utilized, has been demonstrated recently
for the helium dimer: DFT-SAPT is able to reproduce the best theoretical es-
timates for the interaction energy within 1% if the effect of third and higher or-
ders of the intermolecular perturbation are estimated on the correlated level.29
An estimate of the third and higher order corrections usually is available on
the Hartree-Fock level only. Utilizing the uncorrelated correction the accuracy
of DFT-SAPT for the interaction energy of He2 drops to 5%, but consider-
ing the relatively low computational effort of the DFT-SAPT method this is
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still competitive with CCSD(T) which deviates by 3% from the most reliable
estimates.29
In this paper, we present a new PES for the CO dimer, calculated using
DFT-SAPT. We present results of rovibrational calculations on this potential,
and show that the results are comparable to those of the CCSD(T) potential.
Furthermore, we take a first step in creating a quantitatively correct potential,
by combining the new potential and the CCSD(T) potential into a hybrid po-
tential with one empirical parameter. We will show that this hybrid potential
gives results that are in very close agreement to the experimental data.
6.2 Details of the calculations
6.2.1 DFT-SAPT calculations
In the DFT-SAPT calculations the interaction energy was obtained as
∆EAB = E
(1)
pol +E
(1)
exch +E
(2)
ind +E
(2)
exch−ind +E
(2)
disp +E
(2)
exch−disp + δ(HF), (6.1)
where E
(1)
pol and E
(1)
exch are the first-order Coulomb and exchange interaction en-
ergies, E
(2)
ind and E
(2)
exch−ind the second-order induction energy and its exchange
correction, and E
(2)
disp and E
(2)
exch−disp the second-order dispersion energy and
its exchange-correction, respectively. The last term, δ(HF), is determined
from counterpoise-corrected supermolecular Hartree-Fock calculations20 and
describes the effect of third and higher orders in the interaction potential on
an uncorrelated level.
All of the intermolecular perturbation contributions up to second order
were obtained with a self-written program (attached to the Molpro pro-
gram package30) which determines the second-order induction and dispersion
energies along with their respective exchange corrections via a coupled (time-
dependent) Kohn-Sham DFT approach, as first suggested in Ref. 24. Further
methodological details on the calculation of individual interaction energy con-
tributions may be found in Ref. 25 for the first-order terms and Ref. 27 for
the second-order induction contributions. As in Ref. 29, the latter were deter-
mined from analytical instead of numerical solutions of the coupled-perturbed
Kohn-Sham equations. The dispersion energies were calculated from the eigen-
solutions of the time-dependent DFT equations as described in Ref. 28 (cf. Ref.
31 for an equivalent route to DFT-SAPT dispersion energies) which were also
used to determine its exchange correction. The PBE0AC xc-potential, intro-
duced in Ref. 25, was used to determine the Kohn-Sham orbitals, and the
xc-kernel employed was of the hybrid adiabatic local density approximation
type.28
Further technical parameters of the calculations were kept as close as pos-
sible to the previous CCSD(T) study of the CO dimer:18 the Gaussian type
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function basis set employed consists of the aug-cc-pVTZ atomic basis sets32,33
to which an uncontracted 3s3p2d1f set of bond functions was added at the
midpoint between the centers of mass of the CO molecules. The CO bond
distance was fixed at 2.132 bohr and the following atom masses were used:
15.9949150 u for 16O, 12 u for 12C (by definition), and 13.0033548 u for 13C.
The interaction energies first were calculated at exactly the same 1512 geome-
tries as discussed in Ref. 18: the angles θA and θB between the vector R from
the center of mass of monomer A to that of monomer B and the vectors rA and
rB pointing from the C-atom to the O-atom in the monomers, respectively,
were varied according to a six-point Gauss-Legendre grid, while the dihedral
angle φ between the planes defined by (R, rA) and (R, rB), respectively, was
varied according to a six-point Gauss-Chebyshev grid. The distance R = |R|
was varied in steps of 1 bohr for the range 5 to 10 bohr, and in steps of 2.5 bohr
for the range between 10 and 25 bohr. In a second series of calculations these
geometries were extended by another 936 geometries, making up for a total
of 2448 computed points on the potential energy surface. These points were
restricted to the distance range between 5 and 10 bohr and to the same six
values of the dihedral angle φ as given above. The θA and θB grids, however,
were refined to include the angles 10◦, 62.401384◦, 117.598616◦ and 170◦.
6.2.2 Analytic fit of the potential
The first step in fitting the potential, was a least squares fit of the calcu-
lated interaction energy to angular functions, for each of the 12 intermolecular
distances:
∆EAB(R, θA, θB, φ) =
∑
LALBM
CLALBM (R)ALALBM (θA, θB, φ), (6.2)
with 0 ≤ LA, LB ≤ 6 and 0 ≤ M ≤ min(LA, LB, 5). The angular functions
ALALBM are given by
ALALBM (θA, θB, φ) = P
LA
M (cos θA)P
LB
M (cos θB) cosMφ, (6.3)
where the PLXM are Schmidt semi-normalized associated Legendre functions.
The resulting expansion coefficients were then subjected to the same fit proce-
dure as used in the fit of CCSD(T) potential.18 First the long range part was
fitted as
CLALBM (R) = cLALBM/R
νLALBM for R ≥ 15 a0. (6.4)
These long range terms were damped with a Tang-Toennies34 damping func-
tion T (R;nLALBM , αLALBM ), and subtracted from the original coefficients to
give the short-range coefficients:
CSRLALBM (R) = CLALBM (R)− T (R;nLALBM , αLALBM )cLALBM/RνLALBM .
(6.5)
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The short range terms were then finally fitted to the form
CSRLALBM (R) = exp(−αLALBMR)
4∑
k=0
dLALBMR
k. (6.6)
The integers nLALBM used in the Tang-Toennies damping function were taken
to be the integer nearest to νLALBM . The αLALBM that appear both in the
damping function and the short-range fitting functions were obtained by start-
ing with all α’s equal to unity, and iterating the fitting procedure until they
converged.
6.2.3 Rovibrational calculations
The methodology for computing the rovibrational bound states of the dimer
is the same as was used previously in Ref. 18. Since in the rovibrational
calculations the Wigner-Eckart theorem is applied, it was more convenient to
have the potential expanded in coupled angular functions. Therefore the fitted
potential was first reexpanded in functions
ALALBL(θA, θB, φ)
=
min(LA,LB)∑
M=0
(−1)M
(
LA LB L
M −M 0
)
PLAM (cos θA)P
LB
M (cos θB) cosMφ
(6.7)
for each point on the radial grid, consisting of 243 equally spaced points in the
range 5–30 a0.
The Hamiltonian was represented in a direct product basis of radial and
angular basis functions:
| n(jAjB)jABK; JM 〉 = | n 〉| (jAjB)jABK; JM 〉. (6.8)
The angular basis functions are defined in Ref. 18. The radial functions are
| n 〉 ≡ χn(R)/R, where the χn are eigenfunctions of a reference Hamiltonian
Href = − 1
2µAB
∂2
∂R2
+ V ref. (6.9)
Here, µAB denotes the reduced mass of the dimer, and V
ref is a reference
potential. The basis functions χn were computed with a sinc function discrete
variable representation on the radial grid. The reference potential was obtained
by first minimizing the full PES in the angular coordinates on each grid point
in R, after which a Morse potential
V M(R) = DM(1− exp[−aM(R−R0)])2 (6.10)
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was fitted through a physically meaningful subset of the resulting values. This
procedure gave DM = 247.79 cm
−1, aM = 0.6200 a−10 , and R0 = 7.0129 a0. To
obtain a basis in which also the effect of the continuum on the wave function
could be represented, the Morse potential was extrapolated linearly for R >
10.05 a0, leading to V
ref.
The first 15 radial basis function and angular functions up to jA, jB = 10
were used in the calculations. Rovibrational states were calculated for total
angular momentum up to and including J = 6, both for 12CO dimer and
the isotopically substituted 13CO dimer. Off-diagonal Coriolis terms, coupling
blocks with different K values, were taken into account. The monomer ro-
tational constants were fixed at 1.9317 cm−1 for 12CO, and 1.8465 cm−1 for
13CO, consistent with the monomer bond length of 2.132 a0. Since
12CO is
of nuclear spin zero, only states with A+ or A− symmetry are allowed for the
12CO dimer. The 13C nucleus has a spin of 1/2 however, so this restriction
does not apply to this isotopomer, and levels for all four symmetries (A±, B±)
were calculated.
When substituting 12C by 13C, the centers of mass in the CO molecules
shift slightly. To account for this effect, the coordinates R, θA, θB , φ for
13CO dimer were transformed to coordinates describing the same geometry
in 12CO dimer using the formulas from Ref. 35, and the potential was again
reexpanded, this time using angular functions up to LA, LB = 7 inclusive.
6.3 Results
6.3.1 DFT-SAPT potential
In Fig. 6.1, the radial dependence of the DFT-SAPT potential is compared
to that of the previous CCSD(T) potential.18 On each point on the R grid,
the potential is minimized in all three angular coordinates. The DFT-SAPT
potential shows the same double-well structure as the CCSD(T) potential;
the difference in energy between the global minimum (at larger R) and the
local minimum (at smaller R) is more pronounced in the DFT-SAPT surface.
Furthermore, the global minimum is located at a slightly shorter intermolecular
distance than for the CCSD(T) potential.
The angular dependence of the the DFT-SAPT potential is shown in Fig.
6.2. The figure is a cut through the full surface, for φ = 180◦, and R values that
minimize the potential in each (θA, θB) point. Overall, the shape is the same
as that of the CCSD(T) potential. Due to the truncation of the expansion in
Eq. (6.2) to LA, LB ≤ 6, the fit contains small errors, especially in the valley
around the local minimum. In Fig. 6.3, the potential along a minimum energy
path through this valley is shown. It shows that the points calculated with
the DFT-SAPT method smoothly go down to a minimum on the θA = pi− θB
diagonal, and that the fit oscillates around these points. The oscillations are
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Figure 6.1: Comparison of the radial behavior of the DFT-SAPT potential
with the CCSD(T) potential of Ref. 18. On each R point, the potential is
minimized in the angular coordinates.
strong enough to cause a shallow (≈ 2 cm−1), unphysical minimum away from
the θA = pi − θB axis around θA = 32◦. The largest absolute error in the
bound (V < 0) regions of the potential is 6.4 cm−1, with an average error of
0.17 cm−1. The largest relative error in the repulsive part of the potential
(V > 150 cm−1) is ≈ 10%, with an average error of 1.8%.
Rovibrational states were calculated on this potential, and, as was the case
for the CCSD(T) potential, we were able to organize these levels in different
stacks of different rotational constants. Each stack was fitted separately using
a simple rigid rotor expression
E = E0 +BJ(J + 1)−DJ2(J + 1)2, (6.11)
and the resulting parameters are summarized in Table 6.1. In the labeling
of the stacks, the experimental assignments are followed.7–13 Fig. 6.4 shows
the calculated stacks as a function of their effective intermolecular distance
Reff = (2µB)
−1/2.
In Fig. 6.5 cuts through the wave functions of the K = 0 stacks are drawn.
For each stack, the cut is made for φ = 180◦, and R = Reff of that stack.
It can be seen that the a stack wave function corresponds to the isomer with
the C–C distance smaller than the O–O distance. The wave functions in the
c stack correspond to the other isomer with the shorter O–O distance. The e
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Figure 6.2: Cut through the fit of the DFT-SAPT potential for φ = 180◦. On
each (θA, θB) point the potential is minimized in the R coordinate. Minima are
for: R = 8.15 a0, θA = 136.1
◦, θB = 43.9◦ with V = −148.37 cm−1 (the global
minimum) and R = 6.92 a0, θA = 63.6
◦, θB = 116.4◦ with V = −121.77 cm−1
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Figure 6.3: Comparison of calculated DFT-SAPT points and fitted potential,
for φ = 180◦. For each θA point, the potential is minimized with respect to R
and θB . The minimum around θA = 32
◦ is due to errors in the fit.
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Table 6.1: Calculated values characterizing rotational stacks for 12CO dimer,
from the DFT-SAPT potential energy surface. The effective intermolecular
distance Reff = (2µB)
−1/2.
Stack K Symm. Reff/a0 Origin/cm
−1 B/cm−1 D/cm−1
a 0 A+ 8.49 0.00 0.05967 1.6× 10−6
b 1 A+ 8.40 2.39 0.06089 4.2× 10−5
c 0 A+ 7.52 6.31 0.07598 5.5× 10−6
d 1 A+ 7.36 8.44 0.07931 1.0× 10−4
e 0 A− 8.46 4.89 0.06003 1.8× 10−6
f 1 A− 7.64 11.03 0.07373 4.4× 10−5
g 1 A+ 7.94 11.59 0.06814 8.6× 10−5
j 0 A− 7.89 9.95 0.06910 −3.2× 10−6
k 1 A− 8.47 6.46 0.05990 −2.3× 10−5
and j wave functions clearly show excitations of the geared bending motions
of the two isomers. The very low excitation frequency of ≈ 4 cm−1 indicates
that the dimer is indeed very floppy. Since the artificial minima in the fit of
the potential are very shallow (≈ 2 cm−1), the effect on the dynamics of the
dimer is negligible. Inspection of the wave functions shows no effect of these
minima on the wave functions that are located in the valley around them, i.e.
those corresponding to the c and j stacks.
Recently, a substantial amount of experimental data on the isotopically
substituted 13CO dimer has become available.13,14 To test the potential sur-
face, we also calculated the rovibrational levels of (13CO)2. Since the total
nuclear spin of 13CO is not zero, also levels of B± symmetry exist for this
dimer. This results in the K = 0 stacks having both even and odd J levels,
and the K = 1 stacks splitting up in two separate stacks: one where the even J
levels are of A± symmetry and the odd J levels are of B∓ symmetry, and one
where the situation is reversed. The resulting data are collected in Table 6.2.
For the f states, significant Coriolis mixing with K = 2 states occurred for
the rotational levels J ≥ 4. This greatly influenced the rotational constants,
as can be seen in Table 6.2. Since the DFT-SAPT potential is not sufficiently
accurate to predict these couplings well, these stacks were also fitted with the
J ≤ 3 levels only.
Following the experimental papers, we have drawn in Fig. 6.6 the isotope
shifts of the stack origins. For both isotopomers, the energy zero is chosen
halfway between the a and c stack origins. Comparing this picture with the
experimental figure in Ref. 14, reproduced here as Fig. 6.7, it can be seen that
the agreement with is experiment is very bad. Nearly all Reff values shift in
the wrong direction, and the differences are much smaller than those in the
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Figure 6.5: Cuts through the wave function of the lowest level in the K = 0
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Table 6.2: Calculated values characterizing rotational stacks for 13CO dimer,
from the DFT-SAPT potential energy surface. In the symmetry column, the
first label refers to the symmetry of the even J levels in the stack, and the
second to that of the odd J states. For the f stacks, also a fit with only the
lowest three J states (J = 1, 2, 3) is shown.
Stack K Symm. Reff/a0 Origin/cm
−1 B/cm−1 D/cm−1
a 0 A+/B− 8.44 0.00 0.05822 1.4× 10−6
b1 1 B
−/A+ 8.50 2.26 0.05748 0.9× 10−6
b2 1 A
+/B− 8.41 2.26 0.05870 1.3× 10−6
c 0 A+/B− 7.57 6.95 0.07251 5.7× 10−6
d1 1 B
−/A+ 7.64 9.03 0.07108 9.6× 10−6
d2 1 A
+/B− 7.50 9.03 0.07382 7.4× 10−6
e 0 B+/A− 8.43 4.83 0.05837 1.5× 10−6
f1 1 A
−/B+ 8.27 11.41 0.06065 −2.4× 10−4
∗ 7.72 11.37 0.06960 5.1× 10−5
f2 1 B
+/A− 8.34 11.41 0.05973 −2.5× 10−4
∗ 7.78 11.37 0.06861 3.9× 10−5
g1 1 B
−/A+ 8.20 11.54 0.06171 −1.0× 10−6
g2 1 A
+/B− 8.05 11.54 0.06411 2.1× 10−6
j 0 B+/A− 7.90 10.29 0.06649 −2.1× 10−6
k1 1 A
−/B+ 8.42 6.36 0.05857 2.4× 10−6
k2 1 B
+/A− 8.36 6.36 0.05937 2.6× 10−6
∗ Fit with J ≤ 3 states only.
experiment. The results on the DFT-SAPT surface suggest a nearly static
isotope effect where the change in rotational constants is mainly due to the
shift of the centers of mass in the monomers and the average geometry of
the complex is not changed. They cannot account for the opposite and much
stronger effect that was found experimentally.
Calculations on (13CO)2 on the CCSD(T) potential show that it does not
predict the isotope effect any better than the DFT-SAPT potential. Also on
the CCSD(T) potential, the Reff values of the stack origins shift only very
little, and in the wrong direction.
6.3.2 Tuning: a hybrid potential
When comparing the calculated rotational stacks that result from the DFT-
SAPT potential with those from CCSD(T) potential, the first thing one notices
is that the order of the origins of a and c stacks is reversed. Although also in the
CCSD(T) potential the global minimum is located around θA = 135
◦, θB =
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Figure 6.6: Isotopic shifts of the stack origins for the CO dimer on the DFT-
SAPT potential. The squares represent the origins of (12CO)2, the circles
those of (13CO)2. The zero point of energy is chosen halfway between the a
and c origins, for both isotopes.
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(reproduced from Fig. 1 in Ref. 14)
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Table 6.3: Calculated values characterizing rotational stacks for 12CO dimer,
from the hybrid potential energy surface.
Stack K Symm. Reff/a0 Origin/cm
−1 B/cm−1 D/cm−1
a 0 A+ 8.21 0.00 0.06383 4.1× 10−5
b 1 A+ 8.32 2.50 0.06216 5.7× 10−5
c 0 A+ 7.76 0.89 0.07137 −3.4× 10−5
d 1 A+ 7.45 2.66 0.07751 6.1× 10−5
e 0 A− 8.15 3.54 0.06477 1.1× 10−5
f 1 A− 8.04 5.13 0.06652 −1.2× 10−5
g 1 A+ 7.88 8.26 0.06923 5.9× 10−5
j 0 A− 8.15 5.75 0.06480 −1.8× 10−5
k 1 A− 8.12 6.99 0.06528 −3.0× 10−6
45◦, the zero point energy in this minimum is so large that it overcomes the
difference of ≈ 11 cm−1 with the local minimum.18 The difference in zero
point energy between the two minima is due to the fact that the well at the
global minimum is much narrower than at the local minimum. The DFT-
SAPT potential gives the correct sign for the energy difference between the a
and c stack origins, however, it overestimates the value of this difference. In an
attempt to obtain a potential that gives better quantitative information, we
constructed a hybrid energy surface as a weighted average of the two potentials
V hybrid = wV CCSD(T) + (1− w)V DFT-SAPT, (6.12)
where the weighting coefficient w was chosen in such a way that the experi-
mental value for the energy difference ∆E = E(c, J = 0) − E(a, J = 0) was
reproduced. The resulting value for this weighting coefficient was w = 0.7.
The calculated rovibrational energy levels from this hybrid potential for
12CO dimer are given in Table 6.3, and a pictorial representation is shown in
Fig. 6.8. One can see that the adjustment of the potential to reproduce the
splitting between the a and c stacks, has a positive effect on the other stacks as
well. The experimentally determined stack origins are reproduced very well,
the maximum error being 0.25 cm−1. Also the computed rotational constants
agree better with their experimental counterparts for most stacks.
Rovibrational levels for the isotopically substituted 13CO dimer were also
calculated on the hybrid potential, and the results are summarized in Table 6.4.
This time the g stacks are very strongly mixed with K = 2 states for J ≥ 4.
Also for the heavier isotope, the hybrid potential gives results that are much
closer to the experimental data. Comparing Fig. 6.9 with the experimental
picture in Fig. 6.7 shows that not only do the isotope shifts have the correct
sign on the hybrid potential, also the magnitude of the shifts is in much better
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Figure 6.8: As Fig. 6.4, for the hybrid potential.
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Table 6.4: Calculated values characterizing rotational stacks for 13CO dimer,
from the hybrid potential energy surface.
Stack K Symm. Reff/a0 Origin/cm
−1 B/cm−1 D/cm−1
a 0 A+/B− 8.36 0.00 0.05939 1.3× 10−5
b1 1 B
−/A+ 8.50 2.29 0.05748 −7.4× 10−6
b2 1 A
+/B− 8.43 2.29 0.05848 3.0× 10−6
c 0 A+/B− 7.65 1.24 0.07101 2.8× 10−6
d1 1 B
−/A+ 7.61 3.04 0.07165 1.3× 10−6
d2 1 A
+/B− 7.48 3.04 0.07411 2.1× 10−6
e 0 B+/A− 8.19 3.60 0.06185 9.3× 10−6
f1 1 A
−/B+ 8.10 5.17 0.06333 2.4× 10−5
f2 1 B
+/A− 8.01 5.17 0.06465 2.0× 10−5
g1 1 B
−/A+ 8.29 8.22 0.06041 −1.7× 10−4
∗ 8.15 8.22 0.06249 −4.7× 10−5
g2 1 A
+/B− 8.08 8.22 0.06352 −1.1× 10−4
∗ 7.96 8.22 0.06552 −1.3× 10−5
j 0 B+/A− 8.08 5.71 0.06365 −9.1× 10−6
k1 1 A
−/B+ 8.06 6.93 0.06385 −1.4× 10−5
k2 1 B
+/A− 8.09 6.93 0.06337 −1.7× 10−5
∗ Fit with J ≤ 3 states only.
agreement with the experimental data. Unfortunately, the g stack has not
been observed for (13CO)2, leaving us without a check of whether the strong
Coriolis coupling that the hybrid potential predicts for these stacks is real.
It is obvious from Figs. 6.6 and 6.9 that the isotopic shifts are very sensitive
to the exact shape of the potential. Since the overall shape of the CCSD(T) and
DFT-SAPT potentials is more or less the same, taking a linear combination of
these two corresponds roughly to shifting the two deepest minima with respect
to each other. Although the change in the difference between the two wells is
only a few wave numbers (from ≈ 26.5 cm−1 on the DFT-SAPT surface and
≈ 11 cm−1 on the CCSD(T) surface, to ≈ 15.5 cm−1 on the hybrid surface),
the effect on the isotopic dependence of the system is large. The reason for that
can be seen when we compare the wave functions for (12CO)2 on both surfaces.
Figs. 6.5 and 6.10 show cuts through the lowest K = 0 wave functions from
the DFT-SAPT and the hybrid PES, respectively. The cuts are for φ = 180◦
and R = Reff. We see that on the hybrid surface, the wave functions are
much more delocalized than on the DFT-SAPT surface. Whereas the wave
functions on the DFT-SAPT potential are located in either of the two wells,
with little or no density in the other well, the wave functions on the hybrid
surface are delocalized over both wells. This reduces the difference between
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Figure 6.9: As Fig. 6.6, for the hybrid potential.
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Figure 6.10: As Fig. 6.5, for the hybrid potential.
the wave functions of the a/e and c/j stacks, with the result that the resulting
Reff values (which are different for the two wells), are also more alike. For
the 13CO dimer, this effect is much smaller (see Fig. 6.11), since the wave
functions are better localized in the two wells due to the heavier mass of the
molecules. Hence, the observed behavior of the isotope effect is of a truly
dynamical nature, and can only be described correctly if the relative depth
of the minima is such that the wave function can tunnel through the barrier
between them.
6.4 Conclusion
The DFT-SAPT method was employed to compute a 4-dimensional PES for
the CO dimer. The overall shape of the potential is the same as that of
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Figure 6.11: As Fig. 6.5, for (13CO)2 on the hybrid potential.
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a previously published CCSD(T) potential. As in the experiment, stacks of
rovibrational levels could be identified and assigned in the calculated results.
Though the agreement between calculations and experiment is not yet perfect,
the rovibrational calculations show that the DFT-SAPT and the CCSD(T)
surfaces are of comparable quality, making DFT-SAPT a viable alternative
for the vastly more expensive CCSD(T) method.
In an effort to overcome the deficiencies of the two ab initio potentials,
a hybrid potential was constructed by taking a weighted average of the the
DFT-SAPT and the CCSD(T) potential. The weighting factor was optimized
only to reproduce the energy splitting between the two lowest J = 0 levels,
but the resulting surface proved to give a huge improvement on the location
of all observed stacks.
Neither the CCSD(T) nor the DFT-SAPT potential alone can explain the
observed differences in the effective intermolecular separation Reff between
(12CO)2 and (
13CO)2. This is mainly due to the fact that the Reff values for
the 12CO dimer are very sensitive to the relative location of the two deepest
minima in the potential. The hybrid potential gives shifts that are in good
agreement with the experimental values.
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Summary
Van der Waals and hydrogen bonded systems occur in many areas of chem-
istry, physics, and biology. A thorough understanding of the nature of these
interactions can therefore be of great value. Because of the sometimes great
complexity involved, experiments and calculations are done on small model
systems which are representative for a particular type of interaction. This
type of research is at the most fundamental level of understanding.
This thesis is devoted to the quantum chemical investigation of several Van
der Waals and hydrogen bonded systems consisting of two diatomic molecules,
with a focus on the nuclear motion of these systems. The first system stud-
ied is the HF dimer, which is treated in Chapters 2 and 3. In Chapter 2
results are presented of the calculation of bound states of the HF dimer, and
of quasi-bound states where one of the molecules is vibrationally excited. All
six internal degrees of freedom are taken into account in these calculations,
and the calculations are done with two different potential energy surfaces from
literature. The results on both potential energy surfaces are compared with
experimental data, and it is found that one of the surfaces gives transition
frequencies and tunneling splittings that are in very good agreement with ex-
periment.
This potential is then used in Chapter 3 to study the infrared photodissoci-
ation process in the HF dimer, and in particular the vibrational predissociation
process. Total photodissociation cross sections, line strengths, product state
distributions, and lifetimes of the excited states are calculated for a process in
which one of the molecules is vibrationally excited, optionally in combination
with excitation of one of the dimer modes. By comparing the results in a rela-
tively small rotational basis of a full quantum coupled channels calculation and
the first order Fermi Golden Rule approximation, it is shown that the dissoci-
ation of the dimer is sufficiently slow for the Golden Rule approximation to be
applicable. This approximation is then used in a calculation with a larger rota-
tional basis. From the calculated product state distributions, product angular
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distributions (which also depend on a number of experimental parameters)
are calculated which can be compared directly to experimental observations.
It is found that the calculations reproduce the measured product state dis-
tributions reasonably well, but that some of the calculated lifetimes are too
high. It is concluded that despite the ability of the potential to reproduce
energy levels to a high degree of accuracy, it is not good enough to describe
the photodissociation process in all detail.
In Chapter 4 attention is shifted to the HCl dimer. In a combined the-
oretical and experimental study, vibrational predissociation of the HCl–HCl
complex is studied. Bound state calculations show that the potential used is
not as accurate as the HF dimer potential used in Chapter 3 in predicting
transition frequencies, especially for the monomer stretch excited states. This
is reflected in the calculated lifetimes, which are 1–2 orders of magnitude larger
than found experimentally. In contrast, the product state distributions agree
reasonably well with the experiment. This is explained by observing that the
potential is tuned to reproduce a large amount of experimental data which all
probe states of the dimer with both monomers in the vibrational ground state.
Assuming that the product state distributions are mainly determined late in
the dissociation process, when the excited molecule has lost its vibrational ex-
citation and the separation between the molecules is large, this tuning explains
why the product state distributions agree with experiment. The lifetimes on
the other hand, depend on the coupling between the intramolecular and inter-
molecular coordinates of the dimer in the regions of the potential where the
separation between the monomers is small. Since the lifetimes are too high,
this indicates that the coupling is not strong enough.
In Chapters 5 and 6 the CO dimer, a typical Van der Waals bonded system
is studied. Chapter 5 presents a potential energy surface for the dimer with the
monomer bond lengths fixed. Calculations of the lower rovibrational bound
states using this potential show that it is the first surface that can reproduce
the experimentally observed stacks of rotational levels with different rotational
constants. It is shown that there are two isomeric forms of the dimer, which are
very close in energy. Both structures are planar, slipped antiparallel structures,
one with the carbon atoms close to each other and the oxygen atoms on the
outside, and one where the situation is reversed.
In Chapter 6 another potential for the CO dimer is presented, which is
calculated by a different method. Although the two potential energy surfaces
were calculated independently, their overall shape is the same, thus adding to
the evidence that this shape must be more or less correct. Calculation of rovi-
brational bound states shows that the quality of this potential is comparable
to the one presented in Chapter 5, in the sense that again rotational stacks can
be assigned. To test the potential further, the effect of substituting the carbon
atoms by the heavier 13C is studied. Experimentally, relatively large shifts in
the rotational constants of the stacks are observed, but the calculations give
a much smaller effect in the opposite direction. According to the results of
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the calculations the structure of the dimer remains unchanged, and the small
differences in rotational constants are caused by the center of mass shift in the
molecules, while the experiment shows that this is not the case. By combining
the two potentials into a weighted average which is optimized to reproduce
the splitting between two of the stack origins, a hybrid potential is created.
This latter potential gives energy levels and rotational constants in very good
agreement with the experiment, also on a quantitative scale. Calculation of
the isotope shifts on this hybrid potential reproduces all the experimentally
observed shifts and shows that the isotope effect is of a truly dynamical nature.
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Samenvatting
Van der Waals- en waterstofbindingen komen in vele gebieden van de schei-
kunde, natuurkunde en biologie voor. Een goed begrip van de aard van deze
interacties kan daarom van grote waarde zijn. Vanwege hun soms grote com-
plexiteit, worden experimenten en berekeningen vaak gedaan aan kleine mo-
delsystemen die representatief zijn voor een bepaald type interactie. Dit type
onderzoek is een van de meest fundamentele manieren om deze interacties te
beschrijven.
Dit proefschrift is gewijd aan het kwantumchemisch onderzoek van ver-
scheidene Van der Waals- en waterstofgebonden systemen die bestaan uit twee
moleculen met elk twee atomen. De nadruk in dit onderzoek ligt op de be-
weging van de kernen in deze systemen. Het eerste systeem dat bestudeerd
wordt is het HF dimeer, dat wordt besproken in de hoofdstukken 2 en 3. In
hoofdstuk 2 worden resultaten gepresenteerd van de berekening van gebonden
toestanden van het HF dimeer, en van quasi-gebonden toestanden waarin e´e´n
van de moleculen vibrationeel aangeslagen is. Alle zes interne vrijheidsgraden
van het dimeer worden meegenomen in deze berekeningen, en de berekenin-
gen worden uitgevoerd met twee verschillende potentiaalopervlakken uit de
literatuur. De resultaten op beide oppervlakken worden vergeleken met expe-
rimentele gegevens, en hieruit blijkt dat e´e´n van de oppervlakken overgangs-
frequenties en tunnelsplitsingen geeft die in erg goede overeenstemming met
het experiment zijn.
Deze potentiaal wordt vervolgens in hoofdstuk 3 gebruikt om het infrarode
fotodissociatieproces, en in het bijzonder vibrationele predissociatie, in het HF
dimeer te bestuderen. Er worden totale fotodissociatiedoorsneden, lijnsterktes,
produkttoestandsverdelingen en levensduren van de aangeslagen toestanden
berekend voor een proces waarin e´e´n van de moleculen vibrationeel aangeslagen
wordt, eventueel in combinatie met het aanslaan van e´e´n van de modes van het
dimeer. Door de resultaten in een relatief kleine rotatiebasis van een volledige
gekoppelde-kanalenkwantumberekening en de eerste orde Fermi Golden Rule
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benadering te vergelijken, wordt aangetoond dat de dissociatie van het dimeer
langzaam genoeg is om de Golden Rule benadering toe te kunnen passen.
Deze benadering wordt vervolgens gebruikt in een berekening met een grote
rotatiebasis. Uit de berekende produkttoestandsverdelingen worden produkt-
hoekverdelingen (die ook van een aantal experimentele parameters afhangen)
bepaald, die direkt vergeleken kunnen worden met experimentele waarnemin-
gen. Het blijkt dat de berekeningen de gemeten produkttoestandsverdelingen
redelijk goed reproduceren, maar dat een aantal van de berekende levensduren
te hoog zijn. Hieruit wordt geconcludeerd dat, hoewel de potentiaal van vol-
doende kwaliteit is om energieniveaus met een grote mate van nauwkeurigheid
te kunnen reproduceren, deze niet goed genoeg is om het fotodissociatieproces
in detail te beschrijven.
In hoofdstuk 4 wordt de aandacht gericht op het HCl dimeer. In een
gecombineerde theoretische en experimentele studie wordt de vibrationele pre-
dissociatie van het HCl–HCl complex bestudeerd. Berekening van gebon-
den toestanden tonen aan dat de potentiaal die hierbij gebruikt wordt niet
zo nauwkeurig is als de HF dimeer potentiaal die in hoofdstuk 3 gebruikt
werd bij het voorspellen van overgangsfrequenties, in het bijzonder voor de
monomeervibratie-aangeslagen toestanden. Dit is terug te zien in de bere-
kende levensduren, die 1–2 ordes van grootte groter zijn dan in het experi-
ment gevonden wordt. Daarentegen zijn de produkttoestandsverdelingen in
redelijke overeenstemming met het experiment. Dit wordt verklaard door op
te merken dat de potentiaal alleen aangepast is om een groot aantal experi-
mentele gegevens te kunnen reproduceren die toestanden van het dimeer met
beide moleculen in hun vibrationele grondtoestand toetsen. Als men aanneemt
dat de produkttoestandsverdelingen voor het grootste deel laat in het dissoci-
atieproces bepaald worden, wanneer het aangeslagen molecuul zijn vibrationele
excitatie verloren heeft en de afstand tussen de moleculen groot is, verklaart
deze aanpassing waarom de produkttoestandsverdelingen met het experiment
overeenstemmen. De levensduren worden echter bepaald door de koppeling
tussen de intramoleculaire en intermoleculaire coo¨rdinaten van het dimeer in
die gebieden van de potentiaal waar de afstand tussen de monomeren klein
is. Aangezien de berekende levensduren te groot zijn, wil dit zeggen dat deze
koppeling niet sterk genoeg is.
In de hoofdstukken 5 en 6 wordt het CO dimeer, dat een typisch voor-
beeld van een Van der Waals systeem is, bestudeerd. In hoofdstuk 5 wordt
een potentiaaloppervlak voor het CO dimeer met vaste bindingslengtes voor
de monomeren gepresenteerd. Berekening van de laagste rovibrationele gebon-
den toestanden laten zien dat dit het eerste oppervlak is dat de experimenteel
waargenomen ladders van rotatieniveaus met verschillende rotatieconstantes
kan verklaren. Aangetoond wordt, dat er twee isomere vormen van het dimeer
zijn, die in energie erg dicht bij elkaar liggen. Beide isomeren hebben een
vlakke, verschoven antiparallelle structuur, e´e´n waarbij de koolstofatomen
dicht bij elkaar zitten en de zuustofatomen zich aan de buitenkant van het
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complex bevinden, en e´e´n waarbij de situatie precies omgekeerd is.
In hoofdstuk 6 wordt een andere potentiaal voor het CO dimeer gepre-
senteerd, die met een andere methode berekend is. Hoewel de twee opper-
vlakken onafhankelijk van elkaar berekend zijn, hebben ze nagenoeg dezelfde
vorm, wat een verdere aanwijzing is dat deze vorm ongeveer goed is. Bere-
kening van de rovibrationele toestanden laat zien dat de kwaliteit van deze
potentiaal vergelijkbaar is met die uit hoofdstuk 5, in de zin dat ook hier-
mee de verschillende ladders van rotatieniveaus toegekend kunnen worden.
Om de potentiaal verder te testen, wordt het effect van substitutie van de
koolstofatomen door het zwaardere 13C bestudeerd. Experimenteel worden er
relatief grote verschuivingen in de rotatieconstantes van de ladders gemeten,
maar de berekeningen geven een veel kleiner en tegengesteld effect. Volgens
de berekende resultaten zou de structuur van het dimeer nagenoeg onveran-
derd blijven, en worden de kleine veranderingen in de rotatieconstantes alleen
bepaald door de verschuivingen in de massacentra van de moleculen. Experi-
menteel klopt dit niet. Een hybride potentiaal wordt gemaakt door de twee
potentiaaloppervlakken te combineren in een gewogen gemiddelde, waarbij de
weegfactor geoptimaliseerd wordt om het verschil tussen het begin van twee
rotatieladders te reproduceren. Deze potentiaal geeft energieniveaus en ro-
tatieconstantes die in erg goede overeenstemming met het experiment zijn,
ook op een kwantitatieve schaal. Een berekening van de isotoopverschuivingen
met deze hybride potentiaal reproduceert alle waargenomen verschuivingen,
en laat zien dat de isotoopverschuiving veroorzaakt wordt door een echte ver-
andering in de vibratiegemiddelde struktuur van het dimeer.
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