Abstract. In this note we prove a general version of the Extrapolation Theorem, extending the classical linear extrapolation theorem due to B. Maurey. Our result shows, in particular, that the operators involved do not need to be linear.
Introduction and background
The notion of absolutely (p; q)-summing linear operators is due to A. Pietsch [18] and B. Mitiagin and A. Pe lczyński [14] , inspired by previous works of A. Grothendieck. The nonlinear theory of absolutely summing operators was initiated by A. Pietsch and a complete nonlinear approach was introduced by M.C. Matos [12] .
Let X, Y be Banach spaces over a fixed scalar field K = R or C; for 1 ≤ p < ∞, denote by ℓ p,w (X) the space of all sequences (x j ) ∞ j=1 in X such that (ϕ (x j )) ∞ j=1 ∈ ℓ p for every ϕ in the topological dual of X (represented by X * ). Let L be the class of all continuous linear operators between Banach spaces over K, i.e., L = X,Y L (X; Y ), where X,Y run over all Banach spaces over K.
A continuous linear operator u : X → Y is absolutely p-summing (we write u ∈ Π p (X; Y )) if (u(x j )) ∞ j=1 ∈ ℓ p (Y ) whenever (x j ) ∞ j=1 ∈ ℓ p,w (X) . For details we refer to the classical monograph [8] and to [4, 9] for more recent results.
An important result in the theory of absolutely summing linear operators is the Extrapolation Theorem due to B. Maurey [13] : Theorem 1.1 (Extrapolation Theorem). Let 1 < r < p < ∞ and let X be a Banach space. If Π p (X; ℓ p ) = Π r (X; ℓ p ), then, for any Banach space Y,
In the present paper we show that this Extrapolation Theorem holds in a much more general form, where the linearity of the operators is not needed. For example, as a very particular case of our main result we generalize the Extrapolation Theorem in the following way:
Let K be a fixed scalar field R or C, 1 ≤ p < ∞ and F a non-void family of maps, F ⊂ X,Y X Y , where X and Y run over all Banach spaces over K. We say that f ∈ F is absolutely p-summing if there is a C ≥ 0 so that
for every positive integer m and every x 1 , ..., x m ∈ X. Let Π F ,p (X; Y ) = {f ∈ F : f : X → Y is absolutely p-summing} . Note that Π F ,p (X; Y ) is a vector space and the infimum of the C's satisfying (1.1) is a norm for Π F ,p (X; Y ) denoted by π F ,p . If (Π F ,p (X; Y ), π F ,p ) is complete and F is so that T • f ∈ F whenever T ∈ L(Y ; Z) and f ∈ Π F ,p (X; Y ), then, as a consequence of our main result, we have the following theorem: Theorem 1.2 (Nonlinear Extrapolation Theorem). Let 1 < r < p < ∞ and let X be a Banach space. If
In particular, when F = L we recover Maurey's Extrapolation Theorem.
Our general result (Theorem 3.1) also furnishes, as a simple particular case, a recent Extrapolation Theorem for Lipschitz summing mappings, due to D. Chen and B. Zheng [7] .
One of the pillars of the theory of absolutely summing operators is the famous Pietsch Domination Theorem which asserts that a continuous linear operator u : X → Y is absolutely p-summing if, and only if, there is a regular probability measure µ in the Borel sets of B X * (with the weak-star topology) and a constant C ≥ 0 such that
Very recently, a series of works ( [2, 3, 15, 16, 17] ) on Pietsch Domination-Factorization Theorem have shown that Pietsch Domination Theorem in fact needs almost no linear structure and a quite general version is valid (see Theorem 1.3 below) which has shown to be very useful in different contexts ( [1, 6] ).
Let X, Y and E be (arbitrary) non-void sets, H (X; Y ) be a non-void family of mappings from X to Y , G be a Banach space and K be a compact Hausdorff topological space. Let
be arbitrary mappings and 1 ≤ t < ∞. According to [3, 16] a mapping f ∈ H (X; Y ) is RS-abstract t-summing if there is a constant C ≥ 0 so that
Suppose that R is so that the mapping
is continuous for every x ∈ E and b ∈ G. The Pietsch Domination Theorem from [16] reads as follows:
is RS-abstract p-summing if and only if there is a constant C ≥ 0 and a Borel probability measure µ on K such that
for all e ∈ E and b ∈ G.
This general approach recovers several Pietsch Domination type theorems (see [3] ) and also rapidly found applications in different contexts (see [1, 6] ). It is worth mentioning that the recent interesting version of the Pietsch Domination Theorem for Lipschitz (p; q; r)-summing operators proved in [5, Theorem 5.4 (a)⇒(b)] can also be obtained as a simple application of the general result from [17] .
In the next section we present the main result of this note, the general Extrapolation Theorem (in the lines of the abstract setting of Theorem 1.3) which, as the general Pietsch Domination Theorem, does not need any linear setting. In the final section we show how the general Extrapolation Theorem can be applied.
A new abstract setting
In this section we build the environment needed for the proof of the general Extrapolation Theorem. We keep the notation from the previous section. Also, let p, r be such that 1 < r < p < ∞. Suppose that X is a topological space, E = X × X and K is a compact Hausdorff space such that X is continuously embedded in C(K). We denote by P(K) the collection of all regular Borel probability measures on K.
We will keep the notation, terminology and assumptions from above. Also, suppose that
(1) For all t ∈ {1, r, p} and all Banach spaces Y , H RS,t (X; Y ) is a vector space and the infimum of the C's satisfying (1.2) is a (complete) norm for H RS,t (X; Y ), denoted by π RS,t (·) .
(2) For all Banach spaces Y, Z, if h ∈ H(X; Y ) and T : Y → Z is a bounded linear operator, then
Also p F • j µ ∈ H RS,p (X; F ) and there is a C 1 > 0 (not depending on F ) so that
for all v ∈ H RS,p (X; ℓ m p ) and all positive integers m. It may seem that we have too many hypotheses but we recall that we are working in a very abstract setting and for this reason it is natural to need to introduce some hypotheses. Moreover, a careful examination shows that the above hypotheses are quite natural.
The general Extrapolation Theorem
Following the assumptions and terminology of the previous sections we can state and prove our main result:
Proof. From Theorem 1.3, using the monotonicity of the L p norms we have
For the converse inclusion, it suffices to prove that, regardless of the Banach space Y, there is C > 0 such that for each h ∈ H RS,p (X; Y ), we have
Since H RS,p (X; ℓ p ) = H RS,r (X; ℓ p ), it follows from the Open Mapping Theorem and (1) that there is c > 0 such that
From (3) j µ is RS-abstract p-summing and
Hence, from (3.3) and (2.2) we have
and, from (2), it follows that
). Finally, from (5) and (3.1) we can assert that
and
We thus have
for all ((x, q) , b) ∈ E × G. Now it is enough to show that
for someμ ∈ P(K) and some constant C depending only on X; the rest of proof follows the lines of Maurey's original argument. Starting with µ 0 , define (µ n ) ∞ n=0 in P(K) by setting µ n+1 =μ n , n = 0, 1, .... and defineμ
Thenμ ∈ P(K) and, since 1 < r < p, there exists a θ ∈ (0, 1) so that
Using Littlewood's Inequality (see [11, p . 55]), we get
where in (*) we used Holder's Inequality. Hence
Note that
In particular,
Thus C = 2 (2c · C 1 · λ) 1/θ is the desired constant.
Recovering the previous Extrapolation Theorems
4.1. The Extrapolation Theorem for absolutely p-summing linear operators. Note that a continuous linear operator T : X → Y is absolutely p-summing if and only if it is RS-abstract p-summing with E = X × X and G = R and K = B X * , with the weak star topology, H(X; Y ) = L(X; Y ) and R and S are defined by:
Since the hypotheses of Theorem 3.1 are straightforwardly satisfied, we recover the classical Extrapolation Theorem (Theorem 1.1). 
The Extrapolation Theorem for
where B X # is the unit ball of the Lipschitz dual X # of X. The infimum of all such C is denoted by π So, from Theorem 3.1 we recover the Extrapolation Theorem due to D. Chen and B. Zheng [7] : 
