Introduction and notation.
Let us introduce some notation and terminology. We set R = 1 (for the case of holomorphic functions on the unit disc) and R = +∞ (for the case of entire functions). 
Spaces of type H ∞ v appear in the study of growth conditions of analytic functions and have been investigated in various articles since the work of Shields and Williams, see e.g. [2] , [3] , [5] , [6] , [9] and the references therein.
We recall some examples of weights:
α with α > 0, which are the standard weights on the disc,
, where p ≥ 2 and log + r = max(log r, 0).
Given an analytic function f on D or C, we denote by σ n f the n'th Cesaro mean of f ; i.e. the arithmetic mean of the first n Taylor polynomials of f . In this case, one has M (σ n f, r) ≤ M (f, r) for each 0 < r < R. 
v . Moreover, it gives an elementary, direct, but not trivial, proof of the formula of the distance due to Perfekt [7] . The corresponding result for the case of Bloch type functions is obtained as a consequence in Corollary 2.5.
Results.
Given f ∈ H ∞ v we clearly have lim sup |z|→R v(z)|f (z)| = lim sup r→R M (f, r)v(r) = lim r→R sup s≥r v(s)M (f, s).
Remark 2.1. It is easy to see that, for each
Indeed, this follows from the fact that
To prove the theorem we begin with the following
Then, for each ε > 0 and m ∈ N there is n ∈ N, n > m, such that with ρ
Proof. The last equality follows from the facts that σ n f ∈ H (1) sup
Since f is continuous on r 0 D, the n'th Cesaro means of f satisfy σ n f → f as n → ∞ uniformly on r 0 D. Put ρ := 1 − τ 1 + τ and fix 0 < δ such that (2)
If r 0 ≤ s < R then we have, in view of (1),
From the definition of ρ we get
Hence (1), (2), (3), (4) and the assumption of the lemma yield
The proof is complete. 
Proof. (of Theorem 2.2) Let f ∈ H
Put ρ 1 = (1 − τ 0 )/(1 + τ 0 ) and f 0 = f . We proceed by induction and suppose that we have already selected
r)v(r).
A simple calculation shows
Find ε m > 0 such that
and
Observe that τ m < τ m+1 < 1. Then Lemma 2.3 yields n m+1 > n m such that, with
we have
(5) and (7) yield lim m→∞ τ m = 1 since (τ m ) is an increasing bounded sequence. On account of (6) we obtain
This implies that
0 ||f || v for all k, as it follows from (9) . Therefore, we can apply (8) and (9) 
One of the referees pointed out that our construction reminded her/him of a construction in [1] , where the authors prove a proximinality result for bounded operators. ∑ n k=0 z k for each n ∈ N. We have, for each n, P n ∈ H 0 v and
(3) The proximinality in Theorem 2.2, i.e. the existence of the minimizer g, also appears in Perfekt [8] as an abstract consequence of the fact that H
Moreover, by further abstract M -ideal theory, the minimizer for a given
v is never unique; see [4] . This was pointed out to us by one of the referees, who also emphasized that we give a very explicit construction, which these references do not.
Let v be a weight on the unit disc D; i.e. R = 1. The weighted Bloch space is defined by
and the little Bloch space
They are Banach spaces endowed with the norm || · || Bv . The classical Bloch space B and little Bloch space B 0 correspond to the weight v(z) := 1 − |z| 2 . Among the many references on these spaces, we mention Zhu [12] , for example.
Define the bounded operators S : Finally we mention the weighted spaces of harmonic functions for a given weight v on {z ∈ C; |z| < R}. Let h 
