Abstract -In this paper, we propose an implementation of Content-Based Video Retrieval (CBVR) using Speeded-Up Robust Features (SURF). Given an image as a query, the application looks through a set of videos and pick the ones contain frame similar to the image query. Our objective is to measure the performance of the algorithm. The performance is measured using three variables: recall, precision, and running time. We used two sets of samples to perform the test: in-frame and not-in-frame. Furthermore, we limit the samples only to contain these 5 categories: body parts, kitchen and eating utensils, fruits, and pets. The test shows the program gives a 57.75% average recall value and 37.5% precision value for not-in-frame test, while the in-frame-test gives 51% and 59% for recall and precision value respectively. Moreover, the running time data shows there is no relation between in-frame/not-in-frame and speed. Running time performance highly depends on the image query and the length of the video.
I. INTRODUCTION
One of the most popular subject in information retrieval is video retrieval; a subject that discuss a method to collect valuable or related information from a video. With the massive amounts of videos available on the internet, video retrieval is important to automatically search through the contents. Automated copyright infringement search engine and video-based face detection are two of the many examples of video retrieval implementation. Both of these examples is practically impossible to be performed manually by humans due to the massive amount of content available. To tackle this problem, some researches have developed a method to automate this process.
The early phased of video retrieval is based on keywords attached the the video. The idea of this method is simple; given a set of videos, the algorithm will look through the video's keywords and find the one similar to the query given by the user. While the implementation is easy and can be accurate, this concept highly depends on the availability of the keywords. Hence, the method requires human intervention to provide the suitable keywords and cannot be fully automated by computers.
To make it fully automated, the system must have the capability to gather and process video content such as color, shape, and texture, and conclude the content based on the gathered information. Speeded-Up Robust Features (SURF) algorithm is capable to perform this task by detecting local features of an image. Published by Herbert Bay in 2006 [1] , this algorithm is fast enough to detect the features in an image, hence it is suitable to be performed in a video retrieval which contains massive amount of images. Closely related to this research is a work Asha et al. [6] that developed a content based video retrieval based on SURF. The result gives a 78% accuracy in detecting objects in videos.
In this paper, we would like to present a performance test of a SURF-based CBVR system. Similar to the work by Asha et al., our objective is to investigate the performance of SURF-based CBVR using a different set of samples. To perform the test, we build a CBVR application based on SURF detector. Later, we collect categorized video and image samples to be used on the test. During the test, we collect the necessary data for performance observation. We use two measurements to value the performance: accuracy, and run-time. Moreover, we measure accuracy by collecting precision and recall values from the test.
II. RELATED WORKS

A. Content Based Video Retrieval
Video content retrieval or Content Based Video Retrieval (CBVR) is a method of retrieving content-based video files based on the visual features of the video. In this context, the [10] . The system proposed on this paper however uses local features. The overall process of the whole system is shown in figure 1 below. The first step of CBVR is video segmentation. The purpose of this process is to split the videos into parts with meaningful sections called segments. While segmenting video can be done easily by user, computer-automated unsupervised segmentation process is complicated.
The segmentation process can be summarized as follow: Given a video with number of frames, the segments of where are represented as . These segments are then processed by implementing shot boundary detection. The objective of this process is to define a group of consecutive frames that are temporally and visually close to each other using an auto dual threshold approach. A single shot can be defined as where . The next step is to pick a key frame that can represent a scene from a segment. Usually, key frames selection can be performed by looking for a frame with the least difference from the other frame. In our system, we use SURF algorithm to perform feature extraction.
B. Speeded-Up Robust Features
Speeded-Up Robust Features (SURF) is an algorithm to detect and local feature of an image. It is capable to detect a specific feature that represent the image. This feature usually called local descriptor. Introduced by Bay et al [1] , SURF performance is capable to outperform other implementation of interest point detector proposed by Harris et al. [2] and Lindeberg et al. [3] . Both of these research is capable to detect interest point based on corner while Lindeberg's research is capable to perform a scale invariant detection.
Many feature extraction researches use SURF as its descriptor. Huang et al. developed a wood image retrieval using SURF descriptor [7] to extract the feature of wood image, which can be used to automate plant species detection. Kim et al. developed an automated face detection using SURF as its descriptors and Support Vector Machines as its classifiers [8] .
SURF uses Hessian matrix for its detector since it has a considerably good performance in both time and accuracy. Given a point in an image I, the Hessian matrix in at scale is defined as follows: (1) where is the convolution of the Gaussian second order derivative with the image in point , and similarly for and .
For descriptor, SURF is heavily based on previous work proposed by Lowe called Scale-Invariant Features (SIFT) [4] . It is considered as a descriptor with the best performance [5] . It begins with constructing a square region centered around the interest point. The region is then split up regularly into smaller 4x4 square sub-regions. We then compute a simple feature at 5x5 regularly spaced sample points and calculate the Haar wavelet response in horizontal direction ( and in vertical direction ( ). Based on these values, we define a four-dimensional descriptor vector for each subregion is defined as follow: (2) Hence, each region with 4x4 sub-regions will have a descriptor of length 64.
III. IMPLEMENTATION
Our implementation consists of two process: development of the software and the test and observation. We decided to build our own system so we have a thorough understanding and control over the internal process of the system which is important to optimize the process.
In this test, we use a quad core i5 @ 2. 
A. System Development
To test our application, we built a system based on the proposed algorithm. The application consists of two parts: detector and descriptor. Detector is responsible in segmenting videos, selecting key frames, and extracting the features from the key frames. Figure 1 is the interface for adding videos to the database.
Fig. 2. User Interface of detector
The second system is descriptor system that performs matching based on image query. User pick an image from a file and by pressing the search button, the system will search related content on the video. 
B. Tests and Results
For the testing purpose, we have collected 20 videos divided into 4 categories; body parts, eating utensils, fruits, and pets. We chose these categories since we have not found any research using these objects as their samples. We also build a set of images that will be used as query image. The images are divided into two group: in-frame samples and not-in-frame samples. In-frame samples are images taken from the video sample, which is similar to the key frame but not the key frame itself. On contrary, not-in-frame sample contain images similar to the in-frame samples but not taken from the video.
The first step of the system is to collects key frames from the sample videos. Table 1 below shows the detailed data of the video. fr2  36  457  39  Apple  fr3  18  305  20  Lemon  fr4  21  617  23  Orange  fr5  15  177  17  Kiwi   Pet  Animal   pa1  36  1111  38  Cat  pa2  49  1174  52  Cat  pa3  33  1021  35  Cat  pa4  18  571  20  Dog  pa5  39  1201  41  Dog As for the query, we split the set into two categories: inframe query and not-in-frame query. Figure 4 shows examples of in-frame and not-in-frame query. In the first test, we enter not-in-frame images and run the program. As shown in table 2 below, our system is capable to find 2 from 3 videos containing hand sequence which gives a 66% recall value. However, the system also picked 6 DOI 10.5013/IJSSST.a.19.03.07 7.4 ISSN: 1473-804x online, 1473-8031 print others videos that does not contain hand which gives a 25% precision value. Other categories also had the same result that the system is capable to have a acceptable recall value but failed to perform at precision value. However, in the last category (animal), the system was able to find one video related to the query (hence 100% precision) but failed to recognize the other two related videos (25% recall). On average, not-in-frame test gives an average value 62.25% and 37.5% for precision and recall value respectively. Runtime observation shows that query_3 (apple) gives the best performance amongst all query due to the system match apple in almost all videos (18). The average run-time performance is 73.57 seconds. In the second test, we entered in-frame query and collected the precision and run-time performance data. The behavior is similar with apple images resulted the most match hence the lowest precision value (0.18%). It is interesting to see that query image fr1 that contains all fruits, as shown in figure 3 , could be matched to all fruit based videos. It is interesting to notice that in-frame test shows a significant increase in run-time performance with average value 115.9 compared to 73.57 for not-in-frame test. However, precision and recall value for in-frame test are 51% and 59% respectively. Table 3 shows a sample of data collected from in-frame test. In this research, we have managed to build a content based video retrieval based on image using Speeded-Up Robust Features (SURF). We use 20 videos as the source videos. We test the system with in-frame and not-in-frame images to test the precision performance. The not-in-frame test gives a 25% average precision value and 66% average recall value while the in-frame tests gave a 59% precision value and 51% recall value. Moreover, running time performance data gives a 73.56 seconds for not-in-frame images and 121.67 seconds for in-frame images.
In our current test, we use random categories for both images and videos. While we are confident that the behavior will be similar regarding the data, it would be interesting to see the relation of performance based on the criteria of videos and images used in the test. Our next research will focus on understanding the performance behavior of SURF based on a specific category of videos. Understanding this behavior will give a slight idea how to optimize the algorithm based on a particular category.
