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A computação em nuvem surgiu como um modelo computacional inovador que permite
que usuários acessem recursos com alto poder computacional de forma distribuída e com
baixo custo. Uma execução adequado de aplicações em nuvem requer o provisionamento
apropriado de recursos. Monitorar tais aplicações para criar históricos de execução é uma
alternativa adequada para desenvolver modelos de predição de uso de recursos das má-
quinas virtuais na nuvem. No entanto, essa abordagem não é trivial quando se deseja
viabilizar o provisionamento dinâmico de recursos nas máquinas virtuais. Nesta disserta-
ção foi definido um modelo de monitoramento, predição e provisionamento dinâmico de
recursos na nuvem computacional através do uso de um sistema multiagente. Os agentes
utilizam raciocínio lógico com regras de inferência através de uma abordagem de intera-
ção cooperativa. O modelo foi validado com um estudo de caso utilizando um simulador
ambiental denominado MASE-BDI. O modelo de predição com regressão linear múltipla
alcançou 96, 41% de acerto no uso de CPU e 94, 72% no tempo de execução. Os resultados
experimentais demonstraram a potencialidade da proposta, uma vez que o uso médio de
CPU ficou acima de 76%, além de manter um equilíbrio entre o uso de CPU, o tempo e
o custo das execuções.
Palavras-chave: Computação em Nuvem, Sistema Multiagente, Predição de Recursos,
Elasticidade, Racionalidade Baseada em Regras
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Abstract
Cloud computing has emerged as an innovative computing model that allows ordinary
users to access distributed computing resources with low cost. Monitoring the applications
to create historical execution records in the cloud is an adequate approach to develop
prediction models. Nevertheless, this is not a trivial approach when the intention is
to allow dynamic provisioning of resources. This Msc dissertation proposes a multi-
agent system to monitor, predict and dynamic provisioning of resources in the cloud in a
transparent way, assuring elasticity and a better use of allocated resources. Agents use
logical reasoning with inference rules through a cooperative interaction approach. The
model was validated in a case study with the MASE-BDI environmental simulator. The
prediction model using multiple linear regression achieves 96.41% hit of CPU use and
94.72% of execution time. The experimental results demonstrate the potential of the
approach since the medium CPU use is over 76%, keeping the balance among the CPU
use, time and cost of the executions.




AgentSpeak - Agent-Oriented Programming Language.
AM - Agente de Monitoramento.
API - Application Programming Interface.
BC - Base de Conhecimento.
BDI - Modelo de raciocínio Belief, Desire, Intention.
BRMS - Business Rules Management System.
CLIPS - C Language Integrated Production System.
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CPUUsed - Uso Médio de CPU.
CPUUsedLog - Uso Médio de CPU dado em Logaritmo.
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GM - Gerente de Monitoramento.
GMV - Gerente de Máquinas Virtuais.
GRIDM - GRID Manager.
HD - Disco Rígido (Hard Disk).
HFD - Host Fault Detection. (Container Table).
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A expansão das tecnologias envolvidas com a Internet fez surgir novas ferramentas e mo-
delos computacionais que de alguma forma respondessem as necessidades dos usuários.
Um dos principais modelos é a Computação em Nuvem, que apresenta soluções que en-
volvem transparência, escalabilidade, elasticidade, entre outras várias vantagens. Além
disso, computação em nuvem traz maior controle na utilização dos recursos e liberdade
para o usuário decidir o quanto e quando usar recursos e serviços contratados. O desen-
volvimento de aplicações voltadas para o ambiente de nuvem computacional deve buscar
melhoria da utilização dos recursos, de modo a utilizar somente o necessário de forma
inteligente. Assim, as aplicações devem ter uma arquitetura centrada na melhoria do uso
dos recursos providos pela nuvem otimizando tempo e recursos [1].
O rápido crescimento da Computação em Nuvem ocorre por várias razões, mas é pos-
sível classificá-las em três principais categorias [2]. A primeira é pelo mercado, formado
pelas grandes empresas de tecnologias (Google, Amazon, Microsoft, entre outras) uma
vez que suas pesquisas e trabalhos têm interesse econômico oferecido por esse paradigma.
Nesse novo modelo o cliente paga pelo que usa (pay-per-use) e a empresa pode redis-
tribuir seu poder computacional entre vários clientes. O segundo motivo para justificar
o rápido crescimento foi a maturidade dos componentes tecnológicos internos a nuvem,
como hardwares, servidores, clusters de alta disponibilidade, computação em grid e tec-
nologias de virtualização, em que é baseado o paradigma computacional da nuvem. A
aceitação positiva do público é outro fator fundamental para seu desenvolvimento rápido.
Com a possibilidade do usuário ter acesso a seus dados, a qualquer momento em qualquer
lugar, transferindo para o provedor a responsabilidade pela disponibilidade e segurança,
aumentou a aceitação do público geral. A exemplificar, empresas e startups que estão se
estabelecendo no mercado não precisam adquirir e gerenciar grande poder computacional
físico, uma vez que podem contratar o mesmo poder em uma provedora de nuvem com
menor custo financeiro [3] [2].
Segundo [4] [5], a Computação em Nuvem é composta algumas por características
essenciais. Essas características dizem quais elementos são fundamentais e pontos nos
quais se deve centrar a atenção dos projetistas ao desenvolver modelos (arquiteturas,
aplicações, entre outros) para ambiente de nuvem: (1) os recursos sob demanda estão
ligados ao fornecimento de poder de processamento, armazenamento e memória e podem
ser adquiridos unilateralmente de acordo com as solicitações do usuário; (2) o amplo acesso
à rede permite ao usuário ter acesso aos serviços a qualquer momento e em qualquer
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dispositivo; (3) pooling de recursos, no qual os provedores agrupam os recursos para
servir múltiplos usuários, ajustando de acordo com a demanda; (4) elasticidade, que
permite adquirir recursos de forma rápida e dinâmica, muitas vezes automaticamente; e
(5) serviço medido, em que os provedores controlam e otimizam a utilização de recursos
por meio do monitoramento.
Com base no monitoramento dos recursos, um gestor ou projetista pode ajustar a
alocação de recursos para cada perfil de usuário, buscando otimizar a distribuição dos re-
cursos disponíveis para um maior número de usuários. Tomadas de decisões para garantir
serviços como elasticidade e provisionamento dinâmico de recursos levam em consideração
os dados capturados no monitoramento. Com um maior grau de inteligência nas tomadas
de decisões, foi obtido ainda mais dinamismo.
Sistemas Multiagentes (SMA) uma sub-área de Inteligência Artificial, o uso de agentes
inteligentes é uma forma de solução para tomadas de decisões em ambientes complexos
e dinâmicos. O uso SMA em ambientes com essas características tem muitas vantagens,
uma vez que pela sua própria definição, o comportamento e ações dos agentes são baseados
no que eles percebem do ambiente [6].
1.1 Caracterização do Problema
Pela incerteza das necessidades de recursos que uma aplicação pode precisar, a possi-
bilidade de um modelo que possa predizer e estender recursos, em tempo de execução,
torna-se muito importante. Isso permitirá que a aplicação submetida continue sua execu-
ção em condições não contratadas, mesmo que seu comportamento não esteja de acordo
com o que foi alocado inicialmente.
Para que sejam executadas as aplicações são criadas instâncias de máquinas virtuais
(MV). Em casos de complicações em alguma das execuções faz-se necessário recriar novas
instâncias de MV e nesses casos é importante que as execuções já concluídas não sejam
perdidas e que seus resultados sejam mantidos.
Conforme o cenário apresentado, pode-se citar como questão de pesquisa: é possível
definir um modelo de monitoramento e alocação dinâmica de recursos para execução do
MASE-BDI em nuvem computacional, utilizando agentes inteligentes que deliberem de
maneira autônoma sob o desperdício de recursos?.
Neste sentido, este trabalho assume como hipótese que é possível definir com agentes
de dedução lógica um modelo de alocação de MV baseado em histórico de utilização dos
recursos para otimizar a predição de tempo e uso de recursos e o provisionamento dinâmico
na execução do MASE-BDI na nuvem.
1.2 Objetivos
O objetivo geral desse trabalho é a definição e implementação de uma solução SMA
inteligente validada em ambiente real que utilize agentes autônomos para o monitoramento
e alocação dinâmica de recursos em nuvem computacional, visando executar o MASE-BDI
com o menor custo e tempo, minimizando o desperdício de recursos.
Para alcançar o objetivo geral descrito podem ser citados os seguintes objetivos se-
cundários:
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1. definir um modelo de autonomia dos agentes para execução do monitoramento e
alocação dinâmica de recursos em nuvem;
2. determinar um modelo de predição de uso recursos por meio do histórico e compor-
tamento do MASE-BDI.
Conforme os objetivos descritos, a presente dissertação de mestrado apresenta um mo-
delo de agentes inteligentes que realiza monitoramento, alocação dinâmica e elasticidade
para aplicações submetidas em ambiente de nuvem. Busca garantir através das caracte-
rísticas do ambiente que as aplicações sejam executadas e concluídas de forma otimizada.
Para validar o modelo proposto foi utilizada uma ferramenta desenvolvida no Depar-
tamento de Ciência da Computação da UnB, o MultiAgent System for Environmental Mo-
deling (MASE). O MASE é um simulador ambiental de uso e cobertura da terra baseado
em um modelo de agentes inteligente. O MASE tem uma segunda versão que utiliza um
modelo Belief-Desire-Intention no raciocínio dos agentes, a qual foi denominada MASE-
BDI [7] [8]. No MASE-BDI o comportamento interno dos agentes é não determinístico,
necessitando de recursos de infraestrutura de forma dinâmica, o que aumenta o desafio
de monitoramento e predição de recursos na nuvem computacional.
1.3 Metodologia e Estrutura do Documento
Este trabalho de mestrado tem natureza empírica com propósito de pesquisa exploratória
e abordagem qualitativa. Foi feita uma pesquisa bibliográfica e realizado um estudo de
caso. Uma investigação sobre SMA e Computação em Nuvem foi realizada, para que se
pudesse definir um modelo arquitetural baseado em agentes para realizar os serviços de
nuvem de forma cooperativa. Paralelamente, frameworks de SMA foram pesquisados com
o propósito de buscar as ferramentas adequadas que atendessem as necessidades desejadas
para o modelo. Foi realizado um estudo dos conceitos relacionados à Computação em
Nuvem, com o objetivo de identificar características e serviços ofertados nesse ambiente
incluindo a visão do estado da arte. Após identificados, foram definidos comportamentos
necessários para executar as aplicações em nuvem desfrutando dos principais benefícios
encontrados.
Na sequência, foi implantado um protótipo com o modelo de agentes autônomos de-
finido para garantir o monitoramento e a alocação dinâmica de recursos em nuvem com-
putacional. O estudo de caso para validação da proposta utilizou uma ferramenta desen-
volvida para desktop na linguagem JAVA, denominado MASE-BDI [7]. O MASE-BDI foi
a ferramenta escolhida por ser não determinística e suas execuções são dinâmicas, tanto
para o tempo de execução quanto para ao uso de recursos alocados.
Os resultados das execuções do MASE-BDI em um ambiente de nuvem foram avaliados
segundo metodologia empírica de seu comportamento com execuções em MVs na nuvem.
Os resultados do tempo, custo e utilização dos recursos de um conjunto de execuções do
MASE-BDI são comparados com e sem o modelo desenvolvido. Por meio dos resultados
foi possível comparar os ganhos com as execuções utilizando o modelo, possibilitando
responder a questão de pesquisa inicialmente proposta.
Conforme os objetivos definidos considera-se que a principal contribuição dessa disser-
tação é a definição de um modelo de agentes inteligentes, que utiliza regras de inferência
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para garantir o monitoramento, provisionamento dinâmico e elasticidade horizontal para
execução de aplicação em nuvem computacional. Foi definido uma arquitetura e imple-
mentado um protótipo para que a aplicação que antes não tinha seu foco em nuvem
computacional, agora possam ser executada em um ambiente de nuvem obtendo todos os
benefícios da mesma. Para alcançar os objetivos descritos serão comparados os experi-
mentos com trabalhos correlatos da literatura.
Conforme a metodologia descrita foi redigida essa dissertação em seis capítulos. No
Capítulo 2 se faz uma apresentação em uma revisão dos principais conceitos sobre SMA,
modelo de Racionalidade em regras e Computação em Nuvem. Conceitos de serviços em
nuvem computacional também são reunidos nesse capítulo, uma vez que são abordados
serviços específicos da nuvem nesse trabalho.
No Capítulo 3 são apresentados os trabalhos correlatos, comparando os pontos em que
existe convergência e nos quais se distanciam da presente dissertação.
No Capítulo 4 se faz a apresentação da proposta de solução do trabalho, sendo descrita
a arquitetura geral do modelo, assim como cada camada do modelo implementado, de
forma que se faz a apresentação e descrição dos agentes e as regras de inferência utilizadas
para implementar a racionalidade de cada agente.
No Capítulo 5 são mostrados os experimentos realizados com a aplicação submetida
em diferentes cenários de MV em nuvem. Ainda se apresentam os experimentos com a
aplicação submetida sendo executada em um ambiente de nuvem, com e sem o modelo
proposto nesse projeto. Os resultados também são apresentados como forma de expressar
os acertos do modelo.





São apresentados neste capítulo conceitos de SMA e Computação em Nuvem, áreas emer-
gentes de grande importância para pesquisa e para o mercado. É apresentada a base
teórica para o desenvolvimento de SMA e o formalismo para representação do conheci-
mento baseado em regras. São mostrados os serviços básicos e as principais características
de uma nuvem.
2.1 Sistemas Multiagentes
Inteligência Artificial (IA) é a área da Ciência da Computação que aborda questões de
automação do raciocínio. As definições de IA vão além desta, a exemplificar tem-se a ideia
de um sistema que realiza tarefas e resolve problemas de forma racional, assimilando-se a
inteligência humana [9]. Para dizer que tem uma forma racional, um sistema inteligente
pode tratar incertezas, inferências e reflexos.
Ainda em IA, existe uma categoria de sistemas que buscam soluções por meio de en-
tidades distribuídas. SMA é uma subárea de IA distribuída. O estudo e uso de SMA
em contextos reais e fictícios têm se tornado cada vez maior e mais importante. Um dos
principais motivos para essa importância é o fato dos agentes possibilitarem determinar
comportamentos e tomar decisões baseados no que se percebe do ambiente [6]. Além de
conseguirem reproduzir comportamentos e características heterogênicas, em que é neces-
sário um gerenciamento maior na tomada de decisões ao buscar soluções de problemas.
2.1.1 Agentes
Agentes são entidades computacionais capazes de perceber seu ambiente por meio de
sensores e agir sobre ele por intermédio de atuadores, como ilustrado na Figura 2.1 [9].
Segundo [10], um agente é uma entidade computacional situada em um ambiente em que
é capaz de realizar ações de forma autônoma para atingir seus objetivos. O projeto de um
agente pode ser representando pelo PAGE (Perceptions, Actions, Goals e Environment).
Na Tabela 2.1 é apresentado o exemplo de PAGE do agente táxi automatizado [9]. O
agente apresentado tem os objetivos de buscar e levar os passageiros em segurança, maxi-
mizar lucros e obedecer as leis de trânsito, de forma que as percepções ocorrem por meio
de imagens de vídeo, acelerômetros, medidores, sensores de motor e volante. Pela própria
definição do agente, suas ações são as de um motorista de táxi, tais como dirigir, acelerar,
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frear, buzinar e falar. Todas suas ações e comportamentos estão dentro do ambiente no
qual um taxista está inserido, ruas, parques e rodovias.
Figura 2.1: Arquitetura geral de um agente (traduzida de [9]).

















Chegar ao destino com segurança
Maximizar lucros
Obedecer leis de trânsito






Segundo [6], um agente é um sistema computacional capaz de agir de maneira autô-
noma e flexível em um ambiente. Para isso é necessário apresentar características de (1)
reatividade – perceber o ambiente e responder a mudanças; (2) proatividade – decidir
por si mesmo o curso de ação para atingir seus objetivos; e (3) sociabilidade - interagir
com os demais agentes em situações complexas por meio de negociação, cooperação e
coordenação.
Segundo [9], existem cinco tipos de agentes: agentes reativos simples, agentes reativos
baseados em modelos, agentes baseados em objetivos, agentes baseados na utilidade e
agentes com aprendizagem apresentados na Seção 2.1.4.
2.1.2 Ambiente
Tão importante quando o agente é o ambiente em que o mesmo estará inserido. É fun-
damental que seja definido, tanto ambientes virtuais quanto ambientes físicos. O agente
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irá utilizar seus sensores para perceber o ambiente, tomar decisões e realizar suas tarefas.
De acordo com [9] é possível classificar um ambiente de acordo com suas características.
O ambiente pode ser classificado dentro de cinco características, determinando seu tipo:
1. Determinístico x Estocástico: um ambiente é determinístico quando o estado atual
e as ações dos agentes influenciam nos próximos estados, ou seja, previsível; senão,
é estocástico. Um ambiente é determinístico ou estocástico de acordo com o ponto
de vista de um agente;
2. Episódico x Sequencial: em ambientes episódicos os estados são divididos em forma
segmentada e atômicos, tornando-os simples, uma vez que o agente não se preocupa
com o futuro. Por sua vez, um ambiente sequencial a decisão dos agentes poderá
afetar todas as decisões futuras;
3. Totalmente observável x Parcialmente observável: no ambiente totalmente observá-
vel os sensores do agente têm acesso total ao ambiente todo o tempo. No Ambiente
parcialmente observável os sensores não conseguem ter acesso total ao ambiente,
isso pode acontecer pela complexidade do ambiente ou por limitação dos sensores;
4. Dinâmico x Estático: se o ambiente muda, enquanto o agente está realizando suas
ações, pode-se dizer que ele é dinâmico, senão é estático. Se o ambiente não muda
com a passagem do tempo, mas a performance do agente sim, então ele é semi-
dinâmico;
5. Discreto x Contínuo: em ambiente discreto existe um número distinto e visivelmente
definido de percepção e ação em cada estado do ambiente. Em ambientes contínuos
as percepções e ações mudam em um espectro contínuo de valores.
Ainda, seguindo o exemplo do agente taxista, na Tabela 2.2 são apresentadas as ca-
racterísticas para o ambiente do táxi automatizado.
Tabela 2.2: Classificação do ambiente para o táxi automatizado.
Característica Valor
Determinístico x Estocástico Estocástico
Episódico x Sequencial Sequencial
Totalmente observável x Parcialmente observável Parcialmente observável
Dinâmico x Estático Dinâmico
Discreto x Contínuo Contínuo
Um carro em ambiente urbano pode percorrer por toda cidade (ambiente), mas a per-
cepção dele é limitada aos sensores ativos. Dessa forma, a percepção do taxista é limitada
ao espaço e tempo de captura de suas percepções. Então, o agente taxista automatizado
tem seu acesso parcial ao ambiente. O trânsito possui uma grande quantidade de variá-
veis, tais como: pedestres, sinalização, acidentes entre outros, ou seja, o ambiente é não
determinístico, dinâmico, é sequencial e não episódico.
2.1.3 Comunicação
Em [9] encontra-se a definição de comunicação, sendo a troca intencional de informações
provocada pela percepção de um sistema compartilhado. Assim, a linguagem é um sistema
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de mensagem crucial na representação do conhecimento, e está fortemente centrada na IA,
além disso segue uma determinada estrutura. Quando o agente produz uma linguagem,
esta se apresenta como um ato comunicativo.
Segundo [11], a comunicação é primordial no desenvolvimento de SMA. Muitas vezes,
para um agente alcançar seus objetivos é necessário se comunicar com outros agentes,
não apenas com agentes de software, a comunicação é importante para com o usuário e
outros sistemas. A comunicação é fundamental para que os agentes cooperem, colaborem
ou negociem.
A interação entre agentes por meio de uma linguagem se denomina, de modo geral,
como linguagem de comunicação de agentes. No governo americano por volta dos anos 90
surgiu a Knowledge Sharing Effort (KSE), responsável por desenvolver várias linguagens
de comunicação de agentes. Uma das responsabilidades do grupo é desenvolver protocolos
para comunicação entre sistemas de informação autônomos. A primeira linguagem de
comunicação com grande impacto e amplitude foi desenvolvida pela KSE, chamada de
Knowledge Query and Manipulation Language (KQML) [12].
A linguagem KQML permite realizar troca de informação e conhecimento baseado
em mensagens. O formato da mensagem é definido de uma forma que o conteúdo não é
relevante, a linguagem se preocupa com a estrutura do protocolo. Por fim, a linguagem
KQML pode ser definida com uma ação performática e um grupo de parâmetros.
Performativas são enunciados que não podem ser classificados como verdadeiros ou
falsos. Segundo [13], as performativas da linguagem se classificam em cinco classes:
• Representativas - expressam uma crença do locutor em relação ao receptor, ou seja,
o locutor comunica que acredita na verdade do enunciado;
• Comissivas - expressam promessas. Mostra compromisso do locutor com um ação
futura;
• Declarativas - afirma fatos ao mesmo tempo que altera o estado do ambiente;
• Diretivas: expressam um pedido ou comando. É a performativa utilizada para
solicitações;
• Expressivas - expressam desculpas, agradecimentos ou estados psicológicos;
• Vereditos - expressam um julgamento.
A linguagem mais citada nas referências para comunicação de agentes é a FIPA-ACL -
Agent Communication Language 1. A Foundation for Intelligent Physical Agents (FIPA),
fundada em 1996, desenvolve padrões para sistemas baseados em agentes. Ela padronizou
a ACL para uso em sistemas baseados em agentes, assim como definiu outros padrões de
interação.
As performativas de comunicação FIPA-ACL, distribuídos em suas categorias, são
apresentados na Tabela 2.3.
1FIPA ACL Message Structure Specification - http://www.fipa.org/specs/fipa00061/
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Tabela 2.3: Performativas de comunicação da FIPA ACL.
Performativos Descrição
accept-proposal A ação de aceitar um propose previamente submetido paraexecutar uma ação.
agree A ação de concordar em executar uma request feita por outroagente.
cancel O agente quer cancelar um request anterior.
cfp O agente emite um convite à apresentação de propostas. Contémas ações a serem realizadas e quaisquer outros termos do contrato.
confirm O remetente confirma ao receptor a veracidade do conteúdo.
disconfirm O remetente confirma ao destinatário a falsidade do conteúdo.
failure Informe o outro agente de que um request anterior falhou.
inform Informa algo a outro agente. O remetente deve acreditar naverdade da declaração.
inform-if Usado como conteúdo de request para confirmar se umadeclaração é verdadeira ou falsa.
inform-ref Como inform-if, mas pede o valor da expressão.
not-understood Enviado quando o agente não entendeu a mensagem.
propagate Solicita que outro agente transmita a mesma mensagem para osoutros.
propose Usado como uma resposta a cfp. O agente propõe um acordo.
proxy
O emissor deseja que o receptor selecione os agentes de destino
indicados por uma determinada descrição e envia uma mensagem
a eles.
query-if A ação de perguntar a outro agente se uma determinadaproposição é verdadeira ou falsa.
query-ref A ação de pedir a um outro agente um dado objeto referenciadopor uma expressão.
refuse Recusa a execução uma determinada ação, explicando o motivo darecusa.
reject-proposal A ação de rejeitar uma proposta para realizar alguma açãodurante uma negociação.
request O remetente solicita que o receptor execute alguma ação.
request-when O remetente quer que o receptor execute alguma ação, quandoalguma proposição dada se torna verdadeira.
request-whenever
O remetente quer que o receptor execute alguma ação assim que
alguma proposição se tornar verdadeira e, depois disso, cada vez
que a proposição se tornar verdadeira executa a ação novamente.
subscribe
O ato de solicitar a intenção de receber notificações, quando um
valor de referência for modificado e de notificar novamente sempre
que o objeto identificado pela referência muda.
A FIPA padronizou uma semântica formal para a comunicação entre agentes. A
semântica criada faz relação a uma linguagem formal chamada Semantic Language (SL).
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Essa linguagem permite representar crenças, desejos e incertezas dos agentes, assim como
as ações que o agente pode executar. A semântica da linguagem da FIPA mapeia cada
mensagem ACL a uma fórmula SL, definindo um padrão de restrição que o remetente
precisa seguir caso queira utilizá-la como protocolo de comunicação.
2.1.4 Funções dos Agentes
Um agente é uma entidade computacional que percebe o ambiente, toma decisões e po-
dem realizar ações sobre o ambiente. Essa entidade computacional pode ser descrita por
funções. Essas funções fazem o mapeamentos de percepções em ações, que podem variar
de acordo com o nível de racionalidade do agente. No Algoritmo 2.1 está apresentado
uma simples representação do mapeamento. O agente tem uma percepção externa como
entrada, escolhe a melhor ação e retorna a ação escolhida. A memória é atualizada após
a ação realizada com os resultados.
Algoritmos 2.1: Função de mapeamento ação-percepção de um agente (adaptado de [9]).
1 funcao Agente_Esqueleto (percecao) retorna acao
2 estatico: memoria ← a memoria do agente sobre o mundo
3
4 memoria ← ATUALIZA_MEMORIA(memoria, percepcao)
5 acao ← ESCOLHE_MELHOR_ACAO(memoria)
6 memoria ← ATUALIZA_MEMORIA(memoria, acao)
7 retorna acao
A inteligência de um agente está ligada a seu conhecimento, seus recursos computaci-
onais e sua percepção [14]. [9] classifica os agentes em quatro categorias de acordo com o
seu conjunto de atributos:
1. Agentes Reativos Simples: racionalidade mais simples de todas as categorias. Suas
ações são mapeadas diretamente por meio de estruturas condicionais. Realiza ações
baseadas no reflexo, como fechar os olhos, quando uma luz forte está acesa perto do
mesmo, Algoritmo 2.2. Não são salvos em memória os resultados de seu comporta-
mento, apenas segue as regras implementadas, conforme a Figura 2.2;
2. Agentes Reativos com Registro de Estados: também reflexivo baseado em estruturas
condicionais, mas leva em consideração também o estado atual do agente. Leva
em consideração uma máquina de estado interno para encontrar a melhor ação,
Algoritmo 2.3. O estado futuro é guardado de acordo com a ação e o estado anterior,
conforme a Figura 2.3;
3. Agentes Orientados a Objetivos: Com um raciocínio mais elaborado, escolhe suas
ações levando a alcançar um ou vários objetivos. Junto aos estados, suas decisões
buscam ações que podem modificar o ambiente externo (Algoritmo 2.4). A ação é
eleita dentre um conjunto de possíveis ações. Os objetivos podem ser atualizados
de acordo com as mudanças no ambiente, os objetivos já alcançados e o estado do
próprio agente, conforme a Figura 2.4;
4. Agentes Orientados a Utilidades: outras variáveis alheias ao ambiente são levadas
em consideração, além de considerar os objetivos e ponderar a melhor ação a tomar.
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A escolha da melhor ação pode ser algo que tem influência no raciocínio do agente,
por exemplo a ação escolhida pode ser a mais econômica (Algoritmo 2.5). Muito
parecido com o agente orientado a objetivos, se diferindo pelo uso de uma métrica
de utilidade do agente, que influencia a escolha da ação e atualização dos objetivos,
conforme a Figura 2.5.
5. Agentes com Aprendizagem: podem atuar em ambientes totalmente desconhecidos
e se tornarem mais eficientes de acordo com seu conhecimento sobre o ambiente. Em
agentes sem aprendizagem, tudo o que o agente sabe foi colocado nele pelo projetista,
diferente de agentes com aprendizagem em que o agente eleva o seu saber conforme
descobre o mundo, conforme a Figura 2.6.
Algoritmos 2.2: Função de mapeamento ação-percepção de um agente reflexivo simples.
1 funcao Agente_Reflexivo_Simples (percecao) retorna acao
2
3 se percepcao = percepcao1 entao acao ← acao1;
4 ...
5 senao se percepcao = percapcao2 entao acao ← acao2;
6 ...
7 senao
8 acao ← acaoN
9 retorna acao
Figura 2.2: Arquitetura de agente reativo simples (traduzida de [9]).
Algoritmos 2.3: Função de mapeamento ação-percepção de um agente reflexivo com re-
gistro de estado.
1 funcao Agente_Reflexivo_Com_Estados (percecao) retorna acao
2 estatico: estado
3
4 acao ← Elscolher_Acao_Conforme_Estado_E_Percepcao(estado,percepcao);
5 estado ← Atualizar_Estado(acao,estado);
6 retorna acao
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Figura 2.3: Arquitetura de agente reativo baseado em modelo (traduzida de [9]).
Algoritmos 2.4: Função de mapeamento ação-percepção de um agente orientado a obje-
tivos.
1 funcao Agente_Orientado_A_Objetivos (percecao) retorna acao
2 estado: estado, objetivos
3
4 acao ← Eleger_Melhor_Acao(estado,percepcao,objetivos);
5 estado ← Atualizar_Estado(acao,estado);
6 objetivos ← Atualizar_Objetivos(estado,objetivos,percepcao);
7 retorna acao
Figura 2.4: Arquitetura de agente baseado em objetivos (traduzida de [9]).
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Algoritmos 2.5: Função de mapeamento ação-percepção de um agente orientado a utili-
dades.
1 funcao Agente_Orientado_A_Utilidades (percecao) retorna acao
2 estado: estado, objetivos
3
4 acao ← Eleger_Melhor_Acao(estado,percepcao,objetivos);
5 estado ← Atualizar_Estado(acao,estado);
6 objetivos ← Atualizar_Objetivos(estado,objetivos,percepcao,utilidade);
7 retorna acao
Figura 2.5: Arquitetura de agente reativo baseado em utilidade (traduzida de [9]).
Figura 2.6: Arquitetura de agente com aprendizagem (traduzida de [9]).
Um ambiente multiagente prevê a interação entre os agentes, seja para cooperar ou
para competir. Em geral, as suas interações são em prol de algum objetivo e/ou por
algum recurso. É interessante que os agentes realmente tenham tarefas em comum, ou
que possam se comunicar por meio de troca de mensagens, caso contrário não pode ser
considerado um sistema multiagente, é apenas um sistema de agentes com tarefas distintas.
Outra característica importante na ocorrência de agentes competitivos é a necessidade da
existência de regras de negociação para resolver os conflitos [15].
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As interações entre os agentes acontecem por meio de protocolos que definem como
deve ocorrer a sintaxe, semântica e sincronização da comunicação. Esses protocolos utili-
zam linguagens de comunicação e interação. Os protocolos, em geral, dependem de qual
framework o desenvolvedor utilizará para desenvolver o sistema multiagente [16].
2.1.5 Coordenação de Agentes
A coordenação de agentes é um aspecto muito importante, pois feito de forma errônea
pode ter efeitos catastróficos [17]. Dentro de SMA há propriedades importantes como:
a distribuição de atividades, a descentralização dos dados e a comunicação assíncrona.
Essas propriedades necessitam de algum tipo de coordenação dos componentes para que
todos os conflitos sejam solucionados na execução de cada tarefa dos agente e no alcance
dos objetivos de cada agente ou para um grupo de agentes [18]. Atribui-se a maior com-
plexidade desses sistemas à coordenação dos agentes, devido a necessidade de formalizar
como se darão as tomadas de decisão, o controle e a comunicação dos agentes.
SMA possui, naturalmente um controle global explícito. Dessa forma, o desenvolvedor
precisa escolher a estratégia de coordenação que melhor se encaixe na solução de seu
problema. A ideia de uma estrutura de agentes em hierarquia é amplamente utilizada, de
forma que existem gerentes que coordenam agentes [18]. No entanto, tem-se o problema
da centralização por vezes indesejável em sistemas distribuídos.
O planejamento de um grupo de agentes pode também ser deliberado por um gerente
ou um grupo. Quando dessa forma, os gerentes definem os planos e os subordinados, assim
diminuindo as ocorrências de conflitos e melhorando o uso de recursos compartilhados [18].
É importante definir o protocolo de coordenação dos SMA. No entanto, é um problema
não trivial a definição dessa coordenação, pois deve-se balancear a liberdade do agente,
sem interferir na sua autonomia deliberativa, mas permitir que os objetivos do grupo de
agentes sejam alcançados no processo de resolução do problema como um todo [9].
2.1.6 Protocolo de Interação
Algumas das principais características dos SMA são: a distribuição do controle, a des-
centralização dos dados e a comunicação assíncrona [19]. No entanto, a utilização de um
SMA requer o uso de mecanismos de controle de atuação coletiva, uma vez que os agen-
tes são autônomos, podendo trabalhar de forma cooperativa ou competitiva, em busca
de objetivos coletivos ou individuais. Esses protocolos de interação e comunicação são
essenciais na tecnologia de SMA, existindo várias abordagens para definir os mesmos [9].
Existem ferramentas de desenvolvimento de SMA que possuem os protocolos de inte-
ração e comunicação já implementados facilitando a utilização dos mesmo agentes imple-
mentados, como o Java Agent Development Framework (JADE) 2 [11] [18]. Conforme o
desenvolvimento aumenta, cresce a necessidade de novas instâncias de agentes de forma
a não centralizar muitas funções em um único agente. O controle desses agentes se torna
mais complexo, tendo em vista as características de distribuição de processamento e as
diversas tecnologias que podem ser utilizadas na solução. A troca de mensagens entre os
agentes também pode acarretar um gasto de processamento e memória, com a finalidade
de encontrar um equilíbrio ou até formas alternativas de comunicação.
2Java Agent DEvelopment Framework - JADE – http://www.jade.tilab.org/
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Ao se desenvolver um projeto de SMA, que possua características de raciocínio, distri-
buição deve utilizar mecanismos de coordenação, seja por cooperação, seja por competição.
Muitas estratégias de procolos de interação têm sido apresentadas como maneira de obter
melhor desempenho em SMA, diminuindo ao máximo a necessidade de intervenção hu-
mana. O uso de SMA como ferramenta em um modelo para nuvem computacional pode
apresentar diversas vantagens, por exemplo utilizando somente o necessário de recursos
tanto para gerenciar quanto para o uso da aplicação gerenciada, podendo ser inserido em
um ambiente de nuvem real.
[9] apresenta as seguintes características que um agente pode apresentar:
1. Sociabilidade: a capacidade do agente de interagir e se comunicar;
2. Mobilidade: poder transitar entre ambientes, quando necessário;
3. Veracidade: garantia de uma comunicação com informações verdadeiras;
4. Benevolência: capacidade de ajudar outros agentes a cumprirem seus objetivos,
desde que isso não conflite com os objetivos individuais;
5. Racionalidade: capacidade de agir sempre em busca dos próprios objetivos;
6. Aprendizado e Adaptação: capacidade de se adaptar e atualizar os objetivos de
acordo com as mudanças no ambiente.
Assim, os agentes podem interagir e trabalhar em torno de um objetivo comum.
2.1.7 Ferramentas para Desenvolvimento de SMA
O projeto de SMA pode fazer uso de ferramentas de desenvolvimento, uma vez que existem
meios para auxiliar o projetista. Assim, esta seção apresenta diferentes ferramentas para
desenvolvimento de SMA, expondo suas principais características.
O JADE é um framework implementado na linguagem Java, que segue as especificações
da FIPA. Permite interoperabilidade entre diferentes plataformas de softwares ou físicos,
como exemplo em plataformas web, desktop e mobile [6]. O JADE permite implementar
uma arquitetura na qual os agentes conseguem realizar trocas de mensagens, porém não
têm uma implementação explícita de racionalidade, não sendo possível, por exemplo, criar
agente com arquitetura baseada em belief–desire–intention software – BDI. Assim, fica a
cargo do projetista realizar a implementação explícita do modelo de racionalidade.
JADE eXtension – JADEX é um motor de raciocínio que segue o modelo belief-desire-
intention software – BDI [20]. O BDI é uma abordagem de racionalidade de agentes
inteligentes, apresenta uma teoria filosófica do raciocínio prático, tentando representar o
raciocínio humano dos seguintes pontos: crenças, desejos e intenções [21]. É uma extensão
do JADE, que possibilita a comunicação entre agentes utilizando troca de mensagens.
Implementado na linguagem JAVA e com XML permite o projetista declarar um conjunto
de descrição que representa suas crenças, objetivos e planos. Com essas descrições é
definida a racionalidade do agente.
Jason3 é um interpretador para a linguagem de programação orientada a agentes
AgentSpeak. Implementa a semântica operacional da linguagem, e fornece uma plata-
3http://jason.sourceforge.net/
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forma para o desenvolvimento de SMA, dando liberdade para o usuário criar característi-
cas personalizadas. Jason tem seu código aberto e é distribuído sob a licença GNU LGPL.
A troca de mensagem é feita com o padrão FIPA de interação, dessa forma é possível a
comunicação entre os agentes JADE e JADEX [22].
ZEUS4 é um ambiente que possibilita a construção de agentes. Já está incluso ao ZEUS
um mecanismo de regras, ferramentas para planejamento e visualização. Um ponto forte
é a extensão para projetos de web semântica DARPA Agent Markup Language (DAML)
e recursos de integração de Web Services. Desenvolvido pela British Telecomunnications
e foi implementado na linguagem JAVA, a mesma linguagem na qual os seus agentes são
criados [23].
Shell for Simulated Agent Systems – SeSam5, utilizando a linguagem JAVA permite
construir agentes de forma simplificada, mas também dá suporte ao desenvolvimento
de sistemas complexos, em que podem ser incluídas dependências entre os elementos de
forma dinâmica. Desenvolvido pela Universidade de Würzburgo, apresenta um ambiente
genérico para experimentação com simulação baseada em agentes. O SeSam traz um
ambiente de modelagem visual, um ambiente flexível de desenvolvimento na linguagem
JAVA, um módulo para definir situações na simulação e um sistema de análise integrado.
Os agentes projetados no SeSam podem se comunicar com agentes desenvolvidos nas
plataformas JADE e JADEX por meio de troca de mensagens utilizando o padrão FIPA-
ACL.
A Tabela 2.4 apresenta um resumo das ferramentas descritas nessa seção.







JADE Sim SMA distribuído, mode-
lagem simples
Lógica booleana, lógica
fuzzy, redes neurais, clas-
sificadores bayesianos e ár-
vores de decisão
Jadex Sim Modelagem BDI, exten-
são do JADE
Primariamente BDI




ZEUS Sim Modelagem de aplica-
ções orientadas a tarefas
Nenhum modelo explicita-
mente implementado
SeSam Sim Ambiente de modela-







2.2 Agente com Dedução Lógica
Como apresentado na Seção 2.1,existem várias funções para implementar o raciocínio
dos agentes que mapeiam as percepções em ações. Um agente reflexivo simples, por
exemplo, não possui conhecimento para agir, suas ações são reflexos diretos de percepções
de estados do ambiente. No entanto, problemas mais complexos carecem de um nível de
conhecimento para sua solução, neste sentido um modelo de tratamento de conhecimento
se faz oportuno. Em ambientes parcialmente observáveis e dinâmicos, a capacidade de
conhecimento é crucial para o agente. Quando o agente necessita que suas tarefas sejam
atualizadas de acordo com as mudanças do ambientes também é primordial a capacidade
de conhecimento [9]. Agente baseado em conhecimento tem a representação do mundo
em uma base de conhecimento (BC), que possui um conjunto de regras.
Utilizando uma BC um agente pode armazenar um fato, que represente a realidade
do mundo através de uma diretiva TELL, pode questionar a BC através de uma diretiva
ASK ou pode remover um fato por meio de uma diretiva RETRACT. Quando o agente
escreve a operação atualiza a BC e para que o agente leia, é solicitado uma sentença da
BC, que atenda ao atual ambiente. Existem operações básicas em agente baseado em
conhecimento como: (1) quando a BC é atualizada o agente percebe essa atualização de
conhecimento; (2) quando o agente executa uma ação, ele informa para a BC que foi
realizado uma ação. Com um agente baseado em conhecimento é possível tratar novos
fatos que ocorrem no ambiente para subsidiar a tomada de decisão dos agentes.
A Figura 2.7 apresenta a arquitetura de um agente baseado em conhecimento com
estas capacidades e características.
Figura 2.7: Arquitetura de agente baseado em conhecimento [9].
Na arquitetura apresentada na Figura 2.7 dentro do raciocínio/inferência é utilizado
um motor de inferência junto a BC para realizar associações, derivar novas representações
do mundo e escolher as melhores ações que o agente pode realizar. Ainda estão inclusas
as básicas funcionalidades de um motor de inferência, descrito na Seção 2.2.3. Alguns
modelos de representação de conhecimento exigem um mecanismo de raciocínio específico
associado, como regras declarativas, ontologias, árvores de decisão, entre outros.
Agentes baseados em conhecimento não possuem um mecanismo arbitrário para cal-
cular ações. De acordo com as definições TELL, ASK e RETRACT, agentes com essas
características possuem a habilidade de se adaptarem a mudanças do ambiente, podendo
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alcançar objetivos conforme as regras definidas na BC. É possível tornar o agente ainda
mais autônomo, uma vez que o mesmo pode aprender, o que lhe confere a capacidade de
identificar características ocultas do ambiente.
Russel & Norvig [9] definem os procedimentos de um agente baseados em conhecimento
genérico como mostrado no Algoritmo 2.6 (código adaptado), em que é considerada a BC
para as ações do agente.
Algoritmos 2.6: Função de mapeamento ação-percepção de um agente orientado a obje-
tivos.
1 PERCEIVE ( entrada ): percebe uma entrada
2 TELL ( BC, entrada ): informa à BC o que é percebido ( entrada )
3 ação ← ASK ( BC, inferência): consulta à BC para deduzir / inferir uma ação
4 TELL ( BC, ação): informa à BC a ação tomada
5 RETORNA ação: realiza ação
2.2.1 Representação do Conhecimento
A exteriorização inteligente prediz aquisição, armazenamento e inferência do conheci-
mento. O armazenamento do conhecimento só é possível ser feito, quando este conhe-
cimento possa ser representado. De acordo com [24], qualquer máquina que tenha um
comportamento inteligente necessita conter estruturas que permitam descrever proporci-
onalmente o conhecimento exibido.
A representação do conhecimento possui características desejáveis, quando se deseja
implementá-la. Essas características podem ser utilizadas como apoio na validação da
representação. As características são: definir claramente e explicitamente os objetos e
suas relações; deixar explícito todas as restrições do ambiente e dos objetos envolvidos; e
explicitar os detalhes relevantes e suprimir os irrelevantes.
Além das características citadas é importante que a representação possua: transparên-
cia, o que permite a compreensão do que está ocorrendo e sendo expresso; rapidez, para
possibilitar a escrita e a leitura na BC em um tempo aceitável; e que seja computável, o
que possibilita sua criação utilizando um procedimento computacional.
Para criar a representação do conhecimento, um engenheiro do conhecimento necessita
de um especialista do ambiente, a fim de elaborar sentenças e regras que podem representar
o conhecimento. Com as regras e sentenças modeladas é necessário que sejam validadas
em entrevistas, obtendo uma BC concisa e confiável.
Com a BC modelada e bem definida, o agente poderá ser inserido no ambiente para
qual foi implementado. E utilizando o comando TELL informa a BC o que percebe e
conhece, e com o ASK questiona as ações que serão realizadas para aquele estado, assim
como os procedimentos descritos no Algorítimo 2.6.
2.2.2 Raciocínio Lógico Baseado em Regras
Agentes com raciocínio lógico baseado em regras de inferência possuem uma BC formada
por regras fixas ou incrementais, além de um conjunto de fatos que variam de acordo com
ocorrências no ambiente. Uma BC pode ser formada por um conjunto grande de regras,
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necessitando portanto um motor de inferência com bom desempenho para processá-las
para não impactar a tempo de resposta do sistema.
Para representação do conhecimento faz-se necessário uma linguagem específica, que
possui uma sintaxe adequada para transmitir a informação de maneira que as estruturas
se organizem e se relacionem; e uma semântica que dá significado as estruturas de acordo
com o contexto. A linguagem pode ser denotada por formalismos lógicos, como a lógica
proposicional, lógica de primeira ordem, lógica descritiva, entre outros.
As cláusulas de Horn apresentam uma sintaxe, que retrata a ideia de consequência
lógica entre sentenças na forma clausal, como apresentado em [25] [9]. A sintaxe mostra
basicamente na forma "se A, então B", onde B é a consequência de A. Nesta expressão
denota-se que A é a condição necessária para a consequência, e B são as ações que serão
executadas de acordo com as regras que forem ativadas.
Regras de inferência são transformações sintáticas, que podem usar sentenças lógicas
para descobrir provas [9]. A forma normal conjuntiva (FNC) é introduzida como um
mecanismo de inferência pelo princípio da resolução. Através deste princípio, para dar
como verdade a sentença β ← α, deve-se concluir por contradição a equivalência lógica
¬β ∧ α na FNC seja não-satisfatível.
A inferência com cláusulas de Horn é o mecanismo utilizado por motores de inferência
baseados em regras, explicados na Seção 2.2.3, seguindo o princípio da resolução, o qual
pode ser feito por meio dos seguintes algoritmos [26] [9]:
• encadeamento progressivo: raciocínio dirigido a dados. Os fatos da base sobre os
quais é considerada a parte antecedente (condição, premissa) das regras, e sucedem-
se até que um objetivo ou ação seja alcançado;
• encadeamento regressivo: raciocínio dirigido a objetivos e subobjetivos.
É importante entender os encadeamentos lógicos (progressivo e regressivo) como es-
tratégias de busca de problemas. Dessa forma, estados intermediários correspondem às
hipóteses intermediárias pelo encaminhamento regressivo, ou conclusões intermediárias
por meio do encadeamento progressivo. No encadeamento regressivo, a explanação das
ações é feita com maior facilidade, tendo em vista que os objetivos são hipóteses co-
nhecidas. Este comportamento exibe um raciocínio dirigido a objetivos. Por sua vez,
no encadeamento progressivo, as ações possuem uma maior complexidade, uma vez que
através dos fatos percebidos sobre o ambiente e, a partir destes, criam-se novos fatos, de
maneira que se tentam encontrar os objetivos e deduzir suas ações. Com este comporta-
mento tem-se um raciocínio dirigido a dados.
Na Tabela 2.5 são apresentadas as principais características de cada encadeamento.
2.2.3 Motores de Inferência Baseados em Regras
Motor de inferência pode ser definido como um programa, que utiliza dados como BC
para encontrar soluções para determinados problemas, isso é possível com a combinação
de fatos e regras. A BC é formada por fatos e por regras, exemplo: SE condição ENTÃO
conclusão (e.g., A,B → C).
Um motor de inferência utiliza mecanismos gerais de combinação de fatos e regras, seu
funcionamento é feito de forma cíclica. Um ciclo pode ser descrito por duas etapas: (1)
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Tabela 2.5: Características dos encadeamentos progressivo e regressivo.
Encadeamento Progressivo Encadeamento Regressivo
Raciocínio para frente Raciocínio para trás
Raciocínio orientado pelos dados Raciocínio orientado pelos objetivos
Parte-se de sentenças (regras de inferên-
cia)
Parte-se de uma hipótese que se quer
provar
Problemas típicos: planejamento, pro-
jeto e classificação
Problemas típicos: diagnóstico
avaliação, que procura as regras possíveis de serem acionadas, em decorrência do estado
corrente da BC em escolha das regras ativas efetivamente; e (2) execução, modifica a BC.
Os motores de inferência são compostos pelos seguintes componentes [27]:
1. casamento de padrões: realiza o casamento entre as regras e os fatos, quando
feita a união são ativadas as execuções, seguindo uma determinada ordem para
solucionar possíveis conflitos;
2. agenda: controle da ordem de execução, garante que após as regras ativadas, sejam
executadas as tarefas na ordem e na prioridade correta; e
3. motor de inferência: responsável por executar as regras ativas e ordenadas na
agenda. A execução pode ser por encadeamento progressivo ou regressivo, permi-
tindo inclusive que sejam combinados os diferentes mecanismos de inferência.
Na Figura 2.8 são apresentados modelos de arquiteturas básicas de raciocínio baseado
em regras de produção, em que (a) foi estabelecido por [9] e (b) por [28].
Figura 2.8: Arquitetura básica de regras de produção.
Ferramentas
Na literatura de IA são citadas várias ferramentas para tratar regras de produção. Algu-
mas dessas ferramentas foram estudadas nesse trabalho e serão brevemente apresentadas.
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Drools [29] é uma solução de Business Rules Management System (BRMS), a plata-
forma de integração de lógica de negócios fornece uma ferramenta unificada e integrada
para Regras, Workflow e processamento de eventos. Desenvolvido na linguagem Java, é
um motor de inferência baseado em regras, seu mecanismo de inferência ocorre por encade-
amento progressivo e regressivo. Implementado em seu motor de inferência, os algoritmos
Rete [30] e Leaps [31]. O Algoritmo Rete é utilizado para determinar quais regras da BC
serão executadas conforme a memória de trabalho (fatos). O algoritmos Leaps realiza o
processamento das regras. Com esses algoritmos é possível realizar a junção de padrões
entre fatos (novos e/ou existentes) e regras. O Drools permite sua implantação em dife-
rentes tipos de projetos, uma vez que combina a inferência de regras com ocorrências de
eventos complexos, além de processos de auto-planejamento e workflows.
JESS (Java Expert System Shell) [32], desenvolvido em linguagem Java pela Sandia
National Laboratories nos anos 90. Seu desenvolvimento foi baseado na linguagem de
regas C Language Integrated Production System (CLIPS). Implementa os encadeamentos
progressivo e regressivo. Utiliza o algoritmo Rete para realizar casamento de padrões
entre regras e fatos.
Apache Jena 6 é um framework Java para construir aplicações de Web Semântica.
Desenvolvido pela HP Labs em 2000 na linguagem Java, se tornou parte da Fundação
APACHE em 2010. Fornece uma extensa biblioteca Java para ajudar os desenvolvedores
nas implementações. O motor de inferência é baseado em regras para executar raciocínio
baseado em Ontology Web Language (OWL)7 que descreve um idioma para ontologias e
ontologias, Resource Description Framework (RDF) e RDF Schema (RDFS)8 uma lingua-
gem para escrever ontologias, e diferentes estratégias de armazenamento de RDF. Pode-ser
usar o RDF para expressar fatos com ator, predicado e objeto. Ontologias e regras po-
dem ser acopladas em uma BC, o que permite um mecanismo hibrido de inferência entre
regras e ontologias. O mecanismo de raciocínio baseado em regras inclui raciocínios por
encadeamentos progressivo e regressivo.
JEOPS (Java Embedded Object Production System) [33] é um mecanismo de regras
progressivas baseadas em Java. Este motor de regras é usado para ligar processos de
negócio através de regras em Servidores de aplicação Java, aplicativos cliente, e Servlets.
Permite o desenvolvimento de aplicações inteligentes, por exemplo SMA e/ou sistemas
especialistas. JEOPS utiliza o algoritmo Rete para realizar casamento de padrões. O
mecanismo de raciocínio é feito por encadeamento progressivo.
PROLOG [34][35], desenvolvido em 1970, é um mecanismo de resolução sobre predica-
dos especiais, cláusulas de Horn, chamado unificação. Uma linguagem puramente lógica,
baseada no conceito de resolução linear proposto por Kowalski [36]. O mecanismo de
inferência é feito por encadeamento regressivo.
2.3 Computação em Nuvem
Pesquisadores divergem na definição de computação em nuvem. No entanto, percebe-
se que as definições disponíveis na literatura estão sempre relacionadas a termos como




computação orientada a serviço, virtualização, provimento de recursos por demanda e a
elasticidade.
Neste sentido, Buyya et al. [37] definem Computação em Nuvem como um tipo de
sistema paralelo e distribuído, que consiste em uma coleção de computadores interconec-
tados, que são provisionados dinamicamente e apresentados como um ou mais recursos
computacionais unificados, baseados em acordos de nível de serviço estabelecidos entre
provedor de recursos e o consumidor.
De acordo com Armbrust et al. [38], a Computação em Nuvem pode ser definida
como aplicações sendo oferecidas como serviço através da Internet, com o hardware e
software localizados em datacenters em que é disponibilizado o serviço. Essa definição
pode conduzir à dupla interpretação. É possível, por exemplo confundi-la com a definição
de outros paradigmas de computação distribuída, como grid computacional [39].
Segundo Foster et al. [3], Computação em Nuvem é um modelo em que se pode utilizar
e compartilhar recursos (redes, arquitetura, aplicações e serviços) de forma independente.
Em outras palavras, é um modelo no qual o usuário consegue configurar, contratar e
alterar seus recursos com o mínimo de interação humana. Pode-se ainda dizer que a
Computação em Nuvem é dividida em cinco características essenciais, três modelos de
serviço e quatro modelos de implantação, apresentado nas próximas seções [4].
Pela própria literatura de nuvem, um provedor fornece serviços aos clientes e, dessa
forma, estes precisam ter especificado o quanto e como deve ocorrer a qualidade destes
serviços. A definição de Qualidade de Serviço (Quality of Service - QoS) é a capacidade de
atender a certos requisitos para diferentes serviços, como desempenho, disponibilidade,
confiabilidade ou custo. Provedores e clientes têm a negociar um Acordo de Nível de
Serviço (Service Level Agreement - SLA), que lhes permita especificar formalmente a QoS
e concordar com os requisitos [40].
2.3.1 Modelos de Implantação
A implantação de uma nuvem computacional pode ser diferente para cada necessidade.
A escolha por restrição ou abertura de acesso depende diretamente do modelo de negócio
adotado por quem irá implantar. Determinadas empresas podem precisar que seus serviços
de nuvem tenham maior segurança e restrição, a certas classes e usuários. Nasce então a
necessidade de ambientes com maior restrição [4].
Mell e Grance [4] apresentam quatro modelos de implantação de computação em nu-
vem: nuvem privada, nuvem comunitária, nuvem pública e nuvem híbrida.
Nuvem Privada
No modelo de implantação de uma nuvem privada, a infraestrutura da nuvem é provida
para uso exclusivo de uma única organização, sendo administrada pela própria empresa




No modelo de implantação de uma nuvem pública, a infraestrutura é provisionada para
uso aberto pelo público em geral, sendo disponibilizado para qualquer usuário que conheça
a localização dos serviços.
Nuvem Comunitária
No modelo de implantação de uma nuvem comunitária, a infraestrutura é provisionada
para uso exclusivo por uma comunidade específica de consumidores. Esse modelo de
nuvem pode ser compartilhado por diversas empresas que compartilham interesses. Sua
existência pode ser local ou remota, sendo administrada por empresas da comunidade ou
por terceiros.
Nuvem Híbrida
No modelo de implantação de uma nuvem híbrida, a infraestrutura é uma composição de
duas ou mais infraestruturas distintas de nuvem, o que permite ser caracterizada como
uma nuvem privada, comunitária ou pública, implementada como uma única nuvem.
2.3.2 Arquitetura de Nuvem
Existem na literatura diferentes propostas de arquitetura de nuvem [41] [42]. Uma delas
é a arquitetura de nuvem proposta por [39], apresentada na Figura 2.9, que identifica três
grupos de serviço: software, plataforma e infraestrutura.
Os primeiros atores são os provedores de infraestrutura responsáveis por oferecer re-
cursos físicos aos provedores de serviços. Assim, os provedores de serviços não têm de se
preocupar com a estrutura física. Já os provedores de serviços são responsáveis em ofere-
cer seus serviços aos usuários finais, sendo essa entrega feita de forma flexível e escalar.
Por fim, os usuários de serviço têm acesso as aplicações fornecidas através da Internet e
a cobrança é feita de acordo com o consumo.
A arquitetura apresentada na Figura 2.9 é dividida em três camadas. De baixo para
cima, existe primeiramente a camada de infraestrutura, que oferece aos usuários recur-
sos como poder computacional, memória RAM, disco, rede entres outros, encapsulados
como SVM. Na camada de infraestrutura (Infrastructure as a Service - IaaS) é feita a
instanciação de SVM. Na camada de Plataforma como serviço (Platform as a Service -
PaaS) estão as plataformas de desenvolvimento, nestas são encontradas ferramentas que
auxiliam desenvolvedores no ambiente de nuvem. Por fim, tem-se a camada mais pró-
xima do usuário, nela estão as aplicações que permitem o usuário final acessar os serviços
(Software as a Service - SaaS).
2.3.3 Modelos de Serviços
Os modelos de serviços são muito importantes quando se caracteriza nuvem computacio-
nal, pois é através deles que podem ser explanados os tipos de serviços e como o provedor
os estará prestando ao consumidor. De acordo com [4], os modelos de serviços estão
classificados como: SaaS, PaaS e IaaS.
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Figura 2.9: Arquitetura de computação em nuvem [39].
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• SaaS - os serviços são prestados em nível de aplicação, de forma que o provedor
já tenha implementado suas aplicações e forneça apenas aplicações finais para os
usuários. Nesse caso, as aplicações podem ser acessadas por um navegador web.
O usuário não tem acesso à implementação, banco de dados, rede, sistemas ope-
racionais. Seu acesso é limitado a execução da aplicação e não nos aspectos de
desenvolvimento. Por ser um software fornecido pela web, o usuário pode acessar
a qualquer momento e em qualquer lugar. O provedor pode realizar atualizações e
disponibilizá-las sem que estas tenham de ser reinstaladas para cada usuário final
tornando-se mais acessível, pois o usuário fica livre de licenças e pode pagar apenas
pelo que usa.
• PaaS - o consumidor recebe serviços para implantar, integrar e implementar apli-
cações na nuvem. Apesar de ainda não possuir controle sobre a infraestrutura, o
usuário tem controle sobre ferramentas e bibliotecas para implementar aplicações
em ambiente de nuvem. Dentro do modelo PaaS é fornecido um sistema opera-
cional, linguagem de programação e ambientes para desenvolvimento, geralmente,
sendo permitida ainda a colaboração entre diferentes desenvolvedores.
• IaaS - o principal objetivo é dar acesso ao usuário direto aos recursos (virtuais),
tais como: redes, armazenamento e processamento. O consumidor não gerencia ou
controla a parte física da nuvem, porém tem controle da infraestrutura das máquinas
virtuais, dos sistemas operacionais, armazenamento e aplicativos implementados.
2.3.4 Características Essenciais
De acordo com as definições de [4] e [39], as principais caraterísticas que compõem a com-
putação em nuvem são: serviços por demanda, suporte a diversas plataformas, medição
de serviço, agrupamento de recursos e elasticidade rápida.
Serviços por demanda
O consumidor pode adquirir recursos, como quantidade de memória e armazenamento,
através de catálogos fornecidos pelo provedor, sem uma interação humana direta. Dentro
da nuvem, os hardwares e softwares podem ser reconfigurados pelo provedor de modo
transparente para o usuário, aumentando o poder computacional da nuvem. Dessa forma,
o consumidor pode aumentar e diminuir o número e a configuração dos recursos alocados
de acordo com sua necessidade, sendo possível que o consumidor tenha um ambiente
computacional personalizado para cada perfil.
Suporte a diversas Plataformas
Nessa característica da nuvem os recursos podem e devem estar disponíveis independente-
mente da plataforma usado para acesso, seja ela móvel ou fixa (computadores, notebooks,
celulares e/ou tablets). Os serviços são oferecidos via web, dessa forma deve existir a
possibilidade do usuário acessar os serviços diretamente de um navegador ou aplicativo
que tenha acesso à Internet.
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Medição de Serviços
Essa característica proporciona o monitoramento, controle e relatório, proporcionando
transparência para o consumidor. A medição permite ao provedor controlar e otimizar o
uso de recursos. Essa característica usa monitoramento para garantir o QoS e SLA.
Agrupamento de Recursos
Os provedores organizam seus recursos em um pool para servir múltiplos usuários usando
o modelo multi-inquilino (multi-tenant). Os recursos são atribuídos aos usuários dinami-
camente e tarifados de acordo com o uso dos mesmos. Os usuários não precisam saber
onde os recursos estão localizado geograficamente, pois o acesso aos recursos é feito em
um alto nível de abstração, através de middlewares.
Elasticidade Rápida
Essa característica permite que a quantidade de recursos seja expandida ou reduzida de
forma elástica para o consumidor. Para o consumidor os recursos parecem ilimitados,
pois o aumento ou diminuição destes são feitos de forma transparente. A virtualização é
um ponto forte para a característica de elasticidade, pois cria sobre a infraestrutura física
diversas instâncias com variação de recursos.
2.3.5 Monitoramento
A fim de assegurar que os recursos de software e hardware implantados cumpram com
o SLA, um processo de monitoramento contínuo de recursos é indispensável. O monito-
ramento busca realizar a detecção e a coleta de informações sobre cada um dos recursos
envolvidos na execução das tarefas do usuário, ou seja, o monitoramento é de suma im-
portância para ambas as partes, tanto para o provedor quanto para o cliente [43].
Na computação em nuvem, o monitoramento pode ser de diferentes níveis. Monitora-
mento de alto nível está relacionado com o status de plataforma virtual, também pode se
ter monitoramento sobre as aplicações. O monitoramento de nível médio está relacionado
aos PaaS, assim monitorando as plataformas de desenvolvimento, por exemplo monitora-
mento da JVM (Java Virtual Machine). Por fim, o monitoramento de baixo nível está
relacionado com as informações recolhidas sobre o estado da infraestrutura, como uso de
CPU, memória, entre outros, das máquinas virtuais [44].
Segundo [45] existem diferentes ferramentas para monitoramento de recursos com es-
tratégias diversas:
• IoStat9 é um comando Linux usado para monitorar dispositivos de entrada/saída e
CPU. Gera relatórios com detalhes de taxas médias de transferências;
• MpStat10 é um comando Linux que monitora e relata as estatísticas relacionadas à
CPU. Ele é usado no monitoramento de computadores para diagnosticar problemas




• Ganglia11 Ganglia é um sistema de monitoramento distribuído escalável para sis-
temas de computação de alto desempenho, como clusters e Grids. Ganglia é um
projeto open-source licenciado pela BSD;
• Dstat12 é um substituto para MpStat e IoStat no Linux. Supera limitações e adici-
ona recursos extras para as outras ferramentas. Dstat permite visualizar todos os
recursos do sistema em tempo real. Fornece informações seletivas detalhadas em
colunas e indica claramente em que magnitude e unidade a saída é exibida.
2.3.6 Provisionamento Dinâmico de Recursos
O provisionamento dinâmico de recursos em nuvem é investigado, principalmente, por
provedores, com o objetivo de identificar o perfil de uso dos recursos pelo usuário. A
computação em nuvem trouxe grandes vantagens como elasticidade e tarifação por uso
de recursos para o usuário, deixando para os provedores o custo de manter a infraestru-
tura computacional sempre funcional [38]. Dessa forma, para os provedores é importante
garantir seus serviços de forma que o gerenciamento dos recursos seja feito de forma
otimizada. Uma das formas de garantir o melhor uso dos recursos é com o provisiona-
mento dinâmico, que busca por meio de técnicas de predição de recursos identificar as
necessidades do usuário.
Provisionamento pode ser classificado em três categorias: adequado, sub-provisionado
e super-provisionado. Quando os recursos provisionados estão adequados, o usuário está
utilizando o que foi alocado de maneira adequada. Quando sub-provisionado o desem-
penho está inferior ao esperado, ou seja, os recursos alocados não são suficientes para
a tarefa que está sendo executada. No caso de um super-provisionamento são alocados
recursos além dos necessários para realizar uma tarefa, exitem recursos sendo pagos e não
sendo utilizados [46].
Em provedores de IaaS é possível provisionar recursos variados, como rede (largura de
banda), virtualCPU (vCPUs), Hard Disk (HD). As tomadas de decisões sobre o balance-
amento entre custo e uso de recursos precisam ser feitas com muito critério, de forma que
se busque encontrar um limiar que atenda as necessidades com custo aceitável [47].
2.3.7 Predição de Uso de Recursos
Para realizar o provisionamento dinâmico é fundamental predizer as necessidades do usuá-
rio ou do serviço que será executado. O serviço de predição deve ser capaz de prever as
elevações de demanda das aplicações, para que a decisão certa seja tomada. Para o prove-
dor uma das vantagens é a garantir a QoS e para o usuário a diminuição de custo e/ou de
tempo, e o aumento da qualidade na execução da tarefa. A busca das necessidades futuras
de recursos computacionais, armazenamento, entre outros, deve levar em consideração os
custos, tempo e recursos que trazem uma previsão efetiva de um ambiente controlável, o
que eleva a confiança no sistema [48].
Criar um serviço de predição adequado requer a utilização de modelos que podem




com sua utilização adaptando-se as mudanças. Um modelo de predição pode ser imple-
mentado utilizando diversas abordagens, tais como aprendizado de máquina [49] [50] [51]
e estatística [49] [52].
O aprendizado de máquina é um campo de pesquisa da Inteligência Computacional,
que estuda o desenvolvimento de métodos capazes de extrair informações a partir de amos-
tras de dados [53]. Em geral, os algorismos de aprendizado de máquina são utilizados para
classificar um conjunto de dados em determinados conjuntos. As técnicas de aprendizado
de máquina são empregadas para classificação, sendo capaz de classificar em uma classe
uma determinada instância.
Segundo [53] a área de aprendizado de máquina possui três paradigmas que podem ser
utilizados nos preditores: supervisionado, não-supervisionado e por reforço. A escolha do
paradigma determina como a técnica de predição irá se relacionar ao conjunto de dados.
No paradigma supervisionado, o algoritmo de aprendizado é treinado a partir de con-
juntos de exemplos já conhecidos, com o objetivo de aprender uma função desejada. No
paradigma não-supervisionado, o algoritmo aprende a agrupar as entradas submetidas
segundo uma medida de qualidade, uma vez que os conjuntos existentes não são conhe-
cidos. No paradigma por reforço, o aprendizado se comporta por meio de recompensas,
garantindo desempenho próximo da função desejada.
Segundo [9] a área de aprendizado de máquina pode ser dividida em aprendizado
por exemplos, aprendizado baseado em conhecimento, aprendizado a partir de modelos
probabilísticos e aprendizado por reforço. Considerando a área de aprendizado por exem-
plos existem métodos como regressão e classificação com modelos lineares, redes neurais
e máquinas de vetor de suporte (Support Vector Machines - SVM). Na sequência serão
apresentados esses métodos como técnicas de predição.
Técnicas de Predição
O uso da predição pode auxiliar diversas tomadas de decisão, tais como balanceamento de
carga, ajuste de recursos, custos e tempo de execução. A escolha da técnica de predição
deve ser feita de forma minuciosa, uma vez que uma determinada técnica pode atender
melhor a determinadas necessidades.
Máquinas de Vetor de Suporte
As SVM podem ser definidas como uma técnica de aprendizado supervisionado, que re-
conhece padrões a partir de amostras de dados, usados para classificação e análise de
regressão. Algumas características das SVM são: boa capacidade de generalização, ro-
bustez em grandes dimensões, convexidade da função objetivo e teoria bem definida [54].
Para conceituar SVM tem-se a entrada de um conjunto de dados que são mapeados de
forma não linear em características de alta dimensionalidade, por meio de um mapea-
mento estabelecido inicialmente. Normalmente, através deste espaço de características,
é construído um conjunto de decisão linear, que expressa as propriedades responsáveis
por garantir a habilidade de generalização da máquina de aprendizagem. A generali-
zação é uma das principais características das SVM. Por meio destas podem-se atingir
eficiência na classificação de dados que não pertençam ao conjunto de dado utilizados no
treinamento [55].
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A Figura 2.10 mostra um esquema que busca separar, ao máximo, os dados (círculos
verdes e azuis) de um conjunto, utilizando uma técnica básica de SVM com conjunto de
decisão linear. Onde os círculos verdes e azuis são dados os quais podem ser separados
pelas retas azul, vermelha e marrom. Aplicando essa técnica para predição do uso de
recursos, pode-se por exemplo agrupar diferentes configurações de uma aplicação e predi-
zer seu tempo de execução, baseado no grupo em que esteja inserido [54]. É importante
ressaltar que essa técnica tem a desvantagem de depender de um conjunto massivo de
dados para ajustar seu aprendizado, sem o que se torna ineficaz.
Figura 2.10: Esquema de classificação de SVM, adaptado de [54].
Redes Neurais
A técnica de Redes Neurais (RN) é um modelo computacional matemático inspirado no
sistema nervoso central do cérebro [56]. A técnica de aprendizagem das RN é classificada
como aprendizado supervisionado ou por exemplos [9]. Esse modelo é capaz de realizar
o reconhecimento de padrões através de várias unidades de processamento (neurônios),
geralmente conectadas por canais de comunicação que estão associados a determinados
pesos. [57]. No aprendizado ocorre um processo de mudança de comportamento obtido
através da experiência construída ao decorrer do tempo e o reconhecimento de padrões é a
classificação de objetos dentro de um número de categorias ou classes. As unidades fazem
operações apenas sobre seus dados visíveis (locais), que são entradas recebidas por suas
conexões. O comportamento inteligente de RN ocorre pelas interações entre as unidades
de processamento da rede.
Para ilustrar um exemplo simples do funcionamento de RN é apresentada a Figura
2.11. De forma geral, a operação em uma unidade de rede ocorre da seguinte maneira: as
setas de entrada são as entradas e os primeiros neurônios (círculos rosas) recebem esses
dados; os quais são repassados aos neurônios localizados ao centro (círculos laranjas) para
tratá-los e transformá-los em informações úteis. Finalmente, o último neurônio (círculo
azul) recebe as informações e apresenta a saída.
As RN também são utilizadas para predição de uso de recurso. O uso dessa técnica de
predição ocorre, majoritariamente, em modelos que buscam mensurar e predizer recursos
computacionais, como processamento, memória, armazenamento e largura de banda, entre
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Figura 2.11: Esquema de uma rede neural, adaptado [57].
outros [49]. As RN são também utilizadas em modelos de elasticidade para predizer
recursos em tempo real.
Regressão Linear e Índices de Avaliação
A regressão linear estuda o comportamento de variáveis em quantidades distintas. Em
outras palavras, mede o grau de associação entre essas variáveis através de uma relação
linear [58]. Através da regressão linear é possível estimar um valor com base em dados
de entrada. A regressão pode ser classificada como Regressão Linear Simples (RLS) e
Regressão Linear Múltipla (RLM) [59]. A equação de RLS busca apresentar a relação
entre duas variáveis, como apresentado na Equação 2.1.
y = β0 + β1x+  (2.1)
Na Equação 2.1 o y é a variável dependente, ou seja, o valor que se deseja predizer.
O β0 é a constante que representa a interceptação da reta no eixo y, β1 é a constante que
representa o coeficiente angular da reta, como representado na Figura 2.12, e  a variável
que representa os fatores de resíduos dos erros de medição.
Figura 2.12: Regressão linear [58].
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A RLM envolve três ou mais variáveis, ou seja, uma variável dependente (y) e duas
ou mais variáveis explanatórias (β1x1+β2x2+ ...+βkxk). A descrição das variáveis segue
a mesma da RLS. Então, tem o objetivo também de estabelecer uma equação que possa
predizer valores de y para valores dados das k variáveis independentes. Dessa forma,
pode-se dizer que a RLS possui k = 1. O modelo da RLM está expresso na Equação 2.2.
y = β0 + β1x1 + β2x2 + ...+ βkxk +  (2.2)
Para medir a variabilidade que explica um modelo de regressão linear é utilizado o R2
ou coeficiente de determinação. O R2 é a porcentagem da variação da variável de resposta
explicada pela relação com uma ou mais variáveis preditoras. Quanto maior o valor de
R2 melhor o modelo ajusta os dados. Esse modelo de validação usado de forma isolada
pode se tornar tendencioso nas predições, sendo necessários outros métodos estatísticos
para avaliar o modelo [60].
Os erros ou resíduos de uma regressão representam os valores de variabilidade em y
não explicados por x. O menor valor dos resíduos significa uma melhor modelagem entre
as variáveis dependentes e independentes. A avaliação dos resíduos tem como dependência
a normalidade e a distribuídos independentemente dos erros, com média zero e desvio-
padrão constante. Para validar o modelo de regressão é necessário realizar a análise dos
resíduos e verificar se atendem os itens citados.
Diferentemente das técnicas de predição SVM e RN, a regressão linear geralmente
consegue resultados satisfatórios quando treinada com um conjunto de dados menor. As
SVM e as RN necessitam de um conjunto de dados massivos para um treinamento de
qualidade. Para predição de recursos em nuvem, no caso da existência de um conjuntos
de dados de execução expressivo tem-se que avaliar o custo para se obter resultados
adequados, neste caso, o ideal é utilizar conjuntos menores de dados aplicando técnicas
de regressão linear.
Quando é utilizado um modelo de previsão como regressão linear, faz-se necessário
apresentar medidas de avaliação do modelo. Os métodos de avaliação: Bias (viés de
tendências), Mean Absolute Error (MAE), Root Mean Square Error (RMSE) e Mean
Absolute Percent Error (MAPE) são utilizados para validar a acurácia dos modelos [61]
[62].
O Bias (erro médio) apresenta o desvio médio do modelo quando relacionado a uma
variável. Esse método também informa o desempenho a longo prazo do modelo, erro
sistemático. O resultado do Bias pode variar entre valores positivos e negativos, porém







(yˆi − yi) (2.3)
Nas Equações 2.3, 2.4, 2.5 e 2.6, o N representa a quantidade de elementos na base
de dados avaliada, o yˆi o valor predito em i e o yi é valor real em i.
O MAE apresenta o erro médio absoluto da diferença entre os valores preditos e reais
[64]. O melhor acerto do modelo de RLM pode ser explicado pelo valor do MAE, uma
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vez que quanto mais próximo de zero maior é o acerto, sendo medido também o erro total






|yˆi − yi| (2.4)
O RMSE apresenta as diferenças individualizadas entre os valores preditos e os reais.
Por meio do RMSE se expressam os erros sistemáticos e aleatórios, em outras palavras é






(yˆi − yi)2 (2.5)
O MAPE mede o tamanho do erro da regressão em termos de percentagem. Dessa
forma, o menor valor do MAPE indica uma menor porcentagem de erro. O MAPE é
expresso na Equação 2.6 [65].
MAPE = 100
∑N
i=1 | yˆi−yiyi |
N
(2.6)
Tanto o Bias, RMSE e MAE apresentam os resultados nas mesmas unidades que as
variáveis que estão sendo testadas, diferente do MAPE onde o resultado é apresentado
em porcentagem de erros.
2.3.8 Elasticidade
Elasticidade permite aos provedores adicionar ou remover recursos, sem interrupção e
em tempo de execução, para lidar com as mudanças de carga. Para os usuários da
nuvem, os recursos disponíveis parecem ser ilimitados e podem ser comprados em qualquer
quantidade e a qualquer momento. Os recursos podem ser adquiridos de forma rápida e
automática, para atender as demandas de aumentos e reduções das cargas de trabalho
[4].
A elasticidade é, frequentemente, associada à escala dos sistemas, mas há algumas
diferenças. Escalabilidade é definida como a capacidade de um sistema para adicionar
mais recursos para atender a uma carga de trabalho maior [66]. Elasticidade consiste
no crescimento e redução dos recursos de acordo com a carga de trabalho, enquanto a
escalabilidade consiste na adaptação, quando adicionados novos recursos. Além disso,
a escalabilidade é uma noção livre de tempo e não leva em consideração quanto tempo
é necessário para que o sistema atinja sua capacidade máxima, enquanto que para a
elasticidade, o tempo é um aspecto central, depende da velocidade de resposta a uma
determinada elevação na carga de trabalho.
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Métodos de Elasticidade
Segundo [67], a elasticidade de instâncias de MV pode ser dividida em duas partes: mé-
todos e modelos, conforme apresentado na Figura 2.13.
Figura 2.13: Classificação de elasticidade (traduzida de [67]).
Em relação aos métodos, estes podem ser:
• Elasticidade Horizontal (replicação) que consiste em criar ou remover instâncias de
MV no ambiente virtual do usuário. Atualmente, a replicação é o método mais
utilizado para realizar elasticidade;
• Elasticidade vertical consiste em aumentar ou diminuir os recursos direto na pró-
pria instância. Em [67] encontram-se duas abordagens para realizar escalonamento
vertical: (1) redimensionamento – capacidade de alterar os recursos das instâncias
em tempo de execução, atribuindo por exemplo, mais memórias ou CPUs às MV;
(2) substituição – consiste em substituir o servidor menor por um servidor maior
capacidade;
• Elasticidade por migração consiste em transferir uma máquina virtual entre servido-
res ou aplicativos entre máquinas virtuais. As SVM podem ser movimentadas para
realizar balanceamento de carga por exemplo. Os aplicativos podem ser movidos
para MVs que atendem melhor suas necessidades [67].
Existem outras classificações de elasticidade horizontal e vertical tal como citado em
[39].
Modelos de Elasticidade
O modelo de elasticidade reativa comporta-se de acordo com a carga de trabalho. São
colocados limites na utilização dos recursos, de forma que ao acontecer violação desses
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limites ou em caso de violação de SLA a elasticidade é acionada. Nesse modelo, o sistema
não antecipa a necessidade, ele apenas reage.
No modelo de elasticidade proativa/preditiva são usadas técnicas de previsão para
determinar quando a carga de trabalho excederá a capacidade atualmente provisionada,
então é chamado o algoritmo para alocar servidores ou MVs adicionais antes que essa
capacidade seja excedida. As técnicas pró-ativas, geralmente, baseiam sua decisão em
uma base histórica.





O uso de SMA em nuvem pode ser feito para diversos fins, seja nas aplicações em execução,
seja na própria arquitetura do provedor de nuvem. Exitem diversas ferramentas com
abordagem multiagentes para ambiente de nuvem computacional, ferramentas estas que
se diferenciam pela metodologia, técnica e a quais serviços da nuvem estão aplicadas. Para
todas, é possível citar vantagens e desvantagens, de acordo com o objetivo da pesquisa.
Nesta seção são apresentados trabalhos que possuem ligação com o atual trabalho. As
ferramentas relacionadas aos trabalhos correlatos foram escolhidas conforme citadas na li-
teratura, priorizando a recencia das publicações. A Tabela 3.1 apresenta uma comparação
entre os trabalhos apresentados neste capítulo.
+Cloud
+Cloud [2] é uma plataforma multiagente desenvolvida pelo grupo de pesquisa BISITE1
baseada no paradigma de nuvem computacional. Esta plataforma oferece serviços nos
níveis de PaaS e SaaS. A plataforma não oferece serviço em nível de IaaS aos usuários
finais, apesar de sua arquitetura ter um controle sobre esse nível de serviço. Os usuários
possuem uma área de trabalho virtual personalizada, na qual têm acesso as ferramentas
para desenvolver aplicações no ambiente de nuvem em sua área de trabalho e o usuário
pode personalizá-la como preferir.
Na camada de SaaS estão as aplicações de gestão do ambiente, além de outros apli-
cativos de terceiros, que também utilizam os recursos da camada PaaS. A camada PaaS
oferece serviços de identificação de usuário e aplicações, também são oferecidos banco de
dados e armazenamento de arquivos. Dentro da arquitetura desenvolvida, a camada in-
terna é composta do meio físico que permite a obtenção, monitoramento e gerenciamento
de recursos em forma de MV. No entanto, o serviço de IaaS é interno à arquitetura ficando
transparente aos usuários. O +Cloud utiliza agentes em sua arquitetura para gerenciar
os recursos disponíveis na infraestrutura física.
O agente Local Resource Monitor é responsável pelo monitoramento de recursos de
hardware e guarda as informações capturadas em vetores. As Informações coletadas são
atributos do servidor, como capacidade computacional, memória, estado da MV e capa-
cidade de processamento. Além disso, armazena as informações dos servidores físicos. O
agente Local Manager é responsável por alocar os recursos de um servidor físico entre
1https://bisite.usal.es/es
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MVs. Cada servidor físico tem um Local Manager, que pode garantir a elasticidade (ho-
rizontal) modificando dos recursos em uso. A redistribuição de recursos é feita de forma
a otimizar a utilização o uso de recursos físicos entre as MVs e suas tarefas. O agente
Local Resource Monitor agrupa as informações das MVs e repassa ao Local Manager. Já
o Local Manager identifica a superutilização de algum recurso ou o agente Service Super-
visor identifica a diminuição na qualidade de serviço, sendo iniciado um processo para
adaptação dos recursos nos servidores físicos e redistribuição entre as MVs.
Nos experimentos realizados em sua própria infraestrutura de nuvem, foram feitas
sobrecargas para testes de mudanças nas demanda dos serviços. Os resultados mostraram
a adaptação do modelo para distribuição dos recursos. Os experimentos tiveram seu foco
no uso de CPU e no uso de memória. Em seus resultados também foi notório que o
processo de redistribuição de recursos elevou o QoS.
A principal diferença entre o trabalho de [2] e este trabalho é que neste a elasticidade
horizontal visando o menor custo para uma aplicação especifica, ou seja, a arquitetura
aqui proposta foca na utilização dos recursos pela aplicação do usuário.
Elastic JADE
O trabalho de [68] propõe um modelo que não envolve apenas MV em nuvem, mas tam-
bém máquinas físicas locais que podem ser estendidas com MV na nuvem. E utilizada
uma arquitetura de SMA implementada com o framework JADE. Quando o usuário inicia
a aplicação, é iniciada uma plataforma JADE na máquina local, os agentes são iniciados
nessa máquina. Os agentes, após criados, monitoram continuamente e controlam os re-
cursos disponíveis, até que sejam finalizados. Quando os recursos excedem os limites
determinados na máquina local, o agente de gerente na máquina local cria uma nova ins-
tância de MV na nuvem pública da Amazon EC2, dessa forma a arquitetura do modelo
trabalha em nível de IaaS.
A estratégia abordada por [68] é iniciar um agente de gerenciamento nas instâncias
locais e outra na nuvem. O agente de gerenciamento local controla todas as instâncias
remotas e coordena os agentes entre as instâncias, propiciando comunicação por meio de
mensagens usando os protocolos de padrão FIPA.
Da mesma forma que ocorre na instância local, quando os recursos da MV em nu-
vem estão com superutilizações, o agente de gerenciamento localizado na MV com limite
extrapolado inicia uma nova máquina e mantém o controle dessa nova instância. Assim
o agente de gerenciamento deve manter a coordenação das máquinas que tenham sido
criados. Em outras palavras, devem ser gerenciadas as plataformas que foram iniciadas
antes e depois daquela instância. As configurações e quantidades de recursos para cada
nova instância são criadas igualmente, mantendo as mesmas configurações, pois o modelo
trabalha em uma única plataforma.
Para avaliar a arquitetura proposta por [68] foi utilizado um estudo de caso do domínio
de processamento paralelo de imagens e o ambiente de IaaS da Amazon. O processamento
das imagens é feito por agentes. Assim, cada agente processa uma imagem paralelamente.
Nos experimentos foi utilizado uma base de dados com milhares de imagens, desta forma os
recursos da máquina local são exauridos rapidamente, fazendo-se necessário a elasticidade
da MV na nuvem. Com a arquitetura proposta, os agentes são manipulados entre as
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instâncias criadas, mostrando que outros problemas podem também ser beneficiados por
esse modelo de computação.
Divergindo de [68] este trabalho não tem foco em estender uma aplicação, uma vez
que é proposto um modelo arquitetural, no qual as características permitem o uso de
diferentes aplicações. A similaridade entre o trabalho de [68] e este está no monitoramento
e elasticidade horizontal, feito por meio de um agente gerenciador.
DRPMC
No trabalho de [46] é apresentado o Dynamic Resource Provisioning and Monitoring
In Cloud (DRPMC). O DRPMC é um modelo multiagente para gerenciar recursos de
provedores de nuvem (IaaS), considerando a qualidade de serviço (QoS) de acordo com
o nível de serviço (Service Level Agreement - SLA), além de satisfação dos usuários. É
apresentado um sistema com três principais fases: monitoramento, análise e execução. O
monitoramento é responsável por supervisionar recursos físicos das MVs como poder de
processamento (CPU), memória (RAM), armazenamento permanente (HD), largura de
banda (redes) etc, além de acompanhar as tarefas e demandas dos usuários. A análise
é responsável por gerir as tomadas de decisões otimizadas em relação as MVs, que serão
alocadas para cada usuário. A fase de execução realiza as alocações.
A arquitetura é dividida em duas camadas: camada de aplicação e camada de recursos.
A camada de aplicação consiste em um conjunto de clientes, que podem consumir uma
ou várias MVs. Os recursos são conjuntos de datacenters e suas máquinas físicas (hosts).
Cada máquina física hospeda várias MVs, que consomem os recursos disponíveis. Na
arquitetura de SMA proposta se inclui a classe de agente Local Utility e o agente Global
Utility. Para cada cliente é atribuído um agente Local Utility, responsável por monitorar os
recursos e reformular suas solicitações com base em uma análise de RLS do histórico para
prever a quantidade de recursos, que serão realmente usados, sem causar uma violação de
SLA. O agente Local Utility envia as solicitações reformuladas para o agente Global Utility,
que é responsável pelo o provisionamento real dos recursos, verificando a disponibilidade
em todos os datacenters visualizados pelo agente.
O modelo de provisionamento dinâmico estabelecido por [46] usa de RLS para refor-
mular as solicitações dos usuários. Na equação a variável dependente é o número estimado
de recursos, e as variáveis independentes são recursos atualmente utilizado e o histórico
de desperdício. Além disso, é considerada uma variável (B) para agir como corretora dos
erros da regressão. No modelo ainda é considerado sempre um valor super-estimado, a
fim de evitar violações de SLA. O autor ainda apresenta um novo algoritmo de seleção de
MV chamado algoritmo de detecção de falha no Host (Host Fault Detection - HFD). Esse
algoritmo move as MV entre as máquinas físicas, quando ocorre alguma extrapolação de
recursos.
Para validação do DRPMC foram realizados experimentos em um ambiente de nuvem
simulada, o CloudSim [69]. Foram simuladas cargas de trabalho dinâmicas por um pe-
ríodo de 24 horas em um ambiente com 50 MVs de 4 diferentes configurações e 50 hosts.
Nos experimentos os autores identificaram que realmente ocorreram melhorias, uma vez
que mesmo quando o usuário solicitava mais que o necessário para uma dada tarefa, a
predição ajustava os recursos de acordo com seu histórico. O HFD também foi avali-
ado nos experimentos, mostrando-se superior, quando comparado a outros algoritmos de
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balanceamento entre máquinas físicas. Os resultados mostram que o sistema DRPMC
permite que o provedor de nuvem aumente a utilização de recursos e diminua o consumo
de energia, evitando violações de SLA.
Os agentes locais do trabalho de [46] realizam o monitoramento dos clientes e cons-
troem um histórico de utilização, possuindo também um agente para gerenciar as novas
instâncias, o que faz se aproximar da estratégica do atual trabalho. O trabalho de [46]
difere do atual, pois possui foco na violação do SLA e QoS por parte dos provedores,
e o atual concentra-se no monitoramento, provisionamento dinâmico e elasticidade para
aplicações submetidas ao modelo.
A Tabela 3.1 é um resumo dos trabalhos correlatos apresentados anteriormente compa-
rado com o modelo proposto nessa dissertação. Note que foram comparados o modelo de
serviço das propostas, as técnicas de raciocínio quando utilizadas (e.g., CBR – Case Based
Reasoning no CBR-BDI em +Cloud), serviços garantidos (monitoramento, predição de
recursos, provisionamento, elasticidade), e o foco do modelo (usuário, provedor).
É importante ressaltar que nenhum dos trabalhos tem o foco no interesse do usuário,
como por exemplo, tempo de execução de uma aplicação submetida na nuvem, custo finan-
ceiro e menor desperdício de recursos alocados. Tais características dão a esse trabalho
motivos para justificar sua originalidade. Ressalta-se ainda que o raciocínio dos agen-
tes nessa proposta utiliza dedução lógica com raciocínio baseado em regras de inferência
o que viabiliza a autonomia na tomada de decisão dos agentes para o provisionamento
de serviços de forma dinâmica (monitoramento, predição e provisionamento de recursos,
elasticidade).
Tabela 3.1: Trabalhos Correlatos
No Capítulo 4 será apresentado a proposta de SMA que monitora e prediz o uso de




Foi desenvolvido um SMA que monitora e prediz o uso de recursos de um determinado
sistema em ambiente de nuvem computacional. Para alcançar esse objetivo faz-se ne-
cessário analisar o sistema em execução, além de executar testes de seu comportamento
em instâncias de MVs com diferentes configurações para predição de uso de recursos. É
importante ainda observar não apenas a variação do ambiente, mas também a variação
na própria aplicação submetido, de forma a identificar padrões de seu comportamento e
criar uma base de dados com suas características. A aplicação submetida deve ter pelo
menos um parâmetro significativo definido pelo usuário, de modo que este parâmetro dite
a variação no comportamento da aplicação.
A captura dos dados é realizada por meio do monitoramento dos recursos utilizados,
os resultados são armazenados para serem analisados posteriormente. Utilizando-se de
RLM nos dados capturados é possível predizer o uso dos recursos e através de regras em
um motor de inferência escolher a instância de MV, que melhor executa aquela aplicação.
Na Seção 4.1, é descrito a arquitetura proposta, na Seção 4.2 são apresentadas as
características dos agentes, na Seção 4.3 são descritas as regras de racionalidade dos
agentes e, finalmente na Seção 4.4 é exposto o MASE-BDI a aplicação que será submetida
para validação do modelo.
4.1 Arquitetura Geral
A arquitetura do SMA foi projetada de forma modular, para que cada serviço oferecido
seja implementado e utilizado separadamente, o que permite a modificação de cada mó-
dulo sem grandes impactos na arquitetura geral. A Figura 4.1 mostra (a) os serviços
garantidos na nuvem: provisionamento dinâmico, monitoramento de recursos, elastici-
dade e recuperação da aplicação; (b) os módulos da arquitetura: Interação com usuário,
gerentes e agentes, raciocínio/inferência e as instâncias de MV.
A Figura 4.2 apresenta a arquitetura geral do sistema proposto dividida em três ca-
madas (de cima para baixo): usuário, core (contendo agentes e regras de inferência) e
MVs. A Figura 4.2 também apresenta o fluxo de execução dos módulos arquiteturais.
Na arquitetura apresentada na Figura 4.2, a camada de interação com o usuário é
feita por meio de uma interface web, podendo ser também executada em um terminal
com acesso direto à instância master, a qual passará os parâmetros para início da exe-
cução da aplicação. Nesta camada as Tarefas 1 e 14 representam a interação do usuário
39
com a camada core, através da submissão da aplicação e a entrega dos resultados, respec-
tivamente.
Figura 4.1: Esquema geral da arquitetura contendo: (a) arquitetura modular dos serviços
oferecido; e (b) módulos da arquitetura.
A camada core (agentes e regras) é o núcleo da arquitetura, sendo formado pelos agen-
tes: gerente de máquinas virtuais (GMV), gerente de monitoramento (GM) e agente de
monitoramento (AM). O GMV é a entidade principal da arquitetura, sendo este respon-
sável por receber os parâmetros do usuário e iniciar todas as etapas seguintes, escolher as
novas instâncias de MV baseado nas regras de predição, além de iniciar os outros agentes.
O GM é responsável por gerenciar os recursos monitorados junto às regras de monito-
ramento. Note que o GMV é executado na MV master enquanto os agentes GM e AM
são executados na MV slave. Para ressaltar essa diferença está em verte a MV master e
em vermelho a MV slave. Nesta camada as Taregas de 2-6 e 8-13 executam atividades
relacionadas aos serviços dos agentes AM, GM e GMV relacionando-os aos bancos de
conhecimento de regras de inferência de monitoramento e predição.
Na camada de MVs localizam-se as instâncias em que são feitas as execuções, possuindo
duas principais: a MV master onde é executado o GMV e a MV slave onde é executada a
aplicação submetida pelo usuário e os agentes AM e GM. As Tarefas 7 e 2 (indiretamente)
são executadas pelos agentes AM e GMV, respectivamente. Uma descrição mais detalhada
de cada camada da arquitetura é apresentada na sequência.
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Figura 4.2: Arquitetura geral com o workflow de execução dos módulos.
Camada de Usuário
A camada de interação com o usuário recebe as requisições e retorna os resultados por
meio da interface web. A requisição do usuário é composta por três parâmetros de entrada:
QuantidadeExecução - representa a quantidade de vezes que será executada a aplicação
do usuário; ParametroSignificativo - informa qual parâmetro da aplicação é o mais signi-
ficativo, ou seja, o parâmetro que tenha maior influência no desempenho da aplicação; e
o PassoParametroSignificativo - qual o valor de incremento do parâmetro significativo na
aplicação do usuário.
Nessa camada serão apresentados os resultados da execução da aplicação do usuário
submetida, contendo: os dados da aplicação e do respectivo monitoramento, além dos
resultados gerados pela execução da aplicação do usuário.
Camada Core – Agentes e Regras
Na camada principal da arquitetura estão os principais módulos, em que todas as ações dos
agentes são realizadas. Esta camada possui duas partes importantes: os agentes - GMV,
GM e AM - e as bases de regras de inferência utilizadas por esses agentes. Nas Seções 4.2
e 4.3 serão detalhados os aspectos de funcionamento desses componentes arquiteturais.
Camada de MVs
A última camada do modelo arquitetural é composta pelas instâncias de MVs. Essa
camada foi projetada para ter n MVs, existindo sempre uma única máquina master e
n− 1 máquinas slave. Dessa forma, a execução da aplicação do usuário é submetida nas
MVs slave.
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4.2 Descrição dos Agentes
Na arquitetura apresentada na Figura 4.2) existem três tipos de agentes - GMV, GM e
AM - conforme descrito na Seção 4.1, os quais serão detalhados na sequência.
Um agente AM só se comunica com o gerente imediatamente superior na hierarquia
- o agente GM. O agente gerente GM só se comunica com o agente superior - o agente
GVM. A comunicação ocorre com os protocolos de interação da FIPA ACL apresentado
na Seção 2.1.3. O protocolo de interação utilizado é cooperativo hierárquico conforme
as atribuições dos tipos de agentes. Pela essência do projeto, a interação dos agentes
ocorrerá por cooperação, de forma a obter um maior desempenho no modelo com a mínima
intervenção de humanos.
4.2.1 Gerente de Máquinas Virtuais - GMV
O GMV tem o papel de coordenador geral na arquitetura, uma vez que ele faz a comuni-
cação entre a camada de interação com o usuário e as MVs. O agente GMV é baseado em
objetivos e sua função principal é predizer o uso dos recursos na nuvem computacional
para que a aplicação submetida pelo usuário seja executada a contento, utilizando para
isso regras de inferência de provisionamento. Além disso, o GMV instancia as MVs com
as características escolhidos pelo usuário, inicia o agente GM e mantém atualizada a base
de dados ao final de cada execução. Faz parte também de suas funções realizar a elasti-
cidade, quando o GM solicitar. Além disso, o GMV garante a continuidade da execução
da aplicação, identificando a ocorrência de falhas de execução da aplicação nas MVs slave
e reiniciando a execução da mesma. O GMV ainda trata ocorrências de falhas na MV,
identificando-as e executando a aplicação a partir de ponto de falha.
Provisionamento Dinâmico
No provisionamento de recurso, o agente GMV utiliza técnicas de RLM para predizer o
tempo de execução e a média de uso de CPU. A base de cálculo utilizada é o parâmetro
significativo da aplicação informado pelo usuário e a quantidade de CPU disponibilizada
pelo provedor. A forma de cálculo poderá ser utilizada para todos os demais recursos
de uma MV na nuvem. Neste trabalho, o foco do provisionamento de recursos é a CPU
tendo em vista que a aplicação utilizada como exemplo (MASE-BDI) é CPU bound. CPU
bound refere-se as aplicações em que o tempo de execução é diretamente relacionado ao
poder de processamento da CPU [70].
Para essa dissertação foi necessária a escolha de um provedor de nuvem pública, no qual
pudessem ser realizados os experimentos. Um fator importante na arquitetura do modelo
é a criação de novas instâncias de MV em tempo de execução, que leva em consideração
a liberdade na escolha dos recursos ao criar uma MV. Dessa forma, para realização dos
experimentos foi utilizado o ambiente de IaaS do Google Cloud1.
Com a escolha do provedor Google Cloud, a quantidade de memória de cada MV foi
configurada automaticamente com o mínimo para aquela quantidade de CPU, conforme
apresentado na Tabela 4.1. Os valores foram ajustados de acordo com os limites esta-
belecidos pela plataforma do provedor2. Cada virtual CPU (vCPU) é um único em um
1Google Cloud - http://cloud.google.com
2Google Cloud Platform Pricing Calculator - https://cloud.google.com/products/calculator/
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processador Intel Xeon de 2,6GHz.
Tabela 4.1: Relação entre a quantidade de CPU e quantidade mínima de memória forne-
cida pelo Google Cloud Platform






Nas Equações 4.1 e 4.2 os parâmetros são ajustados a partir dos dados experimentais na
base de dados relativas ao tempo ao uso de CPU. Nessas equações o tempo é representado
por Tx e a CPU usada é representada por Cx com os coeficientes de RLM (e.g., T1, T2, T3,
C1, C2 e C3). O parâmetro significativo é representado por PS e a quantidade de CPUs
é representada por QC. O uso dessas equações é realizado para todas as combinações de
parâmetro significativo e quantidade de CPUs do provedor.
Tempo = T1 + T2 ∗ PS + T3 ∗QC (4.1)
CPUUsed = C1 + C2 ∗ PS + C3 ∗QC (4.2)
Depois de realizados os cálculos de predição, o GMV usa as regras de inferência para
selecionar a configuração de CPU da MV, que irá executar a aplicação do usuário. No
projeto proposto foi necessário escolher um motor de inferência que fornecesse integração
ao JADE, além de manter o desempenho. Foi buscado no Capítulo 2.2.3 uma alternativa
de software livre que integra facilmente e de forma unificada as cargas de trabalho, a BC
e o mecanismo de regras. Pelas características citadas, as regras foram implementadas
no motor de inferência DROOLS. O motor de inferência DROOLS ainda permitiu que as
regras fossem ajustadas dinamicamente de acordo com a base de dados [29].
As regras de provisionamento estão divididas em duas categorias: as regras de seleção
de MVs candidatas; e regras para escolher entre as candidatas a que tenha o melhor custo
benefício, baseado na forma de cobrança do provedor da nuvem, apresentadas na Seção
4.3.
As regras foram definidas para escolher as CPUs que tivessem o menor desperdício
de recursos, que executassem no menor tempo possível e apresentassem o melhor custo
benefício. Em outras palavras, se buscou escolher equilíbrio entre o maior uso de CPU, o
melhor tempo e o menor preço.
Elasticidade
A elasticidade é feita de modo horizontal, em que são instanciadas novas MVs no provedor
da nuvem. Assim, quando a instância da MV atual está fora dos limites definidos nas
regras de monitoramento, uma nova instância é iniciada [68]. O módulo de elasticidade
utiliza uma abordagem de ponto de restauração do modelo. A elasticidade ocorre por
um conjunto de regras no DROOLS, apresentadas na Seção 4.3. O GM recebe os dados
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do AM e faz a verificação no conjunto de regras, conforme apresentado no workflow da
Figura 4.2.
A regra para executar a elasticidade deve garantir que a transição de uma máquina
para outra não seja onerosa para o tempo e custo. Para garantir que a elasticidade ocorra
sempre no momento apropriado, a regra implementada verifica se está ocorrendo desper-
dício de recurso, ou seja, se o usuário está pagando por recursos e não está utilizando os
mesmos. Se acionada a regra, o agente GM informa ao agente GMV os dados da execu-
ção. Neste caso, primeiramente o agente GMV finaliza a MV em que está aquela execução
da aplicação e inicia uma nova MV com os recursos ajustados, conforme apresentado no
diagrama da Figura 4.3.
Figura 4.3: Módulo de elasticidade horizontal.
Para justificar a necessidade de realizar a elasticidade, as regras que serão acionadas
devem garantir que na maioria das vezes, o tempo de execução não será drasticamente
prejudicado, que não haverá um aumento de custo e que não será feito em um momento
impróprio, por exemplo, uma parada da execução quando a aplicação já estiver muito
próxima da sua finalização. Para tal, a regra de elasticidade foi implementado com as
variáveis de tempo da execução, uso de CPU e o valor de custo mínimo do provedor da
nuvem, ou seja, é necessário que a aplicação submetida informe ao GMV o quanto de sua
execução já foi concluído e o quanto ainda falta executar. O uso de CPU é capturado
em tempo de execução pelo AM e o valor de custo mínimo do provedor é capturado
diretamente com o provedor da nuvem, como apresentado na Equação 5.2.
PrecosProvedor :
[{local : local1, preco : valor1} , {local : local2, preco : valor2}]
(5.2)
menorV alor = min{PrecosProvedor.preco} (5.3)
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Recuperação da Aplicação
Para garantir que a aplicação submetida pelo usuário seja executada com sucesso, o
modelo possui um módulo de recuperação da aplicação. Esse módulo foi implementado
com a abordagem de controle de execução, onde cada início de execução é marcado,
podendo ser posteriormente recuperado [71].
Na Seção 4.1 é apresentado que o usuário fornece quantas vezes deseja que seja execu-
tada a aplicação submetida. Dessa forma, a cada início de uma das execuções da aplicação
submetida é feito um ponto de controle de restauração para o modelo. Dessa forma, se
durante a execução houver falha (vide execuções 3 e 5 no Eixo X da Figura 4.4) é res-
taurada a execução a partir do ponto de controle onde ocorreu o erro (vide barras de
recuperação acima das execuções 3 e 5 marcadas em vermelho na Figura 4.4), não sendo
necessário executar a aplicação antes do seu ponto de falha.
Figura 4.4: Esquema de recuperação da aplicação.
Pode-se citar como falhas tratadas pelo módulo de recuperação da aplicação: execução
da aplicação submetida não concluída com sucesso; perda de comunicação com a MV
(slave), que está executando a aplicação submetida; e falha na MV (master) que está
executando a atual arquitetura.
Nos casos de erros em que a aplicação não é concluída com sucesso ou há perda de
comunicação com a MV slave (como apresentado na Figura 4.4), a estratégia do GMV é
excluir a MV em que estava sendo executado e criar uma nova MV, reiniciando a execução
a partir do ponto onde ocorreu a falha. É mantida uma base de dados com os estados
de cada execução, permitindo que o agente GMV identifique a falha e possa reiniciar a
aplicação a partir do ponto de restauração necessário.
Quando ocorre falha no próprio modelo ou na MV master, a estratégia adotada é
executar um script shell3 que reinicia toda MV verificando na base a última execução
concluída com sucesso. Neste caso é reinicializado a execução a partir do ponto de falha,
não afetando as outras execuções.
4.2.2 Gerente de Monitoramento - GM
O GM é orientado a objetivos (vide Seção 2.1.4) e existe um por MV. Suas principais fun-
ções são gerenciar o monitoramento de recursos, recebendo os dados do AM e verificando
3Script Shell é um algoritmo projetado para realizar uma determinada tarefa, utilizando os comandos
específicos e os executáveis do sistema operacional.
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na base de regras para identificar problemas na execução ou nos dados monitorados. É
parte das funções do GM manter a comunicação com o GMV. Através desta comunicação,
o GM informa ao GMV quando existe a necessidade de realizar elasticidade.
A principal finalidade da arquitetura é deixar o AM responsável apenas pela captura
dos dados, ficando o GM responsável por analisar, consultar a base de regras e comunicar
ao GMV as informações da execução da aplicação, que estão em sua MV.
4.2.3 Agente de Monitoramento - AM
O AM é do tipo reflexivo simples, um para cada recurso de cada MV. A principal função
é capturar os dados referentes aos recursos alocados, tratá-los e repassar ao agente GM.
Monitoramento
O agente AM utiliza a ferramenta Dstat 4 para realizar o monitoramento e obter as
informações da MV. A escolha do Dstat ocorre pelo fato de fornecer as informações
de forma clara e organizada, além de ser facilmente customizável para capturar apenas
informações desejadas. O Dstat ainda permite exportar os dados para CSV, apresentando
estatísticas em tempo de execução.
O comando utilizado para captura dos dados é "dstat -cmnd –noheaders –output
stats.csv"(Figura 4.5). O parâmetro "cmnd"informa para o Dstat que a captura terá
as colunas dos dados de CPU, Memória, Rede (network) e disco. Além disso, os dados
são salvos em um arquivo CSV externo (stats.csv). Os dados da execução ainda ficam
salvos em estruturas de dados na memória da MV para serem lidos e processados com
maior agilidade durando a própria execução da aplicação submetida.
Figura 4.5: Colunas dos dados capturados pelo Dstat.
O agente AM registra os dados capturados em uma estrutura de dados (vetor) para
repassar para o agente GM, de forma rápida, em tempo de execução e ao mesmo tempo
salva os dados em uma base de dados (arquivo de texto) para serem incorporados na BC
4http://dag.wiee.rs/home-made/dstat/
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ao fim daquela execução. Com isso, a BC (veja Figura 4.2) é sempre atualizada com
todas as informações de execuções e com as informações de uso de recursos (atualmente
está sendo capturado no tempo default do Dstat, por esse motivo não consta o tempo na
Figura 4.5).
4.3 Regras de Inferência
Com o uso do MASE-BDI, como estudo de caso escolhido, as regras de racionalidade foram
implementadas e ajustadas. As regras possuem um grande impacto sobre o modelo, uma
vez que as ações dos agentes serão baseadas na modelagem das mesmas. Dessa forma, é
primordial analisar o comportamento da aplicação submetida para que as regras sejam
ajustadas corretamente.
As regras foram implementadas no motor de inferência DROOLS, e seu código fonte é
independente do código fonte da aplicação que a utiliza. Desta forma, com a arquitetura
implementada é possível submeter uma aplicação diferente e ajustar as regras de forma
desassociada, apesar de ter sido somente testado nessa dissertação com a aplicação MASE-
BDI.
Os agentes GMV e GM apresentam funções específicas, ou seja, possuem regras de
inferência específicas. O agente GMV utiliza regras de provisionamento dinâmico de
recursos e recuperação da aplicação. Enquanto o agente GM utiliza regras de inferência
para realizar a elasticidade horizontal de MV. Os agentes AM não utilizam regras de
inferência, pois são agentes reflexivos, apenas capturam dados monitorados armazenando-
os. Nas Seções 4.3 e 4.3.2 serão detalhadas as regras de inferência definidas para os agentes
GMV e GM.
4.3.1 Regras de Provisionamento
O agente GMV para escolher e provisionar a quantidade de CPUs para executar a aplica-
ção submetida (MASE-BDI) precisa levar em consideração dois principais fatores: (1) o
comportamento da aplicação em diferentes cenários de MVs; e (2) as regras de cobranças
mínimas do provedor da nuvem.
A regra para provisionar uma nova MV para executar o MASE-BDI leva em consi-
deração o parâmetro quantidade de agentes transformadores (o parâmetro significativo),
como pode ser visto na Seção 4.4. Para identificar a significância desse parâmetro foram
feitos diversos testes com o MASE-BDI em ambiente de nuvem real. Os resultados e
discussões sobre esses testes estão apresentados na Seção 4.5.
Na Figura 4.6 é apresentada uma das regras para provisionamento, referente à primeira
etapa para o processo de escolha da quantidade de CPU que serão alocadas. Essa regra
tem como dados de entrada a quantidade de agentes transformadores e os dados obtidos
com a RLM apresentados nas Equações 4.1 e 4.2, as quais calculam a média de uso de
CPU e o tempo de execução. Esta regra combina a quantidade de agentes para todas as
quantidades de CPU virtual (vCPU) disponibilizadas pelo provedor, como apresentado
no exemplo da Tabela 4.2 (a qual foi calculada utilizando as Equações 4.1 e 4.2).
Para cada teste feito com a regra de provisionamento, a CPU que está sendo testada
pode ou não entrar para a lista de CPUs candidatas. A regra foi modelada com base nos
testes realizados com a aplicação em estudo do MASE-BDI. Dessa forma, é primeiramente
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testada a quantidade com um limite de 100 agentes. Dado o comportamento do MASE-
BDI pode haver quatro casos: quantidade de agentes até 30; quantidade de agentes até
70; quantidade de agentes até 85; e quantidade de agentes maior que 85. Os valores foram
ajustados por meio de testes com o MASE-BDI na nuvem, mas estes intervalos podem ser
ajustados de acordo com a aplicação submetida e com a influência que seus parâmetros
têm em seu comportamento.






uso de CPU Tempo de Execução
10 2 89.9 69.17 segundos
10 4 47.33 20.54 segundos
10 8 12.25 17.57 segundos
50 2 97.66 189.47 segundos
50 4 89.75 152.34 segundos
50 8 55.05 50.02 segundos
100 2 97.70 187.15 segundos
100 4 92.56 163.16 segundos
100 8 66.52 54.51 segundos
A média de uso da CPU é de extrema importância para escolha da CPU que será
alocada para execução da aplicação. Os valores utilizados nas regras são variantes de
acordo com aplicação submetida, por isso uma base de dados do comportamento da
aplicação resulta em melhores resultados nos ajustes da regra. Para o MASE-BDI, a média
de uso de CPU está relacionada diretamente à quantidade de agentes, como expresso na
Tabela 4.3. A regra foi implementada de forma que para uma quantidade X de agentes seja
escolhido o número de CPUs adequados, mantendo um desperdício mínimo de recursos
e que seu tempo de execução esteja em um limite aceitável estipulado pelo experimentos
do comportamento do MASE-BDI. Os valores expresso na Tabela 4.3 se baseiam nas
alterações de uso de CPU para cada quantidade de agentes do MASE-BDI.
Tabela 4.3: Limites de agentes e uso de CPU
Quantidade de Agentes Média de uso de CPU
<30 80%
>30 E <70 75%
>70 E <85 70%
>85 65%
Dentro da regra para selecionar o numero CPUs, existem ainda outras duas condições
que precisam ser validadas: o uso médio da CPU tem de ser maior que a média geral de
todas a CPUs disponibilizadas pelo provedor, calculado de acordo com os dados obtidos
pelo RLM, e o tempo de execução da CPU a ser escolhida precisa ser menor do que as
CPUs já listadas como candidatas (vide entrada Figura 4.6). Note que essa estratégia
ajuda garantir que as CPUs candidatas tenham o menor desperdício, sendo que é criado
uma lista de CPUs candidatas conforme a Figura 4.6 e o Algoritmo 4.1.
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Figura 4.6: Regra de Inferência para o GMV realizar o provisionamento.
Algoritmos 4.1: Algoritmo da regra de inferência para o provisionamento.
1 funcao Regra de inferência para provisionamento retorna Lista de candidata
2
3 enquanto (quantidade de CPUs verificada < quantidade de CPUs disponibilizadas)
4 se (Uso de CPU > Mé dia geral de uso das CPUs E
5 Tempo de execução < Tempo melhor CPU selecionado)
6 se (Quantidade de agente < 30 E Uso de CPU > 80% )
7 Adicionar CPU a Lista de CPU Candidata
8 senao se (Quantidade de agente < 70 E Uso de CPU > 75% )
9 Adicionar CPU a Lista de CPU Candidata
10 senao se (Quantidade de agente < 85 E Uso de CPU > 70% )
11 Adicionar CPU a Lista de CPU Candidata
12 senao se (Quantidade de agente > 85 E Uso de CPU > 65% )
13 Adicionar CPU a Lista de CPU Candidata
14 retorna Lista de CPU Candidata
A segunda regra de provisionamento, apresentada na Figura 4.7 e no Algorítimo 4.2,
garante a escolha do numero de CPUs de menor custo para o usuário. Essa escolha é feita
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considerando as CPUs elencadas na lista de candidatas geradas pela primeira regra. As
condições dessa regra são dependentes das formas de cobranças feitas pelo provedor de
nuvem em questão. É verificado o tempo mínimo cobrado, de forma que possa ser levado
em consideração o melhor custo benefício.
Figura 4.7: A segunda regra de provisionamento com base no dados do provedor.
Algoritmos 4.2: Algoritmo da regra de inferência para o provisionamento com base no
dados do provedor.
1 funcao Regra de inferência para provisionamento com base no dados do provedor.
2 retorna CPU Selecionada
3
4 enquanto (Percorrer elementos da lista de CPUs Candidadas)
5 se (Tempo estimado > tempo mínimo cobrado pelo provedor)
6 Seleciona a CPU
7 senao se (Verificar custo benefício < Melhor custo benefício da
8 selecionado até o momento)
9 Seleciona a CPU
10 retorna CPU selecionada
Para as condições implementadas na regra foi considerada a forma de cobrança do
provedor Google Cloud5. Foram presentados os seguintes critérios: todos os tipos de MV
são cobrados com um mínimo de 10 minutos. Por exemplo, se executar uma MV por 2
5Google Cloud Platform – https://cloud.google.com
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minutos, será cobrado por 10 minutos. Após o limite de 10 minutos, as instâncias são
carregadas em incrementos de 1 minuto, arredondadas para o minuto maior. Desta forma,
uma instância que executa por 11,25 minutos será feito a cobrança por 12 minutos de uso
6. Considerando as especificidades do provedor Google Cloud foram modeladas as regras
de inferência de provisionamento utilizadas pelo GMV.
A regra de inferência das características do provedor tem como entrada a lista de CPUs
candidatas definidas na primeira regra, bem como seus respectivos tempos estimados de
execução. Para cada CPU na lista é primeiramente verificado se o tempo é maior que o
tempo mínimo. Caso não seja, a atual CPU que está sendo avaliada pela regra é escolhida
a priori. Nos casos em que o tempo de execução seja maior que o tempo mínimo é calculado
o custo benefício para aquela CPU, utilizando a proporção Tempo/Preço. Dessa forma é
escolhida a CPU com o melhor custo benefício.
Tabela 4.4: Exemplo de entradas para segunda regra de provisionamento do MASE-BDI.
vCPU Tempo Estimado Preço estimado
1 14 minutos $ 0,008148
2 10 minutos $ 0,011640
4 8 minutos $ 0,018624
6 7 minutos $ 0,024444
8 6 minutos $ 0,027936
A segunda regra de provisionamento percorre a lista de CPUs candidatas da menor
para maior quantidade de CPUs. Caso todos os tempos estimados estejam entre 0 e 10
minutos a regra escolhe a CPU com o melhor tempo de execução, onde 10 minutos é o
tempo mínimo cobrado pelo provedor da Google utilizado neste trabalho.
A combinação das duas regras apresentadas nas Figuras 4.6 e 4.7 garantem ou possi-
bilitam um provisionamento dinâmico, que atenda os requisitos de tempo, média de uso
de CPU e custo benefício. Com essas regras o GMV tem um modelo de racionalidade
dinâmica responsável por garantir um provisionamento direcionado a aplicação submetida.
4.3.2 Regra de Elasticidade
Para garantir a elasticidade no modelo, o agente GM utiliza também regras de inferência.
De acordo com as classificações apresentadas na Seção 2.3.8, a elasticidade deste trabalho
segue o modelo reativo, uma vez que o agente reage de acordo com a utilização dos
recursos. No modelo proposto é feita a elasticidade horizontal, porém não com replicação.
Na arquitetura proposta a elasticidade é transparente ao usuário, e acontece quando é
identificado um desperdício de recursos (não sendo tratado quando houver sobrecarga
nesses recursos). O agente GM instancia uma nova MV e transfere a execução para essa
nova máquina (o overhead não foi tratado nesse caso).
Quando alocada a quantidade de vCPU em uma MV, a medição dessas CPUs se dá
entre 0% e 100% de uso. O agente GMV realiza o cálculo do uso médio da CPU a cada
segundo (de acordo com os dados extraídos pelo agente AM através do Dstat – tempo
default usado pela ferramenta de monitoramento). É considerado desperdício de recurso,
6Google Compute Engine Pricing - https://cloud.google.com/compute/pricing
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quando o uso médio do CPU está abaixo de 50%. Em outras palavras o usuário não está
utilizando metade do que está pagando.
Para realizar o modelo de elasticidade proposto precisa-se considerar os seguintes que-
sitos: (1) não deve implicar em um grande aumento no tempo geral da execução; (2) o
custo para trocar de MV não pode ultrapassar o da atual MV onde está sendo executado a
aplicação; e (3) a elasticidade deve ser feita dentro de um período específico da execução,
por exemplo, para que não seja realizada quando a aplicação submetida estiver com mais
de 95% da execução completa.
Uma fragilidade do modelo de racionalidade dos agentes baseados em regras de in-
ferência é a necessidade de se ter uma base de dados representativa da aplicação para
viabilizar a definição de regras adequadas. Nesse caso, uma regra de provisionamento mal
definida poderá resultar no procedimento de provisão de recursos inadequados, podendo
até levar ao desperdício de recursos. Neste sentido foi definida uma estratégia de elasti-
cidade para viabilizar o provisionamento de recursos nas execuções iniciais da aplicação,
que forneça dados para a definição das regras de inferência.
A regra para elasticidade é apresentada na Figura 4.8 e no Algoritmo 4.3. Note que
os dados de entrada para a regra de inferência são: o tempo de execução da aplicação já
realizada no instante t, tempo mínimo cobrado pelo provedor de nuvem, média de CPU
utilizada. Os dados de tempo de execução e média de CPU utilizados são capturados e
submetidos a cada segundo (tempo default do Dstat, podendo ser ajustado), garantindo
assim testes feitos a todo momento da execução da aplicação submetida.
Na primeira condição para a regra de inferência de elasticidade é verificada se a quan-
tidade de CPU alocada para a atual MV é maior que um. Essa condição se justifica pelo
fato da estratégia geral da elasticidade ser a diminuição dos desperdício. Dessa forma, se
estiver ocorrendo desperdício em apenas uma CPU não é possível diminuir a quantidade.
Caso a quantidade de CPUs seja maior que um, e existir a ocorrência de desperdício, é
possível diminuir a quantidade de CPUs para aquela execução.
A segunda e a terceira condição da regra garante que a ação de elasticidade não ocorra
nos momentos inicias da execução ou quando a execução já estiver sendo concluída. As
condições garantem que a aplicação esteja acima de 10% e abaixo de 60% de seu tempo
de execução. Para o MASE-BDI é possível capturar o estado da execução, pois trata-se
de um simulador baseado em agentes com eventos discretos (steps de simulação).
A quarta condição da regra está relacionada a média de utilização da CPU. Como a
prioridade da regra é diminuir o desperdício de CPU, essa condição certifica que a média
de utilização esteja acima de 50% de uso da CPU alocada. No caso em que a média esteja
abaixo dessa porcentagem é entendido que esteja ocorrendo desperdício, uma vez que à
média de utilização não está chegando à metade do que o usuário está pagando.
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Figura 4.8: Regra de inferência para o GM realizar a elasticidade baseada nos dados
monitorados.
Algoritmos 4.3: Algoritmo da regra de inferência para realizar elasticidade.
1 funcao Regra de inferência para elasticidade.
2 retorna Elasticidade
3
4 se (Quantidade CPU > 1 E Execução do MASE−BDI > 10% E
5 Execução do MASE−BDI < 60% E Mé dia de uso de CPU < 50% E
6 E Tempo de execução no momento < 50% do valor mínimo cobrado)
7 Solicita elasticidade
8 retorna Elasticidade
A quinta e última condição da regra é para verificar a viabilidade econômica para
realizar a elasticidade, sendo levado em consideração o tempo mínimo cobrado pelo pro-
vedor da nuvem. Para que essa condição seja aceitável, o tempo de execução da aplicação
submetida naquele teste da regra deve estar abaixo da metade do cobrado pelo provedor.
Em resumo, a regra verifica se o tempo de execução está abaixo de 50% do tempo mínimo
cobrado pelo provedor, e se a aplicação está entre 10% e 60% de sua execução. Deste
modo é garantido que não ultrapasse o valor mínimo de cobrança.
Com todas as condições sendo validadas é então realizada a elasticidade, como apresen-
tado no exemplo da Tabela 4.5. É importante salientar que o módulo de provisionamento
dinâmico busca evitar que aconteça elasticidade, uma vez que a predição dos recursos
é justamente para identificar os recursos necessários para cada execução. Idealmente a
elasticidade é utilizada apenas para casos em que a BC e as regras de inferência não estão
totalmente precisas.
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1 10 minutos 3 40% 30% Não
2 10 minutos 3 40% 40% Sim
2 10 minutos 5 45% 50% Não
4 10 minutos 2 30% 40% Sim
4 10 minutos 3 35% 50% Sim
4 10 minutos 4 40% 60% Não
4.4 MASE-BDI
O MASE-BDI é um simulador de uso da terra baseado em agentes inteligentes com ra-
ciocínio BDI. Foi desenvolvido na linguagem JAVA e com framework JADEX (conforme
apresentado na Seção 2.1.7) para implementação do seu SMA. O MASE-BDI permite a
execução de simulações baseadas em agentes com uso de imagens reais de satélite para
gestão dos recursos ambientais em médio e longo prazo. A visão geral do modelo de
simulação do MASE-BDI é apresentada na Figura 4.9. O MASE-BDI viabiliza a predi-
ção de cenários futuros em espaços naturais, para validação de políticas públicas [7]. O
MASE-BDI implementou o modelo de racionalidade BDI para melhor representar o raci-
ocínio humano nos agentes da simulação, e garantir que seus agentes tenham tomadas de
decisões mais próximas de um humano, uma vez que é dado aos agentes desejos, crenças
e intenções. Nele é implementada uma arquitetura de agente com hierarquia, além de
parâmetros de entrada ajustáveis fornecidos pelos usuários, como exemplo a quantidade
de agentes transformadores individuais e grupais (e.g., cooperativas).
Figura 4.9: Visão geral da simulação MASE-BDI [7].
Na Figura 4.10 é apresentada a arquitetura do MASE-BDI, dividida em três camadas.
De cima para baixo, encontra-se a camada de interface com o usuário, a qual inclui o
módulo de interface gráfica e o centro de controle do JADEX. A camada de utilidades
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que inclui o módulo processamento de imagens usado para o tratamento das imagens
de entrada, o módulo para ajustes de parâmetros de entrada e o módulo de validação,
responsável por analisar os resultados das simulações.
Figura 4.10: Arquitetura MASE-BDI [7].
Na camada principal da arquitetura do MASE-BDI estão os cinco tipos de agentes:
GRID Manager (GRIDM), Spatial Manager (SPM), Transformation Manager (TRM),
Transformation Agent (TRA) e Other Managers. GRIDM é responsável por coordenação
das simulações, tem a função de instanciar, gerentes, coordenar os passos das simulações
e terminar ou reiniciar a simulação. TRM é responsável por instanciar e resolver conflitos
entre TRA. SPM é o agente responsável por administrar os recursos espaciais, além de
direcionar o TRM para suas localizações inicias e dar diretrizes ao TRM para resolução de
conflitos. TRA são os agentes transformadores, sendo estes eles que agem sobre o grid de
simulação, modificando-a de acordo com regras pré-definidas de exploração. Other Mana-
gers é uma classe de gerente genérico definido para futuras integrações com o simulador
MASE-BDI.
A quantidade de agentes da classe agentes transformadores é um parâmetro de entrada
significativo para o resultado de uma simulação. Esse parâmetro é importante para o
tempo de execução da simulação, uma vez que quanto maior a quantidade de agentes
transformadores maior é o tempo para executar a simulação, além de melhorar a Figura de
Mérito, do resultado da simulação, como apresentado na Tabela 4.6. A Figura de Mérito
utilizada no MASE-BDI foi proposta por [72], pois apresenta uma forma qualitativa de
se avaliar simulações em ambientes naturais, para comparação futura com MASE-BDI.
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Tabela 4.6: Resultados simulação MASE-BDI [7].
Tendo em vista que agentes são entidades computacionais, a quantidade de agentes
ativos tem influência na utilização dos recursos da plataforma computacional em que
o MASE-BDI está sendo executado. Essa influência sobre o tempo e uso de recursos
torna a quantidade de agente de transformação individual e de grupo os mais importantes
parâmetros para o modelo atual.
Pelas propriedades citas, o MASE-BDI é utilizado como estudo de caso (aplicação
submetida) para validar o modelo proposto nesse trabalho de mestrado. O parâmetro
significativo é a quantidade de agentes transformadores.
4.5 Experimentos Iniciais
Modelar o comportamento da aplicação submetida é a principal tarefa ao utilizar o modelo
proposto. Essa modelagem é feita monitorando-se os recursos e o comportamento da
aplicação. Com os resultados obtidos por meio do monitoramento também foi possível
popular a base de dados para garantir o provisionamento dinâmico e modelagem das
regras de inferência.
Dadas as características do MASE-BDI apresentadas na Seção 4.4, foram realizados
experimentos iniciais a fim de modelar o comportamento em MVs com diferentes confi-
gurações. Para análise dos experimentos é importante salientar que o MASE-BDI é uma
aplicação com abordagem multiagentes, ou seja, cada agente é uma entidade computa-
cional que realiza tarefas e consome recursos para alcançar seus objetivos. Dessa forma,
aumentar a quantidade de agentes significa aumentar a quantidade de entidades consu-
mindo recursos. Para o MASE-BDI aumentar a quantidade de agente significa também
aumentar a quantidade de conflitos de interesse entre os agentes. Esses conflitos elevam
o tempo da execução, além de interferir na utilização dos recursos por parte dos agentes.
Para realizar os experimentos foi utilizado o provedor Google Cloud Platform, uma
plataforma de nuvem pública. É importante ressaltar que os testes foram distribuídos em
cinco MVs distintas, personalizadas com as configurações:
1. 1 vCPU, 0.9 GB de memória, 60 GB de disco rígido, sistema operacional Ubuntu
14.04 x64.
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2. 2 vCPU, 1.9 GB de memória, 60 GB de disco rígido, sistema operacional Ubuntu
14.04 x64.
3. 4 vCPU, 3.6 GB de memória, 60 GB de disco rígido, sistema operacional Ubuntu
14.04 x64.
4. 6 vCPU, 5.4 GB de memória, 60 GB de disco rígido, sistema operacional Ubuntu
14.04 x64.
5. 8 vCPU, 7.2 GB de memória, 60 GB de disco rígido, sistema operacional Ubuntu
14.04 x64.
Nos testes, o parâmetro significativo do MASE-BDI variou entre 1 e 100 agentes
transformadores. Com isso, foram realizadas 100 execuções do MASE-BDI para cada
configuração de MV.
A Figura 4.11 apresenta o comportamento do MASE-BDI nas cinco MVs utilizadas
nos experimentos. Nos gráficos são aprestados o crescimento na quantidade de agentes (de
1 a 100 agentes), o tempo de execução (segundos) e a média de uso de CPU. O foco dos
experimentos é capturar o comportamento aplicação MASE-BDI na nuvem, ou seja, não
faz parte analisar os motivos internos que levam a aplicação a ter certos comportamentos,
essa análise estará fora do escopo desse projeto.
Figura 4.11: Execuções do MASE-BDI em diferentes MVs.
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Nas MVs com menos CPUs (1 e 2 vCPUs) é notado que a média de uso da CPU (CPU
Used - linhas azuis) é muito próxima de 100%, ou seja, o uso da CPU é próximo do total
alocado. A medida em que a quantidade de CPUs aumenta (4, 6 e 8 vCPUs) a média de
uso da CPU cai, aumentando o desperdício de recursos. Quando feita a comparação entre
as MVs com 1 e 2 vCPUs e MVs com 4 e 6 vCPUs tem-se um ganho médio 68.63% no
tempo, entretanto nas MVs com menos vCPUs tem a média de uso até 80.41% a mais.
O comportamento do MASE-BDI em uma MV com 8 vCPUs difere das VMs com
outras quantidades de CPUs. É notado que para 8 vCPUs o tempo acompanha o cresci-
mento da quantidade de agentes, porém também aumenta o desperdício médio de uso da
CPU. Na MV com 8 vCPUs, até 70 agentes o uso médio da CPU fica abaixo de 60% do
que foi alocado pelo usuário.
No Capítulo 5 serão apresentados os resultados dos experimentos realizados aplicando




Neste capítulo são apresentados os experimentos e resultados obtidos com a realização
desse trabalho. O capítulo está divido em duas seções: na Seção 5.1 é apresentado o
método estatístico RLM; e a Seção 5.2 apresenta o resultado das escolhas feitas pelos
agentes.
5.1 Predição de Recursos
A base de dados formada pelos experimentos da Seção 4.5, permitiu modelar os coeficientes
da RLM, o que possibilitou a predição do tempo e uso médio de CPU.
5.1.1 Resultados da Regressão Linear Múltipla
A fim de lapidar e aumentar a relação entre as variáveis do modelo de RLM apresentado
na Seção 4.2.1, foi feita a verificação da possibilidade de transformações nas variáveis
utilizadas. No modelo de RLM proposto foram feitas transformações em escala logarítmica
nas variáveis na predição de tempo expresso no Equação 5.1, essa transformação elevou
a relação entre as variáveis e melhorando os resultados do modelo (vide Equação 4.1 e
4.2, onde está definido PS e QC). A transformação não ocorre na RLM do uso de CPU,
uma vez que o R2 apresentado na Tabela 5.1 e a distribuição trazem melhores resultados
sem as transformações, como é apresentado nos gráficos das Figuras 5.1 e 5.2. O R2 é o
coeficiente que indica o quanto o modelo consegue explicar os valores observados, sendo
melhor os valores próximos de 100.
Note que a Equação 5.1 é a transformação logarítmica da Equação 4.1. Com a trans-
formação o resultado é dado também em logaritmo, por isso é necessário transformar
o valor novamente para base decimal, de forma que as regras do agente GMV possam
interpretar esses valores conforme apresentado na Equação 5.2.
TempoLog = log10(T1) + log10(T2) ∗ log10(PS) + log10(T3) ∗ log10(QC) (5.1)
TempoEstimado = 10TempoLog (5.2)
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Uso de CPU 67.37% 73.78%
Nas Figuras 5.1 e 5.2 são apresentados os gráficos das variâncias das observações com
e sem a transformação logarítmica. É possível observar maior variância das observa-
ções analisadas quando comparado a Figura 5.1(a) em relação à Figura 5.1(b) e a 5.2(a)
em relação à Figura 5.2(b). Tais transformações matem as propriedades estatísticas do
modelo.
Figura 5.1: Distribuição dos dados da média de uso do CPU.
Para validar e verificar a acurácia da regressão foram feitas as análises de resíduos.
Nas Figuras 5.3 e 5.4 são apresentadas técnicas de análise do erro, entre os valores reais e
preditos. Nos primeiros gráficos das Figuras 5.3 e 5.4, (a) mostram as não relações entre
as observações, de forma que estão distribuídos aleatoriamente. Nos segundos gráficos
(b) são mostrados que as observações estão distribuídas sobre a linha da distribuição
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normal, com pequenas variações no início e fim das caudas, demonstrando assim que
os resíduos estão distribuídos normalmente. Os últimos três gráficos mostram que os
resíduos distribuídos aleatoriamente sobre a linha (vermelha) do eixo X, indicando que
os resíduos estão distribuídos aleatoriamente entre as variáveis de quantidade de agentes
e quantidade de CPU. Ficando validado o modelo de RLM, uma vez que os erros são
normais e distribuídos independentemente com média zero.
Figura 5.2: Distribuição dos dados da média do tempo.
Os resultados da regressão estão expressos na Tabela 5.2. Note que para o uso do
CPU tem-se um MAPE de 3.59%, ou seja, tem 96.41% de acertos na predição do uso de
CPU. Para o modelo predizer o tempo gasto para executar o MASE-BDI em média, a
previsão está incorreta em 5.28%, com 94.72% de acerto.
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Figura 5.3: Gráficos dos resíduos.
Com os resultados anteriormente apresentados se pode concluir que o modelo de RLM
pode ser utilizado como ferramenta para predizer o tempo e uso do CPU para execuções
do MASE-BDI.
5.1.2 Estimativas de Tempo e Uso de CPU
Nessa seção são apresentados os resultados obtidos por meio da utilização do modelo de
RLM para predizer tempo e uso de CPU, com o dados das execuções do MASE-BDI.
Seção 4.5 apresenta as distribuições das MVs e cenários para realização dos experimentos
iniciais.
Nos gráficos das Figuras 5.5 e 5.6 são apresentadas as comparações entre os dados
reais (azul) e os dados estimados pela regressão (vermelho). Na Figura 5.5 são mostrados
os resultados da RLM para o uso de CPU nas cinco configurações de MVS. Dessa forma,
têm-se uma aproximação com erro médio de 22 segundos para a predição de tempo e
8.52% na estimativa de uso de CPU.
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Figura 5.4: Gráficos dos resíduos.
O Comportamento dinâmico da aplicação MASE-BDI pode ser notado no tempo e do
uso do CPU, mesmo que os valores sigam um padrão de crescimento existe uma grande
variação entre uma execuções.
Nos gráficos de comparações nota-se que a RLM consegue expressar o padrão de
crescimento das MVs. Nesse sentido, para os resultados da RLM o erro é aceitável,
apresentando os valores da RLM acima de 90% de acerto (vide MAPE com uso de CPU
96.41% e tempo 94.72%). Ou seja, com o uso dos métodos apresentados na da Tabela 5.3
está sendo avaliado o resultado do modelo de RLM para predizer o tempo e o uso médio
de CPU.
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Figura 5.5: Gráficos da regressão do uso de CPU.
Figura 5.6: Gráficos da regressão do tempo.
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Tabela 5.2: Resultado dos índices de avaliação.






Com os resultados da regressão, o agente GMV utiliza-se das regras de inferência apre-
sentadas na Seção 4.3 e escolhe a melhor configuração da MV, para executar no menor
tempo, com menor desperdício de CPU e com melhor custo benefício. Igualmente com
os parâmetros de teste apresentados na Seção 4.5, foram feitas 100 execuções do MASE-
BDI com a quantidade de agentes transformadores variando de 1 a 100 (podendo variar
o número de agentes em execuções futuras).
O GMV escolhe entre as cinco configurações de máquinas apresentadas na Seção 4.5,
essas MVs são disponibilizadas de forma gratuita no Google Cloud, o que limitou as
configurações dos experimentos. Os resultados das escolhas GMV são expressos e apre-
sentados em cinco cenários que propiciam a comparação e validação do modelo, sendo
estes divididos conforme as decisões do GMV:
• Cenário 1: intervalo entre 1 e 30 agentes, em que o GMV realizou as execuções na
MV com 1 vCPU;
• Cenário 2: intervalo entre 31 e 46 agentes, em que o GMV realizou as execuções na
MV com 2 vCPU;
• Cenário 3: intervalo entre 47 e 70 agentes, em que o GMV realizou as execuções na
MV com 4 vCPU;
• Cenário 4: intervalo entre 71 e 90 agentes, em que o GMV realizou as execuções na
MV com 6 vCPU; e
• Cenário 5: intervalo entre 91 e 100 agentes, em que o GMV realizou as execuções
na MV com 8 vCPU.
Na Tabela 5.3 são apresentados os resultados para a execução do modelo nos cinco
cenários, estando os valores das execuções selecionadas pelo GMV destacados em verme-
lho. Em cada linha da tabela estão os resultados das execuções do MASE-BDI, a média
de uso de CPU, a média de tempo e a média dos custos para cada cenário em cada MV.
É possível comparar o resultado da escolha a partir do GMV com execuções de outras
MVs. Por exemplo, na primeira linha (Cenário 1, intervalo entre 1 e 30 agentes), o GMV
escolheu a MV com 1 vCPU, uma vez que apresentou o maior uso de CPU e o tempo e
custos aceitáveis, quando comparado às demais MVs.
Importante ressaltar que o GMV não leva apenas um dos quesitos em consideração no
momento da escolha. Nas regras de inferência do GMV, primeiramente, são selecionadas
as MVs com maiores médias de uso de CPU e que tenham os menores tempos de execução,
criando assim uma lista de MVs candidatas. Dentre as MVs candidatas se faz escolha da
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MV com o menor custo. As colunas tempo (dado em segundos) e custo (em dolar)
apresentadas na Tabela 5.3 levam em consideração a adição do overhead do tempo, e da
criação e exclusão de cada MV (slave). O custo da MV (master) em que é executado o
agente GMV também é adicionado aos custos.
Tabela 5.3: Resultados de execuções das escolhas do GMV.
Por meio da Tabela 5.3 é possível perceber que o uso médio de CPU ficou entre 76.09%
e 96.96% do que foi alocado (vide valores ressaltados em vermelho na primeira coluna –
uso de CPU). Os resultados quando comparados com os valores dos gráficos apresentados
na Figura 4.11 estão em bons, ressaltando o balanceado entre tempo e custo.
Comparando as mesmas 100 execuções feitas em VMs com configurações fixas, o mo-
delo proposto encontrou um ponto de equilíbrio entre o menor tempo e o menor custo.
Verifique que para cada execução do MASE-BDI o agente GMV selecionou qual a melhor
configuração da MV (slave) para aquela execução, ficando pequena a diferença entre o
tempo e o custo, quando comparados com as outras colunas.
5.2.1 Resultados da Elasticidade
Foram realizados experimentos do módulo de elasticidade, sendo utilizada uma base de
dados com menos casos de execução, neste caso, não levou a uma boa escolha de MV. Em
decorrência, houve desperdício de recursos alocados, acionando a regra de elasticidade
(Figura 4.8) descrita na Sessão 4.2.1, então foi realocado uma nova MV para aquela
execução.
Os testes da regra de elasticidade levam em consideração o overhead para criação
de uma nova MV, como apresentado na Sessão 4.3.2. A Elasticidade é um módulo que
idealmente não será utilizado, uma vez que existe o módulo de predição de recursos. Esse
módulo é uma forma de suprir a falta de uma base bem populada para ajustes das regras
de predição.
Como citado na Seção 4.1, o modelo recebe como parâmetros de entrada quantidade
de agentes, quantidade de execução e o incremento na quantidade de agentes para cada
execução. Dessa forma, é feito um ponto de recuperação a cada início de uma execuções do
MASE-BDI, com isso a elasticidade ocorre em dados momentos dentro de um conjunto de
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execuções, os resultados dessas execuções são salvos para serem levados em consideração
nas próximas execuções.
Tabela 5.4: Resultado dos Experimentos com Elasticidade.
Figura 5.7: Comparação entre o uso de CPU após elasticidade.
Na Tabela 5.4 são apresentadas as ocorrências de elasticidade conforme a diferença de
uso na última coluna, a qual expressa a diferença entre a coluna média de uso de CPU
e a nova média de uso de CPU. Quando acionado, esse módulo busca sempre diminuir
o desperdício médio de uso.Ao serem comparados os resultados (Figura 5.7) se percebe
claramente que a escolha da nova MV levou a uma queda no desperdício, justificando
assim seu acionamento. Quando realizado a elasticidade, a diferença entre a MV inicial-
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mente alocada e a nova MV foi uma diminuição média de 40% de desperdício, conforme
apresentado na Tabela 5.4.
5.2.2 Resultados da Recuperação da Aplicação
Para os experimentos no módulo de recuperação da aplicação, erros foram induzidos
durante a execução do MASE-BDI. Foram introduzidos erros na MV slave, em que está
sendo executada a aplicação e erros na VM master em que os agentes estão gerenciando
as execuções.
A recuperação da aplicação implementada busca garantir que todas as execuções soli-
citadas pelo usuário sejam finalizadas e concluídas com sucesso. Nos testes, os resultados
foram satisfatórios, uma vez que o modelo conseguiu restabelecer normalmente a execu-
ção. Assim como na elasticidade, na recuperação dos erros (ver Sessão 4.2.1) o modelo
verifica os pontos de recuperação feitos a cada início de uma execução, de modo que as
execuções já concluídas não sejam afetadas e que sejam executados apenas as faltantes.
Na Tabela 5.5 são apresentados os erros ocorridos nas execuções e seus métodos de
recuperação, também é mostrado o tempo médio de cada etapa assim como uma média
total do tempo para recuperação dos tipos de erros. Na recuperação dos erros nas MVs
slaves o tempo é relativamente maior (aproximadamente 132 segundos, tempo em que o
provedor cria e deleta MVs) pelo fato da abordagem da recuperação deletar a MV e criar
uma nova. Esse processo eleva o tempo total. Os erros na MV master são restaurados
utilizando o script shell, que monitora se as execuções estão sendo finalizadas com sucesso,
o tempo médio de recuperação da falha é de 62 segundos. Note que o tempo total de
execução em geral é menor que 132 segundos conforme apresentado na Tabela 5.3, na
coluna tempo.
Tabela 5.5: Resultado dos Experimentos da Recuperação da Aplicação.
Os testes de recuperação da aplicação tem foco na garantia das execuções do MASE-
BDI. É notório que o tempo de recuperação é elevado quando comparado com o tempo de
execução do MASE-BDI, porém o foco foi garantir apenas que seja executado a quantidade
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de vezes solicitada pelo usuário. Os testes realizados não consideram erros internos da
aplicação, uma vez que o atual modelo trata o MASE-BDI como uma caixa preta.
No Capítulo 6 são apresentados os resultados alcançados durante a realização desse
trabalho de mestrado. São ainda apresentados alguns trabalhos futuros.
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Capítulo 6
Conclusões e Trabalhos Futuros
A presente dissertação de mestrado propôs o desenvolvimento de um modelo computaci-
onal com abordagem de SMA, a fim de garantir características de nuvem computacional
para aplicações submetidas nesse ambiente. Assim, foi proposto o uso de um modelo
de racionalidade baseado em regras de inferência, tendo como estudo de caso a aplica-
ção MASE-BDI. O SMA desenvolvido tem a finalidade de proporcionar ao MASE-BDI o
melhor uso dos recursos, diminuindo o tempo de execução e de custos.
Com relação às características mais encontradas em ferramentas de monitoramento,
provisionamento dinâmico de recursos e elasticidade o foco dessas ferramentas é encontrar
melhorias nas arquiteturas de provedores, além de auxiliá-los no gerenciamento de recur-
sos. O modelo proposto explora justamente a lacuna encontrada, combinando recursos
de IaaS e a necessidade de usuários, que desejam executar aplicação em nuvem. O foco
é fornecer aos usuários a possibilidade de um uso otimizado de recursos. É importante
ressaltar que com base nos estudos efetuados não existe hoje ferramenta de abordagem
SMA que garanta que aplicações desenvolvidas sem o foco no ambiente nuvem possam ser
submetidas e executadas garantindo monitoramento, provisionamento dinâmico e elasti-
cidade. Foi então respondida a questão de pesquisa inicialmente proposta, mostrando
que é possível definir um modelo de monitoramento e alocação dinâmica de recursos para
aplicações em nuvem computacional utilizando agentes inteligentes.
O resultado do trabalho de pesquisa apresentado tem como principais contribuições:
a definição de um modelo, o detalhamento arquitetural, a implementação do protótipo e,
a realização de experimentos com o estudo de caso MASE-BDI. O modelo de predição
com RLM conseguiu 96.41% de acerto na predição do uso de CPU e 94.72% na predição
do tempo de execução. As escolhas do agente GMV também apresentaram bons resul-
tados, uma vez que quando comparadas às execuções feitas em outras MVs, as escolhas
encontraram um equilíbrio entre o uso de CPU, tempo e custo, garantindo que o uso
médio de CPU ficasse acima de 76%. O módulo de elasticidade conseguiu diminuir em
média 40% o desperdício para execução do modelo em MVs preditas erroneamente. Os
resultados preliminares mostram que a arquitetura do modelo implementado é robusta o
suficiente para executar uma aplicação dinâmica com comportamento não determinístico
e em ambiente de nuvem com tempo e custo reduzido.
Algumas melhorias podem ser vislumbradas para complementar o modelo aqui apre-
sentado, principalmente ao modelo de racionalidade dos agentes, distribuição da aplicação
e no módulo de predição. Considera-se que os trabalhos futuros possam ser estabelecidos
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nos seguintes pontos:
• Desempenho - implementar a arquitetura de maneira distribuída, buscando um me-
lhor desempenho do modelo. Essa alteração na arquitetura possibilitará que o ge-
renciamento de recursos e a execuções sejam feitos de forma robusta e escalável;
• Racionalidade dos agentes - implementar na racionalidade dos agentes, modelos
ainda mais dinâmicos, de forma que possam aprender e ajustar as regras do motor
de inferência de forma automática. Uma outra abordagem para racionalidade dos
agentes seria a implantação de um modelo BDI, em que as tomadas de decisões
seriam baseadas em crenças, desejos e intenções para cada ação;
• Interface - para aumentar a acessibilidade e garantir que outros usuários possam uti-
lizar o modelo é necessário uma interface amigável e acessível, garantindo que usuá-
rios que não tenham conhecimentos técnicos em desenvolvimento possam utilizá-la;
• Predição de Recursos - com o aumento do uso do modelo e com uma base de dados
massiva, a incorporação de outros modelos de aprendizado de máquina como MVS
e RN também trará benefícios ao modelo.
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