In this paper, a constrained optimal control problem is considered where constraint is elliptic partial differential equations of second order together with the boundary condition of Dirichlet type. The main purpose is detecting an appropriate solution for control and state function by using boundary element method in order to discretized PDEs. In this way, first a quadratic objective, linear constraints optimization problem rewritten respected to main problem, next it can be solved numerically with the help of appropriate solution algorithms, which should exploit the structure of the problem, we solved it by generalized Newton's method. Some numerical experiments obtained by using boundary element method (BEM) and finite element method (FEM) are given in the final section of this paper.
Introduction
Solving optimization problems subject to constraints given in terms of PDE with additional constraints on the control and/or states in one of the most challenging problems in the context of industrials and economical applications, where the transition from model-based numerical simulations to model-based design and optimal control is crucial. For the treatment of such optimization problems the interaction of optimization techniques and numerical simulations plays a central role [1] .
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This project is concerned with the application of an innovative mathematical technique for solution of constrained optimization problems where a PDE or a system of PDE is constraints. The problem that we investigate is an optimal control problem.
In fact generalization and development of appropriate methods of the calculus of variations has rised optimization argument. In 1950, it is largely due to the work of Richard Bellman in the United States. Early 1960, Lev Pontryagin and his collaborators in the Soviet Union have registered the Pontryagin's maximum principle [2] . Optimal control problem are generally nonlinear and therefore, generally do not have analytic solutions. As a result, it is necessary to employ numerical methods to solve optimal control problems. In the early years of optimal control (circa 1950s to 1980s) the favored approach for solving optimal control problems was that of indirect methods. In an indirect method, the calculus of variations is employed to obtain the firstorder optimality conditions. These conditions result in a two-point (or, in the case of a complex problem, a multi-point) boundary-value problem. This boundary-value problem actually has a special structure because it arises from taking the derivative of a Hamiltonian. The approach that has risen to prominence in numerical optimal control over the past two decades (from the 1980s to the present) is that of so called direct methods. In a direct method, the state and/or control is approximated using an approximated using an appropriate function approximation. Simultaneously, the cost functional is approximated as a cost function. Then, the coefficients of the function approximation are treated as optimization variables and the problem is transcribed to a nonlinear optimization problem. Depending upon the type of direct method employed, nonlinear optimal control problem can be quite small or may be large. Optimal control problems with PDE constraints are very important in practical applications but are very costly numerical solving.
In 2004, M. Weizer, A. Schiela and T. Ganzler offered a primal interior point method for optimization with PDE constraints. Pointwise elimination of the control leads to a homotopy in the remaining state and dual variables. The a priori elimination of the least regular control permits to obtained accuracy with comparatively coarse meshes which requires fine meshes and thus leads to large finite dimensional subproblems [4] . As a different approach to alleviate the need for mesh refinement Hinze suggested to eliminate the control u analytically from the optimality system by computing it from the dual variable  . For certain class of optimal control problems this is a simple pointwise calculation [6] . In 2010, D. Clever and J. Yang applied a projected gradiant method with Armijo step size to determine an optimal boundary control considering the first wolf condition [5] .Optimal control problem with linear state equation and quadratic objective function are called linear-quadratic [1] .
In this article, an optimal control problem with PDE constraints proposed by Hinze is concentrated and obtained an approximate solution. With respect constraints of problem it is worthy to estimate the approximated solution by applying numerical methods. 
Nomenclatures
and the following assumption holds. 
2-1 Existence Result for a General

A Numerical Method for Finding a Optimal Solution
In order to tackle   
1)
. In next section we investigate a numerical method based on discretization methods afforded by Hinze in   1 .
A Numerical Example
In this section, we discuss a numerical example illustrating the behavior of our method and in particular compar the results obtained with the finite element method obtained by Hinze in [1] . Consider the following optimization problem: (Table 1) . By replacing obtained y and J y u we use iterative Newton method and obtain unknown values 1 2 3 4 , , , s s s s . Also we obtain values of state y in inner grids. Table 2 shows the numerical results for 1 2 3 4 , , , s s s s ,control function u and optimal value of ( , ) J y u . Table 3 shows values of state y in inner grids. 
Conclusion
PDE constrained optimization problems arise in many applications. Evaluation of objective function and constraint function involves expensive simulations. The robust and efficient solution of such optimization problems requests the integration application specific structure numerical simulation and optimization algorithm. In this paper, we have presented an elliptic optimal control proplem and computed approximation solution with two numerical computational method of solving linear partial differential equations FEM and BEM. The advantages in the boundary element method arise from the fact that only the boundary (or boundaries) of the domain of the PDE requires sub-division to produce a surface or boundary mesh [8] . The use of the Green-Guass theorem and a fundamental solution formulation means that the BEM involves no approximation of the differential equation in the domain-only in its approximations of the boundary conditions but in FEM differential equation is being approximated [3] . With mesh size . Then the boundary element method is more efficient than other methods, including finite element, in terms of computational resources for problem where there is a small surface/volume ratio.
