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Atomically thin semi-conductors are characterized by strongly bound excitons which govern the
optical properties of the materials below and near the band edge. Efficient conversion of photons
into electrical current requires, as a first step, the dissociation of the exciton into free electrons
and holes. Here we calculate the dissociation rates of excitons in monolayer MoS2 as a function of
an applied in-plane electric field. The dissociation rates are obtained as the inverse lifetime of the
resonant states of a two-dimensional Hydrogenic Hamiltonian which describes the exciton within
the Mott-Wannier model. The resonances are computed using complex scaling, and the effective
masses and screened electron-hole interaction defining the Hydrogenic Hamiltonian are computed
from first-principles. For field strengths above 0.1 V/nm the dissociation lifetime is shorter than 1
picosecond, which is shorter than the lifetime of other, competing, decay mechanisms. Interestingly,
encapsulation of the MoS2 layer in just two layers of hBN, enhances the dissociation rate by around
one order of magnitude due to the increased screening showing that dielectric engineering is an
effective way to control exciton lifetimes in two-dimensional materials.
Two-dimensional (2D) semiconductors, such as single-
and few layer transition metal dichalcogenides, are
presently being intensively researched due to their ex-
traordinary electronic and optical properties which in-
clude strong light-matter interactions, spin-valley cou-
pling, and easily tuneable electronic states[1–9]. One
of the hallmarks of the 2D semiconductors is the pres-
ence of strongly bound excitons with binding energies
reaching up to 30% of the band gap. These large bind-
ing energies are mainly a result of the reduced dielectric
screening in two dimensions[10–14]. While such strongly
bound excitons are highly interesting from a fundamental
point of view (for example in the context of Bose-Einstein
condensates[15]) they are problematic for many of the
envisioned applications of 2D materials such as photode-
tectors and solar cells which rely on efficient conversion
of photons into electrical currents. This is because the
strong attraction between the electron and the hole makes
it difficult to dissociate the excitons into free carriers.
Photocurrent measurements on suspended MoS2 sam-
ples have found that the photocurrent produced by
below-band gap photons is strongly dependent on the
applied voltage indicating that the electric field plays
an important role in the generation of free carriers[16].
One way of increasing the photoresponse, could be to
embed the active 2D material into a van der Waals
heterostructure[17–19], and thereby enhance the screen-
ing of the electron-hole interaction without altering the
band structure of the material. While it has been demon-
strated that this strategy can indeed be used to control
the exciton binding energy, the influence of environmen-
tal screening on the exciton dissociation has not been
previously studied.
In general, rigorous calculations of exciton binding en-
ergies require a many-body approach such as the Bethe-
Salpeter Equation (BSE) which directly solves for the
(real) poles of the interacting response function which
correspond to the neutral excitation energies of the
system[20, 21]. Such calculations are computationally
demanding and typically only used to study excitations
from the ground state, i.e. not in the presence of exter-
nal fields. We mention, however, that the BSE has been
used to study field induced exciton dissociation in car-
bon nanotubes by fitting the BSE absorption spectrum to
the Fano line shape[22]. In this work we take a different
approach using that, under certain simplifying circum-
stances, the calculation of the many-body excitonic state
can be reformulated as an effective hydrogenic Hamil-
tonian whose eigenvalues and eigenstates represent the
exciton binding energies and the envelope wave function
describing the relative electron-hole motion, respectively.
This is the so-called Mott-Wannier model which has been
instrumental in the description of excitons in inorganic
bulk semiconductors. A 2D version of the Mott-Wannier
model has recently been shown to yield exciton binding
energies in good agreement with BSE calculations and
experiments for both freestanding[10, 11, 13, 14, 23] and
supported[10, 23, 24] transition metal dichalcogenide lay-
ers. The dissociation rate of the exciton is then obtained
by complex scaling which is a formally exact technique to
compute resonance energies and life times. By employing
a recently developed quantum-classical method for cal-
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2culating the dielectric function of general van der Waals
heterostructures, we predict the effect of embedding the
MoS2 in hBN on the screened electron-hole interaction
and exciton dissociation rate.
When an in-plane, constant electric field is applied to
an exciton, it will eventually decay into a free electron
and hole. This effect belongs to a class first studied by
Keldysh[25] and Franz[26], who looked at how the opti-
cal properties of semiconductors change in the presence
of a static electric field. The application of a constant
electric field changes the exciton from a bound state to a
resonance with a finite lifetime equal to the inverse dis-
sociation rate. The literature on resonances in quantum
physics is vast, and we shall not go into the topic here but
simply mention a few few important facts. First, it should
be understood that even the definition of a resonance is
non-trivial. The reason for this is clear from Howland’s
Razor which states that no satisfactory definition of a res-
onance can depend only on the structure of a single op-
erator on an abstract Hilbert space[27]. To illustrate the
content of the statement consider the Stark effect in hy-
drogen: Let Hˆ() = −∆−1/r+ x. It can be shown that
Hˆ() is unitarily equivalent to Hˆ(′) for all nonzero , ′.
Since we expect the properties of the resonances, and in
particular their lifetime, to depend on field strength, ,
this example shows that the resonance cannot be viewed
as a property of the operator Hˆ() alone. Instead the no-
tion of resonance is only meaningful when the real space
geometry of the given system and relevant boundary con-
ditions on the wave functions are considered. There are
generally two approaches used to compute resonances.
The so-called indirect methods identify resonances as the
poles of the scattering amplitude analytically extended
to the complex energy plane[28], while the direct meth-
ods obtain the resonance states directly as eigenstates of
a complex scaled non-hermitian Hamiltonian[29, 30]. In
this work we shall use the latter approach.
To describe excitons in a 2D semiconductor we use a
Mott-Wannier model of the form[
−∇
2
2D
2µex
+W (r)
]
F (r‖) = EbF (r), (1)
where µex is the exciton effective mass, µ
−1
ex = m
−1
e +
m−1h , W is the screened electron-hole interaction, and Eb
denotes the exciton binding energy. Based on density
functional theory (DFT) band structure calculations us-
ing the local density approximation (LDA) we obtain an
exciton effective mass for MoS2 of 0.27me. The screened
electron-hole interaction is obtained as the inverse Fourier
transform of [2D(q)q]
−1, where 2D(q) is the static dielec-
tric function of the 2D material and 1/q is the 2D Fourier
transform of 1/r. For small q we can approximate epsilon
as a linear function of q[11–14], so that
2D(q) = 1 + 2piαq, (2)
with α being the polarizability of the material. An ana-
lytical expression can then be obtained for the screened
electron-hole interaction[12]:
W (r) =
1
4α
[Y0(x)−H0(x)]x=r/2piα , (3)
where Y0 is a Bessel function of the second kind, and H0
is a Struve function. For later use we note that both
of these functions are meromorphic, and readily admit
complex arguments. The expression (3) for the screened
interaction relies on a first order expansion of 2D(q)
around q = 0, and thus the results obtained from the
Mott-Wannier model could be questioned. However, the
validity of this approximation has been demonstrated for
a number of freestanding 2D semiconductors[11, 13, 14]
and recently also for MoS2 embedded in a few layers of
hBN[10]. As a rule of thumb, the linear screening approx-
imation Eq. (2) remains valid for intra-layer excitons in
van der Waals heterostructures as long as the in-plane
exciton radius is large compared to the thickness of the
heterostructure[10]. For thicker slabs, the linear approx-
imation breaks down and the fully q-dependent 2D(q)
must be used to obtain W (r). For details on how we
calculate the dielectric functions of 2D layers and het-
erostructures we refer to Ref. 24.
In fig. 1, we show the dielectric functions, 2D(q), of an
MoS2 layer in the three different configurations shown in
Fig. 2(a)-(c). The linear approximations to 2D(q) are
shown by full lines. We also show the dielectric function
of isolated MoS2 for different values of ω. For values of ω
which are below the exciton binding energy, the dielectric
function is very similar to the static one, justifying our
use of the latter. As expected, embedding of the MoS2
layer in hBN leads to an increase in the screening which
reduces the binding energy of the exciton, see table I.
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Figure 1. (a) The effective dielectric function for isolated
MoS2 as a function of q for different values of ω. (b) The
effective dielectric function (dashed line) for the three differ-
ent MoS2-hBN heterostructure configurations. The linear ap-
proximation to the dielectric function is shown by solid lines.
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Figure 2. (a)-(c): The three different structures considered in this work: isolated MoS2 , MoS2 on a single layer of hBN, and
MoS2 sandwiched between two hBN layers. (d): Illustration of the Mott-Wannier model for monolayer MoS2 in the absence
(left) and presence (right) of an in-plane constant electric field. The exciton potential is shown in blue, the exciton wave function
is sketched in green, and the energy is shown in red. When an electric field is applied, the energy of the exciton shifts down
and the sharp energy peak is broadened due to the coupling to the continuum of states.
Table I. Calculated values for the polarisability (α) and ex-
citon binding energy (Eb) for single-layer MoS2 in the three
configurations shown in Fig. 2 (a)-(c).
Material α (a.u.) Eb (eV)
MoS2 11.1 0.62
MoS2@hBN 13.0 0.55
hBN@MoS2@hBN 16.1 0.47
Once an in-plane constant electric field is applied to the
system, the bound states of the Mott-Wannier Hamilto-
nian become metastable. The situation is illustrated in
Figure 2(d). Within the so-called direct methods, a reso-
nance is defined as an eigenstate of the Hamiltonian un-
der the boundary condition that only outgoing waves ex-
ist outside the scattering region. Such an eigenstate must
necessarily have a complex eigenvalue, E = ε0− iγ, and a
wave function that adopts the asymptotic form e±iKx for
x → ±∞ (focusing on the one-dimensional case for sim-
plicity) where K = k− iκ with k > 0 (an outgoing wave)
and κ > 0. The latter condition implies that the wave
function increases exponentially away from the scattering
region. The decay rate of the resonance state, evaluated
as the rate of decay of the probability for finding the par-
ticle in any finite region of space, is given by γ = kκ. It
can be shown that the resonance eigenvalue, E, is a pole
of the analytically continued scattering matrix[31].
To compute the resonance, one could in principle solve
the Schro¨dinger equation with the appropriate boundary
conditions. In practice, however, it is more convenient to
perform a “complex scaling” of the Hamiltonian, whereby
the coordinate r → eiθr and ∇ → e−iθ∇, and then solve
for the eigenstates of the resulting (non-hermitian) oper-
ator, Hˆθ, with the more standard zero boundary condi-
tions. For θ > tan−1(γ/k), the complex scaled resonance
wave function (that is the wavefunction analytically con-
tinued to the complex plane and then evaluated on the
line reiθ) is an eigenstate of Hˆθ of eigenvalue E, but now
decaying exponentially as r → ±∞. The resonances thus
appear as isolated complex eigenvalues of Hˆθ with energy
independent of θ and square integrable wave function[32].
The complex scaled wave functions of the bound states re-
main exponentially decaying eigenstates of Hˆθ with real
eigenvalues[29]. The unbound continuum states have a
different behavior: If the potentials involved are local-
ized, the asymptotic form of these states as r → ∞ is
eikr, with k, r ∈ R. They are thus finite at infinity, but
nonnormalizable. If this is to remain true after the com-
plex scaling is performed, the transformation r → reiθ
must be accompanied by the transformation k → ke−iθ.
As the energy of a plane wave is proportional to k2, the
complex scaling operation results in the energy of the
continuum states rotating into the complex plane at an
angle of 2θ. This is also true for the Coulomb potential,
despite its long-ranged nature[32].
On figure 3 we show an example of the spectrum
of the complex-scaled exciton Hamiltonian for isolated
MoS2 and zero field, for different values of θ. The two
classes of states, bound and unbound, can clearly be dis-
tinguished; for zero field there are no resonances.
In order to apply the complex scaling procedure to
a single-particle Hamiltonian, a number of requirements
must be fulfilled by the potential, V . First, in the original
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Figure 3. The different behaviour of bound and continuum
states under complex scaling, for the potential corresponding
to isolated MoS2 . The black dashed lines start at -0.15 eV
and have been rotated into the complex plane by −2θ for each
of the complex scaling angles. The continuum starts at -0.15
eV because of the finite size of the simulation box.
derivation of the complex scaling technique, the potential
Vˆ (r) should be dilatation analytic[30]. This is the case
for the Coulomb potential, and for many other potentials
which have bound states, such as Yukawa potentials[33].
A constant electric field is not dilatation analytic, but it
has been proven that the technique works nonetheless[34–
36]. Secondly, most potentials of interest for physical sys-
tems are known only on the real axis. In order to perform
the complex scaling operation, it must be possible to find
the analytic continuation of the potential in the complex
plane. This is the case for the potential considered here.
We mention that a full first-principles implementation of
the complex scaling was recently reported and applied to
the problem of Stark ionization of simple atoms[37].
The 2D eigenvalue problem for the complex scaled
Hamiltonian is solved on a real space grid using radial
coordinates. In order to converge the exciton energies,
a large simulation cell is needed - significantly larger
than the exciton radius, which is around 10 A˚ for all
of the systems considered. As the screened potential has
a logarithmic singularity at the origin while being vir-
tually flat at the edge of the simlation cell, a nonlinear
grid is used which allows us to perform simulations in a
disk of radius 250 A˚. The Laplacian is represented by a
finite-difference stencil. In order to avoid diagonalization
of the full Hamiltonian, we use the iterative eigensolver
ARPACK. For each of the systems shown in Fig. 2 (a)-
(c) we compute the screened interaction between charges
located in the MoS2 layer, and then compute the reso-
nance eigenvalue of the complex scaled 2D Mott-Wannier
Hamiltonian.
Figure 4 shows the MoS2 exciton dissociation rate as a
function of in-plane field strength for three different het-
erostructures. As expected, larger fields lead to shorter
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Figure 4. The dissociation rate of an exciton in the MoS2
layer as a function of in-plane field strength for the three
heterostructures. The intrinsic decay rate spans between the
defect-assisted fast decay of the excitons of 2-5 ps (upper limit)
and the much slower radiative recombination of the excitons
(lower limit).
lifetimes, and the rate is seen to depend roughly exponen-
tially on 1/E for the considered field strenghts. Further-
more, the dissociation rate can be tuned to a high degree
by changing the environment of the MoS2 . When MoS2 is
placed on a single layer of boron nitride, the extra screen-
ing greatly increases the dissociation rate, and when the
MoS2 is sandwiched between two layers of BN, the rate
is even larger. This is as expected, since larger screening
results in more weakly bound excitons, which should dis-
sociate more readily. Adding more hBN layers on either
side is expected to enhance the screening and hence the
dissociation rates even further. However, as the linear
screening model breaks down in this regime[10], this has
not been pursued here.
In a real device, the field-induced dissociation of ex-
citons described here is in competition with other decay
mechanisms, such as direct radiative recombination[38].
defect-assisted recombination[39] and exciton-exciton
annihilation[40]. The relative importance of these effects
is highly dependent on the temperature of the MoS2 , the
concentration of defects and the exciton density.
At very low temperatures, the direct radiative decay of
zero momentum excitons dominates, with a characteris-
tic lifetime of ∼200 fs[38, 41, 42]. At room temperature,
most of the excitons have non-vanishing momenta, and
the radiative recombination lifetime is ∼ 1 ns[38, 39].
For these systems, defect-assisted recombination there-
fore becomes an important mechanism, with a character-
istic lifetime of 2-5 ps[39, 43, 44]. Exciton-exciton an-
nihilations become important only when the density of
excitons in a sample is large; equivalently when the av-
erage distance between excitons is small. At a density of
1× 1012 cm−2, the effective lifetime from annihilation is
511 ps[40].
Our calculations indicate that for field strengths larger
than 0.1 V/nm, the dissociation lifetime is shorter than 1
picosecond in all the systems considered. This is shorter
than the smallest characteristic lifetimes of the alterna-
tive decay channels at room temperature (indicated by
the gray shaded region in Fig. 4) and thus field-induced
dissociation should dominate. We note that a potential
gradient of 0.1 V/nm is not unlikely to exist in the metal-
MoS2 contact region where charge transfer and interface
dipole formation driven by Fermi level mismatch can lead
to significant variations in the potential and band energies
even in the absence of an applied bias voltage. Recently,
a chemical treatment has successfully been used to elimi-
nate the influence of defects on exciton decay[45], leaving
radiative decay as the main decay channel and leading
to exciton lifetimes of 10 ns. In this case, field-induced
dissociation should be the main photocurrent generation
mechanism.
In summary we have used complex scaling to com-
pute the lifetime of excitons in two-dimensional MoS2
and MoS2/hBN structures under an applied static elec-
tric field. The exciton was simulated using a 2D Mott-
Wannier model which has previously been found to yield
a reliable description of the lowest lying excitonic states
in transition metal dichalcogenides. We found that for
field strengths above 0.1 V/nm, the exciton dissociation
rate is larger than the intrinsic exciton decay rate in MoS2
at room temperature. Moreover, encapsulation in a few
layers of hBN increases the dissociation rate by an order
of magnitude for fixed field strength due to the increased
screening provided by the electrons in the hBN.
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