We apply the Dirac procedure for constrained systems to the Arnowitt-Deser-Misner formalism linearized around the Friedmann-Lemaitre universe. We explain and employ some basic concepts such as Dirac observables, Dirac brackets, gauge-fixing conditions, reduced phase space, physical Hamiltonian and physical dynamics. In particular, we elaborate on the key concept which is the canonical isomorphism between different gauge-fixing surfaces.
I. INTRODUCTION
We revisit the Hamiltonian formalism for cosmological perturbations (see in particular [1, 2] for earlier treatments). We apply some commonly used in canonical relativity concepts to establish the reduced phase space for a slightly perturbed universe filled with one or more perfect fluids.
Despite the fact that the reduced phase space of cosmological perturbations has been derived before, our concepts and our derivation are new to cosmological perturbation theory and shed new light on it. Our approach may be applied to some standing problems such as deriving the reduced phase space for linear and higher-order perturbations in less symmetric cosmological backgrounds leading to their complete quantisation that includes both the cosmological background and the perturbations. We postpone a more detailed discussion of possible applications of our approach to Conclusions.
The basic method of our approach is the Dirac method for constrained systems combined with use of the canonical isomorphism between different gauge-fixing surfaces in the phase space and equipped with different Dirac brackets. Our starting point is the Arnowitt-Deser-Misner (ADM) formalism [3] in which the canonical variables are the three-metric components and canonically conjugate momenta (encoding the extrinsic curvature of the three-geometry), (q ab , π ab ). The ADM Hamiltonian is a sum of first-class constraints, in which the lapse function N and the shift vector N i play the role of the Lagrange multipliers. The perturbative expansion of the ADM formalism includes the following features: 1) The zero-order Hamiltonian constraint H (0) ≈ 0 generates and constrains the physical dynamics of the background (zero-order) variables; 2) The secondorder Hamiltonian H (2) generates the dynamics of the first-order perturbations, though, it is not a constraint. Nevertheless, its definition is ambiguous and includes four first-order first-class constraints H 0 (1) ≈ 0 and H i (1) ≈ 0 (i = 1, 2, 3) multiplied by the first-order Lagrange multipliers δN and δN i . The non-vanishing term of the second-order Hamiltonian is N H 0 (2) , where N is the zero-order lapse function.
The structure of the full gravitational Hamiltonian which is a sum of first-class constraints reflects the so-called "time problem". The central issue is the fact that the dynamics of the gravitational field coincides with a gauge transformation and, as a corollary, gauge-invariant (or, physical) variables are constants of motion. The time problem is present in the background dynamics that is generated by the constraint H (0) ≈ 0 (see Sec IV for some further comments).
However, this is worth noting that in the perturbations' dynamics this problem does not arise as the second-order Hamiltonian includes the non-vanishing (i.e. non-constraining) term, N H 0 (2) .
A way to understand this is to notice that a genuine change of time by a first-order perturbation also produces second-order effects in the dynamics of linear perturbations. Since the second-order effects are excluded from the present formalism, the first-order time-reparametrization invariance of the dynamics of linear perturbations is broken.
The classic reference on the Hamiltonian approach to cosmological perturbation theory is D.
Langlois' paper [2] , where the reduced phase space formalism for a universe minimally coupled to a scalar field in a potential is derived. The author employs a method derived in [4] and based on the Hamilton-Jacobi theory. This method is used to define a canonical transformation that separates physical, gauge-invariant degrees of freedom from gauge degrees of freedom in such a way that their canonical structures become also separate. As the author emphasizes, such a separation of variables allows to derive the physical Hamiltonian that generates the physical dynamics in a very efficient way since the gauge variables that make up in particular the complicated intrinsic curvature term in H (2) can be ignored. The Langlois approach is contrasted with the approach described in [5] , within which the derivation of the physical Hamiltonian involves significantly heavier computations.
Our approach employs the Dirac procedure [6] . The Dirac procedure appears to be more developed and to deal with more aspects of constrained systems than the method employed in [2] . Instead of making use of a canonical transformation of the mentioned type, the Dirac method starts with extending the set of constraints by introducing the gauge-fixing conditions, one for each first-class constraint, with purpose of obtaining a set of second-class constraints. Then the so-called Dirac brackets are introduced. This last step allows us to solve strongly all the constraints by reducing the number of canonical variables and to simplify the form of the Hamiltonian. In particular, we get rid of the first-order constraints H 0 (1) = 0 and H i (1) = 0 from the Hamiltonian and the values of the Lagrange multipliers δN and δN i become irrelevant for defining the dynamics in the reduced phase space. Working in the spatially flat slicing gauge also removes the intrinsic curvature term (which becomes pure gauge) and we are able to derive the physical Hamiltonian as quickly as Langlois in his original paper. In order to reconstruct the full four-dimensional metric, one needs to determine δN and δN i . This step is normally omitted in the Dirac analysis of constrained systems and is not very much discussed in [2] either. As we shall see, one must study the consistency of the gauge-fixing conditions in the initial ADM phase space.
The main result of the paper is the derivation of the reduced phase spaces of cosmological perturbations together with respective reduced Hamiltonians via the Dirac procedure combined with use of the canonical isomorphism between different gauge-fixing surfaces equipped with inequivalent Dirac brackets. The Dirac procedure has never been used in the domain of cosmological perturbations so consistently and to such an extent. We show that there exists a unique and abstract physical phase space furnished with a unique and abstract physical Hamiltonian. Our derivation sheds more light on why the Langlois procedure leads to such a simple physical Hamiltonian which does not include the second-order curvature term. Furthermore, we show how different choices of gauge-fixing conditions in the phase space correspond to different physical interpretations of the gauge-invariant canonical variables. Thanks to the existence of the aforementioned canonical isomorphism, it is quite straightforward to obtain a canonical framework for all choices of gauge, once the framework is established for any single choice of gauge. Although, the corresponding properties are well-known to hold for the configuration space approach, our work derives and clarifies them at the level of canonical formalism. We discuss a few specific examples of gauges and make a correspondence between some popular choices of gauge made in the configuration space (the standard approach) and the gauge-fixing conditions put on the phase space (the Hamiltonian approach). This discussion is an important aspect of our formalism and it is not considered in [2] .
As our considerations are not motivated by the theory of inflation, we work with the universe filled with a cosmological fluid (or, many cosmological fluids). Our formalism can be used to quantize the dynamics of both the background and the perturbations in a consistent manner.
Since the Langlois paper there have been some useful developments in the Hamiltonian approach to cosmological perturbation theory. Let us mention some of them. For example, in [7, 8] , the ADM phase space is replaced with an extended phase space that encompasses the lapse, the shift and their conjugate momenta. The extended phase space formulation, though more complex,
gives a more direct relation between gauge-fixing conditions in the phase space and in the usual (configuration space) approach. It also proves convenient for using the relational formalism [9] to derive the gauge-invariant perturbations.
The Hamiltonian approach to the universe with one or more perfect fluids was developed in [10] [11] [12] and a quantization of the entire system was proposed. Like our work, these very interesting results were driven by intent to study alternative to inflation scenarios of primordial universe.
However, the authors obtained their results through working with the Lagrangian formalism and the Hamiltonian was only obtained in the last step, whereas our approach is based entirely on the canonical level. Moreover, the problem of the relation between different choices of gauge was not much discussed in those works either.
For the Hamiltonian approach to second-order cosmological perturbation theory, see e.g. [13] .
The outline of the present paper is as follows. In Sec. II we recall the Hamiltonian formalism for general relativity and relativistic fluids. In Sec. III we expand those formalisms in perturbations around the flat Friedmann-Lemaitre-Robertson-Walker (FLRW) universe and re-write the perturbations in the Fourier modes. In Sec. IV we discuss in detail the derivation of the reduced phase space equipped with the physical Hamiltonian by means of the Dirac procedure and we derive the physical Hamiltonians for vector and tensor modes of perturbations. In Sec. V we focus on scalar modes of perturbations. We consider a few examples of gauge-fixing conditions that correspond to some popular choices of gauge used in the configuration space approach. In Sec. VI we extend our result to the multi-fluid case. We conclude in Sec. VII. In Appendix A the expansion of the ADM Hamiltonian up to second order is given. Appendix B describes the geometrical interpretation of the canonical variables used throughout the main text. Appendix C provides the relation between the variables of the present paper and the ones used in the configuration space approach to cosmological perturbation theory. In particular, it provides the relation between the Dirac observables and the physical variables of the standard approach: the Bardeen potentials and the Mukhanov-Sasaki variable.
II. CANONICAL FORMALISM
In this section we briefly recall the basic elements of the ADM canonical formalism for the gravitational field and the canonical formalism for relativistic perfect fluids.
A. Gravitational field
In what follows we assume the topology of the spacetime M T 3 × R and the line element to
where a, b = 1, 2, 3 are spatial coordinate indices. The Hilbert-Einstein action in the ADM variables
1 The purpose of assuming M T 3 × R is to have a spatially compact universe and to avoid the ambiguity in the definition of the symplectic structure for background (homogeneous) variables. We recall that for spatially non-compact universes one is forced to introduce an ambiguous finite fiducial cell whose choice influences the definition of the symplectic structure.
where 3 R is the Ricci scalar of the three-geometries (i.e. the level sets of t) and K ab is the extrinsic curvature tensor,
where D a is the spatial covariant derivative. The Legendre transformationq ab → π ab := δSg δq ab establishes the ADM phase space,
in which the dynamics is generated by the Hamiltonian,
which is a sum of first-class constraints,
where the lapse N and the shifts N a play the role of the Lagrange multipliers.
B. Relativistic fluids
We extend the phase space in order to include perfect fluids, each satisfying the barotropic equation of state p = wρ, where p is pressure, ρ is energy density in the frame comoving with the fluid and w is a constant. Inspired by the Schutz velocity-potential approach to the variational formulation of relativistic perfect fluids [14] [15] [16] we start from the action,
where µ = ρ+p n is enthalpy per fluid's particle (it plays the role of the inertial mass of a fluid's particle), n is the number density of fluid's particles and S is entropy per fluid's particle. The first law of thermodynamics expressed in terms of p, S, µ and n reads, dp = ndµ − nT dS,
where T is the fluid temperature. As perfect fluids do not conduct heat, the entropy of each element of the fluid is conserved. Therefore, we will assume the specific entropy S to be homogeneous across the space and hence to remain constant in time despite the flow of the fluid. Furthermore, we will assume rotationless motion of the fluid's particles. Then, the four-velocity of the fluid can be assumed to be a function of the following form,
i.e. to be a function of a single scalar field φ and the four-metric. Notice that the normalization condition for U ν determines the specific enthalpy µ in terms of φ, q ab , N and N a . Minimization of the action (7) with respect to the metric leads to
i.e. to the stress-energy tensor of a perfect fluid, whereas minimization with respect to the scalar field φ leads to
i.e. to the fluid flow that conserves the number of particles. Combined with the conservation of the stress-energy tensor T µν ;ν = 0, the above equation determines the motion of the perfect fluid whose equation of state is known.
where we used the definition of µ (9) and the relation of the number density to the pressure, n = ∂p ∂µ S=const , via the first law of thermodynamics (8) . The Hamiltonian reads:
We will assume the equation of state,
where K is an arbitrary constant and which is equivalent to p = wρ. This specified equation of state specifies the definition of momentum p φ as follows:
where the specific enthalpy µ can be determined as a function of the momentum p φ , the field φ and the spatial metric q ab by making use of the normalization condition for U µ :
Although, finding the explicit solution to this equation might be difficult, we do not really need it and we will keep µ in the sequel. The Hamiltonian is found to read:
Hence, the fluid constraints read:
For the physical interpretation of the fluid part of the Hamiltonian let us introduce a new basis for space-time vector and co-vector fields,
where we denote the new basis with the barred indices,0 andā, to distinguish it from the coordinate basis denoted with the unbarred indices, 0 and a. Note that e0 is the normal vector to the constanttime surface and it is normalized. The vectors eā are tangent to that surface and thus, orthogonal to e0. They are not normalized as eā · eb = q ab . We find that
where T00 = −T00 is the energy density of the fluid relative to the normal, e0 (it is not the same with the energy density in the fluid's frame), and T0ā is the flow of energy through the surfaces of the constancy of eā (and measured relatively to e0). Finally, let us notice that the fluid four-vector U µ expressed in terms of the canonical variables reads,
and hence, the fluid flow is orthogonal to constant time surfaces if and only if U · eā = µ −1 φ ,a = 0, for a = 1, 2, 3.
The total gravity + fluid Hamiltonian reads:
III. PERTURBATIVE EXPANSION OF CANONICAL FORMALISM
In this section we expand the above canonical formalism in perturbations to the flat FLRW universe. The canonical background variables read
where v 0 := d 3 x is the coordinate volume of the spatial leaf T 3 . Let us assume v 0 = 1. The canonical perturbation variables read
and the Poisson brackets read (with all the remaining commutation relations vanishing)
We also introduce the perturbations of the lapse and the shifts that are not any part of the phase space via the replacement: N → N + δN and N a → N a + δN a , respectively, where N and N a are now understood as zero-order quantities.
The total Hamiltonian expanded up to second order reads
where the terms H 0 (0) , H 0 (2) , H 0 (1) and H a (1) of the above expansion are given in Appendix A. Notice that strictly speaking, the above Hamiltonian does not define a gauge system as the first-order constraints H 0 (1) and H a (1) 's do not commute beyond first order. Only the extra assumption that the dynamics which it generates is to be truncated at linear order makes the dynamics of perturbations subject to gauge transformations.
We Fourier-transform the perturbation variables (see e.g. [17] ),
where the reality conditions δq ab (− k) = δq ab ( k) and δπ ab (− k) = δπ ab ( k) are satisfied. Furthermore, we express the tensors in a basis that splits the modes into scalars, vectors and tensors. First, let us introduce two vectors, v and w, orthogonal to each other and to k, whose magnitude in the fiducial metric δ ab reads,
Also, we assume that our definition of the frame is symmetric with respect to the reflection about the origin, that is, when k → − k then v → − v and w → − w. Next, we define
where
The matrices A ab m form the dual basis, i.e. A ab m A n ab = δ n m .
The new variables describe respectively scalar (δq 1 and δq 2 ), vector (δq 3 and δq 4 ) and tensor (δq 5 and δq 6 ) modes of the metric perturbation. The Poisson brackets (26) take the form
where i, j = 1, . . . , 6, and where we omit the zero-order commutation relations (from now on we omit the inverted hat over the Fourier modes of perturbations).
The zero-order terms in the Hamiltonian (27) read,
while the Fourier transformation of the first-and second-order terms in (27) yields,
where µ α = |p φ | Kαa 3 α α−1 is zero-order. Notice that the above second-order terms are the products of (+ k)-and (− k)-modes.
IV. DYNAMICS AND GAUGE-FIXING CONDITIONS
The dynamics of the entire system, i.e. of both the background and the perturbations, is generated by the total Hamiltonian (27). It includes one zero-order and four first-order constraints,
At zeroth order the Hamiltonian is a constraint, which gives rise to the so-called time problem.
Namely, the naive application of the Dirac procedure results in physical observables which are constants of motion, i.e. they commute with the constraint, and hence the dynamics appears to be a pure gauge transformation. The most common approaches to the time problem are discussed in Isham [18] and Kuchar [19] . The time problem, however, is not the subject of the present paper and interested readers are referred to our previous papers [20] [21] [22] [23] . In what follows we focus on the second-order part of the Hamiltonian. Let us rewrite the first-order constraints in the basis ( k, v, w). The diffeomorphism constraints read
whereas the scalar constraint reads
Notice that H k (1) is the scalar mode of the diffeomorphism constraint, whereas H v (1) and H w
are the vector modes. The scalar constraint is made of scalar modes only. The lapse function δN is a purely scalar quantity, whereas the shift vector may be expressed in the basis ( k, v, w) as 
2 Following Diracs nomenclature we say that two phase space functions are weakly (strongly) equal when they are equal in the constraint surface (all over the phase space).
where H 0 (2S) , H 0 (2V ) and H 0 (2T ) denote respectively the scalar, the vector and the tensor part of the nonvanishing second-order term H 0 (2) .
A. Gauge-fixing conditions and Dirac brackets
The above constraints are first-class in the sense that they weakly commute with each other up to first order 3 . Therefore, in the space of linear perturbations, these constraints (a) define the physical surface in the phase space and (b) generate gauge transformations via the respective vector fields, denoted by
where δξ µ are first order. Those vector fields commute with each other in the physical surface 4 .
By the virtue of the Frobenius theorem they generate sub-manifolds in the constraint surface that are called gauge orbits. The Dirac procedure starts with choosing gauge-fixing conditions, denoted by
They are such that the elements of the total set of the constraints, denoted by
form an invertible matrix of the commutation relations,
If the above condition is satisfied, then one introduces the Dirac brackets to replace the Poisson brackets with,
One can easily verify that {φ µ , ·} D = 0 for any φ µ . In other words, the Dirac brackets are blind to the constraints and gauge-fixing conditions. Therefore, one can replace the weak equalities φ µ ≈ 0 with the strong ones φ µ = 0. More specifically, one can use the constraints to reduce the number of canonical variables before evaluating the Dirac brackets. Such a reduced set of variables 3 Actually, they commute strongly up to first order. 4 It follows from the fact that the respective constraints commute weakly and that there exists a homomorphism between the phase space observables and their Hamiltonian vector fields by the virtue of the Jacobi identity.
parametrize the gauge-fixing surface whose canonical structure is given by the Dirac brackets.
The physical Hamiltonian in the gauge-fixing surface is simply the initial ADM Hamiltonian (27) to which the strong constraints φ µ = 0 are applied. We notice that the values of δN and δN a become irrelevant in Eq. (27) as H µ (1) 's vanish in the gauge-fixing surface which is contained in the constraint surface. However, for the full reconstruction of the metric one needs to know their values. This can be achieved by noticing that the gauge-fixing conditions must be consistent with the dynamics, i.e.
(Notice that now we use the Poisson brackets). We will refer to the above equation as the consistency condition. This is an algebraic equation for δN and δN a as will be seen shortly.
B. Canonical isomorphism
The next issue we should address is the relation between different choices of the gauge-fixing conditions, or different gauge-fixing surfaces. In what follows, we show that every gauge-fixing surface represents the universal physical phase space. Let us observe that there must exist the so called Dirac observables (assumed of first order), denoted by δD i ∈ D, that weakly commute with the first-class constraints,
and are not the first-class constraints themselves. Since the above equality is weak, one can think of Dirac observables either as equivalence classes of functions on the kinematical phase space, which satisfy Eq. (49) and coincide on the constraint surface, or as particular representatives of the equivalence classes. It is straightforward to show that (a) they form a closed algebra in the constraint surface (weakly) 5 , i.e. given δD i and δD j , {δD i , δD j } ≈ δD k for some δD k and (b) that this algebra can be computed in any Dirac brackets (i.e., based on any choice of gauge-fixing conditions) as well as in the Poisson brackets, i.e.
On the one hand, it is clear that the number of Dirac observables must be equal to the number of the reduced variables parametrizing any gauge-fixing surface. On the other hand, any variable in the gauge-fixing surface must be equal to a certain Dirac observable modulo the constraints and gauge-fixing conditions that are however invisible to the Dirac brackets (47). Therefore, we conclude that there must exist a canonical isomorphism between the reduced set of variables in any gauge-fixing surface and the set of Dirac observables (see below for more details). Suppose that for a given set of gauge-fixing conditions, δc µ = 0, µ = 0, k, v, w, one has chosen a reduced set of canonical variables, denoted by {v i }. Then the isomoprhism is given by the invertible map
where the equality between the Dirac observables δD i and the respective phase space observables O i holds in a given gauge-fixing surface only. Since this map is a canonical isomorphism it can be used to map the physical Hamiltonian to the space of Dirac observables. Therefore, we conclude that there exists a unique physical phase space, parametrized by the Dirac observables, with the dynamics generated by a unique physical Hamiltonian that is a function of Dirac observables. The choice of gauge-fixing conditions merely gives a representation to the Dirac observables in terms of a reduced set of the canonical variables from the kinematical phase space. Also, notice that the fundamental canonical isomorphism can be used to establish a canonical relation between any two gauge-fixing surfaces. The Dirac procedure is depicted in Fig. 1 .
Finally, in order to have perhaps a still better understanding of the Dirac brackets let us notice that they can be equivalently defined as
where δD i 's form a complete set of independent observables such that conditions that kill the curvature term. Such a set of gauge-fixing conditions is known as the spatially flat slicing (or, uniform curvature) gauge. We will discuss it in the next section. 
The respective gauge transformations (43) generated by these constraints can be fixed with the following conditions
One may immediately verify that when taken together they all become second-class and that Eq.
(46) indeed holds. One easily evaluates (1) , δc}, for this case and finds that the only nonvanishing commutation relations given by the Dirac brackets read
where i, j = 1, 2, 5, 6. Therefore, we reduce the phase space by replacing the weak equalities (55,56)
with the strong ones, δq 3 = δπ 3 = δq 4 = δπ 4 = 0. Accordingly, the physical Hamiltonian does not depend on those variables and hence, they do not undergo any physical evolution.
In the kinematical phase space, the nonvanishing part of the second-order Hamiltonian that involves vector modes reads
and clearly vanishes for the gauge-fixing conditions (56). From the consistency equation (48),
we obtain
and hence, all the vector modes of the four-dimensional metric perturbation must vanish.
D. Dynamics of tensor modes
Let us notice that the canonical pairs (δq 5 , δπ 5 ) and (δq 6 , δπ 6 ) are not constrained neither by the diffeomorphism constraints (40) nor by the scalar constraint (41). The second-order Hamiltonian that involves tensor modes reads
The tensor modes decouple from the remaining variables.
E. Dynamics of scalar modes
In what follows, we focus on the imposition of the remaining diffeomorphism constraint, namely H k (1) ≈ 0, and the scalar constraint, H 0 (1) ≈ 0. We work with the variables that describe the scalar modes, (δq 1 , π 1 , δq 2 , π 2 , δφ, δp φ ). For the case of scalar modes, the Dirac procedure proves its merits most visibly.
For each of the constraints H B (1) ≈ 0, B ∈ {0, k}, one chooses first-order gauge fixing conditions, denoted by δc A = 0, A ∈ {0, k}, such that the matrix
is invertible (this is equivalent to the condition (46)). Then the Dirac brackets are introduced
Next, the weak equalities are replaced by the strong ones, H A (1) = 0 and δc A = 0, where A ∈ {0, k}.
Making use of the above relations, one can reduce the number of canonical variables in the formalism. In the process the initial Hamiltonian reduces to the physical one. If available, and this idea was developed in the context of canonical relativity by Kuchar [24] , a convenient way to perform this reduction is to solve the first-class constraints H A (1) = 0, A ∈ {0, k}, with respect to two variables, say δπ n 1 and δπ n 2 , while solving the gauge-fixing conditions δc A = 0, A ∈ {0, k}, with respect to the canonically conjugate variables, δq n 1 and δq n 2 . In this way it is quite straightforward to define the Dirac brackets by simply removing those variables from the definition of the Poisson brackets. This idea, however, works only for a limited number of gauge-fixing conditions.
In order to reconstruct the four-dimensional metric we need to study the consistency condition (48) which in this case reads
Note that the consistency condition is first-order (we neglect higher orders). Once the gauge- The last issue we shall address is how to switch between different gauge-fixing conditions. By gauge-invariant variables in the standard cosmological perturbation theory one means first-order quantities whose Lie derivative along any first-order space-time vector field δ ξ vanishes at first order. In the canonical framework, the gauge-invariant quantity δD is the Dirac observable defined as (now we work again with the Poisson brackets in the kinematical phase space)
which holds up to first order. Provided that δD = a 1 δq 1 + a 2 δq 2
then Eq. (66) implies that the vector (a 1 ,
We form the matrix M = ( v 1 , v 2 , 0, 0, 0, 0) made of v 1 , v 2 and 4 vanishing vectors. The 4dimendional null space of M is the space of Dirac observables,
Any combination of the above quantities multiplied by zero-order coefficients is a Dirac observable.
Notice that their values are physically relevant only in the constraint surface and that the constraint functions are Dirac observables too. Indeed,
where the above weak equalities mean "in the zero-order constraint surface". Hence, there are only two independent Dirac observables. Let us denote them by Φ and Π. We define them on H 0 (0) = 0 surface as follows:
One may verify that {Φ( k), Π(− l)} = δ k, l up to first order. Their physical interpretation is very ambiguous as it must rely on the kinematical phase space variables. Their physical meaning will be proposed upon choosing specific gauge-fixing conditions.
Suppose now that we are given two sets of gauge-fixing conditions (Fig. 1) ,
and suppose that the physical dynamics confined to the surface given by the first set of conditions, δc 1 = 0 = δc 2 , is known to us. Now we wish to define the dynamics in the other surface which is given by the other set of conditions, δc 1 = 0 = δc 2 . We express the dynamics in the first surface by means of the variables which are identical with the Dirac observables (74) in that surface, namely Φ| δc 1 =0=δc 2 and Π| δc 1 =0=δc 2 . They form a complete set of variables in the reduced phase space.
Next, using the basic canonical isomorphism we replace them with the same Dirac observables in the other gauge-fixing surface, namely
In this way, the physical Hamiltonian and the respective dynamical equations for Φ| δc 1 =0=δc 2 and Π| δc 1 =0=δc 2 are obtained. Notice that this procedure makes sense only for the canonical variables and not for the Lagrange multipliers, δN and δN k := i kδn. They have to be determined independently for each set of gauge-fixing conditions via Eq. (65) in the kinematical phase space.
Obviously, the domain of the definitions of δN and δn is the surface subject to the gauge-fixing conditions and thus, they can be also expressed in terms of the Dirac observables (74).
V. EXAMPLES OF GAUGES
We assume Kα = 1 and introduce p T := |p φ | α α−1 . Recall that δN k = i kδn.
A. Spatially flat slicing
In this gauge the constant time slices are assumed flat. Therefore, we impose the following gauge-fixing conditions,
We compute the matrix (62),
which is in fact invertible as det|Λ AB | = −i 2 3 a 3 p = 0. If we solve H B (1) ≈ 0, B ∈ {0, k}, with respect to δπ 1 and δπ 2 , then it is straightforward to express the Dirac brackets (63) as
where we omit the tensor part of the brackets.
In the reduced phase space we introduce the reduced Hamiltonian by making use of the conditions δc 1 = δc 2 = 0 = H k (1) = H 0 (1) for reducing H 0 (2S) . We obtain
(notice that the zero-order term is not reduced as we are not interested here in reducing the background variables). Observe that the reduced Hamiltonian is very simple to obtain as the gauge-fixing conditions kill in particular the complicated intrinsic curvature term. We make a canonical transformation (we use the constancy ofp φ ),
We arrive at the following form of the Hamiltonian,
Notice that the variables Φ and Π correspond to the Dirac observables (74) in the considered gauge and therefore we use the same symbols 6 .
The Hamilton equations for the gauge-invariant perturbation variables in conformal time (N = a) read:Φ = αa 2 p 2 6(α − 1) 2 Π,Π = −
Later on, we will confirm this result by comparing it with the results previously known in the literature. Now, we compute δN and δN i = iδnk i . Eq. (65) yields
which can be easily solved and the solution can be expressed in terms ofp φ δφ and δp φ p φ , The first-order density reads
The condition for the vanishing of the density perturbation δρ constitutes a partial gauge-fixing condition. We complement it with the condition of vanishing of the perturbation δp φ . Specifically, we impose the following gauge-fixing conditions,
which is in fact invertible as det|Λ AB | = i a −1 p 2 (a −3 α−1 p T ) 2 = 0. Given these conditions, the Dirac
The dynamics of the above variables is given again by the Hamiltonian (84), i.e.,
Now, we compute δN and δN i = iδnk i . Eq. (65) yields
which has the solution in the gauge-fixing surface,
C. Comoving orthogonal
The comoving orthogonal gauge assumes the flow of the fluid orthogonal to constant time slices, the condition that is expressed by Eq. (22) . In other words, the perturbation of the fluid variable δφ vanishes at the constant time slices in this gauge, i.e. δc 1 := δφ = 0, which is the first gaugefixing condition. We are going to set δc 2 := δp φ = 0 as the other gauge-fixing condition. We will see that they are indeed consistent with each other.
Therefore, let us set
which is in fact invertible as det|Λ AB | = ia −3 α−1 p T = 0. Given these conditions, the Dirac observables
The dynamics of these variables is given again by the Hamiltonian (84), i.e.,
We determine δN and
and the solution in the gauge-fixing surface reads,
.
In other words, the threading is also orthogonal to constant time slices as δn ≈ 0.
D. Longitudinal
The longitudinal gauge assumes δq 2 = 0 and δn = 0 [26] . This is the mixed case that we announced in Sec. IV. From the Hamiltonian point of view there is only one gauge-fixing condition, namely δc 1 := δq 2 = 0, since δn does not belong to the phase space. Hence, we need to propose another gauge-fixing condition, δc 2 = 0. Let us first study the consistency condition (65) assuming δn = 0. We verify that δc 1 = 0 is consistent with the dynamics:
if we assume δc 2 := δπ 2 = 0 for consistency. We see that there is no ambiguity in defining the gaugefixing surface contrary to our expectations expressed in Sec. IV. This seems unusual and follows from the fact that the first gauge-fixing condition, δq 2 = 0, commutes with the scalar constraint and as a result, the above consistency condition does not depend on δN and unambiguously yields the second gauge-fixing condition. To confirm that this is indeed a valid choice of gauge, let us compute the matrix (62),
which is in fact invertible as det|Λ AB | = −i 4 3 k 2 a = 0. Given these conditions, the Dirac observables (74) read
Then, from the consistency condition (65) for δc 2 = 0,
one finds
Now, one can show that in the longitudinal gauge the Newtonian potential δN N in terms of gauge-invariant variables Φ, Π reads:
Plugging the above into the equations of motion (85) in conformal time N = a yields:
where := ∂ ∂η . This result agrees with Eq. (12.9) of [5] . Notice that in order to arrive at this result we have taken a few steps: (1) expanded the ADM formalism around the flat FLRW model, (2) imposed the spatially flat slicing gauge-fixing conditions, (3) computed the respective Dirac brackets, (4) derived the Dirac observables and identified them with the variables used in the spatially flat gauge and (5) used the canonical isomorphism to deduce the dynamics of the perturbation in the longitudinal gauge. A mistake in any of those steps would almost certainly lead to a wrong result. Hence, the right result derived above confirms the validity of the entire formalism.
VI. MULTI-FLUID CASE
In this section we give a generalisation of the above result to the multi-fluid case. The multifluid case was previously studied in [12] , where the authors derive the reduced phase space by solving the constraints with respect to some momenta and re-arranging the obtained terms in such a way that the unconstrained Hamiltonian can be deduced. The concepts of Dirac observables, Dirac brackets and the canonical isomorphism between gauge-fixing surfaces are not used in their analysis.
While the gravitational part of the constraints remains unchanged, the fluid part of the constraints is now simply extended to include many fluids labelled by i, each satisfying the equation
where α i = w i +1 w i . We will assume K i α i = 1 for all fluids. First, let us observe that in the case of many perfect fluids, the tensor and the vector parts of the second-order Hamiltonian and first-order constraints consist purely of the gravitational field perturbations. Therefore, the analysis of the tensor and vector modes is identical to the single fluid case, presented in Sec. IV. In what follows we focus on the scalar perturbation.
It is very convenient to work in the spatially flat slicing gauge (δq 1 = 0 = δq 2 ) and, in principle, repeat all the steps made for the single-fluid case. If we solve H B
(1) ≈ 0, B ∈ {0, k}, with respect to δπ 1 and δπ 2 , then it is straightforward to find the Dirac brackets (63) between the matter perturbation variables,
where we omit the tensor part of the brackets. Let us introduce
Notice that
and no extra term in the Hamiltonian is generated by this coordinate transformation asp φ i 's are constants of motion. The reduced Hamiltonian reads
where p T i := |p φ i | α i α i −1 . It can be readily verified that the above formula coincides with Eq. (81)
for a single fluid. Notice that contrary to the single-fluid case, in the multi-fluid case there is no canonical transformation that can diagonalize the reduced Hamiltonian. In order to reconstruct the full space-time metric in this gauge, one solves the consistency equation (48):
which in the gauged-fixed surface δq 1 = δq 2 = H k (1) = H 0 (1) = 0 has the solution,
which agrees with Eq. (88) in the single fluid case.
A. Switching between gauges
In order to switch between gauges it is useful to define the Dirac observables analogously to the single-fluid case,
The vectors (a 1 , a 2 , b 1 , b 2 , f i1 , f i2 ) ∈ R 4+2n , where n is the number of fluids, are orthogonal to
We form the matrix M = ( v 1 , v 2 , 0, 0, 0 1 , 0 1 , . . . , 0 n , 0 n ) made of v 1 , v 2 and 2(n + 1) null vectors.
The 2(n + 1)-dim null space of M is the space of Dirac observables spanned by
Any combination of the above quantities formed with zero-order coefficients is a Dirac observable.
Therefore, there are 2n independent Dirac observables. As in the single fluid case, we define the following set of independent Dirac observables:
One may verify up to first order that Now, as in the case of a single fluid, we may consider any gauge-fixing conditions. For example, the uniform density gauge assumes that there is no energy density perturbation at the constant time slices, i.e.
We may supplement the above condition with
In order to reconstruct the full space-time metric in a given gauge, one solves the consistency equation (48):
from which we obtain
which agrees with Eq. (97) in the single fluid case.
In the present paper we have derived the reduced phase space formulation of cosmological perturbation theory by applying the standard Dirac procedure to the ADM formalism expanded around the FLRW universe. The concepts of Dirac observables, Dirac brackets and the canonical isomorphism between gauge-fixing surfaces are the basic means of our derivation. Our formalism accommodates all choices of gauge-fixing conditions and they are related by the mentioned canonical isomorphisms. The gauge-fixing surfaces can be related to the choices of gauges made in the standard configuration space approach. Our formalism includes a prescription for the reconstruction of the four-dimensional metric and is easily extended to the multi-fluid case.
The current challenge is to extend the cosmological perturbation theory to higher orders. Already at second order the definitions of gauge-invariant variables and gauge-fixing conditions become cumbersome in the standard approach (see e.g. [25] ). The present approach is in principle applicable to any order and provides a valid alternative proposal for tackling this difficult task. In our opinion, our approach is computationally effective and conceptually clear, and it automatically endows the perturbation theory with the right symplectic structure needed for quantization. It is worth noting that there are more alternative approaches that are being developed (see e.g. [8] )
with an eye towards higher-order cosmological perturbation theory and its quantization.
The canonical language of our approach is often used in canonical relativity. One of its advantages is that it establishes a basic link between quantizations of the kinematical phase space the quantum dynamics of perturbation also depends on this choice and our approach provides a means to study this dependence.
Finally, it is worth noting that the gauge-fixing procedure used in our approach may be used 
where we lower/raise the indices with the fiducial metric δ ab /δ ab and µ α = |p φ | Kαa 3 α α−1 is zero-order.
Let us make the Fourier transform of the first-order quantities and express them in terms of the scalar modes, i.e.θ
We will denote the first-order expansionθ| (1) by δθ. We define the scalar shear δσ as
The quantities associated with the intrinsic geometry and their Fourier transform read δq = a 4 δq ab δ ab , δq = 3a 4 δq 1 ,
whereas
We have just shown the invertible linear map between the canonical perturbation variables and the physical quantities, (δq 1 , δq 2 , δπ 1 , δπ 2 , δp φ , δφ) ←→ (δq, δR, δθ, δσ, δρ, δφ).
Note that δφ has the geometrical interpretation of a quantity that determines the part of the fluid flow that is tangential to the three-surface as U · eā = µ −1 δφ ,a , where eā are defined in Eq. (19) .
The gauge-invariant quantities, given by Eqs (74), in terms of the physical quantities read
The constraints in terms of the physical quantities read
We may now rewrite the Dirac observables, Φ and Π, purely in terms of the geometrical quantities by making use of the above constraints,
Once gauge-fixing conditions are imposed it may be more convenient to express the gauge-invariant variables in terms of quantities other than geometrical. Nevertheless, we are going to stick to the geometrical quantities. Let us now study from the physical perspective the gauge-fixing conditions that were discussed in this work:
Spatially flat slicing gauge
In the spatially flat slicing gauge one fixes δR = 0 and δq = 0. The gauge-invariant variables can be expressed in terms of the two extrinsic curvature quantities, δθ and δσ,
By making use of the constraint (B16) one can also substitute the expansion for the matter density as δρ = − 2 3 a −1 pδθ.
Uniform density gauge
In the uniform density gauge one fixes δρ = 0 and δq = 0. The gauge-invariant variables can be again expressed in terms of the two extrinsic curvature quantities, δθ and δσ, Φ = 4 3 aδσ + a 3 α 6(α − 1)
δθ, (B20) Π = −2(α − 1)a −1 p −1 δσ + ap −1 2(α − 1) − 1 4 (α − 2) p 2 k 2 δθ (B21)
By making use of the constraint (B16) one can also substitute the expansion for the Ricci curvature as δR = 2 3 a −1 pδθ.
Comoving orthogonal gauge
In the comoving orthogonal gauge one fixes δφ = 0 and δρ + 
By making use of the constraint (B16) one can substitute the metric density, or the Ricci curvature, for the expansion as 2 3 a 2 pδθ−a 3 δR− α 12(α−1) p 2 a 5 δq = 0. Furthermore, by making use of the constraint (B15) one can use interchangeably the expansion or the shear as δσ = a 2 δθ.
In the longitudinal gauge one fixes δR− 2 3 a −8 k 2 δq = 0 and δσ = 0. The gauge-invariant variables can be expressed in terms of the two curvatures, the expansion rate δθ and the intrinsic curvature, δR,
By making use of the gauge-fixing condition δR = 2 3 a −8 k 2 δq one can also substitute the Ricci curvature for the metric density.
Multi-fluid case
The above results can be straightforwardly extended to the multi-fluid case. Below we just express the Dirac observables (134) in terms of physical quantities,
The specification of the meaning of the Dirac observables for each choice of gauge-fixing condition easily follows.
Appendix C: Relation to the configuration space approach
In the standard approach (see e.g. [26] ), the perturbed metric is expressed as ds 2 = a 2 −(1 + 2φ)dη 2 + 2B a dx a dη + (δ ab + 2C ab )dx a dx b ,
where B a and C ab admit the usual scalar-vector-tensor decomposition, B a = B ,a − S a , C ab = −ψδ ab + E ,ab − F (a,b) + 1 2 h ab .
Notice that from the beginning it is assumed that at zero order N = a. They can be related to the perturbation variables used in the present paper and expressed in the momentum space as follows (we omit the inverted hats):
, B = δn, S a = −k(δN v v a + δN w w a ),
For example, in the longitudinal gauge at the canonical level we have δq 2 = 0, δn = 0 and δN N = − 1 2a 2 δq 1 that leads to E = 0, B = 0 and φ = ψ, and hence
where ψ = − a −6 6 δq is proportional to the density perturbation. In both approaches, ours and the standard one, the scalar gauge-invariant quantities are defined as the scalar quantities which are invariant with respect to 2 scalar-type gauge transformations.
Since the (scalar) configuration space (φ,ψ, B, E, δφ) 7 is 5-dimensional there must be 5 − 2 = 3 gauge-invariant quantities in the configuration space. Since the (scalar) kinematical phase space (δq 1 , δq 2 , δπ 1 , δπ 2 , δp φ , δφ) is 6-dimensional there must be 6 − 2 = 4 gauge-invariant quantities in the kinematical phase space. Notice that the kinematical phase space in not simply twice as large as the configuration space because the lapse function and the scalar part of the shift vector (and their canonical momenta) do not belong to the kinematical ADM phase space. A standard set of gauge-invariant variables in the configuration space are the Bardeen potentials, Ψ and Φ 8 , which are introduced purely in terms of the gravitational variables and the velocity potential ϕ (gi) v of the hydrodynamical fluid. They are defined e.g. in [5] with Eqs (3.13) and (10.42) based on earlier definitions therein. On the other hand, in the kinematical phase space we have found 4 gauge-invariant variables, δD i . We define them in Eqs (69-72) of the present paper.
Because of this difference in the number of unconstrained gauge-invariant variables in both approaches it is difficult to make comparisons between them. Nevertheless, it is quite possible and desired to compare the physical degrees of freedom which are defined as gauge-invariant quantities that satisfy the constraints. There are 2 scalar constraints: the Hamiltonian constraint and the scalar part of the vector constraints. Thus, the imposition of the constraints leads to 3 − 2 = 1 independent physical degree of freedom in the standard approach and 4 − 2 = 2 independent physical degrees of freedom in our approach. The latter are called Dirac observables. Now the number of the Dirac observables is twice as large as the number of physical degrees of freedom in the standard approach. This is simply because the Dirac observables define the physical phase space 7 Note that φ is the metric perturbation, whereas δφ is the fluid perturbation. 8 Note that the same symbol Φ is used to denote one of the Bardeen potentials and one of the Dirac observables.
It should be clear, however, which quantity is meant by it from the context in which it appears. transforms the physical Hamiltonian (84), H = N H 0 (0) + N g w(w + 1)ap 2 12
to its more common form based on the variable v,
Making use of the background Hamilton equations we find
which is in agreement with Eq. (10.62) of [5] .
