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Introduction
[2] Sea ice covers a large area of the high latitude oceans in the Arctic and Antarctic -at maximum approximately 7% of the Earth's surface. As a consequence, sea ice plays an important role in the global climate, reflecting a large fraction of incident solar radiation, insulating the underlying ocean from the atmosphere, and, through the rejection of salt into the ocean during ice formation, as an important driver of global ocean circulation. The bulk properties of sea ice are primarily sensitive to the geometry and connectivity of brine inclusions trapped within the solid ice matrix as the sea ice forms. The size and connectivity of these inclusions vary greatly with temperature and bulk salinity. At low temperatures inclusions tend to be smaller and are presumed to be isolated within the ice matrix, whereas as sea ice warms they expand and can ultimately form large connected networks. As individual brine inclusions are preferentially vertically oriented, many of the physical properties of sea ice are also anisotropic. Sea ice pore microstructure is therefore not only time and temperature dependent but also highly complex.
An understanding of the manner in which this internal microstructure of sea ice changes in response to changes in temperature is crucial for an understanding of the physical properties of the ice cover and its interaction with the environment. For example, the existence and connectivity of brine channels in the ice affects the transport of heat through the ice [Perovich, 1998; Weeks, 1998 ]. Pringle et al. [2007] have suggested that internal brine motion within the ice may contribute several percent to the overall heat flux, and in Arctic summer sea ice fluid flow through pores constrains the pooling of surface meltwater and hence ice albedo [Eicken et al., 2004] . Fluid permeability is important for nutrient transport through the ice [Fritsen et al., 1994] , while brine inclusions also control the manner in which the ice interacts with electromagnetic radiation [Hallikainen and Winebrenner, 1992; Cherkaeva and Golden, 1998 ].
[3] Recently Ingham et al. [2008] and Jones et al. [2010] have demonstrated that temporal changes in the anisotropic microstructure of sea ice can be monitored in-situ using cross-borehole dc electrical resistivity tomography. In particular, Jones et al. [2010] presented 3-dimensional numerical models of the horizontal and vertical components of sea ice resistivity derived from a suite of measurements made in first-year landfast sea ice at Barrow, Alaska over the period April-June 2008 as the ice underwent spring warming. These were derived from measurements made using four borehole conductivity arrays deployed at the corners of a 1 1 Â 1 m square in homogeneous, undeformed landfast sea ice near Barrow, Alaska. A range of ancillary data was obtained through ice coring and measurement of ice temperature profiles and ice thickness at an adjacent instrumented site [Druckenmiller et al., 2009; Jones et al., 2010] . Measurements were made at roughly 2-week intervals during the latter stages of the ice growth season beginning in early April, the transition into melt and into an advanced stage of melt in mid-June. Jones et al. [2010] summarized their results as plots of the formation factor (FF), the ratio of bulk resistivity to brine resistivity, as a function of brine volume fraction (f b ) within the sea ice, derived from measurements of temperature and salinity of the ice. These are reproduced in Figure 1 . The formation factor can be related to brine volume fraction through an empirical relationship [Archie, 1942] FF ¼ r sea ice r brine ¼ Cf
in which C and m are constants which may be regarded as functions of the microstructure of the medium. In the absence of any changes in pore microstructure, a log-log plot of formation factor against brine volume fraction yields a straight line of slope Àm. As reported by Jones et al. [2010] it is clear from Figure 1 that the measured data largely follow this expected behavior with a decrease in both the horizontal and vertical formation factors associated with an increase in brine volume fraction as the temperature increases. A sharp drop in the horizontal component of resistivity between late May and mid-June appears as a discontinuity in the FF plot at a brine volume fraction of approximately 10%. This may be indicative of a fundamental change in the microstructure of the ice possibly related to the crossing of a percolation threshold such as proposed by Golden et al. [1998 Golden et al. [ , 2007 .
[4] The simple conclusion that can be drawn from Figure 1 is that the behavior of the bulk resistivity of sea ice as a function of brine volume fraction is that of a medium which, up to a certain value of f b , has a fixed microstructure. That is, the geometry and connectivity of brine pores within the ice remains essentially the same until a point is reached at which the increase in brine volume ultimately leads to a significant change in the morphology, size and connectivity of pores, possibly associated with a percolation transition. In this paper we derive a model of the general form of sea ice microstructure, and its evolution with time and temperature, which explains this observed behavior of the horizontal and vertical formation factors. Several authors [e.g., Fricke, 1924; Archie, 1942; Hashin and Shtrikman, 1962; Tinga et al., 1973; Vant et al., 1978; Timco, 1979; Sihvola and Kong, 1988; Chelidze and Gueguen, 1999; Grimm et al., 2008] have previously studied the electrical conductivity of multiphase materials (sea ice included) and presented models based on mixture theory. Many of these consider isolated spheroids of some form embedded in a background matrix. We initially discuss some of these models and consider how well they fit the observed resistivity data. We then develop our own simple structural model consisting of idealized cubiod inclusions of brine in a background ice matrix and show that it matches the thermal evolution of sea ice microstructure and its impact on resistivity. Finally we consider how the observed variations in the formation factor may be related to percolation transitions.
The Effective Electrical Conductivity of Mixtures
[5] Theories for the electrical properties of multiphase media were first considered by Maxwell [1873] with further Figure 1 . Plots of formation factor (r/r b ) against brine volume fraction (f b ) for (a) horizontal and (b) vertical components of resistivity [Jones et al., 2010] for data from landfast first-year sea ice at Barrow, Alaska. developments by Wagner [1914] and Sillars [1937] . Such treatments have generally had the aim of calculating the effective dielectric permittivity of a medium, although the results can be extended to calculate other physical properties. One of the earliest specific derivations of the effective electrical conductivity of a two-phase mixture was given by Fricke [1924] . Fricke considered the electrical conductivity of a suspension of homogeneous non-polarizable spheroids with semi-axes a and b in which a is considered to be parallel to the direction of the electric field. He derived the conductivity s of such a medium to be related to that of the host medium (s 1 ) and of the spheroids (s 2 ) by:
[6] Here V 2 is the volume concentration of the suspended medium (i.e., comparable in the case of sea ice to the brine volume fraction), and b is given by
The depolarization factor M depends upon the shape of the spheroids. For prolate spheroids (i.e., a > b) it is given by M = [8] Following Fricke [1924] , and also van Beek [1967] , Timco [1979] considered a medium of conducting prolate spheroids in a poorly conducting matrix as a model for the vertical conductivity of sea ice. Timco gave the conductivity of this system of prolate spheroids (with the electric field parallel to the long axis of the spheroid) as
where, again, s 1 is the conductivity of the matrix (ice), s 2 that of the speroids (brine inclusions), and V 2 is the brine volume fraction in parts per thousand. The factor A is given by
where l is the length of a brine inclusion and b its average radius. From field measurements Timco [1979] obtained values of vertical resistivity equal to 76 Wm and V 2 = 63‰. Assuming conductivities of the ice and brine of 3 Â 10 À5 S/m and 5 S/m, respectively and a typical value for b of 0.046 mm, he then used (3) to derive an average value for l of 1.7 cm.
[9] Tinga et al. [1973] presented a further derivation of the effective dielectric permittivity of a two-phase mixture, again considering prolate ellipsoidal inclusions within a background matrix. Their result for the effective permittivity was subsequently used by Vant et al. [1978] in analyzing dielectric measurements made on sea ice. The theory can also be used to express the effective bulk conductivity of such a mixture as:
where s 1 and s 2 are as above and V 2 /V 1 is now the volume fraction of the inclusions. n 1 and n 2 are depolarization factors which depend on the specific geometry of the inclusions and the orientation of the electric field. For ellipsoidal inclusions n 1 = n 2 = n [Vant et al., 1978] and therefore
[10] The depolarization factors are given by
when the electric field is parallel to the short axis (b) of the ellipsoids, and
when the electric field is parallel to the long axis (a) of the ellipsoids, e being the ellipsoid eccentricity defined by
[11] The expressions given by Tinga et al. [1973] and Vant et al. [1978] allow for consideration of electric fields applied both parallel and perpendicular to the long axis of prolate ellipsoidal inclusions. Assuming, as did Timco [1979] , that brine inclusions may be modeled as prolate ellipsoids with the long axis vertically oriented, this formulation allows both the horizontal and vertical resistivity of sea ice to be investigated. Thus equation (4) gives the horizontal conductivity when the electric field is parallel to the short axis of the ellipsoids and the vertical conductivity when parallel to the long axis. The degree to which equation (4) is able to fit the observed formation factor variation with brine volume fraction for differing ratios of the axes of the embedded ellipsoids, is shown in Figure 2 assuming that the conductivities of ice and brine take the values quoted by Timco [1979] . Note that, with these conductivities assumed, the results depend only on the ratio b/a and not on the absolute dimensions of the spheroids.
[12] It can be seen from Figure 2 that a satisfactory fit to the vertical formation factor is given for a value of b/a ≈ 0.004. Lower values of the ratio underestimate the formation factor, while higher values yield an overestimate. This is essentially the same result obtained by Timco [1979] based on Fricke's theory. Assuming b = 0.046 mm, Timco's derived value for the length of the ellipsoidal inclusions yields b/a = 0.0054. However, despite the ability of equation (4) to fit the vertical formation factor data, no value of b/a is able to fit the horizontal formation factor data unless a significantly higher value ($0.001 S/m) is assumed for the ice conductivity. Although there is evidence [e.g., Grimm et al., 2008] that high levels of impurities in the solid ice phase may increase its conductivity markedly, impurity concentrations in "pure" solid ice are typically expected, at most, to be at the level of parts per thousand [Petrenko and Whitworth, 1999; Weeks, 2010] . Thus such a high value for the ice conductivity is considered unrealistic.
[13] Grimm et al. [2008] compared measurements of electrical properties of ice-hydrate binary systems with power law mixing models, which assume that each phase is interconnected with an efficiency depending on an exponent m. Grimm et al. provided the following expression for the general power law for two phases
where F 1 is the volume fraction of the medium with conductivity s 1 . The exponent m in this expression is commonly between 1 and 3. When m = 1 the Maxwell Garnett expression
is approximated, while m = 2 or 3, respectively lead to the refractive index model of Birchak et al. [1974] and Looyenga's [1965] model. It is also worth noting that if s 2 = 0 equation (5) leads to Archie's Law with the empirical constant C equal to one and s 1 representing the conductivity of the more conductive phase.
[14] Applying the above power law mixing models to the observed formation factor data for both the horizontal and vertical resistivity measurements shows that the best fit to the horizontal resistivity data is given by m = 3, i.e., the Looyenga model. Interestingly, this requires a much lower conductivity ($10 À8 S/m) for the ice fraction of the mixture than does the mixture model of Tinga et al. [1973] . In contrast, the best fit to the vertical resistivity data is achieved for m = 2, the refractive index model. Nonetheless clearly no one model explains the observed variation with brine volume fraction of both the horizontal and vertical formation factors.
Development of a Basic Structural Model
[15] The preceding discussion demonstrates that existing models for the bulk electrical properties of a mixture are unable to simultaneously model satisfactorily both the vertical and horizontal resistivity of sea ice. We therefore develop from first principles a simple structural model that is able to reproduce the observed variation with brine volume fraction of both the vertical and horizontal formation factors. Although the resulting model, based on cubic structures, is unrealistic in terms of representing the actual geometry of brine inclusions within sea ice it is effective in predicting both how the size of pores must vary with time and temperature as the ice warms, and how the interconnectivity of brine pores develops.
[16] The initial model is based on a structure consisting of isolated cubes of material with a conductivity of s 2 (brine) within a matrix of a second material with a conductivity of s 1 (ice). Figure 3a shows a basic unit cell of this structure for which the conductivity measured in the three different directions (x, y and z) will be the same. The bulk conductivity (s) of the material (the reciprocal of the bulk resistivity) can Figure 2 . Fit to the formation factor variation with brine volume fraction given by the theory of Tinga et al. [1973] and Vant et al. [1978] . Assuming a conductivity of 3 Â 10 À5 S/m for ice and 5 S/m for brine, predicted values of the vertical formation factor are shown for different ratios of the axes of prolate spheroids (brine inclusions) embedded in an ice matrix. For the horizontal formation factor all ratios b/a give the same curve (solid line). The dashed line shows the result for the horizontal formation factor if an ice conductivity of 0.001 S/m is assumed.
be found by expressing the resistance presented to a current in any of these three directions in terms of the parallel resistances of each possible current path. Hence, for example, in any given direction in Figure 3a part of the total current passes solely through material of conductivity s 1 , and part through a combination of both s 1 and s 2 . In the case of current traveling through both ice and brine the effective conductivity s e is that of an element of cross-sectional area a 2 of which a length a has conductivity s 2 , and length b has conductivity s 1 . Thus
[17] The effective bulk resistance of this section of material is
and this is in parallel with a bulk resistance of
corresponding to the resistance of the remainder of the unit cell. The total bulk resistance of the unit cell in any direction may therefore be expressed as
which using (6), (7) and (8) gives the bulk conductivity of the structure shown in Figure 3a as
[18] The volume fraction of the material with a conductivity of s 2 is given by
[19] For the structure shown in Figure 3a the isolated cubes represent brine inclusions and the background matrix solid ice. If the side of the unit cube (a + b) is set to be constant, this confines the structure so that if the horizontal dimensions of the brine inclusions (a) increases the spacing between them (b) must decrease. The formation factor (r/r b ) of models with different brine and ice conductivities can be calculated over a range of brine volume fractions from equations (9) and (10). Using measured temperature data [Druckenmiller et al., 2009] and the expression given by Morey et al. [1984] it is possible to use the appropriate brine conductivity (s 2 ) for each of the observed data points in Figure 1 . For any chosen value of s 1 the resulting model formation factors can then be compared to the measured data.
[20] As the expected value for the conductivity of the solid ice matrix is not well constrained a range of values for s 1 have been considered. Calculation shows that it is only when the resistivity of the solid ice matrix is as low as of the order of 1,000 Wm that a reasonable match between the magnitude of the calculated and observed horizontal formation factors is obtained. This is essentially the same result, as shown in Figure 2 , found using the spheroidal inclusion model of Tinga et al. [1973] -to fit the horizontal formation factor data requires an unrealistically low value for the resistivity of the solid ice matrix. Furthermore, to fit the vertical formation factor data would require an even lower value of ice resistivity of less than 75 Wm. The low values of ice resistivity required to fit the formation factor data can be concluded to indicate the need for significant brine connectivity in both the vertical and horizontal directions in order to match the resistivities measured by Jones et al. [2010] .
[21] In order to obtain a better match with the magnitude of the vertical formation factor data we therefore consider a structure (Figure 3b ) comprising vertical columns of material with a conductivity of s 2 (brine) within a matrix of a material with conductivity of s 1 (ice). For this structure the conductivity measured in the two horizontal directions (x and y) will be the same, while that in the vertical direction (z) will be higher. Hence s x = s y = s H and s z = s V . Using the same considerations as for the bulk conductivity of the previous structure, expressions for the horizontal (s H ) and vertical (s V ) conductivities can be derived. The horizontal conductivity (s H ) for this 'column' structure is given by
while the vertical conductivity (s V ) is
[22] The volume fraction of the material with conductivity of s 2 is now given by
[23] As before the values for s 2 for each data point obtained from the brine resistivities calculated by Jones et al. [2010] are used. The background ice matrix is taken to have s 1 = 0.0000001 Sm À1 , the dc conductivity of pure ice as noted by Petrenko and Whitworth [1999] . If a sensible initial value for a is chosen and a + b is set to be constant a value for b can now be deduced so that the model vertical formation factors (r v /r b ), obtained using equation (12) and the relevant value of s 2 , match the measured vertical formation factors. Using the derived values of a and b the brine volume fraction of the proposed ice structure can be found using (13). Note that in both (12) and (13) it is the ratio b/a which is important not the actual values of a and b. When this calculation is performed it is possible to reproduce the vertical formation factors obtained by Jones et al. [2010] , however, these occur at brine volume fractions a factor of $10-20 lower than in the observed data. This indicates the need for additional brine inclusions within the structure. For the derived dimensions (a and b) of the column structure the horizontal formation factor can also be obtained from equation (11) and the value of s 2 . Given the lack of connectivity of the conducting brine phase in the horizontal direction these derived values for the horizontal formation factor remain much larger than the observed values.
[24] In a similar manner, to fit the observed horizontal resistivity formation factors it is possible to consider a structure consisting of horizontal tubes of a material with a conductivity of s 2 within a matrix of conductivity of s 1 . As Jones et al. [2010] considered horizontal isotropy within the ice it is necessary to have the same structure in both the x and y-directions of the model. A unit cell of such a structure is shown in Figure 3c . For this structure it can be shown that the horizontal conductivity (s H ) is given by
the vertical conductivity (s V ) by
and the brine volume fraction by
[25] Using the same values for a and b as derived for the 'column' structure discussed above, setting s 2 to the brine resistivities calculated from the Jones et al.
[2010] data and s 1 to the dc conductivity of pure ice, equation (14) can be used to derive the values of c, the vertical thickness of the horizontal tubes, which give a fit to the horizontal formation factor data. As for the 'column' model used to fit the vertical formation factor data it is possible to fit the observed horizontal data, but again with a brine volume fractions that are similarly much lower than for the observed data. As with the column structure and the vertical formation factor data this suggests that further brine inclusions are required. For the horizontal tube structure shown in Figure 3c the model vertical formation factor can be obtained from (15). In this case, lack of vertical connectivity means that the model values are too high.
[26] To simultaneously fit both the vertical and horizontal formation factors the two previous structures can be combined to create a structure comprising of vertical columns of a material with conductivity of s 2 and horizontal tubes of the same material within a matrix of conductivity s 1 . A unit cell of this structure is shown in Figure 3d . For this combined structure of tubes and columns the horizontal conductivity (s H ) is given by
and the vertical conductivity (s V ) by
while the volume fraction of the material with a conductivity of s 2 is now given by
[27] Using the values for a, b and c as derived in the independent 'tube' and 'column' structures, setting s 2 to the brine resistivities calculated by Jones et al. [2010] and s 1 to the dc conductivity of pure ice, equations (17) and (18) yields a fit to both the vertical and horizontal formation factors. However, the calculated brine volume fractions at which these formation factor values occur are still a factor of $10 lower than in the observational data. Thus, although the structure shown in Figure 3d matches the observed formation factors it does not model the variation of these with brine volume fraction. The final stage in the development of a structural model that fully fits the observed variation of the formation factors with brine volume fraction is therefore the addition into the model of further brine inclusions.
[28] One way to increase the brine volume fraction without significantly affecting the vertical or horizontal resistivities is to represent the overall effect of many small isolated brine inclusions by a single cube of brine of dimension d as illustrated in Figure 3e . The components of resistivity of this new structure (tubes, cubes and columns of brine) are given by
and
while the brine volume fraction is given by
[29] Knowing the difference between the brine volume fractions obtained from the data of Jones et al. [2010] ( Figure 1 ) and the suggested column and tube structure in Figure 3d , the required dimensions (d) of the additional brine inclusions can be found by equating this difference to the volume fraction of the cube giving
Using the values for a, b and c found from the 'tube' and 'column' structures, the value of d obtained from the expression above, setting s 2 to the observed brine resistivities and s 1 to the dc conductivity of pure ice, equations (20) and (21) can be used to fit the vertical and horizontal formation factors. Such a structure comprised of columns, tubes and cubes of brine can be constructed so that the variation of the formation factors with brine volume fraction closely fit the observed data of Jones et al. [2010] . Indeed, differences between the values obtained from the model structures and the values obtained from the measured data are less than 1%.
[31] The data are clearly well fit by this structure using brine resistivities calculated from measured temperature data, and the estimate of the conductivity of pure ice as given by Petrenko and Whitworth [1999] . Nevertheless, as noted above, the conductivity of the solid ice matrix is not well constrained. It is important therefore to consider how changing the conductivity of the ice affects the bulk resistivities calculated from the model structure. By taking average values for the conductivity of the brine and the dimensions of the structure (a, b, c, and d) equations (20) and (21) can be used to find the horizontal and vertical conductivity of the structure for different values of the conductivity of the ice matrix. Figure 4 shows the calculated bulk horizontal and vertical conductivities of the medium for different assumed conductivities of the ice matrix. It can be seen that neither the calculated horizontal nor vertical effective conductivities change significantly with increasing ice conductivity until that conductivity reaches 0.001 Sm À1 (corresponding to a resistivity of 1000 Wm). As has been indicated previously, since most of the salt is excluded from the ice crystal lattice as seawater freezes, such a low value for the resistivity of the solid ice is considered unrealistic. Thus the derived model results are robust with respect to changes of the conductivity of the ice within a reasonable range of expected values.
Results: Variations in the Relative Dimensions of Brine Inclusions
[32] It is the relative sizes of the dimensions a, b, c and d that are important in deriving a model that fits the observed data. If all dimensions are multiplied by an arbitrary value the calculated conductivities will remain the same. As individual points in the plots of formation factor against brine volume fraction relate to not only different measurement dates, but also different depths in the ice, this allows some assessment of how the dimensions and connectivity of brine inclusions vary not only with time and within the ice column, but also with temperature. Initially we consider changes in the relative dimensions of the structural features. Subsequently we relate the relative dimensions of features to actual likely dimensions of brine channels and pores as suggested by previous studies.
[33] Shown in Figure 5 are the variations in the dimensions a, b, c and d (relative to the smallest value of a derived for the earliest set of measurements on April 7-9, 2008) as a function of depth in the ice for each of the six measurement dates reported by Jones et al. [2010] . The temperature profiles through the ice on each of these dates are also shown in Figure 5 , while the variations in the calculated relative dimensions are shown as a function of temperature in Figure 6 . It is shown in both Figures 5 and 6 that the mean horizontal dimension (a) of the idealized brine columns increases gradually by a factor of 2 to 3 as the ice warms from April to June. The column widths are also greater at the bottom of the ice, closer to the ice-water interface where the temperature remained at approximately À2°C during the measurement period (C. Petrich et al., unpublished data, 2008 , available online at aoncadis.org and seaice.alaska. edu/gi/data/barrow_massbalance) [see also Druckenmiller et al., 2009] . Equally, as the upper parts of the ice warm in response to rising air temperatures and solar heating in midto late May, there is an increase in a in the near-surface. The obvious exception to this trend is for the data from 16 to 17 June where, although there is a continuing increase in a, thinner columns occur at the surface and base of the ice. The variation in the separation between the columns (b) is the mirror image of the variation in a. As (a + b) is constrained to be constant this is as expected. The separation of columns is approximately 17 to 20 times larger than their width. In contrast, the thickness of the horizontal tubes (c) is an order of magnitude smaller than a and shows only a slight increase with temperature between the initial measurements in early April and those in late May. However, there is subsequently a large jump in c between the 28-29 May and 16-17 June when temperatures within the ice rise above À2°C. In contrast to the occurrence of clear trends in a, b and c, there is no obvious trend in the dimension (d) of the isolated inclusions of brine between measurement sets ( Figure 5 ). The collated data ( Figure 6 ) do suggest a slight increase in dimension with rising temperature. This dimension is between 7 and 10 times that of the vertical columns.
Discussion: Pore Evolution Derived From the Geoelectric Microstructural Model and Borehole Data
[34] While the geoelectric microstructural model introduced in section 3 is based on observations of pore microstructure and has been constrained by in situ conductivity measurements, it simplifies microstructure by assuming a monodisperse distribution of pores of idealized shape. In order to arrive at estimates of specific pore sizes we need to first consider the model results in the context of typical seaice pore inventories and then relate them to available data on pore sizes obtained through other means. As typical of Arctic congelation sea ice [Weeks, 2010] , landfast ice at the Barrow field site comprises two major classes of brine inclusions, illustrated in Figures 7a and 7b . Brine channels are typically several mm to >1 cm in diameter and extend for several cm to decimeters downcore (as evident at the field site, Figure 7a ). Due to the homogeneity of the sampled ice cover and little interannual variability at the field site [Druckenmiller et al., 2009] , we can relate measurements made in 2008 to pore structures studied in depth in past years. This earlier work showed that such large brine channels typically occur at spacings of 10 to 20 cm, and account for a total brine volume fraction of at most 1 to 2% [Cole and Shapiro, 1998; J. Miner et al., unpublished data, 2007] . Such findings are in line with work at other sites and in the laboratory [Wakatsuchi and Kawamura, 1987] .
[35] Most of the brine in the ice studied is contained in smaller pores that form initially as brine layers in the interstices between ice lamellae protruding from the base of the ice cover (Figure 7b ). Higher up in the ice, owing to lower temperatures, such inclusions segregate into brine tubes and strings of individual brine pockets, reconnecting as the ice warms at the end of the ice-growth season [Light et al., 2003; Pringle et al., 2009] . The width of the ice lamellae, and hence the spacing of brine layers or brine tubes, has been found to range between 0.4 and 1.0 mm in comparable Arctic sea ice by Nakawo and Sinha [1984] . Similar ranges are reported by Weeks [2010] for sea ice in both polar regions, with brine layers at most 0.1 mm thick and up to several mm long.
[36] Along the same lines, Petrich et al. [2006] who carried out computational fluid dynamics simulations of fluid permeability in sea ice noted that brine tubes tend to break into isolated inclusions when their width is less than 70 mm, and found that the spacing of brine layers (or plates) in a sandwich model of sea ice needed to be $360 mm to be able to simulate the proposed percolation threshold for permeability. Optical microscopy measurements on vertical thin sections by Light et al. [2003] also suggested that the width of brine tubes is $100 mm, which is in line with thin section analysis completed on samples obtained at Barrow (Figure 7c ) [Junge et al., 2001] . Furthermore, Light et al.
[2003] observed increases of the order of a factor of 2 in the width of such tubes when sections were warmed from À15°C to À2°C. Similar values were also quoted by Addison [1969] in interpreting electrical permittivity data.
[37] Given this agreement between a variety of different types of studies, it seems reasonable to take the basic width of the vertical columns (a) in the structural model as being $100 mm and assuming that these columns correspond to both the smaller brine tubes or layers (which make up the bulk of the pore space) and the larger brine channels which account for a smaller fraction of the total liquid volume in the ice. Given the derived relative dimensions this suggests that the separation of vertical columns (b) is $2 mm, the thickness of the horizontal tubes (c) through most of the measurement period is $10 mm, and the dimension of the isolated brine pockets (d) is $0.7-0.8 mm.
[38] While few studies have examined the small-scale pores in detail, it should be noted that the much smaller width of horizontal connecting tubes (i.e., dimension c) does match thin-section microscopy studies in the same type of ice at the same field site, illustrated in Figure 7c . Thus, it is common to find horizontally connecting pores a few micrometers to at most few tens of micrometers in width that connect the primary vertically oriented brine layers or tubes discussed above [see also Cole et al., 2002] .
[39] The calculated spacing between the columns, i.e., the brine layers or tubes, is consistent with that for brine layers within individual columnar sea ice crystals. In reviewing the literature and interpreting field-based nuclear magnetic resonance (NMR) data Callaghan et al. [1999] also give $1 mm for this spacing, with a similar value reported by Shokr and Sinha [1994] . Although the decrease in spacing (b) with rising temperature (Figure 6 ) is controlled by the constancy of (a + b) in the modeling, it is likely to represent an actual increase in density of columnar tubes with temperature. For example, Light et al. [2003] reported that vertical chains of isolated brine inclusions were observed to coalesce as the ice warmed, effectively creating new vertical channels -and by implication decreasing the separation of vertical channels. This was also found in an analysis of ice of comparable microstructure obtained near the Barrow field site in 1999 and analyzed using magnetic resonance imaging (MRI) techniques [Eicken et al., 2000] .
[40] Moreover, the derived thicknesses (c) of the horizontal tubes are comparable with measurements of the thickness of intragranular brine veins and layers obtained from optical microscopy (Figure 7c ) [Junge et al., 2001] . This may indicate differences in the nature of conductivity pathways in the horizontal as compared to the vertical direction. It has previously been suggested that dc conductivity in sea ice may be controlled by the brine distribution existing at grain boundaries [Toyama et al., 2001] , similar to connected liquid veins at triple junctions in glacial ice [Wolff et al., 1997] . Light et al. [2003] commented on the potential formation, during rapid cooling of the ice, of microcracks around inclusions. These were suggested to provide channels for hydraulic, and presumably electrical, contact between otherwise isolated pores. The significant increase in the size of the horizontal tubes on the 16-17 June as the ice reaches temperatures in excess of À2°C may thus reflect a change in the nature of horizontal conduction. However, stratigraphic analysis of cores taken in the field in late May and early June also indicates that larger brine layers (mm to cm-sized) that formed during warming and meltwater drainage in the ice may also have contributed to the order of magnitude increase in the thickness of horizontal brine inclusions.
[41] Various authors [e.g., Bock and Eicken, 2005; Cole and Shapiro, 1998; Eicken et al., 2000; Light et al., 2003; Perovich and Gow, 1996; Petrich et al., 2006] have discussed the size distribution of isolated brine inclusions. In general these authors quote typical cross-sectional areas in the range of 0.02-0.5 mm 2 , depending on the resolution of the study in question. The majority of these quoted values are smaller than the $0.5-0.6 mm 2 indicated by the calculated dimension (d) of the isolated brine pockets in the structural model. Such a discrepancy can readily be accounted for by the fact that the model idealizes all additional brine other than that in the vertical and horizontal tubes or channels as being in a single pore rather than being contained in a larger number of smaller pores.
[42] While the assumption of monodisperse brine inclusions is simplistic, data collected at the field site and a review of the literature suggests that prior to the onset of internal melt the bulk, i.e., typically more than three-quarters and often more than 90%, of the total brine volume resides within the small-scale brine layers, brine tubes and isolated brine pockets; the remainder of the brine is contained within larger brine inclusions such as brine channels [Wakatsuchi and Kawamura, 1987; Eicken et al., 2000; J. Miner et al., unpublished observations, 2007] . Hence, it is not clear to what extent the data on increases in pore dimensions are skewed by potential disproportionate increases in pore size and connectivity of either the small-or large-scale pore fraction. However, MRI data for ice obtained at a nearby site in earlier years indicate that for pore linear dimensions between 0.7 and 6 mm there are no statistically significant differences in the change in pore dimensions along the three principal axes between the entire data set and the upper tenpercentile as the ice warms from À21°C to À6°C [Eicken et al., 2000] . The only indication of disproportionate contribution of large (several mm to cm-sized) pores to observed changes in resistivity is for the increase in horizontal tube or layer thickness by almost an order of magnitude between late May and mid-June. This is also borne out by the increase in c shown in Figure 6c as a function of temperature. In part, this increase may be the result of the development of horizontal layers of mm-to cm-sized pores in the upper half of the ice cover as a result of internal heating and melt in the advanced stages of melt, as identified in cores drilled near the site.
[43] In summary, the basic two phase, composite structure that has been developed in the model presented here is able to reproduce the observed bulk resistivities in both the horizontal and vertical directions, and their dependence on brine volume fraction. Although the assumed structure of vertical and horizontal brine connections, and isolated brine cubes is a highly simplistic idealization of a more complex microstructure, it yields a coherent and consistent picture of the aggregate microstructure of brine inclusions and their connectivity as a function of ice temperature and ice developmental stage within landfast first-year Arctic sea ice.
Discussion: Percolation Models
[44] Both Ingham et al. [2008] and Jones et al. [2010] speculated that the rapid decrease in the horizontal component of bulk resistivity (r H ) observed late in the melt season might indicate a percolation transition. As is clear from the above discussion we now propose that this change results from a change in the nature of horizontal conduction from being through grain boundary conduction to through horizontal pores. Although this observed change is interpreted not to be related to the crossing of a percolation threshold in brine volume fraction, it is worthwhile considering what indication of any percolation transition in the electrical properties of the sea ice the data set as a whole is able to provide.
[45] Percolation theory describes the connectivity of twophase systems [Balberg, 2009] in which the bulk physical properties of the system are dominated by those of one phase Figure 7b at high magnification (height of image approximately 1 mm). Note also the much narrower brine layers and brine tubes (arrowed) connecting the larger layers in the horizontal direction, visible in particular in the bottom part of the image. below a certain threshold, while above the threshold the physical properties of the second phase dominate. Sea ice may be regarded as a largely two-phase system for which many of the transport properties may exhibit percolation transitions. For example, it was first noted by Cox and Weeks [1975] that sea ice is effectively impermeable to fluid flow for brine volume fractions of about 5%, but that above this threshold ice is permeable. Golden et al. [1998 Golden et al. [ , 2006 Golden et al. [ , 2007 and Golden [2001, 2003] have proposed percolation theory as an explanation for this observed behavior which typically corresponds to a salinity of 5‰ and a temperature of À5°C. Golden et al. [2007] have proposed that for brine volume fractions above a critical value of f c the permeability can be expressed as
where k is a scaling factor and the critical exponent 2 is appropriate for a 3-dimensional medium such as sea ice with lognormally distributed brine inclusions [Golden et al., 2007; Berkowitz and Balberg, 1992] .
[46] The critical exponent for fluid permeability is believed to be universal, depending only on the dimension, and equal to that for electrical conduction. A similar relationship is thus expected to hold for the bulk electrical conductivity and it is therefore of interest to see how well such a predicted relationship fits the observed formation factor data. In terms of formation factor (FF), which is based on resistivity (the reciprocal of conductivity) rather than conductivity itself, the expected relationship takes the form
[47] Although the critical brine volume fraction for fluid permeability is recognized as 5%, as has been noted by Golden et al. [2006] whereas the electrical conductivity is a property of a material, the corresponding fluid conductivity depends on the dimensions of the conductor. Thus there seems to be no a priori reason to assume that the percolation threshold for electrical conductivity should similarly be 5%.
[48] The possible fit of expressions of the form of (24) to both the vertical and horizontal formation factor data has been investigated. The data obtained by Jones et al. [2010] extend down to a minimum brine volume fraction of 3.3% and the vast majority of the data correspond to brine volume fractions greater than 5%. To attempt to improve the ability to obtain reasonably well constrained numerical values for the parameters f c and FF o the horizontal formation factor data have been supplemented by measurements at lower brine volume fractions (down to 2.5%) made by Ingham et al. [2008] . Table 1 shows, for different possible values of critical brine volume fraction f c , the derived value of the scaling factor FF o which gives the minimum root mean square misfit (measured in terms of the logarithm of the formation factor) to the measured data. Figure 8 illustrates the fit which several of these combinations of f c and FF o give to the data. Both Table 1 and Figure 8 demonstrate that although it is possible to fit both the vertical and horizontal formation factor data with expressions of the appropriate form, the natural scatter in the observed data makes resolution of the best fitting parameters difficult. Nonetheless some broad conclusions may be drawn. For example, it appears from both Table 1 and Figure 8 that if the vertical Figure 8 . Fits of mathematical expressions of the form of equation (24) to the vertical and horizontal observed formation factor data for critical brine volume fractions as shown in the legends. Corresponding values of the factor FF o and the RMS misfit are as given in Table 1 .
formation factor data are to be represented by (24) then the best fit to the data is given by a very small critical brine volume fraction, significantly less than 1%. In contrast the horizontal formation factor data are best fit with a critical brine volume fraction of 0.5-1%. In both cases it is clear from Figure 8 that the measured misfit is heavily biased by how well the function is able to fit the data at low and high values of f c . It is also likely that the apparent discontinuity in the horizontal formation factor at brine volume fractions of about 10%, noted by Jones et al. [2010] , is not itself indicative of a percolation transition. Rather it is likely that it results from the data gap between their measurement dates in late May and mid-June.
[49] Although these deductions are somewhat speculative, the results appear at least conceptually consistent with the results of the microstructural modeling. The existence of vertically oriented brine channels of relatively large width ($100 mm) compared to the absence of such channels horizontally, is consistent with the horizontal resistivity having a larger critical brine volume fraction. It has been observed, for example, that at lower temperatures grain boundary brine films, such as proposed to explain the horizontal resistivity data, tend be confined exclusively to high angle grain boundaries [Grimm et al., 2008] and connectivity between films is cut off. A lower vertical critical brine volume fraction is also consistent with the observation by Light et al. [2003] that the majority of the brine volume is contained in vertical channels. Thus during warming of sea ice brine appears preferentially in vertical channels which form a connected network at lower brine volume fractions than do inter-and intragranular horizontal films. However, recent work by Pringle et al. [2009] indicates that the morphology of brine layers and brine tubes in ice that has been cooled and then rewarmed (at temperatures comparable to those observed in the field) is in fact much more complicated and may not conform with simple geometric models (including the assumption of tubes or even planar layers). Further work is needed to quantify the morphology of these inclusions and relate them to microstructural models extant in the literature.
[50] The difference between the critical brine volume fractions proposed for electrical connection and that of 5% observed for fluid permeability is presumably related to the strong additional dependence of the latter on the dimensions of constrictions along the direction of flow. However, few measurements exist of the bulk resistivity of sea ice at very low brine volume fractions. Confirmation or otherwise of the indicated critical thresholds will require such measurements.
Conclusions
[51] The structural modeling presented here allows us to present the first coherent description of the temporal and thermal evolution of sea ice microstructure based on in situ measurements of a physical property of the ice.
[52] First and foremost, accepted values for the resistivity of the ice phase in sea ice indicate that to explain the observed resistivity data of Jones et al. [2010] at lower temperatures there must be both vertical and horizontal electrical connectivity through the brine phase. The structural modeling suggests that vertically this occurs predominantly through brine channels with dimensions of the order of 100 mm, such as have been observed to exist in optical microscopy measurements. However, as the modeling uses a very simplistic and idealized structure, it can be assumed that in reality such vertical brine channels have a finite length. The necessary electrical connection between individual channels is therefore likely to occur through brine films and channels of much smaller thickness which exist along crystal/grain boundaries. The existence of two populations of pores of different sizes was suggested by Callaghan et al. [1999] on the basis of NMR measurements of brine diffusivity. These smaller size inter-and/or intragranular brine layers are similarly believed to give the necessary electrical connectivity in the horizontal direction, and were the only kind of pores identified by Callaghan et al. in horizontal orientations. Additional isolated brine pores contribute significantly to the overall brine volume fraction.
[53] As the ice warms the dimensions of vertically oriented channels gradually increase. Although vertical fluid permeability is believed to undergo a percolation transition at brine volume fractions of 5%, fitting the requisite mathematical form to the resistivity data suggests that such a transition in vertical electrical conductivity occurs at a much smaller brine volume fraction. As a result although the bulk vertical resistivity decreases for brine volume fractions greater than 5%, it does so smoothly rather than in a discontinuous fashion. In contrast, a significant increase in the dimensions of horizontal tubes is deduced to occur as temperatures rise above À2°C. This was initially proposed by Ingham et al. [2008] to represent a percolation transition in horizontal resistivity. However, we now suggest that this change represents a transition from horizontal electrical connection predominantly through grain boundary films of brine to connection through more extensive pores, equivalent to the brine channels that dominate vertical resistivity at much lower temperatures. Any actual percolation transition in horizontal resistivity is believed to occur at much smaller brine volume fractions below which grain boundary connectivity is lost.
[54] Although the evolution of sea ice microstructure described here is specifically related to measurements of electrical resistivity, it represents a step in developing an integrated understanding of the evolution of other physical properties which have a more direct impact on the important role that sea ice plays in the global climate system.
