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The coupling between fermionic matter and gauge fields plays a fundamental role in our understanding of na-
ture, while at the same time posing a challenging problem for theoretical modeling. In this situation, controlled
information can be gained by combining different complementary approaches. Here, we study a confinement
transition in a system of Nf flavors of interacting Dirac fermions charged under a U(1) gauge field in 2+1 di-
mensions. Using Quantum Monte Carlo simulations, we investigate a lattice model that exhibits a continuous
transition at zero temperature between a gapless deconfined phase, described by three-dimensional quantum
electrodynamics, and a gapped confined phase, in which the system develops valence-bond-solid order. We
argue that the quantum critical point is in the universality class of the QED3-Gross-Neveu-XY model. We study
this field theory within a 1/Nf expansion in fixed dimension as well as a renormalization group analysis in 4− 
space-time dimensions. The consistency between numerical and analytical results is revealed from large to
intermediate flavor number.
I. INTRODUCTION
The coupling between fermionic matter and gauge fields
is of fundamental importance in both high-energy and
condensed-matter physics. In the latter context, gauge fields
can emerge as a consequence of fractionalization in quantum
materials. Prominent examples include spin liquids [1, 2] and
deconfined quantum critical points [3–8] in frustrated mag-
nets. As such states are characterized by topological order,
it is often difficult to identify in an experiment or a simula-
tion the relevant low-energy excitations and their characteris-
tic properties.
In many cases, however, it is possible to tune the system
by nonthermal external parameters, such as pressure or mag-
netic field, through a zero-temperature transition between an
exotic phase with topological order and a conventionally or-
dered phase. If this quantum phase transition is continuous,
the presence of fractionalized low-energy excitations on the
topologically ordered side of the transition leaves character-
istic fingerprints on the pertinent quantum critical behavior.
These are in principle measurable and can be used to identify
the topological order. To take advantage of this fact, it is de-
cisive to gain a comprehensive understanding of the quantum
universality classes that involve fluctuating gauge fields.
Recent work on a system of fermions coupled to a dis-
crete Z2 gauge field in 2+1 dimensions has demonstrated
the existence of such a quantum transition between a decon-
fined phase with gapless fermionic excitations at weak cou-
pling and a symmetry-broken confined phase with gapped
fermionic excitations at strong coupling [9–14]. Systems
of gapless fermions coupled to gauge fields with continuous
gauge groups are of significant current interest as well. An
important example is (2+1)-dimensional quantum electrody-
namics (QED3) with U(1) gauge group, both in its compact
and noncompact version [15–32]. This theory is a natural can-
didate for the low-energy description of gapless U(1) spin liq-
uids, which may be realizable in certain planar magnets [33–
39].
Using Quantum Monte Carlo (QMC) simulations, the phase
diagram of a lattice model of fermions coupled to a compact
U(1) gauge field has recently been mapped out by some of
the present authors [40, 41]. The model has a free parameter
that can be used to drive a transition from a U(1) deconfined
(U1D) phase with nodal dispersion of the fermionic excita-
tions to confined phases in which spin and/or lattice symme-
tries are spontaneously broken, see Fig. 1. The U1D phase
represents a lattice realization of QED3, while the confined
phases describe different conventionally ordered phases.
Meanwhile, several analytical works, such as renormaliza-
tion group (RG) and large-Nf calculations, have made quanti-
tative predictions for the universal behavior of quantum crit-
ical fermion systems coupled to gauge fields [42–52]. How-
ever, while there has been tremendous progress in the case
of the ungauged (2+1)-dimensional Gross-Neveu-like transi-
tions [53–67], the situation with fluctuating gauge fields re-
mains significantly less clear. In particular, a quantitative
comparison of universal properties between analytical predic-
tions from the continuum quantum field theory and measure-
ments in corresponding lattice simulations has so far not been
possible. Such a comparison is the goal of this work.
The remainder of the paper is organized as follows: In
Sec. II, we review the lattice model studied in Ref. [40] and
present additional evidence for a continuous transition be-
tween deconfined and confined phases. The continuum field
theory that we propose to describe the universal behavior of
the confinement transition is discussed in Sec. III. Section IV
contains the comparison of the field-theory predictions with
the numerical results. Conclusions are drawn in Sec. V.
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FIG. 1. (a) Illustration of the lattice model in Eqs. (1) and (2). Blue balls represent fermions and green balls represent the U(1) gauge field,
coupled to the nearest-neighbor fermion hopping. The flux term is represented by blue dashed circles in each plaquette. The gauge fields
fluctuate from φi j(τ1) at imaginary time slice τ1 to φi j(τ2) at time slice τ2. (b) Zero-temperature phase diagram as a function of the coupling
J, parametrizing the strength of the gauge field fluctuations, for different fermion flavor numbers Nf . In this work, we study the transition
between the U1D phase and the confined VBS phase. (c) Illustration of the confinement transition from U1D to VBS. In the U1D phase, the
fermions form Dirac cones and interact via a U(1) gauge field, representing a lattice realization of QED3. In the VBS phase, the fermions form
gapped spin singlets. We argue that this transition is in the QED3-Gross-Neveu-XY universality class.
II. LATTICE MODEL AND QMC RESULTS
We simulate a square-lattice model described by the Eu-
clidean action S =
∫ β
0 dτ(LF + Lφ) with
LF =
∑
〈i j〉,α
ψ†iα
[
(∂τ − µ)δi j − teiφi j
]
ψ jα + h.c., (1)
Lφ =
4
JNf∆τ2
∑
〈i j〉
[
1 − cos
(
φi j(τ + 1) − φi j(τ)
)]
+
1
2
KNf
∑

cos(curl φ), (2)
where ψ†iα and ψiα denote fermion creation and annihilation
operators at lattice site i and flavor index α = 1, . . . ,Nf . The
compact U(1) gauge field lives on nearest-neighbor bonds 〈i j〉
and is denoted by φi j. The nearest-neighbor fermion hop-
ping amplitude t is modulated with phase φi j, thereby inserting
magnetic flux in each plaquette. The expression curl φ sums
the gauge fields in each elemental plaquette  and the cou-
pling K > 0 stabilizes a pi flux in each plaquette, see Fig. 1(a).
In the J → 0 limit, the gauge field has no imaginary time
dynamics. The ground state in this limit is characterized by
gapless Dirac excitations, as both LF and the flux term in Lφ
with K > 0 favor a pi flux in each plaquette. The Brillouin
zone contains two Dirac cones per flavor and the number of
(irreducible) Dirac fermions is 2Nf .
Turning on a small finite J allows the U(1) gauge field
to fluctuate. This model has been studied by sign-problem-
free QMC simulations [40]. For Nf = 2, 4, 6, 8, the low-
temperature phase for small J has been found to be charac-
terized by a gapless spectrum and emergent scale invariance.
This phase represents a lattice realization of QED3 with de-
confined excitations and as such has been dubbed U1D. In
particular, for small J, the simulations suggested no evidence
for confining monopole proliferation [41].
Upon increasing J beyond a certain threshold, however, the
fermions acquire a mass, monopoles of the compact gauge
field start to proliferate, and the fermions exhibit a confining
potential, see Fig. 1(b). For Nf = 4, 6, 8, the confined phase is
described by a valence bond solid (VBS), characterized by an
ordered array of spin singlets, thereby breaking lattice trans-
lation and rotation symmetries spontaneously.
To improve the understanding of the U1D-VBS transition,
we have carried out additional QMC simulations near the tran-
sition point and on larger lattices. We also calculated larger
Nf case with Nf = 10 and 12. Technical details of the simu-
lations, including the update scheme, the determination of the
phase diagram, and the calculation of dynamical properties
near the transition, are given in Refs. [40, 41]. Fig. 2 shows
the numerical data of VBS correlation ratios [68]
rVBS = 1 − χD(
~M + δ~q)
χD( ~M)
, (3)
where ~M = (pi, 0), δ~q = ( 2piL , 0), for different flavor numbers Nf
in the vicinity of the U1D-VBS phase transition. In the above
equation, χD denotes the VBS structure factor, given as
χD(~k) =
1
L4
∑
i j
(
〈DiD j〉 − 〈Di〉〈D j〉
)
ei~k·(~ri−~r j), (4)
where the dimer operator Di =
∑
αβ S αβ (i)S
β
α(i + xˆ) is defined
along the xˆ direction, and the S αβ (i) is the spin operator defined
as S αβ (i) = ψ
†
iαψiβ − 1Nf δαβ
∑
γ ψ
†
iγψiγ. In the thermodynamic
limit, rVBS is zero (one) in the U1D disordered (VBS ordered)
phase. The curves on different lattices suggest a single cross-
ing point in the thermodynamic limit, implying the existence
of a continuous quantum phase transition.
More evidence for a continuous phase transition comes
from the measurement of the spin and dimer correlation func-
tions CS (r) and CD(r). Technical details concerning these
measurements are deferred to Appendix A. Fig. 3 shows the
real-space decay of the spin and dimer correlators at the cross-
ing points of the correlation ratios for different flavor num-
bers Nf . Instead of the usual exponential behavior, the corre-
lators show a power-law decay with characteristic exponents
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FIG. 2. Correlation ratio of VBS order parameter across the U1D-VBS phase transition with linear system size up to L = 20, for (a) Nf = 4,
(b) Nf = 6, and (c) Nf = 8. Correlation ratios for Nf = 10 (Jc ≈ 2.9) and Nf = 12 (Jc ≈ 3.2) are not shown here.
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FIG. 3. Real space decay of spin (left column) and dimer (right col-
umn) correlation function for Nf = 4, 6, 8, 10, 12, at the U1D-VBS
transition point. The scaling dimensions are measured by fitting the
slopes in the log-log plot.
2∆AFM and 2∆VBS.1 This constitutes further strong evidence
for quantum criticality beyond the findings previously pre-
sented in Ref. [40].
The VBS order parameter has a discrete Z4 rotation sym-
metry, associated with the four possible VBS ordering pat-
terns on the square lattice. At criticality, such a Z4 sym-
1 ∆AFM and ∆VBS will be defined as scaling dimensions of AFM and VBS
order parameters in Sec. III.
metry is usually expected to get enhanced to a continuous
U(1) ' O(2) rotation symmetry [69, 70]. This suggests that
the low-energy description of the quantum critical point has
to include three different types of excitations: 2Nf flavors of
(irreducible) gapless Dirac fermions ψ and ψ¯, coupled to a
U(1) gauge field aµ, and a real two-component scalar field
~φ = (φx, φy) serving as an order parameter for spontaneous
O(2) symmetry breaking. The minimal theory that is consis-
tent with these requirements is the QED3-Gross-Neveu-XY
(QED3-GN-XY) model proposed in Ref. [40]. The purpose
of the rest of this paper is to confirm that the numerical data is
indeed consistent with this proposal.
III. CONTINUUM FIELD THEORY
In this section, we discuss the critical behavior of the
QED3-GN-XY model within two complementary analytical
approaches: a 1/Nf expansion in fixed dimension and a RG
analysis in D = 4−  space-time dimensions. The Lagrangian
of the QED3-GN-XY model in D = 3 reads
L = ψ¯iγµ(∂µ − iaµ)ψi + φaψ¯i(µa ⊗ 12 ⊗ 1Nf/2)i jψ j
+
1
2g2
φa(r − ∂2µ)φa+λ(φaφa)2+
1
2e2
(µνρ∂νaρ)2, (5)
where ψ and ψ¯ = ψ†γ0 are two-component spinors, (φa) =
(φx, φy), a = 1, 2, is a real XY order-parameter field, and
the 2 × 2 Dirac matrices satisfy the Euclidean Clifford alge-
bra {γµ, γν} = 2δµν12, µ, ν = 0, 1, 2. In the Yukawa vertex
µa ⊗ 12 ⊗ 1Nf/2, the 2 × 2 Pauli matrices (µa) = (µx, µy) con-
nect the two Dirac nodes, 12 acts on spin indices, and 1Nf/2
acts on the additional flavor indices; see Ref. [36] for details.
Thus, the indices i and j run from 1 to 2Nf , and we assume
Nf even. aµ denotes the U(1) gauge field and µνρ is the totally
antisymmetric tensor. In addition to the gauge symmetry, the
model features a global axial U(1) symmetry under which the
two-component scalar field (φa) transforms as an SO(2) vec-
tor. The parameters e, g, and λ denote the charge, Yukawa,
and quartic scalar couplings. The parameter r can be used to
tune through the U1D-VBS transition.
For r > 0, the scalar field φa can be integrated out and
the theory describes the U1D phase with enhanced SU(2Nf)
symmetry. For r < 0, the fermions are fully gapped, since
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FIG. 4. Diagrams that contribute to the scaling dimensions ∆AFM
(a) and ∆VBS (b) at O(1/Nf) from gauge fluctuations. Solid (wig-
gly) lines correspond to fermion-field (gauge-field) propagators at
O(1/N0f ). The cross × denotes µz ⊗ σα ⊗ 1Nf/2 insertions and the
square  denotes µa ⊗ 12 ⊗ 1Nf/2 insertions. Aslamazov-Larkin dia-
grams (not shown) vanish due to tr(µz) = tr(µa) = 0.
γ0µ
a anticommutes with the HamiltonianH(p) = γ0γipi, and
the gauge field confines due to the proliferation of monopoles
[15, 16, 35, 39]. This represents the VBS ordered phase. The
critical point is given by r = 0 at tree level.
Besides the universal exponents that describe the critical
behavior in the vicinity of the quantum phase transition, we
aim at computing the correlators of the staggered magnetiza-
tion
OαAFM(~r) ∼ (−1)rx+ryS α(~r) ∼ ψ¯i(µz ⊗ σα ⊗ 1Nf/2)i jψ j, (6)
where α = x, y, z denotes the spin components and ~r = rx xˆ +
ryyˆ the lattice site, and the staggered dimer operator
OaVBS(~r) ∼
(
(−1)ry ~S (~r) · ~S (~r + yˆ), (−1)rx ~S (~r) · ~S (~r + xˆ)
)a
∼ ψ¯i(µa ⊗ 12 ⊗ 1Nf/2)i jψ j ∼ φa
with a = x, y [36]. In the above equations, two operators O
and O′ are considered equivalent, O ∼ O′, if they transform in
the same way under all symmetries. At criticality, the correla-
tion functions are given by power laws
〈OαAFM(~r)OαAFM(0)〉 ∝
1
r2∆AFM
, (7)
〈OaVBS(~r)OaVBS(0)〉 ∝
1
r2∆VBS
, (8)
where ∆AFM and ∆VBS are the scaling dimensions of the op-
erators OαAFM and O
a
VBS. The correlation function of a micro-
scopic lattice operator will in general be a linear combination
of all operators in the conformal field theory that are equiva-
lent to the respective lattice operator. In the long-wavelength
limit, however, the operator with the lowest scaling dimension
will dominate.
A. Large-Nf expansion
In the limit of large fermion flavor number Nf , the universal
critical exponents and the scaling dimensions of the fermion
(a)
(b)
FIG. 5. Diagrams that contribute to the scaling dimensions ∆AFM (a)
and ∆VBS (b) at O(1/Nf) from scalar fluctuations. Dashed lines cor-
respond to scalar-field propagators at O(1/N0f ).
bilinears can be computed analytically. We start by discussing
the scaling dimensions ∆AFM and ∆VBS. The diagrams that
contribute at order O(1/Nf) are shown in Figs. 4 and 5. We
note that at this order of the 1/Nf expansion, mixed diagrams
that involve both scalar and gauge field propagators are finite
and therefore do not contribute to the scaling dimensions. This
can be understood as a consequence of the Ward identity asso-
ciated with the U(1) gauge symmetry, in analogy to the QED3-
Gross-Neveu-Ising case [45, 46].
The gauge-field contributions to the scaling dimensions
(Fig. 4) are well known [29, 34, 36, 46],
∆AFM
∣∣∣∣
QED3
= ∆VBS
∣∣∣∣
QED3
= 2 − 32
3pi2Nf
+ O(1/N2f ). (9)
We note that Aslamazov-Larkin diagrams vanish due to
tr(µz) = tr(µa) = 0 [46]. Both operators have exactly the same
scaling dimensions as a consequence of the enhanced SU(2Nf)
symmetry for r > 0 in the U1D phase [34, 40]. However, at
criticality, r = 0, this symmetry is explicitly broken and the
scalar-field fluctuations lead to different values for ∆VBS and
∆AFM. The scalar contributions to the AFM bilinear are shown
in Fig. 5, yielding
∆AFM
∣∣∣∣
GN-XY
= 2 − 8
3pi2Nf
+ O(1/N2f ). (10)
The lowest-dimensional operator in the conformal field the-
ory with the symmetries of the staggered dimer operator is the
scalar field φa. Its scaling dimension can be computed using
the Dyson equation, see Fig. 6 and Ref. [46]. The scalar con-
tributions are shown in Fig. 5(b), yielding
∆VBS
∣∣∣∣
GN-XY
= ∆φ
∣∣∣∣
GN-XY
= 1 − 4
3pi2Nf
+ O(1/N2f ). (11)
Since ∆φ = (D − 2 + ηφ)/2, we obtain the order-parameter
anomalous dimension of the pure Gross-Neveu-XY model
(i.e., without the coupling to a gauge field) as
ηφ
∣∣∣∣
GN-XY
= 1 − 8
3pi2Nf
+ O(1/N2f ), (12)
which is consistent with the previous calculation [71].
5= +
Fig. 4(b)
Fig. 5(b)
FIG. 6. Dyson equation for the scalar-field two-point correlator
at O(1/Nf). Thick dashed line corresponds to scalar-field propaga-
tor at O(1/Nf).
Including both gauge-field and scalar-field contributions
yields the scaling dimensions in the QED3-GN-XY model as
∆AFM
∣∣∣∣
QED3-GN-XY
= 2 − 40
3pi2Nf
+ O(1/N2f ), (13)
∆VBS
∣∣∣∣
QED3-GN-XY
= 1 +
28
3pi2Nf
+ O(1/N2f ), (14)
with the order-parameter anomalous dimension as
ηφ
∣∣∣∣
QED3-GN-XY
= 1 +
56
3pi2Nf
+ O(1/N2f ). (15)
We note that the two-point correlator of the fermion bilinear
ψ¯i(µa ⊗ 12 ⊗ 1Nf/2)i jψ j vanishes to all orders in the large-Nf
calculation, which can be understood as a consequence of the
fact that this operator becomes zero when integrating out φ in
the critical large-Nf theory [46–48].2 The correlation-length
exponent ν can be obtained within an analogous calculation to
that of Ref. [46] for the QED3-Gross-Neveu-Ising case. We
find
ν−1
∣∣∣∣
QED3-GN-XY
= 1 − 80
3pi2Nf
+ O(1/N2f ), (16)
in agreement with the recent calculation presented in
Ref. [72].
In order to make contact with the 4 −  expansion result
discussed in the next subsection, it is instructive to generalize
Eqs. (15), (16) to general space-time dimension 2 < D < 4.
Using the integration formulae derived in Refs. [45, 71], we
obtain
ηφ
∣∣∣∣
QED3-GN-XY
= 4 − D
+
4(D2 − 2)Γ(D − 1)
D2(D − 2)Γ(−D/2)Γ(D/2)3
1
Nf
+ O(1/N2f ) (17)
and
ν−1
∣∣∣∣
QED3-GN-XY
= D − 2
+
2(D2 − 2D + 2)Γ(D)
D(D − 2)Γ(1 − D/2)Γ(D/2)3
1
Nf
+ O(1/N2f ), (18)
2 We are grateful to J. Maciejko for pointing this out to us.
in agreement with Ref. [73]. Further expanding the above
equations in  = 4 − D leads to
ηφ
∣∣∣∣
QED3-GN-XY
=  +
7
2Nf
− 9
2
8Nf
+ O(3, 1/N2f ), (19)
ν−1
∣∣∣∣
QED3-GN-XY
= 2 −  − 15
2Nf
+
412
8Nf
+ O(3, 1/N2f ), (20)
which, as we show below, agrees with the leading-order result
that we obtain within the 4 −  expansion. This constitutes
another nontrivial cross-check of our calculations.
The above analysis neglects the compactness of the U(1)
gauge field in our lattice model. A compact gauge field ad-
mits instanton events, which correspond to insertion of mag-
netic flux in a localized region of space-time. In fact, the
monopole operators, which perform this flux insertion, are
relevant when the fermions are gapped out, leading to con-
finement of charges in the VBS phase [15, 16, 35, 39]. In the
gapless U1D phase, the scaling dimension ∆q=1/2 of the least
irrelevant monopole operator with minimal magnetic charge
q = 1/2 (corresponding to 2pi flux insertion) can be computed
by employing the operator-state correspondence, which im-
plies that ∆q=1/2 is given by the ground-state energy of the
corresponding theory on a sphere in the presence of a mag-
netic monopole [74]. For pure QED3, this computation gives
∆q=1/2
∣∣∣∣
QED3
= cQED3 · 2Nf + O(1/N0f ). (21)
with cQED3 = 0.265 . . . (The correction at order O(1/N0f ) has
been computed in [75].) We note that ∆q=1/2 ∝ Nf in the large-
Nf limit. The technical reason for this property is that the
fermions can be integrated out in this limit, such that ∆q=1/2
is simply the ground-state energy of Nf free Dirac fermions in
the presence of a classical background gauge field. At large
enough Nf , monopoles are therefore irrelevant and the ground
state of QED3 hence describes a stable U1D phase with con-
formal invariance.3 The same argument applies to the QED3-
GN-XY model. Hence,
∆q=1/2
∣∣∣∣
QED3-GN-XY
= cQED3-GN-XY · 2Nf + O(1/N0f ). (22)
The constant cQED3-GN-XY can be computed along the lines of
Refs. [50, 51]. In fact, this calculation turns out to be agnostic
towards the number of scalar boson components,4 such that
the leading-order monopole scaling dimension of the QED3-
GN-XY model agrees with that of the QED3-Gross-Neveu-
Ising model, cQED3-GN-XY = cQED3-GN-Ising = 0.195 . . . [50]. In
particular, ∆q=1/2 > D = 3 for large enough Nf , such that all
monopoles operators are irrelevant and the critical theory in-
deed describes a stable RG fixed point with a unique infrared
3 For small Nf , the scaling dimension ∆q=1/2 may drop below D = 3, such
that monopoles would become relevant. The critical value of Nf , below
which this happens, cannot be computed in a controlled way within the
1/Nf expansion.
4 We thank W. Witczak-Krempa for pointing this out to us.
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FIG. 7. Schematic RG flow in the space spanned by tuning param-
eter r and monopole fugacity z for large Nf . The theory defined by
Eq. (5) describes the line z = 0. Both in the U1D phase, described by
the infrared stable fixed point denoted as gapless QED3, and at the
QED3-GN-XY quantum critical point, monopole operators are (dan-
gerously) irrelevant. However, when the fermions acquire a mass
gap, the fugacity z grows towards the infrared, indicating a prolifera-
tion of monopoles and confinement. The corresponding fixed point,
denoted as gapped QED3, is unstable towards the formation of VBS
order.
relevant direction (corresponding to the tuning parameter of
the continuous transition).
The emerging picture resembles the situation at the decon-
fined Ne´el-VBS critical point in quantum magnets, which is
described by the noncompact CP1 model [3, 76], see Fig. 7. In
the gapless U1D phase (Ne´el phase in case of quantum mag-
nets), which is described by QED3 (symmetry-broken phase
of the noncompact CP1 model), monopoles are irrelevant in
the large-Nf limit, and we can neglect the compactness of the
U(1) gauge field. The same applies to the quantum critical
point, described by the QED3-GN-XY model (noncompact
CP1 model) at criticality. However, when the fermions ac-
quire a mass gap in the ordered phase of the QED3-GN-XY
model (corresponding to the paramagnetic phase of the non-
compact CP1 model), monopoles become relevant, indicating
confinement and VBS order [15, 16, 35, 39, 77]. As a con-
sequence, on the VBS side of the transition, two independent
diverging length scales are present, just as in the deconfined
Ne´el-VBS critical point in quantum magnets [3]. In addition
to the correlation length ξ associated with the flow of the tun-
ing parameter, a longer length scale ξ′ that is associated with
the proliferation of monopoles exists. Observation of ξ′ in a
QMC simulation is in principle possible, but requires signifi-
cantly larger lattices [78]. We leave this for future work.
B. RG analysis in D = 4 −  dimensions
We now demonstrate the existence of the quantum crit-
ical QED3-GN-XY fixed point beyond the 1/Nf expansion
within a standard RG analysis. The QED3-GN-XY the-
ory can be straightforwardly generalized to general space-
time dimension 2 < D < 4 by replacing the 2Nf fla-
vors two-component Dirac fermions by Nf flavors of four-
component fermions [79]. In agreement with the QED3-
Gross-Neveu-Ising case [42–44], all couplings become simul-
taneously marginal in four space-time dimensions. This al-
lows to set up an  expansion around four space-time dimen-
sions in the same way as in the standard Wilson-Fisher φ4
theory. Integrating over the D-dimensional momentum shell
Λ/b <
√
ω2 + ~q2 < Λ with cutoff Λ and b > 1 causes the
couplings to flow according to the equations
de2
d ln b
= e2 − 4
3
Nfe4, (23)
dg2
d ln b
= g2 − (Nf + 1)g4 + 6e2g2, (24)
dλ
d ln b
= λ − 2Nfg2(λ − g2) − 5λ2, (25)
where we have rescaled (e2, g2, λ) 7→ (e2, g2, λ)/(4pi2Λ) and
assumed that the theory is tuned to the critical point. Note
that these flow equations agree with those of the continuum
description of the Kekule´ transition on the honeycomb lattice
in the presence of a U(1) gauge field [80]. They are also equiv-
alent to those of Ref. [50] upon setting their Nb to 2. The flow
admits an infrared stable RG fixed point at
(e2∗, g
2
∗, λ∗) =
(
3
4Nf
,
2Nf + 9
2Nf(Nf + 1)
,
C(Nf) − 8 − Nf
10(Nf + 1)
)

+ O(2), (26)
with C(Nf) =
√
N2f + 56Nf + 424 + 810/Nf .
The wave function renormalization function of the two-
component scalar field reads
γφ(g2) = Nfg2. (27)
This expression is formally identical to the corresponding
equation in the non-gauged Gross-Neveu-XY model, because
the XY scalar field is not charged. At the fixed point, we ob-
tain the order parameter anomalous dimension as
ηφ = γφ(g2∗) =
2Nf + 9
2(Nf + 1)
 + O(2). (28)
Further expanding this result for large Nf leads to
ηφ =  +
7
2Nf
− 7
2N2f
+ O(2, 1/N3f ), (29)
in agreement with Eq. (19). The correlation-length exponent
ν can be obtained from the flow of the tuning parameter,
dr
d ln b
= (2 − 2λ − Nfg2)r + 2λ − 2Nfg2, (30)
implying
ν−1 = 2 − 2C(Nf) + 8Nf + 29
10(Nf + 1)
 + O(2). (31)
To next-to-leading order in 1/Nf , we obtain
ν−1 = 2 −  − 15
2Nf
+
87
2N2f
+ O(2, 1/N3f ), (32)
in agreement with Eq. (20), as announced above.
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FIG. 8. Data collapses of VBS correlation ratios according to Eq. (42) within the three different scenarios (first three columns) and using
fitted values (last column) for Nf = 4 (top row), Nf = 6 (middle row), and Nf = 8 (bottom row). (a,e,i) Scenario 1, assuming standard
XY universality. (b,f,j) Scenario 2, assuming pure Gross-Neveu-XY universality. (c,g,k) Scenario 3, assuming QED3-GN-XY universality.
(d,h,l) Using fitted values as denoted in the insets.
IV. EVIDENCE FOR QED3-GN-XY UNIVERSALITY
We now discuss three possible universality classes that
could in principle describe the continuous U1D-VBS transi-
tion observed in the lattice model. Among these three scenar-
ios, we will see that the numerical data is consistent only with
the QED3-GN-XY universality class.
The transition between the U1D disordered phase and the
VBS ordered phase is detected via a real two-component order
parameter. Hence, if the U1D-VBS transition were a standard
quantum transition within the Landau paradigm, quantum-to-
classical mapping would apply, and one would expect the
transition to be in the classical 3D XY universality class.
Within Scenario 1 (Scen1), we thus assume the critical ex-
ponents [81, 82]
Scen1: ν−1
∣∣∣∣
XY
= 1.48864(22), ηφ
∣∣∣∣
XY
= 0.0385(7). (33)
However, it is well known that the presence of gap-
less fermions at the transition can change the universality
class [83]. Previous studies in systems with Dirac fermions
(but without a fluctuating gauge field) coupled to a O(2) order
parameter have put forward the Gross-Neveu-XY universality
class [56, 84–90]. This describes our Scenario 2 (Scen2), with
exponents
Scen2: ν−1
∣∣∣∣
GN-XY
= 1 − 16
3pi2Nf
+ O(1/N2f ), (34)
ηφ
∣∣∣∣
GN-XY
= 1 − 8
3pi2Nf
+ O(1/N2f ), (35)
∆VBS
∣∣∣∣
GN-XY
= 1 − 4
3pi2Nf
+ O(1/N2f ), (36)
∆AFM
∣∣∣∣
GN-XY
= 2 − 8
3pi2Nf
+ O(1/N2f ), (37)
cf. Sec. III. We note in particular that ∆VBS
∣∣∣∣
GN-XY
< 1. Below,
we will show that this result is inconsistent with our numeri-
cal data, which we ascribe to the presence of gapless gauge-
field excitations at the transition. We will demonstrate that the
data is instead consistent, within error bars, with our theoret-
ical predictions for the QED3-GN-XY universality class. The
universal exponents within this scenario, dubbed Scenario 3
(Scen3), have been computed in Sec. III,
Scen3: ν−1
∣∣∣∣
QED3-GN-XY
= 1 − 80
3pi2Nf
+ O(1/N2f ), (38)
ηφ
∣∣∣∣
QED3-GN-XY
= 1 +
56
3pi2Nf
+ O(1/N2f ), (39)
∆VBS
∣∣∣∣
QED3-GN-XY
= 1 +
28
3pi2Nf
+ O(1/N2f ), (40)
∆AFM
∣∣∣∣
QED3-GN-XY
= 2 − 40
3pi2Nf
+ O(1/N2f ). (41)
Note that now ∆VBS
∣∣∣∣
QED3-GN-XY
> 1.
In the vicinity of the quantum critical point at coupling J =
Jc, the dimensionless correlation ratio rVBS should obey the
finite-size scaling law
rVBS(J, L) = F ((J/Jc − 1)L1/ν) (42)
with scaling function F (x) and linear system size L. Fig. 8
shows the correlation ratios rVBS as function of the rescaled
coordinate x B (J/Jc − 1)L1/ν for Nf = 4, 6, 8, using the pre-
dictions for 1/ν within the three scenarios proposed above, as
well as using fitted values. Due to the limited system sizes
that are available within tenable simulation times, the data
collapses are not perfect in all cases. However, for all flavor
numbers checked, the data collapses using the standard XY
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FIG. 9. Scaling dimensions ∆AFM and ∆VBS as extracted from the
QMC data of Fig. 3, in comparison the predictions of the Gross-
Neveu-XY and QED3-GN-XY models, respectively. The fact that
∆VBS is above 1 is consistent only with the QED3-GN-XY universal-
ity class (Scenario 3).
prediction are significantly worse than for the other two sce-
narios. This rules out Scenario 1, revealing that the transition
evades the usual quantum-to-classical mapping. The differ-
ences between the qualities of the data collapses in Scenario
2 and 3 are less significant, in particular for Nf = 8. The
reason for this behavior is that the critical exponents in these
two scenarios approach the same limiting value for large Nf ,
limNf→∞(1/ν) = 1. Nevertheless, for Nf = 4 and 6, we note
that the spread of values of rVBS within the ranges of x shown
is significantly larger within Scenario 3 than for the other two
scenarios. We interpret this as first evidence for QED3-GN-
XY universality (Scenario 3).
To clearly rule out the pure Gross-Neveu-XY universality
class (Scenario 2), we have performed fits to the dimer CD(r)
and spin CS (r) correlation functions, assuming power-law be-
haviors
CD(r) ∝ 1r2∆VBS , CS (r) ∝
1
r2∆AFM
, (43)
with exponents ∆VBS and ∆AFM. The fits are shown as straight
lines in the log-log plots of Fig. 3, and we plot the extracted
exponents in Fig. 9 in comparison with the theoretical pre-
dictions for Gross-Neveu-XY universality (Scenario 2) and
QED3-GN-XY universality (Scenario 3). While the errors are
large, the overall behavior is significantly closer to the QED3-
GN-XY predictions, in particular for larger flavor numbers
Nf ≥ 8. We also note that we find ∆VBS > 1 for all considered
values of Nf . This rules out Scenario 2, suggesting that the
transition observed in the simulation is indeed described by
a new universality class in which the fluctuating U(1) gauge
field plays a significant role.
V. CONCLUSIONS
In conclusion, we have provided evidence for the existence
of an unconventional quantum critical point between a de-
confined phase, characterized by gapless fermionic degrees
of freedom coupled to a U(1) gauge field, and a convention-
ally ordered phase with spontaneously broken XY symmetry,
in which the fermions acquire a band gap and the gauge field
confines. The critical point can hence be understood as an ex-
ample of a continuous confinement transition in 2 + 1 space-
time dimensions.
Using a finite-size scaling analysis of our QMC data,
we have demonstrated that this transition evades the usual
quantum-to-classical mapping. We have also shown that the
numerical data is inconsistent with the pure Gross-Neveu-XY
universality class. Instead, the data is consistent with our pre-
dictions for a novel universality class, dubbed QED3-GN-XY,
which includes besides the fluctuating fermionic degrees of
freedom also the effects of the coupling to the U(1) gauge
field.
We have shown that the corresponding QED3-GN-XY field
theory can be studied within a large-Nf expansion in fixed di-
mension, or alternatively within an  expansion in D = 4 − 
space-time dimensions. Using these expansion schemes, we
have computed estimates for the characteristic exponents that
describe the QED3-GN-XY universality class, including the
order-parameter anomalous dimension ηφ and the correlation-
length exponent ν, as well as the scaling dimensions of the
spin and dimer correlation functions. The accuracy of these
estimates increases for larger flavor number, and should be
reasonable for our simulations of the cases Nf = 6 and 8.
(E.g., in the pure Gross-Neveu-XY universality class, the ac-
curacy of the leading-order 1/Nf results is expected to be of
the order of . 3% for Nf = 8 [56, 59].) For Nf = 4, the
corrections may be more significant. This could be one of
the reasons for the reduced quality of the data collapse in this
case. Improving on this would require to extend our analyt-
ical calculations to the next order in the large-Nf expansion
(e.g., along the lines of the calculation in Ref. [45] for the
QED3-Gross-Neveu-Ising case) and/or to a higher order in
the 4 −  expansion (e.g., along the lines of Refs. [43, 44]).
On the numerical side, refined quantitative predictions for the
critical exponents and universal scaling dimensions require
simulations on significantly larger lattices. Besides an im-
proved characterization of the universality class, such simu-
lations could also facilitate a search of the predicted emer-
gent second length scale ξ′, associated with the proliferation
of monopoles on the VBS side of the transition.
Note added. During the review process of this work, a re-
lated preprint appeared [91], which extends the calculation of
the critical exponents of the QED3-GN-XY universality class
to O(1/N2f ) in the large-Nf expansion and to O(4) in the 4− 
expansion. Their leading-order results agree with ours.
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Appendix A: Measurement of correlation functions
We measure connected correlation functions in real space.
The spin correlator is defined as
CS (r) =
∑
αβ
〈
S αβ (r)S
β
α(0)
〉
−
∑
αβ
〈
S αβ (r)
〉 〈
S αβ (0)
〉
, (A1)
and the dimer correlator is
CD(r) = 〈D(r)D(0)〉 − 〈D(r)〉〈D(0)〉. (A2)
For the spin correlator, the background is zero, 〈S αβ (r)〉 = 0,
which is a consequence of the unbroken SU(2) spin symme-
try. However, for the dimer correlator, the background may be
finite, 〈D(r)〉 , 0, and must be measured numerically. Near
the quantum critical point and for large distances r, the differ-
ence between the two terms in the right-hand-side of Eq. A2
may become significantly smaller than their individual mag-
nitudes, such that the dimer correlator has a larger uncertainty.
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