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Abstract Cauchy Problems in separable Banach Spaces driven by random Measures:
Asymptotic Results in the finite extinction Case
by
Alexander Nerlich12345
ABSTRACT
The aim of this paper is to prove the strong law of large numbers (SLLN) as well as the central limit
theorem (CLT) for a class of vector-valued stochastic processes which arise as solutions of the stochastic
evolution inclusion
η(t, z)NΘ(dt⊗ z) ∈ dX(t) +AX(t)dt,
where A is a multi-valued operator and NΘ is the counting measure induced by a point process Θ. The
SLLN and the CLT will be proven not only for real-valued, but also for vector-valued functionals and
the applicability of these results to the (weighted) p-Laplacian evolution equation (for ”small” p) will
be demonstrated.
The key assumption needed in this paper is that the nonlinear semigroup arising from the multi-valued
operator A extincts in finite time.
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Keywords. Nonlinear (stochastic) evolution equation, Pure jump noise, Strong law of large numbers,
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1 Introduction
Existence and uniqueness results for the stochastic evolution inclusion
η(t, z)NΘ(dt⊗ z) ∈ dX(t) +AX(t)dt, (ACPRM)
have been proven in [15]. Moreover, a representation formula for the solutions was established there.
In the current paper, we deduce intriguing asymptotic results with the aid of this representation formula.
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2Before stating our results as well as the required assumptions in more detail, let us give this formula.
To this end, let (V, || · ||V ) denote a real, separable Banach space and let A : D(A) → 2V be a densely
defined, m-accretive operator. Then it is well known that the initial value problem
0 ∈ u′(t) +Au(t), a.e. t ∈ (0,∞), u(0) = v, (1)
has for any v ∈ V a uniquely determined mild solution, denoted by TA(·)v : [0,∞) → V , see [4, Prop.
3.7].
Now, introduce a complete probability space (Ω,F ,P) and let (βm)m∈N and (ηm)m∈N be (0,∞)-valued
and V -valued sequences of random variables, respectively. In addition, let x be a V -valued random
variable, introduce αm :=
m∑
k=1
βm, α0 := 0, Xx,0 := x and Xx,m := TA(βm)Xx,m−1 + ηm for all m ∈ N.
Then the stochastic process Xx : [0,∞)× Ω→ V defined by
Xx(t) :=
∞∑
m=0
TA((t− αm)+)(Xx,m)1 [αm,αm+1)(t), (2)
is for some drift η and some random measure NΘ the uniquely determined mild solution of (ACPRM),
starting at x, if A fulfills certain regularity assumptions and (βm)m∈N is i.i.d, see [15, Theorem 3.13 and
Remark 3.14].
Even though this representation formula does not make it possible to explicitly calculate the solution
of (ACPRM), it still gives a direct link between the solution of the deterministic Cauchy problem (1)
and (ACPRM). Consequently, it raises the question, how the asymptotic properties of TA and Xx are
related. The probably strongest asymptotic property TA can have, is that TA(·)v extincts in finite time,
which is in our case managed by assuming that: There are constants κ ∈ (0,∞) and ρ ∈ (0, 1) such that
||TA(t)v||ρV1 ≤ (−κt+ ||v||
ρ
V1
)+ (3)
for all t ≥ 0 and v ∈ V1, where (V1, || · ||V1) ⊆ V is another separable Banach space, invariant w.r.t. TA
and continuously injected into V . The reason why we introduce V1 is to make the results more applicable,
since it is quite common that it is possible to prove existence and uniqueness of mild solutions of (1) for
all v ∈ V , but that the finite extinction property (3) only holds on a subspaces.
The most important stochastic assumptions needed to achieve this, are that (βm)m∈N and (ηm)m∈N are
both i.i.d. sequences, which are independent of each other, independent of the initial x and that βm is
in some sense (to be made precise later) ”larger” than ηm.
It will then be possible to show that, for a class of functionals Ξ : V →W , where (W, || · ||W ) is another
separable Banach space, we have
lim
t→∞
1
t
t∫
0
Ξ(Xx(τ))dτ = νΞ, (SLLN)
3with probability one, where νΞ ∈ W will be made precise later; and that if (W, || · ||W ) is in addition a
type 2 Banach space, we have
lim
t→∞
1√
t

 t∫
0
Ξ(Xx(τ))dτ − tνΞ

 = Z, (CLT)
in distribution, where Z : Ω→W is a centered, GaussianW -valued random variables, whose covariance
will be made precise later.
Particularly, the class of functionals is sufficiently large, such that Ξ(Xx(t)) in (SLLN) and (CLT) can
be replaced by Xx(t). Moreover, Ξ depends on another separable Banach space (V2, || · ||V2) ⊆ (V, || · ||V ),
with continuous injection and invariant w.r.t. TA. This makes it possible to replace Ξ(Xx(t)) in (SLLN)
and (CLT) by ||Xx(t)||V2 .
All of these results are proven solely with the aid of the representation formula (2); particularly, no
precise notion of a solution of (ACPRM) is required.
Moreover, our theoretical results will be applied to the weighted p-Laplacian evolution equation on
an L1-space, where p ∈ I and I ⊆ (1, 2) is an interval to be specified later. (The usual p-Laplacian
evolution equation is a special case of this equation, with the weight function being equal to one.) We
will see that in this case all Lq-norms, where q ∈ [1,∞), are a valid choice for || · ||V2 and that (SLLN)
as well as (CLT) also hold for Xx itself.
The basic technique to prove these results is to introduce a certain sequence of stopping times
(τm)m∈N, such that
τm∫
0
Ξ(Xx(τ))dτ can be decomposed into an i.i.d. sum; and then to use approxima-
tion techniques to replace τm by t.
Results like (SLLN) and (CLT) are relatively rare in the field of nonlinear SPDEs; in particular,
it is rare that it is possible to prove them for vector-valued functionals and not just for real-valued.
Moreover, the only structural assumption needed regarding V is that it is separable. Even though we
also consider a triplet of 3 Banach spaces, V2, V1, V , we do not assume that these Banach spaces form
a Gelfand triplet, but simply that all of them are separable and that the injections are continuous.
There are besides the weighted p-Laplacian example we consider, many other nonlinear semigroups
which extinct in finite time. For another concrete example, see [2, Chapter 4] and for a general survey
on the finite extinction property, containing many examples, including the (unweighted) p-Laplacian
case, see [6].
Proving asymptotic results of Xx under the assumption that TA fulfills other decay estimates than (3)
is the subject of current research.
Before embarking on the endeavor ahead of us, let us outline this paper’s structure: All notations and
basic results used throughout this paper are stated in Section 2. Section 3 is this paper’s core; a precise
4statement of all assumptions needed and proofs of the general results mentioned in the introduction are
given there. Finally, Section 4 deals with the application of these results to the weighted p-Laplacian
evolution equation.
Section 3 also contains a type 2 Banach space version of Anscombe’s CLT, which we did not find in the
literature and might be of independent interest to some readers. It can be found in Theorem 3.20 and
is written as self-contained as possible.
2 Notation and preliminary Results
Firstly, let us state some functional analytic preliminaries: Whenever (U, || · ||U ) is a Banach space, U ′
denotes its dual and 〈·, ·〉U the duality between U and U ′.
Throughout this section, (U, || · ||U ) denotes a separable real Banach space.
If (K,Σ, µ) is a σ-finite measure space, then Lq(K,Σ, µ;U) denotes, for any q ∈ [1,∞), the set of all
(equivalence classes of) functions f : K → U which are Σ−B(U)-measurable and fulfill
∫
K
||f ||qUdµ <∞,
whereB(T ) always denotes the Borel σ-algebra of a topological space (T, T ). For any f ∈ Lq(K,Σ, µ;U),
the integral
∫
K
fdµ is understood as a Bochner integral; for an introduction to Bochner integrability, see
[12, Section 2.1].
Now we also need some results regarding nonlinear semigroups. The reader is referred to [4] for a
comprehensive introduction to this topic. Moreover, [2] deals with existence, uniqueness and asymptotic
results for many initial value problems; and this book’s appendix contains a more concise introduction
to nonlinear semigroups.
Now, let A : U → 2U be a multi-valued operator, then we introduce D(A) := {u ∈ U : Au 6= ∅} and we
call this operator single-valued if Au contains precisely one element for all u ∈ D(A). Moreover, instead
of A : U → 2U we may write A : D(A) → 2U . In addition, G(A) := {(v, vˆ) : v ∈ D(A), vˆ ∈ Av} is
the graph of A. By identifying an operator with its graph, we may simply write (v, vˆ) ∈ A instead of
v ∈ D(A) an vˆ ∈ Av.
Moreover, A is called accretive, if ||u1 − u2||U ≤ ||u1 − u2 + α(uˆ1 − uˆ2)||U for all α > 0, (u1, uˆ1) ∈ A
and (u2, uˆ2) ∈ A; m-accretive, if it is accretive and R(Id+ αA) = U for all α > 0; and densely defined,
if D(A) = U .
Using these simple definitions enables us to invoke the following well-known result:
Remark 2.1. Let A : D(A)→ 2U be m-accretive and densely defined. Then, for any u ∈ U , the initial
initial value problem
0 ∈ v′(t) +Av(t), for a.e. t ∈ (0,∞), v(0) = u, (4)
5has precisely one mild solution. The reader is referred to [4, Prop. 3.7] for a proof and to [4, Definition
1.3] for the definition of mild solution.
For a given m-accretive and densely defined operator A : D(A) → 2U , we denote for each u ∈ U by
TA(·)u : [0,∞)→ U the uniquely determined mild solution of (4). It is well known (see [4, Theorem 3.10]
and [4, Theorem 1.10]) that the family of mappings (TA(t))t≥0 forms a jointly continuous, contractive
semigroup, i.e. it fulfills
i) semigroup property: TA(0)u = u and TA(t+ h)u = TA(t)TA(h)u for all t, h ∈ [0,∞) and u ∈ U
ii) joint-continuity: [0,∞)× U ∋ (t, u) 7→ TA(t)u is a continuous map, and
iii) contractivity: ||TA(t)u1 − TA(t)u2||U ≤ ||u1 − u2||U for all t ∈ [0,∞). u1, u2 ∈ U .
In the sequel, we refer to the family of mappings (TA(t))t≥0 as the semigroup associated to A.
Remark 2.2. Let A : D(A) → 2U be m-accretive and densely defined. As [0,∞) × U ∋ (t, u) 7→
TA(t)u is continuous it is a fortiori B([0,∞)×U)-B(U)-measurable. Moreover, by separability we have
B([0,∞)× U) = B([0,∞))⊗B(U), see [5, page 244]; which gives that this map is B([0,∞)) ⊗B(U)-
B(U)-measurable.
Definition 2.3. Let A : D(A) → 2U be m-accretive and densely defined. Moreover, let U˜ ⊆ U . Then
we say that U˜ is an invariant set w.r.t. TA, if TA(t)u˜ ∈ U˜ for all t ∈ [0,∞) and u˜ ∈ U˜ .
Now let us proceed with the stochastic preliminaries, which are mainly concerned with vector-valued
random variables, i.e. random variables taking values in a (separable) Banach space. The reader is
referred to [11] for a comrepehnsive introduction to this topic.
Throughout everything which follows (Ω,F ,P) denotes a complete probability space. Moreover, we
introduce the short cut notation Lq(Ω,F ,P;U) := Lq(Ω;U) for all q ∈ [1,∞). In addition, if U = R we
may simply write Lq(Ω). Furthermore, M(Ω;U) denotes the space of all mappings Y : Ω → U which
are F -B(U)-measurable. We may also refer to the elements of M(Ω;U) as U -valued random variables.
Moreover, if Yi is a Ui-valued random variable for each i ∈ I, where I is an arbitrary index set and the
Ui’s are separable Banach spaces, then σ(Yj ; j ∈ I) ⊆ F is the smallest σ-Algebra, such that each Yi is
σ(Yj ; j ∈ I)−B(Ui)-measurable. In addition, σ0(Yj ; j ∈ I) denotes its completion, i.e.
σ0(Yj ; j ∈ I) := {A ∈ F : ∃B ∈ σ(Yj ; j ∈ I), such that P(A∆B) = 0},
where ∆ denotes the symmetric difference. It is easily verified that the right-hand-side of the previous
equation is indeed a σ-Algebra and the smallest one containing all P-null-sets as well as all elements of
σ(Yj ; j ∈ I). Moreover, it is well known that an Y ∈M(Ω;U) is independent of a σ-algebra, if and only
if it is independent of the σ-algebra’s completion.
Now let us recall the notations regarding Gaussian (vector-valued) random variables and convergence
in distribution, needed in the sequel:
6Remark 2.4. The separable Banach space (U, || · ||U ) is said to be of type 2, if: There is a constant
C > 0 such that for all n ∈ N, X1, ..., Xn ∈ L2(Ω;U) which are centered and independent, we have
E
∣∣∣∣∣
∣∣∣∣∣
n∑
k=1
Xk
∣∣∣∣∣
∣∣∣∣∣
2
U
≤ C
n∑
k=1
E||Xk||2U .
The main feature of such Banach spaces is that these are precisely the Banach spaces where every
centered, square integrable i.i.d. sequence still fulfills the CLT, see [11, Theorem 10.5].
Now let Y ∈ M(Ω;U). Then Y is called Gaussian, if 〈Y, ψ〉U is Gaussian for all ψ ∈ U ′. (Note that
by this definition constant random variables are Gaussian as well.) In addition, for a (not necessarily
Gaussian) random variable Y ∈ L2(Ω;U), we call the mapping CovU (Y ) : U ′ × U ′ → R, where
CovU (Y )(ψ1, ψ2) := E(〈Y − EY, ψ1〉U 〈Y − EY, ψ2〉U ), ∀ψ1, ψ2 ∈ U ′,
the covariance of Y . It is plain to verify that the right-hand-side expectation in the preceding equation
indeed exists.
Moreover, if Y ∈ M(Ω;U) is Gaussian, then particularly Y ∈ L2(Ω;U), see [16, p. 5]. In addition,
analogously to the real-valued case, the distribution of Y is still uniquely determined by EY and CovU (Y ),
see [16, p. 5].
In the sequel, it will be written Y ∼ NU (µ,Q) whenever Y ∈ M(Ω;U) is Gaussian, with mean µ and
covariance Q. Of course, if U = R this is abbreviated by N(µ, σ2), where σ2 := Q(Id, Id) is the variance
of Y . In addition, for any Y ∈M(Ω;U), PY : B(U)→ [0, 1] denotes its law.
Last but not least, let us remark, that as usually we say that lim
m→∞
Ym = Y in distribution, where
Ym, Y ∈M(Ω;U), if lim
m→∞
Ef(Ym) = Ef(Y ), for all f : U → R which are continuous and bounded.
Finally, let us spend some words on the stochastic process which is the central object of this paper:
Definition 2.5. Let (βm)m∈N, where βm : Ω → (0,∞), be a sequence of real-valued random variables.
Moreover, let (ηm)m∈N ⊆ M(Ω;U), introduce αm :=
m∑
k=1
βk for all m ∈ N and set α0 := 0. Finally, let
x ∈M(Ω;U) and let A : D(A)→ 2U be m-accretive and densely defined. Then the sequence (Xx,m)m∈N0
defined by Xx,0 := x and
Xx,m := TA(αm − αm−1)Xx,m−1 + ηm = TA(βm)Xx,m−1 + ηm, ∀m ∈ N,
is called the sequence generated by ((βm)m∈N, (ηm)m∈N, x,A) in U . Moreover, the stochastic process
Xx : [0,∞)× Ω→ U defined by
Xx(t) :=
∞∑
m=0
TA((t− αm)+)(Xx,m)1 [αm,αm+1)(t), ∀t ≥ 0.
is called the process generated by ((βm)m∈N, (ηm)m∈N, x,A) in U .
Remark 2.6. Let (Xx,m)m∈N0 and Xx : [0,∞) × Ω → U be the sequence and the process generated by
7some ((βm)m∈N, (ηm)m∈N, x,A) in U . Then it follows easily from Remark 2.2 that each Xx,m and each
Xx(t) is F-B(U)-measurable and that Xx has almost surely ca`dla`g paths. Consequently, this process is
B([0,∞))⊗F-B(U)-measurable6, see [12, Prop. 2.2.3].
Remark 2.7. Let (Xx,m)m∈N0 and Xx : [0,∞) × Ω → U be the sequence and the process generated by
some ((βm)m∈N, (ηm)m∈N, x,A) in U . Moreover, assume ηm = 0 for all m ∈ N almost surely. Then we
have Xx,m = TA(βm) · ... · TA(β1)x for all m ∈ N a.s., and thus, thanks to the semigroup property, we
get Xx,m = TA(αm)x, for all m ∈ N0, almost surely. Consequently, employing the semigroup property
once more, yields Xx(t) = TA(t)x for all t ≥ 0, with probability one. This demonstrates that even for
the most simple noise, i.e. ηm = 0, one needs some assumptions regarding the asymptotic behavior of
TA, to be able to prove asymptotic results like (SLLN) or (CLT).
Remark 2.8. Let (Uˆ , || · ||
Uˆ
) ⊆ (U, || · ||U ) be another separable Banach space and assume that the injec-
tion Uˆ →֒ U is continuous. Then Lusin-Souslin’s Theorem (see [10, Theorem 15.1]) yields
f(B) ∈ B(U) for all B ∈ B(Uˆ) and f : Uˆ → U which are continuous and injective. Consequently,
we get B(Uˆ) ⊆ B(U). Particularly, for | · |
Uˆ
: U → [0,∞), with |u|
Uˆ
:= ||u||
Uˆ
for all u ∈ Uˆ and
|u|
Uˆ
:= 0 for all u ∈ U \ Uˆ , we have that | · |
Uˆ
is B(U)-B([0,∞))-measurable.
Hence, if y : Ω→ U is F-B(U)-measurable, with P(y ∈ Uˆ) = 1, then ||y||
Uˆ
is F-B([0,∞))-measurable.
3 Asymptotic Results for abstract Cauchy Problems driven by
random Measures
The purpose of this section is to prove the introductory mentioned results (SLLN) and (CLT) . At
first we will state the needed assumptions, as well as some additional notations. As this section is
quite long, a detailed outline is given after all the assumptions and notations have been stated, see Re-
mark 3.5. There the basic techniques which are employed to prove (SLLN) and (CLT) are also described.
Throughout this section, (V, || · ||V ) denotes a real, separable Banach space; and A : D(A) → 2V is
a densely defined, m-accretive operator. In addition, (TA(t))t≥0 denotes the semigroup associated to A.
Finally, the following functional analytic assumption is drawn:
Assumption 3.1. There are separable Banach spaces (V1, || · ||V1) and (V2, || · ||V2), with Vi ⊆ V , such
that the injections Vi →֒ V are continuous for i = 1, 2. In addition, the following assertions hold.
i) Vi is invariant w.r.t. TA for i = 1, 2.
ii) There are constants κ ∈ (0,∞) and ρ ∈ (0, 1) such that ||TA(t)v||ρV1 ≤ (−κt+ ||v||
ρ
V1
)+ for all t ≥ 0
and v ∈ V1, where (·)+ := max(·, 0).
iii) ||TA(t)v||V2 ≤ ||v||V2 for all v ∈ V2.
6Actually, this only implies that there is a process indistinguishable of Xx which is B([0,∞)) ⊗ F-B(U)-measurable.
However, we follow the common mathematical convention of identifying indistinguishable processes with each other.
8Throughout this entire section, Assumption 3.1 is assumed to hold and (V1, || · ||V1), (V2, || · ||V2) as
well as κ ∈ (0,∞), ρ ∈ (0, 1) are as in this assumption.
Now let us proceed with the stochastic assumptions and notations. Throughout this section, let
(ηm)m∈N and (βm)m∈N denote i.i.d. sequences, where ηm : Ω → V and βm : Ω → (0,∞) are F -B(V )-
measurable and F -B((0,∞))-measurable, respectively. In addition, assume that (ηm)m∈N and (βm)m∈N
are independent of each other. Finally, introduce (αm)m∈N0 , where αm : Ω→ [0,∞), by α0 := 0 and
αm :=
m∑
k=1
βk, ∀m ∈ N.
The final assumption needed, reads as follows:
Assumption 3.2. Throughout this section, the following assertions hold for all m ∈ N.
i) ηm ∈ Vi for i = 1, 2 with probability one.
ii) E||ηm||4V2 <∞, and there is a εˆ > 0, such that E||ηm||
ρ(11+εˆ)
V1
<∞ and Eβ11+εˆm <∞.
iii) −κEβm + E||ηm||ρV1 < 0.
Throughout this section εˆ > 0 is as in the preceding assumption. Moreover, for any x ∈ M(Ω;V ),
(Xx,m)m∈N0 and Xx : [0,∞) × Ω → V denote the sequence and the process generated by
((βm)m∈N, (ηm)m∈N, x,A) in V .
Notation 3.3. We write (Ξ, (W, || · ||W )) ∈ SLV2(V ), whenever the following assertions hold.
i) (W, || · ||W ) is a separable Banach space.
ii) Ξ : V →W is B(V )−B(W )-measurable.
iii) Ξ is sub-linear in the following sense: There are constants c1, c2 ∈ [0,∞) such that
||Ξ(v)||W ≤ c1||v||V2 + c2, for all v ∈ V2.
Definition 3.4. A mapping x : Ω → V is called an independent initial value leading to extinction, if
the following assertions hold.
i) x ∈ M(Ω;V ).
ii) x ∈ Vi for i = 1, 2 with probability one.
iii) E||x||2ρV1 <∞.
iv) x is jointly independent of (βm)m∈N and (ηm)m∈N.
Moreover, if x : Ω→ V is an independent initial leading to extinction, we denote by (ex(n))n∈N, where
ex(n) : Ω→ N ∪ {∞}, the sequence of extinction times, defined by
iv) ex(1) := min(m ∈ N : TA(βm)Xx,m−1 = 0) and
9v) ex(n) := min
(
m ∈ N : TA(βm)Xx,m−1 = 0, m > ex(n− 1)
)
for all n ∈ N \ {1}.
Finally, introduce the filtrations (Fxj )j∈N and (F˜xm)m∈N0 , by
vi) Fx1 := σ0(x, β1), F˜x0 := σ0(x) and
vii) Fxj := σ0(x, β1, ..., βj , η1, ..., ηj−1) for all j ∈ N \ {1} and F˜xm := σ0(x, β1, ..., βm, η1, ..., ηm) for all
m ∈ N.
Remark 3.5. Let x ∈M(Ω;V ) be an independent initial leading to extinction and Ξ ∈ SLV2(V ). The
centerpiece of the proof of the SLLN as well as the CLT, which are both proven in Theorem 3.21, is
the fact that the sequence
(
αex(n+1)∫
αex(n)
Ξ(Xx(τ))dτ
)
n∈N
is i.i.d., square integrable and for each n ∈ N in
distribution equal to
αex(1)∫
0
Ξ(Xx(τ))dτ , where x ∈M(Ω;V ) is specified in Remark 3.13.
Before one can prove these results, one of course needs that P(ex(n) < ∞, ∀n ∈ N) = 1 and that the
occurring integrals exist and are well-defined, which is subject to Proposition 3.9 and Lemma 3.11. The
stated i.i.d. and square integrability assertions are then proven in Proposition 3.16 and Lemma 3.17.
Even though
(
αex(n+1)∫
αex(n)
Ξ(Xx(τ))dτ
)
n∈N
is i.i.d., it remains so far open how one gets from there to
Theorem 3.21. A similar obstacle occurs for discrete time Markov chains possessing an atom; and the
technique we employ to overcome it is somehow similar to the one used in [13, Theorems 17.2.1 and
17.2.2]. It is just ”somehow” similar, since we are not in discrete time, consider vector-valued instead
of real-valued functionals and last but not least TA(βm)Xx,m−1 = 0, means Xx,m = ηm, i.e. we do not
stop the sequence (Xx,m)m∈N at deterministic states, but at a ”random state”; moreover, note that even
though (Xx,m)m∈N is a Markov chain, Xx is not necessarily7 a Markov process.
Moreover, Corollary 3.22 is a useful applications of Theorem 3.21 for special choices of (Ξ, (W, || · ||W )).
In addition, Theorem 3.20 is a vector-valued version of Anscombe’s CLT.
The remaining results, which have not been mentioned explicitly in this remark, solely serve to keep the
exposition more clean and the proofs more accessible, but are not of independent interest out of this
section.
Lemma 3.6. Let x : Ω → V be an independent initial leading to extinction. Then all of the following
assertions hold.
i) Xx,m is F˜xm-B(V )-measurable for all m ∈ N0.
ii) ex(n) + 1 ≤ ex(n+ 1) and ex(n) ≥ n for all n ∈ N.
iii) {ex(n) = j} ∈ Fxj for all n, j ∈ N.
Proof. Let us start by proving i) inductively. We have Xx,0 = x, which is obviously σ0(x)-B(V )-
measurable. Now assume that i) holds for an m ∈ N0 and note that Xx,m+1 = TA(βm+1)Xx,m + ηm+1.
7The author conjectures that the only nontrivial distribution of βm which turns Xx in a Markov process is the expo-
nential one.
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As Xx,m is by the induction hypothesis a fortiori F˜xm+1-B(V )-measurable and since βm+1 is obviously
F˜xm+1-B([0,∞))-measurable, Remark 2.2 yields that TA(βm+1)Xx,m is F˜xm+1-B(V )-measurable. As
ηm+1 has this property as well, i) follows.
Now note that it is plain that ex(n)+1 ≤ ex(n+1), which gives ex(n) ≥ n, since ex(1) ≥ 1, by definition.
Consequently, ii) holds as well.
Proof of iii). This statement is proven inductively w.r.t. n ∈ N. We have for any j ∈ N that
{ex(1) ≤ j} = {∃k ∈ {1, ..., j} : T (βk)Xx,k−1 = 0} =
j⋃
k=1
{T (βk)Xx,k−1 = 0} ∈ Fxj ,
by Remark 2.2 and i). Consequently, as {ex(1) = j} = {ex(1) ≤ j} \ {ex(1) ≤ j − 1} and Fxj−1 ⊆ Fxj ,
iii) holds if n = 1.
Now assume that iii) holds for an n ∈ N. If j < n + 1, we have {ex(n + 1) ≤ j} = ∅, by ii). So let
j ≥ n+ 1. Note that on {ex(n+ 1) ≤ j}, we have n ≤ ex(n) < j, by ii).
Consequently, we have
{ex(n+ 1) ≤ j} =
j−1⋃
i=n
{∃ k ∈ {i+ 1, ..., j} : T (βk)Xx,k−1 = 0, ex(n) = i}.
Moreover, the induction hypothesis yields {ex(n) = i} ∈ Fxi ⊆ Fxj , for all i = n, ..., j− 1 and combining
Remark 2.2 and i) gives {T (βk)Xx,k−1 = 0} ∈ Fxk ⊆ Fxj for all k = n+ 1, ..., j.
Consequently, we get {ex(n+ 1) ≤ j} ∈ Fxj for all j ∈ N and therefore also {ex(n+ 1) = j} ∈ Fxj .
Lemma 3.7. Let x : Ω → V be an independent initial leading to extinction. Then the following
assertions hold.
i) Xx,m ∈ Vi for all m ∈ N0 and i ∈ {1, 2} almost surely.
ii) ||Xx,m||ρV1 ≤ (−κβm + ||Xx,m−1||
ρ
V1
)+ + ||ηm||ρV1 for all m ∈ N almost surely.
Proof. Let us start by proving i) inductively. The result is trivial for m = 0. So assume it holds for
an m ∈ N. By the induction hypothesis, we have Xx,m ∈ Vi a.s., which gives T (βm+1)Xx,m ∈ Vi a.s. by
Assumption 3.1.i). As also ηm+1 ∈ Vi a.s. by Assumption 3.2.i), we get Xx,m+1 = T (βm+1)Xx,m+ηm+1 ∈
Vi almost surely and i) follows.
Now, let us prove ii). Appealing to Assumption 3.1.ii), while having in mind i), gives
||Xx,m||ρV1 ≤ ||T (βm)Xx,m−1||
ρ
V1
+ ||ηm||ρV1 ≤ (−κβm + ||Xx,m−1||
ρ
V1
)+ + ||ηm||ρV1
for all m ∈ N almost surely, where the well-known inequality (a + b)ρ ≤ aρ + bρ for all a, b ≥ 0, was
used.
Lemma 3.8. Let x : Ω → V be an independent initial leading to extinction and introduce m,n ∈ N,
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with m < n. Then the inclusion
{−κβk + ||Xx,k−1||ρV1 > 0, ∀k = m, ..., n} ⊆ {−κ
n∑
k=m
βk +
n−1∑
k=m
||ηk||ρV1 + ||Xx,m−1||
ρ
V1
> 0}
holds up to a P-null-set.
Proof. Fix n ∈ N \ {1} and let us prove inductively that
{−κβk + ||Xx,k−1||ρV1 > 0, ∀k = n− j, ..., n} ⊆ {−κ
n∑
k=n−j
βk +
n−1∑
k=n−j
||ηk||ρV1 + ||Xx,n−j−1||
ρ
V1
> 0} (5)
for all j = 1, ..., n− 1 almost surely, which obviously yields the claim.
So let j = 1. Firstly, invoking Lemma 3.7.ii) gives ||Xx,n−1||ρV1 ≤ (−κβn−1 + ||Xx,n−2||
ρ
V1
)+ + ||ηn−1||ρV1
a.s. and therefore
{−κβn + ||Xx,n−1||ρV1 > 0} ⊆ {−κβn + (−κβn−1 + ||Xx,n−2||
ρ
V1
)+ + ||ηn−1||ρV1 > 0} (6)
almost surely. Using this yields
{−κβk + ||Xx,k−1||ρV1 > 0, ∀k = n− 1, ..., n}
⊆ {−κβn−1 + ||Xx,n−2||ρV1 > 0, − κβn + (−κβn−1 + ||Xx,n−2||
ρ
V1
)+ + ||ηn−1||ρV1 > 0}
⊆ {−κ
n∑
k=n−1
βk +
n−1∑
k=n−1
||ηk||ρV1 + ||Xx,n−2||
ρ
V1
> 0}
almost surely, and consequently (5) holds for j = 1.
Now assume (5) holds for a j ∈ {1, ..., n − 2} (and w.l.o.g. that n > 2). Firstly, using the induction
hypothesis yields
{−κβk + ||Xx,k−1||ρV1 > 0, ∀k = n− (j + 1), ..., n}
⊆ {−κ
n∑
k=n−j
βk +
n−1∑
k=n−j
||ηk||ρV1 + ||Xx,n−j−1||
ρ
V1
> 0} ∩ {−κβn−j−1 + ||Xx,n−j−2||ρV1 > 0}
almost surely. Appealing to Lemma 3.7.ii) once more, yields
{−κ
n∑
k=n−j
βk +
n−1∑
k=n−j
||ηk||ρV1 + ||Xx,n−j−1||
ρ
V1
> 0}
⊆ {−κ
n∑
k=n−j
βk +
n−1∑
k=n−j
||ηk||ρV1 + (−κβn−j−1 + ||Xx,n−j−2||
ρ
V1
)+ + ||ηn−j−1||ρV1 > 0}
almost surely. Finally, combining the former and the latter inclusion gives the claim.
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Proposition 3.9. Let x : Ω→ V be an independent initial leading to extinction. Then we have
P(ex(i) <∞, ∀i ∈ N) = 1.
Proof. It obviously suffices to prove that ex(i) <∞ a.s. for all i ∈ N. This will be proven inductively.
Firstly, employing the σ-continuity of probability measures from above yields
P(ex(1) =∞) = lim
n→∞
P(T (βk)Xx,k−1 6= 0, ∀k = 1, ..., n).
Moreover, appealing to Lemma 3.7.i) gives Xx,k−1 ∈ V1 for all k ∈ N a.s. Consequently, Assumption
3.1.ii) gives
{T (βk)Xx,k−1 6= 0} ⊆ {(−κβk + ||Xx,k−1||ρV1)+ > 0} = {−κβk + ||Xx,k−1||
ρ
V1
> 0}, ∀k ∈ N (7)
a.s. Using this, while having in mind Lemma 3.8 yields
P(ex(1) =∞) ≤ lim
n→∞
P
(
−κ
n∑
k=1
βk +
n−1∑
k=1
||ηk||ρV1 + ||x||
ρ
V1
> 0
)
. (8)
Now note that ||x||ρV1 , βk, ||ηk||
ρ
V1
∈ L2(Ω). Consequently, we can introduce
νn := E
(
−κ
n∑
k=1
βk +
n−1∑
k=1
||ηk||ρV1 + ||x||
ρ
V1
)
= n
(−κE(β1) + E||η1||ρV1)− E||η1||ρV1 + E||x||ρV1 .
Moreover, appealing to Assumption 3.2.iii) yields νn < 0 for all n sufficiently large. Consequently, by
invoking (8) and employing Tschebyscheff’s inequality, we get
P(ex(1) =∞) ≤ lim
n→∞
1
ν2n
Var
(
−κ
n∑
k=1
βk +
n−1∑
k=1
||ηk||ρV1 + ||x||
ρ
V1
)
= lim
n→∞
1
ν2n
(
κ2Var(β1)n+ (n− 1)Var(||η1||ρV1) + (Var||x||
ρ
V1
)
)
= 0,
which proves P(ex(1) <∞) = 1.
Now assume ex(i) <∞ a.s. for a given i ∈ N. Then there is a set Mi ⊆ N, such that P(ex(i) ∈Mi) = 1
and P(ex(i) = m) > 0 for all m ∈Mi. This implies
P(ex(i + 1) =∞) =
∑
m∈Mi
P(ex(i+ 1) =∞, ex(i) = m).
Consequently, it suffices to prove that P(ex(i + 1) =∞, ex(i) = m) = 0 for all m ∈ Mi. So let m ∈Mi
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be given. Then we have
P(ex(i+ 1) =∞, ex(i) = m) = P(T (βk)Xx,k−1 6= 0, ∀k > m, ex(i) = m).
Consequently, employing the σ-continuity of probability measures, (7) and Lemma 3.8 gives
P(ex(i+ 1) =∞, ex(i) = m) ≤ lim
n→∞P
(
−κ
n∑
k=m+1
βk +
n−1∑
k=m+1
||ηk||ρV1 + ||Xx,m||
ρ
V1
> 0, ex(i) = m
)
Moreover, it is plain that Xx,m = ηm on {ex(i) = m} which implies
P(ex(i+ 1) =∞, ex(i) = m) ≤ lim
n→∞
P
(
−κ
n∑
k=m+1
βk +
n−1∑
k=m+1
||ηk||ρV1 + ||ηm||
ρ
V1
> 0
)
= lim
n→∞
P
(
−κ
n−m∑
k=1
βk +
n−m∑
k=1
||ηk||ρV1 > 0
)
,
where the last equality follows from the fact that the ηk’s as well as the βk’s are i.i.d. and independent of
each other. Analogously to the induction beginning, one now easily verifies by the aid of Tschebyscheff’s
inequality that the last limit converges to zero and the claim follows.
Remark 3.10. The following observations will be useful in the sequel. The easy proofs are left to the
reader.
i) If (Ξ, (W, || · ||W )) ∈ SLV2(V ), then (||Ξ||W ,R) ∈ SLV2(V ).
ii) If (Ξ, (W, || · ||W )) ∈ SLV2(V ) and w ∈ W , then (Ξw , (W, || · ||W )) ∈ SLV2(V ), where we set
Ξw(v) := Ξ(v) + w for all v ∈ V .
Lemma 3.11. Let (Ξ, (W, || · ||W )) ∈ SLV2(V ) and let x : Ω → V be an independent initial leading to
extinction. Then we have
i) P(Xx(t) ∈ Vi, ∀t ≥ 0) = 1, where i ∈ {1, 2}.
ii) The mapping defined by [0,∞)× Ω ∋ (t, ω) 7→ Ξ(Xx(t, ω)) is B([0,∞)) ⊗F-B(W )-measurable.
iii) P
(
t∫
0
||Ξ(Xx(τ))||W dτ <∞, ∀t ≥ 0
)
= 1.
Consequently, the Bochner integral
t∫
0
Ξ(Xx(τ))dτ is (up-to a P-null-set which is independent of t) well-
defined, for all t ≥ 0, and the stochastic process defined by [0,∞) × Ω ∋ (t, w) 7→
t∫
0
Ξ(Xx(τ, ω))dτ is
F ⊗B([0,∞))-B(W )-measurable.
Proof. Appealing to Lemma 3.7.i) yields the existence of a P-null-set M1 ∈ F such that
Xx,m(ω) ∈ Vi, ∀ω ∈ Ω \M1, m ∈ N0, i ∈ {1, 2}. (9)
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Moreover, there is a P-null-setM2 ∈ F such that lim
n→∞αn(ω) =∞ and αm(ω) < αm+1(ω) for all m ∈ N0
and ω ∈ Ω \M2. Introduce M :=M1 ∪M2.
Proof of i). For any fixed ω ∈ Ω\M and t ∈ [0,∞), there is an m ∈ N0 such that t ∈ [αm(ω), αm+1(ω)),
which yields
Xx(t, ω) = T (t− αm(ω))Xx,m(ω) ∈ Vi, ∀i ∈ {1, 2} (10)
by Assumption 3.1.i) and (9). Consequently, i) holds.
Moreover, as Xx is B([0,∞))⊗F -B(V )-measurable (see Remark 2.6) and Ξ is B(V )-B(W )-measurable,
ii) holds as well.
Proof of iii). Let t > 0 and ω ∈ Ω \M be arbitrary but fixed. Moreover, introduce m ∈ N such that
t < αm(ω). Then (10) enables us to conclude that there are constants c1, c2 ∈ [0,∞) such that
t∫
0
||Ξ(Xx(τ, ω))||W dτ ≤
m−1∑
k=0
αk+1(ω)∫
αk(ω)
||Ξ(T (τ − αk(ω))Xx,k(ω))||W dτ
≤
m−1∑
k=0
αk+1(ω)∫
αk(ω)
c1||T (τ − αk(ω))Xx,k(ω)||V2dτ + c2βk+1(ω)
≤
m−1∑
k=0
βk+1(ω)(c1||Xx,k(ω)||V2 + c2),
where the last inequality follows from Assumption 3.1.iii). Consequently, iii) is proven, since the P-null-
set M is indeed independent of t ≥ 0.
Moreover, it follows from ii) that [0,∞) ∋ t 7→ Ξ(Xx(ω, t)) is B([0,∞))-B(W )-measurable for all ω ∈ Ω.
This and (the proof of) iii) yields that the Bochner integral
t∫
0
Ξ(Xx(τ, ω))dτ exists for all ω ∈ Ω \M
and t ≥ 0.
Finally, [12, Lemma 2.2.4] yields that [0,∞)×Ω ∋ (t, ω) 7→
t∫
0
Ξ(Xx(τ, ω))dτ := I(t, ω) is (almost surely)
continuous and that each I(t) is F -B(W )-measurable. This implies that I is F ⊗ B([0,∞))-B(W )-
measurable, by [12, Proposition 2.2.3]. (The results in [12] are formulated for filtered probability spaces,
chose the filtration which is constantly F while applying [12, Lemma 2.2.4, Proposition 2.2.3].)
The preceding lemma yields in particular that Ω ∋ ω 7→
a2(ω)∫
a1(ω)
Ξ(Xx(ω, τ))dτ is well-defined and
F -B(W )-measurable, whenever ai : Ω → [0,∞) are F -B([0,∞))-measurable, x : Ω → V is an initial
leading to extinction and (Ξ, (W, || · ||W )) ∈ SLV2(V ).
Our next goal is to establish that the sequence defined by
(
αex(n+1)∫
αex(n)
Ξ(Xx(τ))dτ
)
n∈N
is i.i.d.
Remark 3.12. Whenever x : Ω → V is an independent initial leading to extinction, then (Fx
ex(n)
)n∈N
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denotes the stopped filtration, defined by
Fxex(n) := {A ∈ F : A ∩ {ex(n) = j} ∈ Fxj , ∀j ∈ N},
for all n ∈ N.
Note that (Fxj )j∈N is trivially a filtration. Moreover, invoking Lemma 3.6.iii) yields that each ex(n) is
a stopping time w.r.t. (Fxj )j∈N and that ex(n) ≤ ex(n+ 1) for all n ∈ N. Consequently, it is standard
that each Fx
ex(n)
is indeed a σ-algebra and that Fx
ex(n)
⊆ Fx
ex(n+1)
for all n ∈ N. In addition, it is plain
that (Fx
ex(n)
)n∈N inherits the completeness of (Fxj )j∈N.
Remark 3.13. In all that follows x ∈M(Ω;V ), denotes a mapping fulfilling
i) x = η1 in distribution and
ii) x is jointly independent of (ηm)m∈N and (βm)m∈N.
Note that this implies x ∈ Vi a.s. for i = 1, 2. Moreover, as 0 < 2ρ < ρ(11 + εˆ), we also have
E||x||2ρV1 <∞, which gives that x is an independent initial leading to extinction.
Lemma 3.14. Let (Ξ, (W, || · ||W )) ∈ SLV2(V ) and x : Ω → V be an independent initial leading to
extinction. Then we have
E

f


αex(n+1)∫
αex(n)
Ξ(Xx(τ))dτ

 ∣∣∣Fxex(n)

 = Ef


αex(1)∫
0
Ξ(Xx(τ))dτ

 ,
for all n ∈ N and f : W → R which are B(W )-B(R)-measurable and bounded.
Proof. Let A ∈ Fx
ex(n)
be given and introduce Ai := {ω ∈ A : ex(n)(ω) = i} for all i ∈ N, with i ≥ n.
At first, it will be shown that
E1Ai fˆj(Xx,i, ..., Xx,i+j−1, βi+1, ..., βi+j) = P(Ai)Efˆj(Xx,0, ..., Xx,j−1, β1, ..., βj), (11)
for all i ∈ N, with i ≥ n, all j ∈ N and fˆj : V j×[0,∞)j → R which are bounded andB(V j)⊗B([0,∞)j)-
B(R)-measurable.
Now let us prove (11) inductively w.r.t. j ∈ N.
Let j = 1, i ≥ n and fˆ1 : V × [0,∞) → R be bounded and measurable. Note that T (βi)Xx,i−1 = 0 on
Ai. Consequently, we get E1Ai fˆ1(Xx,i, βi+1) = E1Ai fˆ1(ηi, βi+1). Moreover, appealing to Remark 3.12
yields that Ai ∈ Fxi = σ0(x, β1, ..., βi, η1, ..., ηi−1). Hence, Ai is independent of fˆ1(ηi, βi+1), which gives
E1Ai fˆ1(Xx,i, βi+1) = P(Ai)Efˆ1(ηi, βi+1) = P(Ai)Efˆ1(Xx,0, β1),
where the last inequality follows from the fact that (Xx,0, β1) = (x, β1), which is in distribution equal to
(ηi, βi+1). Hence, (11) holds for j = 1.
Now assume that it holds for an j ∈ N, let i ≥ n and fˆj+1 : V j+1 × [0,∞)j+1 → R be bounded
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and B(V j+1) ⊗ B([0,∞)j+1)-B(R)-measurable. Moreover, for any β˜ ∈ [0,∞), η˜ ∈ V , introduce
fˆβ˜,η˜ : V
j × [0,∞)j → R, by
fˆβ˜,η˜(y0, ..., yj−1, b1, ..., bj) := fˆj+1(y0, ..., yj−1, TA(bj)yj−1 + η˜, b1, ..., bj , β˜),
for all y0, ..., yj−1, η˜ ∈ V and b1, ..., bj, β˜ ∈ [0,∞). Then fˆβ˜,η˜ inherits the boundedness of fˆj+1. Moreover,
invoking Remark 2.2, gives that fˆβ˜,η˜ is B(V
j)⊗B([0,∞)j)-B(R)-measurable, as it is the composition
of measurable functions, for all β˜ ∈ [0,∞) and η˜ ∈ V . Consequently, the induction hypothesis yields
E1Ai fˆβ˜,η˜(Xx,i, ..., Xx,i+j−1, βi+1, ..., βi+j)dP = P(Ai)Efˆβ˜,η˜(Xx,0, ..., Xx,j−1, β1, ..., βj),
which gives
E1Ai fˆj+1(Xx,i, ..., Xx,i+j−1, TA(βi+j)Xx,i+j−1 + η˜, βi+1, ..., βi+j , β˜)
= P(Ai)Efˆj+1(Xx,0, ..., Xx,j−1, TA(βj)Xx,j−1 + η˜, β1, ..., βj , β˜),
for all i ≥ n, β˜ ∈ [0,∞) and η˜ ∈ V .
Moreover, Lemma 3.6 yields, that (Xx,i, ..., Xx,i+j−1, βi+1, ..., βi+j) is Fxi+j -B(V j)⊗B([0,∞)j)-measurable
and, a fortiori, that 1Ai is Fxi+j-B(R)-measurable. Consequently, as (βi+j+1, ηi+j) is independent of
Fxi+j and as (βi+j+1, ηi+j) = (βj+1, ηj) in distribution, we get
E1Ai fˆj+1(Xx,i, ..., Xx,i+j , βi+1, ..., βi+j+1)
= E(1Ai fˆj+1(Xx,i, ..., Xx,i+j−1, TA(βi+j)Xx,i+j−1 + ηi+j , βi+1, ..., βi+j , βi+j+1))
=
∫
[0,∞)×V
E(1Ai fˆj+1(Xx,i, ..., Xx,i+j−1, TA(βi+j)Xx,i+j−1 + η˜, βi+1, ..., βi+j , β˜))dP(βi+j+1,ηi+j)(β˜, η˜)
=
∫
[0,∞)×V
P(Ai)Efˆj+1(Xx,0, ..., Xx,j−1, TA(βj)Xx,j−1 + η˜, β1, ..., βj , β˜)dP(βi+j+1,ηi+j)(β˜, η˜)
=
∫
[0,∞)×V
P(Ai)Efˆj+1(Xx,0, ..., Xx,j−1, TA(βj)Xx,j−1 + η˜, β1, ..., βj , β˜)dP(βj+1,ηj)(β˜, η˜).
Now, appealing to Lemma 3.6 yields, that (Xx,0, ..., Xx,j−1, β1, ..., βj) is Fxj -B(V j)⊗ [0,∞)j-measurable.
(Note that this is indeed possible, since x is also an independent initial leading to extinction, see Remark
3.13.) Moreover, it is plain that (βj+1, ηj) is independent of Fxj . Consequently, we get
E1Ai fˆj+1(Xx,i, ..., Xx,i+j, βi+1, ..., βi+j+1) = P(Ai)Efˆj+1(Xx,0, ..., Xx,j−1, Xx,j , β1, ..., βj , βj+1),
which gives (11).
Now the actual claim is proven by the aid of (11). Firstly, appealing to Lemma 3.6.ii) and Proposition
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3.9 yields
E

1Af


αex(n+1)∫
αex(n)
Ξ(Xx(τ))dτ



 = ∞∑
i=n
∞∑
j=1
E

1Ai1 {ex(n+1)=i+j}f

 αi+j∫
αi
Ξ(Xx(τ))dτ



 .
In addition, we have
αi+j∫
αi
Ξ(Xx(τ))dτ =
i+j−1∑
k=i
βk+1∫
0
Ξ(TA(τ)Xx,k)dτ =
j−1∑
k=0
βk+i+1∫
0
Ξ(TA(τ)Xx,k+i)dτ
Combining the former and the latter equality implies
E

1Af


αex(n+1)∫
αex(n)
Ξ(Xx(τ))dτ



 = ∞∑
i=n
∞∑
j=1
E

1Ai1 {ex(n+1)=i+j}f

j−1∑
k=0
βk+i+1∫
0
Ξ(TA(τ)Xx,k+i)dτ



 .
For all j ∈ N, introduce hˆj : V j × [0,∞)j × R, by
hˆj(y0, ..., yj−1, b1, ..., bj) := f

j−1∑
k=0
bk+1∫
0
Ξ(TA(τ)yk)1V2(yk)dτ

 .
Invoking Remark 2.2 and Remark 2.8, gives that [0,∞)×V ∋ (τ, y) 7→ Ξ(TA(τ)y)1V2(y) isB([0,∞))⊗V -
B(W )-measurable. Moreover, working as in the proof of Lemma 3.11 yields that Ξ(TA(·)y)1V2(y) ∈
L1([0, t];W ) for all t > 0 and y ∈ V . Consequently, [12, Proposition 2.1.3] yields that (y, t) 7→
t∫
0
Ξ(TA(τ)y)1V2(y)dτ is, for each y, as mapping in t continuous, and by [12, Proposition 2.1.4] it
is for each t ∈ [0,∞), as a mapping in y, B(V )-B(W )-measurable. Consequently, this mapping is
B(V )⊗B([0,∞))-B(W )-measurable, see [1, Lemma 4.51].
Using these observations, it is plain to deduce that hˆj is B(V
j)-B([0,∞)j)-B(R)-measurable for all
j ∈ N. Moreover, each hˆj is obviously bounded.
For all j ∈ N, introduce gˆj : V j × [0,∞)j × R, by
gˆj(y0, ..., yj−1, b1, ..., bj) := 1{TA(bk)yk−1 6= 0, ∀k = 1, ..., j − 1, TA(bj)yj−1 = 0}, ∀j ∈ N \ {1}
and gˆ1(y0, b1) := 1{TA(b1)y0 = 0}. Then gˆj is obviously bounded, and by the aid of Remark 2.2 also
B(V j)⊗B([0,∞)j)-B(R)-measurable.
Moreover, appealing to Lemma 3.7.i) yields
hˆj(Xx,i, ..., Xx,i+j−1, βi+1, ..., βi+j) = f

j−1∑
k=0
βi+k+1∫
0
Ξ(TA(τ)Xx,i+k)dτ

 , ∀i ≥ n, j ∈ N
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almost surely. In addition, for all ω ∈ Ai, we have
gˆj(Xx,i, ..., Xx,i+j−1, βi+1, ..., βi+j)(ω) = 1 {ex(n+1)=i+j}(ω), ∀i ≥ n, j ∈ N.
Consequently, putting it all together yields
E

1Af


αex(n+1)∫
αex(n)
Ξ(Xx(τ))dτ




=
∞∑
i=n
∞∑
j=1
E
(
1Ai gˆj(Xx,i, ..., Xx,i+j−1, βi+1, ..., βi+j)hˆj(Xx,i, ..., Xx,i+j−1, βi+1, ..., βi+j)
)
=
∞∑
i=n
∞∑
j=1
P (Ai)E
(
gˆj(Xx,0, ..., Xx,j−1, β1, ..., βj)hˆj(Xx,0, ..., Xx,j−1, β1, ..., βj)
)
= P (A)
∞∑
j=1
E
(
gˆj(Xx,0, ..., Xx,j−1, β1, ..., βj)hˆj(Xx,0, ..., Xx,j−1, β1, ..., βj)
)
.
In addition, it is straightforward that
gˆj(Xx,0, ..., Xx,j−1, β1, ..., βj)(ω) = 1 {ex(1)=j}(ω).
Using this, while having in mind Lemma 3.7.i), gives
E

1Af


αex(n+1)∫
αex(n)
Ξ(Xx(τ))dτ



 = P (A) ∞∑
j=1
E

1 {ex(1)=j}f

j−1∑
k=0
βk+1∫
0
Ξ(TA(τ)Xx,k)dτ




= P (A)
∞∑
j=1
E

1 {ex(1)=j}f


αex(1)∫
0
Ξ(Xx(τ))dτ




Finally, as ex(1) ∈ N a.s. and as A ∈ Fxex(n) was arbitrary, we obtain
E

1Af


αex(n+1)∫
αex(n)
Ξ(Xx(τ))dτ



 = P (A)E

f


αex(1)∫
0
Ξ(Xx(τ))dτ



 ,
for all A ∈ Fxex(n), which implies the claim, by the very definition of the conditional expectation.
Lemma 3.15. Let (Ξ, (W, || · ||W )) ∈ SLV2(V ), n ∈ N \ {1} and x : Ω → V an independent initial
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leading to extinction. Then the mapping defined by
Ω ∋ ω 7→
αex(n)(ω)∫
αex(n−1)(ω)
Ξ(Xx(τ, ω))dτ,
is Fx
ex(n)
-B(W )-measurable.
Proof. As (Fx
ex(m)
)m∈N is a filtration, it suffices to prove that
αex(n)∫
0
Ξ(Xx(τ))dτ is Fxex(n)-B(W )-measurable,
for all n ∈ N. To this end, introduce j ∈ N as well as B ∈ B(W ) and observe that


αex(n)∫
0
Ξ(Xx(τ))dτ ∈ B

 ∩ {ex(n) = j} =


j−1∑
k=0
βk+1∫
0
Ξ(TA(τ)Xx,k)dτ ∈ B

 ∩ {ex(n) = j}. (12)
As demonstrated in the proof of Lemma 3.14, (t, v) 7→
t∫
0
Ξ(TA(τ)v)1V2(v)dτ is B([0,∞)) ⊗ B(V )-
B(W )-measurable. Consequently, since Xx,k and βk+1 are Fxk+1-B(V )-measurable and Fxk+1-B([0,∞))-
measurable, resp., for all k = 0, ..., j − 1, we get that
j−1∑
k=0
βk+1∫
0
Ξ(TA(τ)Xx,k)dτ =
j−1∑
k=0
βk+1∫
0
Ξ(TA(τ)Xx,k)1V2(Xx,k)dτ
is Fxj -B(W )-measurable, where the equality holds almost surely. This gives, while having in mind (12)
as well as Lemma 3.6.iii) that


αex(n)∫
0
Ξ(Xx(τ))dτ ∈ B

 ∩ {ex(n) = j} ∈ Fxj
and the claim follows.
Proposition 3.16. Let (Ξ, (W, || · ||W )) ∈ SLV2(V ) and let x : Ω→ V be an independent initial leading
to extinction. Then the sequence
(
αex(n+1)∫
αex(n)
Ξ(Xx(τ))dτ
)
n∈N
is i.i.d., with
αex(n+1)∫
αex(n)
Ξ(Xx(τ))dτ =
αex(1)∫
0
Ξ(Xx(τ))dτ (13)
in distribution, for all n ∈ N.
Proof. Let B ∈ B(W ) be given, and set f := 1B, where f : W → R. Then f is obviously bounded and
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B(W )-B(R)-measurable. Consequently, appealing to Lemma 3.14 yields
P


αex(n+1)∫
αex(n)
Ξ(Xx(τ))dτ ∈ B

 = Ef


αex(n+1)∫
αex(n)
Ξ(Xx(τ))dτ

 = Ef


αex(1)∫
0
Ξ(Xx(τ))dτ

 ,
which implies (13).
Consequently, it remains to show that
P


αex(2)∫
αex(1)
Ξ(Xx(τ))dτ ∈ B1, ...,
αex(n+1)∫
αex(n)
Ξ(Xx(τ))dτ ∈ Bn

 = n∏
k=1
P


αex(k+1)∫
αex(k)
Ξ(Xx(τ))dτ ∈ Bk

 (14)
for all B1, ..., Bn ∈ B(W ) and n ∈ N.
(14) is trivial if n = 1. So assume it holds for n− 1 ∈ N and let us prove it for n. To this end, introduce
B1, ..., Bn ∈ B(W ) and fk := 1Bk . Then employing Lemma 3.14, Lemma 3.15, (14) and (13) yields
P


αex(2)∫
αex(1)
Ξ(Xx(τ))dτ ∈ B1, ...,
αex(n+1)∫
αex(n)
Ξ(Xx(τ))dτ ∈ Bn


= E

n−1∏
k=1
fk


αex(k+1)∫
αex(k)
Ξ(Xx(τ))dτ

E

fn


αex(n+1)∫
αex(n)
Ξ(Xx(τ))dτ

 ∣∣∣Fxex(n)




=
n∏
k=1
P


αex(k+1)∫
αex(k)
Ξ(Xx(τ))dτ ∈ Bk


and the claim follows.
Lemma 3.17. Let (Ξ, (W, || · ||W )) ∈ SLV2(V ) and let x : Ω → V be an independent initial leading to
extinction. Then, the assertion
αex(n+1)∫
αex(n)
Ξ(Xx(τ))dτ ∈ L2(Ω;W )
is valid for all n ∈ N.
Proof. The desired measurability follows a fortiori from Lemma 3.15. Moreover, employing Proposition
3.16 yields that it suffices to prove that
E
∣∣∣∣∣∣
∣∣∣∣∣∣
αex(1)∫
0
Ξ(Xx(τ))dτ
∣∣∣∣∣∣
∣∣∣∣∣∣
2
W
<∞.
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To this end, note that
E
∣∣∣∣∣∣
∣∣∣∣∣∣
αex(1)∫
0
Ξ(Xx(τ))dτ
∣∣∣∣∣∣
∣∣∣∣∣∣
2
W
≤ E


αex(1)∫
0
||Ξ(Xx(τ))||W dτ


2
≤ E

ex(1)−1∑
k=0
βk+1 (c1||Xx,k||V2 + c2)


2
,
where the second inequality follows from Lemma 3.11.i), Assumption 3.1.iii) and Lemma 3.7.i).
Now introduce η0 := x, for notational conveniences. Moreover, by the aid of Assumption 3.1.iii) and
Lemma 3.7.i), it is easy to verify inductively that
||Xx,k||V2 ≤
k∑
j=0
||ηk||V2 , ∀k ∈ N0. (15)
Consequently, we get
E
∣∣∣∣∣∣
∣∣∣∣∣∣
αex(1)∫
0
Ξ(Xx(τ))dτ
∣∣∣∣∣∣
∣∣∣∣∣∣
2
W
≤ E

ex(1)−1∑
k=0
βk+1(c1
k∑
j=0
||ηk||V2 + c2)


2
.
Hence, we also have
E
∣∣∣∣∣∣
∣∣∣∣∣∣
αex(1)∫
0
Ξ(Xx(τ))dτ
∣∣∣∣∣∣
∣∣∣∣∣∣
2
W
≤
∞∑
m=1
E



m−1∑
k=0
βk+1(c1
k∑
j=0
||ηk||V2 + c2)


2
1 {ex(1)=m}

 .
Consequently, appealing to Cauchy-Schwarz’ inequality implies
E
∣∣∣∣∣∣
∣∣∣∣∣∣
αex(1)∫
0
Ξ(Xx(τ))dτ
∣∣∣∣∣∣
∣∣∣∣∣∣
2
W
≤
∞∑
m=1

E

m−1∑
k=0
βk+1(c1
k∑
j=0
||ηk||V2 + c2)


4


1
2
P(ex(1) = m)
1
2 . (16)
Now upper bounds for each factor of each summand of the preceding series will be derived.
So let m ∈ N be arbitrary but fixed. Then the triangle inequality, the independence of (βk)k∈N and
(ηm)m∈N as well as the fact that each of these sequences is identically distributed, yields

E

m−1∑
k=0
βk+1(c1
k∑
j=0
||ηk||V2 + c2)


4


1
4
≤
m−1∑
k=0
||βk+1||L4(Ω)

c1 k∑
j=0
|| ||ηk||V2 ||L4(Ω) + c2


= ||β1||L4(Ω)c1|| ||η1||V2 ||L4(Ω)
m(m+ 1)
2
+ ||β1||L4(Ω)c2m
≤ m2 (||β1||L4(Ω)c1|| ||η1||V2 ||L4(Ω) + ||β1||L4(Ω)c2) .
Note that ||β1||L4(Ω) <∞ and || ||η1||V2 ||L4(Ω) <∞, by Assumption 3.2.ii).
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Consequently, by introducing C :=
(||β1||L4(Ω)c1|| ||η1||V2 ||L4(Ω) + ||β1||L4(Ω)c2)2 <∞, we get

E

m−1∑
k=0
βk+1(c1
k∑
j=0
||ηk||V2 + c2)


4


1
2
≤ Cm4, ∀m ∈ N. (17)
Now for all m ∈ N \ {1} we have
P(ex(1) = m) ≤ P(T (βk)Xx,k−1 6= 0, ∀k = 1, ...,m− 1).
Consequently, employing Assumption 3.1.ii), which is possible due to Lemma 3.7.i), yields
P(ex(1) = m) ≤ P(−κβk + ||Xx,k−1||ρV1 > 0, ∀k = 1, ...,m− 1)
Hence by appealing to Lemma 3.8 we get
P(ex(1) = m) ≤ P
(
−κ
m−1∑
k=1
βk +
m−2∑
k=1
||ηk||ρV1 + ||η0||
ρ
V1
> 0
)
= P
(
m−1∑
k=1
−κβk + ||ηk−1||ρV1 > 0
)
,
for all m ∈ N \ {1}. Now let ν := E(−κβ1 + ||η0||ρV1), which is negative by Assumption 3.2.iii). Conse-
quently, we have
P(ex(1) = m) ≤ P
(∣∣∣∣∣
m−1∑
k=1
−κβk + ||ηk−1||ρV1 − ν(m− 1)
∣∣∣∣∣ > |ν|(m− 1)
)
(18)
for all m ∈ N \ {1}. Hence, combining (16), (17) and (18) yields
E
∣∣∣∣∣∣
∣∣∣∣∣∣
αex(1)∫
0
Ξ(Xx(τ))dτ
∣∣∣∣∣∣
∣∣∣∣∣∣
2
W
≤ C +
∞∑
m=2
Cm4P
(∣∣∣∣∣
m−1∑
k=1
−κβk + ||ηk−1||ρV1 − ν(m− 1)
∣∣∣∣∣ > |ν|(m− 1)
) 1
2
Moreover, it is plain that m ≤ 2(m− 1) for all m ≥ 2 and consequently m4 ≤ 16(m− 1)4, which yields
by employing Cauchy Schwarz’ inequality that
E
∣∣∣∣∣∣
∣∣∣∣∣∣
αex(1)∫
0
Ξ(Xx(τ))dτ
∣∣∣∣∣∣
∣∣∣∣∣∣
2
W
≤ C + 16C
∞∑
m=1
m4P
(∣∣∣∣∣
m∑
k=1
−κβk + ||ηk−1||ρV1 − νm
∣∣∣∣∣ > |ν|m
) 1
2
≤ C + 16C
( ∞∑
m=1
m−1−εˆ
) 1
2
( ∞∑
m=1
m9+εˆP
(∣∣∣∣∣
m∑
k=1
−κβk + ||ηk−1||ρV1 − νm
∣∣∣∣∣ > |ν|m
)) 1
2
.
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It is common knowledge that the first series in the preceding expression is finite. Consequently, the
claim follows if the second is finite as well. To this end, note that the sequence (−κβk + ||ηk−1||ρV1)k∈N
is i.i.d. with mean ν. Consequently, [9, Theorem 1] yields
∞∑
m=1
m9+εˆP
(∣∣∣∣∣
m∑
k=1
−κβk + ||ηk−1||ρV1 − νm
∣∣∣∣∣ > |ν|m
)
<∞,
if (and only if) −κβ1 + ||η0||ρV1 ∈ L11+εˆ(Ω), which is true by Assumption 3.2.ii).
Note that (ϕ,R) ∈ SLV2(V ), where ϕ : V → R is the function which is constantly one. This plain
fact, together with Proposition 3.16 and Lemma 3.17 yields the following quite useful corollary.
Corollary 3.18. Let x : Ω → V be an independent initial leading to extinction. Then the sequence
(αex(n+1) − αex(n))n∈N is square integrable and i.i.d with αex(n+1) − αex(n) = αex(1) in distribution.
Lemma 3.19. Let (U, || · ||U ) be a separable Banach space. Moreover, let (Ym)m∈N ⊆ M(Ω;U) be
such that there is a Y ∈ M(Ω;U), with lim
m→∞
Ym = Y almost surely. Finally, let (Nt)t≥0, with
Nt : Ω → N, be such that each Nt is F-2N-measurable and lim
t→∞
Nt = ∞ almost surely. Then the
convergence lim
t→∞
YNt = Y takes place with probability one.
Proof. Let M ∈ F be a P-null-set such that lim
m→∞
Ym(ω) = Y (ω) and lim
t→∞
Nt(ω) = ∞ for all
ω ∈ Ω \ M . Now fix one of these ω ∈ Ω \ M and note that there is for each ε > 0 an m0 ∈ N
such that ||Ym(ω) − Y (ω)||U < ε for all m ≥ m0. In addition, we can find a t0 ∈ [0,∞) such that
Nt(ω) ≥ m0 for all t ∈ [t0,∞). Consequently, we get ||YNt(ω)(ω) − Y (ω)||U < ε for all t ≥ t0, which
yields the claim.
Actually, the preceding result already enables us to prove our SLLN. But, to also prove our CLT,
a version of Anscombe’s CLT in type 2 Banach spaces is needed. Since the standard CLT as well as
Kolmogorov’s inequality both hold if (and only if) the underlying Banach space is of type 2, it is possible
to prove our type 2 version of Anscombe’s theorem identically to the real-valued case. Since this is not
that obvious from the statement of the theorem, the proof will be given. For a proof of Anscombe’s
theorem on the line see [7, Theorem 3.2].
Theorem 3.20. Let (W, || · ||W ) be a separable Banach space of type 2, introduce (Ym)m∈N ⊆ L2(Ω;W ),
(Nn)n∈N, where Nn : Ω→ N is F-2N-measurable and (θn)n∈N ⊆ (0,∞). Moreover, assume that
i) (Ym)m∈N is i.i.d. and EY1 = 0 and
ii) lim
n→∞
θn =∞ and lim
n→∞
Nn
θn
= 1 in probability.
Then the convergence
lim
n→∞
1√
θn
Nn∑
k=1
Yk = lim
n→∞
1√
Nn
Nn∑
k=1
Yk = Z, (19)
takes place in distribution, where Z ∼ NW (0,CovW (Y1)).
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Proof. Firstly, the claim is trivial if Y1 = 0 a.s., so assume w.l.o.g. Y1 6= 0. Now, introduce Sn :=
n∑
k=1
Yk,
Sˆn :=
1√
n
Sn for all n ∈ N and let us start by proving the second equality in (19). Appealing to the
CLT in type 2 Banach spaces, see [8, Corollary 3.3 and Remark 1.1], yields lim
n→∞ Sˆn = Z in distribution.
Now set θ˜n := ⌈θn⌉ and note that clearly lim
n→∞ Sˆθ˜n = Z in distribution and limn→∞
Nn
θ˜n
= 1 in probability.
Moreover, as SˆNn = (Sˆθ˜n +
SNn−Sθ˜n√
θ˜n
)
√
θ˜n
Nn
for all n ∈ N, Slutsky’s theorem8 yields that the second
equality in (19) follows, if
lim
n→∞
SNn − Sθ˜n√
θ˜n
= 0, (20)
in probability.
So let us prove (20). To this end, let ε > 0, δ ∈ (0, 1), rn := ⌈θ˜n(1 − δ)⌉ and Rn := ⌊θ˜n(1 + δ)⌋ for all
n ∈ N. And note that it is plain that
P
(
||SNn − Sθ˜n ||W > ε
√
θ˜n
)
≤ P
(
||SNn − Sθ˜n ||W > ε
√
θ˜n,
∣∣∣∣Nn
θ˜n
− 1
∣∣∣∣ ≤ δ
)
+ P
(∣∣∣∣Nn
θ˜n
− 1
∣∣∣∣ > δ
)
for all n ∈ N. Moreover, as
∣∣∣Nn
θ˜n
− 1
∣∣∣ ≤ δ if and only if Nn ∈ [rn, Rn], we get
P
(
||SNn − Sθ˜n ||W > ε
√
θ˜n,
∣∣∣∣Nn
θ˜n
− 1
∣∣∣∣ ≤ δ
)
≤ P
(
max
m=rn,..,Rn
||Sm − Sθ˜n ||W > ε
√
θ˜n
)
,
for all n ∈ N. In addition, note that
max
m=rn,..,Rn
||Sm − Sθ˜n ||W ≤ max
m=rn,..,θ˜n−1
∣∣∣∣∣∣
∣∣∣∣∣∣
θ˜n∑
k=m+1
Yk
∣∣∣∣∣∣
∣∣∣∣∣∣
W
+ max
m=θ˜n+1,..,Rn
∣∣∣∣∣∣
∣∣∣∣∣∣
m∑
k=θ˜n+1
Yk
∣∣∣∣∣∣
∣∣∣∣∣∣
W
= max
m=1,..,θ˜n−rn
∣∣∣∣∣
∣∣∣∣∣
m∑
k=1
Yθ˜n+1−k
∣∣∣∣∣
∣∣∣∣∣
W
+ max
m=1,..,Rn−θ˜n
∣∣∣∣∣
∣∣∣∣∣
m∑
k=1
Yk+θ˜n
∣∣∣∣∣
∣∣∣∣∣
W
where we set max
m=a,..,b
(·) := 0, if a > b.
Using this, together with the well known inequality P (X1 +X2 > t) ≤ P(2X1 > t) + P(2X2 > t), for
any X1, X2 ∈ M(Ω;R), t > 0 and Kolmogorov’s inequality in type 2 Banach spaces (see [8, Theorem
6.1]), yields that there is a constant C > 0 such that
P
(
max
m=rn,..,Rn
||Sm − Sθ˜n ||W > ε
√
θ˜n
)
≤ 4CE||Y1||
2
W
ε2θ˜n
(θ˜n − rn) + 4CE||Y1||
2
W
ε2θ˜n
(Rn − θ˜n),
8We were unable to find a direct reference for Slutsky’s theorem in the Banach space setting. However, this is easily
deduced from [5, Theorem 3.9] and the continuous mapping theorem.
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for all n ∈ N. Now let ε′ > 0 be arbitrary but fixed and choose 0 < δ < min
(
ε2ε′
8CE||Y1||2W
, 1
)
, then we get
P
(
max
m=rn,..,Rn
||Sm − Sθ˜n ||W > ε
√
θ˜n
)
≤ 4CE||Y1||
2
W
ε2θ˜n
(Rn − rn) ≤ 8CE||Y1||
2
W
ε2
δ ≤ ε′.
Conclusively, putting it all together yields lim sup
n→∞
P
(
||SNn − Sθ˜n ||W > ε
√
θ˜n
)
≤ ε′, which implies (20),
since ε′ > 0 can be chosen arbitrarily small. Finally, the first inequality in (19) now follows from the
second one an Slutsky’s theorem.
Theorem 3.21. Let (Ξ, (W, || · ||W )) ∈ SLV2(V ) and let x : Ω→ V be an independent initial leading to
extinction. Moreover, introduce ν := 1
E(αex(1))
E
(
αex(1)∫
0
Ξ(Xx(τ))dτ
)
. Then the convergence
lim
t→∞
1
t
t∫
0
Ξ(Xx(τ))dτ = ν, (21)
takes place almost surely in (W, || · ||W )9. Moreover, if (W, || · ||W ) is of type 2, then
lim
t→∞
1√
t

 t∫
0
Ξ(Xx(τ))dτ − tν

 = Z, (22)
in distribution, as elements of (W, || · ||W )10, where Z ∼ NW (0, Q) and the covariance is given by
Q := CovW
(√
1
E(αex(1))
αex(1)∫
0
Ξ(Xx(τ)) − νdτ
)
.
Proof. Until explicitly stated otherwise, (W, || · ||W ) is not necessarily of type 2.
Firstly, note that both expectations occurring in the definition of ν are indeed finite by Proposition
3.16, Lemma 3.17 and Corollary 3.18. Now, introduce Ξν : V → W , by Ξν(v) := Ξ(v) − ν for all
v ∈ V ; and (Yk)k∈N0 , with Yk : Ω → W for all k ∈ N0, by Yk :=
αex(k+1)∫
αex(k)
Ξν(Xx(τ))dτ for all k ∈ N and
Y0 :=
αex(1)∫
0
Ξν(Xx(τ))dτ . Finally, let L(t) : Ω→ N0 be defined by L(t) := max(k ∈ N0 : αex(k) ≤ t) for
all t ≥ 0, where ex(0) := 0
Now we will proceed by proving the following assertions, from which (21) as well as (22) will follow
quickly.
i) Eαex(1) > 0 and lim
t→∞
L(t)+1
t
= 1
Eαex(1)
almost surely.
ii) Ξν ∈ SLV2(V ) and consequently (Ym)m∈N ⊆ L2(Ω;W ) is centered, i.i.d. and Ym = Y0 in distribu-
tion for all m ∈ N.
9This of course means convergence for P-a.e. ω ∈ Ω with respect to || · ||W . So far it seems redundant to write ”almost
surely w.r.t. || · ||W ”, instead of just ”almost surely”. But later on we will choose W as a subspace of V , which makes it
necessary to emphasize w.r.t. which norm the almost sure convergence is taking place.
10Again, in the next theorem it becomes clear why we emphasize on the fact that these are elements of (W, || · ||W ).
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iii) lim
t→∞
1√
t
(
t∫
0
Ξν(Xx(τ))dτ −
L(t)+1∑
k=1
Yk
)
= 0 almost surely.
Proof of i). Firstly, note that P(L(t) <∞, ∀t ≥ 0) = 1, since: Employing Corollary 3.18 and the SLLN
yields
lim
k→∞
1
k
αex(k) = lim
k→∞
1
k
αex(1) +
k − 1
k
1
k − 1
k−1∑
j=1
(αex(j+1) − αex(j)) = Eαex(1) > 0, (23)
almost surely, where the last inequality follows from αex(1) ≥ α1 > 0 almost surely. Consequently, if
there were a t ≥ 0 such that P(L(t) =∞) > 0, then
0 < P(L(t) =∞) = P(αex(k) ≤ t, ∀k ∈ N) ≤ P( lim
k→∞
1
k
αex(k) −
t
k
≤ 0) = 0.
Hence, P(L(t) < ∞) = 1 for a given t, which yields P(L(t) < ∞, ∀t ≥ 0) = 1, as the paths of L(t) are
clearly increasing with probability one.
Moreover, it is plain to verify that the simple but quite useful inequality
αex(L(t)) ≤ t ≤ αex(L(t)+1), ∀t ≥ 0 (24)
takes place with probability one. Particularly, we have
αex(L(t))
L(t) + 1
≤ t
L(t) + 1
≤ αex(L(t)+1)
L(t) + 1
for all t ≥ 0, almost surely. Furthermore, thanks to (23), it is plain that also lim
k→∞
1
k
αex(k−1) = Eαex(1)
almost surely. Consequently, if lim
t→∞
L(t) + 1 =∞ a.s., then employing (23), Lemma 3.19, the previous
inequality as well as the sandwich lemma give i). Hence, i) follows once lim
t→∞L(t) =∞ a.s. is proven.
To this end, let M ∈ F be a P-null-set, such that αex(k)(ω) is well-defined for all k ∈ N0 and such that
lim
k→∞
1
k
αex(k)(ω) = Eαex(1), for all ω ∈ Ω \M . Now fix one these ω and note that there is for a given
ε > 0 a k0 ∈ N, such that
∣∣ 1
k
αex(k)(ω)− Eαex(1)
∣∣ < ε for all k ≥ k0. Hence, choosing ε = Eαex(1) yields
the existence of a k0 ∈ N, with 0 < αex(k)(ω) < 2kEαex(1) for all k ≥ k0, and hence
sup
t≥0
L(t)(ω) ≥ sup
k≥k0
L(2kEαex(1))(ω) ≥ sup
k≥k0
k =∞.
Finally, this implies lim
t→∞L(t) = ∞ a.s., since M is a P-null-set and L has paths that increase with
probability one.
Proof of ii). Employing Remark 3.10.ii) yields that Ξν ∈ SLV2(V ). Consequently, appealing to Lemma
3.17 as well as Proposition 3.16 yields all claims in ii), except for EYk = 0 for all k ∈ N0. But this is
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plain, since Yk = Y0 in distribution gives
EYk = EY0 = E


αex(1)∫
0
Ξν(Xx(τ))dτ

 = E


αex(1)∫
0
Ξ(Xx(τ))dτ

 − νEαex(1) = 0,
for all k ∈ N0.
Proof of iii). Let us start by proving that
lim
t→∞
1√
t
αex(L(t)+2)∫
αex(L(t))
||Ξν(Xx(τ))||W dτ = 0 (25)
with probability one. Firstly, ii) and Remark 3.10.i) yield (||Ξv||W ,R) ∈ SLV2(V ). Consequently,
invoking Lemma 3.17 and Proposition 3.16 yields that


(
αex(n+1)∫
αex(n)
||Ξν(Xx(τ))||W dτ
)2
n∈N
is integrable
and i.i.d. Hence by appealing to the SLLN we get
lim
n→∞
1
n


αex(n+1)∫
αex(n)
||Ξν(Xx(τ))||W dτ


2
= lim
n→∞
1
n
n∑
k=1


αex(k+1)∫
αex(k)
||Ξν(Xx(τ))||W dτ


2
− n− 1
n
1
n− 1
n−1∑
k=1


αex(k+1)∫
αex(k)
||Ξν(Xx(τ))||W dτ


2
= 0
almost surely. Consequently, we also get
lim
n→∞
1√
n
αex(n+1)∫
αex(n−1)
||Ξν(Xx(τ))||W dτ
= lim
n→∞
√
n− 1
n
1√
n− 1
αex(n)∫
αex(n−1)
||Ξν(Xx(τ))||W dτ + 1√
n
αex(n+1)∫
αex(n)
||Ξν(Xx(τ))||W dτ
= 0.
almost surely. In addition, i) enables us to apply Lemma 3.19 to the preceding equality, which gives
lim
t→∞
1√
L(t) + 1
αex(L(t)+2)∫
αex(L(t))
||Ξν(Xx(τ))||W dτ = 0
almost surely; this yields (25) by employing i) once more. Finally, appealing to (24), while having in
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mind (25), yields
lim
t→∞
1√
t
∣∣∣∣∣∣
∣∣∣∣∣∣
t∫
0
Ξν(Xx(τ))dτ −
L(t)+1∑
k=1
Yk
∣∣∣∣∣∣
∣∣∣∣∣∣
W
≤ lim
t→∞
1√
t
∣∣∣∣∣∣
∣∣∣∣∣∣
t∫
0
Ξν(Xx(τ))dτ −
αex(L(t)+2)∫
0
Ξν(Xx(τ))dτ
∣∣∣∣∣∣
∣∣∣∣∣∣
W
+
1√
t
∣∣∣∣∣∣
∣∣∣∣∣∣
αex(1)∫
0
Ξν(Xx(τ))dτ
∣∣∣∣∣∣
∣∣∣∣∣∣
W
≤ lim
t→∞
1√
t
αex(L(t)+2)∫
αex(L(t))
||Ξν(Xx(τ))||W dτ
= 0,
with probability one.
Now (21) will be proven. Firstly, ii) and the SLLN in separable Banach spaces, see [11, Corollary 7.10],
enable us to conclude that lim
n→∞
1
n
n∑
k=1
Yk = 0 a.s. Using this, as well as Lemma 3.19 and i) gives
lim
t→∞
1
t
L(t)+1∑
k=1
Yk = lim
t→∞
L(t) + 1
t
1
L(t) + 1
L(t)+1∑
k=1
Yk = 0,
with probability one. Conclusively, Appealing to the previous equality, while having in mind iii), implies
lim
t→∞
∣∣∣∣∣∣
∣∣∣∣∣∣
1
t
t∫
0
Ξ(Xx(τ))dτ − ν
∣∣∣∣∣∣
∣∣∣∣∣∣
W
≤ lim
t→∞
1√
t
1√
t
∣∣∣∣∣∣
∣∣∣∣∣∣
t∫
0
Ξν(Xx(τ))dτ −
L(t)+1∑
k=1
Yk
∣∣∣∣∣∣
∣∣∣∣∣∣
W
+
∣∣∣∣∣∣
∣∣∣∣∣∣
1
t
L(t)+1∑
k=1
Yk
∣∣∣∣∣∣
∣∣∣∣∣∣
W
= 0,
with probability one, which proves (21).
Finally, let us prove (22). Consequently, from now on it is assumed that (W, || · ||W ) is a type 2 Banach
space. Let (tn)n∈N ⊆ (0,∞) be such that lim
n→∞ tn =∞ and (θn)n∈N, by θn :=
tn
Eαex(1)
for all n ∈ N and
note that i) yields lim
n→∞
L(tn)+1
θn
= 1 almost surely, and particularly in probability. Moreover, in light of
ii), it is obvious that the sequence ( 1√
Eαex(1)
Yn)n∈N is also centered, square integrable, i.i.d. and that
each 1√
Eαex(1)
Yn is distributed as
1√
Eαex(1)
Y0. These results enable us to employ Theorem 3.20, which
yields
lim
n→∞
1√
tn
L(tn)+1∑
k=1
Yk = lim
n→∞
1√
θn
L(tn)+1∑
k=1
1√
Eαex(1)
Yk = Z,
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in distribution. Finally, invoking iii) yields
lim
n→∞
1√
tn

 tn∫
0
Ξ(Xx(τ))dτ − tnν

− 1√
tn
L(tn)+1∑
k=1
Yk = 0,
almost surely and consequently
lim
n→∞
1√
tn

 tn∫
0
Ξ(Xx(τ))dτ − tnν

 = Z,
in distribution, by [5, Theorem 3.1], which gives the claim as (tn)n∈N was arbitrary. (By the very
definition of convergence in distribution it is clear that it suffices to consider sequences.)
Now note that for Ξ : V → V2 with Ξ(v) := v, if v ∈ V2 and Ξ(v) := 0, if v ∈ V \ V2, it is easy
to verify that (Ξ, (V2, || · ||V2)) ∈ SLV2(V ). Moreover, for ξ : V → R with ξ(v) := ||v||V2 if v ∈ V2 and
ξ(v) := 0 for v ∈ V \ V2, we also get (ξ,R) ∈ SLV2(V ). Using these facts together with the preceding
theorem and Lemma 3.11.i) yields the following corollary.
Corollary 3.22. Let x : Ω → V be an independent initial leading to extinction. Then the following
assertions hold.
i) lim
t→∞
1
t
t∫
0
Xx(τ)dτ = ν1 almost surely in (V2, || · ||V2), where ν1 := 1E(αex(1))E
(
αex(1)∫
0
Xx(τ)dτ
)
.
ii) lim
t→∞
1
t
t∫
0
||Xx(τ)||V2dτ = ν2 almost surely, where ν2 := 1E(αex(1))E
(
αex(1)∫
0
||Xx(τ)||V2dτ
)
.
iii) lim
t→∞
1√
t
(
t∫
0
||Xx(τ)||V2dτ − tν2
)
= Z1 in distribution, where Z1 ∼ N(0, σ2) and σ2 ∈ [0,∞) is
given by σ2 := 1
E(αex(1))
E
(
αex(1)∫
0
||Xx(τ)||V2 − ν2dτ
)2
.
iv) If (V2, || · ||V2) is in addition of type 2, then lim
t→∞
1√
t
(
t∫
0
Xx(τ)dτ − tν1
)
= Z2 in distribution, as
elements of (V2, || · ||V2), where Z2 ∼ NV2(0, Q) and Q := CovV2
(√
1
E(αex(1))
αex(1)∫
0
Xx(τ) − ν1dτ
)
.
4 Asymptotic Results for the weighted p-Laplacian evolution
Equation
The purpose of this section is to apply the results developed in Section 3 to the weighted p-Laplacian
evolution equation with Neumann boundary conditions on an L1-space, for ”small” values of p. The
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existence and uniqueness theory for this equation can be found in [3]. Moreover, [14] deals with asymp-
totic results for this equation.
Throughout this section, let n ∈ N \ {1} and ∅ 6= S ⊆ Rn be a non-empty, open, connected and
bounded sets of class C1. Moreover, let p ∈ (1,∞) \ {2} and set Lq(S,Rm) := Lq(S,B(S), λ;Rm), for
any q ∈ [1,∞] and m ∈ N, where λ denotes the Lebesgue measure. This is further abbreviated by
Lq(S), if m = 1. In addition, introduce Lq0(S) := {f ∈ Lq(S) : (f) = 0}, where (f) := 1λ(S)
∫
S
fdλ.
Now, let γ : S → (0,∞) be such that γ ∈ L∞(S), γ 11−p ∈ L1(S) and assume that there is an Ap-
Muckenhoupt weight (see, [14, page 4]) γ0 : R
n → R such that γ0|S = γ a.e. on S. Moreover, set
p0 := inf{q > 1 : γ 11−q ∈ L1(S)}.
It is plain that p0 ≤ p. In fact, we even have p0 < p, cf. [14, Lemma 4.3]. Moreover, W 1,pγ (S) denotes
the weighted Sobolev space defined by
W 1,pγ (S) := {f ∈ Lp(S) : f is weakly diff. and γ
1
p∇f ∈ Lp(S;Rn)}.
Throughout this section, | · |n is the Euclidean norm on Rn and for any x, y ∈ Rn, x · y denotes the
canonical inner product of these vectors.
Using these notations we introduce the following weighted p-Laplacian operator with Neumann boundary
conditions:
Definition 4.1. Let A : D(A)→ 2L1(S) be defined by: (f, fˆ) ∈ A if and only if the following assertions
hold.
i) f ∈ W 1,pγ (S) ∩ L∞(S).
ii) fˆ ∈ L1(S).
iii)
∫
S
γ|∇f |p−2n ∇f · ∇ϕdλ =
∫
S
fˆϕdλ for all ϕ ∈W 1,pγ (S) ∩ L∞(S).
Remark 4.2. It is an easy exercise to see that the integrals occurring in Definition 4.1.iii) exist and
are finite. Moreover, one also verifies that A is single-valued, see [14, Lemma 3.1].
In addition, note that if one chooses γ = 1 on S, then A is simply the p-Laplacian operator with
Neumann boundary conditions.
Remark 4.3. It turns out that A is not m-accretive but that its closure is. Throughout this section,
A : D(A) → 2L1(S) denotes the closure of A, i.e. (f, fˆ) ∈ A if there is a sequence ((fm, fˆm))m∈N ⊆ A
such that lim
m→∞
(fm, fˆm) = (f, fˆ), in L
1(S)× L1(S).
Actually, it is possible to determine the closure explicitly, see [3, Proposition 3.6] or [14, Definition 2.2].
But the explicit description of the closure is quite technical and not needed for our purposes, therefore
it will be omitted.
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Remark 4.4. A is densely defined and m-accretive, see [3, Theorem 3.7]. In the sequel, let TA(·)u :
[0,∞)→ L1(S), where u ∈ L1(S), be such that (TA(t))t≥0 is the semigroup associated to A, see Remark
2.1.
Moreover, it is an easy exercise to deduce from [14, Lemma 3.3] that ||TA(t)u||Lq(S) ≤ ||u||Lq(S) for
all t ≥ 0, u ∈ Lq(S) and q ∈ [1,∞]. In addition, TA preserves mass, i.e. (TA(t)v) = (v) for all
v ∈ L1(S), see [14, Lemma 3.4]. Combining these results yields that (Lq0(S), || · ||Lq(S)) as well as
(Lq(S), || · ||Lq(S)) are invariant with respect to TA, for all q ∈ [1,∞]. Moreover, it is clear that the
injections Lq(S) →֒ L1(S) and Lq0(S) →֒ L1(S) are continuous.
The following lemma will be extracted from [14] and enables us to apply the results of Section 3 to
the weighted p-Laplacian evolution equation.
Lemma 4.5. Assume that the interval
(
p0(n−2)
n+2 + p0, 2
)
is non-empty and that p ∈
(
p0(n−2)
n+2 + p0, 2
)
.
In addition, introduce ρ := 2− p and
κ := (2 − p)
(
C˜
p
S
(
C
2n
n+2
S, 2n
n+2
+ 1
)np+2p
2n
Γ˜n,p
)−1
> 0,
where: C˜S is the operator norm of the continuous injection W
1, 2n
n+2 →֒ L2(S); CS, 2n
n+2
is the Poincare´
constant (see [14, p. 10]) of S in L
2n
n+2 (S); and
Γ˜n,p :=

∫
S
γ
2n
2n−np−2p dλ


np+2p−2n
2n
<∞.
Then we have
||TA(t)u||ρL2(S) ≤ (−κt+ ||u||ρL2(S))+, (26)
for all t ≥ 0 and u ∈ L20(S).
Proof. Firstly, Γ˜n,p is indeed finite, see [14, Lemma 5.4]. Now assume u ∈ D(A) ∩ L20(S) and introduce
t∗u := inf(t ≥ 0 : TA(t)u = 0). If t∗u = 0, then (by continuity) u = 0, and consequently TA(t)u = 0 for all
t ≥ 0. In this case (26) is trivial. Hence, assume t∗u > 0. Moreover, we have t∗u <∞, see [14, Lemma 5.4].
Now let ε ∈ (0, t∗u) be arbitrary but fixed, introduce fu : [0, t∗u − ε]→ [0,∞), by fu(t) := ||TA(t)u||ρL2(S)
and εˆ := ||TA(t∗u − ε)u||2L2(S) > 0.
It can be inferred from the results in [14] that fu is Lipschitz continuous, more precisely: The mapping
[0, t∗u − ε] ∋ t 7→ ||TA(t)u||2L2(S) is Lipschitz continuous, see [14, Lemma 5.2]. Moreover, it is common
knowledge that [εˆ, ||u||2L2(s)] ∋ x 7→ x
ρ
2 is Lipschitz continuous as well, since ρ ∈ (0, 1) and by construc-
tion εˆ > 0. Consequently, fu is (as it is the composition of Lipschitz continuous functions) Lipschitz
continuous.
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Particularly, fu is differentiable almost everywhere and by [14, Lemma 5.3] we get
f ′u(t) =
∂
∂t

∫
S
TA(t)u2


1−p2
= (p− 2)||TA(t)u||−pL2(S)
∫
S
γ|∇TA(t)u|pndλ,
for a.e. t ∈ [0, t∗u−ε]. Consequently, appealing to [14, Eq. (5.7)], yields f ′u(t) ≤ −κ for a.e. t ∈ [0, t∗u−ε].
Hence, we obtain
fu(t)− fu(0) =
t∫
0
f ′u(τ)dt ≤ −κt, ∀t ∈ [0, t∗u − ε],
i.e. ||TA(t)u||ρL2(S) ≤ −κt + ||u||ρL2(S) which holds for all t ∈ [0, t∗u), as ε > 0 was arbitrary. Moreover,
note that as [0,∞) ∋ t 7→ ||TA(t)u||L1(S) is a continuous, monotonically decreasing map, we have
TA(t)u = 0 for all t ≥ t∗u. Consequently, the preceding inequality enables us to conclude that
||TA(t)u||ρL2(S) ≤ (−κt+ ||u||ρL2(S))+,
for all t ≥ 0 and u ∈ D(A) ∩ L20(S).
Now let u ∈ L20(S) be arbitrary. Then there is a sequence (um)m∈N ⊆ D(A), such that lim
m→∞
um = u in
L2(S), cf. [14, Lemma 5.6]. Moreover, one instantly verifies that also um − (um) ∈ D(A) for all m ∈ N.
Consequently, as D(A) ⊆ L∞(S) ⊆ L2(S), we get um − (um) ∈ D(A) ∩ L20(S) for all m ∈ N and that
lim
m→∞
um − (um) = u− (u) = u,
in L2(S). In addition, by continuity we have lim
m→∞TA(t)(um− (um)) = TA(t)u in L
1(S) and (by passing
to a subsequence if necessary) also almost everywhere on S. Conclusively, appealing to Fatou’s Lemma
yields
||TA(t)u||ρL2(S) ≤ lim infm→∞ ||TA(t)(um − (um))||
ρ
L2(S) ≤ (−κt+ ||u||ρL2(S))+,
for all t ≥ 0.
In the sequel, we assume that
(
p0(n−2)
n+2 + p0, 2
)
is non-empty, that p ∈
(
p0(n−2)
n+2 + p0, 2
)
and that
ρ ∈ (0, 1) and κ ∈ (0,∞) are as in the preceding lemma.11
In addition, (ηm)m∈N and (βm)m∈N denote i.i.d. sequences, where ηm : Ω → L1(S) and βm : Ω →
(0,∞) are F -B(L1(S))-measurable and F -B((0,∞))-measurable, respectively. Moreover, assume that
(ηm)m∈N and (βm)m∈N are independent of each other. As in the previous section, set α0 := 0 and
αm :=
m∑
k=1
βk for all m ∈ N. Moreover, let x ∈ M(Ω;L1(S)) be jointly independent of (βm)m∈N and
11Note that if n = 2 and p0 = 1, then
(
p0(n−2)
n+2
+ p0, 2
)
= (1, 2) and that p0 = 1 holds particularly if γ is bounded
from below away from zero.
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(ηm)m∈N; assume that x ∈ L20(S) a.s. and ||x||2ρL2(S) ∈ L1(Ω). Finally, let Xx : [0,∞)× Ω → L1(S), be
the process generated by ((βm)m∈N, (ηm)m∈N, x,A) in L1(S); and let x ∈ M(Ω;L1(S)) and αex(1) be as
in Remark 3.13 and Definition 3.4.v), respectively.
Now assume that ηm ∈ L20(S) almost surely and that there is a constant εˆ > 0 such that
β11+εˆm , ||ηm||ρ(11+εˆ)L2(S) ∈ L1(Ω) and −κEβm + E||ηm||ρL2(S) < 0.
Theorem 4.6. Assume ||ηm||L2(S) ∈ L4(Ω) and introduce ν := 1E(αex(1))E
(
αex(1)∫
0
Xx(τ)dτ
)
. Then the
convergence
lim
t→∞
1
t
t∫
0
Xx(τ)dτ = ν,
takes place almost surely in (L2(S), || · ||L2(S)). Moreover, we have
lim
t→∞
1√
t

 t∫
0
Xx(τ)dτ − tν

 = Z,
in distribution, as elements of (L2(S), || · ||L2(S)), where Z ∼ NL2(S)(0, Q) and the covariance is given
by Q := CovL2(S)
(√
1
E(αex(1))
αex(1)∫
0
Xx(τ)− νdτ
)
.
Proof. This follows from Corollary 3.22, more precisely: Choose V = L1(S), V1 = L
2
0(S) and V2 = L
2(S),
then combining Remark 4.4 and Lemma 4.5 yield Assumption 3.1. Moreover, Assumption 3.2 holds by
construction. Finally, it is well known that L2(S) is a type 2 Banach space, see [8, Theorem 3.4].
Theorem 4.7. Let q ∈ [1,∞) be given. Moreover, assume x, ηm ∈ Lq(S) a.s. and ||ηm||Lq(S) ∈ L4(Ω)
and introduce ν := 1
E(αex(1))
E
(
αex(1)∫
0
||Xx(τ)||Lq(S)dτ
)
. Then the convergence
lim
t→∞
1
t
t∫
0
||Xx(τ)||Lq(S)dτ = ν,
takes place almost surely. Moreover,
lim
t→∞
1√
t

 t∫
0
||Xx(τ)||Lq(S)dτ − tν

 = Z
in distribution, where Z ∼ N(0, σ2) and σ2 ∈ [0,∞) is given by
σ2 :=
1
E(αex(1))
E


αex(1)∫
0
||Xx(τ)||Lq(S) − νdτ


2
.
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Proof. Analogously, all claims follow from Corollary 3.22, by choosing V = L1(S), V1 = L
2
0(S) and
V2 = L
q(S).
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