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Abstract. Let (Xt)t≥0 be a real diffusion, we define the α-quantiles by
Yαt =
{
inf{x ∈ R/ ∫ t0 1(Xu≤x)du > α}
Y tt = sups∈[0,t ](Xs) , Y 0t = infs∈[0,t ](Xs)
with the convention that inf ∅ = ∞.
The main aim of this paper is at first to find the joint distribution of quantiles and its
local time at the quantiles point, using in particular Feyman-Kac’s formula and the time
changed. In the second part, only about the Brownian motion, we compute some different
distributions and the dual predictable projection of the end of predictable set related to the
quantiles and the Brownian motion.
0. Introduction and notation
In the cases of Brownian motion with drift or none, the process with stationary and
independent increments and the sums of exchangeable random variables, the study of α-
quantiles Yαt has been undertaken by Akahori J. [1], Yor M. [20], Embrechts P., Rogers L.
C. G., Yor M. [12]; Dassios A. [9], Chaumont L. [8].
The following representation for the distribution of the quantiles of a Brownian mo-
tion with drift was obtained (in Dassios [9])
Yαt (1) = sup(X′s )s∈[0,α] + inf(X′′s )s∈[0,t−α]
where (X′s) and (X′′s ) are independent copies of the Brownian with the same drift. We can
find the generalization of this result in [8], [4], or [10]. In 1995, Yor M. [20] found the
distribution of the α-quantiles using the Lévy’s result and the property of the first hitting
time at some level x ∈ R. As the same Dassios A. [9]; Miura R. [17] and Akahori J. [1]
used the Feynman-Kac’s formula to compute the distribution of α-quantiles Brownian with
drift.
In this paper, the first part is devoted to the quantile of the diffusion martingale, at first
we study the continuity of Yαt in α and in (α, t).
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where L is the local time of the diffusion process, (W, T ) is random variable independent
of diffusion, whose density is
1(0≤w≤t )θ(θ + p) exp −(θt + pw)dwdt where (θ, p) ∈ (R+)2 .






where Tb is the first hitting time of the process at level b and W is an exponential time with
the parameter p which is independent of the diffusion.
The second part, we study the quantiles in the case where the diffusion is a semi-
martingale by using the same approach as in the first part. We define another local time
(lxt ) via the Tanaka formula. In the general case, (l
x
t ) is not continuous with respect to x
and the behavior of the two local times (lxt ), (L
x
t ) is not the same.
The third part is devoted to the applications.
At the last part, we consider only the case where (Xt) is a Brownian motion, in this
part we begin to compute the distribution of
TYwt = inf{s ≤ t/Xs = Ywt } ,
Awt = sup{s ≤ t/Xs ≤ Yws } ,
Bwt = sup{s ≤ t/Xs = Ywt } .
After that, we set λ(s,w, a) be a local time of the semimartingale (Xs − Yws ) at the point
a ∈ R; we compute the dual predictable projection of 1(0<Awt ≤u). At the end, we introduce
a new right continuous and complete filtration Kt = σ(Xs − Yws ; w ≤ s ≤ t) which
is a subfiltration of the natural Brownian filtration (Fu). By using the Tanaka’s formula
and Sokorhod’s lemma we prove the Doob and Meyer’s decomposition of the Azéma’s
supermartingale P(Awt > u/Ku) with respect to the filtration (Ku) is the same as the
decomposition of P(Awt > u/Fu) with respect to the filtration (Fu).
NOTATIONS. We adopt here the general approach to linear diffusions as presented
in book by Revuz D. and Yor M. [18].
Let I be an interval left endpoint l ≥ −∞ and right endpoint r ≤ +∞; (Xt ) taking
value in I and start at x0.
We denote
m: (resp. λ) the speed measure of the diffusion (resp. Lebesgue’s measure). In this
paper, we suppose that the diffusion process is regular and the speed measure is
diffusive (∀x ∈ R,m{x} = 0).
s: the scale function of the diffusion. We say that the diffusion is natural if and
only s(x) = x.
k: killing measure.
ζ : life time of the diffusion (Xt ).
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inf{x ∈ R/ ∫ t0 1(Xu≤x)du > α}
Y tt = sups∈[0,t ](Xs) , Y 0t = infs∈[0,t ](Xs) ,
L = ∂2
∂m∂s(y)
the infinitesimal generator of the diffusion in the interval I ⊂ R. gx1(y, α)
(resp. gx2(y, α)) positive, increasing (resp. decreasing) solution of the equation
∂2Ψ
∂m∂s(y)
(y) = αΨ (y) ,
where α ∈ R+ and gx1(x, α) = gx2(x, α) = 1.
(W, T ) is a couple of random variable independent of the diffusion and has a density
given by
1(0≤w≤t )θ(θ + p) exp −(θt + pw) , for θ, p ∈ R+ .
For a diffusion (Xt) solution of the following equation
dXt = σ(Xt )dWt + b(Xt)dt ,
where (Wt ) is a Brownian motion and σ , b are locally bounded Borel functions and σ 2












c is an arbitrary point in R.
The speed measure m has a density as 2
s ′(x)σ 2(x) with respect to the Lebesgue measure
where s′ is the derivative of s.









I. The quantile of the natural diffusion
In this part, we suppose that I = R, the killing measure k = 0 and (Xt ) be natural; in
this case (Xt) is a local martingale and it can be constructed as a random time change of
standard Brownian motion (see [13]).
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Let (Lxt ) be bicontinuous version with respect to (x, t) of the Markovian’s local time
Lxt defined as






(see for e.g. Blumenthal, R. M. and Getoor, R. K. [5], p. 216), the occupation density is






(see for e.g. Blumenthal, R. M. and Getoor, R. K. [5], p. 228).
The existence of bicontinuous version of (Lxt ) is well known for example in Salminen
P. [19].
I.1. Continuity of the α-quantiles Yαt
We denote
Δ = {(x, y) ∈ R2/x < y}
‖ ‖ the norm in R2(‖(x, y)‖ = sup(|x|, |y|)). We have two proprieties:
(P1): Let t ∈ R+; x → Mt(x) is strictly increasing and continuous to [It , St ] to
[0, t]. If x ∈ R, Mt(x) is not strictly increasing; it is the reason why we consider only the
interval [It , St ]. We can have easily this property by using the property continuity of the
diffusion.
(P2): Let t ∈ R+; α ∈]0, t[→ Yαt ∈ R
is strictly increasing (resp. t ∈]α,+∞[→ Yαt is decreasing).
PROPOSITION I.1.1. Let t ∈ R+, then we have:
a) α → Yαt is continuous in [0, t] to R.
b) (α, t) → Yαt is continuous in Δ to R.
Proof. a) If α ∈]0, t[ it is clear Yαt ∈]It , St [.
From (P1), x → Mt(x) is strictly increasing and continuous on ]It , St [ then, Yαt is
the continuous inverse function of Mt(x) in this domain.
b) Let (α0, t0) ∈ Δ, with (P2) we deduce
∀(α, t) ∈ Δ with ‖(α, t) − (α0, t0)‖ ≤ η and 0 < η < t0 − α0
2
we have,
|Yαt − Yα0t0 | ≤ sup{Yα0+ηt0−η − Yα0t0 , Y α0t0 − Yα0−2ηt0 } ;
we remark that: ∀(α, t) ∈ Δ, h ∈]0, α[ on a Yαt+h ≤ Yα−ht , therefore we have
|Yαt − Yα0t0 | ≤ sup{Yα0+2ηt0 − Yα0t0 , Y α0t0 − Yα0−2ηt0 } .
This inequality affirms that the continuity of α → Yαt0 in α0 deduces the continuity of
(α, t) → Yαt in (α0, t0); but by a) α → Yαt0 is continuous and the proof is finished.
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PROPOSITION I.1.2. Let Φ, Ψ be two measurable, positive functions with
limx→∞ Φ(x) = 0; then one has ∀(α, t) ∈ (R+)2,
∫
 +






Proof. Using the hypothesis limx→∞ Φ(x) = 0, we have
∫
 +
Φ(Yαt )Ψ (α)dα =
∫
 
Φ(Yαt )Ψ (α)1(Y αt <∞)dα ,
but by Proposition I.1 a) Yαt is the inverse continuous function of Mt(x) with respect to x,
to conclude of the proof we use the time changes and we have the result.
I.2. The different distributions related to the quantiles
The following theorem is the main result of this section.




T ) is absolutely con-
tinuous with respect to the measure m ⊗ λ, and the density is given by
dPx0(L
YWT
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The proof of this theorem is based on the Proposition I.1.2 and the following lemmas.
Let T̄ be a random variable having exponential law with the parameter θ and independent
of the diffusion, we denote (F T̄t )t∈ + the smallest filtration which contains (Ft ) and makes
T̄ a stopping time.
LEMMA I.2.2. With respect to the filtration (F T̄u ), (1(T̄ ≤u) − θ(T̄ ∧ u))u∈ + is a
martingale.
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Proof. Consider s ≤ u and Fs ∈ (Ft )t≤s , we have
E[(1(T̄ ≤u) − θ(T̄ ∧ u) − 1(T̄ ≤s) + θ(T̄ ∧ s))Fs1(T̄ ∧s)]
= E[E[(1(T̄ ≤u) − θ(T̄ ∧ u) − 1(T̄ ≤s) + θ(T̄ ∧ s))/F T̄s ]Fs1(T̄ ∧s≤a)]
= E[Fs ]E[(1(T̄≤u) − θ(T̄ ∧ u) − 1(T̄ ≤s) + θ(T̄ ∧ s))1(T̄ ∧s≤a)]
= E[Fs ]E[(1(s<T̄≤u) + θ(T̄ 1(T ≤s) + u1(T >u) − T̄ 1(T̄ ≤u) − t1(T̄ >u)))1(T̄ ∧s≤a)]
= E[Fs ]E[(1(a<s<T̄≤u) + θ(T̄ 1(a<s<T≤u) + u1(T̄ >u,T̄ ∧s>a) − s1(T̄ >s>a)))]
= E[Fs ]1(a<s)
[














we can deduce that
E[(1(T̄ ≤u) − θ(T̄ ∧ u) − 1(T̄ ≤s) + θ(T̄ ∧ s))/F T̄s ] = 0 .
LEMMA I.2.3. We have










































)2 gx2(x0, v) if x0 > x .
Proof. We set
ZT̄ (x) = exp −(cLxT̄ + pMT̄ (x)) ;
we want to compute, Ex0 [ZT̄ (x)].
We search a continuous and bounded function Φ such that
(1) Φ(Xt )Zt (x)1(t<T̄ ) + Zt(x)1(t≥T̄ ) = Φ(Xt∧T̄ )Zt∧T̄ (x) + (1 − Φ(XT̄ ))ZT̄ (x)1(t≥T̄ )
is a (F T̄t ) martingale.
By using the Lemma I.2.2 and the class monotone argument, the predictable compen-










is a (F T̄t ) martingale too; with Itô and Tanaka’s formula applied in (2) it is enough that Φ




+ θ(1 − Φ(y)) − pΦ(y)1(y<x) = 0 .
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(b) Φ(x+) = Φ(x−) .
(c) Φ ′(x+) − Φ ′(x−) = 2cΦ(x) .
gx1 , g
x
2 are two solutions of the equation
∂2Ψ (y)
∂m∂y
= αΨ (y) , for α ∈ R+ .
We can choose,
gx1(x, α) = gx2(x, α) = 1 ;







1(y≤x) + (λ2gx2(y, θ) + 1)1(y>x)












(x, θ) − ∂g x1
∂y
(x, v) − 2c
and














1(x0≤x) + λ2(gx2(x0, θ) + 1)1(x0>x) .
We differentiate this equation with respect to c and we have easily the lemma. Let us start
proving the Theorem I.2.1.
a) Let h be a measurable, positive function and limx→∞ h(x) = 0; c ∈ R+ we have







vθh(Ywt ) exp −(cLY
w
t

























vh(x)Ex0 [LxT̄ exp −(cLxT̄ + pMT̄ (x))]dm(x) .
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−2c + ∂g x1
∂y
(x, v) − ∂g 2
∂y
(x, θ)































× (gx1(x0, v)1(x0≤x) + gx2(x0, θ)1(x0>x))dm(x)du .
It left for us to take the inverse Laplace’s transformation with respect to c and it implies
the result.














































gx2(x0, θ) if x0 > x
and the distribution of L
YWT
T conditioned by Y
W
T = x is given by
dPx0(L
YWT





























Now, we compute the distribution of YWTb where W is an exponential random variable
with the parameter p, and independent of the diffusion. In the following, we suppose
x0 < b and Px0(Tb < ∞) = 1.
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THEOREM I.2.4. a) The distribution of (L
YWTb
Tb
, YWTb ) restricted in R
+×]−∞, b] is




























b) Let x < b, the distribution of L
YWTb
Tb



















The proof of this theorem is based on the Proposition I.1.2 and the following lemma.
LEMMA I.2.5.



















Proof. We set Zt∧Tb = exp −(cLxt∧Tb + pMt∧Tb (x)), we compute Ex0[Zt∧Tb] using
the same method as in a Lemma I.2.3.
Let Φ(Xt∧Tb )Zt∧Tb a (Ft∧Tb)t∈ +-martingale where
Φ(y) =
{
gx1(p, y) if y < x(










Finally, we differentiate this equation with respect to c and we have the result. Thus
Ex0[ZTb] calculated, the proof of the Theorem I.2.4 is done in same way as in a Theo-
rem I.2.1 and it left to the reader.
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c) By the definition of quantiles we have












(see for e.g. [13]) it completes the proof.
REMARK. a) If the diffusion is natural taking value in (b,+∞[, we can have the
equivalent result as in Theorem I.2.1 if we add another condition on gx1(y, v) (solution of
∂2Ψ (y)
∂m∂y
= vΨ (y)). This condition depend on the nature of the point b ∈ R (see [6] p. 18)
for examples:





if b /∈ I
gx1(b+, v) = 0 ,
if b is entrance not exit
gx1(b+, v) > 0 ,
∂gx1
∂y
(b+, v) = 0 ,
if b is entrance not entrance
gx1(b+, v) = 0 ,
∂gx1
∂y
(b+, v) > 0 ,
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if b is natural
gx1(b+, v) = 0 ,
∂gx1
∂y
(b+, v) = 0 .
b) If the diffusion (Xt) is not natural s(x) = x, we know that the diffusion (Yt ) =
(s(Xt)) is natural (see [18] p. 310). We denote Yαt the quantile associate to the diffusion
(Yt ), by using the property of the scale function we have Yαt = s−1(Y αt ). It means that the
distribution of (Xt , Y αt ) can be found via the distribution of (Yt , Y
α
t ). The latter is known
by using Theorem I.2.1.
c) If we observe the demonstration of the Theorem I.2.1 we can write that
Px0(Y
W
T ∈ dm(x), LY
W
T
T ∈ du) = vfx0,z (x, u, θ, θ + p) ,
where ∫
 +
e−cufx0,x (x, u, θ, θ + p)du = Ex0[LxT̄ exp −(cLxT̄ + pMT̄ (x))]
with T̄ is random variable independent on the diffusion and have exponential law with the
parameter θ and c > 0. This remark is important in the following.
II. The quantile of the diffusion semimartingale
In this subsection, we suppose that the diffusion (Xt) is a semimartingale. Our aim is
to find the equivalent result as in Theorem I.2.1 by using the same approach.
We introduce another local time (lat ) defined by the Tanaka formula as












In the following, we suppose that d〈X,X〉s (resp. dm(x) the speed measure) have a density
σ 2(·) > 0 (resp. m(x)) with respect to Lebesgue measure. By using (∗) we can have
lat = σ 2(a)m(a)Lat ,
where (Lat ) is the Markovian local time. This relation show that we can also study the
quantile via the local time (lat ) and for Φ, Ψ two measurable, positive functions with












this equation is equivalent to Proposition I.1.2 in the first part.














e−cugx0,z (x, u, θ, θ + p)du = Ex0[lxT̄ exp −(clxT̄ + pMT̄ (x))]
with T̄ is random variable independent on the diffusion and have exponential law with the
parameter θ and c > 0. By using the same as in Lemma I.2.3 we have










































)2 gx2(x0, v) if x0 > x .












the scale function of the diffusion is not necessarily natural.
b) In general, the local time (lxt ) and (L
x
t ) don’t have the same behavior for example
with respect to the variable x(lxt ) is right continuous [19] but (L
x
t ) is continuous. In the
case where the diffusion is random time change of Brownian motion we have Lxt = lxt .
c) A linear diffusion is not in general a semimartingale for example Xt = √|Wt |
where (Wt) is Brownian motion (see Yor M. [22]). In this case we can’t define the local
time (lxt ).
III. Applications
a) In this part, (Xt) is a Brownian motion starting from zero
dm(x) = 2dx (speed measure),




gx1(y, v) = exp[
√
2v(y − x)] ,
gx2(y, θ) = exp[
√







if y ≤ x
+λ2e−
√
2θ(y−x) + 1 if y > x ,
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We recall that (W, T ) is independent on the Brownian motion and have a density
given by




































































































In the following we suppose that W has an exponential law with a p parameter. We have







2p(y − x) si y ≤ x
































2p(b − x) + 1)2
















b) In this part we suppose that (Xt) is a reflecting Brownian motion (voir [6] p.
103).
We are in the situation where the diffusion taking value in [0,+∞[. We have
dm(x) = 2dx (speed measure),
ds(x) = dx (scale function),
L = ∂2
2∂x2
infinitesimal generator (in R+),
{0} is a frontier point,
gx1(y, v) = 1(0≤y≤x) cosh
√
2vy,





























2vx + (√2θ + 2c) cosh√2vx
and




































2vx + √θ)(cosh √2vx)2 if x ≥ 0
dP(l
YWT














In the following W random variable independent of the reflecting Brownian motion and
have an exponential law with p as parameter. We have



































= 2p(b − x) cosh
√
2px
((b − x)√2p + sh√2px + cosh √2vx)2 1(0<x≤b)
for b > x.
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x is k-times convolution of the function csx .











































b) In this part we suppose that Xt = Bt + μt where (Bt ) is a Brownian motion starting
from zero and μ ∈ R. In this case the diffusion is a semimartingale.





is the associated infinitesimal generator,





(y, θ) = exp[(x − y)(−μ +
√
μ2 + 2θ)] .
The relation of the two local times is given by





































































































































































μ2 + 2p)(b − x) + 1)2
2(b − x)2 u exp −
(




From this density formula, we deduced that:
COROLLARY III.1. YWT and L
YWT
T are independents.
IV. About the Brownian quantiles
In this part, we suppose that (Xt) is a Brownian motion starting from zero and we
begin to solve the following equation






= V (dw, t) ,
this equation has a meaning if the solution (V (w, t))w>t of (e) satisfies the following con-
ditions:
a) ∀w ∈ [0, t[, V (w, t) is Ft -adapted.
b) ∀w ∈ [0, t[, V (w, t) ∈ [It , St ].
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PROPOSITION IV.1. With the initial condition V (0, t) = It , Ywt is the unique solu-
tion of (e).
Proof. By the condition b) we have LV (w,t)t > 0, it implies that V (w, t) admit a
positive derivative with respect to ω. It means that V (w, t) is invertible with respect to w,





Ft (w) = Ft (a) +
∫ x
a
Lut du , où a < w ,











V (w, t) = inf{x/Mt(x) > w}
= Ywt .
The uniqueness is proved by the initial condition V (0, t) = It .
Next we give the distribution of Brownian’s quantiles with w, t ∈ R+.








0 (t − u)−
1




0 (t − u)−12 u−
3

































































2 exp − u2t8(t−w)
π
√






























Φ(x) = P(N < x)














































We can obtain these results by using the inverse Laplace transformation with respect
to θ , and p in Theorem I.2.1 and Theorem I.2.4 applying to the Brownian motion.
Using the scaling property we have
∀c > 0 , (√cYwt ,
√
cXt)
(law)= (Ywctc ,Xtc) ,
Now, we are interesting in the distribution of
TYwt = inf{s ≤ t/Xs = Ywt }
Awt = sup{s ≤ t/Xs ≤ Yws }
Bwt = sup{s ≤ t/Xs = Ywt } .
PROPOSITION IV.2. a) The support of the distribution of TYwt is [0, (t −w)∨w]∪{∞}.








if w ∧ (t − w) < u < (t − w) ∨ w
2
π[(t−y)t ] 12
if u ≤ w ∧ (t − w) .
Proof. a) The support of TYwt is easily obtained by the definition of the quantiles
Ywt .
b) Let u ∈ [0, (t − w) ∨ w], we have
{TYwt ≥ u} = {Su ≤ Ywt or Iu ≥ Ywt }

























(where Bs = Xs+u − Xu is Brownian motion starting from zero, independent of the
σ(Xs; s ≤ u)).
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Since the two events are disjoint then,
P(TYwt ≥ u) = P
(∫ t−u
0







= P((Yw−ut−u )′ ≥ Su − Xu) + P((Ywt−u)′ ≤ Iu − Xu)
(where (Y :)′ is a quantiles related to the Brownian (Bs)), by using the distributions of
(Y :)′ and Su − Xu (resp. Iu − Xu) and their independence we deduce that










(t − s)s ds
)
.
It left for us to differentiate with respect to u and we have the result.
LEMMA IV.3. Let u > w > 0,
Ywu − Xu (law)= Ywu .
Proof. Let x ∈ R;





























= {(Ywu )′ ≤ x}
where (Ywu )
′ is a quantile related to the Brownian motion (Bs) and it achieves the proof.
LEMMA IV.4. Let u ∈ [0, t]; the following sets are equal:
(a) {Awt < u} .
(b) {∀s ∈ [u, t], Yws < Xs} .
(c) {inf(Xs)s∈[u,t ] > Ywu } .
Proof. (a)=(b) is trivial.
Then it is left for us to prove that (b)=(c).
First, we prove (b)⊂(c).















we remark that ∫ t
u
1(Xv≤Yαu )dv = 0 .
It implies that Yαu = Yαs and Xs > Yαu ; s is arbitrarily chosen then inf(Xs)s∈[u,t ] > Yαu
and we have the inclusion.















Ms(x) is one to one with respect to x in [It , St ], then Yαu = Yαs and inf(Xs)s∈[u,t ] >
Yαu = Yαs .
It implies that ∀s ∈ [u, t], Yαs < Xs and the proof is finished.
PROPOSITION IV.5. The distribution of Awt restricted in [w, t[ is given by





(t − s)−12 s −12 ds .
Proof. Let u ∈ [w, t[, by the Lemma IV.4 we have
{Aωt < u} = {inf(Xs)s∈[u,t ] > Ywu }
then,











= P(Ywu − Xu inf(Xs − Xu)s∈[u,t ])
by using the Lemma IV.3 and the independence of Ywu − Xu and inf(Xs − Xu)s∈[u,t ] we
have





(t − s)−12 s −12 ds .
COROLLARY IV.6. Let w < u,





s(t − s)ds .
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Proof. Let w < u,
{w < inf(Ms(Xs))s∈[u,t ]} = {∀s ∈ [u, t],Ms(Xs) > w}
= {∀s ∈ [u, t], Yws < Xs}
= {Aws < u}
then






s(t − s)ds .
In the following we suppose that the distribution of the couple (Ywt ,Xt ) is known,
which was obtained by using the distribution of (Mt(x),Xt) (see for example in [6]).
PROPOSITION IV.7. Let u ∈]w, t[;























































dvdy if x < 0 and a > x .
Proof. Let u ∈]w, t], x ∈ R;
{Awt < u, Ywt < x} = {inf Ms(Xs)s∈[u,t ] > w,Ywt < x}
by the Lemma IV.3 we can write,
{Awt < u, Ywt < x} = {inf(Xs+u)s∈[0,t−u] > Ywu , Ywt < x, Ywt = Ywu }
{Awt < u, Ywt < x} = {inf(Xs+u − Xu)s∈[0,t−u] > Ywu − Xu, Ywu < x}
inf(Xs+u − Xu)s∈[0,t−u] is independent of (Ywu ,Xu) then,
P(Awt < u, Y
w
















































where fw,u(b, a) is the density of the couple (Ywu ,Xu), and to be complete we differentiate
with respect to x and we can obtain the result.













u(t−u) if (t − w) ∧ w < u < (t − w) ∨ w .
Proof. Let u ∈ [0, t] we have
(Bwt < u) = (inf(Xs)s∈[u,t ] > Ywu or sup(Xs)s∈[u,t ] < Ywt ) ,
since the above two events are disjoint, we have
P(Bwt < u) = P(inf(Xs)s∈[u,t ] > Ywu ) + P(sup(Xs)s∈[u,t ] < Ywt ) ,(a)
we remark that





(t − s)−12 s −12 ds
then it left for us to compute P(sup(Xs)s∈[u,t ] < Ywt )
P(sup(Xs)s∈[u,t ] < Ywt ) = P
(∫ u
0
1(Xs≤sup(Xv)v∈[u,t])ds < w + u − t
)
= P(sup(Xs − Xu)s∈[u,t ] < Yw+u−tu − Xu) ,
by using the independence of sup(Xs −Xu)s∈[u,t ] and Yw+u−tu −Xu and Lemma IV.2, we
have the following equality






(t − s)s ds.
It left for us to differentiate (b)+(c) with respect to u, and this implies the result.
In the following we denote Kt = σ(Ns = Xu − Ywu ; t ≥ s ≥ w) a subfiltration (we
get the complete and right continuous version) of (Ft ), λ(s,w, a) the local in time of the
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semimartingale (Xs − Yws ) in a defined by
(Xs − Yws − a)+ = (Xw − Yww − a)+ +
∫ s
w




(Xs − Yws − a)− = (Xw − Yww − a)− −
∫ s
w




Awt = sup{s ≤ t/Xs − Yws ≤ 0}
and we suppose that: sup ∅ = ∞, Yww = Sw , Y 0w = Iw .









Now, we recall that the left suppose suppg(C) of the finite variation process C is defined
by {








w) ⊂ {s/Xs ≤ Yws } .
Proof. Let u ∈ {s/Xs > Yws } then Ywu < Xu, as (Xu), (Ywu ) are continuous; ∃η ∈
R
∗+/∀s ∈]u − η; u + η[; Xs > Yws its implies ∀s ∈]u − η; u + η[ we have Yws = Ywu−η
where u is not increasing point of (|Yws |).
PROPOSITION IV.10. Let 0 ≤ u < t , we have
a)
P(Awt ≤ u/Fu)Φt−u(Xu − Ywu )+ .






2π(t − s)λ(ds,w, 0) + δt (u)1(Xt≤Ywt )
where δ is a Dirac measure.
Proof. a) Let u < t , we have












∪ {Awt = u}
= {Ywu − Xu < inf(Xs − Xu)s∈[u,t ]} ∪ {Awt = u}
we know that inf(Xs −Xu)s∈[u,t ] is independent of (Fu) and have the same law as −|Xt−u|
then,
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P(Awt ≤ u/Fu) = P(Ywu − Xu < inf(Xs − Xu)s∈[u,t ]/Fu) + P(Awt = u/Fu)
= P(Ywu − Xu < −|Xt−u|/Fu) + P(Awt = u/Fu)
= (Φt−u(Xu − Ywu )+)1(Ywu <Xu) + P(Awt = u/Fu)
= (Φt−u(Xu − Ywu )+) + P(Awt = u/Fu) ,
then it is left for us to compute P(Awt = u/Fu);
P(Awt = u/Fu) = P((Xu = Ywu ,∀s ∈]u, t],Xs > Yws )/Fu)
+ P((Xu < Ywu ; inf(Xs)s∈]u,t ] > Ywu )/Fu)
((Xs) is continuous then P((Xu < Ywu ; inf(Xs)s∈]u,t ] > Ywu )/Fu) = 0) then,
P(Awt = u/Fu) = 1(Xu=Ywu )P((inf(Xs)s∈[u,t ] = Xu,∀s ∈]u, t],Xs > Yws )/Fu)
= 1(Xu=Ywu )P((inf(Xs − Xu)s∈[u,t ] = 0,∀s ∈]u, t],Xs > Yws )/Fu)
= 0 .
In fact,
P(Awt ≥ u/Fu) = (Φt−u(Xu − Ywu )+) .
b) By the Itô-Tanaka’s formula and the Lemma IV.9 we have






∂Φt−s(Xs − Yws )+
∂x




∂Φt−s(Xs − Yws )+
∂x












∂Φt−s(Xs − Yws )+
∂x






2π(t − s)λ(ds,w, 0) ,






2π(t − s)λ(ds,w, 0) .
If u = t , we have
{Awt = t} = {Xt − Ywt ≤ 0}
and it is (Ft ) measurable.
PROPOSITION IV.12. a) Let u < t , we have
P(Awt ≤ u/Ku) = Φt−u(Xu − Ywu )+ .







2π(t − s)λ(ds,w, 0) + δt (u)1(Xt≤Ywt ) .
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Proof. a) It is clear that (Ku) is a subfiltration of (Fu) and by the Proposition IV.10
we have, if u < t
P(Awt ≤ u/Fu/Ku) = E[Φt−u(Xu − Ywu )+/Ku] ,
= Φt−u(Xu − Ywu )+ .
b) If u < t , by Itô-Tanaka’s formula the supermartingale P(Awt > u/Ku) becomes




∂Φt−s(Xs − Yws )+
∂x
1(Xs − Yws > 0)dXs .
As (Xs − Yws )+ is (Ku)-measurable then,(∫ u
w
∂Φt−s(Xs − Yws )+
∂x
1(Xs − Yws > 0)dXs
)
u≥w







2π(t − s)λ(ds,w, 0) .
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