Multivariate data summarized over areal units (counties, zip codes, etc.) are common in the field of public health. Estimation or testing of geographic boundaries for such data may have varied goals. For example, for data on multiple disease outcomes, we may be interested in a single set of "composite" boundaries for all diseases, separate boundaries for each disease, or both. Different areal wombling (boundary analysis) techniques are needed to meet these different requirements. But in any case, the underlying statistical model needs to account for correlations across both diseases and locations. Utilizing recent developments in multivariate conditionally autoregressive (MCAR) distributions and spatial structural equation modeling, we suggest a variety of Bayesian hierarchical models for multivariate areal boundary analysis, including some that incorporate random neighborhood structure.
Introduction
Recently, there has been increasing interest in the spatial problem of detecting barriers separating regions of high and low response for certain quantities of interest. This area is often referred to as boundary analysis or wombling, the latter name paying tribute to an early important paper in the area (Womble, 1951) . In public health, wombling is useful for detecting regions of significantly different disease mortality or incidence, thus improving decision-making regarding disease prevention and control, allocation of resources, and so on.
Multivariate areal data are common in public health studies. Much of this data is areal (aggregated at a certain regional level) to protect subjects' privacy. Since geographic location is often a surrogate for a mix of lifestyle, environmental, and possibly genetic factors that may underlie geographical differences (Elliot and Best, 1998) , observations collected over a map are often spatially correlated. At the same time, the multiple variables under study (e.g., diseases sharing etiologic or other risk factors) are often correlated too.
The Surveillance, Epidemiology and End Results (SEER; http://seer.cancer.gov) database provides the numbers of deaths and corresponding numbers of person-years at risk in quinquennial age brackets for each county in various states and each of several cancer sites. Here we will study SEER data on the numbers of deaths due to cancers of the lung, larynx and esophagus in the years from 1990 to 2000 at the county level in the U.S. state of Minnesota. These three cancer sites are all part of the upper aerodigestive tract, and hence closely related anatomically. Epidemiological evidence also shows a strong and consistent relationship between exposure to alcohol and tobacco and the risk of cancer at these sites (Baron et al., 1993) . In particular, the link between tobacco use and lung cancer, the leading cause of cancer death in the U.S., is by now well-established (http://www.lungcancer.org).
Moreover, a new report (Institute of Medicine, 2006) finds sufficient evidence for a causal link between asbestos exposure (a known cause of lung cancer) and laryngeal cancer.
[0,0.7) [0.7,0.9) [0.9,1.2) [1.2,1.97] (a) SMR esop [0,0.7) [0.7,0.9) [0.9,1.2) [1.2,3.3] (b) SMR lyx [0,0.7) [0.7,0.9) [0.9,1.2) [1.2,1.3] (c) SMR lung Both larynx cancer and esophagus cancer are far rarer than lung cancer. For our dataset, the raw mortality rates are less than 1 per 100,000 person for larynx cancer, about 4 per 100,000 for esophagus cancer, and 45 per 100,000 for lung cancer. These rates are roughly comparable to those seen in the U.S. generally, though the Minnesota larynx rate remains small by comparison. Figure 1 gives the raw county-level standardized mortality ratios (SMRs) based on our data, calculated as Y ik /E ik for i = 1, . . . , n and k = 1, 2, 3, where Y ik is the cancer death count and E ik is the age-adjusted expected count for cancer k in county i. The SMR maps for all three cancers indicate a pattern of decrease from northeast to southwest, suggesting positive association among them. The pattern is strongest for lung cancer, which also has less variable SMRs due to the higher case counts. To further investigate this pattern, we performed a preliminary regression analysis using overall (all three cancers) county-level age-adjusted SMR as the response variable, and the sum of the x and y coordinates of each county's centroid as the predictor variable. This variable's coefficient emerges as positive and statistically significant, indicating the increase from southwest to northeast is important (consistent with the visual impression from the maps), and motivating a full hierarchical spatial analysis. Such an analysis' primary substantive goal would be to identify significant boundaries on these maps for the cancers individually, as well as for any underlying spatial common factor, all while accounting for correlation across both counties and cancers.
Boundaries are important here for public health professionals tasked with identifying geographic regions in need of certain cancer-related intervention efforts, e.g., a cancer education or screening campaign focused at a few shopping malls or other public locations. They are also useful for identifying regions of rapid change in the fitted cancer surface, so that these areas can be studied in more detail for clues (say, missing covariates) that might explain why cancer mortality differs across the identified boundaries.
For correlated areal variables, the most popular modeling approach has been through the conditionally autoregressive (CAR) distribution (Besag, 1974) and its variants. Mardia (1988) described the theoretical background for multivariate CAR (MCAR) specifications using Gaussian Markov random fields (MRFs). Many generalizations of MCAR allow more flexible modeling of associations between different variables and areal units; see e.g. Kim et al. (2001) , Carlin and Banerjee (2003) , and Gelfand and Vounatsou (2003) . Recent development in Bayesian statistical computing and software has made hierarchical MCAR modeling available to practitioners. For example, an important special case of the MCAR, the multivariate intrinsic autoregressive (MIAR) distribution, is included in the WinBUGS package (http://www.mrc-bsu.cam.ac.uk/bugs/) under the name mv.car. Also, Jin et al. (2005) specified the MCAR conditionally, allowing more versatile yet conceptually straightforward (and OpenBUGS-implementable) modeling of the intervariable correlations.
Another line of research for multivariate area data has arisen from structural equation modeling (SEM); see e.g. Wang and Wall (2003) and Liu et al. (2005) . The "shared component" model of Knorr-Held and Best (2001) is also a special kind of SEM. In this approach, the correlations among the spatially-referenced variables are modeled through some collec-tion of shared latent variables and their corresponding residual variations.
The rest of this article is organized as follows. Section 2 is devoted to providing background information on boundary analysis and multivariate areal modeling via MCAR and SEM. Section 3 then describes our proposed multivariate areal wombling techniques. The methods are illustrated using our SEER cancer data in Section 4, where models are compared using the Deviance Information Criterion (DIC; Spiegelhalter et al., 2002) . Both composite and disease-specific boundaries are constructed and evaluated for the DIC-best models.
Finally, Section 5 concludes and mentions directions for further work in this area.
Methodological background

Existing methods for univariate areal boundary analysis
Boundary analysis typically involves estimation or testing of "lines" on a continuous surface. In the areal case, however, defensible boundaries can only be a subset of the borders that determine the areal units, since we lack within-county information. Early studies in this area were purely algorithmic in nature; see e.g. Csillag et al. (2001) , Jacquez and Greiling (2003) , and the GIS software package BoundarySEER. Lu and Carlin (2005; henceforth LC) embedded areal boundary analysis in a Bayesian hierarchical modeling framework. For counts of a single disease Y i , they assume
where (2) is the CAR prior for the areal random effects φ = (φ 1 , . . . , φ n ) , τ φ is a positive scale parameter, and i ∼ j indicates that areas i and j are neighbors. The CAR distribution is an MRF formed from consideration of all pairs of neighbors. More specifically, the neighborhood structure is specified in an n×n proximity matrix, W , whose elements w ij measure "closeness" of each pair of areas (i, j). The most common choice is a "0/1" proximity matrix, wherein w ij = 1 if areas i and j are neighbors (spatially adjacent), and 0 otherwise. More general classes of weights (say, using intercentroidal distances) are also possible; see e.g. Cressie (1993, p.385) or Banerjee et al. (2004, pp.70-71) . In our Section 4 data analysis we focus on the 0/1 case, but not before considering alternatives. (Cressie, 1993, Sec. 6.3; Banerjee et al., 2004, pp.80-81) .
In areal wombling, changes over county boundaries are quantified by boundary likelihood values (BLVs). Lu and Carlin (2005) The boundary segments identified using this method are often disconnected, even though boundaries formed as series of connected segments may be preferred. Also note that in this model, the CAR smooths over all neighbors regardless of auxiliary physical (say, mountain range) or sociodemographic (say, racial) information that may be relevant. Lu et al. (2006) allow the areal adjacency weights w ij to be random and subject to the influence of such covariate information. Ma et al. (2006) further extend this idea, including both areal and edge random effects in the modeling. Following edge detection techniques in the image restoration literature (e.g. Jeng and Woods, 1991, Dass and Nair, 2003) , this paper proposed a "site-edge" (SE) approach that jointly models two types of random effects. First, a set of site-level (areal) random effects φ
playing the roles of the w ij in (2). That is, φ parameter ν (Geman and Geman, 1984, p.725 
MCAR models for multivariate areal data
The primary challenge in multivariate areal data modeling is formulating versatile and practical probability distributions that sensibly model correlations both between and within areas. Because of the relatively complex model and limited information provided by data, various simplifying assumptions (e.g., separability of the two types of correlation) are often made. In this subsection, we give a brief review of two MCAR models that are readily fit in WinBUGS, illustrating in the case of p = 2 diseases for simplicity.
The MIAR distribution is a direct multivariate extension of the IAR model. As in the univariate case, the MIAR is improper and thus can only be used as a random effect distribution, not a likelihood. Let areal random effects corresponding to the two diseases be
. . , φ n2 ), and n is again the number of areal units. Under the MIAR model, the multivariate joint distribution is defined as
where Λ is 2 × 2 and positive definite, and ⊗ denotes the Kronecker product. This corresponds to the conditional distribution
where φ −(i1,i2) stands for the collection of all φ ij except φ i1 and φ i2 . Letφ i1 = j w ij φ j1 /w i+ andφ i2 = j w ij φ j2 /w i+ , the averages of the random effects for area i's neighbors specific to variables 1 and 2, respectively. It can be seen that Λ serves as scaled conditional precision for The GMCAR is constructed as p(
) are both proper CAR with 0 < α 1 < 1 and 0 < α 2 < 1. As E(φ 1 |φ 2 ) = Aφ 2 , the A matrix is defined such that E(φ 1 |φ 2 ) = (
where η 0 is a "bridging parameter" associating φ i1 with φ i2 , and η 1 is that associating φ i1
with φ j2 , i ∼ j. Since the conditional and marginal distributions are both proper CAR, this model can be fit in WinBUGS as well using the car.proper function. However, choosing the order in which the random effects for different variables enter the model is a thorny practical issue. Note also that α 1 , τ 1 are conditional spatial autocorrelation and precision parameters, while α 2 , τ 2 instead pertain to a marginal distribution, complicating hyperprior selection for these parameters. Another drawback of this formulation is that extension to p > 2 variables is increasingly awkward, since there are p! potential orderings.
Spatial factor analysis
Often it is scientifically interesting to find whether multiple diseases share common underlying factors, which are often understood as a mixture of shared risk factors, socioeconomic status, and so on. An example is the shared component model of Knorr-Held and Best (2001) , illustrated in the WinBUGS user manual (2004) . The model partitions the geographical variation in two diseases into a common (shared) component θ, and two disease-specific (residual) components ψ 1 and ψ 2 . Again assuming the death counts Y ik for disease k in area i to be independent Poisson variables with mean µ ik , k = 1, 2, they model
where E ik are the expected counts, and the scaling parameters δ k allow different "risk gradients" for different diseases. The covariates x ik are the multiple disease analog of those in (1); if unavailable, the β k become univariate intercept parameters β k . Convolution priors (Besag et al., 1991) are given to the three components θ, ψ 1 , and ψ 2 , expressing each areal random effect as a sum of a spatially structured random effect (usually CAR) and a non-spatial 3 Multivariate boundary analysis
In this section, we develop several multivariate boundary analysis methods using the building blocks discussed in the previous section. We start with a multivariate extension of the LC method. Assuming p rare diseases, we again use a conditionally independent Poisson likelihood to model Y ik , the observed count for disease k in area i, where i = 1, . . . , n and k = 1, . . . , p. Again E ik denotes the expected count, assumed fixed and known and typically internally standardized (Banerjee et al., 2004, p.158) by disease. We arrange the areal random effects as
, and write
and Φ| W, Gaussian (or possibly flat) priors are used for the β k , and so on.
The GMCAR model adopts the approach described in Section 2.2, instead of directly specifying the joint prior distribution of the multivariate areal random effects Φ. Specifically, we define the prior distribution for the three sets of areal random effects in our dataset by
In the context of our Figure 1 data, this conditioning order (3, then 1, then 2) translates to modeling lung cancer, followed by esophagus cancer given lung cancer, and finally larynx cancer given the other two. This particular order is chosen so that φ for diseases with less information are conditioned on those with more information, and produces
and
where |α 1 | < 1, |α 2 | < 1, and |α 3 | < 1. Here, A is n × n while B is n × 2n. Following
Jin et al. (2005), we set A = ξ 1 I + ξ 2 W and B = [ξ 3 I + ξ 4 W , ξ 5 I + ξ 6 W ], where I is the n × n identity matrix. Thus ξ = (ξ 1 , . . . , ξ 6 ) are "bridging" parameters, where ξ 1 , ξ 3 , and ξ 5 associate pairs of areal random effects defined on the same area unit, while ξ 2 , ξ 4 , and ξ 6 associate areal random effects among neighboring units. Thus ξ 1 and ξ 2 pertain to diseases 1 and 3 (esophagus and lung), ξ 3 and ξ 4 to diseases 1 and 2 (esophagus and larynx), and finally ξ 5 and ξ 6 to diseases 2 and 3 (larynx and lung). It is important to remember that, like the α and τ parameters, the ξ are defined on different conditioning levels, and thus cannot be directly compared. Note that the three equations given in (9) are proper CAR models, and hence the joint prior distribution is valid as long as all three of the distributions in (9) are valid. Boundary analysis may then proceed as before, with individual boundaries based on the posterior distributions of the ∆ η,ij,k , and composite boundaries perhaps based on the ∆η ,ij posteriors.
Turning to shared-component boundary analysis, we use the above Poisson likelihood and the link function given in (6), but slightly different priors than in Subsection 2.3, namely
Boundaries for the latent factor θ identify edges of abrupt change that are common to all of the diseases. Note that (11) assumes the residuals ψ ik are independent across both regions and diseases. We could easily generalize to independent CAR models (i.e., To avoid the oversmoothing often associated with the CAR model in boundary analysis, we can allow the areal adjacency matrix for the common factor to be random. Boundary analysis is straightforward using this approach: we simply replace the prior in (10) with the random adjacency CAR given in (3) and (4). That is, we assume θ|φ
where the φ E ij = 1 − w ij have the Ising prior given in (4). In other words, It is computationally difficult to specify a hyperprior for ν and estimate it from the data. This is because its full conditional under (12) Finally, we note an interesting connection between the GMCAR and shared component models. The latter's link function (6) can be written as log(
On the other hand, from the conditional specification of GMCAR given in (9), we have
) and φ 2 = B φ 1 φ 3 + 2 , where
). Plugging these into (7), we get log
where C 1 = [0 n×n , A], C 2 = B and C 3 = [0 n×n , I n×n ] are all n × 2n matrices, for f = φ 1 φ 3 and 3 = 0 n×1 . Thus f = φ 1 φ 3 is analogous to the latent factor vector θ in the shared component model, while the C k are playing the role of the factor loadings δ k . Of course, there are differences; the GMCAR has fewer areal random effects ( 1 , 2 , φ 3 ) than the shared component (ψ 1 , ψ 2 , ψ 3 , θ), and six "factor loading" parameters (ξ 1 , . . . , ξ 6 ) instead of just two (δ 1 , δ 2 ). The use of proper CAR specifications within either or both of these frameworks would also alter their properties, and thus how similarly they behave.
4 Data analysis
Multivariate areal wombling model selection
In this section, we illustrate and compare our various multivariate boundary analysis techniques in the context of the SEER three cancer dataset introduced in Section 1 and mapped in Figure 1 . We begin by selecting the best model. Here one often thinks of crossvalidatory or other out-of-sample forecasting methods, but they are less natural for areal data due to the interconnected and often irregular nature of the spatial lattice. The underlying map with its adjacency structure breaks down as soon as we decide to leave out one or more regions. Leaving regions out will not only result in a loss of information, but more importantly may lead to "islands" or other components in the map for which implementing the model itself will be difficult.
As such, we instead turn to DIC, an extension of the Akaike information criterion (AIC) that reflects both goodness of fit and complexity of hierarchical models. This criterion is based upon the deviance statistic, D(θ) = −2 log f (y|θ) + 2 log h(y), where θ is the collection of parameters in the model, f (y|θ) is the likelihood, and h(y) is any standardizing function of the data alone. The DIC is then defined as
E(D(θ)|y) is the posterior mean deviance, and p D is the effective number of parameters in
the model (i.e., a count that is typically less than the actual number of parameters due to the shrinkage of random effects toward their own grand mean). Using an asymptotic normal approximation to the posterior, Spiegelhalter et al. (2002) show that p D is sensibly defined as
, where θ is a suitable "plug-in" estimate of θ (say, the posterior mean). DIC can be interpreted approximately as the expected posterior loss in prediction when adopting a particular model. Thus using DIC to compare the various boundary analysis models is reasonable, since we are interested in selecting the model that leads to the best prediction of the boundary elements in the study region. Models with smaller DIC values are preferred.
We begin with a comparison of several neighborhood structures for our data. Table 1 gives p D and DIC values for several of our simpler models using different forms of the weight matrix W . All models in this table were fit using WinBUGS. The first column of the table indicates the spatial model. IndCAR refers to the model that fits three independent CAR models; i.e., it assumes independence between the diseases, but spatial association within each disease. Next, MIAR refers to the multivariate IAR model given in (7) and (8).
SHARED-G is described in (10) and (11), while SHARED-C replaces (11) with independent CAR priors for the ψ k , i.e.,
We adopt independent gamma priors with mean 1 and variance 100 for all the precision parameters, flat priors for the intercepts β, and N (0, 10 2 ) priors for the loading factors δ 1 and δ 2 (recall δ 3 is fixed at 1).
The second column of Table 1 indicates the promixity matrix W used in each CAR model.
Here we compare five possibilities, the first of which is the usual 0/1 adjacency structure.
Next are two structures for which we let w ij = exp(−ωd ij ) if areas i and j share a common boundary, and 0 otherwise. Here d ij is the distance between the centroids of the two counties, and ω is a spatial decay parameter. This neighborhood structure may be more appropriate if neighboring areas are sometimes of very different sizes, and we want to downweight the association of adjacent but large areas. Choosing small ω > 0 leads to a proximity matrix similar to the 0/1 matrix. Since WinBUGS will not permit unknown ω, we show results for two fixed choices of ω, 0.3 and 1. Finally, we consider w ij = exp(−ωd ij ) for all county pairs.
This neighborhood structure allows areas that are not physically connected to be neighbors, while still yielding W elements very close to 0 for widely separated county pairs. Table 1 indicates this assumption is not well supported by our data. Combining the adjacency and distance information (as the 0/e −ωd ij matrices do) leads to better results, but the simple 0/1 choice typically performs quite competitively. As such, we adopt the usual 0/1 proximity matrix for all subsequent models.
Next, we investigate the impact of different "binding strength" parameters ν on our SE models. Table 2 gives DIC and related summaries for three models and three choices of ν.
Here, IndSE denotes the model that fits separate SE models for every variable. The SEMIAR (site-edge MIAR) model is the one described near equation (12), while the SESHARED model adds an extra layer of random edge effects φ E onto SHARED-G by replacing (10) with (3) while larger ν fare better in the other two models. This difference is not surprising, since in the former case ν directly affects only the underlying factor, whereas in the latter two cases it affects all of the disease-specific spatial random effects. Table 3 gives a summarizing DIC comparision for our various areal wombling models.
All models used the conditionally independent Poisson likelihood, 0/1 adjacency matrix, and feature only an intercept β k (no covariates x ik ). The models in the first two blocks of rows in the table follow the log link function given in (7). The models in the third block of rows instead use the shared component link function (6), which requires estimation of the unknown factor loadings δ. The remaining differences across models lie mainly in their random effect specifications, as we now describe. ignored by this model. Conversely, the IndCAR model ignores inter-variable (in our case, cross-cancer) correlations, assigning independent CAR priors to the areal random effects for different variables. That is, we let φ
is the set of areal random effects for variable k. In a similar vein, the IndSE model fits separate SE models for every variable; this is the approach of Ma et al. (2006) .
For the hyperparameters of the models in the first row block, vague conjugate prior distributions are adopted, including flat priors for the intercepts, Gamma(mean 1, variance 100) priors for the precision parameters in the IID and IndCAR models, and a Wishart(R, r) prior for the p-dimensional precision matrix Λ in the MultIID model. We chose r = p and selected R to be diagonal (cancer counts at same locations are independent a priori), where the prior means for the diagonal entries of Λ were taken as 15 with variance 150.
For the models in the second block of Table 3 's rows, the MIAR is the model given in (7) and (8), while the SEMIAR (site-edge MIAR) model is described near equation (12).
For both models, we use the same Wishart prior for Λ as used above, and set the binding strength parameter ν = 1 in SEMIAR, based on the results of Table 2. The GMCAR model adopts the generalized MCAR approach using the structure and disease conditioning order given in (9). For this model, we assign N (0, 10 I) priors to ξ, flat priors to the intercepts β, independent gamma priors with mean 1 and variance 100 to τ 1 , τ 2 , and τ 3 , and independent U nif orm(0, 0.99) priors to α 1 , α 2 , and α 3 . Finally, the models in the third row block of Table 3 are the shared component (spatial factor analysis) models SHARED-G, SHARED-C, and SESHARED. In the latter case, we alter the binding strength parameter in (4) to ν = 0.1, as suggested by Table 2 ; all priors remain as specified earlier.
All of the models except IndSE, SEMIAR and SESHARED can be fit in WinBUGS or OpenBUGS. Comparing the DIC values for IID, MultIID and IndCAR in Table 3 , we see that adding spatial correlation improved DIC score more than adding inter-variable correlations.
IndSE performs better than the other "Block 1" models, but only marginally better than IndCAR and less well than any of the multivariate spatial models. The models accounting for both spatial and inter-variable correlations perform the best. The MIAR, SEMIAR, SHARED-G and SHARED-C have very similar DIC values, while SESHARED and GMCAR (which we have seen is related to the SHARED models) have the smallest DICs of all.
The SESHARED model is relatively robust to prior changes, and its interpretation is more straightforward than that of GMCAR. Moreover, the conditioning order used by our GMCAR is partially data-based; other orders either do not perform as well or lead to poor MCMC convergence. As such, we adopt the SESHARED model for our subsequent choropleth areal and wombled boundary maps.
Choropleth and wombled maps for the SEER data
Previous epidemiological studies and basic anatomical relations suggest that esophagus, larynx and lung cancer are related. As we noticed in Figure 1 , the raw SMRs for the three cancers show similar patterns of decrease from northeast to southwest. Thus it seems plausible to model an underlying common factor connecting the three diseases. Panel (a) of Figure 2 plots the posterior medians of the underlying shared component θ. Panel (b) identifies the counties with significantly positive or negative θ, i.e., those whose posterior 95% CI contains only positive or negative values. The remaining counties (those whose 95% CI includes zero) are labeled non-significant. The shared component exhibits a strong spatial pattern, with counties in northeastern Minnesota subject to higher cancer risk, and the risk decreasing as we move to the southwest. However, in the presence of the spatially structured shared component, the disease-specific residual effects ψ ik are all non-significant.
The (δ 1 , δ 2 , δ 3 ) in (6) are interpreted as "log-relative risk gradients" for the different diseases. In the case of no disease-specific effects ψ ik , we have log(µ ik ) = log E ik + β k + δ k θ i . Since δ 3 = 1, this means that θ i = log(η i3 ) − β 3 . Thus the shared component is the logrelative risk of lung cancer, "shifted" by β 3 . Since we internally standardize for each disease, The composite boundary map can be constructed based on either the shared component, or some summary of the disease-specific relative risks (which incorporate both shared component and disease-specific effect information). Panels (a) , (b) , and (c) of Figure 3 give composite boundaries based on ∆η ,ij , ∆ θ,ij , and φ E ij , respectively. The mean-based boundaries in panels (a) and (b) are quite similar, whereas the variance-based boundaries in panel (c) show different patterns that seem less helpful for boundary detection. Panels (d) and (e) identify mean-based edges whose posterior 95% CI for the corresponding parameter excludes 0. There are not many, but both panels identify boundaries separating portions of the Twin Cities metro area from the exurban and rural regions nearby. Next, Figure 4 shows maps of fitted relative risks η ik = µ ik /E ik for the three cancers.
Comparing them to the raw SMR plots shown in Figure 1 , we notice the characteristic shrinkage and spatial smoothing in the Bayesian estimates. Larynx cancer is a fairly rare disease, so with so little data about it we would like to borrow information from the other two diseases, as well as across space. Figure 4( b) reflects this desired smoothing.
Using the usual BLV idea, disease-specific boundary maps can be constructed based on ∆ η,ij,k posterior summaries. These boundaries are shown in Figure 5 . The boundary maps indicate similar patterns across disease, but subtle differences (say, east of the Twin Cities metro area in panel (b) , the larynx map) can be appreciated.
Finally, Figure 6 shows choropleth posterior median maps of the disease-specific residuals ψ ik , while Figure 7 gives corresponding mean-based boundaries. Recalling these random effects are for the most part not significantly different from 0, we regard these last plots as primarily exploratory tools. Still, Ramsey County (darkest shaded region in Figure 4 
Discussion and future work
In this paper, we have proposed several models that can be adopted to carry out multivariate boundary analysis. Accounting for correlations across both space and variables can improve the modeling, both in terms of improved DIC scores and more meaningful and easily interpretable maps and other summaries of the corresponding enhanced model parameters.
The SESHARED model emerged as best for our Minnesota cancer dataset, but many of the models we considered improved on the IndCAR and IndSE, two models that carefully account for spatial association but ignore correlation among the cancers.
In order to investigate the performance of our preferred SESHARED model more broadly, we carried out a brief simulation study. To control the size of the computation, we replace our Minnesota county-level grid by an idealized 4 × 4 template. We generate independent
Poisson counts with one mean for a set of contiguous "lower" regions, and another mean for the remaining, "upper" regions. We then create "true" boundaries that are correlated but not identical across the cancers as shown in Figure 8 : we set the "lower" units to be
Regions 1, 2, 3, 4, and 6 for Cancer 1, but add Region 7 to this list for Cancer 2, and further add Region 8 to this list for Cancer 3. We generate 1000 sets of artificial data, setting the two means equal to 10 and 2. We also assume equal populations in all areas, so that the internally standardized expected counts E ik for disease k are all equal to the average count Y k over all areas. Table 4 gives the empirical probabilities of correct selection (averaged over the 1000 simulated datasets) for the IndCAR, MultIID, and SESHARED models. The southwest-to-northeast pattern evident in Figure 1 motivates a search for a suitable spatially-oriented covariate to include in our models. Sadly, while a thorough search of the U.S. Census Bureau site quickfacts.census.gov yielded several county-level income, poverty, and occupational covariates, none emerged as worthy of inclusion in any of our spatial models. The proportion of each county's business establishments classifed as forestry, fishing, hunting, mining, or agriculture support was significantly associated with lung cancer for some models, but even this did not lead to worthwhile improvements in DIC score.
Other specifications could also be adopted for the shared-component and the diseasespecific random effects in (10) and (11). For example, we might decompose the common factor θ i in (6) with a vague prior for p. This is a convolution model encouraged by Lawson and Clark (2002) . As this model is highly overparameterized, model selection could be applied to see if modeling both spatially structured and unstructured random effects is warranted.
Our SEMIAR model assumed that the all disease-specific areal random effects share a ) denotes any suitable (typically proper) inverse covariance matrix. Here w ij,k is the ij entry of W k , the proximity matrix for variable k.
We note the IndSE model also uses a different W matrix for each disease, but does not allow modeling of any association among these matrices. Such inter-variable association can be incorporated through specification of the covariance structure of Φ, Σ = R −1
. Carlin and Banerjee (2003) and Gelfand and Vounatsou (2003) proposed useful techniques, but used a single, fixed neighborhood structure for all variables. In our SEMIAR setting, we could generalize their approach, decomposing Σ in the 3-variable case as Finally, multivariate areal wombling as described herein leads naturally to methods of spatiotemporal areal wombling, as needed to track changes in areal boundaries over time (say, for annual cancer surveillance purposes). Here the temporal units play the role of the p variables above. Space-time separability (analogous to our use of the Kronecker product in (8)) would be a natural assumption to ease conceptual and computational difficulties, but may or may not be justified for any given dataset.
