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Tato práce popisuje návrh a implementaci modulu do systému Nemea, sloužícímu ke gene-
rování záznamů o simulovaných síťových útocích. Dále tato práce obsahuje stručný popis
systému Nemea a některých síťových útoků. V neposlední řadě je součástí této práce popis
jednotlivých simulovaných útoků a způsoby jejich simulace.
Abstract
The thesis describes a design and implementation of Nemea system module purposed on ge-
neration of records about simulated network attacks. This thesis also contains brief descrip-
tion of Nemea system and several network attacks. Finally, part of this work is description
of simulated attacks and methods of simulations.
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Analýza síťového provozu je v dnešní době podstatnou součástí správy sítí. Jedním z nejdůleži-
tějších aspektů této analýzy je detekce síťových útoků a reakce na ně. Nemea je jedním ze
systémů, který se tímto zabývá.
V této práci popíšeme vytvořený modul pro generování záznamů o síťových útocích.
Tento modul je schopen generovat záznamy o různých útocích a také toto generování ve velké
šíři parametrizovat. Modul pracuje v rámci systému Nemea a slouží hlavně k testování
modulů, které detekují různé síťové útoky. V rámci práce si popíšeme v kapitole 2 systém
Nemea, jeho části, účel i použití. V kapitole 3 si ukážeme některé z používaných síťových
útoků, k jejichž simulaci tento modul slouží. V kapitole 4 následně vysvětlíme, jak tento
modul funguje, jeho konfigurační soubory a jejich parametry a nakonec i použití tohoto
modulu. V kapitole 5 si také ukážeme, které útoky jsme pomocí konfiguračních souborů
implementovali a jak jednotlivé konfigurační soubory generují jednotlivé záznamy o útocích.
Nakonec si v kapitole 6 otestujeme některé konfigurační soubory tohoto modulu a zda jsou
některé ostatní moduly Nemea schopny detekovat útoky, jejichž záznamy tyto konfigurační





Nemea [2] (Network Measurement and Analysis) je projekt k vytvoření modulárního sys-
tému pro analýzu síťových toků. Systém obsahuje řadu modulů, které fungují jako vzájemně
nezávislé procesy, komunikující s ostatními moduly pomocí definovaných rozhraní. Moduly
jsou obvykle propojeny jednostrannými komunikačními cestami a tvoří stromovou struk-
turu, kde kořen stromu slouží k příjmu dat o síťových tocích a listy stromu slouží k výstupu
analýzy. Systém je navržen tak, aby byl schopen zpracovávat data přijímaná v reálném
čase.
Jednotlivé moduly komunikují přes rozhraní platformy TRAP (TRaffic Analysis Plat-
form), která umožňuje rychlý přenos dat mezi jednotlivými moduly a to jak v rámci počí-
tače, tak i v rámci sítě. Data tedy v systému Nemea nejsou uložena v souborech u počítačů
zpracovávajících jednotlivé moduly, ale jsou ihned zpracována jednotlivými moduly.
2.1 Struktura systému využívajícího Nemea
Moduly systému Nemea jsou samostatné jednotky, které přijímají vstup ve formě proudu
datových záznamů na množině rozhraní a vysílají výstup na jinou množinu rozhraní. Jed-
notlivé moduly mohou mít různé účely, například jeden z modulů může spojovat výstupy
několika modulů do jednoho výstupu, druhý může z tohoto výstupu generovat upozornění
na podezřelou činnost. Funkčnost systému Nemea je tedy určena i jednotlivými použitými
moduly a jejich propojením.
Systém Nemea lze sestavit tak, aby vyhodnocoval data o síťových tocích přijímaná
v reálném čase, nebo aby vyhodnocoval data sesbíraná v minulosti a uložená na disku.
Ukázkou tohoto je zobrazení minimálního systému (obrázek 2.1), využívajícího modulů
systému Nemea.
Obrázek 2.1: Minimální systém využívající Nemea[2].
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Můžeme zde vidět, že první modul, který slouží ke čtení záznamů o síťových tocích
z disku, posílá informace o těchto tocích druhému modulu. Ten pak nedělá nic jiného, než
že shromažďuje některé statistiky o těchto tocích.
Další ukázkou je již složitější systém (obrázek 2.3), který slouží k přijímání a vyhodno-
cování dat v reálném čase z IPFIX kolektoru.
Obrázek 2.2: Složitější systém pro zpracování dat přijímaných v reálném čase[2].
Zde vidíme, že data jsou zpracována a následně vyslána do modulů pro detekci útoků
a počítání statistik. Výsledné informace z detekce všech modulů jsou následně spojené do
jednoho modulu a zaznamenány, případně oznámeny přes email lidskému operátorovi. Ka-
ždá detekce je samostatně zpracována některým modulem, což umožňuje mimo jiné snadné
rozšíření schopností systému. Na modulu
”
Statistics computation“ můžeme vidět, jak je
umožněno v systému Nemea zpracovávat úlohu potřebnou více různými moduly v jednom
a následně výsledky tohoto zpracování odesílat ostatním. Tento modul počítá jednotlivé
statistiky použité pro detekce anomálií a následně je periodicky zasílá k vyhodnocení a de-
tekci případných útoků. Tímto rozdělením práce do jednotlivých modulů se sníží vytížení
systému a zjednoduší implementace.
Na obou ukázkách můžeme vidět, že tyto systémy tvoří struktury složené ze vstupních
modulů, modulů pro zpracování dat a výstupních modulů.
2.2 Moduly systému Nemea
Každý modul je samostatně spuštěný proces, který komunikuje přes rozhraní TRAP s ostat-
ními moduly. Tento přístup má několik výhod oproti tomu, že by byl každý modul spuštěn
v jednom společném procesu.
Mezi tyto výhody patří například to, že je nám takto umožněno snadno implementovat
jednotlivé moduly v různých programovacích jazycích. Dále můžeme sledovat vytížení pro-
středků systému jednotlivými moduly a dle toho upravit jejich nasazení. V případě poruchy
(ukončení) některého modulu je také možno tento modul znovu nastartovat, aniž by bylo
nutné spouštět celý systém. Podstatnou výhodou je také snadnější nasazení systému na více
počítačů - každý počítač může obsluhovat jeden či více modulů, díky čemuž lze systém lépe
škálovat.
Při spuštění modulu se tento modul pokusí napojit na specifikovaná rozhraní ostatních
modulů. Tyto pokusy se opakují, dokud modul běží, nebo dokud nejsou úspěšné. V případě
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výpadku spojení se moduly periodicky snaží o znovunapojení. Moduly tedy lze spouštět
a vypínat dynamicky za běhu celého systému, bez toho, aby byl systém nefunkční. Tato
vlastnost umožňuje za běhu měnit celý systém dle potřeby nebo provádět jeho update, bez
výpadku systému.
Každý modul zpracovává vstupní data postupně, tj. každý záznam, který dorazí, je
zpracován samostatně a data jsou z modulů přenášena v okamžiku, kdy jsou zaslána na vý-
stupní rozhraní. Zároveň nejsou data ukládána na disk (pokud tak není přímo specifiko-
váno), ale jsou dočasně uložena v operační paměti u každého modulu. Díky tomuto modelu
komunikace modulů a uskladnění dat lze provádět analýzu síťového provozu v reálném čase
s minimálním zpožděním, na rozdíl od jiných podobných systémů, například systému NfSen.
Podstatnou vlastností systému Nemea, kterou využívá tato práce, je zaměnitelnost jed-
notlivých modulů. Konkrétně jde o schopnost systému zpracovávat uložené údaje o síťových
tocích z minulosti stejným způsobem, jako data v reálném čase. Toho se využije při gene-
rování záznamů o síťových útocích a díky tomuto také lze takto vygenerované záznamy
promíchat s reálnými daty (jak je ukázáno na obrázku 2.3). ve výsledku takto můžeme tes-
tovat různé algoritmy pro detekci síťových útoků nad stejným systémem, jaký bude nasazen
v reálném použití.
Obrázek 2.3: Ukázka spojení reálných a generovaných dat o síťovém provozu do jednoho
výsledného toku záznamů[2].
2.3 Rozhraní modulů
Jak již bylo řečeno, moduly komunikují pomocí jednotlivých rozhraní. Každé rozhraní je
jednosměrné (tedy každý modul má některá rozhraní vstupní a některá výstupní). Počet
jednotlivých rozhraní a jejich význam je definován ve zdrojovém kódu jednotlivých modulů,
jejich parametry jsou definovány při spuštění modulů. Přes spolu moduly komunikují zasí-
láním jednotlivých záznamů a všechny záznamy, zaslané či přijaté jedním rozhraním, musí
mít stejný formát.
Jednotlivá rozhraní mohou mít různé formáty, přičemž tyto formáty jsou definovány při
spuštění těchto modulů. Díky tomu lze při běhu systému definovat jednotlivé položky těchto
formátů. Tyto formáty jsou specifikovány pomocí formátu UniRec, který bude podrobněji
popsán v kapitole 2.6.
Existují různé druhy rozhraní, ke všem se však přistupuje pomocí shodného API. Druh
rozhraní, stejně jako jeho formát, je specifikován při spuštění modulu. Díky existenci jed-
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notného API pro přístup k rozhraním je každý modul nezávislý na použitém rozhraní, což
usnadňuje implementaci modulů. Rozhraní v systému Nemea jsou implementována pomocí
platformy TRAP, která bude podrobněji popsána v kapitole 2.5.
2.4 Použití Nemea
Systém Nemea sám o sobě slouží pouze jako platforma k nasazení konečného systému.
Tento konečný systém je definován jednotlivými použitými moduly a jejich vzájemným
propojením pomocí jednotlivých rozhraní. Toto umožňuje navrhnout výsledný systém tak,
aby co nejlépe vyhovoval určené roli a síti. Rozhraní pro vývoj jednotlivých modulů také
umožňuje, aby si uživatelé pro vlastní potřeby vyvinuli nové moduly.
Vývoj nových modulů je usnadněn jak díky API pro komunikaci mezi jednotlivými mo-
duly, tak díky sdíleným funkcím pro práci se záznamy, výpočet různých hashovacích funkcí,
nebo jiným obvyklým činnostem. Navíc existuje několik modulů, například modul pro zá-
znam všech datových toků, které dále usnadňují implementaci nových modulů. Součástí
systému Nemea je ovládací skript, který umožňuje snadno nastavit ovládání jednotlivých
modulů v rámci systému. Tento skript umožňuje spouštět a zastavovat jednotlivé moduly
a také celý systém jako takový.
2.5 Traffic Analysis Platform (TRAP)
Platforma TRAP umožňuje komunikaci mezi jednotlivými moduly Nemea přes jednotné
API. Toto API je zpřístupněno přes sdílený objekt libtrap, který je za překladu spojen
s každým modulem Nemea. Následně si moduly přes něj zasílají zprávy, jak je ukázáno
na obrázku 2.4.
Vidíme zde, že TRAP zapouzdřuje nižší vrstvy komunikačního rozhraní, díky čemuž
se při implementaci modulů Nemea není potřeba starat o podrobnosti a rozdíly mezi lo-
kální komunikací v rámci počítače a síťovou komunikací. Veškerá komunikace se provádí
v okamžiku poslání dat a může být jak blokující, tak neblokující.
Obrázek 2.4: Komunikace mezi moduly pomocí TRAP[2].
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Nižší vrstvy TRAP pracují s několika rozhraními - TCP soket (TCP IFC), UNIX soket
(UNIX IFC) a SHMEM (SHMEM IFC). Kromě toho se TRAP stará na jiných vrstvách
o další funkce určené ke zlepšení přenosu, jak je ukázáno na obrázku 2.5.
Obrázek 2.5: Podrobnější pohled na TRAP a jeho jednotlivé vnitřní vrstvy[2].
Nejpoužívanější komunikační rozhraní jsou TCP IFC a UNIX IFC, které umožňují ko-
munikaci mezi jedním výstupním rozhraním a množinou vstupních rozhraní, na rozdíl od
SHMEM, které umožňuje pouze komunikaci mezi jedním výstupním a jedním vstupním
rozhraním.
Parametry TRAP a použité komunikační rozhraní jsou nastaveny uživatelem v okamžiku
spuštění modulů. Po spuštění modulu TRAP automaticky zajistí připojení na definovaných
vstupních a výstupních rozhraních, takže moduly se o toto nemusí starat. Stejně tak je
zajištěna obnova připojení, pokud se toto spojení přeruší. Všechny tyto pokusy o spojení
probíhají stejným způsobem bez ohledu na to, jaké komunikační rozhraní bylo vybráno.
2.6 Formát UniRec
Tento datový formát využívaný platformou TRAP pro zasílání zpráv mezi moduly Nemea
umožňuje přenášet data různých formátů a velikostí. Tento formát umožňuje dynamicky
měnit strukturu přenášených dat, při využití co nejmenšího datového objemu. Data se po-
sílají v záznamech, což jsou jednotlivé nejmenší možné posloupnosti dat, které lze tímto
systémem posílat. Jednotlivé záznamy se skládají z položek, které obsahují přenášená data.
Složení záznamů z položek definuje tzv. šablona UniRec. Každé rozhraní a všechny záznamy
přes něj posílané mají jednu stejnou šablonu po celou dobu své životnosti, tudíž všechny
záznamy použité na stejném rozhraní mají stejný formát. Moduly spojené přes rozhraní
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musí po tomto rozhraní vysílat a přijímat data ve stejné šabloně. Parametry rozhraní mo-
dulu jsou definovány při spuštění aplikace, ale jejich funkcionalita je určená při překladu
aplikace.
2.6.1 Struktura záznamu UniRec
Položky záznamů UniRec mohou mít jak pevnou, tak proměnnou délku. Z tohoto důvodu
se záznamy dělí na části o pevné délce - statické, a na části o proměnlivé délce - dynamické.
Záznamy jsou uloženy v datové struktuře podobné struktuře z programovacího jazyka C.
Data jsou uložena za sebou, bez výplně mezi nimi. Dynamické záznamy jsou uloženy po
konci této struktury, přičemž informace o jejich offsetu jsou uloženy po konci statických
záznamů – viz obrázek 2.6.
Obrázek 2.6: Ukázka UniRec záznamu o několika statických a dynamických polích[2].
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Pořadí jednotlivých položek je vždy jednoznačně určeno pomocí pravidel beroucí v potaz
typ pole (dynamické/statické), délku a jméno. Při specifikaci šablony se tedy neurčuje
uživatelem pořadí položek.
Přístup k jednotlivým položkám většinou probíhá přes makra, díky čemuž není potřeba
při implementaci modulu pořadí jednotlivých položek zjišťovat. Jednou z výhod této struk-
tury je to, že nároky na práci s touto strukturou nejsou o moc větší, než na práci s již
zmíněnou strukturou v C.
Jako datové typy v UniRec záznamech lze použít jakýkoliv ze základních datových typů,
podporovaných jazykem C, nebo speciální datové typy pro záznam času a pro uchování IP
adres (datový typ uchovávající adresu ve formátu IPv4 i IPv6). Mezi v současnosti defino-
vané záznamy UniRec patří např. zdrojová a cílová IP adresa, porty, určení L4 protokolu
(TCP, UDP,. . .), velikosti jednotlivých síťových toků, informace z http hlavičky atd. Názvy
jednotlivých položek mají vždy formát UR *, například UR SRC IP.
2.7 Moduly implementované v systému Nemea
V době psaní této práce existuje v Nemea přes 40 implementovaných, nebo právě vyvíjených
modulů. V této kapitole si některé z nich popíšeme, abychom si tak lépe udělali přehled
o schopnostech systému Nemea. Zaměříme se na moduly, které byly využity při vývoji
tohoto modulu.
2.7.1 Nfdump Reader
Tento modul slouží k načítání dat do systému Nemea ze souborů ve formátu Nfdump.
V tomto formátu jsou ukládány informace o síťových tocích, které jsou po načtení tímto
modulem převedeny do formátu UniRec. Modul umožňuje načítat data z jednoho i z více
souborů a v omezené míře záznamy upravovat (jedná se o úpravu časových údajů záznamu).
2.7.2 Flow Counter
Tento modul slouží k získávání některých základních údajů o datových tocích. Má jedno
vstupní rozhraní, žádné výstupní a jeho účelem je počítat celkové množství paketů a bytů,
které datové toky obsahují. Po ukončení modulu jsou tyto údaje vypsány na standardní
výstup. Je to jeden z modulů, který slouží hlavně k testování při vývoji ostatních modulů.
2.7.3 Logger
Další z modulů využívaných hlavně pro testování. Tento modul bez výstupního rozhraní
a s libovolným množstvím vstupních rozhraní vypisuje veškeré přijaté informace o datových
tocích na standardní výstup v čitelném formátu. Vstupní rozhraní mohou využívat jaký-
koliv formát, formát výpisu je určen při spuštění modulu. Tento modul byl nejdůležitějším
modulem používaným při vývoji modulu, o kterém pojednává tato práce.
2.7.4 HostStats
Tento modul slouží k analýze síťových toků jednotlivých IP adres. Počítá statistické údaje
o jednotlivých IP adresách a dle jednoduchých pravidel hledá podezřelé chování (například
podezření z DOS útoku). Tato podezření pak odesílá na své výstupní rozhraní.
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2.7.5 DNS amplification, DNS amp twente
Oba tyto moduly samostatně slouží k detekci odraženého amplifikovaného DNS útoku,
popsaného v kapitole 3.2.6. Každý z modulů má jedno vstupní a jedno výstupní rozhraní,
na které odesílá informace o detekovaných útocích.
2.7.6 Merger
Účelem tohoto modulu je vzít datové toky z několika rozhraní a spojit je do jednoho. Modul
používá libovolné množství vstupních rozhraní a jedno výstupní. Tento modul je pro nás
důležitý hlavně z toho důvodu, že umožňuje zkombinovat výstup modulu popsaného touto
prací a výstup ostatních modulů do jednoho výstupu, který lze pak využít k testování
modulů pro detekci datových útoků. Modul umožňuje kombinovat vstupy buďto s ohledem




V této kapitole si popíšeme jednotlivé typy některých síťových útoků. Za síťové útoky
budeme v rámci této práce považovat nejen síťovou komunikaci, která narušuje činnost
služby[6], ale i síťovou komunikaci sloužící k účelnějšímu použití síťových útoků. Popíšeme
si zde nejenom síťové útoky, které výsledný modul generuje, ale i jejich varianty, které je
modul s drobnými úpravami konfiguračních souborů schopen generovat.
3.1 Skenování portů
Skenování portů[3] slouží ke zjištění informací potřebných ostatními síťovými útoky. Útoč-
ník se jím snaží odhalit informace o cíli nebo cílech, a ty následně využít k jiným útokům.
Podobně jako při jiných útocích, i při tomto útoku se snaží útočník omezit množství vy-
ložené námahy (hlavně zdrojů útočníkova počítače) a maximalizovat zisk (v tomto případě
množství zjištěných informací). Díky tomuto lze tyto útoky detekovat. Nejpoužívanějším
způsobem, jak klasifikovat druhy skenování, je dle množství cílů a množství zjišťovaných
informacích o cíli. Často se tedy uvádí dělení na horizontální skenování a vertikální skeno-
vání.
3.1.1 Vertikální skenování
Vertikální skenování se zaměřuje na jeden cíl (jedno zařízení) a větší rozsah portů cíle.
Účelem tohoto skenování bývá zjištění zranitelných míst konkrétního cíle. Tento útok se
projevuje zasíláním paketů na množství různých portů cíle a může zároveň sloužit jako
časné varování o možném následujícím útoku.
3.1.2 Horizontální skenování
Horizontální skenování se nezaměřuje na cíl, ale na službu. Tím pádem se skenuje větší
množství cílů, ale menší množství portů jednotlivých cílů. Útočník mívá informaci, jak
využít konkrétní zranitelnost systémů a hledá systémy, kde by tuto zranitelnost využil.
Tento útok je možné na rozdíl od vertikálního skenování detekovat pouze při sběru informací
o síťovém provozu z velkého množství zdrojů, neboť cíle detekují tento útok pouze jako malé
množství paketů na málo portů za jednotku času.
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3.1.3 Skenování využívající protokolu TCP
Skenování využívající protokolu TCP se zaměřují na ustavení TCP spojení. Spojení se nava-
zuje tzv. Three-Way Handshakem, což je proces výměny paketů mezi zdrojovým a cílovým
strojem (zdrojem a cílem). Tento proces je znízorněn na obrázku 3.1. Zdroj napřed zašle
z nějakého svého portu na nějaký (i jiný) port cíle paket s příznakem SYN (fáze 1). Pokud
cíl na tomto portu poslouchá a přijme toto spojení (fáze 2), odešle paket s příznaky SYN
a ACK. V poslední fázi odpoví zdroj paketem s příznakem ACK a tím dokončí navázání
spojení. Následuje po čase už pouze ukončení spojení.
Obrázek 3.1: Navázání spojení[3].
Při odmítnutí spojení cílovým strojem se jeho odpověď liší a odpoví paketem s příznaky
RST, ACK, jak je vidět na obrázku 3.2.
Obrázek 3.2: Odmítnutí navázání spojení[3].
Tento postup pouze popisuje úplné navázání spojení, zdroj však již při příjmu odpovědi
ve fázi 2 ví, že cíl je ochoten naslouchat na zadaném portu. Díky tomu má možnost se snažit
buďto o úplné navázání spojení, nebo pouze o částečné a neprovádět fázi 3. Navíc může cíl
neodpovědět vůbec – například pokud je požadavek odstíněn firewallem.
Jednoduché TCP skenování
Nejjednodušším způsobem, jak testovat otevření portů s TCP protokolem je využitím sys-
témových funkcí o navázání spojení a jeho následné ukončení. Při tomto se provede celý
three-way handshake (ať už úspěšně nebo neúspěšně) a vyšlou se pakety k ukončení spojení.
Výhodou tohoto postupu je jeho jednoduchost, nevýhodou je však zbytečné vytížení útoč-
níka navazováním a ukončením úplného spojení. Útočník totiž vygeneruje pakety nejenom
ve fázích 1 a 3, ale i pakety pro ukončení spojení.
SYN skenování
SYN skenování (nebo také half-open skenování) je typ TCP skenování, které při své imple-
mentaci nevyužívá systémových funkcí pro navázání spojení, ale vysílá a přijímá samostatné
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pakety. Toto skenování se označuje jako SYN skenování proto, že provádí pouze fázi 1 na-
vázání TCP spojení – vyslání SYN paketu. Jakmile přijde odpověď od serveru, navazování
spojení je zrušeno (viz obrázek 3.3). Jedná se tedy o částečné navázání spojení a útočník
tímto generuje méně paketů, než při jednoduchém TCP skenování.
Obrázek 3.3: SYN skenování, pokud je port otevřený[3].
Při odmítnutí spojení cílem je postup stejný jako při jednoduchém TCP skenování.
Inverzní TCP skenování
Tato technika skenování je vytvořena tak, aby bylo obtížnější ji odhalit bezpečnostními me-
chanismy (firewall, IDS). Většina těchto mechanismů je totiž nastavena tak, aby jednoduché
TCP skenování a SYN skenování, mířící na specifické porty, odhalilo.
Základem této techniky je posílání paketů se zvláštními TCP příznaky na porty. Inverzní
se tato technika nazývá proto, že od cíle neočekává reakci na otevřený port (viz 3.4), ale
reakci na uzavřený port (viz 3.5). Tímto je útočník někdy schopen využít toho, že dle RFC
standardu má každý stroj na paket zaslaný na uzavřený TCP port odpovědět paketem
s příznaky RST, ACK.
Jsou tři základní podruhy tohoto útoku, dle toho, které příznaky se nastaví v paketu
posílaném útočníkem:
• paket s příznakem FIN,
• paket s příznaky FIN, URG, PUSH,
• paket bez jakýchkoliv příznaků.
Nastavení jednotlivých příznaků je takto určeno, aby se zvýšila jejich šance na proniknutí
bezpečnostními mechanismy.
Obrázek 3.4: Inverzní skenování, pokud je port otevřený[3].
Tato technika počítá s tím, že systém cíle se bude řídit RFC standardem (RFC 793[13]).
Pokud tomu tak není (například u systému Microsoft Windows) je tento způsob útoku
neefektivní. Firewall také může tento útok ovlivnit tak, že cíl nebude například odpovídat.
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Obrázek 3.5: Inverzní skenování, pokud port není otevřený[3].
3.1.4 Skenování využívající protokolu UDP
UDP je bezstavový protokol, díky čemuž je způsob zjištění služeb naslouchajících na por-
tech, které ho využívají, obtížnější. Jsou dva způsoby, jak toto provést.
• Vyslání paketů na všechny porty cíle a následné čekání na ICMP Destination Unrea-
chable, čímž se zjistí uzavřené porty (viz – 3.7).
• Využití specifických klientů, využívajících UDP (např. snmpwalk, a čekání na jejich
odpovědi.
Využití prvního způsobu bývá navíc často obtížné, neboť ICMP pakety jsou občas fil-
trovány a pak nelze odlišit otevřený (viz 3.6) a uzavřený port.
Obrázek 3.6: První způsob UDP skenování, pokud port je otevřený[3].
Vidíme zde, že tento způsob je také inverzním skenováním, tudíž zda tento způsob
funguje, zjistíme až při příjmu záporné odpovědi.
Obrázek 3.7: První způsob UDP skenování, pokud port není otevřený[3].
3.1.5 Skenování využívající protokolu ICMP
Skenování pomocí protokolu ICMP není příliš využívané pro síťové útoky, neboť většina
sítí dbajících o bezpečnost zprávy protokolu ICMP blokuje. Některé však ne, neboť ICMP
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protokolu se využívá ke zjišťování problémů v sítích. Některé ICMP zprávy se využívají
i k jiným účelům (např. ICMP Redirect), ale pro tyto zprávy není ve skenování využití.
Zajímavým způsobem využití ICMP skenování je zjištění operačního systému cíle. Toto
skenování využívá toho, že na různé ICMP zprávy některé systémy odpovídají a některé
ne.
Tabulka 3.1 ukazuje odpovědi operačních systémů na přímo zaslané ICMP požadavky
(např. echo request) a na požadavky zaslané přes broadcast. O značí, že na skenování systém
odpoví, N značí, že neodpoví.
Operační systém echo timestamp information subnet address mask
Linux O O N N
Linux (broadcast) O O N N
BSD O O N N
BSD (broadcast) N N N N
Solaris O O N O
Solaris (broadcast) O O N N
Windows 95, 98, ME O O N O
Windows 95, 98, ME (broadcast) N N N N
Windows NT 4.0 O N N N
Windows NT 4.0 (broadcast) N N N N
Windows 2000 O O N N
Windows 2000 (broadcast) N N N N
Cisco IOS O O O N
Cisco IOS (broadcast) N N O N
Tabulka 3.1: Odpovědi operačního systému na ICMP zprávy[3].
16
3.2 Denial of Service
Denial of Service[16] (DOS) je technika útoku na síťovou službu, která spočívá v přehl-
cení služby požadavky a tím k zajištění její nedostupnosti, nebo nedostupnosti některých
informací.
Příznaky DOS útoků jsou následující[9].
• Neobvyklé zpomalení služby.
• Nedostupnost konkrétní webové služby.
• Nedostupnost jakékoliv webové služby.
• Náhlé zvýšení obdrženého spamu.
DOS útoky mají většinou jeden ze dvou následujících cílů.
• Pád služby.
• Zahlcení služby požadavky a tím její odepření.
Většinou se DOS útoky dělí podle odepřených služeb na pět skupin.
1. Spotřeba zdrojů cíle (např. šířky pásma nebo paměti).
2. Narušení konfigurace sítě.
3. Narušení stavových informací, např. u TCP spojení.
4. Narušení fyzických komponent sítě.
5. Narušení komunikačního média mezi uživateli a službou
U DOS útoků se také často využívá metody tzv. IP spoofing, která spočívá v podvržení
IP hlaviček odesílatele pro účely ztížení identifikace útočníka. U některých útoků se tohoto
dá využít i k vytvoření tzv. odražených a amplifikovaných útoků. Odražený útok znamená,
že zdrojová IP adresa útočníka se podvrhne v paketu za IP adresu cíle, čímž se docílí, že
na cíl posílá pakety třetí strana, využitá k odrazu. Amplifikovaný útok je druh odraženého
útoku, kdy třetí strana generuje větší síťový provoz než útočník, čímž umožňuje útočníkovi
provádět účinnější útoky.
Popíšeme si teď některé DOS útoky, přičemž se zaměříme na útoky zaměřené na zahlcení
serveru požadavky (flooding).
3.2.1 ICMP flooding - smurf attack
Tento útok počítá s chybnou konfigurací nějaké sítě, která umožňuje útočníkovi zasílat přes
broadcast ICMP zprávy na všechny počítače určité sítě. Tato síť pak slouží k amplifikaci
útoku (ukázáno například na obrázku 3.8) a díky podvržené zdrojové IP adrese tak tato síť
posílá na cílový počítač velké množství ICMP odpovědí. Tímto se zahltí šířka pásma cíle,
jedná se tedy o útok skupiny 1.
Jak již bylo řečeno, tento útok počítá s chybnou konfigurací sítě, kterou využije ke své
amplifikaci. Aby se zlepšila ochrana před tímto útokem, existuje např. Smurf Amplifier Re-
gistry (SAR)[11], který obsahuje seznam sítí s chybnou konfigurací a umožňuje tak síťovým
uzlům útoků např. filtrovat data z těchto sítí.
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Obrázek 3.8: ICMP flooding s pomocí amplifikace[10].
3.2.2 Ping flooding
Tato jednodušší varianta ICMP flooding vyžaduje, aby útočník měl větší šířku pásma, než
jeho cíl (viz 3.9). Útok sám o sobě je velice jednoduchý, spočívá v posílání ICMP Echo
Request paketů (ping) v co největším množství na cílový systém. Jedná se tedy zase o útok
ze skupiny 1.
Obrázek 3.9: ICMP Ping flooding vyžaduje větší šířku pásma útočníka, než má cíl.[7].
I u tohoto útoku samozřejmě lze falšovat zdrojovou IP adresu, ale pouze s tím výsledkem,
že útočník nebude dostávat odpovědi na ICMP Echo request.
V minulosti existovala varianta tohoto útoku, nazývaná Ping of death, která spočívala
v zasílání příliš velkých ICMP Echo Request paketů, což způsobovalo pády některých cílo-
vých systémů. Chyba toto způsobující je na dnešních systémech opravena a tento útok se
tedy již nevyužívá.
Obrana před Ping flooding je vcelku snadná (např. blokování příjmu ICMP Echo Request
zpráv ve firewallu).
3.2.3 SYN flooding
Tento útok (zobrazen na obrázku 3.10) již nevyužívá protokolu ICMP, ale protokolu TCP,
přesněji navázání spojení tímto protokolem (viz 3.1.3). Útočník posílá cíli SYN pakety
(začíná navazovat spojení) a podobně jako u SYN skenování (viz 3.1.3) pak na odpověď
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cíle už nereaguje. To způsobí, že cíl si na spojení vyhradí prostředky a čeká určitou dobu
na odpověď, čímž spotřebovává zdroje - jedná se tedy o útok ze skupiny 1. Proti tomuto
útoku se lze bránit např. metodami, popsanými v RFC 4987[15].
Obrázek 3.10: TCP SYN flooding[4].
3.2.4 Permanent Denial of Service
Tyto útoky, někdy také nazývané phlashing [5] jsou útoky, které se snaží poškodit hardware
cíle. Jsou to tedy útoky ze skupiny 4. Tyto útoky se snaží využít bezpečnostních chyb,
které obsahují různé síťové prvky (např. routery), k získání administrátorského přístupu
k systému. Následně může pozměnit firmware zařízení a způsobit tak nenapravitelnou škodu
na zařízení.
Jedná se složitý typ útoku k provedení, který však může mít za následek nákladné
škody a ochrana před ním spočívá primárně v odstraňování bezpečnostních chyb, které by
ho umožnily.
3.2.5 Pomalý DOS na HTTP
Tento relativně nový typ útoku (byl objeven roku 2009[16]), spočívá v navázání HTTP spo-
jení s cílem a zasláním HTTP POST hlavičky, která mimo jiné obsahuje položku
”
Content-
Length“. Tato položka určuje, jakou velikost bude mít přenášená zpráva, která po hlavičce
následuje. Útočník následně neposílá celou zprávu naráz, ale snaží se ji poslat co nejpoma-
leji tak, aby cíl ještě udržoval otevřené spojení (viz obrázek 3.11). Cíl se tedy snaží čekat
na celou zprávu, jejíž délku uvádí
”
Content-Length“, čímž spotřebovává velké množství
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zdrojů. Útočník mezi tím může za spotřeby mnohem menšího množství zdrojů navazovat
další stejná spojení a tak zahltit cíl. Jedná se tedy o útok ze skupiny 1.
Výhodou tohoto útoku je obtížná obrana před ním a také jeho obtížná detekce, neboť
tento útok generuje minimum síťového provozu.
Obrázek 3.11: Pomalý DOS útok - varianta RUDY[12].
Uvedený útok je zde popsán ve variantě R-U-Dead-Yet? (RUDY), kromě této varianty
existuje například varianta Slow Read attack.
3.2.6 Odražený amplifikovaný DNS DOS útok
Hlavní myšlenkou tohoto útoku je využití odpovědí veřejných DNS serverů k útoku na jiné
systémy. Toho se docílí tak, že se zašle DNS serveru DNS dotaz s podvrženou zdrojovou
IP adresou. na tuto adresu se následně DNS server pokusí zaslat odpověď na dotaz a tím
napomůže útoku. Proto je tento útok nazýván odraženým. Standardně lze dostat z DNS
serveru pakety odpovědí až o velikosti 512B. Pokud tak například pošleme žádost o velikost
pouze 70B, lze dostat asi 7× větší paket, než byl použit k útoku. Proto je tento útok
amplifikovaný. Při použití EDNS lze dostat ještě větší odpovědi, ale pouze na DNS serverech,
které toto podporují. Pro co největší velikost DNS záznamů lze využít ovládanou doménu,
u které si útočník nastaví vlastní záznamy, jak je například ukázáno na obrázku 3.12. Při
tomto útoku lze samozřejmě také využít více než jeden DNS server. Díky využití veřejných
DNS serverů je také tento útok zvláště obtížný k detekci, zvláště pokud se využije DDOS
varianta.
Obrázek 3.12: Schéma odraženého amplifikovaného útoku přes DNS[8].
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3.2.7 Distributed Denial of Service útok
Distributed Denial of Service (DDOS) útoky se od DOS útoků liší v počtu útočníků. Při
DOS útoku útočí jeden počítač, nebo jiné malé množství počítačů. U DDOS útoků je však
útočníků větší počet, což umožňuje generovat mnohem větší zátěž na cílovou službu. Také
obrana před těmito útoky je náročnější, například proto, že jednotlivé stroje účastnící se
útoku, se mohou chovat méně nápadně.
Při DDOS útoku mohou být útočníci buďto dobrovolní, nebo může být využito tzv.
”
zombie“ (viz obrázek 3.13). Jako zombie je označován počítač napadený tak, že jeho vlast-
ník ztratil kontrolu nad jeho funkcemi.
Obrázek 3.13: DDOS útok s pomocí zombie počítačů kontrolovovaných prostředníky[16].
DOS útoky někdy mohou vypadat jako DDOS útoky díky metodě IP spoofing, ale




Útoky pro získání přístupu uhodnutím hesla jsou dalším častým typem útoků, který se
zaměřuje na servery. Tyto útoky na rozdíl od DOS útoků většinou negenerují takovou zátěž
pro síť a jsou tedy síťovými uzly tímto způsobem hůře detekovatelné. Protože se však vždy
zaměřují na konkrétní službu, jsou snadno detekovatelné pro cíl útoku.
Tyto útoky lze provádět metodou hrubou silou, pomocí slovníku hesel, nebo kombi-
nací obou předchozích. Hlavním rozdílem mezi těmito metodami je pouze průměrný počet
pokusů nutný k uhádnutí hesla.
3.3.1 Hádání hesla na SSH
Tento útok využívá systému SSH, který umožňuje uživateli zpřístupnit příkazovou řádku
na vzdáleném počítači (většinou se systémem Linux)[1]. Pro přístup k SSH ze vzdáleného
počítače lze použít dva různé přístupy - buďto se přihlásit pomocí kombinace uživatelského
jména a hesla, nebo pomocí kryptografického klíče. Tento útok využívá první variantu.
Tento útok pro svůj úspěch vyžaduje dvě věci – možnost přihlášení přes SSH z internetu
na cílový stroj a dostatečně slabé heslo, aby šlo v rozumném čase uhádnout. SSH při
odpovědích na přihlášení neříká, zda zadané uživatelské jméno existuje nebo ne, proto se
tyto útoky většinou zaměřují na nejobvyklejší účty, u kterých očekávají, že existují a že
mají dostatečná oprávnění k následnému využití počítače. Nejčastějším takovým účtem je
”
root“. Po výběru uživatelského účtu následuje množství pokusů o přihlášení a odpovědí
na ně. Tento útok může být obtížné odhalit, zvláště pokud se jedná o útok za použití malého
slovníku, neboť se neliší od klasických pokusů o přihlášení na SSH.
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Kapitola 4
Modul pro generování záznamů
o síťových útocích
Jedním ze dvou hlavních cílů této práce je vytvoření modulu systému Nemea, který bude
sloužit ke generování záznamů o síťových útocích. Tento modul by měl být schopen genero-
vat záznamy o provozu na síti simulující útoky a to tak, aby zvládal simulovat různé útoky
a tyto útoky také dle zadaných parametrů měnit.
V následující kapitole bude několikrát použito termínu náhodný výběr. Budeme tím
rozumět pseudonáhodný výběr s použitím rovnoměrného rozdělení. Dále také budeme pou-
žívat termín struktura pro generování záznamů. Tato struktura, vyskytující se v konfigura-
čních souborech, bude podrobněji popsána a vysvětlena v kapitole 4.2.
4.1 Struktura modulu
Vytvořený modul se skládá ze dvou částí - modulu jako takového a konfiguračního souboru,
který je modulu zadán při spuštění. Modul pracuje tak, že na základě konfiguračního sou-
boru generuje záznamy o síťovém toku, generované útoky nejsou tedy popsány ve zdrojových
kódech modulu, ale v konfiguračním souboru. Toto umožňuje jednomu modulu generovat
různé síťové záznamy a snadno měnit jejich vlastnosti. Tento modul funguje jako zdro-
jový modul systému Nemea, má jedno výstupní rozhraní, žádné vstupní a jediný parametr
(kromě parametru definujícího TRAP rozhraní), kterým je název souboru konfigurace.
Aplikace modulu se dělí na dvě části - načtení parametrů síťového provozu ke generování
ze zadaného souboru a uložení těchto parametrů, a generování záznamů o zadaném provozu.
Vygenerované záznamy jsou pak poslány po zadaném rozhraní ostatním modulům.
4.1.1 Načítání parametrů
Načítání parametrů může probíhat z jednoho, nebo ze dvou konfiguračních souborů. Pokud
se načítají parametry z jednoho souboru, tak tento soubor musí obsahovat všechny nasta-
vované parametry a strukturu pro generování záznamů. Pokud se parametry načítají ze
dvou souborů, tak první, tzv. template soubor obsahuje některé z parametrů a celou struk-
turu pro generování záznamů. Druhý soubor pak popisuje stejnou strukturu jako soubor
template, ale jiné parametry. Pokud obsahuje některé shodné parametry na stejné pozici
struktury, jako template, tak jsou tyto hodnoty přepsány nebo přidány k ostatním těmto
hodnotám. Způsob chování se liší dle použitého parametru. Podrobněji bude toto chování
vysvětleno v kapitole 4.2.
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Načítání parametrů a struktury probíhá čtením jednotlivých řádků konfiguračních sou-
borů. Bílé znaky jsou ignorovány, a pokud je na začátku řádku znak ’#’, tak je celý zbytek
řádku také ignorován (je považován za komentář). Takto je zpracován každý řádek a dle
načtených popisů parametrů jsou volány funkce pro zpracování těchto parametrů a jejich
převod do vnitřní reprezentace modulu. Zpracování řídících parametrů (viz 4.2) je oddělené
od zpracování ostatních parametrů. Každá funkce pro zpracování těchto ostatních parame-
trů má stejný formát vstupů a výstupů. Zpracování probíhá jako převod řetězce vstupu
na vnitřní reprezentaci a následné uložení na zadanou paměťovou adresu. V modulu je
předpřipraveno množství funkcí na zpracování parametrů zapsaných v různých formátech,
které je možno využít, takže přidání schopnosti načíst nové parametry není obtížné.
4.1.2 Generování záznamů dle parametrů
Modul vždy generuje jeden záznam na základě požadavku o další záznam. Záznamy se tedy
vždy generují jednotlivě a kromě několika mála informací o některých minulých záznamech
se informace o minulém vygenerovaném záznamu neuchovávají. V okamžiku generování již
nelze měnit jakkoliv parametry generování, ani toto generování ovlivňovat. Lze se pouze
dotazovat na další z posloupnosti vygenerovaných záznamů.
4.2 Struktura konfiguračních souborů modulu
Při návrhu struktury konfiguračních souborů bylo potřeba brát na zřetel několik různých
požadavků, které by měla být schopna tato struktura splňovat:
• schopnost definovat co nejvíce různých záznamů o síťovém provozu bez úprav zdro-
jových kódů aplikace,
• jednoduchost a rychlost definování těchto záznamů,
• umožnění jak přesného definování záznamů, tak i obecného, aby generované záznamy
nebyly shodné při každém spuštění při použití stejného konfiguračním souboru.
Z těchto požadavků lze vidět, že konfigurační soubor musí umožnit nastavovat co nejvíce
informací o generovaných tocích a zároveň toto nastavování musí být u jednotlivých položek
specifické, aby bylo co nejsnadnější.
Konfigurační soubor popisuje stromovou strukturu, kde se při generování záznamů za-
číná u kořene stromu. Každý uzel stromu obsahuje informaci popisující jeden záznam o síťo-
vém toku a informaci určující, který další kořen bude vybrán jako aktivní po vygenerování
záznamu. Je možné, aby bylo u uzlu nastaveno, aby negeneroval žádný záznam. Při gene-
rování se tedy postupuje následovně.
1. Kořen stromu se prohlásí za aktivní uzel.
2. Aktivní uzel vygeneruje záznam o síťovém toku, který popisuje.
3. Jeden z potomků aktivního uzlu, nebo žádný z nich, se vybere jako další aktivní uzel.
Každý potomek má určeno, s jakou šancí se vybere. Výběr probíhá buďto náhodně,
nebo sekvenčně, podle nastavení rodiče.
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4. Pokud byl vybrán aktivní uzel, provádí se znovu vše od kroku 2. Pokud žádný nebyl
vybrán, ať už náhodou, nebo díky tomu, že minulý aktivní uzel neměl žádné potomky,
tak se provádí znovu vše od kroku 1.
Popsané generování bude generovat nekonečné množství záznamů. Aby toto množství
bylo omezeno, u kořene se nastaví, kolik záznamů popsaných v kořeni se vygeneruje. Cel-
kový počet vygenerovaných záznamů se však při každém spuštění může lišit, díky možné
náhodnosti při vybírání dalšího uzlu stromu k provedení.
Vizualizace 4.1 a 4.2 ukazují rozdíl mezi popisem paketů (4.1) a toků (4.2) stromovou
strukturou. Barva odlišuje zdroje paketů (toků). Černá barva značí zdrojový stroj, červená
cílový stroj. Šedá barva značí negenerování paketu, nebo toku. Oba dva stromy se prochází
od kořene a u každého uzlu se rozhoduje, kterým z potomků se dále projde. na obrázku
4.1 můžeme vidět, jak si jednotlivé strany komunikace odpovídají na své pakety. Oproti
tomu, na obrázku 4.2 je použit jiný princip. Zde si předem rozhodneme, při výběru uzlu
z kořene, jestli bude pokus o navázání komunikace úspěšný. Následně generujeme toky tak,



























Obrázek 4.2: Vizualizace stromové struktury, popisující simulaci three-way handshake
na úrovni toků.
Popsaná stromová struktura nám umožňuje simulovat jednotlivé záznamy a záznamy,
které jsou na ně odpovědí. Tohoto lze pak využít u generování záznamu o jednotlivých
útocích, kdy popisujeme v kořenovém uzlu informace o záznamu útoku a v potomcích
a jejich podstromech pak popisujeme různé reakce na tyto útoky. Můžeme tedy popsat
jednou strukturou úspěšné i neúspěšné útoky a následně nastavit pravděpodobnosti, při
kterých jednotlivé možnosti nastanou. Díky možnosti sekvenčního nastavení výběru dalšího
aktivního uzlu můžeme také rozdělit simulované útoky na jednotlivé oddělené fáze a tak
generovat například zpoždění cíle útoku, nebo uhádnutí hesla při útoku cíleném na jeho
hádání.
Teď popíšeme parametry generování síťových toků u jednotlivých uzlů. Každý uzel má
určité množství povinných parametrů, kořenový uzel má navíc několik speciálních parame-
trů. Povinné parametry všech uzlů jsou:
• zdrojová IP adresa,
• cílová IP adresa,
• zdrojový port,
• cílový port,
• počet bytů toku,
• velikost toku.
IP adresy a porty se nemusí nastavovat přímo, ale lze je nastavit jejich děděním od
rodiče uzlu. Pokud se tedy nastaví některá z těchto položek děděním, nemusí se přímo
nastavovat uvedeným parametrem.
Kořenový uzel má ještě následující povinné parametry:
• počáteční čas pro generování záznamů,
• počet záznamů kořenového uzlu, který bude celkem vygenerován.
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Kromě povinných parametrů lze u každého uzlu nastavit množství nepovinných para-
metrů, které pokud nejsou nastaveny tak využívají defaultních hodnot. Mezi ně např. patří
určení šance, že uzel bude vybrán jako aktivní, nebo parametry nastavující čas či délku
trvání popsaných toků.
Popíšeme teď jednotlivé skupiny parametrizovaných údajů a jednotlivé parametry. Údaje
do skupin rozdělíme dle toho, jaké hodnoty ve výsledných generovaných záznamech upra-
vují, a uvedeme si u každého, které záznamy upravuje.
4.2.1 Skupina ovládacích parametrů
Mezi tyto parametry zařadíme všechny, které upravují chování při průchodu stromovou
strukturou konfiguračního souboru. Tyto parametry neupravují generování jednotlivých
uzlů. Jsou to následující.
• response begin - Toto je speciální parametr, který značí začátek popisu nového po-
tomka uzlu. Parametry napsané mezi tímto parametrem a jemu odpovídajícím para-
metrem response end popisují už tento uzel potomka.
• response end - Toto je speciální parametr, který značí konec popisu nového potomka
uzlu.
• count = [X] - Pouze u kořene stromu, nastavuje počet vygenerovaných záznamů
kořene stromu na X (celé číslo).
• generate flow = [true/false] - Nastavuje, zda uzel bude či nebude generovat nějaký
tok. Výchozí hodnota je true.
• response select = [X] - Pouze u uzlu, který není kořenem, nastavuje váhu, že uzel
bude vybrán jako aktivní uzel na X (celé číslo). Výchozí hodnota je 0.
• response select type = [seq/random] - Nastavuje, jak bude vybrán další aktivní uzel.
Výchozí hodnota je random.
Hodnota seq značí sekvenční výběr, zde se hodnoty response select potomků využijí
k určení, kolikrát má být potomek vybrán. Potomci se vybírají postupně v pořadí uvedeném
v konfiguračním souboru, a jakmile se stanou aktivními tolikrát, kolik je jejich hodnota
response select, začne se jako aktivní vybírat následující v pořadí. Minulé výběry tedy
ovlivňují následující. Hodnota random značí, že když se bude vybírat další aktivní uzel,
vezme se součet vah (response select) všech potomků a vygeneruje se číslo od nuly do
tohoto součtu. Následně se dle tohoto čísla určí, který z uzlů bude vybrán jako aktivní.
Minulý výběr tedy nijak neovlivňuje následující.
Na obrázku 4.3 můžeme vidět nastavení některých ovládacích parametrů a jejich pou-
žití pro tvorbu stromové struktury. Vidíme, že kořen a některé další uzly negenerují žádné
záznamy, také zde můžeme vidět nastavení výběrů aktivních uzlů. Po kořeni se jako ak-
tivní uzel vybere, s pravděpodobností 99/100 = 99%, uzel
”
SYN, ACK“. S pravděpodob-
ností 1/100 = 1% se vybere uzel
”
SYN“, další uzly se pak vyberou s pravděpodobností
50% pro každý. Náhodný výběr je nastaven, protože je to výchozí hodnota parametru
response select type a ten nebyl nastaven.





























Obrázek 4.3: Three-way handshake na úrovni toků se zaznačeným nastavením ovládacích
parametrů.
4.2.2 Skupina časových parametrů
Tyto parametry nastavují vliv provedených uzlů na chování aktivního a globálního času.
Z těchto časů se pak určuje u jednotlivých záznamů jejich počáteční a koncový čas.
Počátečním a koncovým časem budeme rozumět hodnoty, které se generují do záznamu
o síťovém provozu - znamenají tedy čas zaznamenání prvního paketu toku a posledního
paketu toku.
Globálním časem budeme rozumět čas, který modul uchovává jako informaci o posled-
ním počátečním čase vygenerovaném u záznamu popsaném kořenovým uzlem. Tento čas se
ukládá v průběhu celého generování a po celou dobu se pouze zvyšuje.
Aktivním časem rozumíme čas, který nastavujeme jako počáteční čas u generovaných
záznamů kořenů i uzlů. Tento čas se nastavuje na hodnotu globálního času ve chvíli, kdy je
aktivním uzlem kořenový uzel. Pak se tento čas při průchodu stromem zvyšuje. Může být
tedy shodný jako globální čas, ale i rozdílný.
Toto rozdělení nám umožňuje situaci, kdy generujeme v kořenovém uzlu záznamy o po-
kusech o útoky a následně různé reakce na tyto pokusy, kdy každá reakce má svůj vlastní
počáteční a koncový čas, který není ovlivňován ostatními reakcemi.
Použité parametry jsou následující.
• time begin = [yyyy-mm-ddThh:mm:ss.ms] - Pouze u kořene stromu, nastavuje hod-
notu globálního času při startu modulu.
• time duration = [X - Y]/[X] - Nastavuje v ms rozdíl mezi počátečním časem a kon-
covým časem záznamu. Je možno zadat jako jedno číslo, nebo jako rozsah, ze kterého
se náhodně vybere hodnota. Výchozí hodnota je 0.
• time interval = [X - Y]/[X] - Nastavuje v ms o kolik se bude zvyšovat aktivní čas,
když se tento uzel stane aktivním uzlem. Výchozí hodnota je 0.
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• time interval type = [begin root, end root, begin node, end node] - Nastavuje, na ja-
kou hodnotu se má nastavit aktivní čas před aplikací parametru time interval při
generování. Výchozí hodnota je begin node.
Jak vidíme, u časových údajů lze nastavovat většinu hodnot v rozmezí či absolutně.
Navíc bylo nastavování času zjednodušeno tak, aby se pokud možno zachovala snadná
použitelnost.
U parametru time interval type mají jeho hodnoty následující význam.
• begin root - Nastav čas na hodnotu, kterou měl poslední záznam vygenerovaný koře-
nem jako počáteční.
• end root - Nastav čas na hodnotu, kterou měl poslední záznam vygenerovaný kořenem
jako koncovou.
• begin node - Nastav čas na hodnotu, kterou měl poslední záznam vygenerovaný před-
chozím uzlem (rodičem), jako počáteční.
• end node - Nastav čas na hodnotu, kterou měl poslední záznam vygenerovaný před-
chozím uzlem (rodičem), jako koncovou.
SYN


















Obrázek 4.4: Three-way handshake na úrovni toků se zaznačeným nastavením časových
parametrů.
Na obrázku 4.4 můžeme vidět možné nastavení časových parametrů. Kořenový uzel





SYN, ACK“ záznamy generují, mají tedy nastaveno, že
mají převzít hodnotu globálního času od kořene a nastavit ji jako aktivní čas. Protože uzel
”
SYN“ generuje záznamy pouze o jednom paketu, je u něj nastavena délka toku nulová.
U toku
”
SYN, ACK“ je nastavena délka toku taková, aby tento tok skončil až potom, co






ACK, SYN“ pak vidíme,
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že mají převzít hodnoty aktivního času od svých rodičů, neboť to jsou záznamy vytvořené
jako odpovědi na záznamy jejich rodičů.
Do výsledného záznamu budeme z těchto parametrů generovat následující položky:
• UR TIME FIRST - počáteční čas,
• UR TIME LAST - koncový čas.
4.2.3 Skupina parametrů adres a portů
Nastavení těchto parametrů je jednodušší než u časových, ale také muselo být uděláno tak,
aby umožňovalo lépe podporovat simulaci reakcí na předchozí datové toky. Konkrétně jde
o možnost nastavit použití stejných hodnot, jaké byly vygenerovány u předchozího uzlu.
• src ip = [A.B.C.D − E.F.G.H]/[A.B.C.D], ... - Nastavení zdrojové adresy záznamu
(IPv4 nebo IPv6), buď lze nastavit jako rozsah, nebo jako jednu hodnotu. Navíc lze
jednotlivé hodnoty a rozsahy oddělit znakem čárky a zadat jich takto vícero. Pokud
je některá hodnota zadaná vícekrát, násobí se tak její šance na výběr.
• dst ip = [A.B.C.D−E.F.G.H]/[A.B.C.D], ... - Nastavení cílové adresy záznamu, viz
výše.
• src port = [X−Y ]/[X], ... - Nastavení zdrojového portu jako rozsah, nebo jako jednu
hodnotu. Také lze nastavit více hodnot.
• src port = [X − Y ]/[X], ... - Nastavení cílového portu jako rozsah, viz výše.
• src ip select = [random]/[seq]/[response]/[same] - Nastavení způsobu výběru zdro-
jové IP adresy. První dvě možnosti značí buďto náhodný výběr ze všech možných,
nebo ber postupně od prvního jednotlivé definované adresy. Tedy u definovaného roz-
sahu 1.1.1.1− 2.2.2.2 se při prvním průchodu tímto uzlem nastaví adresa 1.1.1.1, při
druhém 1.1.1.2 atd. Je zachováno definované pořadí, ale jiným parametrem popsaným
později lze upravit způsob tohoto sekvenčního výběru. Možnost response říká, ať se
použije stejná IP adresa, kterou použil rodič uzlu naposled pro hodnotu dst ip select,
možnost same říká, ať se použije jeho hodnota src ip select. V obou případech jsou
ignorovány parametry src ip. Výchozí hodnota je random.
• dst ip select = [random]/[seq]/[response]/[same] - Stejné jako předchozí, u response
a same jsou přehozeny hodnoty.
• src port select = [random]/[seq]/[response]/[same] - Stejné jako src ip select, ale
nastavuje zdrojové porty.
• dst port select = [random]/[seq]/[response]/[same] - Stejné jako dst ip select, ale
nastavuje cílové porty.
• src ip seq inc = [X−Y ]/[X] - Slouží k úpravě výběru při použití volby src ip select =
seq. Nastavuje o kolik se při každém průchodu změní vnitřní čítač určující další prvek
v pořadí. Výchozí hodnota je 1.
• dst ip seq inc = [X − Y ]/[X] - Viz výše.
• src port seq inc = [X − Y ]/[X] - Viz výše.
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• src port seq inc = [X − Y ]/[X] - Viz výše.
Na obrázku 4.5 můžeme vidět, že v kořeni stromu, který negeneruje žádné toky, nasta-
vujeme rozsah cílových a zdrojových IP adres a portů. U cílových IP adres zde nastavujeme
sekvenční výběr s inkrementační hodnotou 2. Díky sekvenčnímu nastavení pak ve výsledku
bude mít první vygenerovaný záznam, generovaný například uzlem
”
SYN, ACK“, cílovou
IP adresu vždy 192.168.2.1. Druhý záznam, generovaný například uzlem
”
SYN“ pak vždy
bude mít hodnotu 192.168.2.3. To, že tyto uzly budou generovat čísla ze stejné frekvence





ACK, SYN“ pak můžeme vidět, že výběr jejich portů je nastaven jako odpovědi,
takže například záznam o toku, který je odpovědí na tok s cílovou adresou 192.168.2.1 bude






src_ip = 192.168.1.1 - 192.168.1.255, 192.168.5.1





























Obrázek 4.5: Three-way handshake na úrovni toků se zaznačeným nastavením adres a portů.
Do výsledného záznamu budeme z těchto parametrů generovat následující položky:
• UR SRC IP - IP adresa odesílatele,
• UR DST IP - IP adresa příjemce,
• UR SRC PORT - zdrojový port odesílatele,
• UR DST PORT - cílový port příjemce.
4.2.4 Skupina ostatních parametrů
Tyto parametry nastavují všechny ostatní hodnoty generovaných záznamů. Slouží k na-
stavení hodnot, které se nenastavují jinde a které se pak přímo nastaví v generovaných
záznamech. Každý parametr tedy reflektuje jednu položku UniRec záznamu.
• bytes = [X − Y ]/[X] - Počet bytů v generovaném záznamu, lze zadat jako hodnota,
nebo rozsah. Výchozí hodnota je 0.
• packets = [X − Y ]/[X] - Počet paketů v generovaném záznamu, lze zadat jako hod-
nota, nebo rozsah. Výchozí hodnota je 0.
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• protocol = [X] - Určení protokolu, celé číslo. Výchozí hodnota je 0.
• tcp flags = [X] - Číslo v binární podobě, 8 bitové. Určuje nastavené příznaky v TCP
hlavičkách simulovaných datových toků. Výchozí hodnota je 0x0.
• link bit field = [X] - Číslo v binární podobě, 64 bitové. Nastavuje v generovaném
UniRec záznamu hodnotu určující, kde byl záznam pořízen. Výchozí hodnota je 0x0.
• dir bit field = [0]/[1] - V generovaném UniRec záznamu nastavuje směr do/ze sítě.
Výchozí hodnota je 0.
Každý z těchto parametrů generuje do výsledného záznamu zadanou hodnotu, nebo
hodnotu náhodně vybranou ze zadaného rozsahu. Do výsledného záznamu budeme z těchto
parametrů generovat následující položky:
• UR PACKETS - počet paketů, popsaných záznamem,
• UR BYTES - počet bytů, popsaných záznamem,
• UR PROTOCOL - protokol popsaného IP toku,
• UR TCP FLAGS - TCP hlavička popsaného IP toku,
• UR LINK BIT FIELD - určení na které lince systému se IP tok vyskytl,
• UR DIR BIT FIELD - směr IP toku.
4.3 Ovládání a použití modulu
Modul má stejné základní ovládací rozhraní, jako ostatní moduly Nemea. Pro použití mo-
dulu je však nutné mu nastavit konfigurační soubory, které má použít. Při použití jednoho
konfiguračního souboru se tento soubor nastavuje pomocí přepínače
”
-f“. Pokud chceme
použít dva konfigurační soubory, jak je popsáno v kapitole 4.1.1, použijeme pro template
soubor přepínač
”
-f“ a pro druhý soubor přepínač
”
-s“.
Kromě těchto přepínačů má modul ještě přepínač
”
-x“, který mu říká, aby na konci
vyslal prázdný UniRec záznam. Tímto lze dát ostatním modulům najevo, že tento modul
nebude již na daném rozhraní nic vysílat.
Pro zjednodušení jsou u modulu, ve složkách attacks a attack templates, konfigurační
soubory všech útoků, popsaných v kapitole 5.1. V kořenové složce modulu je také několik
souborů runExampleN.sh, kde N je číslo, které spouští modul s konfiguračními soubory
popsanými stejným číslem. Tyto skripty také spustí modul
”





záznamů o síťových útocích
V modulu je implementováno generování záznamů o několika různých útocích. Tyto útoky
a generování záznamů o nich si zde popíšeme, stejně jako si zde popíšeme sběr údajů
potřebných ke generování těchto útoků. Zároveň si zde uvedeme vizualizaci popisu těchto
útoků konfiguračním souborem tohoto modulu. U vizualizací jsou použita stejná pravidla
zobrazení, jako jsou popsána v kapitole 4.2.
5.1 Získávání informací o reálných síťových útocích
Při návrhu generování záznamu všech těchto útoků byla využívána hlavně data z deteko-
vaných reálných útoků. Tato data byla získávána v anonymizované podobě a díky jejich
použití bylo možno přesněji popsat simulované útoky.
Hlavním zdrojem těchto dat byl studentský NfSen kolektor s anonymizovanými daty ze
sítě VUT, ostatní použité zdroje budou popsány u jednotlivých útoků.
5.2 Portscan – horizontální skenování
Tento útok se simuluje jako postupné odesílání stejně velkých IP toků se specifickými TCP
příznaky na jednotlivé IP adresy v síti, přičemž se vždy využívá stejný cílový port a náhodné
zdrojové porty z určitého rozsahu (viz 5.1). Pokud je port otevřený, simuluje se odpověď
z něj, pokud ne, žádná odpověď se neodesílá. Jedná se tedy o half-open skenování.
Z obrázku můžeme vidět, že kořen generuje záznamy o útoku každých 1 až 3 ms a cílovou
adresu vybírá sekvenčně, ale s náhodným (1−5) krokem sekvence. Generují se toky z velkého
rozsahu zdrojových portů na jeden cílový port (telnet). Po vygenerování záznamu se vybere
další uzel, v jednom se generuje záznam odpovědi, ve druhém ne. Tento záznam je vždy
generován tak, aby začal a skončil v průběhu toku vygenerovaného rodičem.
5.3 Portscan – vertikální skenování
Toto skenování zde simulujeme tak, že útočník se snaží navázat TCP handshake na jednot-
livých portech cíle v zadaném rozsahu portů a naslouchá na případné odpovědi (viz 5.2).
Zda bude útok úspěšný se rozhodne v kořenovém uzlu a dle toho se pak vybere potomek.
Následuje buďto odpověď na tento pokus, nebo je pokus bez odpovědi. Jedná se o pokus
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o úplné navázání spojení, pokud však není úspěšný (spodní větev), tak se neodešle žádná
odpověď.
0
count = 2000 
time_begin = 2012-02-07T20:00:00.0           
time_duration = 0





src_ip = 45.158.156.187 
dst_ip = 60.118.180.0-60.118.192.0 
protocol = 6  
dir_bit_field = 01  
link_bit_field = 0 
src_port = 1000-5000  
dst_port = 23 
tcp_flags = 00000010 
bytes = 60 
packets = 1                                    
generate_flow = true                  
response_select_type = random
response_begin
  response_select = 95
  src_ip_select = same      
  dst_ip_select = same  
  src_port_select = same
  dst_port_select = same
  generate_flow = false 
response_end
response_begin
    response_select = 10 
    src_ip_select = response      
    dst_ip_select = response    
    protocol = 6
    time_interval = 0-1  
    time_interval_type = begin_node
    time_duration = 0-1
    bytes = 40
    packets = 5
    src_port_select=response
    dst_port_select=response
    tcp_flags=00010010
  response_end
SYN SYN, ACK
Obrázek 5.1: Grafické znázornění konfiguračního souboru, popisující generování záznamů
o horizontálním skenování.







src_ip = 45.158.156.187 
dst_ip = 60.118.180.0 
dir_bit_field = 1   
link_bit_field = 0 
src_port=1000-5000  
dst_port=1-1000 
generate_flow = false 
response_begin
  response_select = 95 
  src_ip_select = same      
  dst_ip_select = same    
  protocol = 6
  tcp_flags = 00000010    
  time_interval = 0
  time_duration = 0
  bytes = 52
  packets = 1
  src_port_select = same
  dst_port_select = same
  dir_bit_field = 1   
  link_bit_field = 0 
response_end
response_begin
  response_select = 10
  src_ip_select = same     
  dst_ip_select = same    
  protocol = 6
  tcp_flags = 00010011
  time_interval = 0 
  time_duration = 0-1
  bytes = 92
  packets = 2
  src_port_select = same
  dst_port_select = same
  dir_bit_field = 1   
  link_bit_field = 000010 
response_end
response_begin
  src_ip_select = response   
    dst_ip_select = response    
    src_port_select = response
    dst_port_select = response
    protocol = 6
    tcp_flags = 00010010 
    time_interval = 0-1  
    time_duration = 0
    bytes = 52
    packets = 1   
    dir_bit_field = 1
response_end
Obrázek 5.2: Grafické znázornění konfiguračního souboru, popisující generování záznamů
o vertikálním skenování.
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5.4 Odražený SYN DDOS
U simulace tohoto útoku vycházíme z útoku na servery České spořitelny, popsané v [14]
z 6.4.2013, ke kterým byla využita síť CESNETU (viz 5.3). V simulaci nastavíme jako
zdrojovou IP adresu jeden ze dvou možných cílů útoku a jako cílovou IP adresu náhodnou
adresu z rozsahu. Zdrojový port je nastaven na 80 (http) a cílový port je nastaven náhodně
v rozsahu 1-16000. Může teď nastat jedna ze dvou variant – pomocník (počítač v síti Cesnet,
který je využíván pro odražení útoku) buď odpoví na pokus o navázání spojení na náhodném
portu, nebo ne. Šance na nějakou odpověď je 3, 5% (jak je popsáno v [14]), ve zbytku případů
žádná odpověd nepřijde. Dále se odpovědi mohou lišit - buďto se pomocník pokusí přijmout
spojení a odešle paket jako kladnou odpověď na cíl, nebo odmítne odpověď a odešle jeden
paket. Šance na odeslání odpovědi příjmu spojení je 36%, šance na odmítnutí je tedy 64%.
V obou dvou případech však pomocník zahlcuje cíl. ve výsledku jde na cíl cca 7% paketů
z těch, kolik jich odešlo od útočníků. V tomto směru je tedy útok málo účinný. V čem je
však účinný, je zajištění velkého množství pomocníků, což vede k obtížné obraně cíle.
Obrázek 5.3: Síť Cesnet byla využita k odražení útoku[14].
Z následujícího znázornění (obrázek 5.4) můžeme vidět, že útočník má na začátku ka-
ždého pokusu šanci 3, 5%, že počítač v síti CESNET odpoví. Následuje rozhodnutí, jaká
odpověď tohoto počítače bude. Je vidět, že uzly, které nepopisují žádné generování toku
a slouží pouze k rozhodování, slouží také k přenášení údajů (IP adres a portů) pro využití
jejich případnými potomky.
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0count = 50000 
time_begin = 2012-02-07T20:00:00.0 
time_duration = 0 
time_interval = 0-1 
src_ip = 194.50.240.170,194.50.240.198
dst_ip = 5.5.5.5-160.160.160.160
src_port = 80 




packets = 1   
  
response_begin
  response_select = 35
  src_ip_select = same      
  dst_ip_select = same  
  src_port_select = same
  dst_port_select = same
  generate_flow = false 
response_end
response_begin
    response_select = 64 
    src_ip_select = response      
    dst_ip_select = response  
    src_port_select = response
    dst_port_select = response
    time_interval = 0-3  
    time_duration = 0
    protocol = 6
    bytes = 48
    packets = 1
  response_end
response_begin
    response_select = 36
    src_ip_select = response      
    dst_ip_select = response  
    src_port_select = response
    dst_port_select = response
    time_interval = 0-3  
    time_duration = 0-1
    protocol = 6
    tcp_flags = 00010010 
    bytes = 50
    packets = 1    
  response_end
response_begin
  response_select = 965
  generate_flow = false 
  src_ip_select = response      
  dst_ip_select = response  
  src_port_select = response






Obrázek 5.4: Grafické znázornění konfiguračního souboru, popisující generování záznamů
o odraženém SYN DDOS útoku.
5.5 Odražený amplifikovaný DNS DDOS
Tato simulace odraženého a amplifikovaného DNS DOS útoku (obrázek 5.5) ukazuje tento
útok z pohledu, kdy všechny datové toky útoku jsou monitorovány systémem.
Význam barev uzlů grafu 5.5 je rozdílný, než u ostatních grafů. Zde značí černé uzly
pakety od útočníků DNS serveru, zelené uzly značí pakety od DNS k útočníkům a červené
od DNS k cíly.
Útok je zde rozdělen na dvě fáze – v první fázi se útočníci rekurzivně ptají jednotlivých
DNS serverů, aby tak zajistili nahrání správných informací do mezipaměti DNS serverů,
které pak využijí v útoku. na konci tohoto dotazování pak podvrhnou zdrojovou IP adresu
dotazu a tím se pošle z DNS první paket do cíle. V druhé fázi (spodní větev grafu) pak
útočníci posílají dotazy s podvrženou zdrojovou IP adresou a tím využívají DNS servery
k útoku.


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Obrázek 5.5: Grafické znázornění konfiguračního souboru, popisující generování záznamů
o odraženém amplifikovaném DNS DDOS útoku.
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5.6 Hádání hesla SSH
Tato simulace síťového útoku (obrázek 5.6) generuje záznamy o hádání hesel z jedné zdro-
jové IP adresy a náhodných zdrojových portů na jednu cílovou adresu a port 22 (SSH). Pro
tuto simulaci je unikátní, že jednotlivé pokusy o útok se generují až po skončení předchozích
pokusů. Navíc je zde ukázáno i konečné uhodnutí hesla po určitém množství pokusů a tedy
i úspěšné dokončení útoku.
count = 5001
time_begin = 2012-02-07T20:00:00.0 
time_interval_type = end_node





src_port_seq_inc = 10-200 
dst_port = 22
generate_flow = false 
response_select_type = seq
response_begin
  response_select = 5000
  src_ip_select = same     
  dst_ip_select = same  
  src_port_select = same
  dst_port_select = same
  time_duration = 5000-6000
  protocol = 6
  tcp_flags = 00011011  
  bytes = 1409
  packets = 14
response_end ACK, PSH, SYN, FIN
1
response_begin
  src_ip_select = response      
  dst_ip_select = response  
  src_port_select = response
  dst_port_select = response
  time_interval = 0
  time_duration = 4000-5000
  protocol = 6
  tcp_flags=00011011       
  bytes = 2233
  packets = 15
response_end




  response_select = 1
  src_ip_select = same     
  dst_ip_select = same  
  src_port_select = same
  dst_port_select = same
  time_interval = 0
  time_duration = 6000-6500
  protocol = 6
  tcp_flags = 00011001   
  bytes = 3802
  packets = 25
response_end
response_begin
  src_ip_select = response      
  dst_ip_select = response  
  src_port_select = response
  dst_port_select = response
  time_interval = 0
  time_duration = 5500-6000
  protocol = 6
  tcp_flags = 00011000 
  bytes = 7597
  packets = 26
response_end
Obrázek 5.6: Grafické znázornění konfiguračního souboru, popisující hádání hesla SSH.
Vidíme zde, že napřed se simuluje 5000 neúspěšných pokusů a následuje jeden úspěšný
pokus. Zároveň díky nastavení kořene time interval type = end node se tento útok simuluje
tak, že před každým novým hádáním hesla se čeká na ukončení předchozího pokusu.
5.7 Jednoduchý DDOS útok
Tento útok je v modulu popsán pomocí dvou souborů, aby se tak předvedla schopnost
modulu zpracovávat tento popis a aby se zjednodušila úprava popisu tohoto útoku. Jedná
se o soubor šablony, který popisuje obecné parametry útoku a o druhý soubor, který útok
podrobněji popisuje – viz kapitola 4.1.1.
Na obrázku 5.7 jsou červeným textem zaznačeny informace, popsané v druhém konfigu-
račním souboru. Modrým textem jsou popsané informace z prvního konfiguračního souboru.
Vidíme zde, že struktura se z kořenového uzlu dělí na dva podstromy. Napřed se projde
5000x první strom, následuje procházení druhého stromu do konce simulace. Tímto je zde
simulováno zpomalení serveru - po první fázi přestane server odpovídat na některé poža-




SECOND“ se dále vždy dělí na dva další
podstromy. Tyto podstromy pak popisují samotné generování proudů a liší se mimo jiné


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































K testování modulu, popsaného v této práci, bylo využito několika již implementovaných
jiných modulů, které slouží k detekci síťových útoků. Jednalo se o moduly Hoststats,
DNS amplification a DNS amp twente. Tyto moduly (budeme je nazývat detektory) se
použily ve dvou různých zapojeních a jejich výstupy se pomocí modulu Logger ukládaly.
První z těcho dvou zapojení (obrázek 6.1) sloužilo k testování samostatných záznamů,
které byly všechny vygenerovány testovaným modulem. Účelem bylo zjistit, jaké detektory
a konfigurační soubory tohoto modulu má smysl testovat.
Generátor útoků Detektor Logger
Obrázek 6.1: Schéma testování samostatných záznamů.
Druhé z těchto dvou zapojení (obrázek 6.2) sloužilo už k testování záznamů vygenerova-
ných modulem, popsaným v této práci, v reálném provozu. Záznamy z tohoto modulu byly
smíchány s anonymizovanými záznamy, které byly získány z kolektorů, zpracovávajících ak-
tuální síťový provoz. Následně s těmito všemi záznamy bylo zacházeno jako v předchozím
případě.
Generátor útoků Detektor Logger
Aktuální provoz
Merger
Obrázek 6.2: Schéma testování smíchaných záznamů.
V každém testování se využívalo následujících implementovaných konfigurací:
1. Horizontální skenování – viz 5.2.
2. Jednoduchý DDOS útok – viz 5.7.
3. Odražený amplifikovaný DNS DDOS – viz 5.5.
40
Při testování nebyly měněny žádné parametry konfiguračních souborů, kromě parametrů
udávajících zdrojové IP adresy a počet generovaných toků. Tyto parametry byly měněny,
aby se usnadnilo vizuální odlišení detekovaných útoků z generovaných záznamů, od útoků
detekovaných z aktuálního síťového provozu.
Všechny využité k testování útoků byly spouštěny bez parametrů, upravujících jejich
schopnosti detekce.
Pro testování konfigurací 1 a 2 bylo využito detektoru Hoststats. Byl využit jenom tento
modul a žádný z několika jiných modulů Nemea, která jsou také schopny detekovat tyto
typy útoků, neboť byl první vybraný a prošel úspěšně testy (vyhodnotil vložené záznamy
jako správný typ útoku při obou zapojeních).
Pro testování konfigurace 3 bylo využito modulů DNS amplification a DNS amp twente.
Při testování obou těchto modulů nebylo možno detekovat vložené záznamy jako útoky a to
při žádném ze zapojení. Žádné další moduly, které by byly schopny detekovat tento typ
útoku nebyly k dispozici.
Žádné další konfigurace nebyly testovány, neboť nebyly nalezeny moduly, které by de-




V rámci této práce jsme vytvořili modul pro generování síťových záznamů o síťových úto-
cích, který generuje jednotlivé záznamy dle konfiguračních souborů. Popsali jsme tento
modul a tyto konfigurační soubory, včetně jejich tvorby. V rámci práce také bylo vytvořeno
mnoho těchto konfiguračních souborů, které popisují různé druhy síťových útoků. Každý
z těchto konfiguračních souborů zde byl popsán a také byla popsána jejich funkčnost. Použití
konfiguračních souborů ke generování záznamů o útocích umožňuje snadno měnit popsané
útoky bez úprav zdrojových kódů a také tvořit nové popisy útoků.
Některé (ty, které bylo možno) konfigurační soubory jsme společně s tímto modulem
vyzkoušeli za použití modulů k detekci těchto útoků. Jeden z těchto útoků jsme nebyli
schopni těmito moduly detekovat, ale důvodem může být jak špatný popis tohoto útoku
v rámci tohoto modulu, tak i funkčnost modulů, provádějících detekci. Další dva útoky jsme
však úspěšně detekovali, čímž jsme ověřili správnou funkčnost aplikace modulu a některých
generovaných záznamů o útocích.
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