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New DoS approaches to finite density lattice QCD
Christof Gattringer, Michael Mandl and Pascal Törek
University of Graz, Institute for Physics, A-8010 Graz, Austria∗
We present two new suggestions for density of states (DoS) approaches to finite density lattice
QCD. Both proposals are based on the recently developed and successfully tested DoS FFA tech-
nique, which is a DoS approach for bosonic systems with a complex action problem. The two
different implementations of DoS FFA we suggest for QCD make use of different representations of
finite density lattice QCD in terms of suitable pseudo-fermion path integrals. The first proposal
is based on a pseudo-fermion representation of the grand canonical QCD partition sum, while the
second is a formulation for the canonical ensemble. We work out the details of the two proposals
and discuss the results of exploratory 2-d test studies for free fermions at finite density, where exact
reference data allow one to verify the final results and intermediate steps.
PACS numbers: 11.15.Ha
I. INTRODUCTION
Finding a suitable approach for Monte Carlo simula-
tions of finite density QCD that extends the accessible
part of the QCD phase diagram towards larger values of
the chemical potential is currently one of the great chal-
lenges for lattice field theory. The problem is that at
finite chemical potential the fermion determinant is com-
plex and cannot be used as a probability in a Monte Carlo
process. Among the approaches that have been explored
to solve this so-called complex action problem are den-
sity of states (DoS) techniques, introduced to lattice field
theory in [1, 2]. The key challenge for a DoS approach
is to compute the density with sufficiently high accuracy,
such that it can be integrated over with fluctuating inte-
grands that appear when evaluating observables at finite
density. A naive determination with, e.g., simple his-
togram techniques turned out to be useful only for very
low densities [3–6].
Inspired by the Wang-Landau [7] approach an interest-
ing new development was presented by Langfeld, Lucini
and Rago [8–14]. The idea is to use a parameterization
of the density as the exponential ρ(x) = exp(−L(x)) of a
piecewise linear and continuous function L(x). Vacuum
expectation values restricted to the intervals where L(x)
is linear are used to determine ρ(x) with very high pre-
cision. A variant of the Langfeld-Lucini-Rago method is
the DoS Functional Fit Approach (FFA) [15–19] and in
recent years both techniques were used to obtain inter-
esting results for several bosonic lattice field theories at
finite density (see, e.g., the review [20]).
However, no modern DoS formulation for systems with
fermions was presented so far, and thus no clear path to-
wards precise DoS calculations for finite density QCD
has been outlined yet. The challenge is to formulate the
DoS approach such that it is compatible with conven-
tional pseudo-fermion Monte Carlo techniques that may
be applied to a real and positive fermion determinant.
∗Member of NAWI Graz.
In this paper we discuss two proposals how to imple-
ment the DoS FFA for finite density lattice QCD. The
first of the two is based on using a suitable pseudo-
fermion representation of the QCD grand canonical par-
tition sum. The imaginary part of the action is identi-
fied and the density is considered as a function of that
imaginary part. DoS FFA is used to determine the cor-
responding density and observables are then obtained as
integrals of the density.
The second proposal implements DoS FFA in a canoni-
cal setting. The canonical partition functions at fixed net
quark number are written as the Fourier moments with
respect to imaginary chemical potential µ = iθ/β. Con-
sidering θ as an additional degree of freedom in the path
integral allows one to implement the DoS FFA and com-
pute the density as a function of θ. Observables at fixed
net quark number are then again obtained as integrals of
the density.
In both formulations only Monte Carlo simulations
without sign problem are needed, which furthermore can
be implemented using well established techniques of stan-
dard lattice QCD simulations. We work out the details of
the two new approaches and present the results of small
exploratory 2-d studies of the free case where exact re-
sults can be used to assess the results and intermediate
steps of the new proposals.
II. GENERAL FORMULATION OF THE DOS
FFA APPROACH
Before we can discuss our two new DoS approaches to
finite density QCD we first need to discuss the details
of the DoS formulation we use, the Functional Fit Ap-
proach. The FFA [15–17] is here presented for a general
bosonic theory with a complex action problem and we
will later show that with suitably chosen pseudo-fermion
representations finite density lattice QCD can be brought
into the general form introduced in this section.
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2A. Partition sum and density of states
The vacuum expectation values 〈O〉 for some observ-
able O that we consider here can be written as bosonic
path integrals,
〈O〉 = 1
Z
∫
D[Φ] e−SR[Φ] + i αX[Φ] O[Φ] ,
Z =
∫
D[Φ] e−SR[Φ] + i αX[Φ] , (1)
where Φ denotes an arbitrary set of general bosonic lat-
tice fields that can be based on sites or links, and
∫
D[Φ]
is the corresponding product measure. We have already
separated the exponent of the Boltzmann factor into two
terms, the real part SR[Φ] of the action and the imaginary
part αX[Φ]. We have allowed for a real-valued coupling
α ∈ R multiplying the imaginary part, which is useful in
some of the applications we have in mind. SR[Φ], αX[Φ]
and the observable O[Φ] are real-valued functionals of the
lattice fields, and SR[Φ] is assumed to be bounded from
below. Obviously the imaginary part X[Φ] gives rise to
a complex action problem.
For setting up the density of states approach we define
the densities
ρ
(J )
(x) =
∫
D[Φ] e−SR[Φ] J [Φ] δ
(
x−X[Φ]
)
, (2)
where J [Φ] is an arbitrary real and positive functional
of the fields. Below we will identify J [Φ] with some ob-
servable which in general can be decomposed into pieces
that obey these requirements. Note that different choices
of J [Φ] result in different densities ρ(J )(x) and we use a
superscript J to indicate which density we refer to.
With the densities ρ(J )(x) vacuum expectation values
〈O〉 of observables O can be expressed as
〈O〉 = 1
Z
∫
dx ρ
(O)
(x) e i α x , Z =
∫
dx ρ
(1)
(x) e i α x ,
〈F(X)〉 = 1
Z
∫
dx ρ
(1)
(x)F(x) e i α x , (3)
where in the second line we have explicitly listed also
the particularly simple case where the observable is some
function F of the imaginary part X[Φ].
The range of integration for the integrals
∫
dx in (3)
depends on the properties of the imaginary part X[Φ]. If
X[Φ] is bounded by some number xmax, so is the inte-
gration range. We will see that this is the case for the
canonical DoS formulation discussed in Section 4. Fur-
thermore, usually one can identify symmetries to show
that the densities ρ(J )(x) are even or odd (depending on
J ), such that the integration interval where we need to
determine the densities is [0, xmax].
In case X[Φ] is unbounded the integration runs up to
x =∞, which is the case we will encounter in the direct
DoS approach discussed in Section 3. Again symmetries
can be used to show that ρ(J )(x) is even (or odd) such
that the actual integral is
∫∞
0 dx. Furthermore we will
see that the densities ρ(J )(x) quickly decrease with x such
that the range of integration can be truncated such that
also in this second case we need to determine the densities
in an interval x ∈ [0, xmax].
Having defined the densities ρ(J )(x) and expressed ob-
servables as integrals over these densities we now have to
address the problem of finding a suitable representation
of the densities and how to determine the parameters
used in the chosen representation.
B. Parametrization of the density
The densities ρ(J )(x) are functions of the parameter x
and we are interested in the densities in some finite inter-
val [0, xmax]. For parameterizing the densities, we divide
the interval [0, xmax] into N subintervals as follows:
[0, xmax] =
N−1⋃
j=0
Ij , with Ij = [xj , xj+1] , (4)
where x0 = 0 and xN = xmax. Let ∆j ≡ xj+1 − xj
denote the length of the interval Ij , such that
xn =
n−1∑
j=0
∆j . (5)
The densities ρ(J )(x) are now parameterized in the form
ρ
(J )
(x) = exp
(
−L(J )(x)
)
, (6)
where the L(J )(x) are continuous functions that are piece-
wise linear on the intervals Ij . Furthermore we require
L
(J )(0) = 0, such that the densities are normalized to
ρ
(J )(0) = 1. For every interval In we introduce a con-
stant a(J )n and a slope k
(J )
n for the linear function, i.e.,
L
(J )
(x) = a
(J )
n + k
(J )
n
(
x− xn
)
for x ∈ In . (7)
Using the fact that the functions L(J )(x) are required to
be continuous and are normalized with L(J )(0) = 0 we
can completely determine the constants an as functions
of the slopes kn. A simple calculation shows that L
(J )(x)
can be written in the following closed form,
L
(J )
(x) = d
(J )
n + x k
(J )
n for x ∈ In (8)
with d
(J )
n =
n−1∑
j=0
(
k
(J )
j − k
(J )
n
)
∆j ,
from which we obtain the explicit form of the density
ρ
(J )(x) in an interval In,
ρ
(J )
(x) = A
(J )
n e
− x k(J )n , A
(J )
n = e− d
(J )
n for x ∈ In . (9)
3Thus our parameterized density ρ(J )(x) depends only on
the set of slopes k(J )n , one for each of the intervals In.
We point out that the parametrization allows one to work
with intervals In that have different sizes ∆n. In particu-
lar in regions where the density ρ(J )(x) varies quickly one
should use smaller intervals, while in regions of slow vari-
ation larger ∆n can be used to reduce the computational
cost. For a coarse scan of the density ρ(J )(x) with the
goal of determining the regions of quick variation, one
can do a first numerically cheaper determination with
large ∆n which subsequently is refined with finer inter-
vals. These techniques are referred to as preconditioning
and are discussed in detail in [15–17].
C. Evaluation of the density parameters with FFA
To determine the density, we need to compute the
slopes k(J )n . For this purpose we introduce the restricted
expectation values 〈X 〉(J )n (λ) which are defined as
〈X 〉(J )n (λ) ≡
1
Z (J )n (λ)
∫
D[Φ] e−SR[Φ] +λX[Φ] (10)
× X[Φ] J [Φ] Θn(X[Φ]) ,
with the corresponding restricted partition sums Z (J )n (λ)
given by
Z
(J )
n (λ) ≡
∫
D[Φ] e−SR[Φ] +λX[Φ] J [Φ] Θn(X[Φ]) ,
(11)
where we have introduced the support functions
Θn(x) =
{
1 for x ∈ In ,
0 for x /∈ In . (12)
In the restricted expectation values 〈X 〉(J )n (λ) and the
partition sums Z (J )n (λ) we have introduced a free real
parameter λ which couples to the imaginary part X[Φ]
and enters in exponential form. Varying this parameter
allows one to properly explore the x-dependence of the
density in the whole interval In. The expectation values
〈X 〉(J )n (λ) are free of complex action problems and can
be evaluated using Monte Carlo simulations.
However, 〈X 〉(J )n (λ) and Z
(J )
n (λ) can be computed also
in closed form when using the parameterized density
ρ
(J )(x) in the form of Eq. (9). For the partition sums
one obtains
Z
(J )
n (λ) =
xn+1∫
xn
dx ρ
(J )
(x) eλx = e− d
(J )
n
xn+1∫
xn
dx e− x k
(J )
n eλx
= e− d
(J )
n
e xn
[
λ−k(J )n
]
λ− k(J )n
(
e∆n
[
λ−k(J )n
]
− 1
)
. (13)
In the first step we have rewritten the restricted partition
sum as the integral of the density ρ(J )(x) over the interval
[xn, xn+1]. In the second step the parameterized form
(9) was inserted for that particular interval, which gives
rise to a simple integral of an exponential that can be
evaluated in the closed form on the right-hand side.
Comparing (10) and (11) it is obvious that the re-
stricted vacuum expectation value 〈X 〉(J )n (λ) can be com-
puted as the derivative 〈X 〉(J )n (λ) = d lnZ
(J )
n (λ)/dλ,
such that we find the closed expression,
〈X 〉(J )n (λ) =
d lnZ (J )n (λ)
d λ
(14)
= xn +
∆n
1− e−∆n
[
λ−k(J )n
] − 1
λ− k(J )n
.
After multiplicative and additive normalization we can
express the result for 〈X 〉(J )n (λ) (which in its normalized
form we denote as V (J )n (λ)) in terms of a function h(s),
V
(J )
n (λ) ≡
〈X 〉(J )n (λ)− xn
∆n
− 12 = h
(
∆n
[
λ− k(J )n
])
,
(15)
where h(s) is defined as
h(s) ≡ 11− e−s −
1
s
− 12 , (16)
and has the properties
h(0) = 0 , h′(s) = 1/12 , lim
s→±∞h(s) = ±1/2 . (17)
The strategy for determining the slope k(J )n for an in-
terval In now is as follows: Using a standard Monte
Carlo simulation without sign problem we compute the
restricted vacuum expectation value 〈X 〉(J )n (λ) for sev-
eral values of λ. After bringing the 〈X 〉(J )n (λ) into the
normalized form V (J )n (λ) defined in (15), the data for dif-
ferent λ can be fit with the function h
(
∆n
[
λ − k(J )n
])
,
where the slope k(J )n appears as the only fit parameter.
From the set of k(J )n the density ρ
(J )(x) then is deter-
mined using (8) and (9). Finally, vacuum expectation
values of observables are computed via the integrals (3).
III. DIRECT DOS APPROACH FOR LATTICE
QCD WITH A CHEMICAL POTENTIAL
In this section we discuss the first of our two implemen-
tations of the new DoS approach to finite density QCD.
Here we use a suitable pseudo-fermion representation of
the grand canonical partition sum and separate the part
with the complex action problem. For this factor we set
up the DoS FFA formulation, discuss its properties and
present results of a first exploratory test in the free case.
4A. Grand canonical partition sum and
pseudo-fermion representation
We consider lattice QCD with Nf mass-degenerate
flavors of Wilson fermions. After integrating out the
fermions the corresponding grand canonical partition
sum with quark chemical potential µ is given by
Z(µ) =
∫
D[U ] e−Sg[U ] detD[U, µ]Nf . (18)
We consider the theory in d = 2 and d = 4 dimen-
sions using lattices of size V = Nd−1s × Nt. The SU(3)-
valued gauge variables Uν(x) live on the links (x, ν) of
the lattice and obey periodic boundary conditions. Their
path-integral measure is the product of Haar measures∫
D[U ] =
∏
x,ν
∫
SU(3) dUν(x). SG[U ] is the Wilson gauge
action (we dropped the constant additive term),
Sg[U ] = −βg3 P [U ] , (19)
P [U ] =
∑
x,ν<ρ
Re Tr Uν(x)Uρ(x+ νˆ)Uν(x+ ρˆ)† Uρ(x)†.
βg is the inverse gauge coupling and P [U ] the sum over
the real parts of the traced plaquettes.
By D[U, µ] we denote the Wilson Dirac operator with
chemical potential µ in the background of a gauge field
configuration U . We write the Dirac operator in the form,
D[U, µ] = 1 − κH[U, µ] , H[U, µ] =
d∑
ν=1
Hν [U, µ] ,
(20)
with the matrix elements of the hopping terms given by
Hν [U, µ]x,y = [1− γν ] eµ δν,d Uν(x) δx+νˆ,y (21)
+ [1+ γν ] e−µ δν,d Uν(x− νˆ)† δx−νˆ,y .
By γν we denote the Euclidean γ-matrices in d = 2
or d = 4 dimensions, and κ is the hopping parameter
κ = 1/(2d+2m) with m the bare quark mass. To be spe-
cific, we use a representation of the Euclidean γ-matrices
where γd is symmetric, which in d = 4 is, e.g., the chiral
representation and in d = 2 the choice γ1 = σ2, γ2 = σ1
with γ5 = σ3. In (21) we use matrix/vector notation for
the d Dirac indices of the γ-matrices and the 3 color in-
dices of the link variables Uν(x). The chemical potential
gives different weight for hopping in forward and back-
ward temporal direction, i.e., the ν = d direction. The
fermions obey periodic boundary conditions in the spa-
tial direction(s) and anti-periodic boundary conditions
in time, i.e., the terms in (21) that connect sites with
xd = Nt − 1 and xd = 0 have an additional minus sign.
In order to introduce a pseudo-fermion representation
that is suitable for the DoS FFA we write the fermion
determinant as
detD[U, µ] = detD[U, µ]
† detD[U, µ]
detD[U, µ]† (22)
= det
(D[U, µ]†D[U, µ])C∫D[Φ] e−Φ†D[U,µ]†Φ
= det
(D[U, µ]†D[U, µ])C∫D[Φ] e−Φ†A[U,µ]Φ + iΦ†B[U,µ]Φ
= det
(D[U, µ]†D[U, µ])C∫D[Φ] e−SR[Φ,U ] + iX[Φ,U ] .
In the second step we have written 1/ detD[U, µ]† as
a bosonic integral over a complex-valued scalar field
Φ(x) with 3d components for Dirac and color degrees
of freedom, and in the exponent we use vector/matrix
notation for all indices. The constant C is given by
C = (1/2pi)3dV . In the third step we have organized
the exponent into real and imaginary parts such that the
pseudo-fermion integral matches the general form intro-
duced in (1), where here we set α = 1. The corresponding
real and imaginary parts are given by
SR[Φ, U ] = Φ†A[U, µ]Φ , X[Φ, U ] = Φ†B[U, µ]Φ , (23)
where we also write the gauge field U as an argument in
SR[Φ, U ] and X[Φ, U ] since the real and the imaginary
parts depend on U via the kernels A[U, µ] and B[U, µ].
These two matrices are defined as
A[U, µ] = D[U, µ] + D[U, µ]
†
2 ,
B[U, µ] = D[U, µ] − D[U, µ]
†
2 i . (24)
A straightforward evaluation gives the matrix elements,
A[U, µ]x,y = 1δx,y − κ
d∑
ν=1
Γν(µ)
(
Uν(x) δx+νˆ,y
+ Uν(x− νˆ)† δx−νˆ,y
)
,
B[U, µ]x,y = −i κ
d∑
ν=1
Γν(µ) γν
(
Uν(x) δx+νˆ,y
− Uν(x− νˆ)† δx−νˆ,y
)
, (25)
where
Γν(µ) = 1 cosh(µ δν,d) − γd sinh(µ δν,d) = e− γd µ δν,d .
(26)
These explicit forms of A[U, µ] and B[U, µ] will be useful
when discussing properties of the DoS FFA below.
Obviously A[U, µ] and B[U, µ] are hermitian, such that
the two quadratic forms for SR[Φ, U ] andX[Φ, U ] defined
in (23) are real. Thus the pseudo-fermion integral in (22)
has the form that allows one to use DoS FFA to evaluate
that integral. This will be discussed in more detail in the
next section.
5Let us add a few comments on the first factor in
(22), i.e., the determinant det
(D[U, µ]†D[U, µ]). Us-
ing the well known generalized γ5-hermiticity property
D[U, µ]† = γ5D[U,−µ]γ5 we find
det
(D[U, µ]†D[U, µ]) = det(D[U,−µ])det(D[U, µ]), (27)
which shows that det
(D[U, µ]†D[U, µ]) corresponds to
the fermion determinant of two mass-degenerate quark
flavors with an isospin chemical potential which is free
of complex action problems. We stress, however, that
this isospin determinant is of course only a part of the
weight and its coupling to the pseudo-fermion factor in
(22) generates the full dynamics (see also the comments
below).
The matrix D[U, µ]†D[U, µ] is obviously hermitian and
has real and non-negative spectrum, such that it is di-
rectly accessible with pseudo-fermion methods. Possible
approaches are a direct pseudo-fermion representation
(below χ and χj denote bosonic complex-valued pseudo-
fermion fields),
det
(D[U, µ]†D[U, µ]) ∝∫D[χ] e−χ†(D[U,µ]†D[U,µ])−1χ, (28)
or an order-n Chebychev multi-boson representation [21,
22] of the form
det
(D[U, µ]†D[U, µ]) (29)
∝
n∏
j=1
1
det
(
uj − κH[U, µ]
)† 1det(uj − κH[U, µ])
∝
n∏
j=1
∫
D[χj ] e−χ
†
j
(
uj−κH[U,µ]
)†(
uj−κH[U,µ]
)
χj ,
where uj = ei2pij/(n+1) are the coefficients for the Cheby-
chev factorization and we have used (20) to write the
Dirac operator using the hopping matrix H[U, µ].
For both pseudo-fermion representations (28) and (29)
a necessary condition is that the spectrum of D[U, µ] =
1 − κH[U, µ] does not touch the origin. Obviously
a sufficient condition for this to hold is ‖H[U, µ]‖ <
κ−1 = 2d + 2m, where we use the matrix norm ‖M‖ =
sup{~v:‖~v‖=1}
√
~v †M†M~v. A simple crude estimate for the
norm ‖H[U, µ]‖ can be obtained as follows: Using the tri-
angle inequality one finds
‖H[U, µ]‖ ≤
d∑
ν=1
‖Hν [U, µ]‖ (30)
=
d∑
ν=1
sup
{~v:‖~v‖=1}
√
~v †Hν [U, µ]†Hν [U, µ]~v .
Using the definition (21) of the hopping matricesHν [U, µ]
and the projector properties [1 ± γν ][1 ∓ γν ] = 0 and
[1± γν ]2 = 2[1± γν ] one finds in a few lines of algebra
Hν [U, µ]†Hν [U, µ] =
{
41 , ν = 1, ... d− 1 ,
4 cosh(2µ)1− 4 sinh(2µ)γd , ν = d.
(31)
The matrix 4 cosh(2µ)1 − 4 sinh(2µ)γd has eigenvalues
e2µ and e−2µ (twice degenerate for d = 4) such that
‖Hν [U, µ]‖ = 2 for ν = 1, ... d − 1 and ‖Hd[U, µ]‖ =
2eµ. Consequently ‖H[U, µ]‖ ≤ 2(d − 1) + 2eµ, and the
sufficient condition for the spectrum of D[U, µ] to not
touch the origin reads,
2(d−1)+2eµ < 2d+2m ⇔ µ < ln(1+m) = m+O(m2) .
(32)
Thus we find that there is a finite range of µ where the
factor det
(D[U, µ]†D[U, µ]) which is free of the complex
action problem can be treated with conventional pseudo-
fermion techniques. We stress again, that the estimate
(32) is only a crude non-exhaustive bound that essen-
tially reflects the situation of the free case, where con-
densation sets in at µ = m. For a dynamical background
gauge configuration U the spectrum of H[U, µ] is known
to contract such that values of µ that exceed the bare
quark mass parameter m become accessible. To precisely
delimit the range where the pseudo-fermion treatment of
det
(D[U, µ]†D[U, µ]) is possible beyond the bound (32)
obviously is a dynamical question that has to take into
account the emerging finite density physics as well as pos-
sible numerical instabilities of the HMC algorithm that
can only be assessed in a full QCD simulation, which
clearly goes beyond the scope of this presentation. How-
ever, already with the simple bound (32) we have estab-
lished an interesting minimal region where the direct DoS
approach is applicable in principle.
B. Implementation of the DoS FFA
To set up the density of states approach and to define
the corresponding densities as outlined in the general pre-
sentation in Section 2 we need to write the grand canon-
ical definition with the pseudo-fermion representation.
Since we consider the general case of Nf flavors, we need
Nf copies of the pseudo-fermion fields, Φj , j = 1, ... Nf ,
where by {Φ} we denote the set of all these fields. Based
on the discussion of the previous section we thus write the
grand canonical partition sum of QCD in the form that
matches Eq. (1) with α = 1 (irrelevant overall constants
were dropped), i.e.,
Z(µ) =
∫
D[U ] e−Seff [U ]
∫
D[{Φ}] e−SR[{Φ},U ] + iX[{Φ},U ],
(33)
where the real and imaginary parts of the pseudo-fermion
action, as well as the path integral measure were gener-
6alized to Nf flavors,
SR[{Φ}, U ] =
Nf∑
j=1
SR[Φj , U ] =
Nf∑
j=1
Φ†j A[U, µ] Φj ,
X[{Φ}, U ] =
Nf∑
j=1
X[Φj , U ] =
Nf∑
j=1
Φ†j B[U, µ] Φj ,
∫
D[{Φ}] =
Nf∏
j=1
∫
D[Φj ] . (34)
As we have outlined in the previous section the term
det
(D[U, µ]†D[U, µ]) in (22) can be treated with con-
ventional pseudo-fermion techniques and we combined
the corresponding factor for Nf flavors together with the
gauge field action Sg[U ] into the effective action Seff [U ],
e−Seff [U ] = e−Sg[U ] det
(D[U, µ]†D[U, µ])Nf . (35)
Following the general DoS FFA strategy outlined in Sec-
tion 2.1 we now define the densities as
ρ
(J )
(x) =
∫
D[U ]
∫
D[{Φ}] e−Seff [U ]−SR[{Φ},U ] (36)
× J [{Φ}, U ] δ
(
x− X[{Φ}, U ]
)
,
where we allow for general observables J [{Φ}, U ] that
can be functionals of both, the set {Φ} of pseudo-fermion
fields Φj , as well as the gauge fields U .
In the general outline of the method in Section 2 we
have already announced that symmetries can be used to
establish that the densities ρ(J )(x) are either even or odd
functions, depending on the observables J , which we as-
sume themselves to be even or odd (general J may be
decomposed into even and odd pieces). As an example
we briefly discuss the simplest case of J = 1 and show
that ρ(1)(x) is even. The symmetry transformation we
consider is charge conjugation that for the gauge links
and the pseudo-fermion fields is implemented as
Uν(x) → Uν(x)′ = Uν(x)∗ ≡
(
Uν(x)†
)T
,
Φj(x) → Φj(x)′ = Φj(x)∗ ≡
(
Φj(x)†
)T
, (37)
where ∗ denotes complex conjugation and T transposi-
tion. It is straightforward to show that
SR[Φ′j , U ′] = Φ′j
†A[U ′, µ]Φ′j = SR[Φj , U ] ,
X[Φ′j , U ′] = Φ′j
†B[U ′, µ]Φ′j = −X[Φj , U ] . (38)
Equally straightforward is to show that the gauge action
Sg[U ] defined in (19) is invariant under the charge con-
jugation transformation (37), i.e., Sg[U ′] = Sg[U ].
The invariance of the factor det
(D[U, µ]†D[U, µ]) can
be shown using the representation (27) and charge conju-
gation: Denote by C the charge conjugation matrix that
obeys C−1γνC = −γ Tν . Then
det
(D[U ′, µ]†D[U ′, µ]) = det(D[U ′,−µ]) det (D[U ′, µ])
= det
(
C−1D[U ′,−µ]C)det(C−1D[U ′, µ]C) (39)
= det
(D[U, µ]T )det(D[U,−µ]T ) = det(D[U, µ]†D[U, µ]),
where in the first step we used (27), then inserted the
charge conjugation matrix C and finally exploited the
relation C−1D[U ′, µ]C = D[U,−µ]T which is easy to show
for the explicit form (20), (21) of D[U, µ].
Finally, using the invariance of the path integral mea-
sures
∫
D[U ′] =
∫
D[U ] and
∫
D[{Φ′}] = ∫D[{Φ}] we con-
clude
ρ
(1)
(x) =
∫
D[U ′]
∫
D[{Φ′}] e−Seff [U ′]−SR[{Φ′},U ′]
× δ
(
x−X[{Φ′}, U ′]
)
(40)
=
∫
D[U ]
∫
D[{Φ}] e−Seff [U ]−SR[{Φ},U ]
× δ
(
x+X[{Φ}, U ]
)
= ρ(1)(−x).
Thus we have established that ρ(1)(x) is an even func-
tion and in a similar way one may analyze the symmetry
properties for the general densities ρ(J )(x) that contain
the insertion of some observable J .
As the final step for the implementation of the DoS
FFA we need to identify the restricted expectation val-
ues as defined in the general description of the method
in Section 2. Comparing with the general form (2), (10)
we can read off from the densities (36) the necessary re-
stricted expectation values for full QCD,
〈X〉(J )n (λ) (41)
= 1
Z(J )n (λ)
∫
D[U ]
∫
D[{Φ}] e−Seff [U ]−SR[{Φ},U ] +λX[{Φ},U ]
× X[{Φ}, U ]J [{Φ}, U ] Θn(X[{Φ}, U ])
= 1
Z(J )n (λ)
∫
D[U ]
∫
D[{Φ}] e−Seff [U ]−
∑
j
Φ†
j
M[U,λ]Φj
× X[{Φ}, U ]J [{Φ}, U ] Θn(X[{Φ}, U ]) ,
where in the second step we have written the combina-
tion SR[{Φ}, U ]−λX[{Φ}, U ] as a sum of quadratic forms
SR[{Φ}, U ]− λX[{Φ}, U ] =
∑
j Φ
†
jM[U, λ]Φj with kernel
M[U, λ]x,y = 1δx,y − κ
d∑
ν=1
Γν(µ)
(
[1− iλγν ]Uν(x)δx+νˆ,y
+ [1+ iλγν ]Uν(x− νˆ)† δx−νˆ,y
)
. (42)
Note that M[U, λ] is a hermitian matrix and for suffi-
ciently small λ its eigenvalues are positive (see the dis-
cussion below). Thus the restricted expectation values
do not have a sign problem and can be computed with
Monte Carlo simulations. After suitable normalization
7to the form (15) the corresponding functions V (J )n (λ) can
then be fit with the function h(∆j [λ−k(J )j ]). The results
are the slopes k(J )j which via (8) and (9) determine the
densities ρ(J )(x). Observables are then computed accord-
ing to (3).
We stress that the ensemble considered in the re-
stricted vacuum expectation values (41) is not sim-
ply QCD with isospin chemical potential reweighted to
quark chemical potential, where a serious overlap prob-
lem would emerge. Instead the exponent of the Boltz-
mann factor in (41) is given by Seff [U ] + SR[{Φ}, U ] −
λX[{Φ}, U ] where the isospin contribution that is hid-
den in Seff [U ] is augmented with the contributions
SR[{Φ}, U ] − λX[{Φ}, U ] of the pseudo-fermion terms,
which contribute the dynamics of the quark chemical po-
tential.
C. First tests for the free case
For a first exploratory study of the new DoS approach
we analyze the free case in two dimensions. Note that due
to the restricted expectation values that need to be eval-
uated, this analysis already requires Monte Carlo simu-
lations also for the free case and indeed provides a non-
trivial test of the method. Insight about suitable sizes
∆n for the intervals, the numerical cost, the accuracy
that is needed for the density et cetera, can be obtained.
Furthermore, the free case allows for a systematical com-
parison of the final results and the intermediate steps
against analytical results that may be computed with
Fourier transformation.
For the free case the density ρ(1)(x) defined in (36) with
the help of the pseudo-fermion representation simplifies
to (we consider the case of Nf = 1 flavor)
ρ
(1)
(x) =
∫
D[Φ] e−SR[Φ] δ
(
x− X[Φ]
)
. (43)
The gauge field integration has been dropped for the free
case and also the Boltzmann factor (35) for the effective
action since it is independent of x, such that it only would
affect the overall normalization of the density which is set
by requiring ρ(1)(0) = 1.
Following the steps of the implementation of DoS FFA
in the previous section, for determining the parameters
k
(1)
j we need to evaluate the restricted expectation values
defined in (41) which for the free case reduce to
〈X〉(1)n (λ) =
1
Z(1)n (λ)
∫
D[Φ] e−Φ
†M[λ] ΦX[Φ] Θn(X[Φ]).
(44)
The imaginary part X[Φ] can be obtained from (23) and
(25) (drop the link variables Uν(x) there) as,
X[Φ] = − i κ
d∑
ν=1
∑
x
Φ(x)† Γν(µ) γν
(
Φ(x+νˆ)−Φ(x−νˆ)
)
,
(45)
and the kernel M[λ] in the Boltzmann factor of (44) is
given by (see (42)),
M[λ]x,y = 1δx,y − κ
d∑
ν=1
Γν(µ)
(
[1− iλγν ] δx+νˆ,y
+ [1+ iλγν ] δx−νˆ,y
)
. (46)
This matrix is obviously hermitian such that its eigen-
values are real. However, for the existence of the path
integral needed for the evaluation of the restricted vac-
uum expectation values (44), the eigenvalues also have to
be positive, and we now address this issue that has been
neglected previously. It is easy to see that eigenvalues
can become negative for large values of the parameter λ.
For the application of DoS FFA we thus need to establish
that in the interesting region of the couplings m and µ
there is indeed a finite range of values of λ such that in
this range all eigenvalues are positive.
The eigenvalues ofM[µ, λ] can easily be computed us-
ing Fourier transformation. From this exact result one
finds that the spectrum is invariant under the reflection
λ → −λ. Thus for given couplings m and µ the range
of values λ where all eigenvalues ofM[µ, λ] are positive,
must be a symmetrical interval (−λmax,+λmax). It is
straightforward to determine this interval by analyzing
the λ-dependence of the spectrum obtained from Fourier
transformation.
The result for such an analysis is shown in Fig. 1, where
we plot the value λmax as a function of µ/m and com-
pare our results for different masses m and lattice sizes
L× L. The value of µ/m where λmax becomes zero sig-
nals the breakdown of the method. We remark that the
polygon-like behavior of the curves for the smaller vol-
umes reflects the fact that for small volumes the momenta
populate the interval [−pi, pi] with only a few values such
that also a ”sparse” spectrum emerges, and the differ-
ent sections of the ”polygon” correspond to a different
eigenvalue becoming negative.
The data in Fig. 1 is organized in groups where in
each group we consider a sequence of values L → ∞
and m → 0 at a fixed value of mL, i.e., we study the
fixed volume continuum limit of the free theory. The
dotted curves are for mL = 0.64, the dashed curves for
mL = 1.28 and the full curves correspond to mL = 2.56.
Note that the curves for differentmL cluster according to
the respective values of m. The figure shows that with
increasing µ/m the values for λmax decrease and at a
critical value of µ/m the boundary λmax becomes zero,
signaling the breakdown of the method. We observe that
for all three values of mL we study, the critical value of
µ/m converges from above to a critical value of µ/m = 1,
which is the value of the chemical potential where con-
densation sets in. Thus we expect that we can use DoS
FFA all the way to the condensation point.
For the dynamical case one expects a similar behav-
ior: For non-trivial gauge links the spectrum of the Dirac
operator is known to contract, giving rise to an additive
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Figure 1: The value λmax as a function of µ/m. We compare
the results for different values of the mass m and different
lattice sizes L × L. The dotted curves correspond to fixed
mL = 0.64, the dashed curves to mL = 1.28 and the full
curves to mL = 2.56.
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Figure 2: The restricted vacuum expectation values 〈X〉(1)n (λ)
defined in (44) normalized to the form V (1)n (λ) defined in
(15) as a function of λ. The symbols represent the results
for different intervals In and the curves show the fits with
h(∆n[λ − k(1)n ]). The data are for V = 16 × 16, m = 0.1 and
µ = 0.05 with an interval length of ∆n = 1.
renormalization of the mass and a critical κ that is larger
than the free value κ = 1/2d. Qualitatively one finds that
for a larger critical κ a larger value of µ is accessible, and
one may expect that also for the full case the critical
value of µ coincides with the point where condensation
sets in. We stress, however, that obviously this is only
a very qualitative discussion of the situation in the fully
dynamical case and future explicit Monte Carlo calcula-
tions will be necessary for a detailed analysis.
Having identified non-vanishing windows of λ where
we can safely evaluate the restricted vacuum expectation
values 〈X〉(1)n (λ) defined in (44), we show some of these
results for illustration in Fig. 2. We plot the restricted
vacuum expectations 〈X〉(1)n (λ) normalized to the form
V
(1)
n (λ) defined in (15) as a function of λ. The symbols
represent the data that we determined in a small Monte
Carlo simulation on a 16× 16 lattice using m = 0.1 and
µ = 0.05. For x we use intervals of length ∆n = 1∀n,
such that the intervals are given by In = [n, n+ 1]. The
symbols shown in Fig. 2 are the data for the intervals In
with n = 0, n = 10, n = 20, n = 50, n = 80 and n = 120.
The lines are the fits of V (1)n (λ) with h(∆n[λ−k
(1)
n ]) where
h(s) is defined in (17).
From the fits of the restricted vacuum expectation
value data with h(∆n[λ−k(1)n ]) we can determine all slopes
k
(1)
n , and from those compute the density ρ
(1)(x) using the
closed expressions (9). In Fig. 3 we show our results for
ln ρ(1)(x) as a function of x, again using the DoS FFA
data for V = 16 × 16, m = 0.1 and µ = 0.05. Note
that this now is a quantity where for the free case we
can compute analytical reference results. These are also
shown in Fig. 3 and we find excellent agreement between
the DoS FFA data and the analytic results, and stress at
this point that we use a logarithmic scale on the vertical
axis in Fig. 3.
We point out that further smoothening of the density
with suitable fits will be part of a final strategy for DoS
techniques – see, e.g., the recent systematic comparison
of such techniques in [14].
We conclude this section with commenting on how the
analytic reference results shown in Fig. 3 were obtained:
Starting from the definition (43) of the density ρ(1)(x)
we may use the integral representation of the Dirac delta
and find
ρ(1)(x) =
∫
D[Φ] e−SR[Φ] δ
(
x− X[Φ]
)
=
∞∫
−∞
dq
2pi
∫
D[Φ] e−SR[Φ] e− iq(x−X[Φ])
=
∞∫
−∞
dq
2pi e
−iqx
∫
D[Φ]e−SR[Φ]+iqX[Φ]
=
∞∫
−∞
dq
2pi e
−iqx
∫
D[Φ]e−Φ
†[A−iqB]Φ
∝
∞∫
−∞
dq
e− iqx
det[A− iqB] , (47)
where A, B are obtained from the matrices A[U, µ] and
B[U, µ] defined in (25) by setting all links to Uν(x) = 1.
The determinant det[A − iqB] can be computed with
Fourier transformation and according to the last expres-
sion in (47) the density ρ(1)(x) is then obtained as the
Fourier transform of 1/det[A− iqB].
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Figure 3: ρ(1)(x) as a function of x/L, where L = 16 is the
spatial extent of the lattice. We compare the results from the
DoS FFA calculation to the exact analytic solution. The data
are for V = 16× 16, m = 0.1 and µ = 0.05. Note that we use
a logarithmic scale for the vertical axis.
IV. DOS FFA FOR THE CANONICAL
FORMULATION OF LATTICE QCD
In this section we present the second new DoS ap-
proach to finite density lattice QCD, now working with
the canonical ensemble. The canonical partition sums at
different net-quark numbers are expressed as Fourier mo-
ments of the grand canonical partition sum at imaginary
chemical potential µ = iθ/β and then θ is considered as
an additional degree of freedom in the path integral. In
this form we may implement the DoS FFA and compute
the density ρ(θ).
A. Canonical ensemble and density of states
The setting is as in the previous section, i.e., we study
lattice QCD in d dimensions with Nf degenerate flavors
of quarks, and the grand canonical partition sum Z(µ) is
defined in (18) – (21). The canonical partition sums ZN
at a fixed net quark number N can be obtained as Fourier
integrals over an imaginary chemical potential µ = i θ′/β,
where β is the inverse temperature in lattice units, i.e.,
β = Nd, with Nd being the number of lattice points in
time direction (= d-direction),
ZN =
pi∫
−pi
dθ′
2pi Z(µ)
∣∣∣∣
µ= i θ′β
e−iθ
′N (48)
=
pi∫
−pi
dθ′
2pi
∫
D[U ] e−Sg[U ] detD[U, µ]Nf
∣∣∣∣
µ= i θ′β
e−iθ
′N .
The corresponding free energy density at fixed N is de-
fined as fN = − lnZN/V , V = Nd−1s Nd. Simple bulk
observables can be obtained as derivatives of fN with
respect to couplings of the theory. An example is the
vacuum expectation value of the scalar fermion bilinear,
〈ψ(x)ψ(x) 〉N = ∂fN/∂m,
〈ψ(x)ψ(x) 〉N = −Nf
V
1
ZN
pi∫
−pi
dθ′
2pi
∫
D[U ] e−Sg[U ] (49)
× detD[U, µ]Nf TrD−1[U, µ]
∣∣∣∣
µ= i θ′β
e− i θ
′N .
The derivative generates the insertion of TrD−1[U, µ],
i.e., the traced inverse Dirac operator (quark propagator)
as an additional factor in the path integral. Note that
also in the quark propagator the chemical potential µ
appears and is set to the complex value µ = iθ′/β, used
for projecting to fixed net quark number N . General
vacuum expectation values at fixed N have the form
〈O〉N = 1
ZN
pi∫
−pi
dθ′
2pi
∫
D[U ] e−Sg [U ] (50)
× detD[U, µ]Nf O[U, µ]
∣∣∣∣
µ= i θ′β
e−iθ
′N .
The expressions for the observables at fixed net quark
number N can be rewritten with the help of densities
ρ
(J)(θ) defined as (again normalization is ignored here)
ρ
(J )
(θ) =
∫
D[U ] e−Sg [U ] detD[U, µ]NfJ [U, µ]
∣∣∣∣
µ= i θβ
.
(51)
J [U, µ] is an arbitrary functional of the gauge fields,
which, if it contains the quark propagator, may also de-
pend on the chemical potential µ. Note that again differ-
ent choices of J [U, µ] result in different densities ρ(J )(θ)
and as before we use a superscript J to make clear which
density we refer to.
With the densities ρ(J )(θ) vacuum expectation values
〈O〉N at fixed net quark number can be expressed as
〈O〉N = 1
ZN
pi∫
−pi
dθ ρ
(O)
(θ) e−iθN ,
ZN =
pi∫
−pi
dθ ρ
(1)
(θ) e−iθN . (52)
It is important to note that the densities ρ(J )(θ) have
symmetries that should be identified, because this allows
one to reduce the range of θ that one needs to integrate
over. Thus also the ρ(J )(θ) need to be determined only
in the reduced range of θ which lowers the numerical
cost. In the previous section we have used charge conju-
gation symmetry to show that the density ρ(1)(x) for the
imaginary part x ≡ X[U,Φ] is even in x. Also here it is
straightforward to establish that ρ(1)(θ) is even. As before
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we invoke the transformation property C−1D[U ′, µ]C =
D[U,−µ]T of the Dirac operator D[U, µ] under charge
conjugation, where C is the charge conjugation matrix
and U ′ denotes the charge conjugate gauge links defined
in (37). Thus we find detD[U ′, µ] = detD[U,−µ]. Using
the invariance Sg[U ′] = Sg[U ] and
∫
D[U ′] =
∫
D[U ] of
gauge action and measure we conclude
ρ
(1)
(−θ) =
∫
D[U ′] e−Sg [U
′] detD[U ′, µ]Nf
∣∣∣∣
µ=−i θβ
=
∫
D[U ] e−Sg [U ] detD[U,−µ]Nf
∣∣∣∣
µ=−i θβ
= ρ
(1)
(θ). (53)
In a similar way as in (53) one can show that also the
general densities ρ(J )(θ) are either even or odd functions,
depending on the symmetry of the insertion J [U, µ] (af-
ter decomposition into C-even and C-odd parts if neces-
sary). Thus the integrals (52) for evaluating observables
only run from 0 to pi and exploring charge conjugation
symmetry cuts the numerical cost in half.
We conclude this subsection with discussing another
interesting symmetry property of the density, which not
necessarily can be used to reduce the numerical cost, but
reflects an important aspect of the underlying physics: If
QCD is in a purely hadronic phase this is equivalent to
ρ
(1)(θ) being 2pi/3 periodic. This property corresponds to
the Roberge-Weiss symmetry and can be seen as follows:
The statement that QCD is in a purely hadronic phase
means that ZN = 0 for all net quark numbers N that
are not multiples of 3. We first assume that ρ(1)(θ) is
2pi/3-periodic. Then we find
ZN =
pi∫
−pi
dθ
2pi ρ
(1)
(θ) e−iθN =
1∑
j=−1
(2j+1)pi/3∫
(2j−1)pi/3
dθ
2pi ρ
(1)
(θ) e−iθN
=
1∑
j=−1
pi/3∫
−pi/3
dθ
2piρ
(1)
(
θ + 2jpi3
)
e−i
(
θ+ 2jpi3
)
N
=
1∑
j=−1
e−i
2jpi
3 N
pi/3∫
−pi/3
dθ
2pi ρ
(1)
(θ) e−iθN
= δ Nmod 3 , 0 3
pi/3∫
−pi/3
dθ
2pi ρ
(1)
(θ) e−iθN , (54)
which shows that a 2pi/3-periodic density ρ(1)(θ) im-
plies that only ZN where N is a multiple of 3 are non-
vanishing.
For the inverse statement we can use the completeness
and orthogonality of the Fourier factors eiθN and sum
over N the ZN in the form (52) with factors eiθN and
find
ρ(θ) =
∑
N∈Z
ZN e
iθN = Z0 +
∞∑
N=1
ZN 2 cos(θN) , (55)
where in the second step we used that ρ(1)(θ) is even which
in turn leads to ZN = Z−N . The relation (55) implies
that if the ZN vanish for values of N which are not mul-
tiples of 3 the density ρ(1)(θ) is 2pi/3-periodic.
We remark, that the representation (55) of course holds
in both, the hadronic and a possible non-hadronic phase,
and in our small numerical test below we will use the
form (55) to determine the canonical partition sums ZN
from a fit of the density according to (55).
B. Implementation of DoS FFA
Having discussed the densities ρ(J )(θ) and their
symmetries we can now start the implementation of
DoS FFA. For convenience we introduce the notation
detD[U, θ′] ≡ detD[U, µ] |µ= iθ′/β . For imaginary chem-
ical potential γ5-hermiticity guarantees that detD[U, θ′]
is real, such that the factor detD[U, θ′]Nf is real and pos-
itive for even Nf (or sufficiently large mass in case Nf is
odd), and we may write
e−Sg [U ] detD[U, θ′]Nf = e−SR[U,θ′] , (56)
with SR[U, θ′] ≡ Sg[U ] − Nf ln detD[U, θ′] such that
SR[U, θ′] is real [24]. Using (56) we may write the canon-
ical partition sum as
ZN =
pi∫
−pi
dθ′
2pi
∫
D[U ] e−SR[U,θ
′]− i θ′N . (57)
It is interesting to note that the gauge fields Uν(x) and
the phase variable θ′ enter the path integral in the same
way, i.e., both are integrated over in the path integral and
appear in the exponent of the Boltzmann factor. Thus
one may view θ′ as one more degree of freedom in the
path integral and compare (57) with the generic form (1)
used in the general discussion of the DoS FFA in Section
2. The exponent in the integral is the action S[U, θ′] for
all dofs. and we have already identified the real part of
the action as SR[U, θ′]. The imaginary part, which only
depends on θ′, may be identified as X[θ′] = θ′, and the
parameter α in (1) is identified with the negative of the
net quark number, i.e., α = −N .
Having found a form of the problem that matches the
generic form discussed in Section 2, we may identify the
restricted vacuum expectation values needed for the de-
termination of the densities ρ(J )(θ). They are given by
〈θ〉(J )n (λ) =
1
Z (J )n (λ)
pi∫
−pi
dθ′
∫
D[U ] e−SR[U,θ
′] +λ θ′ θ′Θn(θ′)
= 1
Z (J )n (λ)
θn+1∫
θn
dθ′
∫
D[U ] e−Sg [U ] detD[U, θ′]Nf θ′ eλ θ′ ,
(58)
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where, as mentioned before, the fermion determinant
may be represented using pseudo-fermions. The re-
stricted vacuum expectation values (58) do not have a
complex action problem and may be computed with stan-
dard Monte Carlo techniques. Note that the imaginary
chemical potential θ′ is an additional degree of freedom
that is restricted to the interval In = [θn, θn+1] and needs
to be updated as well.
After evaluating the restricted vacuum expectation val-
ues 〈θ〉(J )n (λ) they need to be brought into the normalized
form V (J )n (λ) (in (15) replace 〈X〉
(J )
n (λ) by 〈θ〉
(J )
n (λ) and
xn by θn), such that they can be fit with h(∆n[λ−k(J )n ]),
which leads to the slopes k(J )n . From the slopes the den-
sities ρ(J )(θ) are computed using (8), (9), and finally ob-
servables in the canonical picture at fixed net quark num-
ber N are obtained from the densities via (52).
C. Tests of the canonical DoS FFA in the free case
Again we use 2-d free fermions at finite density for a
first test also in the canonical formulation of the DoS
FFA. For the free case the density (51) for the choice
J = 1 reduces to the particularly simple expression (we
set Nf = 2)
ρ
(1)
(θ) = detD[µ] 2
∣∣∣∣
µ= i θβ
, (59)
where D[µ] denotes the Wilson Dirac operator (20), (21)
in d = 2 with all link variables set to Uµ(x) = 1. It is
straightforward to evaluate this quantity using Fourier
transformation and the reference data used in Fig. 5 be-
low for verification were computed in this way.
The restricted vacuum expectation values 〈θ〉(1)n (λ) de-
fined in (58) reduce to
〈θ〉(1)n (λ) =
1
Z(1)n (λ)
θn+1∫
θn
dθ′ detD[U, θ′]2 θ′ eλ θ′ . (60)
For a test of the canonical DoS FFA formulation we eval-
uated the restricted expectation values in a small Monte
Carlo simulation on 16× 16 lattices with mass m = 0.1.
Although we could use the symmetry of the density ρ(1)(θ)
and restrict the determination of ρ(1)(θ) to the interval
θ ∈ [0, pi], we here determine the density for the full range
θ ∈ [−pi, pi]. The symmetry of ρ(1)(θ) should emerge and
serves as a consistency check for the calculation. The
interval [−pi, pi] was divided into 100 equal size intervals
In of length ∆n = 2pi/100 ∀n. The Monte Carlo simula-
tion for sampling the restricted θ-integral in each interval
In uses a statistics of 106 sweeps of local Metropolis up-
dates separated by 20 sweeps for decorelation and 105
sweeps for initial equilibration. The determinant in the
acceptance step was computed with Fourier transforma-
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Figure 4: The restricted vacuum expectation values 〈θ〉(1)n (λ)
defined in (58) normalized to the form V (1)n (λ) defined in (15),
plotted as a function of λ. The symbols represent the results
for different intervals In ⊂ [−pi, pi] (see the labels next to the
data) and the curves the fits with h(∆n[λ − k(1)n ]). The data
are for V = 16 × 16, m = 0.1 and µ = 0.05 with an interval
length of ∆n = 2pi/100.
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Figure 5: The density ρ(1)(θ) as a function of θ. We compare
the DoS FFA result (thin blue curve) with the exact result
(thick magenta curve). Note that we did not use the fact
that the density is known to be an even function and for
evaluation purposes numerically determined ρ(1)(θ) in the full
range θ ∈ [−pi, pi].
tion und we typically use 10 values of λ for the evaluation
of the restricted vacuum expectation values 〈θ〉(1)n (λ).
In Fig. 4 we show the results for the restricted vacuum
expectation values 〈θ〉(1)n (λ) already in their normalized
form V (1)n (λ) according to (15). The symbols represent
the data from the Monte Carlo simulation and the full
curves are the fits with h(∆n[λ−k(1)n ]) according to (17).
The values of λ where the curves cross 0 are the slopes
k
(1)
n . These crossing points start near 0 for the smallest n
(i.e., intervals In near −pi) become negative then, revert
back to 0, move to positive values and finally revert again
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Figure 6: Distribution of the canonical partition sums ZN .
We normalize the ZN by Z0 and plot them as a function of
N . The blue diamonds are the reference data from an exact
evaluation and we show the results from two types of DoS
FFA determinations: The red circles are from the integrals
(52), while the black crosses were determined from a fit of
ρ
(1)(θ) with the form (55).
back to 0 for intervals In near +pi. This full oscillation of
the corresponding slopes k(1)n reflects the 2pi-periodicity
of the density ρ(1)(θ) (compare Fig. 5).
From the slopes k(1)n obtained with the fits of the re-
stricted vacuum expectation values we determined the
density ρ(1)(θ) using (8) and (9). In Fig. 5 we compare
the density determined in this way with the analytic re-
sult from Fourier transformation. The analytic result is
represented by the thick magenta curve on top of which
we plot the DoS result (thin blue curve). We stress again
that the density ρ(1)(θ) was determined with DoS FFA for
the full range θ ∈ [−pi, pi] and the fact that ρ(1)(θ) indeed
comes out as an even function is a consistency check of
the method. Anyway, the much more stringent test is
the comparison with the analytic result where the plot
shows that the DoS FFA curve perfectly falls on top of
the exact curve determined as discussed above.
We complete our first test of the canonical DoS for-
mulation with FFA by evaluating the canonical partition
sums ZN from the density ρ
(1)(θ) via the integrals (52)
and comparing these Monte Carlo based results to the ex-
act calculation based on a direct evaluation of (48) with
Fourier transformation techniques.
In Fig. 6 we show the corresponding results for ZN nor-
malized with Z0 as a function of N . The blue diamonds
represent the exact results and the red dots the DoS FFA
data obtained with the integrals (52). The distribution
resembles a Gaussian, rapidly decreasing with increasing
|N | (which is of course a volume dependent statement).
We find that the DoS FFA data based on (52) match the
exact results very well.
We have already pointed out in the discussion of the
direct DoS FFA approach that fitting the density with a
suitable function will be an important part of future DoS
strategies. Usually a large polynomial would be used
for such a fit (see, e.g., [14, 16, 17] for related discus-
sions), but for the canonical DoS approach the represen-
tation (55) of the density suggests another option for a
fit, namely using a superposition of cosines (sines for odd
densities). For the particular case of the density ρ(1)(θ)
the fit parameters are the canonical partition sum ZN .
In order to test this possibility, we determined the ZN
also from a fit of ρ(1)(θ) with (55). The corresponding
results are shown as black circles in Fig. 6 and again we
find a very good agreement with the analytical results.
This demonstrates that smoothening techniques based on
periodic representations of the type (55) should be an in-
teresting option to be explored in future development of
canonical DoS techniques.
Also for the CanDos we would like to stress that the
tests presented here constitute merely a very first assess-
ment of the new approach and only the implementation
in a full QCD simulation will show how well the numerical
challenges can be brought under control in a calculation
that includes the full gauge field dynamics.
V. SUMMARY, DISCUSSION AND OUTLOOK
In this article we have discussed two proposals for a
modern DoS approach to finite density lattice QCD based
on representations of the theory with pseudo-fermions.
In the direct grand canonical approach the fermion de-
terminant is represented with pseudo-fermions and sub-
sequently their effective action is separated into real and
imaginary parts such that the latter can then directly
be treated with DoS FFA. We worked out the details of
the formulation and provided some bounds on the in-
volved kernels of the pseudo-fermion bilinears, showing
that the method is applicable in an interesting range of
values of the chemical potential µ. We presented very
preliminary tests in the free case where a comparison to
exact results allows one to assess the new approach. The
direct DoS formulation in the grand canonical picture
is rather straightforward, but has the disadvantage that
also the densities depend on the chemical potential µ. As
a consequence the densities have to be re-calcuated when
changing µ. Whether this approach can beat our second
suggestion, the canonical version of DoS FFA, has to be
seen in future more detailed tests.
In the canonical formulation observables at a fixed net
quark number N are obtained as the Fourier moments
of the partition sum at imaginary chemical potential
µ = iθ/β. In this setting we promote the angle θ to
a new dynamical variable and interpret the exponent of
the Fourier factors e−iθN as the imaginary part of the
action. Again we treat this imaginary part with the DoS
FFA approach and compute the density ρ(θ) as a function
of θ. Observables at different net particle numbers N are
then obtained by integrating the same density ρ(θ) with
different Fourier factors e−iθN . Obviously here the re-
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sulting density ρ(θ) can be used for different net particle
numbers N , but of course the accuracy of the determi-
nation of ρ(θ) has to be higher for larger N . Also here
further tests that go beyond the first numerical checks we
have presented here will be necessary to assess whether
this formulation will be able to compete with other ap-
proaches to finite density QCD.
Both formulations we have suggested here, for the first
time implement DoS techniques directly in a pseudo-
fermion representation. This has the advantage that
these well established techniques can be used in the
framework of a modern DoS setting (here the DoS FFA
is used but it is also straightforward to implement the
ideas proposed here in the LLR framework). Obviously
the simple exploratory numerical tests we have presented
in this paper only serve to check the plausibility of the
two new formulations and a much more detailed assess-
ment will be necessary to explore their potential. Such
further numerical tests are currently in preparation.
We conclude with remarking that the techniques devel-
oped here go beyond applications to finite density QCD.
The two approaches are general and can be applied to
any lattice field theory with fermions where the interac-
tion can be written with the help of a bosonic field such
that the fermion action has a bilinear form and a fermion
determinant emerges when integrating out the fermions.
The bosonic fields do not have to be gauge fields, but also
auxiliary fields of a Hubbard-Stratonovich transforma-
tion of quartic fermion interactions are a suitable option.
We have begun to explore also these possible applications
of the newly proposed DoS FFA techniques. Finally we
remark that very recently [23] we presented a first test
of the new approaches, now for the case of lattice QCD
formulated with staggered fermions.
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