We study the geometric nature of the Jacobi equation. In particular we prove that Jacobi vector fields (JVFs) along a solution of the Euler-Lagrange (EL) equations are themselves solutions of the EL equations but considered on a non-standard algebroid (different from the tangent bundle Lie algebroid). As a consequence we obtain a simple non-computational proof of the relation between the null subspace of the second variation of the action and the presence of JVFs (and conjugate points) along an extremal. We work in the framework of skew-symmetric algebroids.
Introduction
Jacobi vector fields (JVFs) and conjugate points appear naturally in Riemannian geometry in connection with geodesics. There are at least three different ways to speak about JVFs. Consider a Riemannian manifold (M, g) and let ζ : [t 0 , t 1 ] → M be a geodesic.
(A) First of all, we may define a JVF in geometric terms: by means of the Levi-Civita connection ∇ and the Riemannian curvature tensor R(·, ·) of (M, g). It is a vector field J(t) along ζ(t) which satisfies the following second order differential equation ∇ζ∇ζJ + R(J,ζ)ζ = 0.
(1.1) (B) In fact (1.1) (known as the Jacobi equation) appears naturally when considering the tangent prolongation of the geodesic equation ∇ζζ = 0. Strictly speaking if t → ζ(t, s), where s ∈ (−ε, ε) and ζ(t, 0) = ζ(t), is a one-parameter family of geodesics, then J(t) := ∂ s s=0 ζ(t, s) satisfies (3.4) . Conversely, every solution of (1.1) may be constructed in this way. This gives the second interpretation of JVFs.
1.
The index (i.e. the dimension of the negative space) of δ 2 S(ζ)(·, ·) is always finite and equals the number of points (counted with their multiplicities) conjugated to ζ(t 0 ), which lie on ζ between ζ(t 0 ) and ζ(t 1 ).
A vector field X(t) along ζ(t) is a null vector of δ 2 S(ζ)(·, ·) if and only if X(t)
is a JVF vanishing at t 0 and t 1 (i.e. ζ(t 0 ) and ζ(t 1 ) are conjugated along ζ). The dimension of the null space equals the multiplicity of ζ(t 0 ) and ζ(t 1 ) as conjugate points.
In fact, much of the theory of JVFs and conjugate points can be rewritten for an arbitrary Lagrangian system L : TM → R. There is, of course, sense in speaking about a tangent prolongation of the Euler-Lagrange (EL) equation, i.e. defining a JVF as the first order variation associated with a one-parameter family of solutions as in (B). We may also link such JVFs with the properties of the second variations of the action functional S(ζ) = t 1 t 0 L(ζ)dt as in (C). Also the notion of conjugate points can be straightforwardly generalized to this situation but, in general, we cannot expect any results of the same type as in the first part of Theorem 1.1 unless some additional assumptions are put on L. However, the second part of this theorem, i.e. the link between existence of conjugate points and the null subspace of the second variation δ 2 S, can be maintained.
What seems to be unclear is the geometric nature of these generalized JVFs (the description corresponding to (A)). In this paper we aim to give an answer to this problem. In fact we will consider Lagrangian systems of a more general class, namely Lagrangian systems on skewsymmetric algebroids.
Algebroids have gained much attention in recent years providing a useful geometric language to speak about mechanics (see [2] and the references therein). However, some of the studies of these objects seem to be just vain straightforward generalizations of the classical concepts. We believe that this is not the case of this paper. Our main result states that the Jacobi equation associated with a Lagrangian system L : E → R on a skew-symmetric algebroid τ : E → R is strictly connected with the EL equations for the lifted Lagrangian system d T L : TE → R on the tangent lift algebroid Tτ : TE → TM . Note that even starting form the classical case of a Lagrangian system on the tangent bundle Lie algebroid τ M : TM → M we end up with a Lagrangian system on the algebroid Tτ M : TTM → TM which is not the standard tangent bundle Lie algebroid (in particular, we can interpret (1.1) as a projection of the EL equation from Tτ M : TTM → TM to τ M : TM → M . This example shows that skew-symmetric algebroids are the proper class of objects which allows to speak about JVFs even if we wish to restrict ourselves to system on tangent bundle Lie algebroids only.
To formulate our main results we need to introduce the notion of an admissible curve γ : [t 0 , t 1 ] → E on an algebroid τ : E → M and the notion of an infinitesimal admissible variation δ ξ γ ∈ T γ E of γ generated by ξ ∈ E τ •γ . Precise definitions can be found in Section 2. At this point an intuitive interpretation will suffice. Treating E as a bundle of generalized velocities (configurations space) of a physical system we may think of γ as a true physical trajectory of this system. The variation δ ξ γ, in turn, can be understood as a variation at the level of generalized velocities associated with a virtual displacement in the direction of the generator ξ. Theorem 1.2. Consider a Lagrangian system L : E → R on a skew-symmetric algebroid τ : E → M and an admissible curve γ being a solution of the EL equation for this system. A curve η ∈ E τ •γ is a JVF along γ if and only if the associated infinitesimal admissible variation δ η γ ∈ T γ E is a solution of the EL equation for the lifted Lagrangian system d T L : TE → R on the tangent lift algebroid Tτ : TE → TM .
What is more, from Theorem 1.2 and the standard relation of EL equations with variational principles, we almost tautologically obtain the relation between the second variation of the action functional and the existence of JVFs and conjugate points. This time we have to restrict ourselves to a certain subclass of skew-symmetric algebroids, namely almost-Lie (AL) algebroids.
defined on the space of admissible curves. If γ is a solution of the EL equation then the second variation δ 2 S L (γ)(·, ·) is a well-defined bilinear form on the space of curves (η(t),
Moreover, if E is a Lie algebroid, then
is a symmetric bilinear form. The dimension of the null-space of this form equals the multiplicity of points γ(t 0 ) and γ(t 1 ) as conjugated points along γ.
To sum up, our main purposes in this publication are:
• Defining the Jacobi equation (and its solutions, JVFs) as the tangent prolongation of the EL equation on a skew-symmetric algebroid.
• Giving a geometric interpretation of the Jacobi equation in terms of the EL equation on the tangent lift of the initial algebroid.
• Studying the relation between second order variations of the action functional and the existence of JVFs and conjugate points.
• Doing all the above in purely geometric terms avoiding working in local coordinates whenever possible.
We are aware that some readers may prefer coordinate rather than geometric description. For them we summarize the most important formulas in Section 5.
Geometric preliminaries
In this section we introduce some basic concepts associated with the notion of a skew-symmetric algebroid and with the notion of the tangent lift of a tensor field on a manifold. At the end we show how these two constructions join in the concept of the tangent lift of an algebroid.
Notation. We will use standard notions and conventions of differential geometry. Throughout the paper we will be working with a vector bundle τ : E → M , its dual π : E * → M and related objects, such as TE, TE * , TTE, etc. We will use VE = ker{Tτ : TE → TM } to denote the subbundle of vectors in TE vertical w.r.t. τ : E → M . By ξ ∈ E x or ξ(t) ∈ E x(t) we will denote a section of E along a base path x(t) ∈ M (such curves will always be defined on the interval
. Without some abuse of notation we will denote by E x the set of all such sections (along a fixed base path x(t)) and by E 0 x all such sections vanishing at the end-points (i.e. ξ(t 0 ) and ξ(t 1 ) are null vectors w.r.t. the vector bundle structure τ : E → M ). If a manifold carries more than one vector bundle structure (like in the case of TE) we will emphasize which vector bundle structure we are speaking about. For a tangent bundle TM we will write rather T x M than (TM ) x . We do not introduce any local coordinates at this stage. Readers interested in the coordinate description of the theory should read the text parallel with Section 5 where such a description is given.
Algebroids
Definition 2.1. A skew-symmetric algebroid (or shortly a skew algebroid ) structure on a vector bundle τ : E → M is a skew-symmetric bilinear bracket [·, ·] on the space Sec(τ ) of sections of τ , together with a vector bundle morphism ρ : E → TM (the anchor map) which satisfy the Leibniz rule:
for every X, Y ∈ Sec(τ ) and f ∈ C ∞ (M ). If, in addition, ρ maps the algebroid bracket into the standard Lie bracket on TM , i.e.
we call E an almost-Lie (AL) algebroid. If E is AL and, moreover,
we speak about Lie algebroids.
Algebroids as DVB morphisms. There are several equivalent definitions of the algebroid structure on E. For example, it can be understood as a linear bivector field Π on the dual bundle π : E * → M . Such a Π defines a double vector bundle (DVB) morphism Π : T * E * → TE * given by contraction. More information on Π, how it is constructed, its coordinate description and how the additional conditions (e.g. E being Lie or AL, etc.) are reflected in it can be found in [2, 3] . Let us only remark that Π is a linear Poisson tensor if and only if E is a Lie algebroid. Composition of Π with the canonical DVB-isomorphism R E : T * E → T * E * (for more information on R E consult the Appendix) gives a DVB-morphism ε :
Canonical DVB morphisms κ Q and α Q Of particular importance is the relation κ associated with the canonical tangent bundle Lie algebroid structure on TQ. We will denote it by κ Q to emphasize where form it originates. In fact, κ Q is not just a relation but a DVB-isomorphism which intertwines the two canonical projections τ TQ : TTQ → TQ and Tτ Q : TTQ → TQ:
A nice geometric interpretation of κ Q is the following. A vector A ∈ T Y TQ can be represented by a curve s 1 → Y (s 1 ) ∈ T q(t) Q with Y (0) = Y . Since every vector itself Y (s 1 ) can be represented by a curve s 2 → q(s 1 , s 2 ) ∈ Q where q(s 1 , 0) = q(s 1 ), the vector A can be regarded as an infinitesimal object associated with a homotopy (s 1 , s 2 ) → q(s 1 , s 2 ) ∈ Q. The projection Y = τ TQ (A) ∈ TQ is an infinitesimal object associated with the curve s 2 → q(0, s 2 ), while the projection X := Tτ Q (A) ∈ TQ with the curve s 1 → q(s 1 , 0). Now we can reverse the order of variables s 1 and s 2 to obtain a new homotopy q(s 1 , s 2 ) = q(s 2 , s 1 ). The vector B corresponding to q is the image of A under κ Q . Obviously, τ TQ (A) = Tτ Q (B) and Tτ Q (A) = τ TQ (B). Moreover, we see that κ Q is an involution (hence isomorphism).
Relation κ Q is dual to a DVB morphism ε Q : T * TQ → TT * Q. Since κ Q is an isomorphism, so is ε Q . Its inverse is usually denoted by α Q : TT * Q → T * TQ:
It is defined via the equality
for X ∈ TTQ and Ψ ∈ TT * Q such that the first parring makes sense.
Admissible curves and infinitesimal admissible variations. If τ : E → M carries a skewalgebroid structure, then thanks to κ we may introduce the notion of infinitesimal admissible variations of curves in E. We begin with the definition of an admissible curve.
i.e. the tangent prolongation of the base projection of γ agrees with the anchor of γ.
In the standard case E = TM admissibility of γ means that γ(t) =ζ(t), where ζ := τ • γ, that is γ is a tangent prolongation of its base projection ζ. Let now γ : [t 0 , t 1 ] → E be an admissible curve. A curve δγ : [t 0 , t 1 ] → TE which projects to γ under τ E : TE → E is called an infinitesimal variation of γ. Among all variations of a given γ we distinguish the subclass of infinitesimal admissible variations. These are constructed in the following way.
Take any path ξ : [t 0 , t 1 ] → E which projects to the same base path as γ, i.e. τ • ξ = τ • γ. The tangent prolongationξ(t) is a vector field in TE along ξ. Now there exist an unique vector field δ ξ γ in TE along γ which is κ-related toξ(t), that is
The lower index κ γ indicates that δ ξ γ ∈ T γ E. Note that ξ → δ ξ γ is linear and that from (2.5) it follows that δ ξ γ projects to ρ(ξ) under Tτ :
We can summarize the above construction in the following definition: Definition 2.3. Infinitesimal variations of the form δ ξ γ are called admissible. The curve ξ is called an infinitesimal generator of δ ξ γ. We distinguish admissible infinitesimal variations with vanishing end-points generated by ξ's such that ξ(
The intuitive interpretation of admissible curves and admissible variations is the following. We may treat E as a bundle of generalized velocities over M with true velocities on M obtained after applying the anchor map ρ : E → TM . Admissible curves are these curves in the generalized configuration space E which correspond to true movements. A generator ξ : [t 0 , t 1 ] → E of an admissible variation can be now understood as a generalized direction in which a variation is performed and the full infinitesimal variation δ ζ γ is a variation in the generalized configuration space corresponding to the movement in the direction of a generator.
Remark 2.4. It may be useful for the reader to describe in detail the connection between relation κ and infinitesimal variations in the particular case of κ = κ Q . Let namely t → q(t, s) be a sparameterized family of curves in Q. It generates a variation
On the other hand, we can lift q(t, s) to curves X(t, s) = ∂ t q(t, s) ∈ T q(t,s) Q. Again t → X(t, s) is an s-parameterized family of velocities. It defines a variation B(t) = ∂ s 0 X(t, s) ∈ T X(t) TQ of a velocity curve X(t) := X(t, 0) = ∂ t q(t) ∈ T q(t) Q. Now B(t) = A(t), as the first projects to X(t) and the other to Y (t) under τ TQ . We have, however, κ Q (A(t)) = B(t).
In other words, κ Q (∂ t Y (t)) is a variation at the level of velocities associated with a variation Y (t) at the level of base trajectories.
As we have seen above, on the tangent bundle Lie algebroid infinitesimal admissible variations are infinitesimal objects associated with true variations, i.e. one-parameter families of admissible curves. It turns out that this correspondence holds if E is an almost Lie algebroid (in particular, it holds for every Lie algebroid). It was first observed in [2] (see also [4] for a detailed discussion).
Lemma 2.5. Let τ : E → M be an AL algebroid. Then the tangent space of a Banach manifold
Let us note that this nice interpretation is not true for general (not AL) skew-algebroids. In fact almost-Lie algebroids are precisely these skew-symmetric algebroids which posses the above property (see the references above).
Tangent lifts
Now we will introduce the notion of a tangent lift of a geometrical object on a manifold and apply it to a skew-algebroid.
Tangent lifts of multivector fields A tangent lift d T of a multivector field on a manifold Q was introduced in [6] as a natural extension of a derivation d T of differential forms (in fact, it can be extended to the whole tensor algebra T • (Q)). Roughly speaking, d T is a differential operator which maps tensor fields of type α (α is a multi-index) on Q to tensor fields of the same type on TQ.
For our purposes it will be enough to define d T on multivector fields. We will state only these results which are important to our considerations, referring to [6] as an extensive source of information.
Introduce local coordinates (q α ) on Q and induced coordinates (q α ,q β ) on TQ. For a multivector field X ∈ X r (Q) where
The general geometric definition can be found in [6] . For us it will be sufficient to give it just in cases of fields of order r = 0, 1 and 2. Let f ∈ C ∞ (Q) be a smooth function (a 0-vector field). We have simply
Another way of thinking about d T V is the following. Let Φ t : Q → Q be the (local) flow of V . The map TΦ t : TQ → TQ is also a (local) flow, hence it corresponds to some vector field on TQ. This field is precisely d T V .
Finally, a bi-vector field Π ∈ X 2 (Q) can be associated with a vector bundle morphism Π :
is defined by means of the following diagram:
(2.11)
Tangent lift of an algebroid
As was mentioned before, a skew-algebroid structure on τ : E → M is a linear bivector field Π ∈ X 2 (E * ). Now the tangent lift d T Π is a bivector field on TE * linear w.r.t. Tπ : TE * → TM . Consequently, it defines a skew-algebroid structure on Tτ : TE → TM . We will call it a tangent lift of an algebroid on E and will denote it by d T E. The reader can consult [5] for more information on d T E.
As has been shown in [6] , d T commutes with the Schouten bracket, hence if Π was Poisson then so is d T Π. Consequently, a tangent lift of a Lie algebroid is again a Lie algebroid. One can show that the lift of an AL algebroid is an AL algebroid itself.
In particular, TTM posses two different Lie algebroid structures: the standard tangent bundle structure on τ TM : TTM → TM and the lifted structure on Tτ M : TTM → TM . The two are isomorphic via the map κ M .
The structure of d T E. We shall now describe the structure (the morphism ε, the anchor map, the relation κ) of the tangent lift Lie algebroid d T E. We will denote these objects by d T ε, d T ρ and d T κ, respectively.
Theorem 2.6 ([5]
). For the tangent lift algebroid d T E the morphism d T ε : T * TE → TTE * is defined by means of the following diagram
(2.12)
Composing two commutative diagrams we get the following:
Since the bottom row of the above diagram is T Λ • TR E = T( Λ • R E ) = Tε, we have (2.12). The formula for d T ρ is easily obtained by projecting d T ε to the base:
Finally, (2.13) can be proved as follows. By definition, d T κ is the relation dual to the DVB morphism d T ε. On the other hand, one can show that the pair of isomorphisms (κ E , κ * E ) preserves the parring ·, · TTτ : TTE × TTM TTE * → R and that, by definition, the pair of isomorphisms (κ
= Tε. On the other hand relation Tκ is dual to Tε, hence
which is precisely (2.13).
EL equations and JVFs
Now we will recall (after [2, 3] ) the geometric construction of the EL equations for a Lagrangian system L : E → R on an algebroid τ : E → M . Later we will define JVFs for such a system as the solutions of the tangent lift of these equations. Using the machinery introduced in Section 2, we will be able to interpret JVFs as solutions of the lifted Lagrangian system d T L : TE → R on the tangent lift algebroid Tτ : TE → TM .
Lagrangian dynamics By a Lagrangian system on an algebroid τ : E → M we will understand a smooth function L : E → R. Given such L we can construct two maps
We define the Euler-Lagrange (EL) equation for a curve γ :
Observe that every such γ is automatically admissible. Indeed, we need a simple diagram chasing on (2.4) 
Note also that for any admissible curve γ (not necessarily a solution of (3.2)) the difference
Variational interpretation of EL equations. Consider a natural action functional S L (·) associated with a Lagrangian function L : E → R:
The first variation of S L (·) at γ in the direction of an infinitesimal variation δγ is defined as
The following result is according to Grabowska and Grabowski [2] .
Theorem 3.1. For an admissible curve γ : [t 0 , t 1 ] → E and every infinitesimal admissible variation δ ξ γ, the following equality holds: 
3. For every infinitesimal admissible variation δ ξ γ with vanishing end-points, we have
Remark 3.3. The above result can be understood as a variational formulation of the EL equations. Note, however, that it is in some sense different form the "natural" variational formulation.
In the "natural" approach an admissible curve γ(t) is an extremal of the action S L (·) if for every 1-parameter family (homotopy, variation) of admissible curves t → γ(t, s) such that γ(t, 0) = γ(t) (and perhaps satisfying additional conditions such as fixing the end-points) a point
In Theorem 3.1 and Remark 3.2 we present however the "formal" approach -we assume vanishing of dS L (γ) on infinitesimal variations of γ of certain type (δ ξ γ -infinitesimal admissible variations with vanishing end-points) without assuring ourselves that these variations are generated by homotopies. Of course from Lemma 2.5 we know that if E is an AL algebroid then every infinitesimal admissible variation is generated by a homotopy, and hence the "natural" and the "formal" approach coincide. In general (if E is not AL) the geometric EL equations (3.2) are only "formally" variational.
JVFs. Now we will give the most important definition of this paper. To motivate it, consider an s-parameterized family of solutions of (3.2) t → γ(t, s). Then,
Now, after using κ E * to inverse the order of derivatives on the left-hand side, we get
In other words, the above equation is the tangent prolongation of (3.2). Obviously, it is an implicit linear differential equation of the first order. It is tempting to call (3.4) Jacobi equation, yet this notion would not agree with (1.1). The reason is that in the classical geodesic problem we treat the geodesic equation not as the equation for an admissible curve γ =ζ ∈ TM but as an equation for the base curve ζ ∈ M . Therefore we do not look for arbitrary variations of γ =ζ but only for admissible ones (i.e. variations generated by the true variations on the base). This leads us to the following formulation.
Definition 3.4. Let γ(t) be a solution of the EL equation (3.2) for a given Lagrangian system L : E → R on a skew-symmetric algebroid E. A Jacobi vector field (JVF ) along γ(t) is a curve η(t) ∈ E τ •γ(t) such that the associated admissible variation δ η γ satisfies (3.4), i.e.
Equation (3.5) will be called the Jacobi equation.
We say that the points γ(t 0 ) and γ(t 1 6) which is the tangent prolongation of (2.7) and hence the condition for J ∈ T γ E to belong to
. Now, if E is AL, then (Lemma 2.5) every solution of (3.4) is of the form J = δ η γ. In general, if E is not AL, then there can be no solutions of (3.4) of the form J = δ η γ. Indeed, recall that
(i.e. J = δ η γ satisfies (3.6)) if and only if
The condition κ M • Tρ = Tρ • κ means that Tρ maps κ to κ M , that is ρ is a morphism of algebroids E and TM (in other words, E is AL).
The main result. It turns out that an admissible variation associated with a JVF is again a solution of the EL equation. Proof. Euler Lagrange equations can be constructed via a well-defined geometric procedure as described on diagram (3.1). Since, by Theorem 2.6, we know how to describe the structure of the tangent lift algebroid d T E, the geometric construction of the Euler-Lagrange dynamics for d T L on d T E is the following:
On the other hand, (3.4) can be described as follows:
To prove the assertion it is enough to check that
To justify the first equality take A ∈ TTE represented by a homotopy γ(t, s) ∈ E. It is easy to see that
since κ E (A) is represented by γ(s, t). As the derivatives commute,
Finally, observe that
Second order optimality conditions
In this section we shall study the relation of JVFs and variational principles. Our main result is Theorem 4.7 which shows the link between the presence of conjugate points and null vectors of the bilinear form δ 2 S L -the second variation of the action S L . The result is proved almost tautologically thanks to the interpretation of JVFs and Jacobi equation in terms of EL-equation given in Theorem 3.6. Much attention is, however, needed to give a proper definition of the second variation of S L in the case of a Lagrangian system on an algebroid. Therefore we will start form general considerations about the second variation of a function at its critical point (or a critical point relative to a VB morphism). Throughout this section we will be working in the AL algebroid setting. It turns out that this is needed for the definition of the second variation to work well. Otherwise we have no control of the vectors tangent to the space of admissible curves in E. Moreover, the symmetry of δ 2 S L requires the Lie algebroid setting (see Lemma 4.6).
What is the second variation of a function? Consider a smooth function F : Q → R defined on Q (it can be either a finite-dimensional or a Banach manifold). Naively one defines the second variation of F at q in the directions X, Y ∈ T q Q as
where q(s 1 , s 2 ) is such that X ∈ T q Q is a vector represented by the curve s 1 → q(s 1 , 0) and Y ∈ T q Q is represented by s 2 → q(0, s 2 ). In fact,
, where A ∈ TTQ is a vector corresponding to the homotopy (s 1 , s 2 ) → q(s 1 , s 2 ). Observe that since
To make sure that the second variation of F at q is well-defined, we should therefore show that given any other
i.e. that the value of d T d T F (A) depends on TQ-projections of A only. But,
where we subtract w.r.t. the vector bundle structure τ TQ on TTQ. Since A and A ′ have the same Tτ Q -projections, A − A ′ ∈ T Y TQ is vertical w.r.t. Tτ Q , and hence in the canonical identification VTQ ≈ TQ × Q TQ it corresponds to a pair (Y, Z). A simple calculation shows that
Consequently, δ 2 F (q) is well-defined if and only if dF (q) = 0, i.e. q is a critical point of F .
We can summarize our considerations as follows:
Proposition 4.1. Assume that q ∈ Q is a critical point of F . Then the second variation of F at q in the directions X, Y ∈ T q Q is well-defined via the formula:
where A ∈ TT q Q is any vector projecting to X and Y under Tτ Q and τ TQ , respectively. Moreover the second variation is symmetric, i.e.
The second variation at a relative critical point. From the point of view of Variational Calculus it is more natural to consider critical points of a function relative to a vector bundle morphism, rather than just critical points. Our geometric setting is now the following: F : Q → R is a smooth function, σ : S → N is a vector bundle and, additionally, we have a vector bundle morphism P : TQ → S over p : Q → N . A point q ∈ Q is called a critical point of F relative to P (which will be denoted by q ∈ Crit P (F )) if dF (q), X = 0 for every X ∈ T q Q ∩ ker P .
To give a concrete example think about the standard variational problem associated with a Lagrangian L : TM → R. We may take Q = ADM([t 0 , t 1 ], TM ) to be the space of admissible curves in TM (i.e. tangent lifts of smooth curves ζ : [t 0 , t 1 ] → M ); N = M × M , σ = τ N : TN → N , and P = Tp : TQ → TN , where p sends a curveζ(·) to its end-points (ζ(t 0 ),
L(ζ(t))dt. Now the solutions of the EL-equation (extremals of the action) are precisely critical points of F relative to Tp (dF vanishes on infinitesimal admissible variations with vanishing end-points -cf. Remark 3.2 and Theorem 3.1). Now we would like to define the second variation of F at q ∈ Crit P (F ). Obviously, the idea from Proposition 4.1 will not work directly. Indeed, taking vectors A, A ′ ∈ TTQ as in the previous paragraph we have
which is non-zero unless Z ∈ ker P . To guarantee this we cannot take arbitrary vectors A and A ′ with the same TQ-projections X and Y , but have to restrict ourselves to a certain subclass of such vectors.
It is easy to check that if A − A ′ ∈ T Y TQ is a vertical vector corresponding to (Y, Z), then TP (A) and TP (A ′ ) project to P (Y ) and Tp(X) under τ S and Tσ, respectively. The difference TP (A) − TP (A ′ ) ∈ T P (Y ) TN is a vertical vector w.r.t. Tσ corresponding to (P (Y ), P (Z)).
It follows that Z ∈ ker P if and only if TP (A) − TP (A ′ ) corresponds to (P (Y ), 0). This in turn implies TP (A) = TP (A ′ ). In other words, formula (4.1) will give a good definition of the second variation of F at q ∈ Crit P (F ) if we consider A's with fixed TP -projections. Of course TP (A) ∈ TS should be consistent with TQ-projections of A, i.e. it should project to P (Y ) under τ S and to Tp(X) under Tσ. Let us summarize: Proposition 4.2. Assume that q ∈ Crit P (F ). Consider an arbitrary map assigning to a pair of vectors X ∈ T p(q) N and Y ∈ S p(q) a vector h(X, Y ) ∈ TS such that τ S • h(X, Y ) = Y and Tσ • h(X, Y ) = X (i.e. h(X, Y ) is a lift of X to T Y S). Then we may define the second variation of F at q w.r.t. h via the formula:
where A ∈ TTQ is an arbitrary vector projecting to X under Tτ Q , to Y under τ TQ and to h(Tp(X), P (Y )) under TP .
In general there is no canonical choice of h unless σ is provided with some additional structure. 
Natural examples of such a situation appear when considering symmetric connections. Take a tangent bundle σ = τ N : TN → N ; p : Q → N to be any smooth map and P = Tp : TQ → TN . If h is a horizontal lift of a symmetric linear connection on
and hence δ 2 F (q, h) is a symmetric bilinear form. More generally, one can check that if σ : S → N carries an algebroid structure; P : TQ → S is an algebroid morphism and h is a horizontal lift of a symmetric linear connection on σ (symmetric w.r.t. to the algebroid structure), then δ 2 F (q, h) is a symmetric bilinear form.
Without the presence of a connection on σ we may define the second variation δ 2 F (q)(X, Y ) after restricting our attention to Y 's belonging to ker P . Since P (Y ) = 0 we do not have to choose h(X, Y ) for any X and Y , but it suffices to define h(X, 0) only. There is the canonical choice h(X, 0) = θ X -the null vector w.r.t. Tσ at X ∈ TN . Since τ S -addition gives θ X + θ
and Tσ-addition gives θ X + θ X = θ X , the second variation will be a bilinear form for this choice of h.
Of course in this setting there is no sense speaking about the symmetry of the second variation unless we restrict ourselves to X, Y ∈ T q Q ∩ ker P . It seems that in general the second variation will not be symmetric, without some additional assumptions on P and σ. To sum up: Lemma 4.3. Let q ∈ Q be a critical point of F relative to P : TQ → S. Then for X ∈ T q Q and Y ∈ T q Q ∩ ker P we may define the second variation of F at q in the directions X, Y by
where A ∈ TTQ is an arbitrary vector projecting to X under Tτ Q , to Y under τ TQ and to θ Tp(X) under TP . Moreover, δ 2 F (q)(·, ·) is a bilinear form.
The second variation in variational problems. We would like to apply the construction from Lemma 4.3 to variational problems on AL algebroids. In this case we can consider Q = ADM([t 0 , t 1 ], E) -the Banach manifold of admissible paths γ : [t 0 , t 1 ] → E and F = S L to be the action associated to a Lagrangian system
Since E is AL, the tangent space of Q at γ consists of admissible variations T γ Q = {δ ξ γ : ξ ∈ E τ •γ }. Assume that ξ → δ ξ γ is an isomorphism of vector spaces E τ •γ and T γ Q. (In general ξ → δ ξ γ is just a linear epimorphism. In such a case a little more attention is needed to construct the second variation of S L -see Remark 4.5). An admissible curve γ is a solution of the EL equation (3.2) if and only if γ is a critical point of S L relative to the map P : TQ → E × E, which sends δ ξ γ to (ξ(t 0 ), ξ(t 1 )). Indeed, T γ Q ∩ ker P is precisely the set of admissible variations with vanishing end-points.
Our goal is to define δ 2 S L (γ)(δ η γ, δ ξ γ) -the second variation at γ (which is a solution of the EL equation) in the directions of δ η γ and δ ξ γ. For simplicity we will use the abbreviated notation δ 2 S L (γ)(η, ξ) and will treat the second variation as a function of generators η and ξ.
To proceed within the scheme sketched in the previous paragraph (in Lemma 4.3) we need more information about the iterated tangent space TTQ. To describe T δ ξ γ TQ consider an sparameterized family of admissible variations δ ξ(t,s) γ(t, s) around δ ξ(t) γ(t) = δ ξ(t,0) γ(t, 0). Denote by ∆ the differentiation ∂ ∂s at s = 0. Now
where ∆γ(t) = ∂ ∂s 0 γ(t, s) ∈ T γ E and ∆ξ(t) = ∂ ∂s 0 ξ(t, s) ∈ T ξ E. Observe that ∆γ and ∆ξ project to the same path ∆x(t) := Tτ • ∆ξ(t) = Tτ • ∆γ(t) = ∂ ∂s 0 x(t, s) and that ∆γ is d T E-admissible, i.e.
If follows that d T κ ∆γ (∆ξ) · is a d T E-admissible variation along a d T E-admissible path ∆γ with a generator ∆ξ. With some abuse of notation we will denote it by δ ∆ξ ∆γ. Since we deal with an AL algebroid and γ(t, s) was a family of admissible paths, from Lemma 2.5 we have ∆γ = δ η γ and ∆x = ρ(η) for some η ∈ E τ •γ .
We see that elements of T δ ξ γ TQ are generated by elements ∆ξ ∈ T ξ E and η ∈ E τ •γ satisfying the compatibility condition Tτ • ∆ξ = ρ(η). Such an element will be denoted by δ (∆ξ,η) γ. The precise formula is
By construction δ (∆ξ,η) γ projects to δ ξ γ under τ TE and to δ η γ under Tτ E . Let us note that since P (δ ξ γ) = (ξ(t 0 ), ξ(t 1 )), then TP δ (∆ξ,η) γ = (∆ξ(t 0 ), ∆ξ(t 1 )). Due to Lemma 4.3 we may define the second variation of S L at γ after restricting our attention to τ TE • δ (∆ξ,η) γ = δ ξ γ ∈ ker P , i.e. ξ ∈ E 0 τ •γ and TP δ (∆ξ,η) γ ∈ ker TP i.e. ∆ξ(t 0 ) and ∆ξ(t 1 ) being null vectors w.r.t. Tτ : TE → TM . To sum up we can state the following lemma:
where ∆ξ ∈ T ξ E is any curve such that Tτ • ∆ξ = Tτ • ∆γ = ρ(η) and ∆ξ(t 0 ), ∆ξ(t 1 ) are null vectors w.r.t. Tτ :
We will call it the second variation of S L at γ.
Moreover the following equality holds
Proof. The fact that the second variation is well-defined by formula (4.2) follows from Lemma 4.3. We need to check that equation (4.3) holds. First of all using the
The last summand vanishes as ∆ξ(t) vanishes at the end-points. Finally note that from the proof of Theorem 3.6 we know that
This finishes the proof of (4.3).
Formula (4.3) generalizes the classical formula (1.2) -it relates the second variation of S L to Jacobi equation (3.5) . The details are provided in Section 6.1. 
relative to the map P : MAP([t 0 , t 1 ], E) ∋ ξ −→ (ξ(t 0 ), ξ(t 1 )) ∈ E × E rather than critical points of dF : TQ → R relative to P : TQ → E × E. One can say that we do not work directly with TQ but we do it via the map ξ → δ ξ γ.
If T γ Q and E τ •γ are isomorphic (as we assumed in this paragraph), then the above setting coincides with the setting considered in the previous paragraph. However, the results and constructions of this paragraph hold even if the two spaces are not isomorphic. The reason is that what one really needs is the image of ker P in TQ under ξ → δ ξ γ and the image of ker TP in TTQ under (∆ξ, η) → δ (∆ξ,η) γ.
Finally let us comment on the isomorphism between E τ •γ and T γ Q. It was proved in [4] that, if E is an AL algebroid, then given an element δγ(t) ∈ T γ Q and ξ 0 ∈ E τ •γ(t 0 ) such that ρ(ξ 0 ) = Tτ (δγ(t 0 )) there exists a unique ξ(t) ∈ E τ •γ such that δ ξ γ = δγ and ξ(t 0 ) = ξ 0 (to find such a ξ one needs to solve a linear ODE). If E is not transitive (i.e. ker ρ is nontrivial) there may be several elements ξ 0 and several corresponding curves ξ(t) for which δγ = δ ξ γ. In such a case ξ → δ ξ γ is just an epimorphism.
Symmetry of the second variation. The question if δ 2 S L (γ) is a symmetric bilinear form needs some attention. First of all to speak about symmetry we have to restrict our attention to pairs of generators vanishing at the end-points, i.e. consider δ 2 S L (γ)(·, ·) :
is defined by means of a vector δ (∆ξ,η) γ with generators ∆ξ and η vanishing at the end-points. To define δ 2 S L (γ)(ξ, η) we need another vector δ (∆η,ξ) γ with ∆η and ξ vanishing at the end-points. For a given (∆ξ, η) there is a natural choice of ∆η -we take a unique vector in T η E κ-related to ∆ξ. The comparison of vectors δ (∆ξ,η) γ and δ (∆η,ξ) γ can answer the question of symmetry. The conclusion is rather surprising: we can guarantee the symmetry of the second variation only for Lie algebroids. Simple examples form Section 6.1 show that this condition cannot be omitted. 
Proof. Take any ξ, η ∈ E 0 τ •γ and ∆ξ ∈ T ξ E vanishing at the end-points. Denote by ∆η ∈ T η E a unique vector field along η which is κ-related to ∆ξ. Observe that since κ is a linear relation, then ∆η also vanishes at the end-points. Now
Since d T 2 L is κ E -invariant the later equals
Our goal is to compare vectors δ (∆ξ,η) γ and κ E • δ (∆η,ξ) γ = δ ∆η (δ ξ γ). They both belong to T δ ξ γ TE and both project to δ η γ under Tτ E . We claim that if E is a Lie algebroid then
Above equality has a simple coordinate proof. The reader is invited to do the necessary calculation using formula (5.11) form the next section. A short calculation shows that the difference δ (∆ξ,η) γ − δ (∆η,ξ) γ contains the RHSs of equations (5.1) and (5.2) which are local versions of (2.2) and (2.3). To get the equality these conditions have to be satisfied. In fact this difference is a vector in TTE vertical w.r.t. Tτ E which corresponds to (δ ξ γ, J(γ, η, ξ)) in the canonical identification VTE ≈ TE × E TE. Here J(·, ·, ·) denotes the Jacobiator.
The geometric interpretation of the above calculations is the following. According to [5] E carries the structure of a Lie algebroid if and only if the associated DVB morphism ε : T * E → TE * maps the canonical Poisson structure on T * E to the bivector field d T Π associated with the algebroid structure d T E, i.e. ε is a morphism of algebroid structures. This condition can be also expressed in the language of relations κ. Roughly speaking Tκ should intertwine relation d T κ and κ E . This is the sense of equation (4.4) . Some more work is needed to make this intuition rigorous.
JVFs and the second variations. Now we are ready to formulate the main result of this section.
Theorem 4.7. Let L : E → R be a Lagrangian system on an AL algebroid τ : E → M and let γ be a solution of the EL equation (3.2) . A curve η ∈ E τ •γ is a JVF along γ if and only if
If E is a Lie algebroid then the null space of the symmetric bilinear form
consists of all JVFs along γ vanishing at the end-points t 0 and t 1 (i.e. γ(t 0 ) and γ(t 1 ) are conjugated along γ if the null space is non-trivial). The multiplicity of γ(t 0 ) and γ(t 1 ) as conjugate points equals the dimension of this null space.
Proof. The proof is straightforward. We know that η is a JVF if and only if δ η γ satisfies the EL-equation for the Lagrangian d T L : TE → R on the lifted algebroid d T E (cf. Theorem 3.6). From Remark 3.2 the later is equivalent to the vanishing of
for every d T E-admissible variation δ ∆ξ (δ η γ) with vanishing end-points. From (4.2) we know that this is equivalent to the vanishing of δ 2 S L (γ)(η, ξ) for every ξ ∈ E 0 τ •γ . The second part of the assertion is trivial. From Lemma 4.6 we know that δ 2 S L (γ)(·, ·) is symmetric for Lie algebroids and that, by definition, existence and multiplicity of conjugated points along γ is defined by means of JVFs along γ vanishing at the end-points.
Observe that in general we cannot expect the dimension of the null space of δ 2 S L (γ) to be finite (as is in the Riemannian case). Note namely, that Jacobi equation (3.5) is an implicit linear differential equation, so we cannot estimate the number of independent solutions. In particular if L = 0, then ever curve ξ ∈ E τ •γ is a JVF. However under extra assumptions for L it is possible to control the number of solutions and consequently, the dimension of the null space.
Coordinate calculations
So far we worked in purely geometrical terms. In this section we give local description of the most important results and formulas.
Manifolds and vector bundles We will be using the same notation conventions as before; i.e. M , Q are manifolds, τ : E → M is a vector bundle π : E * → M its dual, etc.
On Q we introduce local coordinates (q α ) α = 1, . . . , m. We have induced coordinates (q α ,q β ) on TQ and (q α , p β ) on T * Q. On the iterated tangent bundle TTQ we have induced coordinates (q α ,q β , δq γ , δq δ ); (q α , p β ,q γ ,ṗ δ ) on TT * Q and (q α ,q β , p γ , π δ ) on T * TQ.
On τ : E → M we introduce local coordinates (x a , y i ), a = 1, . . . , n; i = 1, . . . , k, where (x a ) are local base coordinates and (y i ) are linear coordinates on fibers. The choice of such coordinates is equivalent to the choice of a basis of local sections (e 1 , . . . , e k ) of τ : E → M . On the dual bundle π : E * → M we have dual coordinates (x a , z i ).
After choosing the basis (e 1 , . . . , e k ) we can introduce natural local coordinates on tangent and cotangent bundles of E and
Algebroid structure. The skew-algebroid structure on E is defined by means of functions ρ a i (x) and c i jk 
ant condition (2.3) for E being Lie is (5.1) together with
The canonical bivector Π ∈ X 2 (E * ) associated with the algebroid structure on τ reads as
and the induced DVB map ε :
Relation κ dual to ε (see (2.5)) relates vectors
It follows that if γ(t) ∼ (x a (t), y i (t)) is an admissible curve and ξ(t) ∼ (x a (t), f i (t)) a generator of the infinitesimal variation δ ξ γ (see Definition 2.3) then
where γ(t) satisfies additionally the admissibility conditioṅ
Canonical DVB isomorphisms. For a particular example of the tangent bundle Lie algebroid τ Q : TQ → Q the coefficients of the anchor and the bracket in canonical coordinates (q α ,q β ) are simply ρ α β (q) = δ α β and c α βγ (q) = 0. Hence we have the following coordinate formulas for canonical DVB morphism α Q : TT * Q → T * TQ and κ Q : TTQ → TTQ:
Tangent lifts. For a function F : Q → R its tangent lift d T F : TQ → R reads locally as
The κ Q -invariance of d T 2 F follows from the symmetry of the second derivative
EL and Jacobi equations. For a Lagrangian function L : E → R the maps λ L and Λ L read as
Now the EL equation (3.2) for γ(t) ∼ (x a (t), y i (t)) takes the following form
We see that (5.7) implies admissibility of γ(t). The Jacobi equation (3.5) for a JVF η(t) ∼ (x a (t), ξ i (t)) along γ(t) ∼ (x a (t), y i (t)) takes the following form
where γ(t) satisfies (5.7) and (5.8). observe that (5.9) is just (5.1) multiplied by y j and ξ i . This is in agreement with our considerations form Remark 3.5.
Lemma 6.1. Let (E, g) be as above. Then the formula:
defines a unique metric and torsion-free E-connection.
Given an E-connection ∇ we can define its curvature:
A straightforward computation shows that R ∇ (X, Y )Z is tensorial in the first two entries and tensorial w.r.t. Z whenever E is an AL algebroid.
A geodesic problem. Given E and g as above we can consider a natural Lagrangian system L : E → R on E given by the energy function L(a) := 1 2 g(a, a). Our goal is to describe the EL and the Jacobi equation for this system. We will show that the EL equation for an admissible curve γ ∈ E reads as ∇ γ γ = 0 and the Jacobi equation for η ∈ E τ •γ as
Of course in the above equations ∇ is the canonical connection described in Lemma 6.1 and R its curvature. obviously these equations are straightforward generalizations of classical formulas from Riemannian geometry.
Calculations. In our considerations we will be working with geometric objects defined along an admissible curve γ(t) ∈ E. However sometimes we will be using objects defined locally around γ(t), such as the algebroid bracket [·, ·] and the covariant derivative ∇. Therefore we will need the following construction: if ξ(t) is a curve in E over x(t) ∈ M and ∆ξ ∈ T ξ E a vector field along ξ, then by a ∆ξ-extension of ξ we will understand any local section ξ : M → E around ξ such that ξ(x(t)) = ξ(t) and Tξ(Tτ (∆ξ(t))) = ∆ξ(t).
In particular let γ(t) ∈ E be an admissible curve over x(t) ∈ M and η ∈ E τ •γ a generator of an admissible variation δ η γ. Then for γ -a δ η γ-extension of γ and η -any extension of η we got [η, γ] = 0 along x(t).
(6.1)
This fact is just a matter of a simple coordinate calculation. Now we are ready to derive the EL equation. We claim that for an admissible curve γ(t) ∈ E we have λ L (γ(t)) = g(γ(t)) (6.2) and Λ L (γ(t)) = T g (γ(t) − V (γ(t), ∇ γ γ(t))) , (6.3) where g : E ∋ a → g(a, ·) ∈ E * is a natural isomorphism and V (a, b) ∈ V a E ⊂ T a E is a vertical vector corresponding to (a, b) in the canonical identification VE ≈ E × M E. Note that (6.3) is tensorial w.r.t. γ although the RHS containsγ.
Formula (6.2) can be checked directly in coordinates. To prove (6.3) we will do the following reasoning. For any admissible γ(t) ∈ E over x(t) ∈ M and any generator ξ(t) ∈ E τ •γ(t) : dS L (γ), δ ξ γ = g(ξ, ∇ γ γ)(x(t))dt.
Comparing the above with (3.3) we get
λ L (γ(t)) = −g(ξ(t), ∇ γ γ(t)).
λ L (γ(T )) = − g(ξ(t), ∇ γ γ(t)) = ξ(t), g(−∇ γ γ(t)) = ξ(t), V T g(γ(t)−V (γ(t),∇γ γ(t))−γ (t)) = ξ(t), V T g(γ(t)−V (γ(t),∇γ γ(t)))− d dt λ L (γ(t)) .
It follows that (6.3) holds. In particular we know that the EL equation reads as T g (V (γ(t), ∇ γ γ(t))) = 0, which is equivalent to ∇ γ γ(t) = 0. Now we are ready to derive the Jacobi equation. According to (3.5) we need only to compute the tangent maps of λ L and Λ L at δ η γ. Obviously Tλ L (∆γ) = T g(∆γ).
We deduce that the Jacobi equation for η ∈ E τ γ along a geodesics γ takes the form TT g (V (∆γ, ∆(∇ γ γ))) = 0 at ∆γ = δ η γ, which is equivalent to = g (ξ, R(η, γ)γ + ∇ γ ∇ γ η)
In this way we have proved that R(∇, γ)γ + ∇ γ ∇ γ η = 0 is equivalent to the Jacobi equation and, simultaneously, we have proved the generalization of (1.2). We shall now describe the lifted algebroid structure d T g. It is also given by a skew-symmetric algebra structure on Tg, as the tangent lift of the vector bundle g → { * } is again a VB over a point. Using the canonical identification Tg ≈ g × g we obtain a skew-symmetric algebra structure where ·, · : g * × g → R is the canonical parring. It follows that for an admissible curve γ = a(t) ∈ g (since the anchor is trivial every path is g-admissible) and a generator ξ = f (t) ∈ g the associated admissible variation reads as δ ξ γ = (a(t),ḟ (t) + [a(t), f (t)]) ∈ g × g ≈ Tg. On the other hand we know form Section 4 that ∆(δ ξ γ) is just κ g • δ ∆ξ ∆γ, where δ ∆ξ ∆γ is a d T g-admissible variation along ∆γ = (a(t), ∆a(t)) generated by ∆ξ = (f (t), ∆f (t)). It turns out that 
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