The active learning (AL) framework is an increasingly popular strategy for reducing the amount of human labeling effort required to induce a predictive model. Most work in AL has assumed that a single, infallible oracle provides labels requested by the learner at a fixed cost. However, real-world applications suitable for AL often include multiple domain experts who provide labels of varying cost and quality. We explore this multiple expert active learning (MEAL) scenario and develop a novel algorithm for instance allocation that exploits the meta-cognitive abilities of novice (cheap) experts in order to make the best use of the experienced (expensive) annotators. We demonstrate that this strategy outperforms strong baseline approaches to MEAL on both a sentiment analysis dataset and two datasets from our motivating application of biomedical citation screening. Furthermore, we provide evidence that novice labelers are often aware of which instances they are likely to mislabel.
Introduction
A significant obstacle in deploying supervised machine learning systems is obtaining sufficient labeled training data to achieve acceptable performance. The active learning (AL) protocol (see Settles [15] for a recent survey) looks to mitigate this expense by allowing the learning algorithm to interactively choose its training data from an unlabeled pool with the aim of selecting only those examples most useful in inducing a model. Using this protocol, AL can reduce the amount of annotator effort required for labeling training data. Due to the empirical success of AL on numerous benchmark datasets, there has been increased interest in extending the idealized AL scenario to practical settings by relaxing the tacit assumptions present in most AL research [2, 8, 14] . One such simplifying assumption is that labels are provided by a single, infallible oracle. This is clearly not always the case -often a group of annotators can provide labels of varying quality and cost.
In this work, we investigate this multiple expert active learning (MEAL) scenario, wherein a group of domain experts, each with an associated cost and level of expertise, participate in the AL task. We explore a fundamental problem in this common real-world scenario that has thus far received limited attention: given a panel of experts, a set of unlabeled examples and a budget, who should label which examples?
Ostensibly, the MEAL scenario is similiar to 'crowdsourcing' (e.g., Amazon Mechanical Turk 1 ), in which annotation tasks are performed at some cost by a (typically anonymous) group of users via an annotation marketplace. Recent work has begun to explore AL strategies for this scenario in the context of machine translation [1] . Our case differs in an important waywe are interested in settings where all annotators possess a requisite minimum aptitude for annotating instances, precluding the use of low-cost, untrained annotators via crowd-sourcing. This setting corresponds to a relatively common scenario, particularly in scientific/biomedical/linguistics domains: multiple domain experts with varying levels of expertise/experience and commensurate costs are to annotate a pool of data. In such scenarios, the objective is to derive an AL querying strategy that assigns instances appropriately with respect to annotator expertise and expense (i.e., we would like to assign 'easy' instances to novice experts and 'difficult' instances to skilled experts).
The main contributions of this work are as follows. First, we introduce and motivate the MEAL scenario in the context of domains in which annotation workload must be balanced across multiple experts of varying aptitude and cost. In Section 3, we identify deficiencies of related MEAL approaches, and then develop a novel algorithm for MEAL in Section 4 which exploits the meta-cognitive abilities of novice labelers to inform the allocation procedure. Intuitively, our approach relies on inexpensive experts to flag difficult examples encountered during annotation for review by more experienced experts. We demonstrate empirically that this strategy out-performs strong baselines, including previously proposed strategies for MEAL [8] , for both sentiment analysis [11] in Section 5 and biomedical citation screening [21] in Section 7. Further supporting our approach, in Section 6 we provide empirical evidence that novice labelers are indeed conscious of which examples they are likely to mislabel, and also argue that automatically identifying difficult instances is a difficult task.
Motivating Scenario: Biomedical Citation Screening
Motivating this work is the task of citation screening, an important step in conducting what are known in the biomedical community as systematic reviews. A systematic review is an exhaustive assessment of the published biomedical literature that addresses a set of prespecified questions (e.g., on the effectiveness of an intervention or the performance of a medical test). Citation screening involves clinical experts (typically physicians) reading through a large pile of biomedical citations (i.e., titles and abstracts) and designating each as 'relevant' or 'irrelevant' to the systematic review at hand [21] . The initial set of abstracts is usually retrieved via a PubMed 2 query carefully designed to be highly sensitive (i.e., attain high recall) in order to avoid missing relevant articles. Such searches typically return several thousand citations that must be manually screened by clinical experts. However, reviews can be considerably larger; as many as 30,000 citations have been screened for a single review [6, 22] .
Citation screening is an important step of the systematic review process, but it is also time-consuming and hence expensive. Indeed, manually screening 5,000 citations requires approximately forty hours of uninterrupted work. This problem is exacerbated both by the increasing demand for systematic reviews and the exponential growth of published biomedical literature [9] . To mitigate reviewer workload, we have previously proposed using an AL strategy for citation screening under the standard single, infallible annotator assumption [20] . Two unique challenges make the citation screening task difficult from a machine learning perspective. First, there is extreme class imbalance, as only about 5% of the retrieved citations are typically deemed eligible for the review. Second, there is an asymmetric cost structure; false negatives ('relevant' citations wrongly classified as 'irrelevant') are much costlier than false positives, because missing eligible studies can compromise the validity of the conducted review. With respect to AL, these issues require designing a querying strategy that acquires labels in such a way that maximizes sensitivity to the minority classes.
Our previous work is based upon the omnipresent "single, infallible annotator" assumption of AL, but in reality there are typically multiple reviewers working on any given project. Moreover, some of these reviewers will be highly experienced while others will be relatively new to systematic reviews. The former sort of expert will be expensive but will provide high-quality labels; the latter will be cheaper but will tend to make mistakes on difficult examples. In this work, we look to derive a strategy that makes the best use of our experienced (expensive) experts by having them categorize challenging citations, while acquiring cheap labels for easy examples from the weaker expert(s).
Proactive Learning and Baseline Strategies
We begin by reviewing proactive learning (PAL) [8] , a previously proposed framework for practical active learning (including multiple expert scenarios). We identify its shortcomings with respect to our setting and introduce two new, simple baseline strategies for MEAL; random round-robin and active round-robin.
Proactive Learning
Proactive learning (PAL) was proposed by Donmez and Carbonell [8] as a decision-theoretic approach to the task of selecting expert-example pairs during each round of AL. Denoting the instance space by X and (fixed) set of experts by E, PAL requires the specification of a value of information function, V : X → R, that maps instances to their expected utility with respect to inducing a classifier, and an expert-specific cost value C : E → R. In AL, one must have a scoring function that maps a given unlabeled instance to a scalar representing the expected value of acquiring its label. For example, uncertainty sampling scores unlabeled instances based upon how uncertain the model is in their predicted labels (when using SVMs, this score is often based on their inverse distance from the current separating hyperplane [18] ). Donmez and Carbonell propose that V can be any such AL scoring function. Specifically, if we denote the pool of unlabeled instances by U, for each iteration of PAL, an expert and example is selected according to:
When empirically comparing our proposed methods to PAL, we use two variants of Equation 3.1 (both of which were proposed by Donmez and Carbonell [8] ), that imbue p(e, x) with different semantics. For the sentiment analysis task, we set p(e, x) to the probability of expert e providing a correct label for example x (i.e., Algorithm 2 in [8] ). Because it is unclear how to estimate this probability, we 'cheat' in favor of PAL by using the true probability from the generative model used to derive the experts. The second variant defines p(e, x) as the probability that expert e will provide a label for instance x (i.e., Algorithm 1 in [8] ). We use this version for our citation screening experiments, where we actually have multiple real-world experts. In this case, examples that the novice reviewer labeled as 'difficult' were treated as instances this expert refused to label within the PAL framework. We then induced a classifier to predict the probability of the novice expert providing a label for a given instance.
3 As we will observe, one shortcoming of PAL for our setting is that the expertexample pair is selected myopically without regard to balancing workload at each step, often resulting in inequitable workloads for participating labelers.
Round-Robin Baselines
The other two strategies we compare to are both round-robin variants equivalent (at least in the limit) to assigning examples to experts selected with equal probability. The simplest instance of this is the most straight-forward MEAL strategy possible: pick both the example and the expert at random. We refer to this method as random roundrobin. Note that this is just (passive) learning with labels provided by multiple sources wherein the model ignores which annotators labeled what. In the second strategy, which we refer to as active round-robin, the expert is again picked uniformly at random, but the instances are selected in decreasing order of their AL scoring function (i.e., estimated informativeness).
Meta-Cognitive MEAL
We now present our strategy for MEAL, which comprises two technical innovations. First, unlike PAL, we directly model the workload distribution in order to ensure that all available annotators are assigned a sufficient amount of work -this is important in our scenario wherein experts are also possibly paid when not labeling data (i.e., salaried). Second, we allocate instances commensurate with expertise in a cost-effective manner by exploiting the meta-cognitive abilities of novice labelers. In particular, we augment the binary label set {−1, 1} with a third, extra-categorical label of "difficult", i.e., the annotator is unsure how to categorize the instance because it is too hard. When an expert labels an instance as "difficult", it is passed on to someone with more expertise. 4 Note that we assume this extra-categorical label incurs the same annotation cost as providing any other label. Asking highly skilled experts to re-label difficult instances makes sense in light of recent work by Sheng et. al [16] in which they argued that it is often more worthwhile to re-label instances rather than to label as-yet unlabeled examples.
This exploitation of human intelligence during AL bears some resemblance to Attenberg and Provost's recently introduced guided AL [3] , wherein the expert explicitly provides instances from the minority class in AL scenarios with class imbalance. In meta-cognitive MEAL we assume that experts are capable of identifying difficult instances selected for labeling by the learner, as in guided AL it is assumed that experts are able to find representative instances of the minority class. Specifically, we assume that novice experts will refuse to provide a label when they have low confidence in their ability to correctly classify a given example. In this case, we defer to someone with more expertise to label said instance. We provide empirical evidence that inexperienced labelers are indeed aware of which instances they are likely to mislabel in Section 6.
To allocate instances, we require an estimate of each expert's level of expertise throughout the MEAL process, denoted by α e . In practice, these may be inferred via unsupervised methods (e.g., using EM) over a small sub-sample of instances labeled by all participating experts [7, 13, 23] , or through available domain information such as expert salaries. Herein we take the latter approach, as we assume that within effective organizations, expert pay grade is highly correlated with aptitude -particularly in the extremes.
Our strategy is presented in Algorithms 1 and 2. The key insight is to rely on the ability of the novice (inexpensive) expert(s) to identify the challenging examples that the strong (expensive) expert(s) ought to label. The benefits of such a strategy are two-fold; the weak expert(s) will label easier examples at a low-cost while the expensive experts will be used sparingly and wisely on difficult examples. To achieve this, we first sort the unlabeled pool of documents, U by an AL scoring function (Line 2). At each MEAL step, we draw from a multinomial parameterized by W to select an expert (Line 6). This distribution may either reflect a preference for equitable labor shares or may be dynamically updated to maximize some other objective. For example, in our sentiment analysis experiments, we 
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initially set W such that w e ∝ C e . As soon as a weak expert has refused to label a difficult example (i.e., when there exists a non-empty Q e ), we set w e ∝ |Q e |, that is, proportional to the size of the (stronger) expert's queue of re-assigned (difficult) instances, thus prioritizing the re-labeling of hard instances over the labeling of unlabeled examples. Once the queues are exhausted, we return to distributing examples to experts with probability inverse to their cost. If the drawn expert's queue of re-assigned examples is not empty, then they are assigned the next instance from their queue. Otherwise, they are assigned the next instance in the ranked pool, U (Lines 7-10). We continue until the per-round budget is exhausted. Algorithm 2 describes our re-allocation strategy. When a relatively novice expert designates an example as being difficult, it is assigned to a more experienced expert's queue with probability proportional to their expertise. In Algorithm 1, if no instances designated as difficult by lesser experts are assigned to the drawn expert, we then assign to them the next instance in the if |Q e | ≥ 0 then 8:
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C ← C + Cost(e * , x * ) 19: end while 20: Output: List of assignments A ranked unlabeled pool, U (line 8). However, depending on the scenario, it may make more sense to re-label instances in the labeled pool L with some probability, even though these examples were labeled with relatively high confidence by definition. In particular, this makes sense in cases where incorrectly annotated training data is costly, even if it doesn't affect the predictive performance of the induced model. Algorithm 3 operationalizes this intuition.
The key difference between this and Algorithm 1 is the procedure for when the drawn expert's queue is empty (Lines 9-15). Formerly, they were simply assigned the next instance in the sorted U; in this case they are, with probability proportional to their estimated accuracy α e , assigned a labeled instance in L (Lines 10-12). In particular, we maintain a probabilistic model induced over the highest skilled expert, g. We then select for labeling the instance in L whose assigned label has the lowest probability of being the true label, according to g (Line 12). This can be viewed as attempting to automatically identify mislabeled instances in L in a semi-supervised way.
Empirical Results -Sentiment Analysis
We first present an experimental evaluation for a sentiment analysis task. Note that in this scenario, we are using a benchmark dataset [11] with a single set of goldstandard labels. In order to compare MEAL strategies, we therefore must generate artificial experts to simulate multiple labelings. The aim of this experimental setup is to demonstrate that when novice reviewers are capable of recognizing those instances they are likely to mislabel, the meta-cognitive MEAL strategy (Algorithm 1) outperforms strong baselines in terms of induced model performance versus cost. We explicitly justify these assumptions empirically in Section 6, in which we show that novices are indeed capable of discerning difficult examples. Furthermore, in Section 7.3 we show that our strategy outperforms baseline strategies in practice (i.e., over a deployed citation screening task).
Data and Experimental Setup
In the sentiment analysis experiments we use the movie sentiment dataset created by Pang and Lee [11] . This dataset comprises 2000 movie reviews, half of which have been designated as 'positive' and the other half as 'negative'. The aim is to induce a classifier to discriminate between positive and negative reviews. This movie sentiment data is attractive for our work because it is a widely utilized non-trivial classification task. Moreover, due to the subjectivity inherent to the task, one can easily envision variance in expert ability to categorize reviews.
To model the MEAL scenario, we must simulate labeling of the dataset by multiple experts with varying cost and skill. Moreover, we must associate a measure of difficulty with each instance. To this end, we use the probabilistic model for multiple annotators proposed by Whitehill et al. [23] . In particular, we assume that each expert e has an associated expertise level α e ∈ (−∞, ∞), where large α e implies a skilled labeler. Furthermore, we assume that each instance x has an associated difficulty β x ∈ [0, ∞) where small β x implies a difficult example. Following Whitehill's notation, we denote the label given by expert e to example x byŷ ex and the true label for example x by y x . Then the model under which expert e labels instance x is as follows:
For our experiments, we generated both α and β. To set β, we begin with the observation that in the citation screening task, instances can be categorized roughly into two categories; hard and easy examples. We believe this to be a more general phenomenon, as is consistent with observations made by Beigman et al. [4] . We thus invent two Gaussian distributions over β; one corresponding to hard and the other to easy examples. We believe that the majority of the easy instances will in fact be extremely easy. To model this, we truncate the Gaussian corresponding to the easy examples at its mean (see Figure 1) .
We (arbitrarily) decided that p easy = .6 of the instances were to belong to the easy class. Thus a β x for each example x was drawn from the easy distribution with probability p easy and from the hard distribution with probability 1-p easy . Figure 1 shows a histogram of β drawn for the 2000 movie review instances. The expertise levels, α, were generated under a similar assumption. As we are interested in scenarios wherein the participating annotators have varying levels of expertise and cost, we generate experts belonging to two classes; weak and strong. These correspond to novice and experienced labelers, respectively. In reality, there may be more of a gradient in expertise levels, but this bimodal distribution captures the essence of the situation in which we are interested. Furthermore, for specialized domains (where AL is arguably most valuable, because if labeling does not require domain expertise, labels can likely be acquired cheaply) such a binomial distribution is reasonable, because it encodes the trainer/trainee relationship common in such work.
The α values are thus drawn from Gaussians with means set such that the average probability of correctly labeling a given difficult example under the above proposed model is 0.6 and 0.95, respectively. We set the corresponding variances to 0.1. Likewise, we draw a salary for each weak and strong expert from two Gaussians, with means $30,000 and $150,000, respectively, both with variances of $10,000. Note that we don't require salary to be a perfect predictor of labeler accuracy, but rather a crude proxy. We assume the weak experts designate an instance as 'difficult' when the (true) probability of their labeling it correctly is ≤ .8. Figure 2 shows results with a varying number of (simulated) participating experts. The y-axis in all plots corresponds to the induced accuracy over a hold-out set, 5 and the x-axis to cost. We compute cost by multiplying the expected time to label an instance (movie review) by the unit cost of the labeler, as calculated from their (known) salary. To calculate a reasonable time to label for each review, we make the simplifying assumption that all labelers read 250 words per minute and transform the length of a review (wordcount) to a labeling time under this model. All plots shown are averages over ten-fold cross-validation.
Results
The main observation to make is that after the $500 mark, the meta-cognitive curve dominates all other strategies, in all four simulated scenarios. The difference in induced accuracy is particularly pronounced in the two-expert case. It is also interesting that the active round-robin strategy tends to outperform the proactive strategy. We believe this is due to the greedy nature of the latter, which we have observed to query the most expensive expert(s) nearly exclusively, thus acquiring far fewer instance labels (see Figure 3 ). Figure 3 : Number of unique instances that were labeled correctly (white) and the number that were mislabeled (grey), for each strategy.
Because imperfect labels are cheap, there is a trade-off between acquiring as many (unique) labels as possible and introducing mislabeled instances into the training set. This is shown in Figure 3 , which plots the average number of unique instances that were labeled, and the percentage of those that were mislabeled once the budget was exhausted. Notice in particular that, unsurprisingly, the two round-robin strategies acquire the most unique instance labels, though they also incur the highest percentage of mislabeled instances in their training sets, at ∼ 13%.
On The Dunning-Kruger Effect
We have shown that our meta-cognitive strategy for MEAL can outperform other approaches if the (novice) labelers are capable of identifying the instances that they are likely to mislabel. This assumption of selfawareness regarding annotation acumen seems at odds with the known tendency for lower-skilled individuals to over-estimate their abilities, a phenomenon known as the Dunning-Kruger effect [10] .
In the seminal paper on the subject, Dunning and Kruger provide evidence for the following conjecture:
... the skills that engender competence in a particular domain are often the very same skills necessary to evaluate competence in that domain ... [10] If this were indeed the case it would be problematic for the proposed meta-cognitive approach; surely if novice reviewers are unable to recognize instances they're likely to mislabel, then the strategy cannot possibly be effective. A natural concern is that due to the Dunning-Kruger effect, only skilled experts will be able to recognize 'difficult' instances. However, in the following section we provide preliminary evidence that at least for our biomedical citation screening domain, novice labelers are indeed capable of recognizing those instances that they are likely to mislabel (i.e., difficult instances).
Labeling Confidence
We first explore whether the confidence annotator's have in their provided labels correlates with the likelihood of said labels being correct. To this end, we asked two novice reviewers to provide the 'confidence' they place in their own labels, and compared the average confidence ratings between the examples they classified correctly and the examples they misclassified.
Specifically, the two novice reviewers (we refer to them as Reviewers "1" and "2") screened 4751 biomedical abstracts and classified them as relevant ('positive') or irrelevant ('negative') to a systematic review of comparative studies on charged particle radiotherapy versus alternate interventions for cancers [17] . 6 Using the labels of a third, senior expert as a 'gold standard' we identified for each novice reviewer the sets of true positive, true negative, false positive, and false negative abstracts (denoted T P , T N , F P , and F N , respectively). For each reviewer we selected a manageably-sized random sample of citations stratified over these four sets.
Because the sizes of the four sets are very different, we used the following weighted random sampling scheme: we selected all |F N | examples in the F N set (the smallest set); twice as many examples (2|F N |) from the next more prevalent set (F P ); and thrice as many examples (3|F N |) from each of the remaining most prevalent sets (T P , T N ). The stratified random samples consisted of 198 citations for Reviewer 1, and 171 for Reviewer 2.
We then presented the novice reviewers with the sampled citations in random order, along with the labels they had provided, and asked them to rate for each citation their confidence in their own labels using a four-point scale of equispaced categories (a Likert scale): 'very uncertain', 'uncertain', 'certain', and 'very certain'. For analysis, we encoded the four categories as {−2, −1, 1, 2}, respectively. The reviewers were blinded to the 'gold standard', and were told that they were given a random sample of citations with no details regarding the sampling scheme. We tested whether the mean confidence of each reviewer differed between the citations they classified correctly (T P and T N ) or incorrectly (F P and F N ) using linear regressions accounting for the probability sampling weights of our sampling scheme. Figure 4 shows for each reviewer the mean confidence scores for correctly and incorrectly classified examples extrapolated to the total corpus. Mean confidence scores for Reviewer 1 were 2.6 units (95% confidence interval: 2.2, 3.0) higher in the correctly classified citations compared with the incorrectly classified ones. The corresponding mean difference for Reviewer 2 was 1.1 units (95% confidence interval: 0.6, 1.5). The difference is statistically significant for both reviewers (p < 0.0001). In other words; novice reviewers were substantially more confident in their correct labels than in their incorrect labels.
Recognizing Difficult Instances
In the preceding section, we had novice reviewers provide confidence scores for labels they had previously provided (i.e., the analysis was retrospective). We now focus on the prospective case, in which we give an inexperienced annotator the option of refusing to provide a label for difficult instances. We used two datasets for our empirical evaluation (these are the same datasets used to evaluate MEAL strategies in Section 7).
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The first dataset was from a systematic review of genetic associations with Chronic Obstructive Pulmonary Disease (COPD) [5] . The second was from an ongoing systematic review of randomized controlled trials of monoclonal antibodies and other anti-TNF biologic agents for Crohn's disease. The datasets comprised 1606 and 2020 potentially eligible citations, respectively. For our 'gold standard' labels, we used labels provided by the expert reviewer who originally conducted the review. We then had an inexperienced reviewer screen both datasets, allowing her to refuse to label instances she thought were difficult. We trained her in the standard way; for both datasets, an experienced reviewer familiar with the topic explained the inclusion criteria to her (i.e., what constitutes a 'relevant' study) and classified a few citations with her over approximately a thirty minute period. The inexperienced reviewer designated 9% (144 out of 1606) of the instances in the COPD dataset as difficult, and 6% (119 out of 2020) of those in the Crohn's dataset as difficult. Figure 5 : Novice reviewer labeling accuracy for those examples she was willing to label (left) and for those she designated as 'difficult' (right), over two datasets (COPD and Crohn's; see text for details).
We also asked the reviewer to label those instances she designated as difficult as best she could (i.e., we asked to which class she would assign an instance, were she forced to provide a label). We were thus able to compare the reviewer's accuracy over the examples she designated as difficult to her accuracy over the rest of the data. The hope is that the inexperienced labeler can categorize easy instances with high accuracy, while being able to recognize instances she is likely to mislabel. Thus we would expect her labeling performance over the two subsets of instances (difficult, easy) to conform to our expectations as modeled in Section 5.1.
This assumption is supported by Figure 5 , which plots the novice labeler's accuracy over the instances she felt confident enough to label (left) and those that she designated as being difficult (right) over both datasets. For the COPD set, she achieved nearly 90% accuracy on the former set, and just over 60% accuracy on the latter. Similarly, on the Crohn's data she was 82% accurate on the instances she agreed to label, but performed no better than chance on those she refused to label (∼ 50%). Reassuringly, this is in line with our modeling assumptions. We present empirical active learning results on these datasets in Section 7.
The Difficulty of Predicting Difficulty
In the proposed strategy we rely on novice labelers to inform us that instances are difficult. A natural alternative approach is to instead build a model which automatically identifies 'difficult' examples. This would allow us the same advantages -we could assign hard instances to experienced labelers and easy examples to novice labelers -while saving us some of the cost by reducing the number of (otherwise useless) 'difficult' labels provided by the inexperienced labeler(s).
The problem is that, at least in our application, predicting which instances labelers will designate as difficult is a non-trivial task. To investigate the feasibility of building such a predictive model, we first attempted to induce a standard Bag-of-Words (BOW) SVM over each of two systematic review datasets for which an inexperienced labeler indicated which instances were difficult (the topics of the reviews were COPD and Crohn's; see Section 6.2 for details). In ten-fold cross-validation, which is actually an optimistic assessment because in practice one would need to start using the model long before ninety percent of the data was labeled for it to be useful, predictive performance was quite bad. In particular, the model achieved an average sensitivity to difficulty examples of 64.3% with an average specificity of 53.6% on one dataset (COPD), and an average sensitivity of 66.2% with an average specificity of 49.2% on the other. 8 Here we used a linear kernel (and grid search to find the cost parameter c). Results using both an RBF and polynomial kernel were similar for both datasets. Crohn's disease Figure 6 : ROC curves showing discriminatory capability with respect to predicting which instances will be labeled 'difficult'. The dotted line corresponds to the distance to the hyperplane, and the bold, solid line to the feature-entropy score (Equation 6.3). Neither measure is particularly good at predicting difficulty.
Nor does it appear that model uncertainty correlates with human uncertainty. To show this, we induced an SVM over the entire dataset -again, this is therefore an optimistic assessment. As above, we used the 'difficult'/'not difficult' labels provided by the novice reviewer as the target concept. We then generated a ROC curve using the ranked distances to the induced hyperplane, 9 shown in Figure 6 as the dotted line. It is clear in the figure that model uncertainty is an underwhelming predictor of human uncertainty (i.e., difficulty).
Human annotators obviously operate in a very different 'feature-space' than BOW classifiers. We have previously shown using labeled features to be helpful in AL [20] and could hypothesize that it is more realistic to base uncertainty on such information (e.g., words or n-grams associated with a specific polarity/class). Here we define a metric of uncertainty over labeled terms that scales the term entropy in a document by the log of the total number of terms therein. Technically, denoting the number of positive terms in a given document as T + , the number of negative terms T − , and the total number of labeled terms in a document N , we have:
Intuitively, this feature-entropy score is a proxy for difficulty because it is large if there are many, conflicting terms in a document. Dissappointingly, however, this measure fares worse than model uncertainty in its ability to discriminate 'difficult' from 'not difficult' examples, as shown in Figure 6 .
While it would obviously be premature to conclude from this preliminary evidence that automatically predicting which examples are difficult for use in instance allocation is impossible, it does demonstrate that the problem is non-trivial, and straight-forward techniques don't work. We therefore argue that reliance on novice experts to assess difficulty is an appropriate and effective strategy.
Empirical Results -Biomedical Citation Screening
We have demonstrated that our meta-cognitive MEAL strategy can be successful under certain conditions (Section 5), and that these assumptions hold in practice, at least in the context of biomedical citation screening (Section 6). Bringing these two points together, we now demonstrate the efficacy of our strategy for MEAL on datasets collected from our deployed biomedical citation screening system. We first outline our experimental setup, defining the actual cost structure in our application and discussing pertinent algorithmic details. We then show that under the presented cost model, our meta-cognitive MEAL outperforms baseline strategies over two real datasets.
Experimental Setup
We ran experiments on the COPD and Crohn's datasets (briefly described in Section 6.2). In this case, two experts (one experienced and one novice) screened the citations comprising the datasets, deciding which were 'relevant' and which were 'irrelevant' to the review at hand. We again use the experienced expert's labels as the 'gold standard'. Evaluation over these datasets is somewhat complex, as one must realistically assess the trade-offs involved, as well as the total cost associated with different outcomes. For example, as mentioned previously, the cost structure here is asymmetric; 'false negatives' cost significantly more than 'false positives'. For evaluation purposes, we employ a weighted metric we've introduced elsewhere [20] that expresses this trade-off. Namely, we assume that sensitivity to the minority class of 'relevant' citations is λ times as important as mitigating cost (Equation 7.4; note that we assume cost is normalized). We denote this 'utility' metric U λ , quantifying this tradeoff with the λ parameter. Because it is difficult to specify λ directly, we have proposed using a method from Medical Decision Theory to quantify the analogous costs for diagnostic tests [19] to elicit this parameter from the expert in a natural way [20] . In our case, this resulted in a λ of 19.
To estimate the costs involved with each MEAL strategy, we use a rough estimate of the salaries for the two reviewers which we converted into a unit cost (i.e., a cost per second). This allows us to calculate the cost of labeling given an estimate of percitation annotation time. Here we make the simplifying assumption that all citations take thirty seconds to label, an empirical average. We refer to the cost of acquiring a labeled training set with a MEAL strategy as the upfront labeling cost. Once this set has been collected there are two additional costs that must be taken into consideration.
First, some citations in the training set may have been mislabeled. The direction of this mislabeling has different costs associated with it; false positives will be subsequently retrieved in 'full text', which is quite expensive. In practice, all examples designated as 'relevant' by novices would be re-screened by the project lead (expert) in order to avoid incurring this cost unnecessarily (recall that only a minority of examples will be classified as 'relevant'). Therefore, we follow this procedure in our evaluation; we simulate the experienced expert re-screening all the documents designated as positive by the novice reviewer. False negatives are not directly accounted for in the cost model. Instead, we incorporate these in our evaluation by considering the overall sensitivity of a strategy. Thus in our case, sensitivity is calculated over both the training data (i.e., if a 'relevant' citation has been labeled as 'irrelevant' then sensitivity suffers) and over those instances classified by the induced model. This evaluation setup is appropriate for finite pool scenarios [21] , in which the primary aim is not to induce a good predictive model but rather to categorize a fixed set of instances. The second additional cost involves those instances classified by the model induced over the acquired training set. Every example that the model predicts as being 'relevant' must be screened; for this we charge the average cost of the two experts screening a citation. The instances the model designates as 'irrelevant' are ignored (which may affect sensitivity).
We conducted experiments as follows. First, we gave each MEAL strategy two seed instances; one randomly selected from the set of 'relevant' instances and the other from the set of 'irrelevant' instances. We allowed each strategy to spend $25 per round on labeling. After each round, we calculated the sensitivity (proportion of identified 'relevant' citations) and the total cost (as described above). We then combined these into a single metric that corresponds to the utility achieved for a given upfront labeling cost; U 19 . All presented results are averages over ten independent runs in which each strategy received the same seed set selected for a given run.
Algorithmic Details
We make some small modifications to the Proactive [8] and meta-cognitive approaches for our empirical experiments. Both round robin baseline strategies are unchanged. As mentioned in Section 3.1, we used the first proposed variant of proactive learning here, because it is a more natural fit for the data. In particular, examples that the novice reviewer labeled as 'difficult' were treated as instances this expert refused to label. We then induced a probabalistic classifier to predict the probability of a novice expert providing a label for a given example. We plugged this probability into Equation 3.1.
For meta-cognitive MEAL, we used the second variant (i.e., Algorithm 3). Because of the asymmetric cost structure, we decided it would be most advantageous for the experienced reviewer to double-check the novice's labels, even if there are no remaining instances that have been explicitly designated as difficult, i.e., if |Q e | is 0. Therefore, in line 10 in Algorithm 3, we set the bias to 1, implying that the experienced expert will re-label the instance in L classified by the novice that is least likely to be labeled correctly, according to the model induced over the experienced expert's training data. A caveat here is that because the experienced expert will review all instances that the weak expert labeled as 'relevant' (see above), we limit re-labeling during MEAL to instances that have been designated as 'irrelevant' by the novice. We set W to [.5, .5], thus enforcing an equal workload distribution. Figures 7 and 8 show the results over the COPD and Crohn's datasets, respectively. The most important observation is that the meta-cognitive MEAL approach consistently dominates the others, in terms of the metric of interest, U 19 . Proactive learning fares poorly here. This is primarily because it requests labels from the experienced expert almost exclusively, due to its greedy nature, and thus acquires relatively few (pricey) labels. Additionally, over both datasets the model induced to predict which instances the novice would likely refuse to label performed poorly, further hindering PAL's performance. The round-robin strategies are relatively competitive with one another. Perhaps somewhat surprisingly, however, the random round-robin strategy here outperforms active round-robin, contrary to the results over the sentiment analysis task. Indeed, this is in line with our previous observations that uncertainty-sampling AL can perform poorly when there is significant class imbalance [20] . While we wanted to focus on instance allocation in this work, and not the AL scoring/VOI function, this suggests that perhaps combining the meta-cognitive approach with a different AL criteria would perform even better (recall that we use standard uncertainty sampling to rank U).
Results

Conclusions
We have presented the problem of Multiple Expert Active Learning (MEAL) and outlined the difficulties therein. We presented a novel strategy for MEAL that relies on the participating novice labelers to indicate which examples are difficult, allowing the strategy to best exploit experienced (and expensive) labelers. Further motivating this approach, we provided preliminary evidence that automatically predicting which instances are difficult is a hard task. Moreover, we provided evidence that novice reviewers have the necessary meta-cognitive skills to assess which instances they are likely to mislabel. Our meta-cognitive strategy outperformed strong baselines, including a previously proposed approach to MEAL, on both sentiment analysis and biomedical citation screening tasks.
