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El protocolo de Internet versión 4 (IPv4) en las últimas décadas ha sufrido un gran 
crecimiento,  la incorporación de nuevos usuarios, dispositivos, servicios, aplicaciones y 
en general la innovación en Internet ha producido escases de direcciones IPv4.  
Debido a este motivo se ha desarrollado el protocolo de Internet versión 6 (IPv6), el 
cual soluciona este problema y permite el desarrollo de aplicaciones para las próximas 
décadas. En la actualidad, el soporte IPv6 que ofrecen los fabricantes de equipos y 
programas computacionales ha alcanzado un desarrollo que permite la transición a redes 
IPv6. 
Este trabajo presenta el desarrollo e implementación de un plan piloto para la Transición 
de la actual red basada en el protocolo IPv4 a una red IPv6 en la Universidad 
Politécnica Salesiana Campus Sur dentro de la Subred CIMA conectada directamente a 
Internet. Los criterios utilizados para el plan de integración de IPv6 se realizarán de 





















Durante la última década, se han desarrollado innumerables tecnologías y varios 
servicios que han modificado la forma de comunicación entre las  personas a lo largo 
del mundo, sin duda las tecnologías de la información y comunicaciones (TIC) se han 
convertido en una forma de vida diaria. Se puede observar como los medios 
tradicionales de comunicación, telefonía, mensajería y televisión, entre otros, convergen 
en una única red de comunicación. El internet ha tenido una creciente demanda que ha 
dejado en descubierto las limitaciones del protocolo IPv4 que fue desarrollado en la 
década de los 70 como una forma de interconectar un número de redes, jamás se pensó 
que llegaría a ser una base de una red de millones de usuarios. Su principal limitación, 
el bajo número de direcciones disponibles, ha restringido el desarrollo de nuevas 
aplicaciones y tecnologías en internet. 
El protocolo IPv6 fue desarrollado durante la década de los 90 con el fin de sustituir a 
IPv4 como protocolo dominante en Internet. IPv6 soluciona los problemas 
fundamentales de IPv4 y entrega una base para futuros desarrollos y avances en 
Internet.  
La transición a IPv6 ha sido un proceso lento, a pesar que se pronostica que en pocos 
años se producirá el agotamiento total de las direcciones IPv4.  
El principal objetivo de éste trabajo es la Implementación de un plan piloto para la 
transición a la red IPv6 al interior de la Universidad Politécnica Salesiana Campus Sur 
dentro de la subred CIMA con salida directa hacia Internet.  
En éste trabajo se cubren diversos aspectos, entre ellos el desarrollo de un plan de 
direccionamiento IPv6. El trabajo y los resultados aquí expuestos constituyen el primer 
paso para una futura migración a IPv6 de todos los servicios ofrecidos por la red 
institucional de la Universidad Politécnica Salesiana.  
 
En el capítulo 1 de este trabajo se plantea la hipótesis y objetivos que se desarrollarán al 
realizar dicho proyecto.  
 
En el capítulo 2 se analizará los problemas actuales que presenta el protocolo IPv4, y 
como éstos justifican la necesidad de adoptar IPv6, además se describirá brevemente el 
protocolo IPv6, con el fin de establecer el marco teórico necesario para permitir al lector 
xvii 
  
comprender los pasos realizados en la implementación de la red IPv6 en la Universidad 
Politécnica Salesiana Campus Sur.   
 
En el capítulo 3 se realizará un análisis de la red institucional de la Universidad 
Politécnica Salesiana Campus Sur, se establecerá una planificación de direccionamiento 
Ipv6 mediante CEDIA, se presentará el diseño de la red IPv6, describiendo los 
protocolos de enrutamiento utilizados, el plan de direccionamiento creado y la 
configuración utilizada en los equipos, así como un breve acercamiento al soporte IPv6 
existente en sistemas operativos y aplicaciones.  
 
En el capítulo 4 se presentará las pruebas de desempeño de IPv6 de acuerdo a la 
planificación de direcciones, se analizará los aspectos del protocolo IPv6 en el 
desempeño del método de transición Dual Stack.  
 
Finalmente, en el capítulo 5 se entregarán las conclusiones finales y recomendaciones 





















Es posible la implementación de un Plan Piloto para la transición de IPv4 a IPv6, dentro 
de la Subred CIMA (Centro de Investigación Ambiental) con la frontera del proveedor 
Telconet, IPv4 presenta como limitación principal el bajo número de direcciones 
disponibles, lo cual ha restringido el desarrollo de nuevas aplicaciones y tecnologías en 
Internet, la Universidad Politécnica Salesiana se ve en la necesidad de realizar pruebas 
dentro de una subred, para aplicarlas en un futuro plan de transición total de IPv6. 
1.2 Tesis 
 
La implementación de un Plan piloto para la transición de IPv4 a IPv6, mediante la 
arquitectura completa de la Universidad Politécnica Salesiana Campus Sur; dicha 
transición se realizará a través del protocolo Dual Stack, el cual permite la utilización de 
nodos IPv6/IPv4; éstos tienen la habilidad de enviar y recibir paquetes IPv6 e IPv4.  
1.3 Objetivos 
 
1.3.1 Objetivo General 
 
Implementar un Plan Piloto para la transición de IPv4 a IPv6 utilizando el Protocolo 
Dual Stack en la Universidad Politécnica Salesiana Campus Sur dentro de la subred 
CIMA, con la frontera de la Universidad y la frontera del Proveedor Telconet. 
 
1.3.2 Objetivos Específicos 
 
 Investigar el direccionamiento de la plataforma IPv4 en dispositivos 




 Establecer diferencias, ventajas y desventajas entre las dos plataformas IPv4 
e IPv6. 
 Realizar el desarrollo y planificación del direccionamiento para la red IPv6 
en los dispositivos intermedios, finales, para la Universidad Politécnica 
Salesiana Campus Sur. 
 Desarrollar el piloto en la subred CIMA la cual se interconectará con la 
frontera del proveedor y la Universidad Politécnica Salesiana Campus Sur. 
 Analizar la técnica Dual Stack la cual ejecuta los protocolos IPv4 e IPv6 de 




























El crecimiento explosivo en el uso de Internet ha llevado a las personas a aprender 
nuevas tecnologías, y familiarizarse con palabras como: IP, que es el protocolo 
encargado de transportar paquetes de información de una máquina a otra sobre la capa 
de Red, su versión actual es la cuatro (IPv4). 
Debido al crecimiento exponencial de las direcciones IPv4 surgen algunas interrogantes 
de cómo solucionar los problemas que trae consigo un protocolo mal diseñado como es 
el caso de IPv4 y cómo hacerlo sin tener que cambiar toda la infraestructura actual. 
Una posible solución es el Protocolo de Internet versión 6 (IPv6), que además de 
solucionar el problema del agotamiento de direcciones IPv4, también cuenta con nuevas 
características como es la seguridad incorporada por medio de dos nuevos campos en el 
encabezado del paquete IP, reducción de las tablas de enrutamiento, calidad de servicio 
entre otros. 
En éste capítulo se hablará en primer lugar de la necesidad de IPv6, después se 
describirá cada una de las características, direccionamiento y mecanismos de 
configuración de IPv6. 
 
2.1 Problemas existentes en IPV4 
 
El protocolo de Internet (IP) se ubica en la capa 3 del modelo OSI y su función es 
entregar paquetes desde un nodo de origen a uno de destino, basado en la dirección 
escrita en cada paquete. El protocolo de Internet versión 4 (IPv4) es la cuarta iteración 
del protocolo IP y la primera versión en ser utilizada en ambientes de producción. Es el 
protocolo dominante en Internet, utilizado para conectar redes de forma interna y hacia 
el exterior. Dentro de sus principales características se encuentran: 
  
 Enrutamiento y direccionamiento: Provee una dirección única a cada 
dispositivo de una red de paquetes. IPv4 fue especialmente diseñado para 






 Mejor esfuerzo: El protocolo IP provee un servicio de transmisión de paquetes 
no fiable (o de mejor esfuerzo). No se asegura que los paquetes enviados lleguen 




Quizás el principal problema de IPV4 es, que fue diseñado inicialmente para 
interconectar unos pocos computadores en redes muy simples, éste problema ha causado 
que en el último tiempo, se noten diversos problemas existentes en IPv4, asociados al 
crecimiento de Internet y a la aparición de nuevas tecnologías y servicios que requieren 
conectividad IP. 
 
2.2 Agotamiento de direcciones IP 
 
Una dirección IPv4 tiene un tamaño de 32 bits, los que permiten tener alrededor de  
4.294.967.296 (2^32) direcciones a asignar. En sus inicios ésta cifra parecía ser 
interminable, por lo cual, se utilizaron métodos de distribución poco eficientes, uno de 
los más conocidos, la asignación por clases, el cual asignó bloques de direcciones 
grandes a organizaciones que solo requerían unas pocas, lo que ha generado que 
actualmente muchas organizaciones posean un gran número de direcciones que no se 
encuentran utilizadas. 
Los primeros reportes de alerta sobre el inminente agotamiento de direcciones IP se 




A partir de ese momento se emplearon diversas soluciones y protocolos que han 
permitido extender la vida útil de IPv4, entre ellos se tiene: 
 Traducción de direcciones de red (NAT) 
 El enrutamiento sin clases entre dominios (CIDR)  
 Asignaciones temporales de direcciones (DHCP). 
 
Antiguamente, el IANA (“Internet Assigned Numbers Authority”) tenía a su cargo el 
manejo de los bloques de direcciones IPv4 que se encuentran libres, el 3 de febrero de 
                                                 
1
 INFORMATION Sciences Institute, University of Southern California. RFC 791 Internet Protocol 
Darpa Internet Program Protocol Specification. Septiembre 1981. 
2
 SOLENSKY, Frank. Continued Internet Growth. Proceedings of the 18th Internet Engineering Task 
Force. IEEE, 1990, pp 59-61. 
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2011, el IANA asignó los últimos bloques libres a los RIRs, efectivamente agotando el 
pool de direcciones IPv4 disponibles. 
Junto a ésta Organización, se encuentran los registros regionales de Internet (AFRINIC, 
APNIC, ARIN, LACNIC y RIPENCC), correspondientes a África, Asia, América 
anglosajona, América Latina, Europa, respectivamente. 
 
“El IANA asigna bloques de prefijo /8, a los registros regionales. El espacio real de 
direcciones disponibles para ser asignadas es de 223 bloques /8, los cuales representan 
16.777.214 direcciones cada uno”
3
.  
En la Figura 2.1 se observa la utilización de los bloques /8.” 
 
 
Figura 2. 1 Asignación de direcciones a los RIRs (Registro Nacional). 
Fuente: http://portalipv6.lacnic.net/es/ipv6/estad-sticas/ipv4 
 
En la figura 2.1 se puede observar que la Región con más asignaciones corresponde al 
ARIN, que es el Registro Regional de Internet para América Anglosajona destacando en 
ésta organización EEUU y Canadá, los países con más asignaciones de direcciones. 
 
Con el agotamiento de las direcciones libres manejadas por la IANA, los Organismos 
Regionales no podrán solicitar direcciones adicionales, es ahí cuando se necesitaría usar 
las direcciones de reserva, lo que produciría un agotamiento de las mismas, sin tener 
                                                 
3
 IPv4 Address Report.  
http://www.potaroo.net/tools/ipv4/ [consulta: 20 Julio 2011] 
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opción a solicitar un bloque adicional al IANA, se estima que éste evento suceda a 
finales del 2012.   
 
Cabe recalcar que todo lo mencionado anteriormente son predicciones basadas en las 
demandas anuales en promedio, no son datos exactos. 
 
2.3 Motivos de cambio a IPV6 
 
Algunos de los principales motivos de cambio de IPV6 son: 
 
 Tamaño de dirección de 128 bits de IPv6 vs. 32 bits de IPv4, esto permite 
soportar más niveles de direccionamiento jerárquico. 
 La simplificación del formato del encabezado, con esto se ganó la reducción de 
las tablas de enrutamiento y se mejoró el rendimiento de los routers, ya que al 
ocupar menos tiempo analizando los campos de los encabezados, se mantienen 
bajos los costos del ancho de banda a pesar de que se cuadriplicaron las 
direcciones. 
 Debido a dos encabezados opcionales se puede tener autenticación, privacidad, 
integridad de datos y confidencialidad. 
 
2.4 Protocolo IPV6 
 
Durante la primera década de operación de la Internet basada en TCP/IP, a fines de los 
80s, se hizo aparente que se necesitaba desarrollar métodos para conservar el espacio de 
direcciones. A principios de los 90s, incluso después de la introducción del rediseño de 
redes sin clase, se hizo claro que no sería suficiente para prevenir el agotamiento de las 
direcciones IPv4. 
 
En muchos aspectos, IPv6 es una extensión conservadora de IPv4. La mayoría de los 
protocolos de transporte y aplicación necesitan pocos o ningún cambio para operar 
sobre IPv6. IPv6 especifica un nuevo formato de paquete, diseñado para minimizar el 
procesamiento del encabezado de paquetes.
4
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2.4.1 Características de IPV6 
Entre las principales característica de IPv6 se encuentran: 
  
 Mayor espacio de direccionamiento   
Las direcciones pasan de los 32 a 128 bits, o sea de 2^32 direcciones 
(4.294.967.296) a 2^128 direcciones (3.402823669 e38, o sea sobre 1.000 
sixtillones). 
Esto hace que: 
 Desaparezcan los problemas de direccionamiento del IPv4 actual. 
 No sean necesarias técnicas como el NAT, para proporcionar conectividad a 
todos los ordenadores/dispositivos de la red. 
 
Por tanto, todos los dispositivos actuales o futuros (ordenadores, IPADs, teléfonos 
GPRS o UMTS, neveras, lavadoras, etc.) podrán tener conectividad mediante una 
dirección ipv6 única asignada a cada dispositivo. 
  
 Seguridad   
Uno de los grandes problemas de Internet es su falta de seguridad en su diseño base. 
Este es el motivo por el que IPv6 incluye IPsec, que permite autenticación y 
encriptación del propio protocolo base, de forma que todas las aplicaciones se 
pueden beneficiar de ello. 
 
 Movilidad  
Con la movilidad (o roaming) ocurre lo mismo que en los puntos anteriores, una de 
las características obligatorias de IPv6 es la posibilidad de conexión y desconexión 





2.4.2 Estructura de un paquete IPv6 
 
Un paquete IPv6 tiene una cabecera de tamaño fijo e igual a 40 bytes, el doble de la 
cabecera IPv4. 





El aumento se debe a que el tamaño de los campos “Dirección Origen” y “Dirección 
destino” aumentaron su tamaño de 32 a 128 bits cada uno, como se muestra en la Figura 
2.3. 
 
Figura 2. 2 Paquete IP. Cabecera IPv6. 
Fuente: http://vqdscott.blogspot.com/2011/05/protocolos-con-capas_08.html 
 
2.4.2.1 Encabezado del paquete IPv6 
 
El encabezado de un paquete IPv6 consta de dos partes: Un encabezado IPv6 base y una 
extensión de encabezados opcionales, tal y como puede verse en la figura 2.4 
 
 
Figura 2. 3 Formato del encabezado IPv6. 
Fuente: Autores 
Dirección IP Fuente  
De 128 bits 
Versión Clase de Tráfico Etiqueta de Flujo 
Longitud de Carga Útil (Longitud Paycload) Sig. Cabecera Limite de Saltos 
Dirección IP Destino 
De 128 bits 
Datos  (Payload) 
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Algunos de los cambios de la cabecera IPv6 respecto a la cabecera IPv4 son: 
 
 Tamaño de cabecera de 40 bytes. 
 Direcciones incrementadas de 32 a 128 bits. 
 Los campos de fragmentación y opciones son retirados de la cabecera básica. 
 Retirado el checksum de la cabecera. 
 Nuevo campo de Etiqueta de Flujo 
 Existencia de Siguiente Cabecera (cabecera de extensión) 
 Posee un tiempo de vida -> Limite de saltos 
La cabecera de IPv6 consta de los siguientes campos:  
 
 Versión: Con 4 bits de longitud, este campo sirve para identificar la versión del 
protocolo IP, es decir IPv4 o IPv6. 
 Clase: Con 8 bits de longitud, este campo está diseñado para que enrutadores de 
envío y nodos mediante el origen de paquetes, identifiquen y distingan entre 
diferentes clases o prioridades de paquetes IPv6. 
 Etiquetado de Flujos: Con 20 bits de longitud, este campo puede ser utilizado 
por un huésped para solicitar un trato especial a ciertos paquetes, tales como 
aquellos que requieran una calidad de servicio no por defecto ó una calidad de 
servicio de tiempo- real. 
 Longitud de Carga: Con 16 bits de longitud, este campo se encarga de medir la 
longitud de la carga del paquete, la cual consta de todo lo que sigue después del 
encabezado IPv6, incluyendo los encabezados opcionales y protocolos de nivel 
superior, tales como TCP, FTP, etc. Este campo es similar al llamado Longitud 
Total en IPv4, pero a diferencia de este, Longitud de carga solo mide los datos 
después del encabezado, mientras que Longitud Total mide los datos y el 
encabezado. 
 Siguiente Encabezado (next header): Con 8 bits de longitud, sirve para 
identificar al encabezado que sigue inmediatamente después del encabezado 
IPv6. Un paquete IPv6 además puede incluir cero, uno o más encabezados 
opcionales, por lo que dependiendo del número de encabezados que se 
contengan será el número de siguientes encabezados.  
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 Límite de Saltos: Con 8 bits de longitud, éste campo es análogo al campo time to 
live (TTL) en IPv4.. 
 Dirección fuente: Con 128 bits de longitud, este campo contiene la dirección 
IPv6 del nodo que originó el paquete. 
 Dirección destino: Con 128 bits de longitud, este campo contiene la dirección 
IPv6 del nodo que se espera sea el destino final del paquete. Las palabras “se 
espera” son utilizadas ya que la dirección destino puede no ser el último destino 
del paquete si está presente un encabezado de enrutamiento. 
 
2.4.3 Formato de una dirección IPv6 
 
Todas las direcciones IPv6 están formadas por 8 campos de 16 bits, cada uno de éstos 
separados por dos puntos “:”.  
 
Cada campo está representado por 4 caracteres hexadecimales (0-f).  
 
Ejm: 2800:16:64::1  
 
En el ejemplo mencionado anteriormente se puede observar que no están escritos los 8 
campos, ya que se puede simplificar la escritura y memorización de direcciones, para 
esto se pueden aplicar las siguientes reglas a las direcciones IPv6: 
 
a) No se hace distinción entre mayúsculas y minúsculas. 
Ejm: BA7C, es equivalente a ba7c.  
b) Los ceros al inicio de un campo son opcionales. 
Ejm: 00f1 es equivalente a f1.  
c) Una sucesión de campos con ceros puede ser reemplazados por “::” 
 
Tomando en cuenta la siguiente dirección: 1000:0015:0022:0000:0000:0000:0001:0015 
Al aplicar las reglas anteriormente mencionados, se podría simplificar la escritura y se 
tendría el siguiente resultado: 1000:15:22::1:15, lo que permite tener una simplificación 




2.4.4 Direccionamiento IPv6 
 
En IPv6 se han definido 3 tipos de direcciones: 
 
 Unicast: Identifican a un nodo único y particular. 
- Local Unicast (Ip privada) 
- Global Unicast (Ip publica) 
 Multicast: Identifican a un grupo de nodos.  
- Multicast es reenviado a todos los nodos pertenecientes al grupo. 
- No existen direcciones broadcast, reemplazando su uso con direcciones 
multicast que identifican a determinados grupos de dispositivos en una 
red.    
 Anycast: Identifica a un grupo de nodos.  
- Anycast es enviado al nodo más cercano al emisor.  




Las direcciones unicast  identifican una única interfaz o nodo conectado a una red. Uno 
de los nuevos aspectos introducidos en IPv6 es el uso de contextos en las direcciones 
unicast. Estos contextos definen el dominio de una red, ya sea lógico o físico, 
optimizando su desempeño. En IPv6, las direcciones unicast pueden pertenecer a uno de 
los siguientes contextos: 
  
 Local al enlace (“link-local”): Identifica a todos los nodos dentro de un enlace 
(capa 2) se utilizan solamente para autoconfiguración. 
 Local único (“unique-local3”): Identifica a todos los dispositivos dentro de una 
red interna o sitio, compuesta por varios enlaces o dominios capa 2.  
 Global: Identifica a todos los dispositivos ubicables a través de Internet. 
Estos contextos presentan una estructura jerárquica, tal como se observa en la Figura2.5 
El contexto global es el más amplio, englobando al resto. 






Figura 2. 4 Contextos de direcciones unicast. 
Fuente: http://apunts.virtualsociety.es 
 
A diferencia de IPv4, en IPv6 una interfaz puede poseer más de una dirección IP. Es así 
como por ejemplo un nodo puede poseer una dirección local al enlace para comunicarse 





Identificador para un conjunto de interfaces. En IPv6 el tráfico multicast opera de la 
misma forma que en IPv4. Dispositivos IPv6 ubicados en distintos lugares pueden 
recibir tráfico dirigido a una única dirección multicast.  
Un paquete enviado a una dirección multicast es entregado a todas las interfaces 
identificadas por dicha dirección. 
 
Las direcciones IPv6 “multicast” tienen la estructura presentada en la Figura 2.6 
 





El campo L indica el tiempo de vida de un grupo “multicast”, tomando el valor de 0 
cuando es un grupo permanente y 1 cuando es un grupo multicast temporal. El campo S 
indica el contexto o alcance del grupo, en  IPv6 elimina el uso de las direcciones 
“broadcast”, sustituyéndolas por direcciones “multicast”. Esto permite hacer una 
selección más precisa de los destinatarios de una solicitud, evitando sobrecarga de 




2.4.4.3 Anycast  
 
Dirección anycast es un identificador para un conjunto de interfaces (típicamente 
pertenecen a diferentes nodos). Es  aquella que identifica a un grupo de interfaces. Los 
paquetes enviados a una dirección anycast son reenviados por la infraestructura de 
enrutamiento hacia la interfaz más cercana al origen del paquete. 
 
Para configurar una dirección anycast, basta con configurar una misma dirección unicast 
en distintos dispositivos, junto con configurar en cada router una ruta directa hacia dicha 
dirección (/128). La idea es que cada router posea en su tabla de enrutamiento varias 
entradas hacia la misma dirección, con sus métricas asociadas. El uso de anycast 
permite entre otras cosas implementar balanceo de carga y tolerancia a fallas. Su uso se 
suele restringir al contexto de un sitio o red local. Las direcciones anycast, al igual que 
las multicast solo son válidas como direcciones de destino en los paquetes IPv6. 
 
2.4.5 Algoritmos de Enrutamiento 
 
IPv6 no implica que se necesiten cambios significativos o nuevos protocolos para su 
correcto funcionamiento. 
 
Lo que se ha realizado para aprovechar las nuevas características de IPv6, es desarrollar 
nuevas versiones o complementos a los protocolos de enrutamiento más utilizados ya 
existentes. En la Figura 2.7 se presentan las nuevas versiones desarrolladas para IPv6. 







Figura 2. 6 Clasificación y evolución de los protocolos de enrutamiento. 
Fuente: http://networkeando.blogspot.com/2008/11/evolucin-de-los-protocolos-de.html. 
 
2.5 Transición de IPv4 a IPv6. 
 
La conversión de redes IPv4 a IPv6 tardará un largo período de tiempo, por lo que en el 
diseño de IPv6 se han tomado en cuenta mecanismos que permitan la coexistencia y 
comunicación de ambos protocolos. 
 
Estos mecanismos de transición se dividen en tres clases principales: 
 
 Dual stack: para permitir la coexistencia de IPv4 e IPv6 en el mismo dispositivo 
y redes. 
 Túneles IPv6: encapsulan paquetes IPv6 en paquetes IPv4. 
 Traductores IPv6 a IPv4: permiten la comunicación entre dispositivos que son 
sólo IPv6 y aquellos que son sólo IPv4. 
 





2.5.1 Dual stack 
 
Este mecanismo de transición permite a un enrutador, host o servidor utilizar un stack 
IPv4 y un stack IPv6 simultáneamente, lo que trae consigo dos grandes ventajas: por un 
lado un nodo con dual stack puede comunicarse con nodos que solo tienen un stack 
IPv4 de manera nativa y por el otro también puede comunicarse con nodos que solo 
tengan habilitado el stack IPv6 de manera nativa. Su principal desventaja es la 




Figura 2. 7 Dual Stack. 
http://www.cedia.org.ec 
Ventajas: 
 Pueden coexistir en una misma organización. 
 Evita problemas con los mecanismos de traducción. 
 
Desventajas: 
 Es necesaria la gestión de dos redes paralelas. 
 Incrementa la dificultad en el desarrollo de las aplicaciones.8 
 








Éste mecanismo de transición permite a un enrutador IPv6, host IPv6 o servidor IPv6 
comunicarse con otras redes IPv6 a través de la infraestructura IPv4 actual. Esta técnica 
consiste en encapsular los paquetes IPv6 dentro de paquetes IPv4 y entonces enviarlos 
sobre una red IPv4 a un nodo IPv4 destino el cual se encargará de extraer los paquetes 
IPv6 y entregarlos a su destino final. La principal ventaja de éste mecanismo de 
transición es que solo es necesario tener un Dual Stack en los nodos que servirán como 
extremos del túnel.  
 
Ventajas: 
• Es más sencilla la administración de las islas. 
• Sistemas más baratos. 
• Aplicaciones más sencillas. 
• Existe una amplia experiencia. 
 
Desventajas: 
• Mayor complejidad en el enrutamiento. 
 
 




2.5.3 Traducción de protocolos. 
 
Este mecanismo de transición permite a un nodo que solo cuenta con el stack IPv6 
habilitado dentro de una red IPv6 comunicarse con otro nodo que solo tiene el stack 
IPv4 habilitado dentro de una red IPv4. Sin embargo, ésta técnica requiere tener 
habilitados mecanismos de traducción entre IPv4 e IPv6 en las orillas de ambas redes 
(enrutadores).  
 
2.6 Plan de direccionamiento IPv6. 
 
El plan de direccionamiento o numeración tiene como objetivo la asignación de 
direcciones del espacio de direccionamiento IPv6 asignado por un Regional Internet 
Registry (RIR). Dicha asignación es para las diferentes redes y subredes existentes en 
una red operativa así como las planeadas a futuro. 
 




 Todas las redes internas que vayan a desplegar IPv6 tendrán un prefijo /64. 
 Necesario para la construcción automática de direcciones IPv6 de tipo Unicast 
y/o Anycast. 
 
Los clientes residenciales (acceso xDSL, FTTx, etc.), como corporativos (empresas, 
ISPs, Universidad, etc.) podrán recibir prefijos de longitud /48. Esto posibilita crear 
hasta     subredes (65.536)  IPv6 de prefijo /64 
 
La asignación de 65.536 posibles subredes IPv6 de prefijo /64 puede parecer excesiva, 
sin embargo existen varias razones para ello. 
 
 El despliegue futuro de redes NGN facilitará la implementación de servicios 
nuevos como VoIP, IPTV, entre otros, cuya distribución puede requerir el uso de 
redes /64 específicas para cada usuario final 





 Es previsible la llegada en los próximos años de nuevas aplicaciones y/o 
servicios, aun inimaginables, basadas en domótica, inteligencia ambiental, etc. 
que requieran un espacio de direccionamiento propio y separado del resto de 
tráfico, en la red del usuario final. Por ejemplo, podría ser necesario tener redes 
IPv6 /64 exclusivas para conectar electrodomésticos de la cocina, otra red 
diferente para sensores de presencia ubicados en las habitaciones del usuario, 
otra red para dispositivos de seguridad como detectores de humo, gas, etc. 
 
2.6.1 Gestión de direcciones. 
  
Para la Gestión de direcciones se puede usar el método flexible de asignación de bits 
recomendada por la RFC 3531 y el método de distancia de potencia de dos, que se 
describirá a continuación. 
 
2.6.1.1  Método Flexible 
 
Se especifica en el RFC3531 una manera flexible de asignar los bits de un prefijo que 
permite posponer al máximo la decisión del número de bits a asignar, si se divide una 
dirección IPv6 en N partes (p1, p2,…, pN), la asignación de direcciones de p1 se hará 
usando los bits más a la izquierda, la de pN usando los bits más a la derecha y para el 












Figura 2. 9 Método flexible. 
Fuente: DIA1-1-3.Consulintel_Curso-IPv6_WALC2011.pdf 
 
En la figura 2.10 se muestra la asignación binaria, utilizando el método flexible. 
 
2.6.1.2 Distancia Potencia de dos. 
 
En la práctica lo que se suele hacer es simplificar el método flexible haciendo 
asignaciones de prefijos con cierta “distancia” 
 
 A mayor “distancia” mayor flexibilidad futura, pero también mayor 
“desperdicio” de direcciones (siempre se podrán asignar a otro usuario pero 
perdiendo flexibilidad). 
 En el futuro se podrán asignar prefijos contiguos a los ya previamente asignados, 
éstos se agregarán para formar un prefijo mayor. 
 
En la figura 2.11 muestra la asignación en binario con distancia  potencia de dos. 




Figura 2. 10 Método distancia Potencia de dos. 
Fuente: DIA1-1-3.Consulintel_Curso-IPv6_WALC2011.pdf 
 
En éste capítulo se ha podido establecer las principales características del protocolo ipv6 
























3.1 Red actual de la UPS Campus Sur 
 
Actualmente, la topología de la red de la UPS campus sur, se encuentra configurada con 
Vlans como muestra en la Figura 3.1. 
 
Figura 3. 1  Topología de la red actual UPS-UIO Campus SUR 
 
La figura 3.1 muestra que la topología empleada es tipo estrella, con 22 Vlans que se 
reparten a cada departamento de la UPS, además de esto la Universidad cuenta con 
servidores para servicio DNS y servicio de correo. Estos servidores se encuentran en la 
sede Girón. 
 
Los dispositivos finales se encuentran conectados directamente con un switch, IPv6 es 
un protocolo que trabaja en capa 3 por lo tanto es transparente para todos los 




Figura 3. 2 Distribución de Vlans de la UPS Campus Sur.  
 
Actualmente la UPS Campus sur, cuenta con varias dependencias divididas en Vlans, 
los equipos se encuentran conectados al núcleo, estas realizan el enrutamiento entre 
ellas y hacia fuera de la red, su principal Proveedor de conexión a Internet IPv4 es 
Telconet, el cual se conecta directamente al núcleo de la Red mediante la Vlan 16, con 
un Proxy intermedio. 
 
El Plan piloto se desarrolla en la subred CIMA la cual utiliza dos Vlans, la figura 3.2 se 
observa la Vlan 19 Investigación y Vlan 21 CIMA. 
 
El direccionamiento IPv4 configurado en la UPS Campus Sur utiliza una dirección 




La figura 3.3 muestra la distribución. 
 
Figura 3. 3 Plan IPv4 UPS Campus Sur 
 
La plataforma IPv4 funciona en su perfección, no se verá afectada al momento de la 
transición, esto  es gracias al protocolo Dual Stack en el Switch Core. 
 
3.2 Planificación del direccionamiento IPv6 en la UPS Campus Sur 
según CEDIA. 
 
“La red CEDIA está formada completamente en un anillo nacional de fibra óptica, que 
une a todas sus instituciones a 1Gbps. Esta red tiene tecnología MPLS, la que permite 
tener una calidad en la transmisión de datos, así como el uso de varios protocolos como 
son IPv4 e IPv6 hacia todos los puntos existentes, CEDIA divide dos tipos de 
información, aquella que va hacia Internet Comercial, y lo referente a red Avanzada, 
esta última teniendo una velocidad de 1Gbps dentro de Ecuador, lo que hace que 
CEDIA este entre los países de Latino América con mayor velocidad disponible dentro 
del país. 
La conexión a ésta velocidad es automática para cada una de las Instituciones que 






La red 2800:68:: /32 
 
 IPv6 actualmente tiene un 13% de su total de direcciones reservado para 
Internet, este 13% es asignado para Unicast Global, la dirección es 2000::/3 
 Cada RIR (Regional Internet Registrier) poseen una /12, en el caso de 
Latinoamérica y el Caribe, la dirección asignada para LACNIC es 2800::/12 
 LACNIC entre algunas de sus políticas tiene:  
 Los LIR (local internet registry) pueden obtener inicialmente un  /32 de 
LACNIC. 





En éste caso se tiene el rango 2800:68::/32 que es de propiedad de CEDIA, es decir 
igual que un LIR (local internet registry), este rango se ha subdividido en bloques más 
pequeños para las instituciones miembro estos bloques son /48. 
 
Dirección de Red Institución 
2800:68:0001::/48 Reservado para CEDIA 
2800:68:0002::/48 INOCAR 
2800:68:0003::/48 *Universidad Estatal de Milagro 
2800:68:0004::/48 *Indoamérica 
2800:68:0005::/48 Escuela Superior Politécnica del Litoral 
2800:68:0006::/48 Universidad Católica de Guayaquil 
2800:68:0007::/48 *Universidad Nacional de Loja 
2800:68:0008::/48 *Universidad Técnica Particular de Loja 
2800:68:0009::/48 *UTA 
2800:68:000A::/48 Escuela Politécnica del Chimborazo 
2800:68:000B::/48 *Universidad Nacional del Chimborazo 
2800:68:000C::/48 *Universidad de Cuenca 
2800:68:000D::/48 *PUCE Ibarra 
2800:68:000E::/48 *PUCE Santo Domingo 
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2800:68:0010::/48 Universidad Internacional del Ecuador 
2800:68:0011::/48 Escuela Politécnica Nacional 
2800:68:0012::/48 *Escuela Superior Politécnica del Ejercito 
2800:68:0013::/48 *Universidad Central del Ecuador 
2800:68:0014::/48 Universidad San Francisco de Quito 
2800:68:0015::/48 *Universidad Tecnológica Equinoccial 
2800:68:0016::/48 *Universidad Politécnica Salesiana 
2800:68:0017::/48 *UNITA 
2800:68:0018::/48 *Universidad Estatal de Bolívar 
2800:68:0019::/48 *Universidad Técnica del Norte 
2800:68:0020::/48 UNIANDES 
Tabla 3. 1 Rango de direcciones que  CEDIA asigno a las instituciones. 
Fuente: http://ipv6.cedia.org.ec/index.php/asignaciones  
 
Como se observa en la tabla 3.1 las asignaciones se han realizado tomando en cuenta el 
RFC3177. Cada una de las instituciones que forman parte de CEDIA tienen un bloque 
/48 que da la posibilidad de que cada institución tenga 65536 subredes internas /64, con 
18446744073709551616 hosts cada una, CEDIA puede tener hasta 65536  instituciones. 
 
3.2.1 Análisis de la técnica Dual Stack en la frontera de la Universidad y la 
frontera del proveedor 
 
En el capítulo anterior se detalló los tres métodos de implementación de IPv6 existentes.  
El mecanismo a emplearse en éste proyecto es Dual Stack por las siguientes razones: 
 
 Dual stack no es un mecanismo de cambio brusco de Ipv4 a IPv6, más bien, es 
un método de coexistencia, es decir, un método de transición, lo que permitirá el 
uso de IPv6 en una red, sin afectar o cambiar ninguna de las configuraciones 
IPv4 realizadas en la misma 
 Dual Stack no necesita el empleo de nuevos equipos en la red, funciona 
correctamente con los equipos usados en la infraestructura IPv4, que soportan 
los dos protocolos a la vez, como es el caso de la UPS. 
26 
  
 Éste mecanismo tiene la habilidad de enviar paquetes IPv6 e IPv4, de ésta 
manera se puede interoperar directamente con nodos IPv4, y también operar con 
nodos IPv6 usando paquetes IPv6. 
3.2.2 Soporte IPv6 en la Universidad 
 
Para este plan piloto se utilizarán los siguientes equipos:  
 Router Cisco 2801,  
 Switch Catalyst WS-C3750G-12S 
 Switch Catalyst WS-C3750G-48 
 
Los datos técnicos de los equipos se detallan a continuación: 
EQUIPOS CARACTERÍSTICAS 
Router Cisco 2801 
 
 236544K/25600K bytes de memoria. 
 2 Interfaces Fast Ethernet. 
 2 Módulos VPN. 
 1 DSP, 8 recursos de voz. 
 NVRAM de 191K bytes. 
 Memoria ATA de 62720K bytes. 
Lectura/Escritura. 
 Soporta todos los protocolos de 
enrutamiento. 
Catalyst 3750  118784K/12280K bytes of memory. 
 21 Virtual Ethernet interfaces. 
 64 Gigabit Ethernet interfaces. 
 512K bytes of flash-simulated non-
volatile configuration memory. 
Tabla 3. 2 Características de Equipos del Plan Piloto. 
 
En el anexo A se encuentran detalladas todas las características de los equipos 
empleados, en el caso del Switch Catalyst 3750  se requiere realizar la instalación del 




El Router del proveedor se encuentra directamente conectado al switch Core mediante 
la Vlan 20 ésta será utilizada como puerta de salida hacia el internet en IPv6,por otra 
parte el Centro de Investigación en Modelamiento Ambiental (CIMA) se encuentra en la 
Vlan 21 y Vlan 19. 
 
Figura 3. 4 Arquitectura del plan piloto para la transición IPv4 a IPv6 en la Sub 
Red CIMA 
 
La figura 3.4 es un esquema resumido de la subred CIMA en donde se realizará el 
diseño del plan piloto. 
 
3.3 Diseño del Campus Sur Según CEDIA 
 
En la tabla 3.1 se puede observar que la dirección IPv6 asignada a la Universidad 
Politécnica Salesiana Campus Sur  es: 2800:68:16::/48. 




1. Enviar un correo al responsable de CEDIA (Claudio Chacón), para la asignación 
de la dirección antes mencionada. 
2. Solicitar a Telconet realizar la configuración del Router de frontera, a través del 
Administrador de la Red del Campus Sur. Telconet deberá colocar una dirección 
IPv6 en su interface interna, y colocar una ruta estática apuntando hacia adentro 
a la red 2800:68:16:: con una IP de Gateway.  
3. Realizar el ping nativo hacia la red avanzada de Ecuador, Europa y el Internet 
Comercial.  
 
3.4 Transición de IPv6 
  
Como se citó en el capítulo 2, la  planificación de direccionamiento IPv6 se puede 
realizar mediante varios criterios, en el de la UPS Quito Campus Sur se realizará 
mediante la RFC3177, esta es la más utilizada en empresas, ISPs, Universidades y lo 
recomienda CEDIA. 
 
Esto posibilita crear hasta     subredes (65.536)  IPv6 de prefijo /64 
 
En el Anexo B se especificará las principales características de la RFC 3177 y las RFC 
3531 recomendadas por CEDIA para una mejor planificación de direccionamiento IPv6.  
 
3.4.1 Direccionamiento IPv6 en la Universidad Politécnica Salesiana. 
 
Antiguamente en IPv4 se realizaba el direccionamiento de la siguiente manera:  
Existía la parte de la red, y la parte del host, la máscara era la que definía que parte es 
cual, además existía la técnica de subneeting para poder unir varias redes en un solo 
prefijo. 
 
Actualmente en IPv6 se tiene: parte de red y parte de interface. 
Cada una de las universidades tienen una red /48, es decir tiene 64bits -48bits = 16 bits 





1. Las subredes más pequeñas serán /64 y serán para departamentos, donde se 
asume que internamente no se realizará otra subred dentro de ella. 
2. Se deberá sumarizar redes en lo posible. 
 
Tomando en cuenta que la subred más pequeña será /64, eso quiere decir que en esta 
subred puede existir 2^64 hosts (18446744073709551616 direcciones).  
 
Al parecer esta cifra podría indicar que hay un desperdicio muy grande de direcciones, 
tal vez por las técnicas usadas en IPv4, pero se debe considerar que las direcciones 
disponibles en IPv6 son demasiadas y que la cifra mencionada anteriormente es 
insignificante comparado con ello. 
 
Por lo mencionado anteriormente todas las interfaces serán /64, es decir de los 128 bits 
totales de cada dirección, los primeros 64 representarán la red, y los siguientes 64 
representarán la interface, conocido en IPv4 como la porción de host. Para sumarizar, se 
tiene del bit 48 al 63, es decir con estos bits se puede tener 2^16 (65536) subredes, lo 
cual es más que suficiente para una Universidad. 
  
 
Figura 3. 5 Distribución de una dirección IPv6 
 
Los primeros 32 bits definen la red de CEDIA  -> 2800:68 
Los siguientes 16 bits definen la red de la UPS  ->:16: 
Los siguientes 16 bits definen a cada una de las redes de la UPS :1: 
Los últimos 64 bits son los que definen a un host específico: 
  




Dado que la arquitectura es en forma de estrella, el direccionamiento IPv6 se lo 
realizará, aplicando lo siguiente: 
 cada dependencia recibe una /56 
 cada subred dentro de cada facultad recibe una /64 
 las interfaces reciben una /64 
 
Aplicando las recomendaciones de las RFC 3177 y RFC 3531 se procede a la 
distribución de la planificación de direcciones IPv6 
 
Hasta el momento se tiene: 
 2800:68: RED CEDIA 
 2800:68:16  RED UPS Campus Sur 
 
Ahora quedan disponibles para interfaces, de los bits 64 al 128, es decir para subredes 
finales, entonces solo se tiene 16 bits para la creación de las mismas, por asuntos 
didácticos tomaremos el ejemplo :MONO: , que se lo definirá de la siguiente manera: 
 MO para dependencias, es decir se tiene del 00 hasta el FF, es decir, 256 
facultades o dependencias. 
 
Como se muestra en la tabla 3.3 se puede ver como se usan los primeros 8 bits, la 
distribución del direccionamiento se encuentra en binario. 
 
UPS Campus Sur /48 Dependencias /56 Subred dentro /64 64 bits  restantes 
2800:68:16: MO NO     
2800:68:16: 0000 0000 0000 0000     
2800:68:16: 0000 0001 0000 0000     
2800:68:16: 0000 0010 0000 0000     
2800:68:16: 0000 0011 0000 0000     
2800:68:16: 0000 0100 0000 0000     
2800:68:16: 0000 0101 0000 0000     
2800:68:16: 0000 0110 0000 0000     
2800:68:16: 0000 0111 0000 0000     
2800:68:16: 0000 1000 0000 0000     
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2800:68:16: 0000 1001 0000 0000     
2800:68:16: …………. ………….     
2800:68:16: 11111111 0000 0000     
Tabla 3. 3 Asignación de direcciones de Facultades o dependencias. 
 
 NO para una subred dentro de una facultad o dependencia, se tiene desde el 00 al 
FF, es decir, 256 subredes 
 
Como se muestra en la tabla 3.4 se puede ver como se juega con los 8 bits restantes, la 
distribución del direccionamiento se encuentra en binario. 
 
UPS Campus Sur /48 Dependencias /56 Subred dentro /64 64 bits  restantes 
2800:68:16: MO NO     
2800:68:16: 0000 0000 0000 0000     
2800:68:16: 0000 0000 0000 0001     
2800:68:16: 0000 0000 0000 0010     
2800:68:16: 0000 0000 0000 0011     
2800:68:16: 0000 0000 0000 0100     
2800:68:16: 0000 0000 0000 0101     
2800:68:16: 0000 0000 0000 0110     
2800:68:16: 0000 0000 0000 0111     
2800:68:16: 0000 0000 0000 1000     
2800:68:16: 0000 0000 0000 1001     
2800:68:16: …………. ………….     
2800:68:16: 0000 0000 11111111     
Tabla 3. 4 Asignación de direcciones de Facultades o dependencias. 
 
A continuación se detalla un ejemplo para mostrar de mejor manera lo descrito 
anteriormente: 
 





 Se toma la red CEDIA (2800:0068::/32 los primeros 32 bits).  
 Se refiere a la UPS (2800:0068:0016::/48, los primeros 48 bits). 
 La dependencia número 15 (2800:0068:0016:1500::/56 los primeros 56 bits), se 
llena con dos ceros al final 1500, 
 Ésta seria la primera subred dentro de la dependencia mencionada 
anteriormente, la número 00 (2800:0068:0016:1500::/64 , toma los primeros 64 
bits para definirlo), y se deja los últimos 64 bits para cada host. 
 
Tomando en cuenta éstos parámetros se procede al plan de direccionamiento IPv6 en la 
UPS Campus Sur, la distribución IPv4  se encuentra en Vlans, las cuales se asignarán 
como dependencias en IPv6, por lo tanto se puede llegar a tener hasta 255 dependencias 
/56, con 255 subredes /64 dentro de cada dependencia en caso de crecimiento, 
obteniendo así 65536 subredes, cada subred puede tener hasta 
    18446744073709551616 direcciones para hosts.  
 
Nombre Subred Descripción Dirección Red Prefijo 
 INTERFACES  2800:68:16:: 56 
VLAN 1 Virtual LAN DEFAULT 2800:68:16:100:: 56 
VLAN 2 Virtual LAN DMZ 2800:68:16:200:: 56 
VLAN 3 
Virtual LAN 
ADMINISTRATIVA 2800:68:16:300:: 56 
VLAN 4 
Virtual LAN 
ESTUDIANTES 2800:68:16:400:: 56 
VLAN5 CISCO 2800:68:16:500:: 56 
VLAN6 SUN 2800:68:16:600:: 56 
VLAN7 SALAPROF 2800:68:16:700:: 56 
VLAN8 SALA-INTERNET 2800:68:16:800:: 56 
VLAN9 MICROSOFT 2800:68:16:900:: 56 
VLAN10 WIRELESS 2800:68:16:A00:: 56 
VLAN11 IPT 2800:68:16:B00:: 56 
VLAN12 SALA-CECASIS 2800:68:16:C00:: 56 
VLAN 13 VLAN VIDEO 2800:68:16:D00:: 56 
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VLAN 14 VLAN HP 2800:68:16:E00:: 56 
VLAN 15 ELECTRONICA 2800:68:16:F00:: 56 
VLAN 16 VLAN TELCONET 2800:68:16:1000:: 56 
VLAN 17 
WLAN-IPCAM-
CECASIS 2800:68:16:1100:: 56 
VLAN 18 
WLAN-IPCAM-
ELECTRONICA 2800:68:16:1200:: 56 
VLAN 19 INVESTIGACION 2800:68:16:1300:: 56 
VLAN 20 INTERNET-LOCAL 2800:68:16:1400:: 56 
VLAN 21 CIMA-SRV 2800:68:16:1500:: 56 
VLAN 22 RUI 2800:68:16:1600:: 56 
Tabla 3. 5 Tabla de direccionamiento IPv6 para cada dependencia. 
 
Como se observa en la tabla 3.5 la UPS Campus Sur tiene 22 Vlans distribuidas como 
dependencias, de 255 dependencias útiles, reservando así 233 futuras dependencias /56 
para un posible crecimiento. 
 
En el Anexo C se encuentra detallado el plan de direccionamiento para cada 
dependencia. 
 
La figura 3.6 muestra la tabla de direccionamiento IPv6,  Gateway para cada Vlan, así 




Figura 3. 6 Diseño de la red IPv6 UPS Campus Sur. 
  
3.4.2 Direccionamiento IPv6 en la Universidad Politécnica Salesiana para la 
subred CIMA 
 
El departamento CIMA de la UPS Campus Sur se conecta directamente al switch Core 
mediante las siguientes Vlans: 
 VLAN 19 Investigación 
 VLAN 21 CIMA-SRV  
 






 Proyecto IDEREDCEDIA 
 Proyecto LATIN IDE 
 
Telemedicina 
 Proyecto "Sistema de Entrenamiento Virtual Para Telemedicina" 
 Proyecto " Telenfermería: Aplicaciones en Enseñanza y Consulta" 
 
Clima 
 Proyecto: Gridificación  y Automatización de WRF 
 
Otras líneas   
 Sismos, ecología e hidrología no tienen aplicaciones por la red avanzada. 
 
3.5 Configuración e Implementación de la Técnica Dual Stack entre 
IPv6 e IPv4 para la subred CIMA 
 
Una vez realizada la planificación y direccionamiento IPv6 para la Universidad 
Politécnica Salesiana Campus Sur, se procede a la implementación de la técnica Dual 
Stack entre el router de proveedor y el router de frontera. 
 
3.5.1 Configuración entre TELCONET y UPS-SUR 
 
El primer paso para la transición de IPv4 a IPv6 es solicitar a Telconet la configuración 
de su interfaz interna y colocar una ruta estática apuntando hacia adentro de la red, con 
una IPv6 de Gateway. 
 




Figura 3. 7 Configuraciones de Telconet 
 
Se solicita a Telconet que se realice el Peering con el router de Telconet, Peering ayuda 
a publicar la red 2800:68:16::/48 de la Universidad hacia Internet Comercial con los 
proveedores Internacionales. 
 
Una vez realizado este procedimiento se procede con la configuración del router de 
frontera de la UPS-Campus Sur. 
 
Figura 3. 8 Configuración del Router de frontera 
 
La Figura 3.8 muestra la configuración del router de frontera, se realiza una ruta estática 
por defecto la cual indica por que interfaz van a salir los paquetes IPv6. 
 
IPv6 traffic-filter: habilita el proceso para enviar o recibir paquetes en las interfaces.  
IPv6 nd suppress-ra: suprimir las transmisiones de anuncio de enrutador IPv6 en una 
interfaz ya que estos mensajes están predeterminados y se envían automáticamente en 





3.5.2 Ping IPv6 Nativo, Ping desde Router de frontera a Router del Proveedor.  
 
Una vez realizada la configuración, tanto del router de frontera como el de Telconet y 
publicada la dirección IPv6 por los proveedores internacionales, se realizan las primeras 
pruebas de configuración a las siguientes redes avanzadas. 
 
 Red avanzada Ecuador : soloipv6.cedia.org.ec 
 Red Avanzada Europa: www.terena.net 
 Internet Comercial: www.lacnic.net 
 
Las pruebas exitosas son: 
 Prueba hacia la red avanzada en Ecuador: 
soloipv6.cedia.org.ec 2800:68:c:8001:0:c:ed1a:40 
 
Figura 3. 9 Ping Red Avanzada en Ecuador 
 
La figura 3.9 muestra la prueba exitosa realizada desde el router de frontera hacia la red 
avanzada en Ecuador. 
 
 Prueba hacia la red avanzada en Europa: 
www.terena.net 2001:610:148:dead::6 
 
Figura 3. 10 Ping Red Avanzada en Europa 
 
La  figura 3.10 muestra la prueba exitosa realizada desde el router de frontera hacia la 




 Prueba hacia Internet Comercial: 
www.lacnic.net 2001:13c7:7002:4000::10 
 
Figura 3. 11 Ping Internet Comercial. 
 
La figura 3.11 muestra la prueba exitosa, realizada desde el router de frontera hacia el 
Internet Comercial. 
 
3.5.3 Configuración e implementación del router de frontera con Switch Catalyst 
3750  
 
Una vez realizado el ping nativo, se procede a configurar el otro extremo de la interfaz 
del router de frontera, la figura 3.12 muestra el esquema del plan piloto que debe ser 




Figura 3. 12 Estructura del Plan Piloto 
Fuente: Autores 
 
A continuación se detallará la configuración de los dispositivos intermedios tales como 
router de frontera, switch Core y los dispositivos finales en la estructura del Plan piloto 
ha implementar. 
  
3.5.3.1 Configuración del Router Cisco 2801. 
 
Una vez configurado la interfaz del lado de Telconet, se procede a configurar el extremo 
del router de frontera con el switch core 3750. Para poder empezar éste proceso en IPv6 




Paso 1. Para poder iniciar la configuración de IPv6 se requiere ingresar al modo global 
del Router  
 
Paso 2. Una vez estructurado el esquema de direccionamiento, se procede a la 
configuración de las interfaces del router.  
 
Paso 3. Asignar las siguientes direcciones para las interfaces del router: 
 2800:68:16:1400::2/64 para la interfaz 0/0. 
 2800:68:16::2 /64 para la interfaz 0/1. 
 
Paso 4. Los comandos para la configuración de las interfaces son: 
 ipv6 address 2800:68:16:1400::2/64 
 ipv6 enable 
 ipv6 traffic-filter test in 
 ipv6 traffic-filter test out 
 
El comando IPv6 enable, se usa para que se levante la interfaz en IPv6, los comandos 
ipv6 traffic-filter test in y ipv6 traffic-filter test out, se usan para habilitar la entrada y 
salida de tráfico en la interfaz. 
 
La figura 3.13 muestra los comandos que se deben configurar en la interfaz F0/0.  
 
 
Figura 3. 13 Configuración de F0/0 del router de frontera 




Paso 5. Es muy importante usar el comando ipv6 unicast-routing, el mismo  que ayuda 
para el enrutamiento de los paquetes. 
 
 
Figura 3. 14 Configuración del router de frontera 
 
3.5.3.2 Configuración del Switch Core Catalyst 3750 
 
Antes de iniciar con una configuración, como prerrequisito se debe tener un IOS que 
soporte todos los comandos de IPv6, en este caso se procede a la actualización del IOS 
para poder continuar con la implementación del Plan Piloto, como se detalla en los 
Anexos A2 y A3, posteriormente se debe realizar los siguientes pasos: 
 
Paso 1. Para iniciar la configuración IPv6 se ingresa al modo global del switch, se debe 
aplicar el comando sdm prefer dual-ipv4-and-ipv6 routing este comando activa las 





Figura 3. 15 Activación de IPv6 en el switch Core. 
Fuente: www.cisco.com 
 
Paso 2. Luego de haber reiniciado exitosamente el switch aparecerán nuevos comandos 
disponibles en el modo enable como se puede ver en la figura 3.16 
 
 
Figura 3. 16 Comandos IPv6 disponibles en el switch Core. 
 
Ahora es necesario activar el ruteo Unicast en IPv6, ejecutando el comando. 
 MDF-SUR (config)# ipv6 unicast-routing 
 
Este comando permite que el router pueda recibir paquetes por una interfaz y reenviarlo 




Paso 3. Configuración de Access Lists IPv6, al igual que se usa en IPv4, se configura 
ACLs en IPv6, en este caso se permite que pase todo tipo de tráfico por el switch capa 
3, para ello se crear una ACL llamada "test. Como se muestra en la figura 3.17 
 
 
Figura 3. 17 Configuración de ACL en IPv6. 
    
Paso 4. Configuración de las interfaces, en este caso el switch Core se maneja con 
Vlans, la Figura 3.5  muestra todas las direcciones IPv6 a configurarse en el Core, ahora 




Figura 3. 18 Configuración de la VLAN CIMA-SRV 
 
Con los comandos anteriores se coloca como gateway a la dirección   
2800:68:16:1500::1 de la VLAN 21 CIMA-SRV,  se activa IPv6 en la interfaz, y la 
ACL test se ejecuta tanto para entrada como para salida de paquetes en el switch. 
 
El comando IPv6 nd prefix 2800:68:16:1500::/64 activa el protocolo Network 
Discovery, es decir responde a peticiones de equipos dentro de la VLAN21 asignando el 





3.5.4 Protocolo de Enrutamiento. 
 
Es necesario configurar una ruta estática por defecto que permita anunciar la red IPv6 
hacia Internet.  
 
La topología de la red UPS-Campus Sur es tipo estrella con un switch Catalyst 3750 
como núcleo, por lo que no es necesario contar con un protocolo de enrutamiento 
interno en especial.  
 
Para la comunicación entre las distintas VLANs, en este caso se utilizará el 
enrutamiento IPV6 entre VLANs, disponible en los equipos Catalyst 3750, junto a rutas 
estáticas, este enrutamiento es configurado en el router de frontera como indica la 
topología de la figura 3.12 
 
Figura 3. 19 Enrutamiento estático entre Vlans 
 
La figura 3.19 muestra el enrutamiento realizado en el router de frontera, al igual que en 
IPv4 se realiza rutas estáticas en IPv6 es el mismo procedimiento pero con la variación 
de la primera palabra de IP a IPv6 en la configuración. 
 
Este intercambia información sobre redes y rutas IPv4/IPv6. Respecto a su 
configuración, es necesario destacar que: 
 
 Es necesario activar la función de enrutamiento IPv6 mediante el comando:  
ipv6 unicast-routing 
 
Algunos comandos presentados en la Tabla 3.6 son útiles al momento de diagnosticar 





ping ipv6 (dirección IPV6) Realiza un ping ipv6 
show interfaces accounting Muestra el tráfico IPv4/IPv6 por cada interfaz 
show ipv6 interface Muestra la configuración IPv6 de las interfaces. 
show ipv6 neighbors Muestra información respecto a los vecinos que 
anuncian redes IPv6. 
Tabla 3. 6 Comandos para diagnosticar en router de frontera 
 
Una vez activado Dual-Stack en el switch Core en las diferentes interfaces virtuales se 
configura una ruta estática por defecto: 
 IPv6 route ::/0 2800:68:16:1400::2    
 
Estas VLAN´S 20 y 21 trabajan como puerta de enlace para los equipos funcionando 
sobre IPv4 e IPv6. Para estos últimos cumple además la función de enviar los mensajes 
de anuncio necesarios para el proceso de autoconfiguración de direcciones. 
 
3.6 Soporte IPv6 en sistemas operativos y aplicaciones. 
 
Debido al creciente agotamiento de direcciones y considerando la ineludible transición a 
IPv6, muchos de los sistemas operativos actuales tienen instalado o en el peor de los 
casos preinstalado soporte para IPv6, a continuación se detalla los sistemas operativos 
más usados y los pasos a seguir en cada uno de los mismos. 
 
3.6.1 Soporte IPv6 en sistemas operativos Windows XP 
 
Todas las versiones de XP, incluyen IPv6 preinstalado, pero es preciso habilitarlo, para 
ello se debe seguir los siguientes pasos: 
 
Paso 1. Ingresar al modo consola mediante el comando cmd. 
 
Paso 2. Una vez con privilegio de administrador, se ejecuta el comando ipv6 install. 
Aparecerá un mensaje indicando que se ha configurado exitosamente. 
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Para comprobar que la instalación se ha culminado con éxito se usa ipv6 if y se 
despliega el siguiente resultado: 
  
 
Figura 3. 20 Configuración IPv6 en Windows XP 
 
La figura 3.20 muestra la configuración y las direcciones IPv6 adquiridas, para cada 
interfaz. 
 
Se puede comprobar el correcto funcionamiento de ipv6 con el comando ping ::1, como  
muestra la figura 3.21 
 
Figura 3. 21 Configuración IPv6 en Windows XP 
 
Como muestra la figura 3.21 el ping es exitoso, cabe recalcar que la ::1 es la dirección 





3.6.2 Soporte IPv6 en sistemas operativos Windows Vista y Windows 7 
 
Estos sistemas operativos cuentan con la última implementación IPv6 desarrollada por 
Microsoft, la cual incorpora todas las características definidas del protocolo. 




Figura 3. 22 Interfaz grafica para IPv6 
 
3.6.3 Soporte IPv6 en sistemas operativos Linux- Centos 
 
Centos cuenta con soporte IPv6 oficialmente instalado desde la versión 2.2, sin embargo 
no se recomienda su uso para IPv6, ya que todos los avances y mejoras respecto al 
protocolo se están realizando en las versiones 2.4.x y 2.6.x.  
Sin embargo es necesario hacer un ping para comprobar el correcto funcionamiento de 





Figura 3. 23 Configuración IPv6 en Linux. 
 
Como muestra la figura 3.23 el ping fue exitoso, lo que significa que el sistema Linux 
se encuentra listo para soportar IPv6. 
 
3.7 Soporte IPv6 aplicaciones  
 
En la actualidad no se está migrando a IPv6, su termino correcto es Transición es así 
que se desarrollan diferentes aplicaciones duales tanto IPv6 e IPV4, este sin numero de 
aplicaciones tienen algún tipo de soporte para IPv6, en la tabla 3.7 se muestra varias 
aplicaciones utilizadas en medios de empresas y hogares. 
 
Aplicaciones Paginas Web IPv6 Notas 
Explorer  X Versiones superiores 
a la 7.0 
Firefox  X Versiones superiores 
a la 6.0 
Safari   X  
Thunderbird  X  
 Facebook X IPv6 
 Google X IPv6 
 Yahoo X IPv6 
Tabla 3. 7 Aplicaciones de uso común 
 
Como  muestra  la figura 3.24 una de las principales redes sociales posee una plataforma 
en IPv6, como lo es Facebook 
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Figura 3. 24 Pagina en IPv6 www.v6.facebook.com 
 
Al igual uno de los buscadores mas utilizados posee una plataforma IPv6, como lo es 
Google. Como muestra  la Figura 3.25. 
 






3.8 Conexión a internet mediante IPv6 
 
La Universidad Politécnica Salesiana posee un enlace a Internet IPv4, otorgado por el 
ISP Telconet, el cual es uno de los Proveedores privados de Telecomunicaciones más 
grande del Ecuador en convenio con NTT COMMUNICATIONS, Proveedor IP Global 
TierOne. Se convirtió en el primer proveedor en América Latina en comprar accesos 
IPv6, TELCONET garantizará a sus clientes en Ecuador el tener acceso a este 
Proveedor Global con los mejores tiempos de respuesta a contenidos en USA, Asia y 
Europa. 
 
La empresa ofrece servicios de banda ancha y de transmisión de datos, y actualmente 
tiene aproximadamente 15.000 conexiones de banda ancha y datos. 





Telconet es el proveedor de la Universidad Politécnica Salesiana con un enlace 
dedicado brindado un servicio de internet comercial con un ancho de banda de 22 MHz. 
 
3.8.1 Prueba de conectividad IPv6 
 
Una vez realizada la configuración en los dispositivos intermedios y finales, se realiza 
las primeras pruebas de conectividad, esto se hace mediante el estado de conexión de 
red que cada dispositivo final posee, indicando así las plataformas activas. 
 
En la figura 3.26 se observa el funcionamiento de Dual stack. 






Figura 3. 26 Conectividad de Dual Stack 
 
La figura 3.27  muestra los detalles de la conexión de las plataformas IPv4 e IPv6. 
 
Figura 3. 27 Detalles de la Red IPv4 e IPv6 
 
En el anexo D se detallará los pasos a seguir para una futura transición de toda la 








En este capitulo se analizará y comprobará la implementación de la transición desde la 
plataforma IPv4 a IPv6, en el Plan piloto que se ha desarrollado en la subred CIMA. 
 
4.1 Funcionalidad con las direcciones IPv6. 
 
Una vez realizada la configuración de los dispositivos tanto intermedios como finales, 
se realiza las primeras pruebas de navegación desde un dispositivo final, este puede ser 
fijo o portable. Además del Plan Piloto se configuraron varias VLAN’S para realizar 
pruebas de conectividad, entre ellas se encuentra activa la VLAN10  WIRELESS, está 
Vlan provee el servicio de internet IPv6 a la Red UPS-NET-ESTUDIANTES. 




 Aplicación Firefox Mozilla  
 Wireshark 
 
4.1.1 Resultado de conectividad utilizando Test-ipv6.com 
 
La manera más sencilla de saber que los dispositivos finales se encuentran navegando 
en la plataforma IPv6 sin ningún problema, es a través de la página Web Test-ipv6.com, 
esta página brinda servicios de conectividad, pruebas e Información Técnica. 
 
La Figura 4.1 muestra que la conexión a Internet funciona bien tanto con IPv4 como 
con IPv6, por lo tanto las dos pilas se encuentran activas 
Al realizar un requerimiento en contenidos IPv6, este navegador se conectará utilizando 
IPv6, si el contenido se encuentra en  IPv4, el navegador se conectará utilizando IPv4. 
 





Figura 4. 1 Conectividad IPv6 
 
La figura 4.2 muestra pruebas realizadas con los registros DNS, en la plataforma IPv6 
no se encuentra configurado DNS ya que en la UPS-Campus Sur no se encuentra un 
servidor DNS, por lo tanto la configuración de este no se la puede realizar, pero sin 
duda no es necesario configurarlo, ya que, simplemente traduce el nombre en la 
plataforma IPv4 para navegar así en IPv6. 
 
Figura 4. 2 Prueba DNS 
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La figura 4.3 muestra Información técnica de las pruebas realizadas en las plataformas 
IPv4 e IPv6, en la UPS-Campus Sur. 
 
Este servicio online realiza pruebas con una serie de URL´S. La combinación de las que 
fallen y las que funcionen,  indica al navegador cuando los proveedores ofrezcan 
contenidos en sus páginas web en IPv6. 
 
 
Figura 4. 3 Información Técnica de la conectividad 
 
4.1.2 Resultado de conectividad utilizando la aplicación Firefox Mozilla  
 
Al momento de iniciar la navegación en IPV6, es recomendable descargar un plugin 
para el navegador, en este caso Firefox Mozilla brinda el siguiente plugin en el link: 
 




Este permite visualizar en Firefox la dirección IPv6 o IPv4 al iniciar la navegación a la 
página web que este accediendo. 
 
La figura 4.4 muestra el plugin instalado en el navegador, allí se muestran algunas 
direcciones en IPv6 e IPv4. 
 
Figura 4. 4 Paginas en IPv6 
    
















La figura 4.5 muestra las páginas en Dual Stack. 
 
Figura 4. 5 Paginas con Dual Stack 
 
4.1.3 Resultado de conectividad utilizando Wireshark 
 
Wireshark, es un analizador de protocolos, es utilizado para realizar análisis y 
solucionar problemas en redes de comunicaciones, esta herramienta es bastante útil para 
capturar paquetes directamente de la interfaz de red, en este caso se capturan paquetes 
IPv6 para luego analizar su estructura. 
 
Algunas de las características de WireShark son las siguientes: 
 
 Disponible para UNIX, LINUX, Windows y Mac OS. 
 Captura los paquetes directamente desde una interfaz de red. 
 Permite obtener detalladamente la información del protocolo utilizado en el 
paquete capturado. 
 Filtra los paquetes que cumplan con un criterio definido previamente. 
 Realiza la búsqueda de los paquetes que cumplan con un criterio definido 
previamente. 
 Permite obtener estadísticas. 
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 Sus funciones gráficas son muy poderosas, ya que identifica mediante el uso de 
colores los paquetes que cumplen con los filtros establecidos. 
 
La figura 4.6 muestra como iniciar las capturas de los paquetes, Wireshark permite 
capturar paquetes en IPv4 e IPv6. 
 
 
Figura 4. 6 Proceso de captura de paquetes 
 
Cabe mencionar que la captura de paquetes se debe realizar con una conexión física 
(Ethernet), en caso de hacerlo de manera inalámbrica se debe descargar complementos 





Figura 4. 7 Captura de paquetes IPv6 e IPv4 
 
Como se encuentra en la figura 4.7 se observan paquetes IPv6 como IPv4, en el caso del 
Plan Piloto la transición es a IPv6, por lo tanto se analizan únicamente los paquetes 
IPv6.  
 






Figura 4. 8 Características del paquete IPv6 
 
Lo primero en analizar es la Trama o frame del paquete IPv6, en la figura 4.9 se puede 
observar la fecha de la captura, el tamaño de la trama (74 bytes) y protocolos en la 
trama (eth: ipv6: tcp). 
 
 
Figura 4. 9 Características de la Trama 
 





Figura 4. 10 Dirección origen/ destino del paquete. 
 
La figura 4.11 muestra los puertos de origen como del destino al igual de varios puertos 
que utiliza el paquete, hasta llegar a su destino. 
 
 




En este panel se despliega el contenido del paquete en formato hexadecimal. 
 
 
Figura 4. 12 Datos del paquete IPv6 
 
De izquierda a derecha de la figura 4.12 se muestra el offset del paquete seguidamente, 
se muestra la data del paquete y finalmente se muestra la información en caracteres 
ASCII  
 
4.2 Presentación de los resultados de la configuración de Dual stack. 
 
Una vez realizadas las pruebas de funcionamiento, los resultados son exitosos para la 
navegación de IPv6 en el Plan Piloto realizado en la subred CIMA. 
 
Como se puede ver en la figura 4.13, la navegación se puede hacer tanto en la 
plataforma IPv6  e IPv4. 




Figura 4. 13 Resultados de la configuración Dual Stack. 
 
4.3 Análisis de los resultados 
 






El diseño y planificación de direcciones IPv6,  realizada para la Universidad Politécnica 
Salesiana Campus Sur funciona de la mejor manera, ya que fueron activadas varias 
Vlans para probar su conectividad, a pesar que en el plan piloto solo constaba la subred 
CIMA. 
 
A pesar del excelente diseño, IPv6 posee limitaciones ya que varios servidores de UPS-
Campus Sur se encuentran fuera de la misma, por lo tanto las configuraciones no se 
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pueden realizar, en este caso se encontró un problema con el servidor DNS, este 
funciona a la perfección con usuarios dinámicos, no así con usuarios con una IP Fija. 
 
Si se desea explorar en otras Vlans, como la correspondiente a Telefonía IP, se deben 
adquirir equipos que soporten dicho protocolo. 
 
La estructura del diseño de direcciones IPv6  es jerárquico con grandes posibilidades de 
crecer a un fututo no muy distante, este protocolo elimina el uso del protocolo NAT. 
 
En algunos casos para mejorar el desempeño de IPv6 se actualizó el IOS, para así 
obtener mejores características en la plataforma IPv6. 
 
4.3.2 Económicos  
 
Los costos económicos de la implementación del Plan Piloto para la transición de la 
Plataformas en la sub red CIMA no vario al presupuesto inicial del desarrollo de la 
implementación, como consta en la tabla 4.1,  ya que no se realizaron compras de 
ningún equipo nuevo, solo la actualización del IOS en el Switch Core el mismo que fue 







Movilización 2 80.00 160.00 
Internet 200 horas 0.50 100.00 
Comunicación móvil 3 50.00 150.00 
Impresiones B/N 1000 unidades 0.10 100.00 
Impresiones a color 100 unidades 0.20 20.00 
Empastados 4 unidades 8.00 32.00 
Impresiones Laser 150 unidades 1.00 150.00 
Varios   250.00 
Total 962.00 




La asignación de la dirección IPv6 para la UPS-Campus Sur 2800:68:16::/48, no tiene 
ningún costo adicional ya que CEDIA es una Red Nacional de Investigación y 

















































En éste capítulo se describirán las conclusiones y recomendaciones que se han podido 
encontrar en éste proyecto.  
 
5.1 Conclusiones  
 
 Se ha podido implementar un Plan Piloto para la transición de IPv4 a IPv6, 
utilizando el Protocolo Dual Stack en la Universidad Politécnica Salesiana 
Campus Sur dentro de la subred CIMA, así como en la red Wireless de la UPS 
campus sur, logrando que cada estudiante o docente que desee navegar en IPv6 
dentro del campus lo pueda hacer a través de un dispositivo portátil, siempre y 
cuando tenga instalado ipv6 o en su defecto siguiendo los pasos antes 
mencionados, dependiendo del Sistema Operativo que tenga su dispositivo final. 
 
 Se ha investigado el direccionamiento de la plataforma IPv4 en dispositivos 
intermedios y dispositivos finales, en la Universidad Politécnica Salesiana 
Campus Sur, ya que no existía ningún documento o planificación previa para 
determinar de qué manera se encuentra segmentada la Universidad, además se 
ha logrado conocer cada una de las Vlans existentes, así como el rango de 
direcciones asignadas a cada una de ellas, para a partir de este punto, poder 
realizar la asignación de direcciones IPv6 
 
 En éste proyecto se ha podido concluir que no existen mayores diferencias en 
cuanto a la configuración entre las plataformas IPv4 e IPv6, ya que los 
comandos a emplearse son muy similares a los de IPv4, con mínimas diferencias 
en cuanto a su escritura y muchas semejanzas en cuanto a la estructura y 
funcionamiento de cada protocolo.  
 
 Una de las ventajas más importantes de IPv6 respecto a IPv4 es la disponibilidad 
de direcciones que ofrece IPv6. Mientras IPv4 tiene 2^32 direcciones 
disponibles algo que en su inicio parecía interminable, IPv6 dispone de 2^128 
direcciones, es decir, cerca de 1000 sixtillones de direcciones disponibles. 
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 Se ha desarrollado y planificado el direccionamiento para la plataforma de la red 
IPv6 para la configuración de cada uno de los dispositivos intermedios, finales, 
en la Universidad Politécnica Salesiana Campus Sur, según las recomendaciones 
de CEDIA, junto con la RFCs respectivas. Para el correcto funcionamiento se 
usó una máscara /64 para los dispositivos finales, una /56 para las Vlans y /48 
para la dirección de Red. 
 
 El piloto en la subred CIMA ha sido un éxito, debido a que se logró la transición 
de la conectividad IPv6 con la frontera del proveedor y la frontera de la 
Universidad Politécnica Salesiana Campus Sur. 
 
 La técnica Dual Stack ejecuta las dos pilas de protocolos IPv4 e IPv6 de manera 
simultánea en los nodos de la red, pudiendo navegar de manera adecuada en las 
diferentes páginas web con soporte tanto para IPv6 como para IPv4, en un corto 
tiempo de respuesta. 
 
 
5.2 Recomendaciones.  
 
 Antes de dar inicio a un proyecto de transición se recomienda verificar si los 
dispositivos intermedios son compatibles con IPv6, mediante el análisis de la 
versión de IOS que se usa en cada equipo, en el caso de ser positivo, proceder 
con los pasos recomendados en éste proyecto, caso contrario es necesario 
actualizar el IOS de manera inmediata, buscando un software licenciado para el 
correcto funcionamiento. 
 
 En este proceso de actualización del IOS Switch Catalyst 3750 se recomienda 
seguir los  pasos mencionados por el fabricante, ya que cada dispositivo tiene 
una configuración especial, en este caso el Switch Core maneja una tecnología 
StackWise de Cisco en los Catalyst de las Series 3750E y 3750, esto permite a 
los partners construir un sistema de switching unificado y altamente flexible de 




 El proceso mencionado anteriormente se lo recomienda realizarlo durante una 
ventana de mantenimiento, debido a que el proceso toma algunos minutos y 
todos los recursos de red quedan inactivos, por lo cual se recomienda realizarlo 
en horarios nocturnos. 
 
 Es recomendable tener claro la manera en la que se encuentra estructurada la 
Red IPv4, para aprovechar ésta distribución y a partir de la misma realizar el 
direccionamiento y planificación IPv6. 
 
 Se recomienda la RFC 3177, para la planificación de direcciones, debido a que 
es el estándar usado por CEDIA, además que es el mas usado y desarrollado en 
la actualidad. 
 
 Se recomienda realizar las configuraciones necesarias en el servidor DNS en 
Cuenca y sus respectivo backup en la sede el Girón para un correcto 
funcionamiento con usuarios fijos en navegación para IPv6. 
 
 Se recomienda continuar con el proceso de transición de IPv4 a IPv6 con las 
Vlans que aun no se encuentra configuradas, implementar seguridades e incluso 


















Cabecera: Información que suele situarse delante de los datos y que hace referencia a 
diferentes aspectos de estos. 
 
Capa: Cada una de los elementos que conforman una estructura jerárquica. 
 
Datagrama: Conjunto de estructurado de bytes que forma la unidad básica de 
comunicación del protocolo IP. 
 
Encapsulamiento: Sistema basado en colocar una estructura dentro de otra formando 
capas. 
 
Firewall: Máquina encargada del filtrado del tráfico de INTERNET, basado en reglas 
de comportamiento. 
Gateway: Es aquel que permite interconectar redes con protocolos y arquitecturas 
diferentes a todos los niveles de comunicación. Su propósito es traducir la información 
del protocolo utilizado en una red al protocolo usado en la red de destino.
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IP: El Internet Protocol; es un protocolo no fiable y sin conexión en el que se basa la 
comunicación por INTERNET. Su unidad es el datagrama. 
 
IPsec: Es un conjunto de protocolos cuya función es asegurar las comunicaciones sobre 
el Protocolo de Internet (IP) autenticando y/o cifrando cada paquete IP en un flujo de 
datos. IPsec también incluye protocolos para el establecimiento de claves de cifrado. 
 
IPv6: Es la abreviatura escogida por la IETF con la que se denomina a la versión 6 del 
protocolo IP. 
 
LAN (Local Area Network): Red local. Es la encargada de conectar ordenadores en 
distancias inferiores a 1Km. 
 





MAC Address: Dirección única que llevan las tarjetas de red grabadas en una ROM 
para identificarse y diferenciarse de las demás. 
 
OSI: Modelo teórico propuesto por IEEE que describe cómo deberían conectarse 
distintos modelos de ordenadores a diferentes tipos de red para poder comunicarse entre 
sí. 
 
Overhead: Pérdida de rendimiento o sobrecarga. 
 
Paquetes IP: Es aquel que transporta la información que le ayudará a llegar a su 
destino, básicamente la dirección IP del que envía el paquete, La dirección IP del que la 
tiene que recibir, algo que le diga a la red en cuantos paquetes se ha partido el mensaje, 




Protocolos: Conjunto de reglas que establece cómo debe realizarse una comunicación. 
 
Red: Dispositivo físico que conecta dos o más ordenadores. 
 
RFC (Request For Comments): Documento de especificaciones que se expone 
públicamente para su discusión. 
 
Router: Dispositivo físico u ordenador que conecta dos o más redes encargado de 
direccionar los distintos datagramas que le lleguen hacia su destino. 
 
Routing: Procedimiento que consiste en conducir un datagrama hacia su destino a 
través de INTERNET. 
 
Stackwise: Tecnología plus de Cisco para sistema de fallas de administración 
automática, además permite la administración de la congestión mediante características 
de prioridad de tráfico 
 





TCP (Transmission Control Protocol): Protocolo de nivel superior que permite una 
conexión fiable y orientada a conexión mediante el protocolo IP. 
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CARACTERISTICAS DE LOS EQUIPOS 
 
Antes de iniciar con las configuraciones, debemos proceder a revisar el IOS de los 
dispositivos intermedios, mediante el comando Show versión. 
 
El requisito mínimo para el buen funcionamiento IPv6, son IOS Advance en los 
dispositivos intermedios.  
  
A.1 Router cisco 2801 
 
La  figura A.1 detalla todas las características del router cisco 2801, mediante el 
comando show versión. 
 
 





A.2 Características del Switch Catalyst 3750 
 
La  figura A.2 detalla todas las características del switch Catalyst 3750 mediante el 
comando show versión. 
 
Como se puede ver el modelo de IOS: “System image file is "flash:c3750-ipbase-
mz.122-25.SEE2/c3750-ipbase-mz.122-25.SEE2.bin" no tiene todas las características 





Figura A. 2 Características del Switch Catalys 3750 
 
A.3 Pasos para la actualización del  IOS 3750 en Switches en stack. 
 
Los 3 pasos generales para actualizar la IOS de un stack de switches son: 
 
 Copiar la IOS del servidor TFTP al switch que actúa como MASTER del stack 
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 Descomprimir la IOS en la memoria flash de cada uno de los switches del stack 
 Configurar la variable boot15 
 
Imagen de los switches en stack: 
 




1. Descargar la imagen a la flash.  
 
Comprobar que el switch MASTER tenga al menos el DOBLE del espacio de lo 
que ocupa la imagen. Este espacio es necesario para almacenar la copia de la 
IOS y para descomprimir la imagen en cada una de las flash de los switches, 
para ello se ejecuta lo siguiente: 
   
 3750−stack#copy tftp: flash: 
 Address or name of remote host []? 10.10.10.10 
 Source filename []? c3750−advipservicesk9−tar.122−25. SEB1.tar 
 Destination filename [c3750−advipservicesk9−tar.122−25.SEE1.tar] 
 Accessing tftp://10.10.10.10/c3750−advipservicesk9−tar.122−25. 
SEB1.tar 
 Loading c3750−advipservicesk9−tar.122−25.SEE1.tar 
 
 





2. Descomprimir el IOS en la flash. Descomprimir la imagen en cada uno de 
los swithces del stack 
 
Para ello se realiza lo siguiente: 
 3750−stack#archive tar /xtract c3750−advipservicesk9−tar.122−25. 
SEB1.tar flash1: 
 3750−stack#archive tar /xtract c3750−advipservicesk9−tar.122−25. 
SEB1.tar flash2: 
  
3. Configurar la variable boot 
 
Una vez descomprimida la imagen es necesario configurar la variable boot para 
que apunte al archivo .bin 
A continuación se muestra el comando archive tar /xtract, creado en un 
directorio dentro de la flash: 
 3750−stack#dir 
Directory of flash:/ 
2 drwx 192 Mar 11 1993 00:31:05 +00:00  
c3750−advipservicesk9−mz.122–25.SEB1 
 3750−stack#dir flash:c3750−advipservicesk9−mz.122−25. SEB1 
Directory of flash:/c3750−advipservicesk9−mz.122−25. SEB1/ 
3 −rwx 8169055 Mar 11 1993 00:29:52 +00:00 
c3750−advipservicesk9−mz.1 
22−25. SEB1.bin 
4 drwx 4160 Mar 11 1993 00:30:29 +00:00 html 
454 −rwx 709 Mar 11 1993 00:31:05 +00:00 info 
 
Se configura la variable boot system y se guarda la configuracion: 




 3750−stack#write memory 
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Después de hacer un reload se comprueba que la IOS se actualizó: 
 3750−stack#show version 
A.4 Características del Switch Catalyst 3750 actualizado 
 
La figura A.4 detalla todas las características adicionales en IPv6 del switch catalyst 
3750 mediante el comando show versión. 
 
Figura A. 4 Características del IOS actualizado en el Switch Catalys 3750 
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Como se puede ver este es el modelo de IOS: 
 "Flash:c3750-advipservicesk9-mz.122-25.SEB1/c3750-advipservicesk9-
mz.122-25.SEB1.bin"   
 
Este IOS tiene mejores características para la transición a IPv6, la figura A.5 muestra 
los nuevos comandos agregados mediante: MDF-SUR (config)#ipv6 ? 
 






















Características de las RFC 
 
Este anexo ofrece las recomendaciones RFC sobre las políticas de asignación de 
direcciones IPv6. 
 
Las RFC son los conjuntos de documentos que sirven de referencia para la comunidad 
de internet que describen, especifican y asisten en la implementación, estandarización y 
discusión de la mayoría de las normas, los estándares, las tecnologías y los protocolos 




B.1 RFC 3177 
 
Se han realizado muchas discusiones entre el Internet Engineering Task Force (IETF) y 
expertos en Regional Internet Registry (RIR) sobre temas de la política de asignación de 
direcciones IPv6, referentes a las cuestiones de la frontera entre lo público y lo privado 
y topología en el Internet, es decir, la cantidad de espacio de direcciones que un ISP 
puede asignar a los hogares, pequeñas y grandes empresas, redes móviles y clientes 
transitorios. 
 
La RFC 3177 fue desarrollada por la Dirección IPv6, Internet Architecture Board (IAB) 
 y el Internet Engineering Steering Group (IESG),  y es una recomendación de la IAB y 




El IESG y el IAB recomiendan las asignaciones para la frontera entre los sectores 
públicos y privados mediante las siguientes reglas generales: 
 
 / 48 en el caso general, excepto para suscriptores muy grandes. 
 / 64, cuando se sabe que una y solo una subred es necesaria por diseño. 
 / 128 cuando se conoce absolutamente que uno y sólo un dispositivo de se está 
conectando. 
 







En particular, se recomienda: 
 
 Suscriptores de la red doméstica, la conexión a través de la carta o conexiones 
permanentes deben recibir un / 48. 
 Las pequeñas y grandes deben recibir un / 48. 
 Suscriptores muy grandes podrían recibir un / 47 o algo más bajo prefijo, o 
múltiples / 48. 
 
Las redes móviles, como vehículos o teléfonos móviles con un interfaz de red 
adicionales (como bluetooth o 802.11b) deben recibir un prefijo estática / 64 para 
permitir la conexión de múltiples dispositivos a través de una subred. 
 
B.2 RFC 3531 
 
Esta recomendación propone un método para administrar la asignación de bits de una 
dirección IPv6 bloque o rango. Cuando una organización tiene que hacer una dirección 
para su plan de subredes o cuando un proveedor de acceso a Internet tiene que hacer una 
planificación de direcciones para sus clientes, este método permite a la organización 
aplazar la decisión final sobre el número de bits a la partición en el espacio de 
direcciones que tienen.  
 
Este sistema es aplicable a cualquier esquema de direccionamiento de bits utilizando 
bits con particiones en el espacio, pero su primer uso es para IPv6, la RFC 3531 se ha 
desarrollado desde abril del 2003      
 
Las direcciones IPv6 tienen una estructura flexible para abordar las cesiones. Esto 
permite a los proveedores de servicios de Internet, diseñadores de red y otros asignar 
rangos de direcciones a las organizaciones y redes basadas en diferentes criterios, como 











B.2.1 Esquema  
 
Se define las partes de la dirección IP como p1, p2, p3,... PN en fin, de modo que una 
dirección IP se compone de estas partes contiguas.  
Las fronteras entre cada parte están basadas en el prefijo asignado por el próximo nivel 
de autoridad. La parte p1 es la parte izquierda, probablemente asignada a un registro, la 
parte p2 puede ser asignada a un gran servicio de Internet proveedor o de un registro 
nacional. La parte p3 puede ser asignada a un gran cliente o un proveedor menor, etc. 
Cada parte puede ser de diferente longitud.  
 
Como se muestra en la figura B.1 
  
 
Figura B. 1 Esquema de direccionamiento 
 
El algoritmo de asignación de direcciones es el siguiente:  
 
 Para la parte izquierda (p1), asignar direcciones utilizando los bits de la 
izquierda primero. 
 Por la parte derecha (pN), asignar direcciones utilizando los bits de la derecha 
primero  
 Para todas las otras partes (en el centro), previamente establecer un límite 
arbitrario (prefijo) y luego asignar direcciones utilizando el centro de bits de la 
primera parte que se les asigne.  
 
Este algoritmo crece en bits asignados de tal manera que se mantiene sin asignar los bits 
cerca de la frontera de las partes. Esto significa, que el prefijo entre dos partes puede 





B.2.2 Descripción del Algoritmo 
 
A continuación se describe la asignación de bits de izquierda, derecha y del centro.  
 
Izquierdo  
P1 se asignará de la siguiente manera:  
 











Tabla B. 1 Asignación de bits de izquierda 
 
Como se muestra en la Tabla B.1 esto es, en realidad, un espejo de conteo binario.  
 
Derecha 
PN (la última parte) será asignada de la siguiente manera como se muestra en la Tabla 
B.2:  













Tabla B. 2 Asignación de bits derecha. 
 
Centro 
PX (donde 1 <X <N) será asignado como se muestra en la tabla B.3. 
  











Tabla B. 3 Asignación de bits centro. 
 
Los bits son asignados utilizando el siguiente algoritmo:  
 
1. La primera vuelta es para seleccionar sólo el medio (si hay un número par de 
bits el centro recorriendo un bit a la izquierda o a la derecha).  
2. Crear todas las combinaciones utilizando los bits seleccionados que aún no han 
sido creados.  
3. Repetir 1 y 2, hasta que ya no hay más cosas a considerar.  
 
Al utilizar este método, P1 podrá ampliar el número de clientes, los cuales podrán 











Plan de distribución IPv6 en la UPS Campus Sur 
 
Este anexo muestra el direccionamiento IPv6 en la UPS Campus Sur, una vez asignada 
la dirección IPv6 por CEDIA, se procede a la distribución o planificación IPv6 de 
acuerdo a las RFCs mencionadas en el anexo anterior. 
 
La dirección asignada es la 2800:68:16::/48, el prefijo con el que se trabaja es /56 para 
cada Vlan o dependencia,  y el prefijo /64 para cada subred dentro de cada Vlan o 
dependencia. 
 
En la tabla C.1  se muestran las Vlans en las cuales trabaja la UPS Campus Sur. 
 
Nombre Subred Descripción Dirección Red Prefijo 
 INTERFACES 2800:68:16:: 56 
VLAN 1 Virtual LAN DEFAULT 2800:68:16:100:: 56 
VLAN 2 Virtual LAN DMZ 2800:68:16:200:: 56 
VLAN 3 
Virtual LAN 
ADMINISTRATIVA 2800:68:16:300:: 56 
VLAN 4 
Virtual LAN 
ESTUDIANTES 2800:68:16:400:: 56 
VLAN5 CISCO 2800:68:16:500:: 56 
VLAN6 SUN 2800:68:16:600:: 56 
VLAN7 SALAPROF 2800:68:16:700:: 56 
VLAN8 SALA-INTERNET 2800:68:16:800:: 56 
VLAN9 MICROSOFT 2800:68:16:900:: 56 
VLAN10 WIRELESS 2800:68:16:A00:: 56 
VLAN11 IPT 2800:68:16:B00:: 56 
VLAN12 SALA-CECASIS 2800:68:16:C00:: 56 
VLAN 13 VLAN VIDEO 2800:68:16:D00:: 56 
VLAN 14 VLAN HP 2800:68:16:E00:: 56 
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VLAN 15 ELECTRONICA 2800:68:16:F00:: 56 
VLAN 16 VLAN TELCONET 2800:68:16:1000:: 56 
VLAN 17 
WLAN-IPCAM-
CECASIS 2800:68:16:1100:: 56 
VLAN 18 
WLAN-IPCAM-
ELECTRONICA 2800:68:16:1200:: 56 
VLAN 19 INVESTIGACION 2800:68:16:1300:: 56 
VLAN 20 INTERNET-LOCAL 2800:68:16:1400:: 56 
VLAN 21 CIMA-SRV 2800:68:16:1500:: 56 
VLAN 22 RUI 2800:68:16:1600:: 56 
 
Tabla C. 1 Planificación IPv6. 
 
En este caso se trabaja con un prefijo /56 para cada Vlan como red principal con un 
máximo de 255 redes, pero cada red tiene subredes /64 que pueden llegar a alcanzar 255 
subredes en cada red, ocupando así solo 64 bits de los 128 bits disponibles si se restan 
los bits obtenemos los 64 bits disponibles para host o dispositivos finales. 
 
C.1 Distribución de redes y subredes en IPv6. 
 
A continuación se muestra toda la planificación del direccionamiento IPv6, iniciando 
desde la interfaz para la conexión del proveedor hacia el router de frontera, como todas 
las Vlans o dependencias dentro de la Universidad.  
 
C.1.1 Direccionamiento de las interfaces. 
 
La  tabla C.2 muestra la distribución del direccionamiento de la interfaces en binario. 
 
UPS-SUR Binario Binario Hexadecimal Hexadecimal 
/48 /56 /64 /56 /64 
2800:68:16: 00000000  00000000 00 00 
2800:68:16: 00000000 00000001 00 01 
2800:68:16: 00000000 00000010 00 02 
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2800:68:16: 00000000 00000011 00 03 
2800:68:16: 00000000 ……….. 00 … 
2800:68:16: 00000000 11111111 00 FF 
 
Tabla C. 2 Direccionamiento de las Interfaces en binario. 
 
La tabla C.3, muestra el direccionamiento en hexadecimal y la dirección asignada para 
las interfaces, las cuales serán utilizadas para la configuración entre el router de frontera 
y el router del proveedor. 
 
UPS-SUR Red Subred 
/48 /56 /64 
2800:68:16:: 2800:68:16:: 2800:68:16:: 
2800:68:16::  2800:68:16:1:: 
2800:68:16::  2800:68:16:2:: 
2800:68:16::  2800:68:16:3:: 
2800:68:16::  ………………. 
2800:68:16::  2800:68:16:FF:: 
 
Tabla C. 3 Direccionamiento de las interfaces en binario. 
 
Como se observa en la tabla C.3, la red 2800:68:16:: /56 tiene 255 subredes /64, la 
primera subred para la configuración de las interfaces es 2800:68:16::/64 y para un 
futuro crecimiento se tendría hasta 2800:68:16:FF::/64 subredes. 
 
C.1.2 Direccionamiento VLAN1 Virtual LAN DEFAULT. 
 
La  tabla C.4 muestra la distribución del direccionamiento de la Vlan1 (Virtual LAN 
DEFAULT) en binario. 
 
UPS-SUR Binario Binario Hexadecimal Hexadecimal 
/48 /56 /64 /56 /64 
2800:68:16: 00000001  00000000 01 00 
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2800:68:16: 00000001 00000001 01 01 
2800:68:16: 00000001 00000010 01 02 
2800:68:16: 00000001 00000011 01 03 
2800:68:16: 00000001 ……….. 01 … 
2800:68:16: 00000001 11111111 01 FF 
 
Tabla C. 4 Direccionamiento Vlan1 Virtual LAN DEFAULT en binario. 
    
La tabla C.5 muestra el direccionamiento en hexadecimal y la dirección asignada en la 
Vlan1 (Virtual LAN DEFAULT). 
 
UPS-SUR Red Subred 
/48 /56 /64 
2800:68:16:: 2800:68:16:100:: 2800:68:16:100:: 
2800:68:16::  2800:68:16:101:: 
2800:68:16::  2800:68:16:102:: 
2800:68:16::  2800:68:16:103:: 
2800:68:16::  ………………. 
2800:68:16::  2800:68:16:1FF:: 
 
Tabla C. 5 Direccionamiento Vlan1 Virtual LAN DEFAULT. 
 
Como se observa en la tabla C.5 la red 2800:68:16:100:/56 tiene 255 subredes /64, la 
primera subred para la Vlan1 (Virtual LAN DEFAULT) es 2800:68:16:100::/64 y para 
un futuro crecimiento se tendría hasta 2800:68:16:1FF::/64 subredes. 
 
C.1.3 Direccionamiento VLAN2 Virtual LAN DMZ. 
 







UPS-SUR Binario Binario Hexadecimal Hexadecimal 
/48 /56 /64 /56 /64 
2800:68:16: 00000010  00000000 02 00 
2800:68:16: 00000010 00000001 02 01 
2800:68:16: 00000010 00000010 02 02 
2800:68:16: 00000010 00000011 02 03 
2800:68:16: 00000010 ……….. 02 … 
2800:68:16: 00000010 11111111 02 FF 
 
Tabla C. 6 Direccionamiento Vlan2 Virtual LAN DMZ en binario. 
    
La tabla C.7 muestra el direccionamiento en hexadecimal y la dirección asignada en la 
Vlan2 (Virtual LAN DMZ). 
 
 
UPS-SUR Red Subred 
/48 /56 /64 
2800:68:16:: 2800:68:16:200:: 2800:68:16:200: 
2800:68:16::  2800:68:16:201:: 
2800:68:16::  2800:68:16:202:: 
2800:68:16::  2800:68:16:203:: 
2800:68:16::  ………………. 
2800:68:16::  2800:68:16:2FF:: 
 
Tabla C. 7 Direccionamiento Vlan2 Virtual LAN DMZ. 
 
Como se observa en la tabla C.7, la red 2800:68:16:200::/56 tiene 255 subredes /64, la 
primera subred para la Vlan2 (Virtual LAN DEFAULT) es 2800:68:16:200::/64 y para 






C.1.4 Direccionamiento VLAN3 Virtual LAN ADMINISTRATIVA. 
 
La tabla C.8 muestra la distribución del direccionamiento Vlan3 (Virtual LAN 
ADMINISTRATIVA) en binario. 
 
UPS-SUR Binario Binario Hexadecimal Hexadecimal 
/48 /56 /64 /56 /64 
2800:68:16: 00000011  00000000 03 00 
2800:68:16: 00000011 00000001 03 01 
2800:68:16: 00000011 00000010 03 02 
2800:68:16: 00000011 00000011 03 03 
2800:68:16: 00000011 ……….. 03 … 
2800:68:16: 00000011 11111111 03 FF 
 
Tabla C. 8 Direccionamiento Vlan3 Virtual LAN ADMINISTRATIVA en binario.  
    
La tabla C.9 muestra el direccionamiento en hexadecimal y la dirección asignada en la 
Vlan3 (Virtual LAN ADMINISTRATIVA). 
 
UPS-SUR Red Subred 
/48 /56 /64 
2800:68:16:: 2800:68:16:300:: 2800:68:16:300: 
2800:68:16::  2800:68:16:301:: 
2800:68:16::  2800:68:16:302:: 
2800:68:16::  2800:68:16:303:: 
2800:68:16::  ………………. 
2800:68:16::  2800:68:16:3FF:: 
 
Tabla C. 9 Direccionamiento Vlan3 Virtual LAN ADMINISTRATIVA 
 
Como se observa en la tabla C.9, la red 2800:68:16:300::/56 tiene 255 subredes /64, la 
primera subred para la Vlan3 (Virtual LAN ADMINISTRATIVA) es  
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2800:68:16:300::/64 y para un futuro crecimiento se tendría hasta 2800:68:16:3FF::/64 
subredes. 
 
C.1.5 Direccionamiento Vlan4 (Virtual LAN ESTUDIANTES). 
 
La tabla C.10 muestra la distribución del direccionamiento Vlan4 (Virtual LAN 
ESTUDIANTES) en binario. 
 
UPS-SUR Binario Binario Hexadecimal Hexadecimal 
/48 /56 /64 /56 /64 
2800:68:16: 00000100  00000000 04 00 
2800:68:16: 00000100 00000001 04 01 
2800:68:16: 00000100 00000010 04 02 
2800:68:16: 00000100 00000011 04 03 
2800:68:16: 00000100 ……….. 04 … 
2800:68:16: 00000100 11111111 04 FF 
 
Tabla C. 10 Direccionamiento Vlan4 Virtual LAN ESTUDIANTES en binario 
 
La  tabla C.11 muestra el direccionamiento en hexadecimal y la dirección asignada en la 
Vlan4 (Virtual LAN ESTUDIANTES). 
 
UPS-SUR Red Subred 
/48 /56 /64 
2800:68:16:: 2800:68:16:400:: 2800:68:16:400:: 
2800:68:16::  2800:68:16:401:: 
2800:68:16::  2800:68:16:402:: 
2800:68:16::  2800:68:16:403:: 
2800:68:16::  ………………. 
2800:68:16::  2800:68:16:4FF:: 
 




Como se observa en la tabla C.11, la red 2800:68:16:400::/56 tiene 255 subredes /64, la 
primera subred para la Vlan4 (Virtual LAN ESTUDIANTES) es 2800:68:16:400::/64 y 
para un futuro crecimiento se tendría hasta 2800:68:16:4FF::/64 subredes. 
 
C.1.6 Direccionamiento VLAN5 CISCO 
 
La tabla C.12 muestra la distribución del direccionamiento Vlan5 (CISCO) en binario. 
 
UPS-SUR Binario Binario Hexadecimal Hexadecimal 
/48 /56 /64 /56 /64 
2800:68:16: 00000101  00000000 05 00 
2800:68:16: 00000101 00000001 05 01 
2800:68:16: 00000101 00000010 05 02 
2800:68:16: 00000101 00000011 05 03 
2800:68:16: 00000101 ……….. 05 … 
2800:68:16: 00000101 11111111 05 FF 
 
Tabla C. 12 Direccionamiento Vlan5 CISCO en binario 
 
La  tabla C.13 muestra el direccionamiento en hexadecimal y la dirección asignada en la 
Vlan5 (CISCO). 
 
UPS-SUR Red Subred 
/48 /56 /64 
2800:68:16:: 2800:68:16:500:: 2800:68:16:500:: 
2800:68:16::  2800:68:16:501:: 
2800:68:16::  2800:68:16:502:: 
2800:68:16::  2800:68:16:503:: 
2800:68:16::  ………………. 
2800:68:16::  2800:68:16:5FF:: 
 
Tabla C. 13 Direccionamiento Vlan5 CISCO. 
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Como se observa en la tabla C.13, la red 2800:68:16:500::/56 tiene 255 subredes /64, la 
primera subred para la Vlan5 (CISCO) es 2800:68:16:500::/64 y para un futuro 
crecimiento se tendría hasta 2800:68:16:5FF::/64 subredes. 
 
C.1.7 Direccionamiento VLAN6 SUN 
 
La  tabla C.14 muestra la distribución del direccionamiento Vlan6 (SUN) en binario. 
 
UPS-SUR Binario Binario Hexadecimal Hexadecimal 
/48 /56 /64 /56 /64 
2800:68:16: 00000110  00000000 06 00 
2800:68:16: 00000110 00000001 06 01 
2800:68:16: 00000110 00000010 06 02 
2800:68:16: 00000110 00000011 06 03 
2800:68:16: 00000110 ……….. 06 … 
2800:68:16: 00000110 11111111 06 FF 
 
Tabla C. 14 Direccionamiento Vlan6 SUN en binario 
 
La tabla C.15 muestra el direccionamiento en hexadecimal y la dirección asignada en la 
Vlan6 (SUN). 
 
UPS-SUR Red Subred 
/48 /56 /64 
2800:68:16:: 2800:68:16:600:: 2800:68:16:600:: 
2800:68:16::  2800:68:16:601:: 
2800:68:16::  2800:68:16:602:: 
2800:68:16::  2800:68:16:603:: 
2800:68:16::  ………………. 
2800:68:16::  2800:68:16:6FF:: 
 
Tabla C. 15 Direccionamiento Vlan6 SUN. 
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Como se observa en la tabla C.15, la red 2800:68:16:600::/56 tiene 255 subredes /64, la 
primera subred para la Vlan6 (SUN) es 2800:68:16:600::/64 y para un futuro 
crecimiento se tendría hasta 2800:68:16:6FF::/64 subredes. 
 
C.1.8 Direccionamiento VLAN7 SALAPROF 
 
La tabla C.16 muestra la distribución del direccionamiento Vlan7 (SALAPROF) en 
binario. 
 
UPS-SUR Binario Binario Hexadecimal Hexadecimal 
/48 /56 /64 /56 /64 
2800:68:16: 00000111 00000000 07 00 
2800:68:16: 00000111 00000001 07 01 
2800:68:16: 00000111 00000010 07 02 
2800:68:16: 00000111 00000011 07 03 
2800:68:16: 00000111 ……….. 07 … 
2800:68:16: 00000111 11111111 07 FF 
 
Tabla C. 16 Direccionamiento Vlan7 SALAPROF en binario 
    
La tabla C.17 muestra el direccionamiento en hexadecimal y la dirección asignada en la 
Vlan7 SALAPROF. 
 
UPS-SUR Red Subred 
/48 /56 /64 
2800:68:16:: 2800:68:16:700:: 2800:68:16:700:: 
2800:68:16::  2800:68:16:701:: 
2800:68:16::  2800:68:16:702:: 
2800:68:16::  2800:68:16:703:: 
2800:68:16::  ………………. 
2800:68:16::  2800:68:16:7FF:: 
 
Tabla C. 17 Direccionamiento Vlan7 SALAPROF. 
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Como se observa en la tabla C.17, la red 2800:68:16:700::/56 tiene 255 subredes /64, la 
primera subred para la Vlan7 (SALAPROF) es 2800:68:16:700::/64 y para un futuro 
crecimiento se tendría hasta 2800:68:16:7FF::/64 subredes. 
 
C.1.9 Direccionamiento VLAN8 SALA-INTERNET 
 
La tabla C.18 muestra la distribución del direccionamiento Vlan8 (SALA-INTERNET) 
en binario. 
 
UPS-SUR Binario Binario Hexadecimal Hexadecimal 
/48 /56 /64 /56 /64 
2800:68:16: 00001000  00000000 08 00 
2800:68:16: 00001000 00000001 08 01 
2800:68:16: 00001000 00000010 08 02 
2800:68:16: 00001000 00000011 08 03 
2800:68:16: 00001000 ……….. 08 … 
2800:68:16: 00001000 11111111 08 FF 
 
Tabla C. 18 Direccionamiento Vlan8 SALA-INTERNET en binario. 
    
La tabla C.19 muestra el direccionamiento en hexadecimal y la dirección asignada en la 
Vlan8 (SALA-INTERNET). 
 
UPS-SUR Red Subred 
/48 /56 /64 
2800:68:16:: 2800:68:16:800:: 2800:68:16:800:: 
2800:68:16::  2800:68:16:801:: 
2800:68:16::  2800:68:16:802:: 
2800:68:16::  2800:68:16:803:: 
2800:68:16::  ………………. 
2800:68:16::  2800:68:16:8FF:: 




Como se observa en la tabla C.19, la red 2800:68:16:800::/56 tiene 255 subredes /64, la 
primera subred para la Vlan8 (SALA-INTERNET) es 2800:68:16:800::/64 y para un 
futuro crecimiento se tendría hasta 2800:68:16:8FF::/64 subredes. 
 
C.1.10 Direccionamiento VLAN9 MICROSOFT 
 
La tabla C.20 muestra la distribución del direccionamiento Vlan9 (MICROSOFT) en 
binario. 
 
UPS-SUR Binario Binario Hexadecimal Hexadecimal 
/48 /56 /64 /56 /64 
2800:68:16: 00001001  00000000 09 00 
2800:68:16: 00001001 00000001 09 01 
2800:68:16: 00001001 00000010 09 02 
2800:68:16: 00001001 00000011 09 03 
2800:68:16: 00001001 ……….. 09 … 
2800:68:16: 00001001 11111111 09 FF 
 
Tabla C. 20 Direccionamiento Vlan9 MICROSOFT en binario 
 
La  tabla C.21 muestra el direccionamiento en hexadecimal y la dirección asignada en la 
Vlan9 (MICROSOFT). 
 
UPS-SUR Red Subred 
/48 /56 /64 
2800:68:16:: 2800:68:16:900:: 2800:68:16:900:: 
2800:68:16::  2800:68:16:901:: 
2800:68:16::  2800:68:16:902:: 
2800:68:16::  2800:68:16:903:: 
2800:68:16::  ………………. 
2800:68:16::  2800:68:16:9FF:: 




Como se observa en la tabla C.21, la red 2800:68:16:900::/56 tiene 255 subredes /64, la 
primera subred para la Vlan9 (MICROSOFT) es 2800:68:16:900::/64 y para un futuro 
crecimiento se tendría hasta 2800:68:16:9FF::/64 subredes. 
 
C.1.11 Direccionamiento VLAN10 WIRELESS 
 
La tabla C.22 muestra la distribución del direccionamiento Vlan10 (WIRELESS) en 
binario. 
 
UPS-SUR Binario Binario Hexadecimal Hexadecimal 
/48 /56 /64 /56 /64 
2800:68:16: 00001010  00000000 0A 00 
2800:68:16: 00001010 00000001 0A 01 
2800:68:16: 00001010 00000010 0A 02 
2800:68:16: 00001010 00000011 0A 03 
2800:68:16: 00001010 ……….. 0A … 
2800:68:16: 00001010 11111111 0A FF 
 
Tabla C. 22 Direccionamiento Vlan10 WIRELESS en binario 
 
La tabla C.23 muestra el direccionamiento en hexadecimal y la dirección asignada en la 
Vlan10 WIRELESS. 
 
UPS-SUR Red Subred 
/48 /56 /64 
2800:68:16:: 2800:68:16:A00:: 2800:68:16:A00:: 
2800:68:16::  2800:68:16:A01:: 
2800:68:16::  2800:68:16:A02:: 
2800:68:16::  2800:68:16:A03:: 
2800:68:16::  ………………. 
2800:68:16::  2800:68:16:AFF:: 




Como se observa en la tabla C.23, la red 2800:68:16:A00::/56 tiene 255 subredes /64, la 
primera subred para la Vlan10 (WIRELESS) es 2800:68:16:A00::/64 y para un futuro 
crecimiento se tendría hasta 2800:68:16:AFF::/64 subredes. 
 
C.1.12 Direccionamiento VLAN11 IPT 
 
La tabla C.24 muestra la distribución del direccionamiento Vlan11 (IPT) en binario. 
 
UPS-SUR Binario Binario Hexadecimal Hexadecimal 
/48 /56 /64 /56 /64 
2800:68:16: 00001011  00000000 0B 00 
2800:68:16: 00001011 00000001 0B 01 
2800:68:16: 00001011 00000010 0B 02 
2800:68:16: 00001011 00000011 0B 03 
2800:68:16: 00001011 ……….. 0B … 
2800:68:16: 00001011 11111111 0B FF 
 
Tabla C. 24 Direccionamiento Vlan11 IPT en binario 
    
La tabla C.25 muestra el direccionamiento en hexadecimal y la dirección asignada en la 
Vlan11 IPT. 
 
UPS-SUR Red Subred 
/48 /56 /64 
2800:68:16:: 2800:68:16:B00:: 2800:68:16:B00:: 
2800:68:16::  2800:68:16:B01:: 
2800:68:16::  2800:68:16:B02:: 
2800:68:16::  2800:68:16:B03:: 
2800:68:16::  ………………. 
2800:68:16::  2800:68:16:BFF:: 




Como se observa en la tabla C.25 la red 2800:68:16:B00::/56 tiene 255 subredes /64, la 
primera subred para la Vlan11 (IPT) es 2800:68:16:B00::/64 y para un futuro 
crecimiento se tendría hasta 2800:68:16:BFF::/64 subredes. 
 
C.1.13 Direccionamiento VLAN12 SALA-CECASI 
 
La tabla C.26 muestra la distribución del direccionamiento Vlan12 (SALA-CECASI) en 
binario. 
 
UPS-SUR Binario Binario Hexadecimal Hexadecimal 
/48 /56 /64 /56 /64 
2800:68:16: 00001100  00000000 0C 00 
2800:68:16: 00001100 00000001 0C 01 
2800:68:16: 00001100 00000010 0C 02 
2800:68:16: 00001100 00000011 0C 03 
2800:68:16: 00001100 ……….. 0C … 
2800:68:16: 00001100 11111111 0C FF 
 
Tabla C. 26 Direccionamiento Vlan12 SALA-CECASI en binario. 
    
La tabla C.27 muestra el direccionamiento en hexadecimal y la dirección asignada en la 
Vlan12 (SALA-CECASI). 
 
UPS-SUR Red Subred 
/48 /56 /64 
2800:68:16:: 2800:68:16:C00:: 2800:68:16:C00:: 
2800:68:16::  2800:68:16:C01:: 
2800:68:16::  2800:68:16:C02:: 
2800:68:16::  2800:68:16:C03:: 
2800:68:16::  ………………. 
2800:68:16::  2800:68:16:CFF:: 
 
Tabla C. 27 Direccionamiento Vlan12 SALA-CECASI. 
99 
  
Como se observa en la tabla C.27, la red 2800:68:16:C00::/56 tiene 255 subredes /64, la 
primera subred para la Vlan12 (SALA-CECASI) es 2800:68:16:C00::/64 y para un 
futuro crecimiento se tendría hasta 2800:68:16:CFF::/64 subredes. 
 
C.1.14 Direccionamiento VLAN13 VLAN VIDEO 
 
La tabla C.28 muestra la distribución del direccionamiento Vlan13 (VLAN VIDEO) en 
binario. 
 
UPS-SUR Binario Binario Hexadecimal Hexadecimal 
/48 /56 /64 /56 /64 
2800:68:16: 00001101  00000000 0D 00 
2800:68:16: 00001101 00000001 0D 01 
2800:68:16: 00001101 00000010 0D 02 
2800:68:16: 00001101 00000011 0D 03 
2800:68:16: 00001101 ……….. 0D … 
2800:68:16: 00001101 11111111 0D FF 
 
Tabla C. 28 Direccionamiento Vlan13 VLAN VIDEO en binario 
    
La tabla C.29 muestra el direccionamiento en hexadecimal y la dirección asignada en la 
Vlan13 VLAN VIDEO. 
 
UPS-SUR Red Subred 
/48 /56 /64 
2800:68:16:: 2800:68:16:D00:: 2800:68:16:D00:: 
2800:68:16::  2800:68:16:D01:: 
2800:68:16::  2800:68:16:D02:: 
2800:68:16::  2800:68:16:D03:: 
2800:68:16::  ………………. 
2800:68:16::  2800:68:16:DFF:: 




Como se observa en la tabla C.29, la red 2800:68:16:D00::/56 tiene 255 subredes /64, la 
primera subred para la Vlan13 (VLAN VIDEO) es 2800:68:16:D00::/64 y para un 
futuro crecimiento se tendría hasta 2800:68:16:DFF::/64 subredes. 
 
C.1.15 Direccionamiento VLAN14 VLAN HP 
 
La tabla C.30 muestra la distribución del direccionamiento Vlan14 (VLAN HP) en 
binario. 
 
UPS-SUR Binario Binario Hexadecimal Hexadecimal 
/48 /56 /64 /56 /64 
2800:68:16: 00001110  00000000 0E 00 
2800:68:16: 00001110 00000001 0E 01 
2800:68:16: 00001110 00000010 0E 02 
2800:68:16: 00001110 00000011 0E 03 
2800:68:16: 00001110 ……….. 0E … 
2800:68:16: 00001110 11111111 0E FF 
 
Tabla C. 30 Direccionamiento Vlan14 VLAN HP en binario 
    
La tabla C.31 muestra el direccionamiento en hexadecimal y la dirección asignada en la 
Vlan14 (VLAN HP). 
 
UPS-SUR Red Subred 
/48 /56 /64 
2800:68:16:: 2800:68:16:E00:: 2800:68:16:E00:: 
2800:68:16::  2800:68:16:E01:: 
2800:68:16::  2800:68:16:E02:: 
2800:68:16::  2800:68:16:E03:: 
2800:68:16::  ………………. 
2800:68:16::  2800:68:16:EFF:: 
 
Tabla C. 31 Direccionamiento Vlan14 VLAN HP. 
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Como se observa en la tabla C.31, la red 2800:68:16:E00::/56 tiene 255 subredes /64, la 
primera subred para la Vlan14 (VLAN HP) es 2800:68:16:E00::/64 y para un futuro 
crecimiento se tendría hasta 2800:68:16:EFF::/64 subredes. 
 
C.1.16 Direccionamiento VLAN15 ELECTRONICA 
 
La tabla C.32 muestra la distribución del direccionamiento Vlan15 (ELECTRONICA) 
en binario. 
 
UPS-SUR Binario Binario Hexadecimal Hexadecimal 
/48 /56 /64 /56 /64 
2800:68:16: 00001111  00000000 0F 00 
2800:68:16: 00001111 00000001 0F 01 
2800:68:16: 00001111 00000010 0F 02 
2800:68:16: 00001111 00000011 0F 03 
2800:68:16: 00001111 ……….. 0F … 
2800:68:16: 00001111 11111111 0F FF 
Tabla C. 32 Direccionamiento Vlan15 ELECTRONICA en binario 
    
La tabla C.33 muestra el direccionamiento en hexadecimal y la dirección asignada en la 
Vlan15 (ELECTRONICA). 
 
UPS-SUR Red Subred 
/48 /56 /64 
2800:68:16:: 2800:68:16:F00:: 2800:68:16:F00:: 
2800:68:16::  2800:68:16:F01:: 
2800:68:16::  2800:68:16:F02:: 
2800:68:16::  2800:68:16:F03:: 
2800:68:16::  ………………. 
2800:68:16::  2800:68:16:FFF:: 




Como se observa en la tabla C.33, la red 2800:68:16:F00::/56 tiene 255 subredes /64, la 
primera subred para la Vlan15 (ELECTRONICA) es 2800:68:16:F00::/64 y para un 
futuro crecimiento se tendría hasta 2800:68:16:FFF::/64 subredes. 
 
C.1.17 Direccionamiento VLAN16 VLAN TELCONET 
 
La tabla C.34 muestra la distribución del direccionamiento Vlan16  (VLAN 
TELCONET) en binario. 
 
UPS-SUR Binario Binario Hexadecimal Hexadecimal 
/48 /56 /64 /56 /64 
2800:68:16: 00010000  00000000 10 00 
2800:68:16: 00010000 00000001 10 01 
2800:68:16: 00010000 00000010 10 02 
2800:68:16: 00010000 00000011 10 03 
2800:68:16: 00010000 ……….. 10 … 
2800:68:16: 00010000 11111111 10 FF 
 
Tabla C. 34 Direccionamiento Vlan16  VLAN TELCONET en binario    
 
La tabla C.35 muestra el direccionamiento en hexadecimal y la dirección asignada en la 
Vlan16  VLAN TELCONET. 
 
UPS-SUR Red Subred 
/48 /56 /64 
2800:68:16:: 2800:68:16:1000:: 2800:68:16:1000:: 
2800:68:16::  2800:68:16:1001:: 
2800:68:16::  2800:68:16:1002:: 
2800:68:16::  2800:68:16:1003:: 
2800:68:16::  ………………. 
2800:68:16::  2800:68:16:10FF:: 
 
Tabla C. 35 Direccionamiento Vlan16  VLAN TELCONET. 
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Como se observa en la tabla C.35, la red 2800:68:16:1000::/56 tiene 255 subredes /64, 
la primera subred para la Vlan16  (VLAN TELCONET) es 2800:68:16:1000::/64 y para 
un futuro crecimiento se tendría hasta 2800:68:16:10FF::/64 subredes. 
 
C.1.18 Direccionamiento VLAN17 WLAN-IPCAM-CECASIS 
 
La tabla C.36 muestra la distribución del direccionamiento Vlan17 (WLAN-IPCAM-
CECASIS) en binario. 
 
UPS-SUR Binario Binario Hexadecimal Hexadecimal 
/48 /56 /64 /56 /64 
2800:68:16: 00010001  00000000 11 00 
2800:68:16: 00010001 00000001 11 01 
2800:68:16: 00010001 00000010 11 02 
2800:68:16: 00010001 00000011 11 03 
2800:68:16: 00010001 ……….. 11 … 
2800:68:16: 00010001 11111111 11 FF 
 
Tabla C. 36 Direccionamiento Vlan17 WLAN-IPCAM-CECASIS en binario    
  
La tabla C37 muestra el direccionamiento en hexadecimal y la dirección asignada en la 
Vlan17 (WLAN-IPCAM-CECASIS). 
 
UPS-SUR Red Subred 
/48 /56 /64 
2800:68:16:: 2800:68:16:1100:: 2800:68:16:1100:: 
2800:68:16::  2800:68:16:1101:: 
2800:68:16::  2800:68:16:1102:: 
2800:68:16::  2800:68:16:1103:: 
2800:68:16::  ………………. 
2800:68:16::  2800:68:16:11FF:: 
 
Tabla C. 37 Direccionamiento Vlan17 WLAN-IPCAM-CECASIS. 
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Como se observa en la tabla C.37, la red 2800:68:16:1100::/56 tiene 255 subredes /64, 
la primera subred para la Vlan17 (WLAN-IPCAM-CECASIS) es 2800:68:16:1100::/64 
y para un futuro crecimiento se tendría hasta 2800:68:16:11FF::/64. 
 
C.1.19 Direccionamiento VLAN18 WLAN-IPCAM-ELECTRONICA 
 
La tabla C.38 muestra la distribución del direccionamiento Vlan18 (WLAN –IPCAM-
ELECTRONICA) en binario. 
 
UPS-SUR Binario Binario Hexadecimal Hexadecimal 
/48 /56 /64 /56 /64 
2800:68:16: 00010010  00000000 12 00 
2800:68:16: 00010010 00000001 12 01 
2800:68:16: 00010010 00000010 12 02 
2800:68:16: 00010010 00000011 12 03 
2800:68:16: 00010010 ……….. 12 … 
2800:68:16: 00010010 11111111 12 FF 
 
Tabla C. 38 Direccionamiento Vlan18 WLAN –IPCAM-ELECTRONICA en 
binario 
   
La tabla C.39  muestra el direccionamiento en hexadecimal y la dirección asignada en la 
Vlan18 (WLAN –IPCAM-ELECTRONICA). 
 
UPS-SUR Red Subred 
/48 /56 /64 
2800:68:16:: 2800:68:16:1200:: 2800:68:16:1200:: 
2800:68:16::  2800:68:16:1201:: 
2800:68:16::  2800:68:16:1202:: 
2800:68:16::  2800:68:16:1203:: 
2800:68:16::  ………………. 
2800:68:16::  2800:68:16:12FF:: 
Tabla C. 39 Direccionamiento Vlan18 WLAN–IPCAM-ELECTRONICA. 
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Como se observa en la tabla C.39, la red 2800:68:16:1200::/56 tiene 255 subredes /64, 
la primera subred para la Vlan18 (WLAN–IPCAM-ELECTRONICA) es 
2800:68:16:1200::/64 y para un futuro crecimiento se tendría hasta 
2800:68:16:12FF::/64 subredes. 
 
C.1.20 Direccionamiento VLAN19 INVESTIGACION 
 
La tabla C.40 muestra la distribución del direccionamiento Vlan19 (INVESTIGACION) 
en binario. 
 
UPS-SUR Binario Binario Hexadecimal Hexadecimal 
/48 /56 /64 /56 /64 
2800:68:16: 00010011  00000000 13 00 
2800:68:16: 00010011 00000001 13 01 
2800:68:16: 00010011 00000010 13 02 
2800:68:16: 00010011 00000011 13 03 
2800:68:16: 00010011 ……….. 13 … 
2800:68:16: 00010011 11111111 13 FF 
 
Tabla C. 40 Direccionamiento Vlan19 INVESTIGACION en binario 
    
La tabla C.41 muestra el direccionamiento en hexadecimal y la dirección asignada en la 
Vlan19 INVESTIGACION. 
 
UPS-SUR Red Subred 
/48 /56 /64 
2800:68:16:: 2800:68:16:1300:: 2800:68:16:1300:: 
2800:68:16::  2800:68:16:1301:: 
2800:68:16::  2800:68:16:1302:: 
2800:68:16::  2800:68:16:1303:: 
2800:68:16::  ………………. 
2800:68:16::  2800:68:16:13FF:: 
Tabla C. 41 Direccionamiento Vlan19 INVESTIGACION. 
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Como se observa en la tabla C.41, la red 2800:68:16:1300::/56 tiene 255 subredes /64, 
la primera subred para la Vlan19 (INVESTIGACION) es 2800:68:16:1300::/64 y para 
un futuro crecimiento se tendría hasta 2800:68:16:13FF::/64 subredes. 
 
C.1.21 Direccionamiento VLAN20 INTERNET-LOCAL 
 
La tabla C.42 muestra la distribución del direccionamiento Vlan20 (INTERNET-
LOCAL) en binario. 
 
UPS-SUR Binario Binario Hexadecimal Hexadecimal 
/48 /56 /64 /56 /64 
2800:68:16: 00010100  00000000 14 00 
2800:68:16: 00010100 00000001 14 01 
2800:68:16: 00010100 00000010 14 02 
2800:68:16: 00010100 00000011 14 03 
2800:68:16: 00010100 ……….. 14 … 
2800:68:16: 00010100 11111111 14 FF 
 
Tabla C. 42 Direccionamiento Vlan20 INTERNET-LOCAL en binario 
 
La tabla C.43 muestra el direccionamiento en hexadecimal y la dirección asignada en la 
Vlan20 (INTERNET-LOCAL). 
 
UPS-SUR Red Subred 
/48 /56 /64 
2800:68:16:: 2800:68:16:1400:: 2800:68:16:1400:: 
2800:68:16::  2800:68:16:1401:: 
2800:68:16::  2800:68:16:1402:: 
2800:68:16::  2800:68:16:1403:: 
2800:68:16::  ………………. 
2800:68:16::  2800:68:16:14FF:: 
 




Como se observa en la tabla C.43, la red 2800:68:16:1400::/56 tiene 255 subredes /64, 
la primera subred para la Vlan20 (INTERNET-LOCAL) es 2800:68:16:1400::/64 y para 
un futuro crecimiento se tendría hasta 2800:68:16:14FF::/64 subredes.  
 
C.1.22 Direccionamiento VLAN21 CIMA-SRV 
 
La tabla C.44 muestra la distribución del direccionamiento Vlan21 (CIMA-SRV) en 
binario. 
 
UPS-SUR Binario Binario Hexadecimal Hexadecimal 
/48 /56 /64 /56 /64 
2800:68:16: 00010101  00000000 15 00 
2800:68:16: 00010101 00000001 15 01 
2800:68:16: 00010101 00000010 15 02 
2800:68:16: 00010101 00000011 15 03 
2800:68:16: 00010101 ……….. 15 … 
2800:68:16: 00010101 11111111 15 FF 
 
Tabla C. 44 Direccionamiento Vlan21 CIMA-SRV en binario 
    
La tabla C.45 muestra el direccionamiento en hexadecimal y la dirección asignada en la 
Vlan21 (CIMA-SRV). 
 
UPS-SUR Red Subred 
/48 /56 /64 
2800:68:16:: 2800:68:16:1500:: 2800:68:16:1500:: 
2800:68:16::  2800:68:16:1501:: 
2800:68:16::  2800:68:16:1502:: 
2800:68:16::  2800:68:16:1503:: 
2800:68:16::  ………………. 
2800:68:16::  2800:68:16:15FF:: 
 
Tabla C. 45 Direccionamiento Vlan21 CIMA-SRV. 
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Como se observa en la tabla C.45, la red 2800:68:16:1500::/56 tiene 255 subredes /64, 
la primera subred para la Vlan21 (CIMA-SRV) es 2800:68:16:1500::/64 y para un 
futuro crecimiento se tendría hasta 2800:68:16:15FF::/64 subredes. 
 
C.1.23 Direccionamiento VLAN22 RUI 
 
La tabla C.46 muestra la distribución del direccionamiento Vlan22 (RUI) en binario. 
 
UPS-SUR Binario Binario Hexadecimal Hexadecimal 
/48 /56 /64 /56 /64 
2800:68:16: 00010110  00000000 16 00 
2800:68:16: 00010110 00000001 16 01 
2800:68:16: 00010110 00000010 16 02 
2800:68:16: 00010110 00000011 16 03 
2800:68:16: 00010110 ……….. 16 … 
2800:68:16: 00010110 11111111 16 FF 
Tabla C. 46 Direccionamiento Vlan22 RUI en binario 
    
La tabla C.47 muestra el direccionamiento en hexadecimal y la dirección asignada en la 
Vlan22 RUI. 
 
UPS-SUR Red Subred 
/48 /56 /64 
2800:68:16:: 2800:68:16:1600:: 2800:68:16:1600:: 
2800:68:16::  2800:68:16:1601:: 
2800:68:16::  2800:68:16:1602:: 
2800:68:16::  2800:68:16:1603:: 
2800:68:16::  ………………. 
2800:68:16::  2800:68:16:16FF:: 
 




Como se observa en la tabla C.47, la red 2800:68:16:1600::/56 tiene 255 subredes /64, 
la primera subred para la Vlan22 (RUI) es 2800:68:16:1600::/64 y para un futuro 
































Resumen de pasos para la Transición IPv4 a IPv6 en cualquier Vlan de 
la UPS Campus Sur 
 
Una vez terminado el Plan Piloto en la subred CIMA, se recomienda continuar con la 
transición de IPv4 a IPv6. 
Los pasos para la configuración de las Vlans son los siguientes: 
 
D.1 Configuración de cualquier Vlan 
  
Paso 1: Se debe revisar el Plan de direccionamiento IPv6 en la figura 3.6, aquí se 
encuentran todas las Vlans de la UPS Campus Sur, en este caso se tomara la Vlan19 
Investigación. 
 
 Dirección de red: 2800:68:16:1300::/64 
 Gateway: 2800:68:16:1300::1/64 
 Rango IPv6: 2800:68:16:1300::1/64 – 2800:68:16:1300:ffff:ffff:ffff:ffff 
 
Paso 2: En el anexo C se encuentran las tablas de direcciones IPv6 útiles de todas las 
Vlans en la UPS Campus Sur en binario y hexadecimal. 
 
Paso 3: Con este direccionamiento, se procede a la configuración de los equipos 
intermedios y finales. 
 
D.2 Configuración de equipos intermedios y finales  
 
Paso 1: Ingresar al Switch Core a modo global para realizar los siguientes pasos como 




Figura D. 1 Configuración en el switch core 
 
Con el comando IPv6 nd prefix, los usuarios finales obtendrán direcciones IPv6 
dinámicamente.  
 
Paso 2: Ingresar al router de frontera a modo global para configurar una ruta estática: 
 
 #IPv6 route 2800:68:16:1300::/64 2800:68:16:1400::1  
 
Estos  pasos sirven para la navegación de la Vlan 19 en la plataforma IPv6. 
 
Paso 3: Configurar los usuarios finales, dependiendo en la plataforma que esté 
trabajando (Windows Xp, Windows vista, Windows 7, Linux-centos) 
 
Para Windows Xp el comando a utilizar es ipv6 install, posteriormente se comprueba 
su correcta instalación, a través del comando ping::1. 
 
En Windows Vista y Windows 7, se tiene una interfaz grafica para la configuración 
ipv6. 
 
En el caso de Linux-centos se usa el comando: ping6 –c5::1, para comprobar la 
instalación de IPv6. 
 
Las direcciones IPv6 se asignarán dinámicamente a los usuarios finales, esto se realiza 
para un correcto funcionamiento en la navegación IPv6, sin la necesidad de configurar 
un DNS en IPv6. 
 
En caso de hacer la configuración para la Vlan de video y telefonía VoIP, se debe hacer 
un estudio de Soporte IPv6 en todos los equipos finales. 
