propose an adaptive dead-zone 1 mechanism to robustify observers against high-frequency 
Despite this high sensitivity, high-gain observers are ISS 39 from the measurement noise to the estimation error [10] [11] [12] . 40 To reduce peaking and noise sensitivity, observation schemes 41 with improved rejection may comprise a bank of different 42 observers (a multi-observer) as in [13] , where each observer 43 has a different sensitivity to noise and convergence speed. 44 Then, a supervisor chooses which observer is providing the 45 best estimate at any given time. See also [14] where robustness 46 with respect to an uncertain plant is studied (each observer 47 is designed for a different value of the uncertain parameter). 48 Alternatively, one may use an aggressive observer gain for 49 transient estimation and a more relaxed one for steady-state 50 performance [15] . However, there are many design chal-51 lenges in using this approach, e.g., it is hard to properly 52 select the switching time/mechanism (like trigger or threshold 53 based mechanism) and the intrinsic discontinuous behavior of 54 the observer is dangerous when combined with phenomena 55 as peaking. A similar, but simpler, approach has been also 56 proposed in [16] where a piecewise linear gain function is 57 used. The limiting case of arbitrarily fast switching among 58 different observers or different gains can be thought of as con-59 tinuous adaptation, as in [17] [18] [19] , where the observer gain is 60 dynamically adapted according to the difference (ŷ − y). 61 Nonlinear, time-varying or adaptive output injec-62 tion/correction terms can also be considered, as in [20] [21] [22] , 63 to obtain superior performance or to deal with nonlinear 64 plants that do not have special normal forms or do not satisfy 65 Lipschitz-like conditions. Finally, recently the so-called 66 low-power approach has been proposed [23] , [24] , which 67 increases the dimension of the observer state but reduces the 68 sensitivity to noise and the peaking phenomena.
69
In this letter we propose here to apply an artificial dead-70 zone to the output injection term (ŷ − y). The resulting 71 "dead-zonated" observer better rejects high-frequency noise by 72 cutting the part of it falling inside the dead-band. The dead-73 band amplitude is dynamically adapted according to the noise 74 level, providing another useful information.
75
The dead-zone has a destabilizing effect on the estimation 76 error dynamics, indeed in a ball around the zero estima-77 tion error the observer runs in open loop. However if the 78 2475-1456 c 2018 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
adaptation mechanism is carefully designed, the dead-zone (GES) of the error dynamics in the absence of noise and Input
111
to State Stability (ISS) in the presence of measurement noise.
112
Section IV presents extensions of the dead-zone construction 113 to high-gain observers. An example is provided in Section V.
114
Finally, conclusions are offered in Section VI.
115
Notation: R n denotes the set of real vectors of dimension 116 n. Given a constant c ∈ R, R ≥c := [c, ∞). Given two vec- 
130
where C ⊂ R n is a closed set, and f is a continuous function
132
For u ≡ 0 the origin of (1) is Globally Exponentially Stable In this letter we consider a continuous-time LTI system ("the 141 plant") of the following form, where x ∈ R n is the state, u ∈ R m is the input, y ∈ R p 144 is the measured output and v ∈ R p is a measurement noise. 145 Following the preliminary work in [29] , for dealing with high-146 frequency noise affecting the plant output, we introduce a 147 Luenberger observer whose output injection is "dead-zonated" 148 as follows wherex ∈ R n is the estimated state,ŷ ∈ R p is the estimated 151 output and σ ∈ R p ≥0 is a vector whose entries are non-negative 152 and define the amplitude of the dead-zone on the correspond-153 ing output channel. THe matrix L ∈ R n×p is the classical 154 observer gain. The function dz √ σ : R p → R p is a decentralized 155 vector-valued dead-zone defined as follows
where
square root. For σ we propose the following adaptation law 159
where ∈ Diag p >0 is a diagonal positive definite matrix, 161 and R 1 , . . . , R p ∈ Sym p ≥0 are symmetric positive semi-definite 162 matrices. The constraint σ ∈ R p ≥0 means that σ belongs to the 163 closed p-dimensional positive orthant, which is an invariant set 164 for (5). It is worth to notice that non-negativity of σ makes 165 the square root √ σ always well defined.
166
The idea behind observer (3) is that the dead-zone provides 167 a zero output correction term around (ŷ − y) = 0 so that high 168 frequency noise is filtered out. However, the dead-zone also 169 has a destabilizing effect on the error dynamics so that a fast 170 enough adaptation of σ is necessary to ensure convergence to 171 zero. Indeed, for a fixed dead-zone amplitude √ σ , signalsŷ 172 and y which are close enough would never synchronize. The 173 adaptive mechanism (5) is designed to weigh two antagonistic 174 effects: first, the "adaptation speed" selected by , and second, 175 the "filtering action" tuned by R 1 , . . . , R p . Intuitively speaking, 176 selecting large enough, and R 1 , . . . , R p sufficiently small 177 we can recover a classical Luenberger observer. On the other 178 hand, setting small and R 1 , . . . , R p large we slow down the 179 convergence rate while increasing the filtering capability. 
III. MAIN RESULTS

186
In this section we prove a few good properties for the dead-187 zone observers in (3). We show that for a detectable plant, the 188 parameters and R i , can always be designed to obtain GES of the error dynamics in the absence of measurement noise,
190
and ISS from the measurement noise to the estimation error.
191
A. Global Exponential Stability (GES)
Given ( 
Equation (6) letter for the LTI case, namely for the class of systems (2).
207
Theorem 1: Consider the following LMI in the optimization
211
Any feasible solution to (7), together with the choice 
Proof: Strict negativity of (7) implies that there exists a 222 sufficiently small c 0 ∈ R >0 such that,
Then, let us consider the candidate Lyapunov function 
229 where α 1 := min{λ min (P), 2}, and α 2 := max{λ max (P), 2}, so 230 that the Lie derivative along the flow of (6) yields
To enforce (strict) negativity of (11) 
To prove GES in the absence of disturbances, let us set v = 0 249 and plug (9) into (13) to obtain the following inequality
where we used the rightmost bound in (10) bound can then be easily extended to (e, σ ), see [28] .
258
To prove the ISS statement, let us define c 2 := |R|, 259 c 3 := PL + 2C R , c 4 := |U|, so that (13) can be compactly 260 rewritten as 
289 Consider (7) and select X = −3C , = U = I and R = I/2.
290
Pre/post multiplying by the congruence transformation matrix 
. . .
308 where x := (x 1 , . . . , x n ) ∈ R n is the state, u ∈ R m is the input, and are related to the existence of uniform full relative degree.
316
For the sake of compactness we rewrite (16) as follows
318 where pair (C, A) is in prime form, therefore observable,
319
and f : R n × R m → R n is a continuous vector-valued map 320 obtained stacking the functions f i for i = 1, . . . , n. Following 321 the construction of Section II consider the following high-gain 322 dead-zone observer for (17)
wherex ∈ R n is the estimated state,ŷ ∈ R is the esti-325 mated output, andf i are some approximations of functions 326 f i . The vector L ∈ R n is the observer gain and matrix 327 E ( ) := diag( , . . . , n ) ∈ R n×n contains the powers of 328 the high-gain parameter ∈ R (0,1) , which is assumed to be 329 small. For the analysis that follows it is convenient to define 330 a re-scaled version of the error coordinates as follows
332 so that combining (18) and (17) the error dynamics results
From the upper-triangular structure off − f , we may select 335 sufficiently small to dominate this mismatch and also speed 336 up the observer dynamics. We ensure global convergence of 337 the error by assuming the following [33] . 
for all x 1...i ∈ R i with μ • i , μ i independent of u.
342
From the structure of (21) and (19) , follows that where we defined
μ i and we 347 used the fact that ∈ R (0,1) . This upper bound will be useful 348 in the proof of Theorem 2.
349
Remark 4: As usually done in the high-gain observers lit-350 erature, the global Lipschitz property in Assumption 1 can be 351 relaxed to local Lipschitz if we assume that the state of the 352 plant evolves inside a known compact set. If this is the case, 353 we can saturate functionsf i outside such a compact set, and 354 still obtain convergence for globalx(0) provided x(0) belongs 355 to the compact set.
356
Remark 5: Global observers for nonlinear systems that do 357 not satisfy global Lipschitz conditions can be still constructed 358 using homogenization tools, see [20] , [34] . is GES for (20) .
363
Proof: We follow similar steps as in Theorem 1. Consider a scaled candidate Lyapunov function V(e, σ ) := e Pe + 2 σ 365 so that the Lie derivative along the flow of (20) yields,
370
where c 1 and c 5 are defined in the proof of Theorem 1.
371
Plugging (19) into (21) and using (22) we can upper-bound 372 equation (23) as follows
so that, for sufficiently small, system (20) is ISS in the sense 378 defined in Theorem 2 and for μ • = 0, v = 0, GES.
V. AN EXAMPLE 380
We propose an example that compares a high-gain observer
381
with and without the dead-zone mechanism proposed in
382
Section IV. We show through simulations that the dead-383 zone mechanism successfully improves the noise rejection 384 capability. Let us consider the Van der Pol oscillator, tr(R) subject to:
In addition to the LMI condition (7) we impose an interval Estimated (black) and true (red) state with the bare highgain observer (above) and the dead-zonated high-gain Observer (below) (R = 7.5). Notice the significant estimation error reduction in the lower trace.
LC)) ≤ −α min where α min = 1, α max = 100 ∈ R >0 for this 408 specific example. Finally, we select max = 10 ∈ R >0 , to 409 avoid an excessive time scale separation among the observer 410 and the adaptation dynamics. Solving (25) we obtain the fol-411 lowing values L = −68.36 −68.06 , = 9.98, and 412 R = 7.51. The high-gain parameter has been selected as 413 = 0.1.
414
Numerous simulations have been performed for the values 415 of R reported in Table I , a sinusoidal input u(t) = 3 sin(2t), 416 initial condition x(0) = [0, 0] for the plant,x(0) = [5, −5] 417 for the observer and σ (0) = 5 for the adaptation dynamics. 418 The output measurement y is corrupted by noise generated by 419 the Simulink block Uniform Random Number with sampling 420 time and output range equal to t s = 0.001s, and ±1. During 421 the simulation, the noise starts at time t start = 10 and ends at 422 t end = 20.
423
A comparison among the true and the estimated state for 424 the two observers (R = 7.5) is shown in Figure 1 . Figure 2 425 shows the estimation error, where the benefit of the dead-zone 426 mechanism can be better appreciated, and the adaptation of 427 the dead-zone level √ σ .
428
To compare the two observers we propose a tracking Error 429 to Noise Ratio (ENR) which is inspired by the classical con-430 cept of Signal to Noise Ratio (SNR). The ENR is formally 431 defined as ENR := the dead-zone mechanism reduces the tracking error to noise 437 ratio (ENR) and that this reduction is more consistent when 438 the value of R is large. 
