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Abstract
Stochastic optimization algorithms, such as Stochastic Gradient Descent (SGD)
and its variants, are mainstream methods for training deep networks in practice.
However, the theoretical mechanism behind gradient noise still remains to be fur-
ther investigated. Deep learning is known to find flat minima with a large neigh-
boring region in parameter space from which each weight vector has similar small
error. In this paper, we focus on a fundamental problem in deep learning, “How
can deep learning usually find flat minima among so many minima?” To answer
the question, we develop a density diffusion theory (DDT) for revealing the fun-
damental dynamical mechanism of SGD and deep learning. More specifically, we
study how escape time from loss valleys to the outside of valleys depends on min-
ima sharpness, gradient noise and hyperparameters. One of the most interesting
findings is that stochastic gradient noise from SGD can help escape from sharp
minima exponentially faster than flat minima, while white noise can only help
escape from sharp minima polynomially faster than flat minima. We also find
large-batch training requires exponentially many iterations to pass through sharp
minima and find flat minima. We present direct empirical evidence supporting the
proposed theoretical results.
1 Introduction
In recent years, deep learning (LeCun et al., 2015) has achieved great empirical success in various ap-
plication areas. Due to the over-parametrization and the highly complex loss landscape of deep net-
works, optimizing deep networks is a difficult task. Stochastic Gradient Descent (SGD) and its vari-
ants are mainstreammethods for training deep networks. Empirically, SGD can usually find flat min-
ima among a large number of sharp minima and local minima (Hochreiter and Schmidhuber, 1995,
1997). More work reports that learning flat minima closely relate to generalization (Hardt et al.,
2016; Zhang et al., 2017; Arpit et al., 2017; Hoffer et al., 2017; Dinh et al., 2017; Neyshabur et al.,
2017; Wu et al., 2017; Dziugaite and Roy, 2017; Kleinberg et al., 2018). Some researchers specif-
ically study flatness itself. They try to measure flatness (Hochreiter and Schmidhuber, 1997;
Keskar et al., 2017; Sagun et al., 2017; Yao et al., 2018), rescale flatness (Tsuzuku et al., 2019), and
find flatter minima (Hoffer et al., 2017; Chaudhari et al., 2017; He et al., 2019b). But we still lack a
quantitative theory that answers why deep learning find flat minima with such a high probability.
Preprint. Work in progress.
Table 1: Recent quantitative research on escape time analysis.
WORKS NOISE THEORETICAL COVERAGE ESCAPE TIME
ZHU ET AL. (2019) ANISOTROPIC SHALLOW NETWORKS QUALITATIVE
SIMSEKLI ET AL. (2019) ISOTROPIC GENERAL MODELS POLYNOMIAL
NGUYEN ET AL. (2019) ISOTROPIC GENERAL MODELS POLYNOMIAL
THE PROPOSED WORK ANISOTROPIC GENERAL MODELS EXPONENTIAL
We develop a very fundamental theory, Density Diffusion Theory, for deep learning dynamics in
this paper. Particularly, we hope to quantitatively analyze learning flat minima from the viewpoint
of the dynamical evolution of deep networks during training. Precisely predicting the evolution
of a stochastic dynamical system is a nearly impossible task. We turn to modeling the diffusion
process of probability densities of parameters instead of model parameters themselves. We show
probability densities of parameters can be well captured in our theoretical framework. We have four
main contributions.
• The proposed theory reveals the fundamental roles of gradient noise, batch size, learning
rate, and hessian in deep learning dynamics.
• SGD escapes from sharp minima exponentially faster than flat minima.
• The number of iterations required to escape from one valley exponentially depends on the
ratio of batch size and learning rate.
• The explorable parameter space around one minimum may be reduced into a much lower
dimensional space.
2 Background
We mainly introduce Langevin Dynamics (LD) and its generalized background on deep learning in
this section. We consider LD is a important theoretical framework that can directly connect learning
flat minima and dynamical equations. Such theoretical approach was proposed by physicists a long
time ago (Kramers, 1940; Van Kampen, 1992). But it hasn’t attracted enough attention from the
machine learning community.
LD is motivated and originally derived as a discretization of a stochastic differential equation that
leads to a stationary distribution equivalent to the posterior distribution. Machine learning re-
searchers also introduced Stochastic Gradient Langevin Dynamics (SGLD) as Bayesian learning
(Welling and Teh, 2011) and Bayesian sampling (Ding et al., 2014). The LD method in machine
learning is to inject Gaussian noise into the parameter updates so that the distribution of the pa-
rameters will converge to the full posterior distribution rather than just the maximum a posteriori
mode.
We denote the data samples as x = {xz}mz=1, parameters as θ and the training loss function as
L(θ, x). For simplicity, we denote training loss as L(θ), which also refers to the energy function in
LD. LD can be written as
θt+1 =θt − η ∂L(θ)
∂θ
+
√
2ηDζt, (1)
where ζt ∼ N (0, I) obeys a normal distribution,D is the diffusion coefficient, and η is the learning
rate. Its corresponding continuous-time stochastic differential equation is written as
dθ = −∂L(θ)
∂θ
dt+
√
2DdWt, (2)
where we replace η by dt as unit time, and dWt ∼ N (0, Idt). We can obtain the corresponding
Fokker-Planck equation as
∂P (θ, t)
∂t
=
∂
∂θ
[
P (θ, t)
∂L(θ)
∂θ
]
+D
∂2P (θ, t)
∂θ2
, (3)
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where P (θ, t) is the probability density function of θ at time t. The Fokker-Planck equation can
describe how the probability density function evolves. The Fokker-Planck equation has a stationary
solution (Welling and Teh, 2011) as
P (θ) = P (θ,+∞) = 1
Z
exp
(
−L(θ)
D
)
∝ p(θ|x) 1D , (4)
where the partition function Z is a normalization factor. D = T is the temperature in statistical
physics. Machine learning researchers usually setD = 1 in standard LD, so the resulting solution of
LD converges to the exact posterior distribution. If we letD tend to 0, LDwill be reduced to Gradient
Decent and just finds the maximum a posteriori parameters θ⋆. We may regard Gradient Descent
as a special case of Generalized LD (GLD). Mandt et al. (2017), a pioneer of the GLD perspective,
proposed that SGD can be regarded as approximate Bayesian inference. Gradient Decent is used
for finding the optimal solution, but only SGD and its variants can find “good” solution for deep
networks. SGLD performs worse than SGD but can still be an effective alternative to training deep
networks. Based on Mandt et al. (2017), we introduce how GD, LD, and SGD are related as follows.
GD can be written as
θt+1 = θt − η ∂L(θ)
∂θ
, (5)
while SGD can be written as
θt+1 =θt − η
[
∂L(θ)
∂θ
+
(
∂Lˆ(θ, x)
∂θ
− ∂L(θ)
∂θ
)]
(6)
=θt − η ∂L(θ)
∂θ
+ ηC(θ)
1
2 ζt, (7)
where Lˆ(θ) is the loss of one minibatch, ζt ∼ N (0, I) and C(θ) represents the gradient noise
covariance matrix. Let us replace ζt by dt as unit time. The continuous-time process corresponding
to SGD is written as
dθ =− ∂L(θ)
∂θ
dt+ [ηC(θ)]
1
2 dWt (8)
=− ∂L(θ)
∂θ
dt+ [2D(θ)]
1
2 dWt, (9)
where dWt ∼ N (0, Idt) andD(θ) = η2C(θ). In the dynamics of SGD,D is a positive semi-definite
diffusion matrix rather than a diffusion coefficient. The Fokker-Planck equation with a diffusion
matrix is
∂P (θ, t)
∂t
= ∇ · [P (θ, t)∇L(θ)] +∇ · ∇D(θ)P (θ, t) (10)
=
∑
i
∂
∂θi
[
P (θ, t)
∂L(θ)
∂θi
]
+
∑
i
∑
j
∂2
∂θi∂θj
Dij(θ)P (θ, t), (11)
where ∇ is a nabla operator, and Dij is the element in the ith row and jth column of D. We note
that the essential difference between SGD and GD/LD lies the diffusion matrix D that is not only
anisotropic but also dynamical in SGD. Studying the Fokker-Planck equation corresponding to SGD
is the starting point of our theory.
Zhu et al. (2019) has studied anisotropic gradient noise, and present the theoretical analysis that
is applicable to very shallow networks and complex assumptions. Wu et al. (2018) has studied the
escape problems of SGD from a dynamical perspective, and obtains qualitative conclusions on batch
size, learning rate, and sharpness. Hu et al. (2019) theoretically shows that the escape dynamics of
SGD exponentially depends on the inverse learning rate without direct empirical evidence of the
exponential relation. Achille and Soatto (2019) also obtained the closely related Proposition 3.6
that describes the mean escape time under the isotropic gradient noise in terms of a free energy that
depends on the Fisher Information.
Nguyen et al. (2019) mainly contributes to closing the theoretical gap between continuous-time dy-
namics and discrete-time dynamics. It also introduces the polynomial relation of the mean escape
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time and loss valleys’ width in the case of the isotropic Lévy noise. The polynomial relation is a
well studied conclusion in stochastic process (Imkeller and Pavlyukevich, 2006).
Simsekli et al. (2019) first argues that stochastic gradient noise is Lévy noise (stable variables),
rather than Gaussian noise. They present strong empirical evidence showing that stochastic gra-
dient noise is heavy-tailed, and the heavy-tailed distribution is closer to a stable distribution than a
Gaussian distribution according to the observation. The empirical evidence in Simsekli et al. (2019)
is actually based a hidden assumption that stochastic gradient noise is isotropic and obey the same
distribution along each dimension. We tend to believe Simsekli et al. (2019) provides a better em-
pirical analysis on stochastic gradient noise under the isotropic assumption. The empirical results in
Simsekli et al. (2019) actually supports that ζ’s each dimensional components’ scales areN random
variables that obey a single stable distribution.
However, we focus on proposing a quantitative theory that can deal with stochastic gradient noise
that is anisotropic and dynamical. The LD approach requires us to consider the diffusion term in
Langevin Diffusion is based on the random noise produced by minibatch training not by different
dimensions. The viewpoint that ζt as a stochastic process is not a isotropic Lévy Process but an
anisotropic Gaussian Process can help us capture deep learning dynamics more accurately. Our em-
pirical results also support that the mean escape time exponentially depends on valleys’ sharpness.
Lévy noise only produces the polynomial relation. What’s more, according to Generalized Central
Limit Theorem (Gnedenko et al., 1954), the mean of many infinite-variance random variables con-
verges to a stable distribution, while the mean of many finite-variance random variables converges to
a Gaussian distribution. We think it is reasonable to assume that gradient noise are finite in practice.
Table 1 displays the different results of some related works and the proposed work. To the best of
our knowledge, no one has introduced anisotropic diffusion into the theoretical analysis of general
gradient-based nonconvex learning. Anisotropic diffusion not only makes the posterior of SGD
distinct from the posterior of SGLD, but also makes deep learning powerful. A more fundamental
theory that can include all of learning rate, batch size, and sharpness into deep learning dynamics is
an important research direction.
3 Density Diffusion Theory
3.1 Diffusion Theory of SGLD
We first theoretically analyze diffusion of SGLD in this section. SGLD is often used for deep
learning, bayesian learning and other nonconvex learning problems. We note that we only propose
the theory for the continuous-time deep learning dynamics in following analysis. Continuous-time
learning dynamics governed by Langevin Diffusion is approximately equivalent to its Euler dis-
cretization when the learning rate is small enough, theoretically guaranteed by Sato and Nakagawa
(2014); Nguyen et al. (2019).
We write the discrete-time dynamics of SGLD as
θt+1 =θt − η ∂L(θ)
∂θ
+ ηC(θ)
1
2 ζ1t +
√
2ηD
1
2
inζ2t (12)
=θt − η ∂L(θ)
∂θ
+
√
2ηD
1
2 ζt, (13)
whereDin indicates the diffusionmatrix term from the injected gradient noise. We note that there are
two sources of gradient noise in SGLD. The variance of stochastic gradient noise is C(θ)η2, while
the variance of the injected noise is 2ηDin. In the limit of η → 0, the injected noise dominates the
stochastic gradient noise. Thus the dynamics of SGLD is also governed by Equation 9, where the
diffusion matrixD = Din can be regarded a fixed real number in theoretical analysis.
We start the theoretical analysis from a simple problem. We assume there are two valleys, Sharp
Valley a1 and Flat Valley a2, seen in Figure 1. Also Col b is the boundary between two valleys. The
problem is what is the mean escape time for a particle governed by Equation 2 from Sharp Valley a1
to Flat Valley a2? This problem is called Kramers Escape Problem in statistical physics (Kramers,
1940).
Lemma 3.1 (Gauss’s Divergence Theorem (Arfken and Weber, 1999; Lipschutz et al., 2009)). Sup-
pose V is a subset of RN which is compact and has a piecewise smooth boundary S. If J is a
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Figure 1: Kramers Escape Problem. a1 and aa are minima of two neighboring valleys. b is the
saddle point separating the two valleys. The hessian matrix at b has only one negative eigenvalue,
which indicates its most possible escape direction. c locates outside of Valley a1.
continuously differentiable vector field defined on a neighborhood of V , then:∫
V
(∇ · J)dV =
∫
S
J · dS.
The left side is a volume integral over the volume V , and the right side is the surface integral over
the boundary of the volume V .
Gauss’s Divergence Theorem states that the surface integral of a vector field over a closed surface,
which is called the flux through the surface, is equal to the volume integral of the divergence over
the region inside the surface. We denote the mean escape time as τ and the escape rate as γ. We also
denote J that represents the probability current. The probability current J describes the “motion”
of the probability density rather than the parameters’ exact values. We apply Gauss’s Divergence
Theorem to the Fokker-Planck Equation resulting in
∇ · [P (θ, t)∇L(θ)] +∇ · ∇D(θ)P (θ, t) (14)
=
∂P (θ, t)
∂t
= −∇ · J(θ, t). (15)
The mean escape time is expressed (Van Kampen, 1992) as
τ =
1
γ
=
P (θ ∈ Va)∫
Sa
J · dS , (16)
where P (θ ∈ Va) =
∫
Va
P (θ)dV is the current probability inside Valley a, J is the probability
current produced by P (θ ∈ Va), j =
∫
Sa
J · dS is the probability flux (surface integrals of prob-
ability current), Sa is the surface (boundary) surrounding Valley a, Va is the volume surrounded
by Sa. In the case of one-dimensional escape, j = J . Mean escape time, also called first exit
time, means the mean time required for a particle to escape a loss valley, a widely used concept in
statistical physics and stochastic process (Kramers, 1940; Van Kampen, 1992; Nguyen et al., 2019).
The knowledge on divergence and flux (surface integrals) can be obtained from Gauss’s Divergence
Theorem (Arfken and Weber, 1999; Lipschutz et al., 2009).
In order to analytically solve the Kramers Escape Problem of SGLD, we need three approximated
assumptions first.
Assumption 1. D is θ-independent,∇D ≈ 0.
Assumption 2. The system is in quasi-equilibrium,
∂P (θ,t)
∂t
= −∇ · J(θ, t) ≈ 0.
Assumption 3. The system is under small gradient noise (low temperature),D ≪ ∆Lab.
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Assumption 1 is a mild assumption in LD/SGLD (Welling and Teh, 2011), and is justified when the
injected noise dominates stochastic gradient noise (η → 0). This is true in the final stage of training.
Assumption 2 is widely used in Kramers Escape Problem across multiple fields, such as physics and
chemistry (Kramers, 1940; Van Kampen, 1992). It means the model can fit data well and model
parameters are close to some minimum in deep learning. Its validity is examined by our empirical
results. Assumption 3 is justified when η
B
is small. Under Assumption 1, the stationary distribution
of the Fokker-Planck Equation is P (θ,+∞) = P (θ) = exp
(
−L(θ)
D
)
. Under Assumption 2, P (θ, t)
has locally reached the stationary distribution P (θ) around critical points, although the distribution
of different valleys may have not reached the stationary distribution. Under Assumption 3, we can
apply the second order Taylor approximation around critical points, and the probability densities
escape from Valley a only along most possible paths (MPPs). The probability flux far from MPPs
is ignorable. MPPs must be critical paths. We generalize critical points into critical paths as the
path where 1) the gradient perpendicular to the path direction must be zero, and 2) the second order
directional derivatives perpendicular to the path direction must be nonnegative. MPPs transport
probability densities just like how rivers transport water.
Theorem 3.2. The loss function L(θ) is of class C2 and one-dimensional. If Assumption 1, 2, and
3 hold, and the dynamics is governed by SGLD, then the mean escape time from Valley a to the
neighboring valley is
τ =
1
γ
=
2π√
Ha|Hb|
exp
(
∆L
D
)
.
Ha and Hb are the second-order derivatives of the loss function at the minimum a and the saddle
point b. ∆L = L(b)− L(a) is the loss barrier height. D is the diffusion matrix.
Proof. Supplementary Materials B.1.
We try to generalize the theoretical analysis of one-dimensional escape into the n-dimensional space.
For the simplicity of notation, we first solve a simple case of high-dimensional escape that there
is only one most possible path existing between Sharp Valley a1 and Flat Valley a2. In the low
temperature limit, the probability current naturally concentrates along the most possible path. The
boundary between Sharp Valley a1 and Flat Valley a2 is still the saddle point b, where the hessian
matrix has only one negative eigenvalue and the corresponding eigenvector is the escape direction.
Actually, the most possible escape direction at one point must be the direction of one eigenvector of
the hessian at the point.
Theorem 3.3. The loss function L(θ) is of class C2 and n-dimensional. Only one most possible
path exists between Valley a and the outside of Valley a. If Assumption 1, 2, and 3 hold, and the
dynamics is governed by SGLD, then the mean escape time from Valley a to the outside of Valley a
is
τ =
1
γ
= 2π
√
− det(Hb)
det(Ha)
1
|Hbe| exp
(
∆L
D
)
.
Ha and Hb are hessians of the loss function at the minimum a and the saddle point b. ∆L =
L(b)−L(a) is the loss barrier height. Hbe is the only negative eigenvalue of the hessian matrixHb.
D is the diffusion matrix.
Proof. Supplementary Materials B.2.
Weight decaying can ensure the hessians have no zero eigenvalues. We emphasize that the escape
time in the proposed theory is the dynamical time, which equals to the product of the number of
iterations and the learning rate in experiments. It is not the same as the computational time. The
learning rate η is the time unit (time step). The approach of Theorem 3.2 and 3.3 is first studied by
Kramers (1940) and discussed in details by Van Kampen (1992).
Each path has its own escape rate. Multiple paths combined together have a total escape rate. If
there are multiple parallel or sequential paths from the start valley to the end valley, we can compute
the total escape rate easily based on the following computation rules.
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Rule 1. If there are parallel paths between the start valley and the end valley, then
γ =
∑
p
γp.
Rule 2. If there are sequential paths between the start valley and the end valley, then
τ =
∑
p
τp.
Proof. The computation rule 1 is based on the fact that probability currents and flux additive. The
computation rule 2 is based on the fact that dynamical time is additive.
Based on Theorem 3.3 and two computation rules, we can easily generalize the escape time analysis
into the case that there are multiple parallel or sequential most possible paths. We can also easily get
the stationary probability distribution of locating in different valleys. The corollaries can be found
in Supplementary Materials A.
Corollary 3.3.1. Assume there are two valleys connecting together and the escape paths to the
outside of the two valleys are ignorable. If all assumptions of Theorem 3.3 hold, then the stationary
probability ratio of locating in Sharp Valley a1 and locating in Flat Valley a2 is
P (θ ∈ Va1)
P (θ ∈ Va2)
=
√
|Ha2 |
|Ha1 |
exp
(
L(a2)− L(a1)
D
)
.
Proof. Supplementary Materials B.3.
3.2 Diffusion Theory of SGD
We theoretically analyze diffusion of SGD in this section. We first point that the previous theoretical
analysis on SGLD is based on the condition that the stationary distribution of the Fokker-Planck
equation must be the target posterior, P (θ) = 1
Z
exp
(
−L(θ)
T
)
. This condition is satisfied well with
the white noise. However, this condition is not satisfied in SGD. The stationary distribution of SGD
is distinct from the posterior of SGLD.
To solve the dynamics of SGD, we need a new version of Assumption 1, while Assumption 2 and
3 are still required. We denote the unit vector along the escape direction at θ as u(θ) in following
analysis.
Assumption 4. The diffusion matrix is stable around critical points, which means∇D(θ⋆) ≈ 0.
Under Assumption 4, the stationary distribution around critical points satisfies the condition of the
Smoluchowski equation. Assumption 4 is justified by the relation of hessians and stochastic gradient
noise covariance, which is discussed by (Pawitan, 2001; Zhu et al., 2019). We justify Assumption 4
again as follows.
Based on Smith and Le (2018), we express the stochastic gradient noise covariance C(θ) as
1− B
m
B
[
1
m
m∑
i=1
∇L(θ, xi)∇L(θ, xi)⊤ −∇L(θ)∇L(θ)⊤
]
, (17)
It has been empirically observed that the gradient noise variance dominates the gradient mean in the
final stage of SGD optimization,
1
m
m∑
i=1
∇L(θ, xi)∇L(θ, xi)⊤ −∇L(θ)∇L(θ)⊤ (18)
≈ 1
m
m∑
i=1
∇L(θ, xi)∇L(θ, xi)⊤ (19)
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and we know D(θ) = 12ηC(θ). From (Pawitan, 2001), we also know the fisher information matrix
satisfying
Fisher(θ) = Ex[H(θ)]. (20)
Thus we obtain the result of Zhu et al. (2019)
1
m
m∑
i=1
∇L(θ, xi)∇L(θ, xi)⊤ −∇L(θ)∇L(θ)⊤ (21)
≈ ˆFisher(θ) ≈ Fisher(θ) = Ex[H(θ)] ≈ H(θ), (22)
which gives
D(θ) ≈ η(1 −
B
m
)
2B
H(θ). (23)
It indicates the eigenvectors of D are aligned closely with the corresponding eigenvectors of H .
People usually simplify the formula by using 1− B
m
≈ 1. Under the second-order Taylor’s approxi-
mation around critical points that
L(θ) = L(θ⋆) +
1
2
(θ − θ⋆)⊤H(θ⋆)(θ − θ⋆) +O(∆θ3), (24)
D(θ) andH(θ) are both locally stable around critical points. So Assumption 4 is justified.
(Mandt et al., 2017) proposes the stationary distribution of SGD as
P (θ) = P (θ⋆) exp
[
−1
2
(θ − θ⋆)⊤Σ−1(θ − θ⋆)
]
, (25)
where Σ satisfies
ΣH +HΣ = D. (26)
According to Equation 23, we have
P (θ) = P (θ⋆) exp
[
−1
2
(θ − θ⋆)⊤D− 12HD− 12 (θ − θ⋆)
]
. (27)
We can easily generalize the formula into the neighborhood around critical paths. We apply the
second-order Taylor’s approximation to the neighborhood around the critical path, and get
P (θ) = P (θp) exp
[
−1
2
(θ − θp)⊤D− 12HD− 12 (θ − θp)
]
, (28)
where θp is the nearest MPP point of θ.
Theorem 3.4. The loss function L(θ) is of class C2 and one-dimensional. If Assumption 4, 2, and 3
hold, and the dynamics is governed by SGD, then the mean escape time from Valley a to the outside
of Valley a is
τ =
1
γ
= 2π
1
|Hb| exp
[
2B∆L
η(1 − B
m
)
(
s
Ha
+
(1 − s)
|Hb|
)]
.
s ∈ (0, 1) is a path-dependent parameter. η is the learning rate. B is the batch size. m is the
training data size. Ha andHb are the second-order derivatives of the loss function at the minimum
a and the saddle point b. ∆L = L(b)− L(a) is the loss barrier height.
Proof. Supplementary Materials B.4.
Theorem 3.5. The loss function L(θ) is of class C2 and n-dimensional. Only one most possible
path exists between Valley a and the outside of Valley a. If Assumption 4, 2, and 3 hold, and the
dynamics is governed by SGD, then the mean escape time from Valley a to the outside of Valley a is
τ = 2π
1
|Hbe| exp
[
2B∆L
η(1 − B
m
)
(
s
Hae
+
(1− s)
|Hbe|
)]
.
e indicates the most possible escape direction. s ∈ (0, 1) is a path-dependent parameter. η is the
learning rate. B is the batch size. m is the training data size. Hae andHbe are the top eigenvalues
of hessians of the loss function at the minimum a and the saddle point b corresponding to the most
escape direction. ∆L = L(b)− L(a) is the loss barrier height.
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Proof. Supplementary Materials B.5.
Corollary 3.5.1. The probability density escapes along multiple parallel paths from Valley a to the
outside of Valley a. If all assumptions of Theorem 3.5 hold, then the total escape rate from Valley a
to the outside of Valley a is
∑
p
1
2π
|Hbe(p)| exp
[
− 2B∆Lp
η(1 − B
m
)
(
sp
Hae(p)
+
(1− sp)
|Hbe(p)|
)]
.
p is the index of the most possible paths. e(p) indicates the escape direction of the most possible
path (p).
Corollary 3.5.2. Assume there are two valleys connecting together and the escape paths to the
outside of the two valleys are ignorable. If all assumptions of Theorem 3.5 hold, then the stationary
distribution of locating these valleys is given by
P (θ ∈ Va) = τa∑
v τv
.
v is the index of valleys. τv is the mean escape time from Valley v to the outside of Valley v.
Proof. Supplementary Materials B.6.
The theoretical analysis of SGD is also applicable to the dynamics with a mixture of stochastic gradi-
ent noise and injected Gaussian noise, as long as the eigenvectors of the total diffusion matrixD(θ)
are closely aligned with the eigenvectors ofH(θ). Although deep learning dynamics is complex, we
are able to model deep learning dynamics in the theoretical framework of density diffusion.
4 Discussion
In this section, we discuss about new findings from the proposed theory. In deep learning, one loss
valley represents one mode and the landscape contain many good modes and bad modes. It transits
from one mode to another mode during training. We can easily notice the essential advantages of
SGD.
SGLD: The transition time from one mode to its neighboring modes only depends on the hessian
determinant of the minimum, the hessian determinant of the saddle point, the barrier height and
the temperature (the diffusion coefficient). SGLD favors flat minima polynomially more than sharp
minima.
SGD: First, we discover that the mean escape time exponentially depends on the ratio of the batch
size and the learning rate. Second, the mean escape time exponentially depends on the eigenvalues of
the hessians of Valley a and Col b corresponding to the most possible escape directions, denoted as
Hae andHbe, rather than polynomially depending on the hessian determinant in SGLD. The second
order directional derivatives orthogonal to the most possible escape direction have approximately
zero impact on escape dynamics. SGD can escape exponentially fast from “sharp” minima with
large eigenvalues of hessians corresponding to the most possible escape directions, while SGLD can
escape polynomially fast from minima with large hessian determinants.
The proposed theory helps us understand the gradient noise’s role in deep learning much better than
before. Zhu et al. (2019) shows that anisotropic noise helps escape from sharp minima. However,
according to the proof of Theorem 3.4, anisotropic noise doesn’t necessarily helps escape from sharp
minima. From Theorem 3.5, we know the stochastic gradient noise is the kind of helpful noise that
strongly encourages the favors to flat minima.
The proposed theory discovers the theoretical mechanism behind the known finding that large-batch
training can easily locating in sharp minima, and increasing the learning rate proportionally is help-
ful for large-batch training (Krizhevsky, 2014; Keskar et al., 2017; Sagun et al., 2017; Smith et al.,
2018; Yao et al., 2018; He et al., 2019a). The main cause is large-batch (LB) training expect ex-
ponentially many iterations to pass through sharp minima and saddle points. The practical com-
putational time is too short to achieve transitions to enough candidate minima. So the probability
of locating in sharp minima becomes much more higher. If we apply Linear Scaling (Krizhevsky,
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2014) to keep B
η
fixed, and train models with same epochs (rather than iterations), the dynamics will
keep nearly same as before.
The proposed theory also reveals the clear meaning of “sharpness”, and the “sharpness” has re-
formed in contexts of SGLD and SGD. The hessians of both minima and saddle points essentially
matter in deep learning. In the context of SGLD, the “sharpness” of minima, quantified by the
hessian determinant, dominates learning dynamics. In the context of SGD, the “sharpness”, quanti-
fied by the eigenvalues of hessians corresponding to the most possible escape directions, dominates
learning dynamics. The “sharpness” exponentially speedup escape from sharp minima in SGD. The
probability of escaping along one direction is exponentially weighted by the eigenvalue of hessians
corresponding to the direction. SGD usually just climbs paths with large second order directional
derivatives first, and then move to cross saddle points. The top eigenvalues of hessians at a minimum
can decide the total escape rate of this minimum.
We claim the advantages of SGD mainly come from the exponential relation of the mean escape
time and hessians. More precisely, the hessians that dominates deep learning dynamics are the top
eigenvalues of hessians at minima and the negative eigenvalues of hessians at saddle points. In fact,
the hessians of over-parametrized deep networks has most small and even nearly-zero eigenvalues
and a small number of top eigenvalues (Sagun et al., 2017). So the spectral norm of hessians can
approximately reflect the minima sharpness. Although the parameter space is very high-dimensional,
the dynamics of SGD naturally avoids learning towards those “meaningless” dimensions with small
second order directional derivatives. The novel characteristic significantly reduce the explorable
parameter space around one minimum into a much lower dimensional space. Thus the parameter
space of deep learning can be regarded as a probabilistic mixture of many simple low-dimensional
space around different minima. We believe this will help us understand generalization of deep
learning in future.
5 Empirical Analysis
We empirically study the proposed theoretical results in this section. We try to directly validate the
escape formulas on real world data sets. The escape rates under various gradient noise scales, batch
sizes, learning rates, and hessians are simulated. How to compare the escape time under various
hessians? Our method is to multiply a rescaling factor
√
k to each parameter, and the hessians will
be proportionally rescaled by a factor k. If we let L(θ) = f(θ) → L(θ) = f(√kθ), then H(θ) =
∇2f(θ)→ H(θ) = k∇2f(θ). The theoretical relations we try to validate can be formulated as
• − log(γ) is linear with 1
D
in the dynamics of white noise;
• γ is linear with k in the dynamics of white noise;
• − log(γ) is linear with 1
k
in the dynamics of SGD.
• − log(γ) is linear with B in the dynamics of SGD.
• − log(γ) is linear with 1
η
in the dynamics of SGD.
Datasets: (De Stefano et al., 2018; Dua and Graff, 2017) a) Avila, b) Banknote Authentication, c)
Cardiotocography, d) Dataset for Sensorless Drive Diagnosis. Models: Fully-connected networks
with depth = 2, width = 10, ReLu activations, and cross entropy losses. Experimental Settings:
Supplementary Materials C.1.
Experimental Results: The experimental results on the dynamics of SGLD/white noise is presented
in Supplementary Materials C.2. The results completely support the density diffusion theory in the
dynamics of white noise. Figure 2, 3 and 4 show that the exponential relation of the escape rate with
the hessian, the batch size and the learning rate is clearly observed. The empirical results support
the conclusion of Section 4 that large-batch training requires exponential times iterations to transit
from one valley to another. We particularly note that in Figure 2 and 4 we set the batch size as 1,
which means our theoretical predictions hold in practice even for single sample. We also conduct a
set of supplementary experiments on Styblinski-Tang Function, Logistic Regression, and Four-layer
fully-connected networks with artificial data sets, seen in SupplementaryMaterials D. We may more
precisely control the gradient noise scale, hessians and the exact locations of minima and loss barrier
in the supplementary experiments.
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Figure 2: The escape rate exponentially depends on the “path hessians” in the dynamics of SGD.
− log(γ) is linear with 1
k
. The “path hessians” indicates the eigenvalues of hessians corresponding
to the escape directions.
6 Conclusion
The proposed fundamental theory can analyze deep learning dynamics, and is generally applicable to
other gradient-based nonconvex learning settings. The proposed theory requires three assumptions:
1) the locally-stable diffusion assumption (Assumption 1/4), 2) the quasi-equilibrium assumption
(Assumption 2) 3) the low temperature assumption (Assumption 3). We show why the three assump-
tions are approximately reasonable in practice. In the context of SGLD, Section 3.1, we reveal an
interesting finding that the mean escape time polynomially depends on the hessian determinant and
exponentially depends on the gradient noise scale. In the context of SGD, Section 3.2, we discover
the mean escape time from sharp minima exponentially depends on hessians, more precisely the top
eigenvalues of hessians. We also prove how hyperparameters, such as the batch size and learning
rate, contribute to deep learning dynamics. In Section 4, we present more findings derived from
the diffusion theory. In SGLD, the “sharpness” is quantified by hessian determinants. In SGD, the
“sharpness” is quantified by “path hessians”, namely the eigenvalues of hessians corresponding to
the escape directions. One essential characteristic of SGD is that outlier hessians around critical
points dominates learning dynamics. Most dimensions with nearly zero small second order direc-
tional derivatives approximately become meaningless in SGD. We believe the proposed theory not
only can help us understand how SGD and its variants work, but also provide researchers new theo-
retical tools to understand deep learning.
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Figure 3: The escape rate exponentially depends on the batch size in the dynamics of SGD.− log(γ)
is linear with B.
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A Corollaries
Corollary A.0.1. The loss function L(θ) is of class C2 and n-dimensional. The probability density
escapes along multiple parallel paths from Valley a to the outside of Valley a. If Assumption 1, 2,
and 3 hold, and the dynamics is governed by SGLD, then the mean escape time is
τ =
1
γ
=
∑
p
2π
√
− det(Hb(p))
det(Ha(p))
1
|Hbe(p)| exp
(
∆Lp
D
)
.
p is the index of MPPs. Ha and Hb are the hessians of the loss function at the minimum a and the
saddle point b. ∆L = L(b)−L(a) is the loss barrier height. Hbe is the only negative eigenvalue of
the hessian matrix Hb.
Corollary A.0.2. The loss function L(θ) is of class C2 and n-dimensional. There exist multiple
valleys between the start valley and the end valley. The probability density escapes along multiple
sequential paths through multiple valleys from the start valley to the end valley. If Assumption 1, 2,
and 3 hold, and the dynamics is governed by SGLD, then the mean escape time is
τ =
1
γ
=
1∑
p 2π
√
det(Ha(p))
− det(Hb(p))
|Hbe(p)| exp
(
−∆Lp
D
) .
p is the index of MPPs. Ha and Hb are the hessians of the loss function at the minimum a and the
saddle point b. ∆L = L(b)−L(a) is the loss barrier height. Hbe is the only negative eigenvalue of
the hessian matrix Hb.
B Proofs
B.1 Proof of Theorem 3.2
Proof. This proposition is a well known conclusion in statistical physics under Assumption 1, 2 and
3. We still provide an intuitional proof here, and the following theoretical analysis will be partly
based on this proof. We decompose the proof into two steps: 1) compute the probability of locating
in valley a, P (θ ∈ Va), and 2) compute the probability flux j =
∫
Sa
J · dS.
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Step 1: Under Assumption 1, the stationary distribution around minimum a is P (θ) =
P (a) exp[−L(θ)−L(a)
T
], where T = D. Under Assumption 3, we may only consider the second
order Taylor approximation of the density function around critical points. We use the T notation
as the temperature parameter in the stationary distribution, and use the D notation as the diffusion
coefficient in the dynamics, for their different roles.
P (θ ∈ Va) (29)
=
∫
θ∈Va
P (θ)dV (30)
=
∫
θ∈Va
P (a) exp
[
−L(θ)− L(a)
T
]
dθ (31)
=P (a)
∫
θ∈Va
exp
[
−
1
2 (θ − a)⊤Ha(θ − a) +O(∆θ3)
T
]
dθ (32)
=P (a)
(2πT )
1
2
H
1
2
a
. (33)
Step 2:
J =P (θ)∇L(θ) + P (θ)∇D +D∇P (θ) (34)
J =P (θ)
(
∇L(θ) +∇D − D
T
∇L(θ)
)
(35)
∇D =
(
D
T
− 1
)
∇L (36)
Apply this result to the Fokker-Planck Equation 11, we have
∇ · ∇[D(θ)P (θ, t)] (37)
=∇ ·D∇P (θ, t) +∇ ·
[(
D
T
− 1
)
∇L(θ)
]
P (θ, t) (38)
And thus we obtain the Smoluchowski equation and a new form of J
∂P (θ, t)
∂t
= ∇ ·
[
D
(
1
T
∇L(θ) +∇
)
P (θ, t)
]
= −∇ · J(θ, t), (39)
J(θ) = D exp
(−L(θ)
T
)
∇
[
exp
(
L(θ)
T
)
P (θ)
]
. (40)
We note that the probability density outside Valley a must be zero, P (c) = 0. As we want to
compute the probability flux escaping from Valley a in the proof, the probability flux escaping from
other valleys into Valley a should be ignored. Under Assumption 2, we integrate the equation from
Valley a to the outside of Valley a along the most possible escape path∫ c
a
∂
∂θ
[
exp
(
L(θ)
T
)
P (θ)
]
dθ =
∫ c
a
− J
D
exp
(
L(θ)
T
)
dθ (41)
exp
(
L(θ)
T
)
P (θ)|ca =−
J
D
∫ c
a
exp
(
L(θ)
T
)
dθ (42)
0− exp
(
L(a)
T
)
P (a) =− J
D
∫ c
a
exp
(
L(θ)
T
)
dθ (43)
J =
D exp
(
L(a)
T
)
P (a)∫ c
a
exp
(
L(θ)
T
)
dθ
. (44)
We move J to the outside of integral based on Gauss’s Divergence Theorem, because J is fixed
on the escape path from one minimum to another. As there is no field source on the escape path,
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∫
V
∇ · J(θ)dV = 0. Then ∇J(θ) = 0. Obviously, only minima are probability sources in deep
learning. Under Assumption 3 and the second-order Taylor approximation, we have∫ c
a
exp
(
L(θ)
T
)
dθ (45)
=
∫ c
a
exp
[
L(b) + 12 (θ − b)⊤Hb(θ − b) +O(∆θ3)
T
]
dθ (46)
≈ exp
(
L(b)
T
)∫ +∞
−∞
exp
[
1
2 (θ − b)⊤Hb(θ − b)
T
]
dθ (47)
=exp
(
L(b)
T
)√
2πT
|Hb| . (48)
Based on the results of Step 1 and Step 2, we obtain
γ =
∫
Sa
J · dS
P (θ ∈ Va) =
J
P (θ ∈ Va) (49)
=
DP (a) exp
(
L(a)
T
)
exp
(
L(b)
T
)√
2πT
|Hb|
1
P (a)
√
2πT
Ha
(50)
=
D
√
Ha|Hb|
2πT
exp
(
−∆Lab
T
)
(51)
=
√
Ha|Hb|
2π
exp
(
−∆Lab
D
)
(52)
B.2 Proof of Theorem 3.3
Proof. We generalize the proof of Theorem 3.2 into the high-dimensional analog.
Step 1:
P (θ ∈ Va) (53)
=
∫
θ∈Va
P (θ)dV (54)
=
∫
θ∈Va
P (a) exp
[
−L(θ)− L(a)
T
]
dV (55)
=P (a)
∫
θ∈Va
exp
[
−
1
2 (θ − a)⊤Ha(θ − a) +O(∆θ3)
T
]
dV (56)
=P (a)
(2πT )
n
2
det(Ha)
1
2
(57)
Step 2: Based on the formula of the one-dimensional probability current and flux, we obtain∫
Sb
J · dS (58)
=Jb
∫
Sb
exp
[
−
1
2 (θ − b)⊤H+b (θ − b)
T
]
dS (59)
=Jb
(2πT )
n−1
2
(
∏n−1
i=1 Hbi)
1
2
(60)
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So we have
τ =2π
√ ∏n−1
i=1 Hbi
det(Ha)|Hbe| exp
(
∆L
T
)
(61)
=2π
√
− det(Hb)
det(Ha)
1
|Hbe| exp
(
∆L
D
)
. (62)
B.3 Proof of Corollary 3.3.1
Proof. Under Assumption 1 and 2, the stationary distribution must be the target posterior, P (θ) =
1
Z
exp
(
−L(θ)
T
)
. So we have
P (a)
P (d)
= exp
(
L(d)− L(a)
T
)
. (63)
We apply the second-order Taylor approximation and compute the probability of locating in Valley
a as
P (θ ∈ Va) (64)
=
∫
θ∈Va
P (θ)dV (65)
=
∫
θ∈Va
P (a) exp
[
−L(θ)− L(a)
T
]
dV (66)
=P (a)
∫
θ∈Va
exp
[
−
1
2 (θ − a)⊤Ha(θ − a) +O(∆θ3)
T
]
dV (67)
=P (a)
(2πT )
n
2
det(Ha)
1
2
. (68)
Similarly, we have
P (θ ∈ Vd) = P (d) (2πT )
n
2
|Hd| 12
, (69)
andD = T . Thus we obtain
P (θ ∈ Va)
P (θ ∈ Vd) =
√
|Hd|
det(Ha)
exp
(
L(d)− L(a)
D
)
. (70)
B.4 Proof of Theorem 3.4
Proof. Under Assumption 2, 3 and 4, we can prove the proposition. We decompose the proof into
two steps just like before. The following proof is similar to the proof of Theorem 3.2 except that
we make Ta the temperature near the minimum a and Tb the temperature near the saddle point b.
From the proof of Theorem 3.2, we have known P (θ ∈ Va) is dominated by the dynamics near the
minimum a, and the probability current J is dominated by the dynamics near the minimum a and the
cob b. So the escape dynamics is insensitive to the variations of temperature between the minimum
a’s Ta and the col b’s Tb.
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Step 1: Under Assumption 3, we may only consider the second order Taylor approximation of the
density function around critical points.
P (θ ∈ Va) (71)
=
∫
θ∈Va
P (θ)dV (72)
=
∫
θ∈Va
P (a) exp
[
−L(θ)− L(a)
Ta
]
dV (73)
=P (a)
∫
θ∈Va
exp
[
−
1
2 (θ − a)⊤Ha(θ − a) +O(∆θ3)
Ta
]
dθ (74)
=P (a)
(2πTa)
1
2
H
1
2
a
(75)
Step 2:
J =P (θ)∇L(θ) + P (θ)∇D +D∇P (θ) (76)
J =P (θ)
[
∇L(θ) +∇D − D
T
∇L(θ)−DL(θ)∇
(
1
T
)]
(77)
According to Equation 23, ∇ ( 1
T
)
is ignorable near the minimum a and the col b, thus
∇D =
(
D
T
− 1
)
∇L. (78)
Apply this result to the Fokker-Planck Equation 11, we have
∇ · ∇[D(θ)P (θ, t)] (79)
=∇ ·D∇P (θ, t) +∇ ·
[(
D
T
− 1
)
∇L(θ)
]
P (θ, t) (80)
And thus we obtain the Smoluchowski equation and a new form of J
∂P (θ, t)
∂t
= ∇ ·
[
D
(
1
T
∇L(θ) +∇
)
P (θ, t)
]
= −∇ · J, (81)
J = D exp
(−L(θ)
T
)
∇
[
exp
(
L(θ)
T
)
P (θ)
]
. (82)
We note that the Smoluchowski equation is true only near critical points. We assume the point s is
the midpoint on the most possible path between a and b, where L(s) = (1 − s)L(a) + sL(b). The
temperature Ta dominates the path a → s, while temperature Tb dominates the path s → b. So we
have
∇
[
exp
(
L(θ)− L(s)
T
)
P (θ)
]
= JD−1 exp
(
L(θ)− L(s)
T
)
. (83)
Under Assumption 2, we integrate the equation from Valley a to the outside of Valley a along the
most possible escape path
Left =
∫ c
a
∂
∂θ
[exp
(
L(θ)− L(s)
T
)
P (θ)]dθ (84)
=
∫ s
a
∂
∂θ
[
exp
(
L(θ)− L(s)
Ta
)
P (θ)
]
dθ (85)
+
∫ c
s
∂
∂θ
[
exp
(
L(θ)− L(s)
Tb
)
P (θ)
]
dθ (86)
=[P (s)− exp
(
L(a)− L(s)
Ta
)
P (a)] + [0− P (s)] (87)
=− exp
(
L(a)− L(s)
Ta
)
P (a) (88)
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Right =− J
∫ c
a
D−1 exp
(
L(θ)− L(s)
T
)
dθ (89)
We move J to the outside of integral based on Gauss’s Divergence Theorem, because J is fixed
on the escape path from one minimum to another. As there is no field source on the escape path,∫
V
∇ · J(θ)dV = 0. Then ∇J(θ) = 0. Obviously, only minima are probability sources in deep
learning. So we obtain
J =
exp
(
L(a)−L(s)
Ta
)
P (a)∫ c
a
D−1 exp
(
L(θ)−L(s)
T
)
dθ
. (90)
Under Assumption 3, we have∫ c
a
D−1 exp
(
L(θ)− L(s)
T
)
dθ (91)
≈
∫ c
a
D−1 exp
[
L(b)− L(s) + 12 (θ − b)⊤Hb(θ − b)
Tb
]
dθ (92)
≈D−1b
∫ +∞
−∞
exp
[
L(b)− L(s) + 12 (θ − b)⊤Hb(θ − b)
Tb
]
dθ (93)
=D−1b exp
(
L(b)− L(s)
Tb
)√
2πTb
|Hb| . (94)
Based on the results of Step 1 and Step 2, we have
γ =
∫
Sa
J · dS
P (θ ∈ Va) =
J
P (θ ∈ Va) (95)
=
P (a) exp
(
L(a)−L(s)
Ta
)
D−1b exp
(
L(b)−L(s)
Tb
)√
2πTb
|Hb|
1
P (a)
√
2πTa
Ha
(96)
=
√
TbHa|Hb|
2π
√
Ta
exp
(
−L(s)− L(a)
Ta
− L(b)− L(s)
Tb
)
(97)
=
√
TbHa|Hb|
2π
√
Ta
exp
(
−s∆L
Ta
− (1 − s)∆L
Tb
)
(98)
So we have
τ =
1
γ
= 2π
√
Ta
TbHa|Hb| exp
(
s∆L
Ta
+
(1− s)∆L
Tb
)
. (99)
In the case of pure stochastic gradient noise, Ta =
η(1− B
m
)
2B Ha and Tb = −
η(1− B
m
)
2B Hb gives
τ =
1
γ
= 2π
1
|Hb| exp
[
2B∆L
η(1 − B
m
)
(
s
Ha
+
(1− s)
|Hb| )
]
. (100)
B.5 Proof of Theorem 3.5
Proof. Under Assumption 2, 3 and 4, we generalize the proofs of Theorem 3.4 and Theorem 3.3
into the high-dimensional analog.
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Step 1:
P (θ ∈ Va) (101)
=
∫
θ∈Va
P (θ)dV (102)
=P (a)
∫
θ∈Va
exp
[
−1
2
(θ − a)⊤(D− 12a HaD−
1
2
a )(θ − a)
]
dV (103)
=P (a)
(2π)
n
2
det(DaHa)
1
2
(104)
Step 2: Based on the formula of the one-dimensional probability current and flux, we obtain∫
Sb
J · dS (105)
=Jb
∫
Sb
exp
[
−1
2
(θ − b)⊤(D− 12b HbD
− 12
b )
+(θ − b)
]
dS (106)
=Jb
(2π)
n−1
2
(
∏n−1
i=1 (D
−1
b Hb)i)
1
2
(107)
=Jb
(2π)
n−1
2
det(D−1b H
+
b )
1
2
(108)
So we have
γ =
1
2π
√
det(HaD
−1
a )
− det(HbD−1b )
|Hbe| exp
(
−s∆L
Ta
− (1− s)∆L
Tb
)
(109)
Ta and Tb are the eigenvalues of H
−1
a Da and H
−1
b Db corresponding to the escape direction. We
know Da =
η(1− B
m
)
2B Ha and Db =
η(1− B
m
)
2B [Hb]+. As D must be positive semidefinite, we
replace Hb = U
⊤
b diag(Hb1, · · · , Hb(n−1), Hbe)Ub by its postive semidefinite analog [Hb]+ =
U⊤b diag(Hb1, · · · , Hb(n−1), |Hbe|)Ub. Thus we have
τ =
1
γ
= 2π
1
|Hbe| exp
[
2B∆L
η(1 − B
m
)
(
s
Hae
+
(1− s)
|Hbe|
)]
. (110)
B.6 Proof of Corollary 3.5.2
Proof. A stationary distribution must have a balanced probability flux between valleys. So the
probability flux of each valley must be equivalent,
P (θ ∈ V1)γ12 = P (θ ∈ V2)γ21 (111)
As τ = γ−1, it leads to P (θ ∈ Vv) ∝ τv . We normalize the total probability to 1, we obtain the
result.
C Main Experiments
C.1 Experimental Settings
Datasets: a) Avila, b) Banknote Authentication, c) Cardiotocography, d) Dataset for Sensorless
Drive Diagnosis.
Data Precessing: We normalize each input feature to zero mean and unit variance. For simplicity,
we also transform multi-class problems into binary-class problems by grouping labels.
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Model: Three-layer fully-connected networks with ReLu activations, cross entropy loss and no bias
term. Width = 10. No batch normalization. No weight decay.
Initializations: To ensure the initialized models are in quasi-equilibrium, we first train models with
200-1000 epochs to fit each data set as well as possible. We set the pretrained models’ parameters
as the initialized θt=0.
Valleys’ Boundary: In principle, any small neighborhood around θt=0 can be regarded as the inside
of the start valleys. In our experiments, we set each dimension’s distance from θt=0 should be less
than 0.05, namely |∆θi| ≤ 0.05 for each dimension i. If we rescale the landscape by a factor k, the
neighborhood will also be rescaled by k. Although we don’t know which loss valleys exist inside
the neighborhood, we know the landscape of the neighborhood is invariant in each simulation.
Hyperprameters: In Figure 5: (a) η = 0.0002, B = 100, (b) η = 0.001, B = 100, (c) η =
0.0002, B = 100, (d) η = 0.0001, B = 100. In Figure 6: (a) η = 0.0002, B = 100, D = 0.0002,
(b) η = 0.001, B = 100, D = 0.0001, (c) η = 0.0002, B = 100, D = 0.0005, (d) η = 0.0001, B =
100, D = 0.0003. In Figure 2 of the main text: (a) η = 0.001, B = 1, (b) η = 0.015, B = 1, (c)
η = 0.005, B = 1, (d) η = 0.0005, B = 1. In Figure 3 of the main text: (a) η = 0.02, (b) η = 0.6,
(c) η = 0.18, (d) η = 0.01. In Figure 4 of the main text: (a)B = 1, (b)B = 1, (c)B = 1, (d)B = 1.
We note that the hyperparameters need be carefully tuned for each initialized pretrained models, due
to the stochastic property of deep learning. According to our experience, we can always find the
hyperparameters to present the five quantitative relations as long as the pretrained model fits the
data set well enough. The fined-tuned requirement can be avoided in Section , because the models
in Section are artificially initialized.
Observation: we observe the number of iterations from the initialized position to the terminated
position. We repeat experiments 100 times to estimate the escape rate γ and the mean escape time
τ . As escape time is a random variable obeying an exponential distribution, t ∼ Exponential(γ),
the estimated escape rate can be written as
γˆ =
100− 2∑100
i=1 ti
. (112)
The 95% confidence interval of this estimator is
γˆ(1− 1.96√
100
) ≤ γˆ ≤ γˆ(1 + 1.96√
100
). (113)
C.2 Experimental Results on SGLD
Experimental Results: Figure 5 shows a highly precise exponential relation of the escape rate and
the diffusion coefficient in the figure. Figure 6 shows a proportional relation of the escape rate and
the hessian determinant in the figure. Overall, the empirical results support the density diffusion
theory in the dynamics of white noise. In experiments on SGLD, we carefully adjust the injected
gradient noise scale in experiment to ensure that D is significantly smaller than the loss barrier’
height and large enough to dominate stochastic gradient noise scale. If D is too large, learning
dynamics will be reduced to Free Brownian Motion.
D Experiments on More Models
We supply experiments of training three models on artificial Gaussian datasets. In these experiments,
we can analytically know the locations of the minima, hessians and loss barriers, as each input
feature is Gaussian noise.
D.1 Experiments Settings
Data Set: We generate 50000 Gaussian samples and random two-class labels as the training data
set, {(x(i), y(i))|x(i) ∼ N (0, I), y(i) ∈ {0, 1}, i ∈ {1, 2, · · · , 50000}}.
Hyperprameters: In Figure 7: (a) η = 0.0001, B = 100, (b) η = 0.001, B = 100, (c) η =
0.0003, B = 100. In Figure 8: (a) η = 0.0001, B = 50, D = 0.2, (b) η = 0.001, B = 50, D =
0.0005, (c) η = 0.0003, B = 1, D = 0.0003. In Figure 9: (a) η = 0.006, B = 50, (b) η =
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Figure 5: The relation of the escape rate and the isotropic diffusion coefficient D. The escape formula
that − log(γ) is linear with 1
D
is validated.
0.05, B = 50, (c) η = 0.005, B = 1. In Figure 10: (a) η = 0.006, (b) η = 0.06, (c) η = 0.1. In
Figure 11: (a) B = 1, (b) B = 1, (c) B = 1. We note that the hyperparameters are recommended
and needn’t be fine tuned again. The artificially initialized parameters avoids the stochastic property
of the initial states.
Experiment Setting 1: Styblinski-Tang Function is a commonly used function in nonconvex opti-
mization, written as
f(θ) =
1
2
n∑
i=1
(θ4i − 16θ2i + 5θi).
We use high-dimensional Styblinski-Tang Function as the test function, and Gaussian samples as
training data.
L(θ) = f(θ − x),
where data samples x ∼ N (0, I). The one-dimensional Styblinski-Tang Function has one global
minimum located at a = −2.903534, one local minimum located at d, and one saddle point b =
0.156731 as the boundary separating Valley a1 and Valley a2. For a n-dimensional Styblinski-Tang
Function, we initialize parameters kθt=0 = (−2.903534, · · · ,−2.903534), and set the valley’s
boundary as θi < 0.156731, where i is the dimension index. We record the number of iterations
required to escape from the valley to the outside of valley. The setting 1 doesn’t need labels. We
note this setting is applicable to Corollary A.0.1 and 3.5.1.
Experiment Setting 2: We study the learning dynamics of Logistic Regression. Parameters Initial-
ization: θt=0 = (0, · · · , 0). Valley Boundary: −0.1 < θi < 0.1. Due to the randomness of training
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Figure 6: The relation of the escape rate and the hessian determinant in the dynamics of white
noise.The escape formula that γ is linear with k is validated.
data and the symmetry of dimension, the origin must be a minimum and there are a lot unknown
valleys neighboring the origin valley. And we can set an arbitrary boundary surrounding the origin
valley group, and study the mean escape time from the group of valleys. This setting is applicable
to Corollary A.0.1 and 3.5.1.
Experiment Setting 3: We study the learning dynamics of MLP with ReLu activations, cross
entropy losses, depth as 3, and hidden layers’ width as 10. Parameters Initialization: θt=0 =
(0.1, · · · , 0.1) with a small Gaussian noise ǫ = (0, 0.01I). Valley Boundary: 0.05 < θi < 0.15. To
prevent the gradient disappearance problem of deep learning, we move the starting point from the
origin. For symmetry breaking of deep learning, we add a small Gaussian noise to each parameter’s
initial value. Due to the complex loss landscape of deep networks, we can hardly know the exact
information about valleys and cols. However, the escape formula can still approximately hold even
if an arbitrary boundary surrounding an arbitrary group of valleys. We set the batch size as 1 in this
setting. When the batch size is small, the gradient noise is more like a heavy-tailed noise. We can
validate whether or not the propositions can hold with very-small-batch gradient noise in practice.
This setting is applicable to Corollary A.0.2 and 3.5.1.
D.2 Experiments Results
Figure 7 shows the relation of the escape rate and the isotropic diffusion coefficient D. Figure 8
shows the relation of the escape rate and the hessian determinant in the dynamics of white noise.
Figure 9 shows the relation of the escape rate and the second order directional derivative in the
dynamics of SGD. Figure 10 shows the relation of the escape rate and the batch size in the dynamics
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Figure 7: The relation of the escape rate and the diffusion coefficient D. The escape formula that
− log(γ) is linear with 1
D
is validated in the setting of Styblinski-Tang Function, Logistic Regression
and MLP.
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Figure 8: The relation of the escape rate and the hessian determinants in the dynamics of white noise.
The escape formula that γ is linear with k is validated in the setting of Styblinski-Tang Function,
Logistic Regression and MLP.
of SGD. Figure 11 shows the relation of the escape rate and the learning rate in the dynamics of
SGD.
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Figure 9: The escape rate exponentially depends on the second order directional derivative in the
dynamics of SGD. The escape formula that − log(γ) is linear with 1
k
is validated in the setting of
Styblinski-Tang Function, Logistic Regression and MLP.
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Figure 10: The escape rate exponentially depends on in the dynamics of SGD. The escape formula
that − log(γ) is linear with B is validated in the setting of Styblinski-Tang Function, Logistic Re-
gression and MLP.
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Figure 11: The escape rate exponentially depends on the learning rate in the dynamics of SGD. The
escape formula that− log(γ) is linear with 1
η
is validated in the setting of Styblinski-Tang Function,
Logistic Regression and MLP.
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