Abstract. Consider the surface quasi-geostrophic equation with random diffusion, white in time. We show global existence and uniqueness in high probability for the associated Cauchy problem satisfying a Gevrey type bound. This article is inspired by recent work of .
Introduction
In this article we describe an instance of regularization via noise for a nonlinear partial differential equation, namely the surface quasi-geostrophic (SQG) equation. The principle underlying regularization via noise is that for certain systems, ill-posedness or blow up may be rare, and thus considering additional noise could potentially transform a system that is deterministically ill-posed into a system that is probabilistically well-posed. This is in contrast to the idea that noise introduces irregularities, which can render control of the systems more difficult or weaker than in the deterministic case.
Regularization via noise is well known to occur in some examples of nonlinear ordinary equations (e.g. [Sch93] ). For (nonlinear) partial differential equations less is known, and we refer the reader to the book of Flandoli [Fla11] for an introduction and some overview. In general, depending on the circumstances noise may regularize [DT11, CG15, FGP10] or singularize [dBD02, dBD05] a given system. Our object of study is an SQG equation for θ : R×T 2 → R with a random in time diffusion (or multiplicative noise), written as an Itô stochastic integral:
Here R ⊥ is the vector of Riesz transforms R ⊥ = (−R 2 , R 1 ) and W t is a standard Wiener process in time. In particular, we note that the term on the right hand side of (1.1) does not have a definite sign. The index s of differentiability with 0 < s ≤ 1 and the constant of diffusion ν > 0 are regarded as fixed. This is a stochastic version of the well-known SQG equation, which under the quasigeostrophic approximation describes the evolution of the surface temperature θ for rapidly rotating geophysical fluids with small Rossby and Ekman numbers [Ped82] . The inviscid SQG equation ∂ t θ + R ⊥ θ · ∇θ = 0 (1.2) has also been suggested as a mathematical model to study singularity formation for the 3D Euler equations [CMT94] .
Global well-posedness for the inviscid SQG equation (1.2) is a major open problem in the field of mathematical fluid dynamics [Con07] . In fact, only local well-posedness is known [CMT94] and except for specific examples, the only solutions of (1.2) that are known to exist globally are weak solutions [Res95, Mar08] . However, we note that certain classes of weak solutions are known to be non-unique [BSV] .
Contrasting strongly with this, in the present article we will show that for initial data satisfying a certain bound depending on the constants s and ν, the Cauchy problem to the stochastic SQG (1.1) has a unique global solution with high probability.
Our main result can then be stated as follows:
, 2) and θ 0 ∈Ḣ σs be given withθ 0 (0) = 0 and
for some α > 0.
Then there exists β = β(ν, E) < E such that for ǫ ∈ (0, α) we obtain a pathwise unique, global solution θ ∈ C 0Ḣ σs of (1.1) with probability
In particular, for any p 0 ∈ (0, 1) and E > 0 given, there exist ν > 0 and α > 0 such that if initial data θ 0 satisfy (1.3) for these values we obtain a pathwise unique global solution with likelihood at least p 0 .
For the more detailed statement of the result we refer the reader to Theorem 5.2 and its Corollary 5.4.
The proof of Theorem 1.1 relies on a transformation which converts the stochastic SQG equation (1.1) into a new pathwise deterministic equation with diffusion. This transformation is inspired by the use of geometric Brownian motion in [GHV14] .
One might also compare Theorem 1.1 to the case of the viscous SQG equation
for s > 0, where for small data, global existence is known [Cha03, CC04] . 1 However, we highlight that in contrast to (1.4), the righthand side of (1.1) does not have a sign and as such does not a-priori regularize the solution.
The potential for the noise to create singularities in the solution motivates the use of Gevrey spaces in order to account for potential loss of regularity. As such, we will employ energy techniques in the spirit of [FT89] (see also [MS99] ) on the transformed equation.
Overview of the Article. We start the presentation by demonstrating in Section 2 how the stochastic SQG equation (1.1) can be transformed into a pathwise deterministic equation with diffusion. This motivates the framework and techniques of the rest of the paper, and we include the relevant setup in that section. In particular, the Gevrey type spaces we work in are defined there.
The following sections work with the transformed equation (2.1), and establish first local well-posedness (Proposition 3.1 in Section 3) and then energy estimates (Proposition 4.1 in Section 4) in Gevrey spaces. Since pathwise the transformed equation is deterministic, these 1 For the critical, and subcritical cases s ≥ arguments are not probabilistic in nature: thanks to the diffusion present in (2.1) we can obtain local well-posedness using a contraction argument, and the energy estimates proceed as is common for such equations.
A probabilistic estimate for Brownian motion with drift (Lemma 5.1) informs our global result in Section 5. Taking this into account, in our Theorem 5.2 we construct global solutions (for the transformed equation) by an iteration that combines the local existence theory and the energy estimates. Here one has to carefully track the precise structure of the estimates and regularities (for a more precise explanation see the "strategy of proof" on page 9).
Finally, Corollary 5.4 translates this result for the transformed equation (2.1) back to the original equation (1.1), thereby establishing the claim in Theorem 1.1.
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Transformation of the Equation
Recall the equation (1.1)
2s Γdt, and thus by Itô's product rule and commutativity of Γ with |∇| s we arrive at the following equation for u(t) := Γ(t)θ(t):
Remarkably, this is a pathwise deterministic equation, i.e. for a fixed instance of the Brownian motion t → W t (ω) we have a deterministic equation. In what follows, we will work on (2.1) and prove first local existence, energy estimates and finally global existence of solutions in this pathwise deterministic setting. It is only at the very end of Section 5 (see Corollary 5.4) that we come back to the original equation (1.1).
Remark 2.1. Upon integration of the equation (2.1), we obtain u(t)dx = const, so that we may -and henceforth will -assume without loss of generality that udx =û(0) = 0.
In what follows we will use the notation B(f, g) for the bilinear term
We write equation (2.1) schematically as
2 In particular, homogeneous and inhomogeneous Sobolev spaces on T 2 agree and we have canonical inclusions , 1}. Here φ(t) needs to be suitably chosen, and we will always consider it to be of the form φ(t) = α + βt with α > 0 and 0 < β < ν
or shifts φ(t − T 0 ) thereof. The meaning and the conditions for the parameters α, β will become clear later (see Propositions 3.1 and 4.1), but for now let us emphasize the upper bound β < ν 2 2 . We end this section with the definition of the Gevrey spaces that we will construct our solutions in: Definition 2.2. Let γ > 0 and ϕ be a continuous real function. Then for a map w :
and define the corresponding Gevrey space as
From this one obtains the combined space-time spaces
In this section we discuss the construction of solutions to (2.1) via the contraction mapping principle.
Proposition 3.1. Let T 0 > 0 and I ⊂ R be an open interval with T 0 ∈ I as well as φ(t) − νW t ≥ 0 for t ∈ I. Fix σ > 0 with σ ∈ ( 1 s , 2). Then for mean zero initial data u 0 with e φ(T 0 )A 1/2 u 0 ∈Ḣ σs there exist T > 0 and a unique solution
Remark 3.2 (On the role of s). As can be seen easily from the arguments below, for reasons of concavity it is important in our arguments for finding solutions of (2.1) that s ≤ 1: in fact, this is what allows us to absorb the propagators e −νWt|∇| s using the exponential weights of our Gevrey spaces.
Moreover, a finer analysis of the bilinear terms shows that in case s > 2 3
one may actually choose σ = 1 in the above proposition and in the remaining arguments of the article, so that Theorems 1.1 and 5.2 hold in that case as well. However, since we are already working in Gevrey spaces with lots of regularity, for the sake of clarity of the presentation we have chosen not to emphasize this point.
Remark 3.3 (On the probability of the assumption). Taking T 0 = 0 for simplicity, with this result one obtains a local solution for any given continuous φ with φ(0) = α. In particular, already for a simple choice like φ(t) = α the condition that φ(t) − νW t ≥ 0 on [0, T ] will be satisfied for all Brownian paths except for exponentially few: One recalls that for κ > 0
2 dy.
For our specific choice of φ(t) = α + βt as in (2.3), the condition that φ(t) − νW t ≥ 0 will later be seen to hold globally on an exponentially large set (see Lemma 5.1).
Proof of Proposition 3.1. Without loss of generality we assume that T 0 = 0 and write φ(t) = α + βt as in (2.3). Inspired by Duhamel's formula for a solution of (2.1), let us define the map Φ as
we have that
For the bilinear term it is convenient to mod out by the linear flow and normalize by switching to the variable v := |∇| σs e φ(t)A 1/2 u, so that
Ḣσs . The nonlinearity then reads
and hence we obtain
after using that φ(t) − φ(τ ) = β(t − τ ), and having introduced the notation
We observe now that |k| s ≤ |k − j| s + |j| s when 0 < s ≤ 1, and invoke our assumption that φ(t) − νW t ≥ 0 on [0, T ] to drop the second exponential. Furthermore we note that since β < ν 2 2 there exists µ > 0 such that β(t − τ ) |k| s − ν 2 t−τ 2 |k| 2s ≤ −µ(t − τ ) |k| 2s for all k ∈ Z 2 \ {0}. We combine this with |k| σs = (t − τ ) |k|
for all k ∈ Z 2 \ {0}. A standard convolution estimate then yields e φ(t)A 1/2 Q(u, u)
(3.2) By construction σs > 1, so we have
Recalling the definition of v in (3.1) we have thus shown that
Recalling Definition 2.2 of the norm
we can write our result so far as the mapping property
One proceeds in direct analogy to show that Φ is also a contraction on a suitably small ball around the origin in the space
As usual, together (3.4) and (3.5) demonstrate the existence of a solution in C 0 T G σ φ for T > 0 small enough. They also show that T depends only on the size of the initial data e αA 1/2 u 0 Ḣσs as claimed.
Energy Estimates
In this section we obtain a priori estimates for the local solutions to (2.1) constructed in the previous section. , 2) and let u be a local solution on
). Assuming that φ(t) − νW t ≥ 0 with φ(t) as in (2.3),and that
Proof. As in standard energy estimates we test the equation with e φ(t)A 1/2 A σ u to get
since by construction φ ′ (t) = β. Combining this with the bilinear estimate
Thus so long as
Lemma 4.2. Assuming that φ(t) − νW t ≥ 0 for all t ∈ [T 0 , T ] we have the following bilinear bounds on [T 0 , T ]:
Proof. Taking Fourier transforms we have
5) where we used that by assumption φ(t) − νW t ≥ 0 and the fact that for 0 ≤ s ≤ 1, j, k ∈ Z 2 the inequality |k + j| s ≤ |j| s + |k| s holds. Now it suffices to use Hölder's inequality, the Sobolev embedding and interpolation to obtain the claim: Note that one has the estimate
s , which gives the claim upon setting f = e φ(t)A 1/2 w.
Global Solutions
The progression from local solutions to global ones is now a matter of suitably combining the energy estimates with the local existence argument. Hereby it is important to know about the validity of the bound φ(t) − νW t ≥ 0. To this end we remind the reader of the following standard result for Brownian motion with a drift:
Lemma 5.1. For α, β > 0, the probability that the process W t − βt > α in finite time is given by e −2αβ .
Proof. See [Res92, Proposition 6.8.1], for example.
This allows us to deduce our main result:
, 2), and assume that we are given initial data u 0 satisfying
for some α > 0, ǫ > 0 and 0 < β < ν 2 2
. Define φ(t) := α + βt.
Then with probability at least 1 − e −2 αβ ν 2
there exists a pathwise 3 unique global solution
Moreover, the mapping
is pathwise monotonically decreasing.
Remark 5.3 (The meaning of the parameters α, β, ν). We may phrase the theorem in terms of the size of the initial condition as follows: Let E > 0 be such that u 0 G σ α+ǫ ≤ E. Then for β < ν 2 2 − E and α > 0 we let φ(t) = α + βt and obtain a global solution in C 0 G σ φ with probability 1 − e −2 αβ ν 2 . Put differently, for any size E of initial data and any probability p ∈ [0, 1), for a sufficiently large parameter ν and sufficiently smooth initial data (i.e. α sufficiently large) we obtain global solutions with probability at least p.
More precisely, since we may always choose β ∼ ν 2 , the diffusion constant ν governs the rate of growth of the radius of analyticity, whereas the level of regularity α increases the likelihood of obtaining a global solution. Note that with a fixed α, varying ν (and β < ν 2 2 ) alone, we can only guarantee global solutions with probability 1 − e −α . We note that by construction of the space G σ φ , the space regularity (or Gevrey index) of the solution actually increases with the passage of time.
Strategy of Proof. The above Lemma 5.1 for Brownian motion with drift will allow us to work pathwise, where we combine our local existence and energy estimates. The challenge here is that the energy estimates require finiteness of a "higher" norm than the one for which they give monotonicity, i.e. we will have to control two levels of regularity. More precisely, in order to show that the G σ φ norm is monotonically decreasing on a given time interval, we have to guarantee that the G σ+1 φ norm remains finite on that same interval. One sees readily that this cannot be done using just the local well-posedness theory, since a priori the higher energy norm will only be controlled for a shorter amount of time.
The key point here is that -thanks to our Gevrey setting -we can achieve what we need by just an ǫ loss in regularity: note that we have the embeddings
for any δ, γ, ρ > 0. Then iteratively (losing a fraction of the original ǫ at every step) we will be able to demonstrate the argument.
Proof of Theorem 5.2. By Lemma 5.1, with probability 1−e −2 αβ ν 2
we have that φ(t)−νW t ≥ 0 for all t ≥ 0. We may and will assume from now on that such a path has been chosen, and argue pathwise.
In view of iterating local well-posedness and energy estimates, set ǫ j := 2 −j ǫ and define
We note that ), and u also remains
Moreover, from the energy estimates in Proposition 4.1 we deduce the monotonicity of
Inductive
Step. We iterate the above procedure: in the j-th step (j ∈ N) we start with a solution
By construction of φ j (see (5.4)) we can invoke our local well-posedness in Proposition 3.1, and uniquely extend this we obtain a unique global solution θ ∈ C 0Ḣ σs to the original stochastic SQG equation (1.1), dθ + R ⊥ θ · ∇θdt = ν |∇| s θ dW t , θ(0) = θ 0 .
Furthermore, the mapping t → θ(t) Ḣσs is pathwise monotonically decreasing with θ(t) Ḣσs ≤ θ 0 G σ α+ǫ .
