An easy-to-use variant of the finite difference method (FDM), the polynomial finite difference method (PFDM), for the numerical solution of ordinary differential equations (ODEs) and differential-algebraic equations (DAEs), is presented. Compared to the traditional implementation of the FDM, the PFDM approach has two major advantages: straightforward implementation, and easily adjustable accuracy order. Some examples are presented to compare the numerical solutions of the PFDM to those of other popular ODEs/DAEs methods. These examples show that the PFDM also has the following good features: feasible for ODEs/DAEs in the implicit form, capable of self-starting in high orders, and applicable to stiff problems.
Introduction
Ordinary differential equations (ODEs) and differentialalgebraic equations (DAEs) are commonly encountered in mathematical modeling of physical systems. Many approaches for the numerical solution of ODEs/DAEs, e.g. the Euler method, the Runge-Kutta method, and the backward differentiation formulae (BDF) method, have been widely used and extensively studied (Rice & Do, 1995; Holland & Liapis, 1983; Ascher & Petzold, 1998; Brenan, Campbell & Petzold, 1989; Hairer & Wanner, 1991) . Generally speaking, high-order explicit methods are always chosen for ODEs problems, due to their good solving efficiency. However, for DAEs and stiff ODEs, implicit methods must be used to guarantee the stability of numerical solutions. The finite difference method (FDM) has been widely used in solving partial differential equations and boundary value problems (Rice & Do, 1995; Holland & Liapis, 1983) . It can also be applied to initial value problems (Nguyen & White, 1987; Kimble & White, 1990) , as demonstrated by the following procedure. A system of ODEs/DAEs can be written in the where
Since there are n + 1 vectors of equations and n vectors of unknown dependent variables in Eq. (2), one vector of equations in Eq. (2) is redundant. Normally, Eq. (2a) is omitted, then solving Eqs. (2b) and (2c) will give the desired values for dependent variables y(t 0 + i t) (1 ≤ i ≤ n). For a large number of nodes, since Eqs. (2b) and (2c) have a sparse structure, special band algorithms are usually used to improve the solving efficiency (Nguyen & White, 1987) . It is obvious that the above solving procedure of the FDM is more involved in implementation (discretization over many nodes and using different equations for different nodes) than those of many other integration methods. In addition, to improve the solution accuracy of Eq. (1) with the FDM, which is only O( t) 2 in Eq. (2), totally different sets of high-order finite difference formulae need to be used (Kimble & White, 1990) . Due to the above disadvantages, the FDM is usually not preferred for initial value problems.
The polynomial implementation variant of the FDM
From a Taylor series expansion, we have the expression for the dependent variable y(t) in the interval [t 0 ,t 0 + h], when h = t
where θ represents a value between 0 and 1 rearranging Eq. (4) gives an approximation polynomial for y(t)
where
with the truncation error is
An approximation for the time derivatives of the dependent variables can be easily obtained by differentiating Eq. (5a)
Substituting Eqs. (5a) and (6) into Eq. (1a) yields
Since Eq. (7) is valid for any time point inside [t 0 ,t 0 + h] and x 1 , x 2 , . . . , x n could be treated as unknown variables, Eq. (7) can be evaluated on n different node points to provide the necessary equations to solve for x 1 , x 2 , . . . , x n . For an integration step h, if we divide it into n + 1 node points with a uniform grid size h/n, and by applying Eq. (7) on the last n nodes, we get
for 1 ≤ i ≤ n Eq. (8) can be solved for x 1 , x 2 , . . . , x n through a nonlinear equation solver. Then the dependent variable y(t) at the end of the integration step as well as at any point inside the integration step can be easily obtained with Eq. (5a). At the first look, the above polynomial approach has no relation to the FDM, however, it is actually equivalent to the FDM on minimum node points. For example, the third order polynomial satisfies
Solving the above linear equations for x 1 , x 2 , and x 3 gives
Then the time derivatives of the dependent variables are
Eqs. (11a-c) are the same formulae as those of the third order FDM. Due to the equivalence between the above polynomial approach and the FDM, it is natural to treat the above polynomial-based method as a variant of the FDM and thus is called the polynomial finite difference method (PFDM) subsequently for simplicity. It is worth noting that there is no such equivalence between polynomials and the finite difference formulae if more-than-minimum node points are used for the FDM. Since the PFDM approximates both dependent variables and their time derivatives in the same polynomial form, it can be used for DAEs as well as ODEs. It can also be directly utilized to solve higher order ODEs/DAEs in the form
which are always cast into first order form if solved with other methods. Since n, the order of the PFDM, can be larger than one, the PFDM has the good feature of self-starting with high orders; and thus it could be used as the starter method for multi-step methods, e.g. the Adams-Moulton method. The PFDM applies a polynomial on the unknown points in front of the current starting point to determine the unknown parameters x 1 , x 2 . . . x n in the integration process. If some past solution points are also used in the determination of x 1 , x 2 . . . x n , effective integration schemes can also be obtained. For example, if only one unknown point in front of the current starting point and some past solution points are used, the BDF method can be derived, as shown below for the third order case.
Assuming one future point, the current starting point, and two past points are used; the grid size is uniformly h; and starting time is t n (to be consistent with BDF conventions), applying the third order polynomial on those node points gives
The time derivative at the future unknown point can be determined by using Eq. (13) to be
where for simplicity the notations for dependent variables are written as
Substituting Eq. (14) into Eq. (1a) and evaluating the obtained equation at the unknown point t = t n+1 gives the third order BDF corrector formula
In fact, just comparing the finite difference formula with the corrector formula of the BDF method (Brenan et al., 1989) will show directly their correspondence (the difference of time interval used could cause some difference in constants). Among the implicit schemes derivable from the FDM, the BDF method has been thoroughly researched and widely used. However, several popular solvers based on the BDF method, e.g. LSODI and DASSL (Brenan et al., 1989) , must start from low order methods with small step sizes, which causes low starting efficiency. It is desirable that high-order schemes, e.g. the implicit Runge-Kutta method or the PFDM, be used to provide these solvers with good staring efficiency. Since the PFDM is closely related to the BDF method, it has the potential to be seamlessly integrated with existing BDF solvers. For each integration step, the nth order PFDM requires solving m × n nonlinear equations, however, the same order BDF method only requires solving m nonlinear equations by utilizing the previous solution points. Thus, high-order PFDMs might not be as efficient as the same order BDF methods after the starting stage. A simple way to take advantage of both methods is to use the PFDM in the initial stage to provide accurate starting points for high-order BDF methods, which needs to be investigated in the future.
The stability of the PFDM can be analyzed by solving the following ODE
with
where λ < 0 and y 0 = 0. Applying the second order PFDM to Eq. (17) yields the solution at the ith step
then the region of absolute stability of the second order FDM is
Similar analysis can be conducted on the PFDM with other orders. The implicit Euler (the first order PFDM) method is well known to be absolute stable (A-stable). As shown in Fig. 1 , the second order PFDM is also A-stable; and the stability region of the PFDM gradually decreases with the increase of the order. However, only small instability regions in the left half plane are shown for the PFDM with low orders. Comparing the stability regions of the PFDM to those of the BDF method (Ascher & Petzold, 1998) shows that, for the same order, the PFDM is more stable than the BDF method. Polynomials can be efficiently evaluated in computer programs, i.e. for the following polynomial p = a n x n + a n−1 x n−1 + · · · + a 0 (21) Horner's method can used to minimize the multiplication operations to improve the computation efficiency (Baase, 1988) , i.e. p = (· · · ((a n x + a n−1 )x + a n−2 )x + · · · + a 1 )x + a 0 (22) With a good solver for nonlinear equations, it is straightforward to solve Eq. (8). A Fortran subroutine, PFDMS (PFDM solver), built by the authors with a nonlinear equation solver HYBRD in Minpack (this numerical package is available from www.netlib.org), only takes about one hundred lines of FORTRAN code (available free upon request).
Some example problems are provided subsequently to demonstrate the features of the PFDM. which has an analytical solution
The numerical solutions for Example 1 with the PFDM are listed in Table 1 . It is obvious that good accuracies can be achieved with high-order PFDMs, even at large step sizes.
When solving DAEs, the approximations for the time derivatives of algebraic variables are not involved. One example of DAEs problem is given below Example 2.
which has the analytical solutions The numerical solutions for Example 2 with the PFDM and two other methods, Gear's BDF method and a third order semi-implicit Runge-Kutta method (Holland & Liapis, 1983; Gear, 1971; Michelsen, 1977) , are given in Table 2 . The results show that, for the same order, the PFDM always has better accuracy than the other two methods.
The stability of PFDM on stiff problems is demonstrated with the following ODEs.
Example 3.
y 1 (t) = −500.5y 1 + 499.5y 2 (27a)
which has the analytical solutions
The stability of the explicit Euler method requires the step size (Rice & Do, 1995) h ≤ 2 |λ max | where λ max = 1000 (30) for this example. The step size needs to be less than 0.002 to maintain the stability of the explicit Euler method. However, as shown from the results in Table 3 , the stability is not a problem for the PFDM at much larger step sizes. Though the implicit Euler method is also stable, the accuracy of high-order PFDMs is much better.
For partial differential equations (PDEs) or partial differential-algebraic equations (PDAEs), using the method of lines (MOL), the numerical solution can be achieved by the integration of the time domain conducted over the discretisized space domain. High-order PFDMs in the time domain can be combined with high-order finite difference formulae in the space domain to obtain a good accuracy of the finial results. The following parabolic PDE is used to compare the PFDM to the Crank-Nicolson method for integrating over the time domain.
Example 4.
with the initial condition and the boundary conditions
The analytical solution of Eq. (31) is given by
The Crank-Nicolson method gives the following integration scheme in the time domain
for 1 ≤ i ≤ n x − 1while the PFDM directly integrates the following ODEs
In Eqs. (33) and (34), the spatial derivatives on the right hand side are approximated by five point finite differences as given below for n x uniform grid points The Crank-Nicolson method only provides an accuracy of O(h 2 ) in the time domain. Since high-order finite difference formulae are used in the space domain. The solution accuracy will be limited by the integration time step size for the Crank-Nicolson approach. However, the accuracy limitation over the time domain is avoided with the high-order PFDM approach. As shown in Table 4 , better accuracy can be achieved with the second order PFDM than with the Crank-Nicolson method when the same integrating step size is used. With one hundred times more steps, the accuracy achieved by the Crank-Nicolson approach is still two orders of magnitude lower than that with the fourth order PFDM.
Conclusions
For initial value problems, the FDM has not been used widely due to its disadvantage of implementation difficulty. To get around this problem, an easy-to-use variant of the FDM, the PFDM, is proposed. Since the PFDM uses the same polynomial form approximation for both the dependent variables and their time derivatives, it is much more straightforward to utilize than the traditional FDM for integrating ODEs/DAEs. The relationship between the PFDM and the BDF method and the stability of the PFDM, has been investigated in this work. The features of PFDM are demonstrated through some example problems.
