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Resumo
Esta dissertac¸a˜o propo˜e, como um dos principais resultados, condic¸o˜es para se obter uma
lei de controle robusto parcialmente amostrado via realimentac¸a˜o de estado para sistemas
lineares com saltos markovianos (MJLS). Embora, como de costume, a estrutura de con-
trole dependa do modo de Markov, apenas a varia´vel de estado e´ amostrada. Para ana´lise,
um sistema h´ıbrido equivalente e´ proposto e um problema de duas condic¸o˜es de contorno
que garante um custo mı´nimo ℋ∞ ou ℋ2 e´ definido. Para a s´ıntese de controle, ele e´
reescrito como um conjunto convexo de condic¸o˜es suficientes, levando ao custo mı´nimo
garantido das classes mencionadas em apenas uma iterac¸a˜o. As condic¸o˜es de otimalidade
sa˜o expressas atrave´s de desigualdades diferenciais lineares (DLMIs), um dispositivo al-
ge´brico que pode ser manipulado por meio de qualquer resolvedor de LMI dispon´ıvel.
Exemplos esta˜o inclu´ıdos para ilustrac¸a˜o.
Palavras-chaves: controle amostrado, processo de Markov, desigualdades matriciais li-
neares, sistemas h´ıbridos, sistemas de controle em rede.
Abstract
This dissertation proposes, as one of the main results, conditions to obtain a robust par-
tially sampled-data state feedback control law for Markov jump linear systems (MJLS).
Although, as usual, the control structure depends on the Markov mode, only the state
variable is sampled. For the analysis, an equivalent hybrid system is proposed and a Two-
Point Boundary Value Problem that ensures minimum ℋ∞ or ℋ2 cost is defined. For
the control synthesis, it is rewritten as a convex set of sufficient conditions leading to
the minimum guaranteed cost of the mentioned classes in only one shot. The optimality
conditions are expressed through Differential Linear Matrix Inequalities (DLMIs), an al-
gebraic device that can be handled by means of any available LMI solver. Examples are
included for illustration.
Keywords: sampled-data control, Markov processes, linear matrix inequalities, hybrid
systems, networked control systems.
Lista de ilustrac¸o˜es
Figura 1 – Arquitetura geral de sistemas de controle em redes. . . . . . . . . . . . 15
Figura 2 – Poss´ıveis particularizac¸o˜es da arquitetura de redes. . . . . . . . . . . . 15
Figura 3 – Modos de uma cadeia de Markov . . . . . . . . . . . . . . . . . . . . . 21
Figura 4 – Rede entre sensor e controlador. . . . . . . . . . . . . . . . . . . . . . . 28
Figura 5 – Rede entre controlador e atuador. . . . . . . . . . . . . . . . . . . . . . 28
Figura 6 – Custos mistos 𝒥∞ e 𝒥2 de um sistema. . . . . . . . . . . . . . . . . . . 39
Figura 7 – Arranjo de um sistema massa-mola-amortecedor. . . . . . . . . . . . . 42
Figura 8 – Simulac¸a˜o temporal sem a entrada exo´gena 𝑤𝑑. . . . . . . . . . . . . . 44
Figura 9 – Simulac¸a˜o temporal com a entrada exo´gena 𝑤𝑑. . . . . . . . . . . . . . 44
Figura 10 – Simulac¸a˜o temporal - Controle independente de modo. . . . . . . . . . 45
Figura 11 – Espac¸o de busca. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
Figura 12 – Custos mistos 𝒥∞ e 𝒥2 do sistema. . . . . . . . . . . . . . . . . . . . . 50
Lista de tabelas
Tabela 1 – I´ndices de desempenho. . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Tabela 2 – Acura´cia computacional. . . . . . . . . . . . . . . . . . . . . . . . . . . 46
Tabela 3 – I´ndice de desempenho ℋ2. . . . . . . . . . . . . . . . . . . . . . . . . . 49
Lista de abreviaturas e siglas
DLMIs Differential Linear Matrix Inequalities
LMIs Linear Matrix Inequalities
MJLS Markov Jump Linear Systems
NCS Network Control Systems
Suma´rio
1 Introduc¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.1 Apresentac¸a˜o da dissertac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.2 Notac¸a˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2 Conceitos Ba´sicos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.1 Sistemas lineares . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
2.2 Sistemas lineares com saltos markovianos . . . . . . . . . . . . . . . . . . . 20
2.3 Estabilidade de MJLS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4 Normas de MJLS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4.1 Norma ℋ2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.4.2 Norma ℋ∞ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.5 MJLS h´ıbridos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.6 Estabilidade e normas de MJLS h´ıbrido . . . . . . . . . . . . . . . . . . . . 25
3 Modelagem Matema´tica . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4 Controle parcialmente amostrado . . . . . . . . . . . . . . . . . . . . . . . . 31
4.1 Estabilidade e norma de um sistema parcialmente amostrado . . . . . . . . 31
4.2 Controle de um sistema parcialmente amostrado . . . . . . . . . . . . . . . 32
5 Controle ℋ∞ e ℋ2 parcialmente amostrado . . . . . . . . . . . . . . . . . . 36
5.1 Controle ℋ∞ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
5.2 Controle ℋ2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
5.3 Controle Robusto . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
5.4 Controle Independente de Modo . . . . . . . . . . . . . . . . . . . . . . . . 40
6 Exemplos Ilustrativos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
6.1 Me´todo nume´rico para aproximar DLMIs para LMIs . . . . . . . . . . . . . 41
6.2 Exemplo 1 (Sistema massa-mola-amortecedor) . . . . . . . . . . . . . . . . 42
6.3 Exemplo 2 (Ma´quinas ele´tricas acopladas) . . . . . . . . . . . . . . . . . . 46
6.4 Exemplo 3 (Ca´lculo de norma mista) . . . . . . . . . . . . . . . . . . . . . 49
7 Conclusa˜o . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Refereˆncias . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
14
1 Introduc¸a˜o
O desenvolvimento da cieˆncia ocorre atrave´s de va´rias facetas. Muitas vezes, uma
abordagem puramente teo´rica sobre um determinado assunto pode levar ao desenvolvi-
mento de ferramentas matema´ticas que encontrara˜o a sua aplicac¸a˜o pra´tica apenas va´rios
anos mais tarde. Um exemplo disso e´ o da teoria de quate´rnios, que foi desenvolvida em
1843 pelo matema´tico William Rowan Hamilton, que trata de um sistema nume´rico que
generaliza a teoria de nu´meros complexos (HAMILTON, 1844). Esse ferramental matema´-
tico comec¸ou a ser amplamente utilizado apenas anos depois para o ca´lculo de rotac¸o˜es em
espac¸os tri-dimensionais com aplicac¸o˜es em gra´ficos computacionais, visa˜o computacional,
robo´tica, teoria de controle, controle de atitude, etc.
Por outro lado, outros resultados cient´ıficos sa˜o gerados a partir do empenho em
se resolver problemas pra´ticos. Na a´rea da teoria de controle e´ poss´ıvel encontrar os dois
extremos. Um exemplo pra´tico seria o de modelagem e controle de uma planta industrial
sujeita a diversas restric¸o˜es, enquanto que um teo´rico seria o desenvolvimento da teoria
de controle em redes, em que alguns resultados matema´ticos ainda na˜o conseguem ser
diretamente aplicados.
Do ponto de vista de formulac¸a˜o matema´tica, essa dissertac¸a˜o trata do projeto de
estabilidade e controle robusto parcialmente amostrado via realimentac¸a˜o de estado para
sistemas lineares com saltos markovianos, onde apenas a varia´vel de estado e´ amostrada,
enquanto o paraˆmetro estoca´stico que define o modo de Markov do sistema na˜o e´ afetado
pela operac¸a˜o de amostragem. Esse tipo de sistema, que sera´ melhor detalhado ao longo
do texto, encontra uma aplicac¸a˜o poss´ıvel na descric¸a˜o matema´tica de sistemas de controle
em redes (NCS), que foram desenvolvidos em grande parte nas u´ltimas de´cadas, especial-
mente devido a`s suas aplicac¸o˜es em ambientes industriais, veja Yang (2006). Trata-se de
sistemas espacialmente distribu´ıdos nos quais a comunicac¸a˜o entre pelo menos dois com-
ponentes entres sensores, atuadores e controladores e´ feita atrave´s do compartilhamento
de uma rede de comunicac¸a˜o digital de banda limitada. Exemplos de arquiteturas desse
tipo podem ser vistas nas Figuras 1 e 2. Os NCSs esta˜o na intersec¸a˜o das teorias de con-
trole e telecomunicac¸a˜o. Tradicionalmente, a teoria de controle concentra-se no estudo de
sistemas dinaˆmicos interconectados ligados atrave´s de canais ideais, enquanto que a teoria
de telecomunicac¸o˜es estuda a transmissa˜o de informac¸o˜es atrave´s de canais imperfeitos
(HESPANHA et al., 2007). As principais caracter´ısticas a serem consideradas nos projetos
de controle sa˜o:












(b) Rede entre controlador e atuador.
Figura 2 – Poss´ıveis particularizac¸o˜es da arquitetura de redes.
∙ Canais de banda limitada - Cada rede de comunicac¸a˜o e´ caracterizada por ter uma
capacidade ma´xima de transmissa˜o de informac¸a˜o.
∙ Amostragem e atraso - Para transmitir um sinal cont´ınuo atrave´s de uma rede,
o sinal deve ser amostrado, codificado em formato digital, transmitido pela rede
e, por fim, os dados devem ser decodificados no lado do receptor. Este processo e´
significativamente diferente da habitual amostragem perio´dica em controle digital.
Esse processo ocasiona atrasos no sinal transmitido.
∙ Perda de pacotes - Existe a possibilidade da perda de pacotes durante o seu envio
atrave´s da rede.
∙ Arquitetura do sistema - De acordo com as diferentes arquiteturas do sistema, a
exemplo das Figuras 1 e 2, espera-se que o comportamento da transmissa˜o de da-
dos atrave´s da rede seja diferente, sendo importante levar isso em considerac¸a˜o na
modelagem em que se esta´ trabalhando.
A modelagem matema´tica feita nessa dissertac¸a˜o pode ser interpretada como uma
representac¸a˜o da arquitetura de rede da Figura 2a, ale´m de levar em conta a amostragem e
a perda de pacotes. As demais caracter´ısticas citadas anteriormente na˜o sa˜o consideradas
nesse estudo. Em relac¸a˜o ao processo de amostragem, as te´cnicas mais comumente usadas
sa˜o a discretizac¸a˜o cla´ssica do sistema a tempo cont´ınuo, o liffiting, o atraso de entrada e
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a abordagem de sistema h´ıbrido, entre outras. Alguns desenvolvimentos, incluindo os ci-
tados, sa˜o encontrados em Chen e Francis (2012), Fridman (2010), DeCarlo et al. (2000),
Goebel et al. (2009), Hu et al. (2002), Geromel e Souza (2015) e as refereˆncias conti-
das neles. Especialmente, a abordagem do sistema h´ıbrido tornou-se uma te´cnica muito
adequada para resolver problemas de controle o´timo em um contexto muito amplo, que
inclui sistemas na˜o-lineares. No projeto da refereˆncia Geromel e Souza (2015), a ana´lise
de estabilidade e o ca´lculo de normas ℋ2 e ℋ∞ sa˜o feitos considerando dados de controle
amostrados a partir de um ponto de vista teo´rico que envolve problemas de duas condi-
c¸o˜es de contorno compostos por equac¸o˜es diferenciais de Lyapunov ou Riccati em uma
estrutura unificada.
Ja´ sistemas sujeitos a mudanc¸as abruptas que ocorrem de maneira estoca´stica
sa˜o comumente tratados usando cadeias de Markov. A func¸a˜o de distribuic¸a˜o de proba-
bilidade condicional de tal modelo estoca´stico satisfaz a propriedade de na˜o ter memo´ria
(STEWART, 2009), ou seja, todas as informac¸o˜es relevantes para descrever o processo
esta˜o presentes apenas no estado atual (LEON-GARCIA, 2008). Por isso, naturalmente,
esta e´ uma das principais possibilidades para tratar a perda de pacotes em rede.
Outras formas de abordar as imperfeic¸o˜es na transmissa˜o de informac¸o˜es via
redes podem ser encontradas em Hespanha et al. (2007) e Wang e Liu (2008). Um modelo
puro a tempo discreto e´ adotado em Costa et al. (2006) e Todorov e Fragoso (2016),
entre muitos outros. A refereˆncia Wu et al. (2017) se concentra em um controle passivo
ass´ıncrono, enquanto que Dolgov e Hanebeck (2017) trata o caso independente de modo,
isto e´, independente do modo da cadeia de Markov, todos eles modelados como sistemas
lineares com saltos markovianos a tempo discreto. A teoria de MJLS a tempo cont´ınuo e´
amplamente discutida em Costa et al. (2013). Este tipo de sistema e´ usado em Rodrigues et
al. (2017) junto com uma informac¸a˜o de modo baseada em detector. Uma abordagem geral
para lidar com as incertezas que afetam tanto as matrizes do sistema quanto os paraˆmetros
da matriz taxa de transic¸a˜o e´ dada em Morais et al. (2016). Veja tambe´m Todorov e
Fragoso (2011) onde sa˜o fornecidos resultados u´teis sobre o ca´lculo do raio de estabilidade
do MJLS. Uma abordagem h´ıbrida em conjunto com o MJLS foi usada em Gabriel et al.
(2017) e Gabriel et al. (2018), em que as condic¸o˜es para estabilidade e controle amostrado
de realimentac¸a˜o de estado baseado em normas ℋ2 e ℋ∞ sa˜o necessa´rias e suficientes,
sendo totalmente expressas atrave´s de LMIs. As duas u´ltimas refereˆncias mencionadas
podem ser utilizadas para uma representac¸a˜o da arquitetura de rede da Figura 2b ou,
assumindo algumas simplificac¸o˜es, a da Figura 1. Assim, falando de forma mais espec´ıfica,
nessa dissertac¸a˜o, utiliza-se:
∙ O sistema h´ıbrido para modelar o processo de amostragem e a dinaˆmica do sistema
em um u´nico equacionamento;
∙ Os saltos markovianos para modelar a perda de pacotes;
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∙ A estrutura do sistema juntamente com o formato da lei de controle para modelar
a arquitetura de rede da Figura 2a. Esse tipo de arquitetura pode ser encontrada
em instalac¸o˜es industriais em que os sensores sa˜o de dif´ıcil acesso, tornando-se mais
fa´cil e econoˆmico a transmissa˜o de seus dados para o controlador via uma rede de
largura de banda limitada, por exemplo, sem fio.
1.1 Apresentac¸a˜o da dissertac¸a˜o
Os cap´ıtulos seguintes esta˜o organizados como se segue:
∙ Cap´ıtulo 2: Conceitos Ba´sicos. Neste cap´ıtulo, introduzem-se os conceitos ba´si-
cos necessa´rios para o entendimento dos novos resultados apresentados na disserta-
c¸a˜o. Uma explicac¸a˜o ra´pida sobre sistemas lineares invariantes no tempo, cadeias de
Markov, sistemas lineares com saltos markovianos e sistemas h´ıbridos e´ mostrada.
Para tratar a s´ıntese de controladores de MJLS h´ıbridos, sa˜o apresentados conceitos
de estabilidade estoca´stica, ca´lculo de ı´ndices de desempenho baseados nas normas
ℋ2 e ℋ∞ e uma func¸a˜o que unifica o ca´lculo dessas normas.
∙ Cap´ıtulo 3: Modelagem Matema´tica. Inicia-se a apresentac¸a˜o da contribuic¸a˜o
teo´rica dessa dissertac¸a˜o. Apresenta-se textualmente a dinaˆmica desejada para o
sistema. Em seguida, a partir do equacionamento do sistema dinaˆmico, da regra de
amostragem e da estrutura de controle relacionada a uma rede do tipo da Figura
2a considerando-se a perda de pacotes, obteˆm-se um MJLS h´ıbrido. Este sistema
e´ comparado com outro sistema da literatura utilizado para descrever uma estru-
tura de controle do tipo da Figura 2b. Algumas discusso˜es sa˜o feitas com relac¸a˜o a
transformar a s´ıntese de controle do sistema obtido em um problema convexo.
∙ Cap´ıtulo 4: Controle Parcialmente Amostrado. E´ apresentado um corola´rio
que possibilita a avaliac¸a˜o de estabilidade e norma de um MJLS h´ıbrido composto
pelas matrizes apresentadas no cap´ıtulo anterior. Discute-se brevemente a depen-
deˆncia em relac¸a˜o ao tempo do tipo de controle proposto e e´ obtido o principal
teorema dessa dissertac¸a˜o, que trata da linearizac¸a˜o da s´ıntese do problema de con-
trole proposto a partir do corola´rio de estabilidade e norma para MJLS h´ıbridos que
descrevem a arquitetura de redes da Figura 2a. E´ mostrado que, para transforma´-
lo em um problema convexo, algumas particularizac¸o˜es sa˜o necessa´rias, tornando o
resultado encontrado apenas suficiente.
∙ Cap´ıtulo 5: Controle ℋ∞ e ℋ2 Parcialmente Amostrado. Neste cap´ıtulo,
aborda-se a s´ıntese de controles parcialmente amostrados sujeitos aos ı´ndices de
desempenho ℋ∞ e ℋ2. Treˆs corola´rios baseados no teorema do cap´ıtulo anterior sa˜o
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apresentados. Discute-se brevemente sobre controle misto e tambe´m e´ feita a s´ıntese
para o caso de controladores robustos ou independentes do modo de operac¸a˜o.
∙ Cap´ıtulo 6: Exemplos Ilustrativos. Neste cap´ıtulo, alguns exemplos retirados
da literatura sa˜o utilizados como forma de demonstrar a aplicac¸a˜o da teoria desen-
volvida nesta dissertac¸a˜o.
∙ Cap´ıtulo 7: Conclusa˜o. Por u´ltimo, sa˜o apresentadas as concluso˜es, os trabalhos
oriundos dessa dissertac¸a˜o e as perspectivas para trabalhos futuros.
1.2 Notac¸a˜o
A notac¸a˜o utilizada e´ padra˜o. Os s´ımbolos R, R+, N e K denotam os conjuntos
dos nu´meros reais, reais na˜o negativos, naturais e K = {1, 2, · · · , 𝑁}, respectivamente.
Para matrizes quadradas, tr(·) denota a func¸a˜o trac¸o. Para vetores ou matrizes reais,
(′) indica o seu transposto. Para matrizes sime´tricas, (∙) indica o seu bloco sime´trico e
𝑋 > 0 (𝑋 ≥ 0) denota que 𝑋 e´ positiva (semi)definida. O operador do valor esperado
e´ ℰ{·}. O operador 𝒫(·) indica a probabilidade do evento (·). Como de costume, para
tempo cont´ınuo, a norma quadra´tica de qualquer trajeto´ria 𝑤𝑐(𝑡) ∈ R𝑟𝑐 , ∀𝑡 ∈ R+ e´
‖𝑤𝑐‖22 =
∫︀∞
0 ℰ(𝑤𝑐(𝑡)′𝑤𝑐(𝑡))𝑑𝑡 e ℒ2 indica o conjunto de todas as trajeto´rias com norma
finita. Similarmente, a tempo discreto, a norma quadra´tica de uma trajeto´ria 𝑤𝑑(𝑡𝑘) ∈ R𝑟𝑑 ,
∀𝑘 ∈ N, e´ ‖𝑤𝑑‖22 =
∑︀∞
𝑘=0 ℰ(𝑤𝑑(𝑡𝑘)′𝑤𝑑(𝑡𝑘)) e ℓ2 indica o conjunto de todas as trajeto´rias
com norma finita. A notac¸a˜o 𝑓 [𝑘] = 𝑓(𝑡𝑘) indica as amostras em 𝑡𝑘, 𝑘 ∈ N. Sempre que
poss´ıvel, a dependeˆncia no tempo de uma varia´vel vetorial ou matricial e´ omitida.
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2 Conceitos Ba´sicos
Neste cap´ıtulo, e´ feito um resumo dos principais conceitos necessa´rios para o en-
tendimento dessa dissertac¸a˜o. O objetivo e´ chegar a` definic¸a˜o de um sistema linear h´ıbrido
com saltos markovianos e a obtenc¸a˜o de uma poss´ıvel forma de se avaliar a sua estabili-
dade e norma. Para isso, definem-se sistemas lineares invariantes no tempo (GEROMEL;
PALHARES, 2004), as caracter´ısticas de uma cadeia de Markov (STEWART, 2009) e os
sistemas lineares com saltos markovianos, cujo estudo detalhado pode ser encontrado em
Costa et al. (2013). O estudo de estabilidade e desempenho atrave´s das definic¸o˜es das
normas ℋ2 e ℋ∞ tambe´m e´ tratado, mostrando o equacionamento na forma cla´ssica e a
modelagem atrave´s de LMIs. E´ apresentada uma func¸a˜o utilizada para a ana´lise de estabi-
lidade e ca´lculos de normas atrave´s de uma formulac¸a˜o matema´tica unificada (GABRIEL
et al., 2018).
2.1 Sistemas lineares
As seguintes equac¸o˜es no espac¸o de estados representam um sistema linear con-
t´ınuo invariante no tempo
𝒮 :
⎧⎨⎩ ?˙?(𝑡) = 𝐴𝑥(𝑡) +𝐵𝑤(𝑡), 𝑥(0) = 𝑥0𝑧(𝑡) = 𝐶𝑥(𝑡) +𝐷𝑤(𝑡) (2.1)
em que 𝑥(·) : R+ → R𝑛, 𝑤(·) : R+ → R𝑟, e 𝑧(·) : R+ → R𝑠 sa˜o o estado, a entrada externa
e a sa´ıda controlada, respectivamente. A func¸a˜o de transfereˆncia deste sistema, definida
no domı´nio da transformada de Laplace, e´ dada por
𝐻𝑤𝑧(𝑠) = 𝐶(𝑠𝐼 − 𝐴)−1𝐵 +𝐷 (2.2)
com as matrizes 𝐴,𝐵,𝐶 e 𝐷 constantes e de dimenso˜es apropriadas. No caso de termos
qualquer uma das matrizes 𝐴 = 𝐴(𝑡), 𝐵 = 𝐵(𝑡), 𝐶 = 𝐶(𝑡) ou 𝐷 = 𝐷(𝑡), dizemos que o
sistema e´ variante no tempo. Classifica-se o sistema como estritamente pro´prio se 𝐷 = 0
e como pro´prio, caso contra´rio. Note que a partir da matriz 𝐴, e´ poss´ıvel obter resultados
importantes do comportamento dinaˆmico do sistema, uma vez que seus autovalores de-
terminam os polos e, portanto, os modos pro´prios dele (GEROMEL; PALHARES, 2004).
Devido a isso, a ana´lise de estabilidade de um sistema linear e´ essencialmente baseada na
matriz 𝐴 ∈ R𝑛×𝑛, que define sua dinaˆmica.
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2.2 Sistemas lineares com saltos markovianos
A fim de modelar uma caracter´ıstica estoca´stica em um sistema dinaˆmico, uma
possibilidade e´ a de se considerar mudanc¸as nas matrizes do sistema obedecendo a uma
certa distribuic¸a˜o de probabilidade. Tal modelagem pode ser utilizada, por exemplo, para
a representac¸a˜o da perda de transmissa˜o de pacotes em uma rede de comunicac¸a˜o. Um
tipo de processo estoca´stico utilizado para esse fim sa˜o as cadeias de Markov.
O processo de Markov 𝜃(𝑡) ∈ K = {1, 2, · · · , 𝑁} e´ um processo aleato´rio em que
a previsa˜o do futuro depende apenas das informac¸o˜es dispon´ıveis no presente (LEON-
GARCIA, 2008). A caracter´ıstica principal da cadeia de Markov a tempo cont´ınuo e´ que
ela faz um nu´mero finito de saltos em qualquer intervalo de tempo finito. A varia´vel
cont´ınua que representa os instantes de tempo e´ denotada por 𝑡 ∈ R+. Para instantes
arbitra´rios de tempo, 𝑠1 < 𝑠2 < · · · < 𝑠 < 𝑡, a propriedade de Markov e´ expressa nas
probabilidades associadas a` varia´vel aleato´ria 𝜃(𝑡) ∈ K, da seguinte maneira:
𝒫
(︂




𝜃(𝑡) = 𝑗|𝜃(𝑠) = 𝑖
)︂
(2.3)
onde 𝑖1, · · · , 𝑖 e 𝑗 sa˜o qualquer elemento poss´ıvel do espac¸o de estados de 𝜃(𝑡). Ale´m disso,
a cadeia de Markov a tempo cont´ınuo e´ homogeˆnea se para cada 𝑖, 𝑗 ∈ K e 𝑠 < 𝑡, temos
que:
𝒫(𝜃(𝑡) = 𝑗|𝜃(𝑠) = 𝑖) = 𝒫(𝜃(𝑡− 𝑠) = 𝑗|𝜃(0) = 𝑖) (2.4)
A cadeia de Markov cont´ınua aqui utilizada e´ do tipo homogeˆnea. Devido a`s considerac¸o˜es
anteriores, um processo de Markov a tempo cont´ınuo e´ completamente definido por um
estado inicial 𝜃(0) ∈ K e uma matriz de taxa de transic¸a˜o {𝜆𝑖𝑗} = Λ ∈ R𝑁×𝑁 . A matriz
de transic¸a˜o 𝑄(𝑡), que descreve a probabilidade de saltos dentro do conjunto K, esta´
intrinsecamente relacionada a` matriz de taxa de transic¸a˜o e e´ dada por
𝑄(𝑡) = 𝑒Λ𝑡 (2.5)
Esta e´ a soluc¸a˜o u´nica das equac¸o˜es diferenciais de Kolmogorov direta e reversa com
𝑄(0) = 𝐼, como descrito em Costa et al. (2013). O vetor das probabilidades 𝜋(𝑡) =
[𝜋1 · · · 𝜋𝑁 ]′, onde 𝜋𝑖(𝑡) = 𝒫(𝜃(𝑡) = 𝑖), ∀𝑖 ∈ K e 𝑡 ∈ R+, verifica
𝜋(𝑡) = 𝑄(𝑡)′𝜋(0) (2.6)
Assim, (2.5)–(2.6) implicam
𝜋(𝑡+ ℎ) = 𝑒Λ′ℎ𝜋(𝑡) (2.7)
Considerando um pequeno intervalo de tempo ℎ > 0 e expandindo (2.7) em se´rie de
Taylor, e´ poss´ıvel definir o modo cont´ınuo de Markov como segue.
Definic¸a˜o 2.1 (Modo cont´ınuo de Markov)
A varia´vel 𝜃(𝑡) ∈ K e´ um modo cont´ınuo de Markov se ela for uma varia´vel aleato´ria












Figura 3 – Modos de uma cadeia de Markov
governada por um processo de Markov a tempo cont´ınuo com uma condic¸a˜o inicial 𝜃(0) =
𝜃0 ∈ K tal que 𝒫(𝜃0 = 𝑖) = 𝜋𝑖0 ≥ 0 , ∀𝑖 ∈ K, satisfazendo ∑︀𝑖∈K 𝜋𝑖0 = 1 e uma matriz de
taxa de transic¸a˜o de estados {𝜆𝑖𝑗} = Λ ∈ R𝑁×𝑁 , que define as probabilidades de transic¸a˜o
𝒫(𝜃(𝑡+ 𝜀) = 𝑗|𝜃(𝑡) = 𝑖) =
⎧⎨⎩ 1 + 𝜆𝑖𝑗𝜀+ 𝑜(𝜀), 𝑖 = 𝑗𝜆𝑖𝑗𝜀+ 𝑜(𝜀), 𝑖 ̸= 𝑗 (2.8)
com lim𝜀→0+ 𝑜(𝜀)/𝜀 = 0. Os elementos de Λ sa˜o tais que 𝜆𝑖𝑗 ≥ 0, ∀𝑖 ̸= 𝑗, e ∑︀𝑗∈K 𝜆𝑖𝑗 = 0,
∀𝑖 ∈ K.
Define-se o sistema linear homogeˆneo cont´ınuo com saltos markovianos como
𝒮 :
⎧⎨⎩ ?˙?(𝑡) = 𝐴𝜃(𝑡)𝑥(𝑡) + 𝐸𝑐𝜃(𝑡)𝑤𝑐(𝑡)𝑧(𝑡) = 𝐶𝜃(𝑡)𝑥(𝑡) (2.9)
evoluindo a partir das condic¸o˜es iniciais 𝑥(0) = 𝑥0 e 𝜃(0) = 𝜃0, onde 𝑥(·) : R+ → R𝑛,
𝑤𝑐(·) : R+ → R𝑟𝑐 , 𝑧(·) : R+ → R𝑠 e 𝜃(·) : R+ → K correspondem, respectivamente, ao
estado, a` entrada exo´gena, a` sa´ıda controlada e ao modo de Markov como na Definic¸a˜o
2.1. Observe que o sistema (2.9) e´ uma composic¸a˜o de va´rios sistemas dinaˆmicos, cada
um sendo representado por um modo da cadeia de Markov, que variam entre si de acordo
com 𝜃(𝑡). A Figura 3 representa um sistema 𝒮 que possui treˆs modos, ou seja, ele e´ uma
composic¸a˜o dos sistemas 𝒮1, 𝒮2, 𝒮3 e de sua matriz de taxa de transic¸a˜o Λ. Por isso, esse
tipo de sistema e´ utilizado para representar dinaˆmicas que sofrem mudanc¸as abruptas de
forma estoca´stica.
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2.3 Estabilidade de MJLS
Trata-se de fundamental importaˆncia saber avaliar a estabilidade de um sistema
como base para o seu projeto de controle.
Definic¸a˜o 2.2 (Estabilidade em me´dia quadra´tica) (COSTA et al., 2013)
O sistema (2.9) com 𝑤𝑐(𝑡) ≡ 0 e´ esta´vel em me´dia quadra´tica se, para qualquer estado
inicial 𝑥(0) = 𝑥0 ∈ R𝑛 e 𝜃(0) = 𝜃0 ∈ K,
lim
𝑡→∞ ℰ(||𝑥(𝑡)||
2) = 0 (2.10)
A condic¸a˜o de estabilidade em me´dia quadra´tica tambe´m decorre do crite´rio de Lyapunov,
o qual permite escreveˆ-la de forma matricial e, a depender do caso, transformar o problema
de investigac¸a˜o da estabilidade do sistema em um problema convexo, podendo ser expresso
atrave´s de LMIs.
Teorema 2.1 (COSTA et al., 2013)
Considere o MJLS
?˙? = 𝐴𝜃(𝑡)𝑥(𝑡), 𝜃(0) = 𝜃0, 𝑥(0) = 𝑥0 (2.11)
em que 𝑥(𝑡) ∈ R𝑛, 𝜃(𝑡) ∈ K e 𝑡 ∈ R+, com distribuic¸a˜o inicial 𝜋𝑖0 = 𝒫(𝜃0 = 𝑖). O sistema
(2.9) e´ esta´vel em me´dia quadra´tica se, e somente se, para quaisquer matrizes sime´tricas
𝐺 = (𝐺1, · · · , 𝐺𝑛) > 0, exitem matrizes sime´tricas 𝑃 = (𝑃1, · · · , 𝑃𝑛) > 0 satisfazendo
𝐴′𝑖𝑃𝑖 + 𝑃𝑖𝐴𝑖 +
∑︁
𝑗∈K
𝜆𝑖𝑗𝑃𝑗 +𝐺𝑖 = 0, 𝑖 ∈ K (2.12)
E´ importante notar que a Equac¸a˜o (2.12) possui um termo cruzado ligando os diversos
modos do sistema. Como consequeˆncia, o estudo de estabilidade de um MJLS na˜o equivale
a estudar a estabilidade de todos os modos individualmente. E´ poss´ıvel que todos os modos
sejam esta´veis, mas o sistema seja insta´vel, bem como o contra´rio tambe´m e´ verdadeiro,
ou seja, todos os modos sa˜o insta´veis mas o sistema e´ esta´vel a depender da matriz de
taxa de transic¸a˜o de estados. Teoria e exemplos sobre o assunto podem ser encontrados
em Costa et al. (2013).
2.4 Normas de MJLS
Apo´s o conceito de estabilidade, outro importante crite´rio a ser avaliado e´ o de
desempenho. Observe que o controle do sistema pode ser sintetizado levando-se em consi-
derac¸a˜o algum ı´ndice de desempenho. Dois deles comumente utilizados sa˜o os associados
a`s normas ℋ2 e ℋ∞. O primeiro se relaciona a caracter´ısticas de desempenho do sistema,
tal como a eficieˆncia energe´tica de entrada-sa´ıda da planta. O segundo pode ser inter-
pretado como uma caracter´ıstica de sua robustez. Ele esta´ relacionado com o quanto este
sistema tolera incertezas e variac¸o˜es em seus paraˆmetros e ainda assim se mante´m esta´vel.
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2.4.1 Norma ℋ2
A definic¸a˜o da norma ℋ2, a seguir apresentada, esta´ diretamente ligada ao pro-
blema linear quadra´tico e fornece uma medida do quanto o sistema permanece afastado
do seu ponto de equil´ıbrio dado um estado inicial.
Definic¸a˜o 2.3 (Norma ℋ2 de MJLS) (COSTA et al., 1999)





em que 𝑧ℓ(𝑡) e´ a sua resposta a` entrada impulsiva 𝑤𝑐(𝑡) = 𝑒ℓ𝛿(𝑡), sendo 𝑒ℓ ∈ R𝑟𝑐 o vetor
correspondente a` ℓ-e´sima coluna da matriz identidade, para ℓ = 1, · · · , 𝑟𝑐.
Observe que a norma acima definida so´ existe quando o somato´rio da equac¸a˜o
(2.13) e´ um valor finito, em outras palavras, o sistema e´ esta´vel e a entrada exo´gena
𝑤𝑐(𝑡) possui energia finita. A seguir e´ dada a descric¸a˜o equivalente do ca´lculo dessa norma
atrave´s de um problema de otimizac¸a˜o convexa.
Teorema 2.2 (COSTA et al., 1999)
A norma ℋ2 do sistema (2.9), considerado esta´vel em me´dia quadra´tica, pode ser calculada







𝐴′𝑖𝑃𝑖 + 𝑃𝑖𝐴𝑖 +
∑︁
𝑗∈K
𝜆𝑖𝑗𝑃𝑗 + 𝐶 ′𝑖𝐶𝑖 < 0, 𝑖 ∈ K (2.15)
onde 𝜋𝑖0 e´ a probabilidade inicial para cada modo de operac¸a˜o, ou seja, 𝒫(𝜃0 = 𝑖) = 𝜋𝑖0 ≥
0, para todo 𝑖 ∈ K.
2.4.2 Norma ℋ∞
Diferentemente da norma ℋ2, que esta´ associada a` performance, a norma ℋ∞
esta´ associada a` robustez do sistema perante incertezas. Atrave´s dessa norma, e´ poss´ıvel
verificar como o sistema responde a` pertubac¸a˜o de pior caso aplicada a ele. A prova do
pro´ximo teorema pode ser encontrada em Souza e Fragoso (1993).
Definic¸a˜o 2.4 (Norma ℋ∞ de MJLS) (SOUZA; FRAGOSO, 1993)
O sistema (2.9), sendo esta´vel em me´dia quadra´tica, possui a norma ℋ∞ igual ao menor
valor de 𝛾 > 0, tal que,
‖𝑧‖2 < 𝛾‖𝑤𝑐‖2 (2.16)
para todo 𝑤𝑐(𝑡) com norma limitada, ou seja, 𝑤𝑐 ∈ ℒ2 e todo 𝜃0 ∈ K.
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Como se nota, a determinac¸a˜o desta norma requer um trabalho considera´vel,
sobretudo se o paraˆmetro 𝛾 > 0 que a define for determinado atrave´s de um processo de
busca unidimensional. Felizmente, o pro´ximo teorema mostra que o seu ca´lculo tambe´m
pode ser feito atrave´s da soluc¸a˜o de um problema de otimizac¸a˜o convexa.
Teorema 2.3 (SOUZA; FRAGOSO, 1993)
A norma ℋ∞ do sistema (2.9), considerado esta´vel em me´dia quadra´tica, pode ser calcu-





𝐴′𝑖𝑃𝑖 + 𝑃𝑖𝐴𝑖 +
∑︀
𝑗∈K 𝜆𝑖𝑗𝑃𝑗 𝐶 ′𝑖 𝑃𝑖𝐸𝑐𝑖
∙ −𝐼 0
∙ ∙ −𝛾2𝐼
⎤⎥⎥⎥⎦ < 0, ∀𝑖 ∈ K (2.18)
Observe que as restric¸o˜es que definem o problema que permite calcular a norma ℋ∞
podem ser escritas como um conjunto de desigualdades alge´bricas de Riccati.
𝐴′𝑖𝑃𝑖 + 𝑃𝑖𝐴𝑖 +
∑︁
𝑗∈K
𝜆𝑖𝑗𝑃𝑗 + 𝐶 ′𝑖𝐶𝑖 + 𝛾2𝑃𝑖𝐸𝑐𝑖𝐸 ′𝑐𝑖𝑃𝑖 < 0 (2.19)
Como se trata de um conjunto de restric¸o˜es quadra´ticas convexas, estas foram convertidas
nas desigualdades matriciais lineares (2.18) atrave´s da aplicac¸a˜o de complemento de Schur
em (2.19). Embora tenha uma varia´vel escalar adicional 𝛾, o fato de o problema (2.17)–
(2.18) ser convexo faz com que ele tenha fa´cil soluc¸a˜o atrave´s de resolvedores de LMIs.
2.5 MJLS h´ıbridos
Sistemas h´ıbridos combinam dinaˆmicas a tempo cont´ınuo e leis de amostragem
em um mesmo sistema. De forma simples, eles podem ser representados por duas dinaˆ-
micas diferentes na mesma formulac¸a˜o, uma descrevendo os valores cont´ınuos e a outra,
os valores discretos do sistema. Uma abordagem h´ıbrida pode ser utilizada, por exemplo,
em sistemas biolo´gicos tais como enxames de vaga-lumes, grupos de grilos, conjuntos de
osciladores neuronais e grupos de ce´lulas do mu´sculo card´ıaco, na modelagem de sistemas
mecaˆnicos colidindo massas, no controle de aeronaves e no controle de dados amostrados,
como podem ser vistos em Goebel et al. (2009), com cada um deles necessitando de uma
formulac¸a˜o matema´tica espec´ıfica. No contexto do controle de sistemas amostrados, o sis-
tema h´ıbrido e´ composto por equac¸o˜es de dinaˆmica cont´ınua, normalmente representadas
na forma de espac¸o de estados, e leis de mudanc¸as abruptas. Um sistema linear h´ıbrido
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com saltos markovianos e´ definido como
?˙?(𝑡) = 𝐹𝜃(𝑡)𝜓(𝑡) + 𝐽𝑐𝜃(𝑡)𝑤𝑐(𝑡) (2.20)
𝑧(𝑡) = 𝐺𝜃(𝑡)𝜓(𝑡) (2.21)
𝜓(𝑡𝑘) = 𝐻𝜃(𝑡𝑘)𝜓(𝑡−𝑘 ) + 𝐽𝑑𝜃(𝑡𝑘)𝑤𝑑[𝑘 − 1], 𝜓(0−) = 𝜓0 (2.22)
para todo 𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1) com 𝑡0 = 0 e 𝑡𝑘+1 − 𝑡𝑘 = ℎ > 0, ∀𝑘 ∈ N, em que 𝜓(·) : R+ →
R𝑛𝜓 , 𝑤𝑐(·) : R+ → R𝑟𝑐 , 𝑤𝑑[·] : N → R𝑟𝑑 e 𝑧(·) : R+ → R𝑠𝑧 sa˜o o vetor de estado,
as entradas exo´genas cont´ınuas e discretas e a sa´ıda do sistema, respectivamente. Ale´m
disso, as matrizes 𝐹𝜃(𝑡), 𝐽𝑐𝜃(𝑡), 𝐽𝑑𝜃(𝑡𝑘), 𝐺𝜃(𝑡) e 𝐻𝜃(𝑡𝑘) sa˜o de dimenso˜es compat´ıveis e 𝜃(𝑡) e´
uma varia´vel aleato´ria como apresentada na Definic¸a˜o 2.1. Nesse caso, a equac¸a˜o (2.20)
representa a dinaˆmica cont´ınua do sistema, a equac¸a˜o (2.22) representa as suas mudanc¸as
abruptas e a (2.21), a sa´ıda desejada.
2.6 Estabilidade e normas de MJLS h´ıbrido
A fim de tratar estabilidade e normas de MJLS h´ıbrido, considere a func¸a˜o 𝜌𝛾(·) :








em que 𝛾 ∈ R+ e´ um escalar conhecido. Para um dado 𝛾 > 0, a func¸a˜o 𝜌𝛾(𝜓(0)) pode
ser calculada atrave´s da soluc¸a˜o estaciona´ria da equac¸a˜o de programac¸a˜o dinaˆmica as-
sociada a`s entradas exo´genas cont´ınua 𝑤*𝑐 ∈ ℒ2 e discreta 𝑤*𝑑 ∈ ℓ2 de pior caso. Isto e´,
resulta da aplicac¸a˜o do gerador infinitesimal (COSTA et al., 2013) que leva a` desigualdade
de Hamilton-Jacob-Bellman (GABRIEL et al., 2018). A func¸a˜o (2.23) tambe´m pode ser
utilizada para o ca´lculo das normas ℋ∞ e ℋ2 de MJLS h´ıbrido.
Nota 2.1 (Norma ℋ∞ de MJLS h´ıbrido)
Assumindo que o MJLS h´ıbrido (2.20)–(2.22) e´ esta´vel em me´dia quadra´tica, de (2.23) e
do fato de que 𝜓0 = 0 e 𝑤𝑑[−1] = 0 implica 𝜓(0) = 0, o problema de determinac¸a˜o da
sua norma ℋ∞ se reduz a
min
𝛾>0
{𝛾2 : 𝜌𝛾(0) ≤ 0} (2.24)
Por outro lado, 𝜌∞(𝜓(0)) = ‖𝑧‖22 segue do fato que para 𝛾 = +∞, o problema (2.23)
fornece 𝑤*𝑐 ≡ 0 e 𝑤*𝑑 ≡ 0. Adicionando as contribuic¸o˜es de cada condic¸a˜o inicial corres-
pondente ao impulso a tempo cont´ınuo 𝛿(0−) (delta de Dirac) e a tempo discreto 𝛿[𝑘− 1]
(delta de Kronecker), em cada canal da entrada exo´gena 𝑤𝑐 e 𝑤𝑑, respectivamente, pode-se
determinar a norma ℋ2 de MJLS h´ıbrido.
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Nota 2.2 (Norma ℋ2 de MJLS h´ıbrido)
Assumindo que o MJLS h´ıbrido (2.20)–(2.22) e´ esta´vel em me´dia quadra´tica, a sua norma




em que 𝜓ℓ(0) para ℓ = 1, · · · , 𝑟𝑐+𝑟𝑑 sa˜o as condic¸o˜es iniciais correspondentes aos impulsos
a tempo cont´ınuo e a tempo discreto mencionados, veja Zhou et al. (1996) para detalhes.
Deve-se lembrar que o sistema (2.20) – (2.22) pode ser usado para descrever dinaˆmicas
cont´ınuas juntamente com mudanc¸as abruptas em um mesmo equacionamento. E´ impor-
tante a obtenc¸a˜o de ferramentas matema´ticas que sejam capazes de fornecer informac¸o˜es
quanto a sua estabilidade e performance. O seguinte teorema trata da estabilidade e norma
de um MJLS h´ıbrido.
Teorema 2.4 (Estabilidade e norma de um MJLS h´ıbrido) (GABRIEL et al., 2018)
Sejam os escalares ℎ > 0, 𝛾 > 0, as matrizes 𝐹𝑖, 𝐺𝑖, 𝐻𝑖, 𝐽𝑐𝑖, 𝐽𝑑𝑖 e as condic¸o˜es iniciais






se e somente se existirem matrizes definidas positivas 𝑆𝑖 de dimenso˜es compat´ıveis tais que
𝛾2𝐼 > 𝐽 ′𝑑𝑖𝑆𝑖𝐽𝑑𝑖, ∀𝑖 ∈ K, satisfazendo o problema de duas condic¸o˜es de contorno composto
pelas inequac¸o˜es diferenciais acopladas




sujeitas a`s condic¸o˜es de contorno iniciais e finais
𝑆𝑖 ≥ 𝑃𝑖(0) , 𝑃𝑖(ℎ) ≥ 𝐻 ′𝑖
(︁
𝑆−1𝑖 − 𝛾−2𝐽𝑑𝑖𝐽 ′𝑑𝑖
)︁−1
𝐻𝑖 (2.28)
∀𝑖 ∈ K, uma delas estritamente satisfeita.
Perceba que o Teorema 2.4 pode ser escrito como um problema convexo atrave´s de DL-
MIs e assim ser resolvido por qualquer resolvedor de LMIs. O problema de controle, como
sera´ visto na sequeˆncia, a depender da estrutura das matrizes do sistema (2.20)–(2.22)
em relac¸a˜o as suas varia´veis internas, pode se tornar na˜o convexo. Como sera´ visto poste-




Este cap´ıtulo trata da modelagem matema´tica do projeto de estabilidade e con-
trole robusto parcialmente amostrado via realimentac¸a˜o de estado para sistemas lineares
com saltos markovianos h´ıbridos, onde apenas a varia´vel de estado e´ amostrada, enquanto
o paraˆmetro estoca´stico que define o modo de Markov do sistema na˜o e´ afetado pela
operac¸a˜o de amostragem, ou seja, a lei de controle proposta e´ da forma
𝑢(𝑡, 𝑡𝑘) = 𝐿𝜃(𝑡)
(︂
𝑥(𝑡𝑘) + 𝐸𝑑𝜃(𝑡𝑘)𝑤𝑑[𝑘 − 1]
)︂
, 𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1) (3.1)
para todo 𝑘 = 0, 1, · · · , onde 𝑢(·) e´ o sinal de controle de dados parcialmente amostrados,
𝑥(·) e´ a varia´vel de estado de dimensa˜o compat´ıvel e 𝜃(·) e´ o modo de Markov. A entrada
exo´gena 𝜔𝑑[·] e´ uma perturbac¸a˜o externa introduzida pela operac¸a˜o de amostragem em
cada instante de tempo 𝑡 = 𝑡𝑘.
Diferentemente da estrutura definida em (3.1), nas refereˆncias Gabriel et al. (2017)
e Gabriel et al. (2018) a seguinte estrutura de controle foi adotada
𝑢(𝑡𝑘) = 𝐿𝜃(𝑡𝑘)𝑥(𝑡𝑘) + 𝐸𝑑𝜃(𝑡𝑘)𝑤𝑑[𝑘 − 1], 𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1) (3.2)
para todo 𝑘 = 0, 1, · · · onde 𝑢(·) e´ o sinal de controle de dados amostrados. Recuperando-
se o contexto de NCS, a equac¸a˜o (3.1) pode ser interpretada como a estrutura de controle
aplicada a` arquitetura de rede da Figura 4, enquanto (3.2) pode ser interpretada como o
controle a tempo cont´ınuo 𝑢(𝑡) = 𝐿𝜃(𝑡)𝑥(𝑡) sendo transmitido ao atuador atrave´s de uma
rede de banda limitada, como na Figura 5. Neste trabalho, no qual o controle proposto e´
do tipo (3.1), observe que o paraˆmetro de Markov no sinal de controle na˜o e´ afetado pela
operac¸a˜o de amostragem.
Considere uma classe de sistemas lineares estoca´sticos descritos por um MJLS
homogeˆneo a tempo cont´ınuo com a seguinte realizac¸a˜o no espac¸o de estados
𝒮1 :
⎧⎪⎪⎪⎨⎪⎪⎪⎩
?˙?(𝑡) = 𝐴𝜃(𝑡)𝑥(𝑡) +𝐵𝜃(𝑡)𝑢(𝑡) + 𝐸𝑐𝜃(𝑡)𝑤𝑐(𝑡)
𝑦[𝑘] = 𝑥(𝑡𝑘) + 𝐸𝑑𝜃(𝑡𝑘)𝑤𝑑[𝑘 − 1]
𝑧(𝑡) = 𝐶𝜃(𝑡)𝑥(𝑡) +𝐷𝜃(𝑡)𝑢(𝑡)
(3.3)
em que 𝑥(·) : R+ → R𝑛, 𝑢(·) : R+ → R𝑚, 𝑤𝑐(·) : R+ → R𝑟𝑐 , e 𝑧(·) : R+ → R𝑠 sa˜o o
estado, o controle, a entrada exo´gena e a sa´ıda controlada, respectivamente. A entrada
















Figura 5 – Rede entre controlador e atuador.
exo´gena 𝑤𝑑[·] : N → R𝑟𝑑 e a sa´ıda medida 𝑦[·] : N → R𝑛 sa˜o definidas em uma estrutura
a tempo discreto, sendo 𝑤𝑑[−1] um valor conhecido a ser especificado depois.
Assume-se que o sistema (3.3) evolui a partir de 𝑥(0) = 𝑥0 e 𝜃(𝑡) ∈ K e´ uma
varia´vel aleato´ria governada por um processo de Markov a tempo cont´ınuo como na De-
finic¸a˜o 2.1. Supo˜e-se que a entrada exo´gena 𝑤𝑐 ∈ ℒ2 em (3.3) e´ limitada em norma. Para
esse sistema, considere o sinal de controle da forma
𝑢(𝑡) = 𝑢(𝑡, 𝑡𝑘), 𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1),∀𝑘 ∈ N (3.4)
em que a sequeˆncia de instantes de amostragem igualmente espac¸ados {𝑡𝑘}𝑘∈N e´ de modo
que 𝑡0 = 0, 𝑡𝑘+1 − 𝑡𝑘 = ℎ > 0, ∀𝑘 ∈ N. Sera˜o fornecidas condic¸o˜es para a determinac¸a˜o
dos ganhos de realimentac¸a˜o de estado 𝐿𝑖 ∈ R𝑚×𝑛, ∀𝑖 ∈ K, de tal forma que, com a
lei de controle (3.1), o sistema em malha fechada seja esta´vel em me´dia quadra´tica e um
ı´ndice de desempenho desejado seja minimizado. Observe que ate´ agora, segundo a ana´lise
bibliogra´fica feita, uma estrutura de controle via realimentac¸a˜o de estado do tipo (3.1)
ainda na˜o foi tratada. Considere o MJLS h´ıbrido
𝒮ℎ1 :
⎧⎪⎪⎪⎨⎪⎪⎪⎩
?˙?(𝑡) = 𝐹𝜃(𝑡)𝜓(𝑡) + 𝐽𝑐𝜃(𝑡)𝑤𝑐(𝑡)
𝑧(𝑡) = 𝐺𝜃(𝑡)𝜓(𝑡)
𝜓(𝑡𝑘) = 𝐻𝜓(𝑡−𝑘 ) + 𝐽𝑑𝜃(𝑡𝑘)𝑤𝑑[𝑘 − 1]
(3.5)
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⎤⎦ , 𝐽𝑐𝑖 =
⎡⎣ 𝐸𝑐𝑖
0














para todo 𝑖 ∈ K. Identificando a varia´vel de estado como 𝜓(𝑡)′ = [𝑥(𝑡)′ 𝑦(𝑡)′] ∈ R2𝑛,
segue imediatamente do sistema (3.5) que (3.3) e´ assegurado e 𝑢(𝑡) = 𝑢(𝑡, 𝑡𝑘), ∀𝑡 ∈
[𝑡𝑘, 𝑡𝑘+1),∀𝑘 ∈ N conforme o controle de realimentac¸a˜o de estado (3.1) e´ reproduzido.
Observe que o processo comec¸a em 𝑡0 = 0 a partir da condic¸a˜o inicial 𝜓(0) = 𝐻𝜓0 +
𝐽𝑑𝜃0𝑤𝑑[−1] que depende de 𝜓0 = 𝜓(0−) e de 𝑤𝑑[−1]. Esses valores e as entradas exo´genas
𝑤𝑐 ∈ ℒ2 e 𝑤𝑑 ∈ ℓ2 sa˜o definidos de acordo com o problema de interesse. Neste ponto,
e´ importante notar que o sistema (3.3) com a estrutura de controle (3.1) e´ totalmente
equivalente a` (3.5).
Observe que para a lei de controle (3.2), que foi tratada em Gabriel et al. (2018),
uma das interpretac¸o˜es e´ a arquitetura de rede do tipo da Figura 5, que pode ser repre-
sentada pela seguinte classe de sistemas estoca´sticos
𝒮2 :
⎧⎪⎪⎪⎨⎪⎪⎪⎩
?˙?(𝑡) = 𝐴𝜃(𝑡)𝑥(𝑡) +𝐵𝜃(𝑡)𝑢(𝑡) + 𝐸𝑐𝜃(𝑡)𝑤𝑐(𝑡)
𝑦[𝑘] = 𝑥(𝑡𝑘)
𝑧(𝑡) = 𝐶𝜃(𝑡)𝑥(𝑡) +𝐷𝜃(𝑡)𝑢(𝑡)
(3.7)
com as suas varia´veis definidas de forma similar ao sistema 𝒮1. Considerando a estrutura




?˙?(𝑡) = 𝐹𝜃(𝑡)𝜓(𝑡) + 𝐽𝑐𝜃(𝑡)𝑤𝑐(𝑡)
𝑧(𝑡) = 𝐺𝜃(𝑡)𝜓(𝑡)
𝜓(𝑡𝑘) = 𝐻𝜃(𝑡𝑘)𝜓(𝑡−𝑘 ) + 𝐽𝑑𝜃(𝑡𝑘)𝑤𝑑[𝑘 − 1]
(3.8)
para 𝜃(𝑡) ∈ K, no intervalo de tempo 𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1), ∀𝑘 ∈ N, e as matrizes no espac¸o de




⎤⎦ , 𝐽𝑐𝑖 =
⎡⎣ 𝐸𝑐𝑖
0












Identificando a varia´vel de estado como 𝜓(𝑡)′ = [𝑥(𝑡)′ 𝑢(𝑡)′] ∈ R𝑛+𝑚 segue imediatamente
de (3.8) que (3.7) e´ assegurada e 𝑢(𝑡) = 𝑢[𝑘], ∀𝑡 ∈ [𝑡𝑘, 𝑡𝑘+1). Ale´m disso a u´ltima linha do
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sistema 𝒮ℎ2 reproduz o controle de realimentac¸a˜o de estados (3.2). As condic¸o˜es iniciais e
as entradas exo´genas sa˜o consideradas iguais as do sistema 𝒮1.
Assim, os sistemas 𝒮ℎ1 e 𝒮ℎ2 sa˜o similares. A diferenc¸a esta´ na estrutura das
matrizes que os compo˜em e nos seus vetores de estado 𝜓(𝑡)′ = [𝑥(𝑡)′ 𝑦(𝑡)′] ∈ R2𝑛 e
𝜓(𝑡)′ = [𝑥(𝑡)′ 𝑢(𝑡)′] ∈ R𝑛+𝑚 respectivamente. Observe que em (3.6) a matriz 𝐿𝑖 a ser
encontrada atrave´s do problema de s´ıntese de controle se encontra nas matrizes 𝐹𝑖 e 𝐺𝑖
que esta˜o inseridas na equac¸a˜o diferencial do sistema 𝒮ℎ1. Por outro lado, a matriz 𝐻
inserida na parte da amostragem do sistema h´ıbrido e´ constante. No outro caso, a matriz
𝐿𝑖 a ser encontrada aparece apenas na parte amostrada do sistema 𝒮ℎ2.
No presente trabalho, pretende-se resolver o problema de controle do tipo (3.1)
atrave´s de DLMIs. Para isso, e´ necessa´rio explicitar as matrizes que compo˜em o Teorema
2.4 em relac¸a˜o a` varia´vel 𝐿𝑖 como um problema convexo. Por isso, neste caso, a diferenc¸a
mencionada acima faz com que o problema relacionado ao sistema 𝒮ℎ1 seja muito mais
dif´ıcil de resolver. Isso se deve ao fato de que, para o problema de controle parcialmente
amostrado, os ganhos de controle aparecem na equac¸a˜o diferencial do problema de duas
condic¸o˜es de contorno. No caso da refereˆncia mencionada, os ganhos aparecem apenas nas
condic¸o˜es de contorno. Mais detalhes sobre isso sera˜o dados no pro´ximo cap´ıtulo.
Para tratar corretamente essa estrutura, e´ necessa´rio incluir alguns novos dispo-
sitivos matema´ticos no sistema h´ıbrido associado, quando comparado ao dado em Gabriel
et al. (2018). Infelizmente, como ficara´ claro a seguir, o problema que considera a lei de
controle (3.1), a ser tratado neste trabalho, e´ muito mais dif´ıcil de ser resolvido do que
o anterior, cuja soluc¸a˜o esta´ dispon´ıvel na literatura, veja Gabriel et al. (2018) e as refe-
reˆncias nele contidas. Assim, a novidade deste trabalho e´ abordar o problema de controle
mencionado anteriormente, onde a matriz de ganho muda de acordo com o estado atual da
cadeia de Markov. Neste caso, para poder formular um problema de programac¸a˜o convexa,
algumas questo˜es alge´bricas devem ser enfrentadas, levando a um resultado com um certo
grau de conservadorismo. Ale´m disso, considerando o procedimento baseado em DLMI
proposto em Gabriel et al. (2018), as condic¸o˜es de controle sa˜o facilmente resolvidas por
qualquer resolvedor de LMI.
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4 Controle parcialmente amostrado
O presente cap´ıtulo trata da ana´lise e s´ıntese do controle parcialmente amostrado
via realimentac¸a˜o de estado do sistema 𝒮ℎ1 modelado no cap´ıtulo anterior. Primeiro, e´
mostrado como adaptar o Teorema 2.4 a ele. Depois, e´ apresentada a parte fundamental
dessa dissertac¸a˜o, que e´ a linearizac¸a˜o da explicitac¸a˜o do ganho 𝐿𝑖 contido na estrutura das
matrizes do Corola´rio 4.1 a fim de transforma´-lo em um problema de otimizac¸a˜o convexo,
que pode ser resolvido atrave´s de DLMIs associadas a um problema diferencial de duas
condic¸o˜es de contorno. Infelizmente, como sera´ visto nesse cap´ıtulo, apenas condic¸o˜es
suficientes sa˜o obtidas. Discusso˜es sobre o porqueˆ disso sa˜o feitas. A demonstrac¸a˜o do
Teorema 4.1 e´ apresentada de forma detalhada.
4.1 Estabilidade e norma de um sistema parcialmente amostrado
Para um dado 𝛾 > 0, sa˜o apresentados resultados para ana´lise de estabilidade
e avaliac¸a˜o da func¸a˜o 𝜌𝛾(𝜓(0)), como definida em (2.23). O resultado do Teorema 2.4 e´
particularizado para o sistema h´ıbrido 𝒮ℎ1 que conte´m a lei de controle que pretendemos
sintetizar.
Corola´rio 4.1 Sejam os escalares ℎ > 0, 𝛾 > 0, a condic¸a˜o inicial 𝜓(0) e as matrizes






se e somente se existirem func¸o˜es de matrizes sime´tricas 𝑃𝑖(𝑡) : R+ → R2𝑛×2𝑛 para cada
𝑖 ∈ K satisfazendo o problema de duas condic¸o˜es de contorno composto pelas inequac¸o˜es
diferenciais acopladas




para todo 𝑡 ∈ [0, ℎ), sujeito a`s condic¸o˜es de contorno
𝑃𝑖(0) > 0, 𝑃𝑖(ℎ) ≥ 𝐻 ′
(︁
𝑃𝑖(0)−1 − 𝛾−2𝐽𝑑𝑖𝐽 ′𝑑𝑖
)︁−1
𝐻 (4.3)
para todo 𝑖 ∈ K, em que 𝛾2𝐼 > 𝐽 ′𝑑𝑖𝑃𝑖(0)𝐽𝑑𝑖 para todo 𝑖 ∈ K.
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Prova: A prova segue de uma adaptac¸a˜o direta do Teorema 2.4, fazendo 𝑆𝑖 = 𝑃𝑖(0) > 0
e adotando as matrizes do espac¸o de estados 𝐹𝑖, 𝐺𝑖, 𝐽𝑐𝑖, 𝐽𝑑𝑖 e 𝐻𝑖 = 𝐻 definidas como em
(3.6) para todo 𝑖 ∈ K.
O resultado do Teorema 2.4 de Gabriel et al. (2018) aplica-se a va´rios sistemas h´ı-
bridos, incluindo o que esta´ sendo analisado. Portanto, todas as observac¸o˜es apresentadas
naquele artigo tambe´m sa˜o va´lidas no presente caso. De fato, pode-se ver por integrac¸a˜o
simples, que sempre que existe, qualquer soluc¸a˜o para as desigualdades acopladas (4.2)
e´ tal que 𝑃𝑖(𝑡) > 0 para todo 𝑡 ∈ [0, ℎ) e 𝑖 ∈ K porque as condic¸o˜es de contorno (4.3)
impo˜em que 𝑃𝑖(ℎ) > 0 para todos os 𝑖 ∈ K. Ale´m disso, o Corola´rio 4.1 fornece o valor
exato da func¸a˜o 𝜌𝛾(·) sempre que o lado direito da desigualdade (4.1) e´ minimizado con-
siderando ambos os cena´rios definidos. Essa tarefa pode ser executada sem dificuldade,
pois temos que lidar com um conjunto de DLMIs acopladas que pode ser convertido em
um conjunto de LMIs acopladas. Assim, a avaliac¸a˜o da func¸a˜o se reduz a` soluc¸a˜o de um
problema de programac¸a˜o convexa poss´ıvel de ser resolvido em uma u´nica iterac¸a˜o.
4.2 Controle de um sistema parcialmente amostrado
Considere o problema de controle que temos que resolver relativo ao sistema
(3.5). As matrizes 𝐹𝑖 e 𝐺𝑖 dependem dos ganhos de realimentac¸a˜o de estado parcialmente
amostrados 𝐿𝑖 para cada 𝑖 ∈ K e, consequentemente, incluindo esses ganhos no conjunto
de varia´veis, a avaliac¸a˜o da func¸a˜o 𝜌𝛾(·) torna-se um problema na˜o-convexo. A maneira de
contornar essa dificuldade e´ restringir as func¸o˜es da matriz definida positiva particionada
𝑃𝑖(𝑡) : R+ → R2𝑛×2𝑛 na forma
𝑄𝑖(𝑡) = 𝑃𝑖(𝑡)−1 =
⎡⎣ 𝑌𝑖(𝑡) 𝑈
𝑈 ′ 𝑌𝑖(𝑡)
⎤⎦ > 0, 𝑖 ∈ K (4.4)
isto e´, o elemento da diagonal secunda´ria 𝑈 ∈ R𝑛×𝑛 e´ na˜o-singular, independente da
cadeia de Markov e constante em todo o intervalo [0, ℎ). E´ importante notar que esta
restric¸a˜o adicional implica que a parte da necessidade do Corola´rio 4.1 na˜o e´ mais va´lida.
O impacto sobre esse conservadorismo sera´ avaliado numericamente atrave´s dos exemplos




0 𝑌 −1𝑖 𝑈 ′
⎤⎦ (4.5)
e as func¸o˜es matriciais definidas positivas 𝑋𝑖 = 𝑈𝑌 −1𝑖 𝑈 ′ > 0, para todo 𝑖 ∈ K. O pro´ximo
lema fornece um resultado instrumental que e´ essencial para que os ca´lculos sejam feitos
daqui para frente. Ele apresenta a linearizac¸a˜o dos termos acoplados que aparecem na
desigualdade (4.2).
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Lema 4.1 Considere as func¸o˜es matriciais previamente definidas e seja o escalar ℎ > 0



















sa˜o asseguradas para todo 𝑗 ̸= 𝑖 ∈ K×K no mesmo intervalo de tempo 𝑡 ∈ [0, ℎ).
Prova: Primeiramente, o Complemento de Schur do segundo elemento da diagonal de (4.4)
indica que 𝑄𝑖 > 0 se e somente se 𝑌𝑖 > 𝑋𝑖 > 0 para todo 𝑖 ∈ K. Assim, de (4.4) e (4.5),
manipulac¸o˜es alge´bricas simples mostram que a desigualdade (4.7) pode ser reescrita na
forma equivalente ⎡⎣ 𝑊𝑖𝑗 + Γ′𝑖𝑄𝑖Γ𝑖 Γ′𝑖𝑄𝑖Γ𝑗
∙ Γ′𝑗𝑄𝑗Γ𝑗
⎤⎦ > 0 (4.8)
para todo 𝑗 ̸= 𝑖 ∈ K × K no qual o Complemento de Schur do segundo elemento da












que e´ a desigualdade (4.6), concluindo dessa forma a prova.
Vale ressaltar que o uso de func¸o˜es matriciais bloco diagonais como Γ𝑖, 𝑖 ∈ K,
na˜o e´ usual para linearizac¸a˜o, ao passo que e´ essencial para obter o resultado do Lema 4.1.
Isso so´ e´ poss´ıvel devido a` estrutura especial das func¸o˜es da matriz (4.4) que foi imposta.
Observe, entretanto, que todos os blocos das func¸o˜es matriciais 𝑃𝑖(𝑡) sa˜o dependentes do






⎡⎣ (𝑌𝑖 −𝑋𝑖)−1 −(𝑌𝑖 −𝑋𝑖)−1𝑈𝑌 −1𝑖
−𝑌 −1𝑖 𝑈 ′(𝑌𝑖 −𝑋𝑖)−1 𝑌 −1𝑖 + 𝑌 −1𝑖 𝑈 ′(𝑌𝑖 −𝑋𝑖)−1𝑈𝑌 −1𝑖
⎤⎦ (4.10)
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𝑖 ∈ K, em que a dependeˆncia do tempo de 𝑌𝑖, 𝑋𝑖 e 𝑌𝑖 na u´ltima matriz foi omitida para
facilitar a visualizac¸a˜o.
O pro´ximo teorema, que e´ o principal resultado dessa dissertac¸a˜o, trata sobre a
s´ıntese dos ganhos de controle para o sistema 𝒮ℎ1.
Teorema 4.1 Sejam os escalares ℎ > 0, 𝛾 > 0 e a condic¸a˜o inicial 𝜓(0) dados. Se
existirem func¸o˜es matriciais 𝑌𝑖(𝑡), 𝑋𝑖(𝑡) : R+ → R𝑛×𝑛, 𝑊𝑖𝑗(𝑡) : R+ → R2𝑛×2𝑛 para todo
𝑗 ̸= 𝑖 ∈ K e as matrizes 𝐾𝑖 ∈ R𝑛×𝑚, 𝑈 ∈ R𝑛×𝑛 satisfazendo as desigualdades matriciais














⎤⎥⎥⎥⎥⎥⎥⎦ < 0 (4.11)
em que
𝑅𝑖 =
⎡⎣−?˙?𝑖 + 𝐴𝑖𝑌𝑖 +𝐵𝑖𝐾𝑖 + 𝑌𝑖𝐴′𝑖 +𝐾 ′𝑖𝐵′𝑖 𝐴𝑖𝑋𝑖 +𝐵𝑖𝐾𝑖
∙ ?˙?𝑖
⎤⎦ (4.12)
para todo 𝑖 ∈ K no intervalo de tempo 𝑡 ∈ [0, ℎ), sujeito a`s condic¸o˜es de contorno iniciais
e finais tais que ⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑌𝑖0 𝑈 𝑌𝑖ℎ 𝑋𝑖ℎ 0
∙ 𝑈+𝑈 ′ −𝑋𝑖0 𝑌𝑖ℎ 𝑋𝑖ℎ 𝐸𝑑𝑖
∙ ∙ 𝑌𝑖ℎ 𝑋𝑖ℎ 0
∙ ∙ ∙ 𝑋𝑖ℎ 0
∙ ∙ ∙ ∙ 𝛾2𝐼
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
> 0 (4.13)
enta˜o, com os ganhos 𝐿𝑖 = 𝐾𝑖(𝑈 ′)−1, 𝑖 ∈ K, e as matrizes
𝑃𝑖(0) = 𝑄𝑖(0)−1 =
⎡⎣𝑌𝑖0 𝑈
∙ 𝑈 ′𝑋−1𝑖0 𝑈
⎤⎦−1 > 0, 𝑖 ∈ K (4.14)
o limite superior (4.1) e´ assegurado.
Prova: Do fato de que (4.7) e (4.11) sa˜o asseguradas, vamos primeiro calcular a seguinte



















⎤⎦ , Γ′𝑖𝑄𝑖𝐺′𝑖 =
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Γ′𝑖𝐹𝑖𝑄𝑖Γ𝑖 =
⎡⎣ 𝐴𝑖𝑌𝑖 +𝐵𝑖𝐾𝑖 𝐴𝑖𝑋𝑖 +𝐵𝑖𝐾𝑖
0 0




sa˜o asseguradas. Agora, calculando o Complemento de Schur de (4.11) com respeito a`s
u´ltimas duas linhas e colunas, usando a desigualdade (4.6) fornecida pelo Lema 4.1 e as
relac¸o˜es matriciais anteriores, obteˆm-se as inequac¸o˜es diferenciais lineares






para cada 𝑖 ∈ K, va´lidas em todo o intervalo 𝑡 ∈ [0, ℎ). Adicionalmente, as LMIs no Lema
4.1 implicam que Γ′𝑖𝑄𝑖Γ𝑖 > 0 e consequentemente que 𝑄𝑖 > 0 para todo 𝑖 ∈ K no mesmo
intervalo de tempo. Multiplicando ambos os lados de (4.18) por 𝑄−1𝑖 , e´ poss´ıvel ver que a
func¸a˜o matricial 𝑃𝑖(𝑡) = 𝑄𝑖(𝑡)−1 > 0 existe e satisfaz a inequac¸a˜o diferencial linear (4.2)
do Corola´rio 4.1. Agora, vamos chamar nossa atenc¸a˜o para as condic¸o˜es de contorno. Da
observac¸a˜o de que 𝑋𝑖0 > 0 1 implica 𝑈 ′𝑋−1𝑖0 𝑈 ≥ 𝑈 + 𝑈 ′ −𝑋𝑖0 para todo 𝑖 ∈ K, enta˜o o
segundo elemento bloco-diagonal de (4.13) pode ser substitu´ıdo por 𝑈 ′𝑋−1𝑖0 𝑈 mantendo




⎤⎥⎥⎥⎦ > 0 (4.19)
para todo 𝑖 ∈ K. Multiplicando (4.19) pela direita por diag{Γ−1𝑖0 ,Γ−1𝑖ℎ , 𝐼} e pela esquerda
pela sua transposta, o Complemento de Schur do resultado fornece as condic¸o˜es de con-
torno do Teorema 4.1. Finalmente, as matrizes avaliadas em 𝑡 = 0 fornecem (4.14) sempre
que a transformac¸a˜o inversa 𝑌𝑖0 = 𝑈 ′𝑋−1𝑖0 𝑈 e´ executada. Fazendo isso, o limite superior
(4.1) e´ va´lido. A prova esta´ completa.
Em contraste com o controle amostrado via realimentac¸a˜o de estado da forma
(3.2) para o qual o problema de controle associado e´ convexo, o controle parcialmente
amostrado via realimentac¸a˜o de estado (3.1) e´ muito mais dif´ıcil de lidar, pois o problema
de controle associado na˜o e´ convexo e, em princ´ıpio, uma linearizac¸a˜o por meio de uma
mudanc¸a de varia´veis direta pode na˜o existir. De fato, essa afirmac¸a˜o deriva da observac¸a˜o
de que qualquer mudanc¸a de varia´veis deve depender da matriz 𝑃𝑖(𝑡) que varia no tempo,
que, em parte, deve ser restrita a ser constante para todo 𝑡 ∈ [0, ℎ) para impor que
as varia´veis matriciais 𝐿𝑖, ∀𝑖 ∈ K, devam ser invariantes no tempo. Isso naturalmente
introduz algum conservadorismo no resultado final.
1 Para facilitar a apresentac¸a˜o, denotamos 𝑄𝑖(0) = 𝑄𝑖0, 𝑄𝑖(ℎ) = 𝑄𝑖ℎ e suas matrizes de blocos de
acordo, para todo 𝑖 ∈ K.
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5 Controle ℋ∞ e ℋ2 parcialmente amos-
trado
O principal objetivo deste cap´ıtulo e´ aprofundar o resultado do Teorema 4.1 para
tratar os problemas de controle associados aos ı´ndices de desempenho ℋ2 e ℋ∞. Mostra-se
que esta formulac¸a˜o e´ adequada para lidar com incertezas parame´tricas nas matrizes do
sistema ou na matriz de taxa de transic¸a˜o. O caso particular do controle independente de
modo tambe´m e´ analisado. Como o Teorema 4.1 determina um custo garantido associado
a` func¸a˜o 𝜌𝛾(𝜓(0)), que engloba os ı´ndices de desempenho ℋ2 e ℋ∞ como mencionado
anteriormente, os pro´ximos corola´rios reafirmam os problemas (2.24) e (2.25) em termos
de um novo conjunto de varia´veis.
5.1 Controle ℋ∞
O caso do controle sujeito ao ı´ndice de desempenho ℋ∞ e´ de grande importaˆncia
quando e´ esperado que o sistema em malha fechada se mantenha esta´vel, mesmo sujeito
a pertubac¸o˜es.
Corola´rio 5.1 (Controle ℋ∞) Seja ℎ > 0 dado. O controle parcialmente amostrado
via realimentac¸a˜o de estado da forma (3.1) assumindo um custo garantido ℋ∞ mı´nimo e´




𝛾2 : (4.7), (4.11), (4.13)
}︁
(5.1)
Os ganhos sa˜o dadas por 𝐿𝑖 = 𝐾𝑖(𝑈 ′)−1, ∀𝑖 ∈ K.
Prova: Note que 𝜌𝛾(0) ≤ 0 e´ equivalente a dizer que ‖𝑧‖22 − 𝛾2(‖𝑤𝑐‖22 + ‖𝑤𝑑‖22) ≤ 0, para
todo 𝑤𝑐 ∈ ℒ2 e 𝑤𝑑 ∈ ℓ2. Logo, o problema de s´ıntese do controle ℋ∞ pode ser formulado
como a minimizac¸a˜o de 𝛾2 sujeito as restric¸o˜es indicadas, fazendo deste corola´rio uma
consequeˆncia imediata do Teorema 4.1.
Treˆs observac¸o˜es podem ser feitas. Primeiro, os ganhos 𝐿𝑖, 𝑖 ∈ K, que garantem o
custo mı´nimo garantido, sa˜o calculados em apenas uma iterac¸a˜o e na˜o como resultado de
um algoritmo iterativo convergente como, por exemplo, em Geromel e Gabriel (2015) e Hu
et al. (2006). O segundo diz respeito a` possibilidade de usar este resultado para projetar
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uma lei de controle robusto parcialmente amostrado. De fato, em (5.1), todas as restri-
c¸o˜es dependem linearmente dos paraˆmetros do sistema em malha aberta, sendo poss´ıvel
tratar problemas com incerteza parame´tricas em domı´nios limitados convexos. Uma ideia
semelhante foi apresentada em Gabriel et al. (2018) para o caso do controle amostrado
via realimentac¸a˜o de estado que considera uma lei de controle da forma (3.2). No entanto,
em Gabriel et al. (2018), foram estabelecidas condic¸o˜es necessa´rias e suficientes para a
estabilidade em me´dia quadra´tica e ı´ndices de desempenho o´timo. Terceiro, uma maneira
simples de resolver o problema convexo (5.1) e´ converter as desigualdades diferenciais
lineares em LMIs atrave´s da estrate´gia que sera´ discutida no pro´ximo cap´ıtulo. Em linhas
gerais, cada DLMI pode ser convertida em um certo nu´mero de LMIs, que dependera´ da
precisa˜o adotada durante a s´ıntese do controle.
5.2 Controle ℋ2
O caso do controle sujeito ao ı´ndice de desempenho ℋ2, por outro lado, e´ utilizado
quando a importaˆncia no comportamento do sistema em malha fechada tem como foco a
relac¸a˜o energe´tica entre a entrada e a sa´ıda do sistema.
Corola´rio 5.2 (Controle ℋ2) Seja ℎ > 0 dado e fac¸a 𝛾 = +∞. O controle parcialmente
amostrado via realimentac¸a˜o de estado da forma (3.1) assumindo um custo garantido ℋ2









: (4.7), (4.11), (4.13)
}︂
(5.2)
em que as varia´veis matriciais sime´tricas 𝑉𝑖 ∈ R𝑟𝑐×𝑟𝑐 e 𝑀𝑖 ∈ R𝑟𝑑×𝑟𝑑 satisfazem⎡⎣𝑉𝑖 𝐸 ′𝑐𝑖
∙ 𝑌𝑖ℎ −𝑋𝑖ℎ
⎤⎦ > 0, ∀𝑖 ∈ K (5.3)
⎡⎢⎢⎢⎣
𝑀𝑖 0 𝐸 ′𝑑𝑖
∙ 𝑌𝑖0 𝑈
∙ ∙ 𝑈 + 𝑈 ′ −𝑋𝑖0
⎤⎥⎥⎥⎦ > 0, ∀𝑖 ∈ K (5.4)
Os ganhos sa˜o dados por 𝐿𝑖 = 𝐾𝑖(𝑈 ′)−1, ∀𝑖 ∈ K.
Prova: Observe que a condic¸a˜o inicial 𝜓ℓ(0) se iguala a cada uma das 𝑟𝑐 colunas da
matriz 𝐻𝐽𝑐𝜃0 correspondendo a um impulso a tempo cont´ınuo 𝛿(0−) em cada canal da
entrada exo´gena 𝑤𝑐 e a cada uma das 𝑟𝑑 colunas de 𝐽𝑑𝜃0 correspondendo a um impulso
a tempo discreto 𝛿[𝑘 − 1] em cada canal da entrada exo´gena 𝑤𝑑. As parcelas da soma∑︀𝑟𝑐+𝑟𝑑
ℓ=1 𝜌∞(𝜓ℓ(0)) sendo calculadas com 𝛾 = +∞ fornecem a func¸a˜o objetivo desejada.
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𝜋𝑖0tr(𝐽 ′𝑐𝑖𝑄−1𝑖ℎ 𝐽𝑐𝑖 + 𝐽 ′𝑑𝑖𝑄−1𝑖0 𝐽𝑑𝑖) (5.5)
pois as condic¸o˜es de contorno (4.3) impo˜em 𝑄−1𝑖ℎ = 𝑃𝑖(ℎ) > 𝐻 ′𝑄−1𝑖0 𝐻 com 𝑃𝑖(0) = 𝑄−1𝑖0 ,









]︁ ⎡⎣ 𝑌𝑖ℎ 𝑈




= 𝐸 ′𝑐𝑖(𝑌𝑖ℎ −𝑋𝑖ℎ)−1𝐸𝑐𝑖 (5.6)
para cada 𝑖 ∈ K, o que reproduz (5.3). Ale´m disso, (5.4) e´ uma condic¸a˜o suficiente para




𝑖0 𝐽𝑑𝑖 para todo 𝑖 ∈ K e, como consequeˆncia, para a func¸a˜o objetivo
(5.2), concluindo assim a prova.
Note que a nova restric¸a˜o (5.3) e´ sempre via´vel, ja´ que o bloco quadrado composto
pela intersecc¸a˜o das linhas e colunas 3 e 4 da condic¸a˜o de contorno (4.13) impo˜e 𝑌𝑖ℎ−𝑋𝑖ℎ >
0, ∀𝑖 ∈ K. Ale´m disso, a condic¸a˜o suficiente dada por (5.4) na˜o impo˜e um aumento
de conservadorismo na aplicac¸a˜o do Teorema 4.1 uma vez que a condic¸a˜o 𝑈 ′𝑋−1𝑖0 𝑈 ≥
𝑈 +𝑈 ′−𝑋𝑖0 ja´ esta´ imposta em (4.13). Em linhas gerais, as mesmas observac¸o˜es va´lidas
para o problema de s´ıntese do controle ℋ∞ permanecem va´lidas no presente caso.
Tambe´m e´ poss´ıvel sintetizar um controle no qual ambos os ı´ndices de desempenho
sejam parcialmente levados em considerac¸a˜o. Nesse caso, uma func¸a˜o que inclua uma
ponderac¸a˜o entre ambos pode ser considerada. Essa opc¸a˜o e´ importante na s´ıntese de
projetos em que se busca um meio termo entre um desempenho associado aos ı´ndices
ℋ2 e ℋ∞. O pro´ximo corola´rio e´ uma generalizac¸a˜o dos dois anteriores em uma u´nica
implementac¸a˜o.
Corola´rio 5.3 (Controle misto ℋ2 e ℋ∞) Seja os escalares ℎ > 0 e 𝛽∞ ≥ 0 dados. O
controle parcialmente amostrado via realimentac¸a˜o de estado da forma (3.1) assumindo
uma ponderac¸a˜o dada por 𝛽∞ entre os custos garantidos ℋ2 e ℋ∞ mı´nimos e´ fornecido









𝑆𝑢𝑗𝑒𝑖𝑡𝑜 𝑎 (4.7), (4.11), (4.13), (5.3), (5.4)
(5.7)
Os ganhos sa˜o dados por 𝐿𝑖 = 𝐾𝑖(𝑈 ′)−1, ∀𝑖 ∈ K.
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Figura 6 – Custos mistos 𝒥∞ e 𝒥2 de um sistema.
Prova: Esta prova diz respeito a uma junc¸a˜o dos Corola´rios 5.1 e 5.2. Note que, para
𝛽∞ →∞, o ı´nfimo ocorre para o menor 𝛾 poss´ıvel, recaindo-se portanto no Corola´rio 5.1,
pois, nesse caso, as varia´veis 𝑉𝑖 e 𝑀𝑖 passam a na˜o influenciar no conjunto em que esta´
sendo feita a minimizac¸a˜o da func¸a˜o objetivo e as restric¸o˜es (4.13), (5.3) passam a na˜o
influenciar em nada no conjunto de busca da minimizac¸a˜o de 𝛾2. Por outro lado, para
𝛽∞ = 0, a soluc¸a˜o o´tima faz 𝛾 → +∞, recaindo-se no Corola´rio 5.2.
A Figura 6 mostra a relac¸a˜o entre os custos garantidos 𝒥∞ e 𝒥2 para um dado
sistema. Isso e´ obtido variando-se 𝛽∞ de 0 a +∞ no Corola´rio 5.3. O mı´nimo valor poss´ıvel
do eixo do 𝒥∞ trata-se da norma ℋ∞ do sistema. Observe que nesse caso, o custo 𝒥2𝑚𝑎𝑥
e´ um valor finito. Analisando-se o eixo do 𝒥2, observa-se que o valor mı´nimo poss´ıvel
da func¸a˜o trata-se da norma ℋ2. Nesse caso, diferentemente do anterior, tem-se que o
custo garantido 𝒥∞ → +∞. Esse gra´fico e´ muito u´til na s´ıntese de controladores em que
deve ser atendido a priori um determinado custo garantido 𝒥∞ ou 𝒥2, com o outro sendo
determinado como consequeˆncia.
Assim, e´ poss´ıvel calcular o ganho de controle misto definindo-se o valor do custo
mı´nimo desejado para um dos ı´ndices de desempenho a priori. Por exemplo, e´ poss´ıvel
definir um valor 𝒥∞ = 𝛾 e aplicar o Corola´rio 5.2 com esse valor de 𝛾 desejado.
E´ de particular importaˆncia o fato de que todas as restric¸o˜es dos problemas (5.2)
e (5.7) tambe´m dependem linearmente dos paraˆmetros do sistema em malha aberta, pos-
sibilitando mais uma vez tratar incertezas parame´tricas em domı´nios polito´picos convexos
sem grande dificuldade adicional. Isso e´ apresentado na sec¸a˜o a seguir.
5.3 Controle Robusto
Considere o sistema (3.3). Para lidar com incertezas, considere o simplex unita´rio
composto por todos os vetores na˜o negativos 𝛼 ∈ R𝑀 , 𝑀 um inteiro positivo, tais que
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∑︀𝑀
ℓ=1 𝛼ℓ = 1. Assim, o modelo composto e´ 𝐹𝑖𝛼 =
∑︀𝑀
ℓ=1 𝛼ℓ𝐹𝑖ℓ e Λ𝛼 =
∑︀𝑀
ℓ=1 𝛼ℓΛℓ, de forma
que, para um paraˆmetro desconhecido 𝛼 = [𝛼1 𝛼2 · · · 𝛼𝑀 ]′, as matrizes do MJLS sa˜o
descritas por
𝐹𝑖𝛼 =
⎛⎝ 𝐴𝑖𝛼 𝐵𝑖𝛼 𝐸𝑐𝑖𝛼
𝐶𝑖𝛼 𝐷𝑖𝛼 𝐸𝑑𝑖𝛼
⎞⎠ ∈ℳ𝑖, Λ𝛼 ∈ Ω (5.8)
∀𝑖 ∈ K. Os conjuntos ℳ𝑖, para cada 𝑖 ∈ K, e Ω sa˜o convexos e polie´dricos, sendo os
seus ve´rtices definidos por 𝐹𝑖ℓ e Λℓ para cada ℓ ∈ {1, 2, · · · ,𝑀}. Note que as DLMIs
definidas no Teorema 4.1 sa˜o lineares em relac¸a˜o aos paraˆmetros 𝐹𝑖ℓ, 𝑖 ∈ K e Λℓ para
todo ℓ ∈ {1, 2, · · · ,𝑀}. Assim, mantendo as varia´veis matriciais invariantes no conjunto
de incertezas, o custo mı´nimo garantido pode ser determinado pela imposic¸a˜o das DLMIs
dos Corola´rios 5.1, 5.2 e 5.3 em cada ve´rtice do politopo. Essa estrate´gia, que ja´ e´ bem
conhecida no domı´nio de sistemas lineares incertos, pode ser usada para abordar incertezas
parame´tricas mesmo no contexto de MJLS.
5.4 Controle Independente de Modo
Para fins pra´ticos, e´ importante investigar a situac¸a˜o em que apesar de o con-
trolador na˜o ter acesso aos modos da cadeia de Markov do sistema em malha aberta,
ainda sim e´ poss´ıvel determinar um controle parcialmente amostrado via realimentac¸a˜o
de estado em malha fechada que seja efetivo. Existem na literatura diferentes trabalhos
abordando o problema de estimar o estado do processo de Markov, Rodrigues et al. (2017),
por exemplo. No entanto, nesta dissertac¸a˜o, discute-se uma questa˜o muito mais simples
para esse problema, impondo 𝐿𝑖 = 𝐿, ∀𝑖 ∈ K, de tal forma que 𝑢(𝑡, 𝑡𝑘) = 𝐿𝑦(𝑡𝑘), ∀𝑘 ∈ N.
Para fazer essa s´ıntese, precisamos apenas impor adicionalmente que 𝐾𝑖 = 𝐾, ∀𝑖 ∈ K,
nos Corola´rios 5.1, 5.2 e 5.3, respectivamente. Pode ser visto que o conjunto de DLMIs e´
facilmente derivado de (4.7), (4.11) e (4.13) levando em considerac¸a˜o a mesma restric¸a˜o
adicional. Fazendo isso, o ganho independente de modo segue de 𝐿𝑖 = 𝐿 = 𝐾(𝑈 ′)−1 para
todo 𝑖 ∈ K, conforme desejado.
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6 Exemplos Ilustrativos
O objetivo desse cap´ıtulo e´ mostrar como e´ poss´ıvel aplicar a lei de controle (3.1)
a alguns sistemas dinaˆmicos. Utilizaram-se alguns exemplos da literatura e a s´ıntese de
controladores sujeitos a ı´ndices de desempenhos ℋ2 e ℋ∞ foi obtida, considerando-se, em
alguns casos, incertezas parame´tricas. Uma ana´lise do qua˜o restritivas sa˜o as condic¸o˜es
do Teorema 4.1 tambe´m foi realizada. Foram considerados:
∙ Aplicac¸a˜o pra´tica em um sistema massa-mola-amortecedor descrito em Lutz (2014).
Calculou-se o controle do sistema submetido a` ı´ndices de desempenho ℋ2 e ℋ∞.
Entradas exo´genas cont´ınuas e discretas sa˜o consideradas.
∙ Aplicac¸a˜o pra´tica em um sistema de ma´quinas ele´tricas acopladas (COSTA et al.,
2013). O modelo utilizado e´ de quatro modos de Markov. E´ realizada a s´ıntese do
controle sujeito ao ı´ndice de desempenho ℋ2 e a incertezas parame´tricas polito´picas.
∙ Aplicac¸a˜o da utilizac¸a˜o dos Corola´rios 5.2 e 5.3 para o ca´lculo de normas mistas em
um modelo acadeˆmico.
6.1 Me´todo nume´rico para aproximar DLMIs para LMIs
Para a conversa˜o das DLMIs do Teorema 4.1 em LMIs e com isso viabilizar a
utilizac¸a˜o de me´todos de otimizac¸a˜o convexa capazes de expressar a soluc¸a˜o procurada
em apenas uma iterac¸a˜o, considere uma soluc¸a˜o cont´ınua por partes da forma





, 𝑡 ∈ [𝑡𝑝, 𝑡𝑝+1] (6.1)
para 𝑝 = 0, 1, · · · , 𝑛ℎ − 1, com 𝑋𝑖𝑝 > 0, ∀𝑖 ∈ K e todo 𝑝 = 0, 1, · · · , 𝑛ℎ. Para resolver
as DLMIs (4.11), dividiu-se o intervalo de tempo [0, ℎ] em 𝑛ℎ segmentos de comprimento
𝜂 = ℎ/𝑛ℎ tal que 𝑡𝑝 = 𝑝𝜂. Consequentemente, apenas pontos isolados de descontinuidade
na soluc¸a˜o da derivada em relac¸a˜o ao tempo podem existir.
Conforme descrito em Gabriel et al. (2018), denotando a varia´vel matricial global
𝑋 = (𝑋1, · · · , 𝑋𝑁) e o conjunto de DLMIs acopladas que sera´ resolvido por ?˙?𝑖+ℒ𝑖(𝑋) <
0, em que ℒ𝑖(·) e´ uma func¸a˜o linear para cada 𝑖 ∈ K, enta˜o, utilizando-se a linearidade









Figura 7 – Arranjo de um sistema massa-mola-amortecedor.
de (6.1) em relac¸a˜o a 𝑡, aquela func¸a˜o linear por partes e´ fact´ıvel se e somente se
𝑋𝑖(𝑝+1) −𝑋𝑖𝑝
𝜂
+ ℒ𝑖(𝑋𝑝) < 0 (6.2)
𝑋𝑖(𝑝+1) −𝑋𝑖𝑝
𝜂
+ ℒ𝑖(𝑋𝑝+1) < 0 (6.3)
para todo 𝑖 ∈ K e 𝑝 = 0, · · · , 𝑛ℎ − 1. Ou seja, de forma a garantir que as DLMIs (4.11)
–(4.12) sejam satisfeitas em todo intervalo de tempo [0, ℎ), e´ necessa´rio e suficiente impor
que (4.11) –(4.12) sejam asseguradas em ambos os extremos de cada subintervalo de tempo
[𝑡𝑝, 𝑡𝑝+1), ∀𝑝 = 0, 1, · · · , 𝑛ℎ − 1.
6.2 Exemplo 1 (Sistema massa-mola-amortecedor)
O problema a ser resolvido consiste em um sistema massa-mola-amortecedor no
qual o controlador se conecta aos sensores via rede e aos atuadores via uma conexa˜o direta,
ou seja, sem amostragem ou perda de pacotes. O sistema e´ composto por dois carros sem
fricc¸a˜o, com massas 𝑚1 = 0.5 [kg] e 𝑚2 = 1.0 [kg], conectados por um amortecedor,
𝑏 = 0.2 [Ns/m] e uma mola, 𝑘2 = 7.0 [N/m]. O primeiro carro esta´ anexado a` parede
atrave´s de outra mola, 𝑘1 = 12.0 [N/m]. A forc¸a 𝑢(𝑡) e´ a entrada de controle atuando no
segundo carro e a forc¸a 𝑤𝑐(𝑡) e´ a entrada exo´gena atuando no primeiro carro. Um exemplo
similar onde a planta e´ controlada atrave´s de uma rede foi proposto em Lutz (2014) e
resolvido em Gabriel et al. (2018) com uma matriz de taxa de transic¸a˜o conhecida. As
matrizes do espac¸o de estados sa˜o as seguintes:
𝐴1 = 𝐴2 =
⎡⎢⎢⎢⎢⎢⎢⎣
0 0 1 0
0 0 0 1
(−𝑘2 − 𝑘1)/𝑚1 𝑘2/𝑚1 −𝑏/𝑚1 𝑏/𝑚1
𝑘2/𝑚2 −𝑘2/𝑚2 𝑏/𝑚2 −𝑏/𝑚2
⎤⎥⎥⎥⎥⎥⎥⎦




















𝐶1 = 𝐶2 =
⎡⎢⎢⎢⎣
0 10 0 0
0 0 0 1
0 0 0 0






Primeiro, e´ considerado 𝐸𝑑𝑖 = 0 ∀𝑖 ∈ K e, depois, 𝐸𝑑𝑖 = [0 0 0 1]′ ∀𝑖 ∈ K
modelando uma entrada exo´gena 𝑤𝑑 na medida de velocidade do segundo carro. Para levar
em conta poss´ıveis perdas de pacotes na rede, o sistema em malha aberta e´ modelado
como um MJLS com dois modos K = {1, 2} que representam a perda de pacotes e o





⎤⎦ = 𝑒Λℎ𝑑 (6.4)
com per´ıodo de amostragem ℎ𝑑 = 20 [ms]. A distribuic¸a˜o inicial 𝜋0 = [0.4 0.6]′ foi ado-
tada. Nesta dissertac¸a˜o, as DLMIs foram resolvidas utilizando-se a estrate´gia mencionada
anteriormente com 𝑛ℎ = 16. O efeito da limitac¸a˜o de largura de banda afeta somente
a comunicac¸a˜o entre sensores e controlador, implicando em uma lei de controle parci-
almente amostrada da forma (3.1) dentro de cada intervalo de tempo [𝑡𝑘, 𝑡𝑘+1) tal que
ℎ = 𝑡𝑘+1 − 𝑡𝑘 = 200 [ms], ∀𝑘 ∈ N. A partir do Corola´rio 5.1, o controle parcialmente
amostrado ℋ∞ impo˜e o custo mı´nimo garantido 𝛾 = 2.63 que e´ assegurado pelos ganhos⎡⎣ 𝐿1
𝐿2
⎤⎦ =
⎡⎣ 0 0 0 0
0.2496 −1.2028 −0.7905 −3.7891
⎤⎦
Considerando 𝑤𝑐(𝑡) = sen(𝜋𝑡/2) para todo 𝑡 ∈ [0, 5) e zero caso contra´rio, uma
simulac¸a˜o de Monte Carlo com 500 realizac¸o˜es do MJLS para todo 𝑡 ∈ [0, 10] foi executada.
A Figura 8 mostra no topo todas as trajeto´rias dentro do intervalo de um desvio padra˜o
do quadrado da norma euclidiana da sa´ıda controlada e, na parte inferior, o sinal de
controle parcialmente amostrado correspondente a` u´ltima realizac¸a˜o. Observe que todas
as trajeto´rias tendem a zero apo´s 𝑡 = 5 [s], quando a perturbac¸a˜o desaparece. Por outro
lado, considerando 𝐸 ′𝑑𝑖 = [0 0 0 1] ∀𝑖 ∈ K, o controle parcialmente amostrado ℋ∞ impo˜e
o custo mı´nimo garantido 𝛾 = 6.24 que e´ assegurado pelos ganhos⎡⎣ 𝐿1
𝐿2
⎤⎦ =
⎡⎣ 0 0 0 0
0.093 −1.009 −0.508 −2.420
⎤⎦
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Figura 8 – Simulac¸a˜o temporal sem a entrada exo´gena 𝑤𝑑.
Figura 9 – Simulac¸a˜o temporal com a entrada exo´gena 𝑤𝑑.
Executando a simulac¸a˜o temporal como antes, mas com 𝑤𝑑(𝑡𝑘) = sen(𝜋𝑡𝑘/2) para
todo 𝑡 ∈ [0, 5) e zero caso contra´rio, pode ser visto na Figura 9 que a perturbac¸a˜o discreta
causa um aumento na amplitude da sa´ıda do sistema, mas como antes, apo´s 𝑡 = 5 [s]
todas as trajeto´rias desaparecem.
O mesmo exemplo com 𝐸𝑑𝑖 = 0 ∀𝑖 ∈ K foi usado para investigar o comportamento
do controle independente de modo. Nesse caso, o controle parcialmente amostrado ℋ∞
impo˜e o custo garantido mı´nimo 𝛾 = 3.26, que e´ assegurado pelo ganho
𝐿1 = 𝐿2 = 𝐿 =
[︁
0.2393 −0.4757 −0.5078 −2.4405
]︁
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Figura 11 – Espac¸o de busca.
A Figura 10, com a mesma configurac¸a˜o da Figura 8, mostra os resultados da
simulac¸a˜o temporal. Ale´m da maior norma ℋ∞ adquirida para o controle independente
de modo, o que era esperado devido a` restric¸a˜o adicional imposta, e´ poss´ıvel observar
que a forma do sinal de controle parcialmente amostrado, quando comparada com o caso
anterior, e´ diferente. Isto pode ser explicado devido ao fato de que, no primeiro caso,
𝑢(𝑡, 𝑡𝑘) = 𝐿𝜃(𝑡)𝑥(𝑡𝑘), ∀𝑘 ∈ N e´ 𝑡 e 𝑡𝑘 dependente. Observe que a mudanc¸a no sinal de
controle pode ocorrer em duas situac¸o˜es diferentes, ou seja, na amostragem e na mudanc¸a
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Tabela 1 – I´ndices de desempenho.
𝐸𝑑𝑖 = 0 𝐸𝑑𝑖 = [0 0 0 1]′



















Tabela 2 – Acura´cia computacional.
𝑛ℎ 1 2 4 8 16
ℋ∞ 5.25 3.80 3.04 2.75 2.63
ℋ2 2.35 1.98 1.76 1.67 1.62
do modo de Markov. No segundo caso, 𝑢(𝑡𝑘) = 𝐿𝑥(𝑡𝑘), ∀𝑘 ∈ N so´ depende de 𝑡𝑘 implicando
que seu valor permanece constante durante todo o intervalo de amostragem. Ca´lculos de
custos garantidos e normas foram feitos para os cena´rios dependente de modo (MD)
e independente de modo (MI). Os resultados esta˜o resumidos na Tabela 1. A Figura 11
ilustra o ocorrido com os dois u´ltimos valores que constam da sexta coluna dessa tabela. O
custo com o controle independente de modo e´ menor que o custo com o controle dependente
de modo. Isto pode ocorrer, segundo a Figura 11, pois a minimizac¸a˜o de dois limitantes
superiores pode gerar custos verdadeiros na˜o compara´veis.
A partir da Tabela 1, e´ poss´ıvel verificar qua˜o restritivo e´ o ca´lculo do custo
mı´nimo garantido quando comparado com a norma do sistema em malha fechada calculada
exatamente pelo Corola´rio 4.1 para o sistema com os mesmos ganhos fixados. Isso se deve
ao fato de que os Corola´rios 5.1 e 5.2 expressam apenas condic¸o˜es suficientes para os
ca´lculos dos ı´ndices de desempenho ℋ2 e ℋ∞. Outro fato importante a ser observado e´
que (6.1), usado para calcular a derivada temporal das DLMIs expressas em (4.11), e´ ta˜o
preciso quanto maior e´ o nu´mero 𝑛ℎ de segmentos utilizados. Este e´ um compromisso entre
precisa˜o do custo garantido e esforc¸o computacional. A Tabela 2 mostra os resultados para
o cena´rio de custo garantido dependente de modo ℋ∞ e ℋ2 com 𝐸𝑑1 = 𝐸𝑑2 = 0.
6.3 Exemplo 2 (Ma´quinas ele´tricas acopladas)
Considere duas ma´quinas ele´tricas acopladas operando em uma rede, conforme
descrito em Costa et al. (2013) e Loparo e Blankenship (1985). Aqui, sera´ considerado o
efeito que pequenos acoplamentos estoca´sticos podem causar na estabilidade de sistemas
de poteˆncia. O modelo considera o nu´mero de ma´quinas, o desvio angular do rotor em
relac¸a˜o ao seu valor nominal, o coeficiente de amortecimento, a frequeˆncia natural da
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ma´quina e um mecanismo de acoplamento adverso, como pode ser visto na equac¸a˜o
𝜙𝑗(𝑡) + 2𝛼𝑗?˙?𝑗(𝑡) + 𝜔2𝑗𝜙𝑗(𝑡) =
𝑀∑︁
𝑘=1
𝜖𝜇𝑗𝑘(𝑡)𝜙𝑘(𝑡), 𝑗 = 1, · · · ,𝑀 (6.5)
onde 𝑀 e´ o nu´mero de ma´quinas consideradas na rede, e 𝜙𝑗 e´ o desvio do aˆngulo do
rotor da j-e´sima ma´quina em relac¸a˜o ao seu valor nominal. Os paraˆmetros 𝛼𝑗 e 𝜔𝑗 sa˜o res-
pectivamente o coeficiente de amortecimento e a frequeˆncia natural da j-e´sima ma´quina.
Neste exemplo, faz-se a suposic¸a˜o 0 = 𝛼1 < 𝛼2 ≤ 𝛼3 ≤ 𝛼𝑀 , o que significa que a primeira
ma´quina tem um coeficiente de amortecimento l´ıquido zero, enquanto as outras ma´quinas
teˆm amortecedores estritamente positivos. Neste caso, espera-se que a energia seja “bom-
beada” da porc¸a˜o esta´vel e positivamente amortecida do sistema (𝑗 ≥ 2) para a parte
marginalmente esta´vel (𝑗 = 1), conduzindo assim o sistema global a` instabilidade. Este
mecanismo de acoplamento adverso, cuja amplitude e´ sintonizada pelo pequeno paraˆme-
tro 𝜖 > 0, e´ representado pelo termo que aparece no lado direito de (6.5). Os processos 𝜇𝑗𝑘
modelam as flutuac¸o˜es aleato´rias que afetam o sistema. Para chegar a resultados expl´ıci-
tos, foi assumido em Costa et al. (2013) que eles sa˜o processos telegra´ficos homogeˆneos
tomando valores em {−1, 1} .
Este exemplo, considerando-se o caso de dois motores, com todas as especificac¸o˜es
das matrizes do sistema, foi proposto e resolvido em Costa et al. (2013) para o caso a
tempo cont´ınuo, considerando uma lei de controle cla´ssica dependente de modo, da forma
𝑢(𝑡) = 𝐿𝜃(𝑡)𝑥(𝑡). Deseja-se projetar a lei de controle (3.1) onde apenas a varia´vel de estado




−(𝜂1 + 𝜂2) 𝜂2 𝜂1 0
𝜂2 −(𝜂1 + 𝜂2) 0 𝜂1
𝜂1 0 −(𝜂1 + 𝜂2) 𝜂2
0 𝜂1 𝜂2 −(𝜂1 + 𝜂2)
⎤⎥⎥⎥⎥⎥⎥⎦ (6.6)
com 𝜂1 = 2.5 e 𝜂2 = 0.5. As matrizes no espac¸o de estados sa˜o
𝐴1 =
⎡⎢⎢⎢⎢⎢⎢⎣
0 1 0 0
−𝜔21 − 𝜖 0 −𝜖 0
0 0 0 1
−𝜖 0 −𝜔22 − 𝜖 −2𝛼2
⎤⎥⎥⎥⎥⎥⎥⎦ , 𝐴2 =
⎡⎢⎢⎢⎢⎢⎢⎣
0 1 0 0
−𝜔21 − 𝜖 0 𝜖 0
0 0 0 1




0 1 0 0
−𝜔21 + 𝜖 0 −𝜖 0
0 0 0 1
−𝜖 0 −𝜔22 + 𝜖 −2𝛼2
⎤⎥⎥⎥⎥⎥⎥⎦ , 𝐴4 =
⎡⎢⎢⎢⎢⎢⎢⎣
0 1 0 0
−𝜔21 + 𝜖 0 𝜖 0
0 0 0 1
𝜖 0 −𝜔22 + 𝜖 −2𝛼2
⎤⎥⎥⎥⎥⎥⎥⎦







⎤⎥⎥⎥⎥⎥⎥⎦ , 𝐶𝑖 =
⎡⎣ 𝐼4
01×4
⎤⎦ , 𝐷𝑖 =
⎡⎣ 01×4
1
⎤⎦ , 𝐸𝑐𝑖 = 𝐼4, 𝐸𝑑𝑖 = 04×1
para 𝑖 = {1, 2, 3, 4}. Do Corola´rio 5.2, o controle parcialmente amostrado ℋ2 impo˜e o







−0.3887 −1.3466 −0.6157 −0.9001
−0.4013 −1.3512 −0.6234 −0.9001
−0.3903 −1.3513 −0.6213 −0.9002
−0.4027 −1.3471 −0.6208 −0.9001
⎤⎥⎥⎥⎥⎥⎥⎦
Este resultado e´ muito similar ao calculado em Costa et al. (2013), com ℋ2 = 9.84
mostrando que, para este caso, as particularizac¸o˜es impostas no Teorema 4.1 na˜o foram
muito restritivas. Esse custo mı´nimo garantido depende fortemente do intervalo de tempo
de amostragem escolhido. Para confirmar essa afirmac¸a˜o, para o mesmo problema, mas
resolvido com ℎ = 200 [ms], o custo mı´nimo garantido ℋ2 aumenta para 22.78.
Um caso de interesse surge ao assumir-se que as taxas de transic¸a˜o sa˜o incertas,




−1 1 0 0
1 −1 0 0
0 0 −1 1
0 0 1 −1
⎤⎥⎥⎥⎥⎥⎥⎦ , Λ3 =
⎡⎢⎢⎢⎢⎢⎢⎣
−5 0 5 0
0 −5 0 5
5 0 −5 0
0 5 0 −5
⎤⎥⎥⎥⎥⎥⎥⎦ , Λ4 =
⎡⎢⎢⎢⎢⎢⎢⎣
−6 1 5 0
1 −6 0 5
5 0 −6 1
0 5 1 −6
⎤⎥⎥⎥⎥⎥⎥⎦
O politopo tem quatro ve´rtices e o controlador correspondente obtido do Corola´rio







−0.4209 −1.4158 −0.6125 −0.8990
−0.4565 −1.4302 −0.6438 −0.8989
−0.4327 −1.4366 −0.7793 −0.9018
−0.4853 −1.3863 −0.7659 −0.9002
⎤⎥⎥⎥⎥⎥⎥⎦
que e´ muito pro´ximo ao calculado em Costa et al. (2013), que foi de 9.85. Novamente
temos que, nesse caso, a suficieˆncia imposta nas LMIs de s´ıntese do controle na˜o foram
muito restritivas.
A Tabela 3 resume os resultados obtidos. O Corola´rio 5.2 foi utilizado para a
s´ıntese do controle robusto a partir do modelo de incertezas descrito na sec¸a˜o 5.3. Os
valores de custo ℋ2 fornecidos por Costa et al. (2013) correspondem a uma lei de controle
linear cont´ınua, isto e´, na˜o amostrada.
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Tabela 3 – I´ndice de desempenho ℋ2.
Sem Incerteza Com Incerteza
ℎ[ms] 20 200 20
Corola´rio 5.2 9.91 22.78 9.93
Costa et al. (2013) 9.84 9.85
6.4 Exemplo 3 (Ca´lculo de norma mista)
Considere um sistema linear sujeito a saltos markovianos com dois modos, uma
entrada de pertubac¸a˜o externa 𝑤𝑐(𝑡) e uma sa´ıda controlada 𝑧(𝑡). O objetivo e´ encontrar
uma lei de controle parcialmente amostrado via realimentac¸a˜o de estados da forma (3.1),
com per´ıodo de amostragem dado por 𝑡𝑘+1 − 𝑡𝑘 = ℎ = 250 [ms], capaz de estabilizar
o sistema dinaˆmico no contexto dos ı´ndices de desempenho ℋ2 e ℋ∞. Esse sistema foi
apresentado e resolvido para uma lei de controle da forma (3.2) em Gabriel et al. (2014).




















⎤⎦ , 𝐸𝑑1 = 𝐸𝑑2 = 0





e 𝜋0 = [1 0]′ e´ o vetor de probabilidade inicial.
A ideia e´ obter custos mı´nimos garantidos sujeitos a um misto entre as normas
ℋ2 e ℋ∞. A fim de que se tenha uma melhor percepc¸a˜o do comportamento do sistema,
calculam-se os custos garantidos ℋ2 e ℋ∞. Em seguida, considera-se como meta para a
robustez do sistema um valor 20% superior ao seu custo ℋ∞ calculado anteriormente e a
partir desse valor, encontra-se a matriz de ganhos 𝐿𝑖 com o respectivo custo ℋ2 corres-
pondente. Para transformar as DLMIs do Teorema 4.1 em LMIs, adotou-se a estrate´gia
descrita em (6.1) com 𝑛ℎ = 16. Utilizando-se o Corola´rio 5.1, obteve-se o custo garantido
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Figura 12 – Custos mistos 𝒥∞ e 𝒥2 do sistema.
Considerando-se agora 𝛾 = 1.2 × 2.74 = 3.29 e utilizando o Corola´rio 5.2, obteve-se um






Observe que esse u´ltimo valor obtido e´ maior do que o anterior para 𝛾 =∞. Isso e´ razoa´vel
visto que os ganhos obtidos agora tambe´m tentam satisfazer um ı´ndice de robustez imposto
ao projeto e na˜o apenas a um desempenho dedicado a diminuic¸a˜o do gasto energe´tico do
sistema.
Para uma investigac¸a˜o do comportamento da relac¸a˜o entre os custos mı´nimos
garantidos 𝒥∞ e 𝒥2 para esse sistema, utilizou-se o Corola´rio 5.3 variando-se 𝛽∞ de 0 a
+∞. O resultado encontra-se na Figura 12. Nela podem ser vistos os valores das normas




Nessa dissertac¸a˜o, foi discutida a modelagem matema´tica de um sistema linear
com saltos markovianos cont´ınuo sujeito a uma lei de controle de realimentac¸a˜o de estado
na qual apenas a varia´vel de estado e´ amostrada, enquanto o modo de Markov usado para
fins de controle na˜o e´ afetado por essa operac¸a˜o. Sob este sistema, foi modelada a presenc¸a
de entradas exo´genas cont´ınua e discreta. Foi visto que essa classe de sistemas pode ser
utilizada para modelar um tipo espec´ıfico de arquitetura de rede de comunicac¸a˜o na qual
a rede se encontra entre o sensor e o controlador.
O sistema dinaˆmico juntamente com a lei de controle utilizada foi modelado
como um MJLS h´ıbrido tornando poss´ıvel o seu tratamento atrave´s da adaptac¸a˜o de um
resultado ja´ existente na literatura, a respeito de estabilidade em me´dia quadra´tica e de
normas para esta classe de sistemas. A estrate´gia utilizada para a obtenc¸a˜o dos ganhos de
controle foi a de adaptar o resultado citado para obter um problema convexo de otimiza-
c¸a˜o, explicitando-se os ganhos, e podendo ser expresso atrave´s de DLMIs, um dispositivo
matema´tico que pode ser convertido em LMIs e ser resolvido atrave´s de programas de
otimizac¸a˜o convexa em apenas uma u´nica iterac¸a˜o. Essa foi a principal novidade teo´rica
da dissertac¸a˜o e tambe´m a parte mais desafiadora, visto que as estruturas das matrizes
do MJLS h´ıbrido obtido fazem com que a varia´vel de ganho do controle esteja presente
nas equac¸o˜es diferenciais do sistema, tornando o problema na˜o convexo. Para enfrentar
essa dificuldade, foi necessa´rio fazer algumas particularizac¸o˜es na matriz de Lyapunov,
tornando o resultado final apenas suficiente.
O problema convexo obtido foi adaptado para tratar a s´ıntese de controle sujeita
aos ı´ndices de desempenho ℋ2 e ℋ∞. Tambe´m foi estudado o caso do controle inde-
pendente de modo e o controle sujeito a incertezas parame´tricas, este u´ltimo atrave´s da
abordagem de sistemas polito´picos. A nova estrutura de controle proposta foi aplicada
em exemplos dispon´ıveis na literatura para mostrar como o ferramental matema´tico de-
senvolvido pode ser utilizado. Fizeram-se comparac¸o˜es entre os custos garantidos obtidos
nas operac¸o˜es de s´ıntese e ana´lise do sistema, de forma a se ter uma ideia do qua˜o conser-
vadoras foram as hipo´teses feitas para a obtenc¸a˜o do Teorema 4.1. Tambe´m foi poss´ıvel
ver como o conservadorismo introduzido pelas condic¸o˜es suficientes esta´ relacionado a`
dinaˆmica do sistema que se deseja controlar e ao per´ıodo de amostragem utilizado.
Recomenda-se como estudos futuros uma investigac¸a˜o mais profunda a respeito
das hipo´teses simplificadoras utilizadas para um maior entendimento do problema a ser
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resolvido com a poss´ıvel obtenc¸a˜o de condic¸o˜es necessa´rias e suficientes para a s´ıntese da
estrutura de controle proposta. Outro to´pico interessante a ser abordado corresponde a
uma estrutura gene´rica em que existem redes de banda limitada entre o sensor, o con-
trolador e o atuador, sendo, nesse caso, cada uma delas modeladas com amostragem e
varia´veis de Markov diferentes. Em seguida, o mesmo tipo de problema para sistemas na˜o
lineares pode ser investigado.
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