The Red Deer Algorithm (RDA) is one of recent metaheuristic algorithms inspired by the behavior of red deers during a breading season. The RDA revealed its performance for a variety of combinatorial optimization problems in different real-world applications. In this paper, the parameters and operators of RDA using some adaptive strategies have been modified to improve the performance of this optimizer. To prove the efficiency of Improved RDA (IRDA), not only some benchmarked functions are utilized but also a Direct Current (DC) brushless motor design as one of real-world engineering design issues. The results of developed IRDA are compared with its general idea and existing algorithms from the literature. This comparative study confirms that the offered IRDA outperforms the other algorithms and provide very competitive results.
Introduction
The metaheuristic algorithms are a type of stochastic optimization in nature which have become more and more applicable in many engineering design issues [1] . There are several recently-introduced optimizers for solving complex and non-linear problems. For example, the Social Engineering Optimizer (SEO) inspired by the rules of social engineering [2] ; the MothFlame Optimizer (MFO) inspired by the swarm behavior of flying moth in the night with respect to the moon [3] ; the Sine Cousin Algorithm (SCA) inspired by the logic of sine and cousin functions [4] ; the Exchange Market Algorithm (EMA) inspired by the different techniques of marketing in a bazar [5] ; and Red Deer Algorithm (RDA) inspired by the evolutionary strategies of red deers in a breeding season [6] ; are some successful algorithms in the recent years.
Generally, many metaheuristics confirm their high efficiency in solving challenging engineering design issues with a large number of local solutions [2] . Regarding the real-world optimization problems by increasing the size of designed model, it is difficult to reach the global solutions by using the current metaheuristics [7] . Therefore, such algorithms may need some improvements to better solve these NP-hard problems satisfactorily [3] .
One of interesting real-world optimization engineering problems is designing a Direct Current (DC) brushless motor. The advantages of DC motor are become more common in both academics and industrial practitioners due to the highlighted characteristics especially the fast control designs and high efficiency [8] . Accordingly, the present generation of brushes and commentator may be suggested as a set of major demerits of motors due to the satiable erosions of the motors' components [9] . Nowadays, an increase in safety hazards and the maintenance costs of such motors can be envisaged in a few last decades [8] . This problem has been formulated as a Brushless DC motor (BLDC). The difficulty of solving this problem is a motivation of several studies to apply a numerous metaheuristics [9] . As can be resulted from the No Free Lunch theorem [10] , it is always possible that a new optimizer shows a better performance in comparison with existing algorithms. By another point of view, changing the solution algorithms may be useful to find the global optimum instead of local solutions [11] . This reason motivates us to employ the Red Deer Algorithm (RDA) as one of recently-developed biooptimizer for the first time in the area of BLDC. The main contribution of our work is to propose an improved version of RDA to better solve a BLDC design problem.
Regarding the scientific studies in the area of BLDC, this literature is generally very rich in employing recent and well-know metaheuristics. From a recent study offered by Duan and Gan, [8] , a BLDC was applied by developing an Orthogonal Multi-objective Chemical Reaction
Optimizer (OMOCRO). The aim of their work was to maximize the efficiency of BLDC model by minimizing the material cost. They compared their offered OMOCRO with the state of art optimizers including Non-dominated Sorting Genetic Algorithm (NSGA-II) and Multi-Objective of Particle Swarm Optimization (MOPSO). Another novel optimizer has been proposed by Lee et al., [9] . They proposed the Search Region Management (RSM) algorithm to reach the global solution instead of a set of local solutions. Their optimal design of BLDC was tested with the help of FEA to optimize the torque ripple. In 2016, a novel Multi-Objective Krill Herd (MOKH) was proposed by Ayala et al., [12] . They also applied the beta distribution by using the inertia 3 weight collaboration. They showed that their proposed algorithm can reveal a better performance in comparison with Electromagnetic-like Algorithm (EMA). Another discussion about optimization tools to solve the BLDC was proposed by Ishikawa et al., [13] . They considered a new GA based on the topology optimization to solve the stator teeth in a BLDC motor to minimize torque ripple. In 2016, another BLDC motor was optimized by a recent population algorithm called as Interstellar Search Method (ISM) considering mesh adaptive direct search in the work of Son et al., [14] . Their goal was to minimize the torque ripple as the objective function. In another research, Yoon et al., [15] considered the optimal design of BLDC with the cost-efficiency of ferrite magnets to optimize the flux density and the torque ripple, simultaneously. Similarly, Kim et al., [16] optimized the anisotropic ferrite magnet shape and magnetization direction of an interior permanent magnet BLDC motor. They considered a simulation-based optimization approach to solve this complicated optimization model. The 2-D analytical optimization case of BLSC motor was suggested by Liu et al., [17] . Their aim was to predict the magnetic field distribution and comparing the results with best existing outputs from the literature. A comprehensive discussion on the outer rotor type motor design using through a blower system of BLDC vehicle was considered by Lee et al., [18] . In 2017, Azari et al., [19] applied a Cuckoo Optimization Algorithm (COA), GA and PSO to reach an optimal design of BLDC motor. Their aim was find the best level of the parameters of motor geometric functions.
In 2018, Xu and Deng [20] recently proposed a Pigeon-Inspired Optimizer (PIO) to solve a set of power components for BLDC design motor with merging adjacent-disturbances and integrateddispatching.
Generally speaking, it can be observed that the recent developed optimizers show a better efficiency in comparison with well-known and the state of art algorithms. The aforementioned papers form the literature can be divided into three categories. A number of studies added different new factors to formulate a BLDC model. Since this problem is NP-hard, a group of them mainly considered the application of recent metaheuristics to reach an optimal design of BLDC motor. Another category considered both modeling and solution approaches. This study proposes an Improved Red Deer Algorithm (IRDA) for the first time in this area to better solve a BLDC design motor adopted from [19] . An extensive comparative study not only performs on the BLDC design motor but also some standard benchmarked functions. 4 The rest of this paper can be summarized as follows: Section 2 overviews RDA with its successful literature and wonderful steps and details. Section 3 proposes the developed IRDA with its formulations and explanations. Section 4 considers a comprehensive comparison between the proposed algorithm and other applied algorithms to identify the pros and cons of the proposed methodology. Eventually, the conclusion and future recommendations are suggested in Section 5.
Red Deer Algorithm (RDA)
The From the area of truck scheduling problems, Mohammadzadeh et al., [26] applied WWO, Virus
Colony Search (VCS) and RDA to address a truck scheduling problem in a cross docking system. They revealed that RDA outperformed other metaheuristics existing in the literature. 5 Overall, the aforementioned papers [21] [22] [23] [24] [25] [26] Similar to other evolutionary optimizers, the RDA starts with a population of random solutions called Red Deers (RDs). These solutions are divided into two types: "male RDs" as the best solutions and "hinds" as the rest of solutions. Generally, the roaring, fighting and mating commander, some hinds are adopted to be in the harem. The more power of commander, the more hinds in the harem. After generating the harems, an amazing mating behavior is occurred.
In this regard, firstly, the commanders should mate with a number of hinds in the harem and a few ones in another harem to extent this territory. Then, the stags can mate with the nearest hind without the limitation of harems. Regarding the evolutionary concepts in the RDA, some better solutions will be chosen as the next generation for this algorithm by the roulette wheel selection or tournament selection mechanisms. At the end, the stop condition of this algorithm based on the maximum number of iterations should be satisfied.
Like other metaheuristics, a balance between the exploitation and exploration phases is very important. The RDA does the exploitation properties by the roaring and fighting of males as well as the mating of stags with the nearest hinds. As such, the main exploration phase refers to the generating some harems for each commander and the mating operator with a harem and a random selected one. To have a conclusion about these procedures, Fig. 1 reveals the flowchart of this metaheuristic. Accordingly, the blue boxes specify the intensification phase, whereas the red boxes maintain the diversification characteristics of this algorithm. In regards to the green box, to escape from the local optimum solutions, the next generation will be selected by using an evolutionary concept. To better understand the RDA's coding, its pseudo-code is also provided 6 in Appendix A. More illustration about RDA and related formulas can be referred to the main source [6] and other related papers in this area [21] [22] [23] [24] [25] [26] .
Generally speaking, the RDA has some pros and cons compared to other recent metaheuristic algorithms. This algorithm is very good at balancing the exploration and exploitation phases [6] . It can reach the global optimum instead of local ones in majority of case studies [6, [21] [22] [23] [24] [25] [26] . The convergence rate of this metaheuristic is generally better than several well-known and recent optimizers such as ICA, GA, PSO, WWO and VCS and so on based on recent published papers [21] [22] [23] [24] [25] [26] . However, the main disadvantage of this algorithm is its difficulty to tune due to some controlling parameters. This study aims to find a way to reduce the main parameters of this algorithm by using some adaptive strategies. To alleviate this drawback, the parameters and operators of this algorithm will be updated per iteration to better search the feasible space and improve its capability to find the global solutions.
****Please, insert In the proposed IRDA, there are a set of rules to formulate and value the amount of parameters including alpha, beta and gamma. First of all, the number of commanders should be planned. Each commander generates a harem. By another point of view, the number of commanders is the number of best solutions which increases the intensification phase. However, the number harems is directly affected on the diversification properties. So, the number of commanders is very important to manipulate both search phases. Overall, following formula has been proposed to update the percentage of commanders among all males:
where it is the current iteration of algorithm. By considering the above formula, this number has been increased during the iterations. The minimum possible amount of this parameter is 0.1. This rate has been varied to 1 as the highest amount of this parameter. Regarding our experiments, it gets a chance to user to manipulate both exploitation and exploration properties. To calculate alpha and beta, an elitism strategy has been applied. The average of fitness for the hinds in this harem and a selected randomly harem has been computed. In the case of minimization, if the average of fitness in the harem of considered commander is lower than another, it means that the hinds of this harem is better than one. So, the percentage of mating for the commander has been computed as follows:
Conversely, the beta has been considered as follows:
Notably, if the average fitness of this harem is higher than another harem. The rate of these two parameters should be exchanged. It means that the rate of beta should be calculated by Eq. 
Experimental results
In this section, the experimental analyses of proposed IRDA for some standard benchmarked functions and an interesting engineering design issue called BLDC are provided. 8 First of all, the data sets needed to generate the benchmarks are reported. Consequently, the calibration of algorithms' parameters is taken into consideration to enhance the metaheuristics' performance to have a fair comparison. After that two comparative studies are considered to evaluate the proposed IRDA with its original idea and the best existing results from the literature.
Notably, all treatments have been done on a same computer with a same processor. These computations have been run on a Core 2 Duo-2.26 GHz processor laptop.
4.1.Data sets
Since two different problems have been employed in this study, the definitions and settings of data are clearly specialized. Here, the following sub-sections have been provided to address the used benchmarked data comprehensively.
Standard benchmarked functions
Normally, to evaluate a novel optimizer, some standard benchmarked functions should be utilized. The literature reports that there are more 60 different benchmarked functions [2] [3] [4] [5] [6] . In this regard, 12 standard benchmarked functions taken from the Congress on Evolutionary Computation (CEC) and also adopted from recent studies have been chosen [2] ; [5] [6] . They are numbered as P1 to P12. All of them are an optimized case of minimization. The global optimum for all treatments is zero. Their formulas and distributions are reported in Appendix C (as can be seen in Table C1 ). Furthermore, to analyze the proposed algorithms in different cases, both low and high dimensional situations have been utilized with 30 and 100 decision variables, respectively. Based on their characteristics, they are divided into unimodal, multimodal, separable and non-separable classifications. Since these test problems have been illustrated in most of previous works, more details of used benchmarked functions can be referred to [2] [3] [4] [5] [6] .
BLDC motor structure
The proposed BLDC design motor in this study is benchmarked from [19] and [27] . Accordingly, the definitions and related formulations of considered BLDC motor and the related deign factors can be referred to [19] ; [27] . From an overall view, Fig. 2 shows the studied BLDC motor in this study. Generally, there are 10 important decision variables for considered BLDC motor. The notations, definitions and feasible range of these variables are reported in Appendix D (Please, see Table D1 ). 9 ****Please, insert Fig. 2 around here****
4.2.Tuning of optimizers
Since both RDA and IRDA have some controlling parameters, it is needed to tune them, satisfactorily. If a metaheuristic is not calibrated very well, its behavior would not be efficient [28] [29] [30] . In this subsection, these optimizers have been tuned for each problem, comprehensively [31] [32] [33] [34] . Accordingly, each parameter of algorithms as a factor, a number of levels (suggested values) should be considered. and Relative Percentage Deviation (RPD). Regarding the S/N, it shows the variation amount for the response variables of Taguchi. In this regard, the higher value of S/N is more preferable. In the case of minimization, following formula can be considered:
where Z is the response variable adopted from the objective function of problem. Similarly, the RPD is considered to specify the efficiency of algorithms. The lower value of RPD is more preferable. For a case of minimization, it can be formulated as follows:
where is the minimum solution ever found during 30 run times and is the solution for each run. Notably, the average of RPD for 30 runs will be used for the final evaluation of algorithms' collaboration.
Overall, the algorithms' parameters and their candidate levels are given in Table 1 . Finally, to perform the treatments, the orthogonal arrays should be considered to reduce the total number of experiments. Regarding the RDA, L 27 is selected. Accordingly, the number of experiments will be reduced from 729 to 27. As such, Taguchi proposes L 16 for the IRDA. It means that the total number of treatments will be decreased from 64 to 16. Overall, it can be observed that the Taguchi method helps the users to save their time to do the tuning.
****Please, insert Table 1 around here****
Since there are two different optimization problems, both optimizers should be tuned for each problem, separately. For the case of BLDC motor deign problem, the results of mean RPD and S/N ratio for both proposed algorithms have been provided in Fig 3-6 . In conclusion, the calibrated parameters for both optimizers are given in Table 2 .
****Please, insert Fig. 3 around here**** ****Please, insert Fig. 4 around here**** ****Please, insert Fig. 5 around here**** ****Please, insert Fig. 6 around here**** ****Please, insert Table 2 around here****
4.3.Evaluation with standard benchmarked functions
Here, a comparative study based on standard benchmarks has been applied. As mentioned before, 12 standard benchmarks have been adopted from the literature. Our comparison is based on Fathollahi-Fard et al., [2] . Accordingly, there are a number of well-known (i.e. GA, SA and PSO), state of art (i.e. L-SHADE) and recent optimizers (i.e., Artificial Bee Colony (ABC), ICA, Firefly Algorithm (FA) and RDA) to do this comparison. Due to 30 run times, the best, the worst, the average and the standard deviation to evaluate the robustness of algorithms are computed. Based on these results, the rank of algorithms is identified. All reports are given in Fig. 7 .
From the results provided by Table 3 , it can be observed that the IRDA reach the global solution in five benchmarks. Based on the final rank of optimizers, IRDA shows 1.69 as the best rank.
Most of outputs of RDA are shown in bold. It means that this algorithm reveals a set of robust solutions in majority of benchmarks. From the low dimensional view, IRDA shows the best results and similarly for the high dimensional, it provides very competitive solutions. It should be noted after the proposed IRDA, the general RDA gives the best behavior.
As can be seen from Fig. 7 , the statistical analyses by using RDI metric have been performed. At the first view, for low dimensional ( Fig. 7(a) ), there is a clear difference between the performance of proposed algorithm and other optimizers. The other algorithms reveal a set of similarities between their performances. Among them L-SHADE is generally better than others except IRDA. In this case, ABC is the worst optimizer. Regarding the high dimensional ( Fig.   7(b) ), there are some similarities between the efficiency of optimizers. However, the proposed IRDA is better than others, there is a competitive result between other algorithms. After the IRDA, the PSO shows the best result. The weakest behavior can be observed from GA as well.
Taken together, the proposed IRDA is completely better than its original idea for both low and high dimensional assessment.
In conclusion, the proposed IRDA not only has the best rank but also finds the global optimum in most of cases. The statistical analyses confirm that the developed methodology is generally better than all algorithms from the literature. ****Please, insert Table 3 around here**** ****Please, insert Fig. 7 around here****
4.4.Comparison of applied optimizers in the BLDC motor design problem
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To assess the proposed IRDA in a real-world engineering design problem, a comparative study based on the BLDC motor has been employed. In this subsection, based on GA and PSO applied by Rahideh et al., [27] and COA employed by Azari et al., [19] , both proposed RDA and IRDA have been considered to perform this comparison. Hence, the design factors of BLDC motor are benchmarked to evaluate the best optimal solution found by RDA and IRDA in this study. The feasible range of design was illustrated by Appendix D. Similar to previous treatments, each optimizer is run for 30 times for the reliability of algorithms' results. The final results of design factors are given in Table 4 . In all factors except F1, F2 and F9, the lower value brings the better capability of algorithm. Otherwise, regarding these three factors, the higher value is more preferable. From the best optimal results provided, a statistical analysis based on RDI metric similar to last subsection has been provided, as well. Hence, the behavior of all optimizers i.e. GA, PSO, COA, RDA and IRDA has been depicted by Fig. 8 .
From the Table 4 , it can be observed that the proposed optimizers clearly outperform the previous results from the literature. Except GA in two factors, RDA and IRDA have reached the best values in comparison with other algorithms.
As can be understood from the Fig. 8 , there is a set of clear differences between the performance of two considered optimizers and other algorithms. The behavior of GA, PSO and COA shows a set of similarities among them. However, the PSO is slightly better than GA and COA. As such, the behavior of RDA and IRDA are the same. But, it can be observed that the developed IRDA is clearly better than its general idea for in this comparison as well. ****Please, insert Table 4 around here**** ****Please, insert Fig. 8 around here****
Conclusion and future remarks
The present paper proposed an improved version of recently-developed RDA. The main contribution was to introduce a set of adaptive strategies for the main parameters of RDA to ease the calibration of parameters as well as a better interaction between the search phases i.e. 
P6
Step Table 1 .
Optimizers' factors and their levels. The best values are shown in bolt 
