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Abstract
It is an effective way that improves the performance of the exist-
ing Automatic Speech Recognition (ASR) systems by retraining
with more and more new training data in the target domain. Re-
cently, Deep Neural Network (DNN) has become a successful
model in the ASR field. In the training process of the DNN
based methods, a back propagation of error between the tran-
scription and the corresponding annotated text is used to update
and optimize the parameters. Thus, the parameters are more in-
fluenced by the training samples with a big propagation error
than the samples with a small one. In this paper, we define the
samples with significant error as the hard samples and try to im-
prove the performance of the ASR system by adding many of
them. Unfortunately, the hard samples are sparse in the training
data of the target domain, and manually label them is expensive.
Therefore, we propose a hard samples mining method based on
an enhanced deep multiple instance learning, which can find the
hard samples from unlabeled training data by using a small sub-
set of the dataset with manual labeling in the target domain. We
applied our method to an End2End ASR task and obtained the
best performance.
Index Terms: Automatic Speech Recognition, Hard Samples
Mining, Discriminative Deep Multiple Instance Learning
1. Introduction
Retraining, a method that trains the existing model with new
data in the target domain to improve the performance, is an
important topic in Automatic Speech Recognition (ASR) sys-
tems [1, 2]. The performance of ASR systems is heavily af-
fected by the data scale and domain coverage of training data
since they are data-driven. Thus, the most commonly used re-
training method is adding a lot of training data that belongs to
the target domain when we try to expend a trained model to be
suitable for a target domain. It is well known that the unlabeled
training data can be obtained easily, but it is time-consuming
and challenging for the annotation of a large number of unla-
beled speech by hand. Therefore, we wonder: is it possible that
just a little data in the whole unlabeled data is manually labeled
as the new training data to retrain ASR systems?
Recently, most of ASR systems are based on the Deep Neu-
ral Network (DNN)) [3–5]. In the training process of them, the
back propagation (BP) [6] method is often used to update the
parameters of the systems. In BP, the systems firstly compute
the error between the transcription and the corresponding anno-
tated text. Then, an error back propagation is used to optimize
and update the parameters. Therefore, it can be found that the
parameters are more influenced by the training samples with a
big propagation error than the samples with a small one. We
name the former samples as the hard samples and the other as
the easy samples. It represents a different knowledge between
the original and the target domain. Thus, the subset which con-
Easy sample
Hard sample
S1:random selection
S2:ideal selection
(a) The distribution of samples in
the unlabeled training data
*
q
*
1q
*
2q
*
0q
Parameters of model
CER (target)
*
q
*
1q
*
2q
*
0q Parameters of current model
Parameters of S1
Parameters of S2
Best parameters
0
(b) The relation between the pa-
rameter and character error rate
of the target domain
Figure 1: The detailed description of how the hard sample in-
fluence on the parameters of the ASR system
tains a large number of the hard samples is the one what we
want most, and it is useful to improve the ASR retraining via
little new training data.
Unfortunately, the hard samples are sparse in the training
data of the target domain, and it is expensive to manually label
them. Thus, we try to find them from the transcription in this
paper since transcription can fully indicate whether a sentence
is misidentified or not. There are some characters of this task:
one sentence is a composition of a series of words, and the cor-
rectness of sentence depends on words inside; meanwhile it is
easy to mark a whole sentence manually but hard to label each
word or words causing the error. According to above descrip-
tion, we hope to get the label of every word within the sentence
by using the sentence-level label only. So our task can be re-
gard as a weakly supervised learning task. Since Deep Multiple
Instance Learning (DMIL) is one of the most successful meth-
ods of weakly supervised learning [7–12], we select it as a basic
method and modify it according to our aim.
The contribution of this paper is that we explore a new
approach to improve the retraining of ASR by using the hard
samples, and we propose three methods, i.e., Sparse-Attention
based DMIL, Gated Sparse-Attention based DMIL and Dis-
criminative DMIL, to effectively find the hard samples.
2. Proposed Method
2.1. Retraining Framework Based on Hard Samples
2.1.1. Influence of Retraining using Hard Samples
We elaborate how the hard samples subset influences the perfor-
mance of the ASR system. As shown in Figure 1, Figure 1(a) is
assumed as the distribution of the unlabeled data. When we ran-
domly select a subset from the unlabeled training data, there is
a great probability of the S1 is selected which contains a small
number of the hard samples since the hard samples in the unla-
beled data are very sparse. However, we aim to obtain as many
as hard samples as possible, such as the S2. Figure 1(b) presents
the relationship between the parameters and character error rate
(CER) of the target domain, where θ∗0 is the parameters of cur-
rent model and θ∗ is the best parameters in the target domain.
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Figure 2: The process of the proposed retraining framework
If we select the subset S1 to train the current system, we will
find θ∗1 near to θ
∗
0 fits well, but it is not suitable for the whole
target domain. On the contrary, if the subset S2 which includes
lots of hard samples is selected to train the current model, we
can find θ∗2 fits well and it is very close to the θ
∗ suitable for
the whole target domain. The reason is that there is a great dif-
ference in distribution between the hard samples in the target
domain and the samples in the original training data, but for
the easy samples, there is not. In summary, the hard samples
overwhelmingly promote the model retraining process, thus we
attempt to improve the ASR system by using subset full of the
hard samples like S2.
We define the hard samples subset as follows:
H = {xi | xi /∈ A ∪ xi ∈ B},∀i ∈ R, (1)
where, H is the hard samples subset, A ∈ DA is the training
data of current domain, B ∈ DB is the training data of target
domain and xi is the ith data sample.
2.1.2. Hard Samples Mining based ASR Retraining Framework
Based on the problem described above, we attempt to improve
the retraining of ASR systems by using the hard samples sub-
set and propose a novel framework to retrain the ASR system.
The structure of the framework is shown in Figure 2, and it con-
tains three parts as follows. In the first part, we collect a lot of
unlabeled target domain data. In the second part, we mine the
hard samples subset from the unlabeled data by using a ASR er-
ror detection model and then manually label them. In the third
part, the ASR systems parameters are updated by using the hard
samples.
In this process, mining hard samples from unlabeled target
domain data is an extremely critical step. Thus, we introduce
the method about how to mine hard samples from the unlabeled
training. As shown in the red box of Figure 2, this method can
be divided into two parts, including training ASR error detec-
tion model and mining the hard samples from unlabeled data by
using the trained error detection model. First, we select a subset
according to a stationary sampling interval from the unlabeled
data which has been sorted before by the sentence length. Then,
the selected subset is input into the original ASR system and it
will output the corresponding transcription. The domain experts
label the transcription by comparing the received transcription
and corresponding sentence: if they are identical, mark 1; other-
wise mark 0. In this way, all transcriptions are labeled with 0 or
1. Next, the labeled transcription is used to train the ASR error
detection model. Finally, the trained ASR error detection model
is used to mine the candidate hard samples from the unlabeled
data, and the candidate hard samples will be further manually
labeled to determine the final results.
2.2. Hard Samples Mining by Using DMIL
2.2.1. Problem Formulation
In this paper, our aim is to find the hard samples from lots of
unlabeled target domain data. Because it can be used to improve
the retraining of ASR systems, we propose to use transcription
to achieve our aim.
It is well known that the sentence consists of a series of
words and there are some context relationship between them.
We often use a fixed-length context window to divide the tran-
scription into multiple context text blocks to consider the con-
text between them. Thus, we determine the class of the tran-
scription based on the classification result of each text block.
Further, we can write the description by the form as follows:
Xi = {x
0
i ,x
1
i , ...,x
N−1
i }, (2)
Yˆi =


0, if
N−1∑
k=0
yki = 0,
1, otherwise,
(3)
where Xi is the ith sentence generated by the ASR system. N
is the number of words in the Xi. x
j
i ∈ R
T×D represents the
feature vector of the jth word in the ith sentence. D is the
dimension of the word feature and T is the width of the context
window. yki ∈ {0, 1} is the word label of x
k
i and Yi ∈ {0, 1} is
the sentence label of Xi. And we define the x
k
i as key word if
yki = 1. We hope that the ASR error detection model learns y
j
i
while learning Yi when we input the sample pair {Xi, Yi} into
it.
2.2.2. Attention based DMIL
We use the Attention based DMIL model [12] as the baseline
in this paper, which includes word level embedding network,
pooling, and classifier network. In this structure, the word level
embedding network is responsible for extracting the feature of
the text block. The pooling is used to compress multiple word
features into one sentence feature. And the classifier network
predicts the class of sentence by using this feature.
When we input a sample pair {Xi, Yi}, the whole process
is as follows:
h
j
i = Φ(x
j
i ), (4)
e
j
i = W
T (tanh(Vhj
T
i )), (5)
ai = softmax(ei), (6)
Hi =
N−1∑
j=0
a
j
ih
j
i , (7)
Y˜i = Ψ(Hi), (8)
where Φ(·) is the word level embedding network, hji ∈ R
D is
the D-dimensional feature vector of the word x
j
i . W andV are
the weight matrices of the attention mechanism. e
j
i and a
j
i are
the score and the attention value of the h
j
i respectively.
2.2.3. Hard Samples Mining using Sparse-Attention
For the attention based on DMIL, with the improvement of the
front-end ASR system, the number of errors in the transcription
is decreasing, and the similarity of the right and error transcrip-
tion is increasing. In this case, the traditional Attention based
DMIL cannot efficiently find error in the transcription.
In the traditional attention mechanism, we calculate the
score of each word through a fully-connected network, and then
normalize the score by using the softmax transformation func-
tion:
softmax(ei) =
exp(eji )∑
k
exp(eki )
. (9)
However, the softmax transformation function projects the
input into a normalized output vector of the specified dimen-
sion, while each dimension of the obtained output is greater
than zero; this is wasteful. Moreover, the attention value of
each word may be close to the average value, which results the
situation that the key word cannot be found.
With this in mind, we propose an improved DMIL from
the aspect of attention mechanism, i.e., Sparse-Attention based
DMIL. We replace the (6) by the sparsemax translation func-
tion, which is as follows:
sparsemax(ei) = arg min
α∈∆j
‖α− ei‖, (10)
where∆j := {α ∈ Rj |α ≥ 0,
∑
j αj = 1}. In other words, it
is the Euclidean projection of the scores ei onto the probability
simplex. These projections tend to hit the boundary of the sim-
plex and yield a sparse probability distribution. This allows the
classifier to attend only to a few words in the sentence and as-
sign zero probability mass to all other words. It has been shown
that the asymptotic cost of sparsemax and softmax is the same
and the gradient back-propagation of sparsemax is faster than
that of softmax which takes sublinear time.
2.2.4. Hard Samples Mining using Gated Sparse-Attention
To further enhance the ability of Sparse-attention based DMIL,
we notice that it is difficult to learn complex relations efficiently
by using the tanh(z) in (5). Our concern follows from the fact
that tanh(z) is approximately linear for z ∈ [−1, 1], which
probably limits the final expressiveness of the learned relations
among words. Thus, we propose to replace the (5) and (6) by
the Gated Sparse Attention mechanism, which additionally uses
the gating mechanism [13] together with tanh(·) that yields:
e
j
i = W
T (tanh(Vhj
T
i ))⊙ sig(Uh
jT
i ), (11)
ai = sparsemax(ei), (12)
where U is the weight matrix, ⊙ is an element-wise multipli-
cation and sig(·) is the sigmoid activation function. The gating
mechanism probably removes the problem in tanh(·) by intro-
ducing a learnable non-linearity.
2.2.5. Hard Samples Mining using Discriminative Embedding
In traditional DMIL, we usually use the softmax function as the
activation function for the last layer of the classifier network.
However, there are two disadvantages, which lead it cannot find
the key word effectively. On the one hand, as the similarity of
the training data increases, the classifier network structure will
become complex. Meanwhile, the gradient of the attention will
be very small, even encounter the problem of vanishing gra-
dient. On the other hand, many studies have shown that the
softmax function is unable to effectively guide the training of
the embedding network and it is difficult to find key word effec-
tively [14, 15]. Thus, the performance of the traditional DMIL
is limited.
In order to solve the problem mentioned above, we also pro-
pose the SVM-based DMIL, which uses a two-stage training
strategy to train the word embedding network and the classi-
fier network separately. In the first training stage, we optimize
the SVM and embedding network jointly to make the obtained
embedding more discriminating.
The original SVM is used to solve the binary classifi-
cation problems. Given the training sample pair {Hi, Yi},
i ∈ [1, 2, ..., N ], the SVM optimizes the following constraint
problems:
min
w,ξn
1
2
w
T
w + c
N∑
n=1
ξn, (13)
s.t. wTwHnYn ≥ 1− ξn ∀n, (14)
ξn ≥ 0 ∀n, (15)
where the ξn is the slack variables, which are used to penalize
the misclassified samples. The c is the penalty factor, which
controls the penalty size for misclassified samples. At the same
time, the selection of c will greatly affect the training speed of
the neural network.
Then, we can convert the above optimization problem to an
unconstrained optimization problem as follows:
min
w
1
2
w
T
w + c
N∑
n=1
max(1−wTHnYn, 0). (16)
Further, we can convert (16) into a neural network objective
function.
argmin
f
1
2
w
T
w + c
N∑
n=1
g(1−wTΨ(Hn)Yn), (17)
where g(z) = 1
β
log(1 + exp(βz)) is the generalized logistic
loss function, which is a smoothed approximation of the hinge
loss function [z]+ = max(z, 0), β is a sharpness parameter
[16]. In this paper, we use the fixed β = 1 to reduce the number
of hyperparameters.
3. Experimental Details
3.1. Experiment Settings
In this section, we shall introduce the datasets, the structure of
models, and the training strategies which are used in the exper-
iments on this paper.
Our experiments are conducted on the 300 hours Switch-
board English conversational telephone corpus [17] and the
2000 hours Fisher corpus, which are the most studied ASR
benchmark today [18–21].
We have trained a Listen Attend and Spell (LAS) [22]
model with ESPnet [23] tools 1 on SwitchBoard corpus. We se-
lect 100h training data from the Fisher corpus to train the ASR
error detection model and then use it to mine the hard samples
from the rest of this corpus.
For various of the DMIL models, we design the word level
embedding network as a Convolutional Neural Network (CNN)
for extract the word level feature, the pooling as two layers
fully-connected network, and use three layers fully-connection
neural network with Rectified Linear Unit (ReLu) activation
function as the classifier network.
The training strategies in this paper are as follows. First, the
weights for all layers are uniformly initialized to lie between -
0.05 and 0.05. Then networks are trained using Adam [24] with
a learning rate of 0.001. The learning rate is halved whenever
the held-out loss does not decrease by at least 10%. Finally, we
clip the gradients to lie in (−10, 10) to stabilize training.
1The code of ESPnet is available at https://github.com/espnet/espnet
Table 1: Experimental Results for ASR Error Detection
Model Name Type of Model SI ACC(sentence)(%) P R F ACC(word)(%)
baseline TextCNN − 82.6 − − − −
A 3 1 Attention based DMIL 3 82.8 0.53 0.72 0.61 93.0
A 5 1 Attention based DMIL 5 81.9 − − − −
A 7 1 Attention based DMIL 7 81.7 − − − −
SA 3 1 Sparse-Attention based DMIL 3 82.5 0.94 0.37 0.53 91.3
GSA 3 1 Gated-Sparse-Attention-based DMIL 3 82.6 0.87 0.49 0.63 91.2
ADT 3 1 Attention-based DMIL + DT 3 83.0 0.64 0.68 0.66 94.6
SADT 3 1 Sparse-Attention-based DMIL + DT 3 82.7 0.88 0.53 0.66 93.1
GSADT 3 1 Gated-Sparse-Attention-based DMIL + DT 3 82.9 0.79 0.61 0.69 95.7
3.2. Results of Sentence Level ASR Error Detection
For evaluating the sentence classification ability of our methods,
we choose the text Convolutional Neural Network classification
(TextCNN), which is widely used in the field of sentence clas-
sification, as the baseline model [25] 2.
We shall analyze the results of the sentence level ASR er-
ror detection model. All the model structures and experimental
results are described in Table 1. Where SI is the width of the
context window, and the ACC(sentence) is the accuracy of
the sentence detection.
First, we explore the performance of Attention based DMIL
on the sentence level ASR error detection model. By comparing
the accuracy of the baseline and A 3 1, we found that it has
similar performance with the baseline model in this task.
Then, we try to explore the influence of the width of the
context window ST . We compare the models with various ST ,
which include A 3 1, A 5 1 and A 7 1. We have found that
the best performance of Attention based DMILs is 82.8% with
A 3 1 and the performance of them is decreased with ST in-
creases. Thus, in the next experiments, we use ST = 3.
Finally, we explore the performance of the improved meth-
ods. We find the Sparse-Attention and the Gated Sparse-
Attention are unable to improve the performance of Attention
based DMIL by comparing A 3 1, SA 3 1 withGSA 3 1. We
also compare A 3 1 with ADT 3 1 and compare GSA 3 1
with GSADT 3 1 at the same time. The discriminative train-
ing (DT) strategy can significantly improve the performance of
DMIL, and the best performance of these models is 83.0%.
3.3. Results of Word Level ASR Error Detection
For evaluate the word classification ability of our methods, we
choose the A 3 1 as the baseline model. We analyze the results
of the word level ASR error detection model. All the model
structures and experimental results are described in Table 1.
Where the P ,R, F and ACC(word) are the Precision, Recall,
F1 Score and Accuracy.
First, we explore the performance of Attention based DMIL
on the word level ASR error detection model. From the second
row in Table 1, we can find that the P is close to 0.5, thus it
cannot find the key words efficiently. The reason is that the
shortcoming of the attention mechanism with the softmax.
Then, we explore the performance of the Sparse-Attention
DMIL model. By observing the recorded value of the fifth row
in Table 1, we found that it can find a small number of key words
with high accuracy and cannot find most of the key instances,
and the F1 score is lower than the baseline model.
2The code of TextCNN is available at https://github.com/dennybritz/
cnn-text-classification-tf
Next, we shall explore the influence of the gating mecha-
nism. By comparing SA 3 1 and GSA 3 1, we can find that it
can improve the performance of Sparse-Attention based DMIL
by helping it to find more key words, which proves our pre-
vious assumption that the gating mechanism probably removes
the problem in tanh(·) by introducing a learnable non-linearity.
Finally, we try to explore the influence of the DT strategy.
We compare A 3 1 and ADT 3 1 and find that the DT strat-
egy can improve the precision of the Attention based DMIL.
And then, we compare A 3 1 with ADT 3 1 and compare
GSA 3 1withGSADT 3 1 at the same time. We get the same
conclusion as the first comparison.
Table 2: Performance of the retrained ASR via hard samples
Dataset Size(h) WER (%)
SwitchBoard 300 22.31
SwitchBoard + Easy samples 800 20.3
SwitchBoard + Hard samples 800 17.2
3.4. Results of Retraining ASR via Hard Samples
We show the results of the retrained ASR system via the hard
samples with different datasets in Table 2. We can see that the
model with a 500h hard samples dataset gets the best perfor-
mance in the switchboard test set.
4. Conclusions
In this paper, we first propose an improved retraining frame-
work for ASR by using the hard samples. And then, we propose
a novel method, which is based on Attention based DMIL, for
mining the hard samples from unlabeled data. This method is
able to find locations of errors while determining the class of
transcription. Furthermore, we propose three enhanced meth-
ods from the attention mechanism and training strategy re-
spectively, i.e., Sparse-Attention based DMIL, Gated Sparse-
Attention based DMIL and DDMIL. We verified our proposed
methods on the SwitchBoard corpus and Fisher corpus. From
the experiment results, we can see that compared with the tra-
ditional training method, the retrained model via hard samples
gets great improved performance.
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