Abstract | This paper presents a quasi-interpolation method for DIV-CURL vector splines in two dimensions on both in nite and nite domains. The quasi-interpolant is a linear combination of translates of dilates of a basis function. In particular, our discussion focuses on the approximation of a vector-valued function de ned on a nite domain for practical application purposes. In such a case, edge functions are introduced for preserving the convergence of the quasi-interpolant on the boundaries. These edge functions can be determined by means of the polynomial reproduction properties of the quasi-interpolation. The analysis of convergence has shown that the quasi-interpolant de ned on a regular grid of whole R 
Introduction
This paper investigates the vector quasi-interpolation techniques for vector-valued function approximation. We begin (section 1.1) with an overview of the scalar quasi-interpolation problem and in particular review work related to this paper. We generalise the scalar quasi-interpolant to the vector case (section 1.2) and complete this introduction with a brief discussion of applications of such quasi-interpolants.
Scalar quasi-interpolation
Quasi-interpolation provides a method of approximating a function from a space spanned by scaling and translating of a single basis function. In recent years, the quasi-interpolation method has received more attention since it involves the simple idea of approximating the function by function evaluations. In fact, the Lagrange polynomial approximation approach provides a basic framework of quasi-interpolation. In the 40's, Schoenberg 1, 2] introduced the cardinal polynomial spline and cardinal B-spline, which were de ned to approximate a function on a cardinal grid. Based on Schoenberg's approximation, quasi-interpolation has been investigated to improve the e ciency of approximation from linear spaces spanned by translating a cardinal function. Quasi-interpolation of splines can be found in 3, 4, 5] .
A quasi-interpolant is de ned so as to approximate a function f using a linear combinations of a basis function B(x): Q h : f ! X j2Z n f(hj)B( =h ? j) (1) where Z n R n denotes a set of multi-integers in n-dimensional space. f can be a scalar or a vector-valued function. In this paper we are mainly interested in the vector case. However, many of the properties of the scalar versions generalise naturally to the vector case.
It should be emphasised that two main properties are required of the basis function B(x): Various attempts have been made to construct basis functions in quasi-interpolation. Rabut 7] generalized the usual polynomial B-spline to a polyharmonic cardinal B-spline for building quasi-interpolants on a cardinal grid. Madych and Nelson 8, 9 ] studied the properties of polyharmonic cardinal splines and discussed the cardinal interpolation problems for m-harmonic splines. With the rapid development of radial basis function theory, the quasi-interpolation method has been applied to approximation by radial basis functions 10, 11] . In particular, Jackson 12, 13] derived the quantitative convergence for radial basis functions and proved that, in odd-dimensional spaces, the quasi-interpolant on a scaled multi-integer grid has a uniform convergence and can be exact for certain order of polynomials. The theory and applications of radial basis functions can be found in Powell's comprehensive survey paper 6] .
Most of these works concentrated on quasi-interpolation on an in nite domain, in which the quasi-interpolant can obtain high accuracy since the basis function decays rapidly at in nity. However, from the practical point of view, one wishes to de ne a quasi-interpolant on a bounded domain with good approximation properties on boundaries. Beatson and Light 14] constructed a thin-plate spline quasi-interpolant over a square by adding edge functions to the approximation, then determining the edge functions according to the constant reproduction property. In a similar way, Levesley and Roach 15] introduced more edge functions so that the quasi-interpolant can even reproduce linear polynomials.
Vector quasi-interpolation
Motivated by Beatson and Light's work, we present a quasi-interpolation method to approximate a vector spline, particularly on a bounded domain. The vector spline approximation we are concerned in this paper is based on a divergence and rotational energy minimization problem. Amodei and Benbourhim rstly introduced this vector spline problem 16, 17] and they also studied the quasi-interpolation of such a spline on R 2 18]. In order to produce a DIV-CURL vector spline quasi-interpolant on a nite region, we de ne a few auxiliary edge functions as a part of the quasi-interpolant to preserve the convergence of the approximant on the boundaries. The polynomial reproduction properties provide an e cient way to determine these edge functions. We have explicitly derived all sixteen edge functions involved in vector spline quasi-interpolant. Eight of them include arctan functions.
Applications
DIV-CURL vector splines provide an e ective tool for solving general vector eld reconstruction problems. A second order DIV-CURL vector spline has been used for the interpolation of wind velocities in meteorological applications 17]. An adapted version of such a spline has been presented for the reconstruction of \optical ow" i.e. apparent motion of objects in image sequences 19, 20] . In our previous work, DIV-CURL vector splines have been generalized to reconstruct human cardiac motion from MR image data 21] (the spline family used there is a special case of DIV-CURL vector splines), and to determine the image coordinate transformation in image warping applications 22]. Moreover, these vector splines have potential advantages in the reconstruction of physical elds (e.g. electrical eld, magnetic eld etc.) since they incorporate physical aspects of the vector eld, such as divergence and curl, into conventional spline functionals.
Organisation of the paper
The paper is organized as follows: Section 2 de nes a quasi-interpolant of a DIV-CURL vector spline on an in nite regular grid of R 2 and derives the corresponding approximation order. Section 3 presents the main result: generating a modi ed quasi-interpolant with edge functions over a nite domain and demonstrating the method of deriving the edge functions. The theoretical analysis of the convergence of the quasi-interpolant on a square reveals that the bounded properties of the edge functions are critical to ensure the convergence of the modi ed quasiinterpolant. Section 4 gives the numerical experiments to demonstrate the order of convergence of the quasi-interpolant over a square. Section 5 summarises our work. (2) over a space of suitable functions. That is, f = (f 1 ; f 2 ) is the vector-valued (smoothing) spline, fy i g N 1 (contaminated with noise f i g N 1 ) is a set of function evaluations that de ne the vector spline f. is a smoothing parameter. In two dimensions, the divergence operator is div f = @ 1 f 1 + @ 2 f 2 , the rotational operator is curl f = ?@ 2 f 1 + @ 1 f 2 and the gradient operator is r = (@ 1 ; @ 2 ). Parameters and are used to control the relative amount of smoothness imposed on the gradient of the divergence and curl elds, respectively. In particular, setting = 1 (or = 1; = 0 if we use the constraint + = 1) will penalise the gradient of the divergence so heavily that the vector eld will have constant divergence. Similarly, the vector eld with = 1 (or = 1; = 0) will have constant curl. If = , DIV-CURL vector splines are equivalent to two independent scalar splines applied to the two scalar components of the data.
It should be noted that one can, of course, reduce the apparent degrees of freedom given by parameters ; ; in functional (2) by setting = and = . We give the form above because it explicitly characterises the overall smoothness ( ) and the relative smoothness ( ; ) . In this work, we consider quasiinterpolants which are related to the above smoothing spline (and their limiting case: the interpolatory spline). Moreover for the purpose of our experiments, we compare the quasiinterpolant with the smoothing spline with set equal to 1 and the parameters and are estimated by using GCV method 24]. The quasi-interpolant uses the same and as the smoothing spline. The rst term in the minimization functional (2) measures the error of the approximation at the data values. The second term is a measure of the smoothness of the approximated vector eld in terms of the gradient on its divergence and curl elds. This model provides a general approach to recover a vector eld from observed data. The smoothness penalty speci es the degree of continuity of the reconstruction.
The minimization problem (2) is associated with a matrix partial di erential equation:
where I 2 is the 2 2 identity matrix. From (3) the vector kernel function can be derived.
plays a central part in de ning the vector spline solution to (2) -see equation (5 
The fundamental solution of PDE (4) 
To obtain an explicit solution, a linear system of equations must be solved to determine the coe cients c i . This makes the problem very di cult or prohibitive to solve for a large data sample. Moreover, the coe cients c i depend on the sample points, that means, any change in the sample set will result a new linear system to be solved. These are the motivations behind the approach of approximating the DIV-CURL vector splines by a quasi-interpolant, in which the given function evaluations can be used as coe cients. That is, we use the data samples y i directly as the coe cients of the quasi-interpolant. We only need to construct an appropriate basis function. In the following, we will rstly de ne a vector spline quasi-interpolant over an in nite regular grid. A more complicated case with a quasi-interpolant de ned over a nite grid will be investigated in section 3.
The Quasi-interpolant on R 2
In this subsection, we use the above de ned DIV-CURL vector spline to construct a quasiinterpolant on a regular grid on R 2 . As a natural extension of the scalar quasi-interpolation 14], the vector spline quasi-interpolant is de ned as an element of the space spanned by dilating and translating the basis function . More precisely, the quasi-interpolant is expressed in the form of a weighted linear combination of shifted and scaled basis function with the data term f(x i ) as a weight. The problem now is how to choose the basis function. In the scalar case, for example the thin-plate spline (which has a biharmonic kernel 2 (r 2 log r) = ), the basis function is often chosen as a nite combination of r 2 log r by relating such a combination to a discretization of the iterated Laplacian operator. The remarkable feature of such a basis function is that it has -function like characteristics.
Recall the matrix F(D) in equation (4), it is easy to see that (F(D) ) T 
Equation ( f, where D is a discretized di erential operator, see (10) .
To simplify the expressions, we rstly de ne a few notations that are used throughout the whole paper: )]:
Basis matrix function:
Centre di erence approximation of the di erential operator:
where e j denotes the unit vector in the j-th coordinate direction. Thus, for any 2 Z 
In summary, as an approximation method, quasi-interpolation demonstrates a powerful technique to approximate a function directly by the given function evaluations, rather than by solving a matrix equation for coe cients as in spline interpolation solution (5) . In addition, with some constraints on the basis function, the quasi-interpolant (11) can achieve a good approximation order as shown in the next subsection.
Convergence Analysis
We have stated that the basis function should decay rapidly at in nity in order that the quasiinterpolant Q h f converges to f. Further, from two important properties: the decay order of the basis matrix and the polynomial reproduction order, one can deduce a quantitative convergence order of the vector spline quasi-interpolant over the whole of R 2 . The study of these two properties follows closely that of 18], we refer the reader to the two lemmas in the appendix.
The following theorem provides the general order of convergence of the quasi-interpolation of vector spline on a regular grid in R
2
. This convergence order depends strongly on the degree of the polynomial to be reproduced and the decay order of the basis matrix. The main points of this theorem follow through the results in the scalar quasi-interpolation case and the key of the proof is the same idea as in scalar case: replace f by its Taylor series expansion (refer to 6] for details to construct a completed proof).
Theorem 2.1 Let f(x) be k + 1 times continuously di erentiable function, if the quasiinterpolant Q h f given in (11) satis es following conditions:
Then, the approximation (11) has the order of convergence:
Based on Lemma 1 and 2 in the appendix, we apply Theorem 2.1 with k = 1, n = 2 and m = 4, and give a speci c order of convergence of our de ned quasi-interpolant (11) and 0 < h < 1, the quasi-interpolant Q h de ned in (11) has the order of convergence:
kf ? Q h fk 1 = O(h 2 j log hj): (13) In summary, a quasi-interpolation method, on an integer lattice in R 2 , related to a vector spline has been presented. The method can be viewed as a natural extension of scalar quasiinterpolation, and has similar demands on the basis functions as in the scalar case. The convergence order (13) ensures that the quasi-interpolant converges to the approximated function when the lattice step h tends to zero.
To make the quasi-interpolation method more practical and exible, in the following section we will extend our discussion to the quasi-interpolation problem de ned on a nite domain.
Vector Spline Quasi-interpolation on a Finite Domain
In many situations, the discrete data points are only available on a bounded region instead of the whole of < 2 . This stimulates us to investigate the properties of the quasi-interpolant on a nite To appear in Mathematical and Computer Modelling 8 domain. The major problem on a bounded domain is how to deal with the approximation on the boundaries due to the lack of information outside the region. This can be clearly illustrated by drawing the stencil of the nite di erence approximation of the di erential operators P ij (D) (given in (6)), for example, the stencil for P 11 In this section, we present a quasi-interpolation method on a square to demonstrate a general approach of constructing a quasi-interpolant on a nite domain. The essence of the method is to add a few edge functions to the quasi-interpolant (11) . These edge functions are de ned to decay rapidly away from the boundaries so that they only e ect the approximation on the boundaries. Thus the modi ed quasi-interpolant is capable of preserving the convergence of the approximation both in the interior region and on the boundaries. The exact form of the modi ed quasi-interpolant and the corresponding order of convergence are derived in the following subsections.
The Modi ed Vector Quasi-interpolant on a Square
Suppose that a function f is de ned on a square S : = ?1; 1] 
where norm jvj = maxfjv 1 j; jv 2 jg, y i (i = 1; 2; 3; 4) are points on four edges, or jy i j = 1. i j;h (i; j = 1; 2; 3; 4) are edge functions.
There are sixteen edge functions ( i j;h ; i; j = 1; 2; 3; 4) involved in formula (14) . These edge functions are designed to a ect the approximation only on the boundaries, that is, the edge functions decay rapidly as the point moves away from the boundaries. In order to determine these edge functions, we rstly investigate the properties of the basis function . In the vector case, the basis function is in matrix form with four elements ij . We will concentrate the discussion on 11 -a similar approach can be easily adapted to others. With some algebraic operations, the interior sum of 11 can be expressed as a linear combination of 11 The modi ed vector quasi-interpolant (14) has now been completely de ned with the derived edge functions (16) and (17) . The edge functions as a new feature are incorporated into the quasi-interpolant to support the approximation around the boundaries area so that the modi ed quasi-interpolant is capable of approximating the function over a bounded region. Although, our de nition is based on a unit square (for notational simplicity), it is still valid for a general nite domain.
Orders of Convergence
The analysis of convergence is a very important issue for an approximation method. It provides a criterion for judging the quality and reliability of the method. Although we have studied the convergence property of the quasi-interpolant on an in nite domain in subsection 2.3, some changes have been made due to the edge e ects for a nite domain. The aim of this section is to derive the approximation order of vector spline quasi-interpolation on a bounded domain. A general analysis on convergence of scalar quasi-interpolation on a bounded domain has been presented in 14]. It can also be easily adapted to a general vector spline quasi-interpolation on a bounded domain if we view the vector case as n scalar components. Theorem 3.1 Let k 2 Z; k 0, f 2 C k+1 (I n )] n and Q h is de ned in the form of: 
Proof: easily adapted from 14].
In order to obtain the speci c convergence order of vector quasi-interpolation in two dimensions de ned in (14) , we need to verify the three conditions listed in Theorem 3. Therefore, what we need to do is to show that: k x ? y i h k q j i j;h (x) j C; i; j = 1; 2; 3; 4; q = 0; 1 (20) Due to the similarity in the argument, we will prove the result for one of the edge functions, for example It is clear now that the key to derive the order of convergence of the modi ed quasiinterpolant (14) is to prove the bounded conditions (21) and (22) . The Taylor theorem is used as the main analytic tool for this purpose. Lemma 3.1 -3.4 provide the preliminary results required in the nal proof. Note: Di erentiating (7) will provide the above. The proofs of (3)- (9) Proof: (1) . If 0 1 ? x 1 6h, we split the region for x 2 into two parts: 0 1 ? x 2 6h and 6h < 1 ? x 2 2. Therefore, for the rst part, that is a bounded domain, the bounded conditions are satis ed based on the bounded properties of 11 . On the other hand, for the second part, a similar approach to that in Lemma 3.2 will be applied. In a similar way, inequality (2) can be proved. Finally, the order of convergence of the vector quasi-interpolant on a square is obtained by applying Theorem 3.1 with k = 0; m = 4; n = 2.
Theorem 3.3 Let Q h be de ned as in (14) with the edge functions given in (16) and (17) . Then for all f 2 C(I 
The convergence order (24) ensures that the modi ed quasi-interpolant on a square converges to the approximated function when the grid size approaches to zero. ). In (a) we set = (the errors for 6 = are much bigger than this case). In (b), the three lines represent the reconstruction error of the modi ed quasi-interpolants: corresponding to = 1 ( = 0), = , and = 0 ( = 1), respectively (going from bottom to top).
Numerical Results
In this section, we present the results of some numerical experiments to demonstrate that the rate of the convergence (Theorem 3.3) is achieved and to illustrate the practical performance of the modi ed quasi-interpolant.
In the rst example, we consider a simple case where the vector eld to be approximated is In this experiment, the modi ed quasi-interpolants are constructed over the square ?1; 1] ?1; 1] according to three di erent settings of and : 1) = 1, = 0 (rdivf = 0), 2) = (equivalent to scalar case), and 3) = 0, = 1 (rcurlf = 0). The maximum errors 1 Note here, if = , the vector quasi-interpolants, either over a nite domain or an in nite domain, are independent of the value of , so we simplify setting them to 1. corresponding to three case are shown in Figure 1 (b) . It is obvious that the modi ed quasiinterpolant with = 1, = 0 produces the best approximation to the original vector eld.
Conclusion
In this paper, we have presented a quasi-interpolation method derived from a DIV-CURL vector spline approximation on a two-dimensional regular grid. Compared with the DIV-CURL spline, the quasi-interpolation method produces a more attractive solution. This is because the quasiinterpolant uses the given function evaluations as weights and is represented by a single basis function with translation and dilation. The contribution of this work is that we have not only constructed a general quasi-interpolant on the whole of R 2 , but also speci ed a quasi-interpolant on a nite domain (a more di cult situation).
Similar to the scalar case 14], edge functions, as a new feature, are introduced to a nite domain quasi-interpolation method to deal with the edge e ects. These edge functions have two important properties: they decay away from boundaries and they are bounded around edges. The rst property ensures the interior approximation is not in uenced by the edge functions, while the second property ensures the quasi-interpolant converges to the approximated function around the boundaries.
We have also demonstrated a method of constructing edge functions on a unit square by making use of the properties of polynomial reproduction. It is worthwide pointing out that more edge functions can be introduced, thereby increasing the degree of polynomial to be reproduced; but the construction process becomes more di cult and complicated.
The convergence of the quasi-interpolant has been discussed for both an in nite domain and a nite domain. The di erence on the error bound, O(h , reveals that the quasi-interpolant changes in both formula and approximation properties when it is restricted to a bounded region. The proof is completed by combining the above two steps.
