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matrix is symmetric, positive semi-definite, and is usually large and sparse.
Computing some smallest positive eigenvalues and corresponding eigenvectors
is often of interest.
However, the singularity of L makes the classical eigensolvers inefficient
since we need to factorize L for the purpose of solving large and sparse linear
systems exactly. The next difficulty is that it is usually time consuming
or even unavailable to factorize a large and sparse matrix arising from real
network problems from big data such as social media transactional databases,
and sensor systems because there is in general not only local connections.
In this paper, we propose an eignsolver based on the inexact residual
Arnoldi [18,19] method together with an implicit remedy of the singularity and
an effective deflation for convergent eigenvalues. Numerical experiments reveal
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method for computing some smallest positive eigeninformation provided the
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1 Introduction
Graph-based approaches have been an increasingly favorable tool for representation,
processing and explosion of interests in studying large networks because of the potential for
capturing dependence structure of the data set. One of the research problems of interests is
to compute some eigenpairs based on the so-called Graph Laplacians Eigenvalue Problem
(GLEP). The GLEPs appear in many areas, such as combinatorial optimization, clustering,
embedding, dimensionality reduction, data representation, community detection, image
processiong and complex networks [1, 3–5, 7, 11, 22, 24, 26, 27, 30, 31, 37–39]. For more
applications on this topic, we refer to as [21].
1.1 The Graph Laplacian Matrix
Given a simple (no multiple edges or loops), connected and undirected graph G = (V, E),
where V is the vertex set with |V| = n and E is the edge set that describes the connection
between vertices. In addition, the degree of each vertex v ∈ V is the number of edges
which incident to v. According to the information, the adjacency matrix A as well as the
degree matrix D of G are, respectively, defined by
Aij =
{
1, if ij ∈ E ,
0, if ij /∈ E , and Dij =
{ ∑n
j=1Aij , if i = j,
0, if i 6= j,
where 1 ≤ i, j ≤ n. Then the so-called graph Laplacian matrix of G is defined by
L = D −A. That is,
Lij =

Dii, if i = j,
−1, if i and j are adjacent,
0, otherwise,
1 ≤ i, j ≤ n. (1.1)
Below, we recall some properties of the graph Laplacian matrix.
Definition 1.1. Recall the definitions of the irreducible matrix and the M-matrix.
(i) A matrix is called an irreducible matrix if it is not similar to a block upper triangular
matrix using a permutation matrix.
(ii) A square matrix is said to be an M-matrix if its off-diagonal entries are less than
or equal to zero with eigenvalues whose real parts are positive.
Theorem 1.2 ( [23]). Let L be a graph Laplacain matrix induced from a simple, connected
and undirected graph. Then
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(i) L is a singular irreducible M-matrix.
(ii) L has exactly one zero eigenvalue and the corresponding eigenvector is the all-one
vector.
Remark 1.3. If we additionally associate G with a symmetric nonnegative weight matrix
W ∈ Rn×n with zero diagonal entries. That is, the entry Wij denotes the nonnegative
edge weight between vertices i, j if ij ∈ E and Wij = 0 in the case either i = j or vertex i
as well as j are not connected. At this time, the diagonal degree matrix Dw is composed
of the total weight on edges connected to each vertex and Lw := Dw −W is called the
weighted Laplacian Lw associated to W . It is of course that weights on edges can be
signed. This study, we only focus on positive weights. To simplify the notation, we only
consider W = A, that is the case of the classical Laplacian. Note that the following
discussion is also true for a graph Laplacian matrix with positive edge weights.
Finding some smallest positive eigenvalues and the associated eigenvectors of the graph
Laplacian matrix (1.1) is a fundamental problem in these applications. Certainly, there
have been many excellent theoretical investigations and numerical algorithms for these
subjects and these methods, such as the inverse power method [12] and the Anoldi method
as well as the Lanczos method [9], Nevertheless, these methods have to continuously solve
linear systems of the rank deficient Laplacian matrix generated from a simple, connected
and undirected graph. A traditional way to address the singularity problem is to add
a small diagonal perturbation matrix. The same trick will be applied to improve the
condition number of the problem, through the Tikhonov regularization [35] or the ridge
regression [25] in the area of statistics and machine learning. Even the resulting matrix
is invertible, for large graph such as the social network, however, there is not only local
connections between the vertices and this implies that it is almost impossible to find
matrix factorizations for exact solving linear systems involved in an eigensolver. That is,
only the most scalable algorithms are practical for a large graph Laplacian matrix.
In this paper we first remedy the problem of singularity of the graph Laplacian matrix.
Then, we introduce a technique of eigenvalue deflations as shown in [9,11,28,34] so that we
can find the desired eigenvalues in order and exclude the influence of the convergent ones.
Finally, we integrate these approaches into the eigensolver called shift-invert residual
Arnoldi (SIRA) method [18, 19]. SIRA is an inner-outer iterative eigensolver and the
inner linear system is allowed to be solved with the low accuracy. As a result, we propose
an inexact inner-outer eigensolver with the cure of sigularity and the aid of deflation.
1.2 Notations and Overview
Throughout this paper, capital Roman and Greek letters indicate matrices and lowercase
bold face letters denote vectors. Lowercase Greek letters are the scalars. In denotes the
n×n identity matrix with the given size n, ej is the jth column of the identity matrix In.
The notation 1n denotes a all-one n-vector. 0 represents a zero vector and matrix whose
dimension should become evident from the context. We adopt the following MATLAB
notations: v(i:j) denotes the subvector of the vector v that consists of the ith to the
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jth entries of v. Given a matrix A, the slice A(i:j, :) selects the rows i to j and A(i, :)
indicates the ith row of A. The notation ·> denotes the transpose of vectors or matrices.
Other notations will be clearly defined whenever they are used.
The rest of this paper is organized as follows. In Section 2, we revisit the background on
the eigenvalue problem of a graph Laplacian matrix L in (1.1). Next, we propose trimming
as well as deflating approaches, and review the shift-inverted residual Arnoldi method.
In Section 3, we integrate the above techniques and present an iterative eigensolver for
solving the large and spare graph Laplacain eigenvalue problems. Numerical experiments
and comparisons are presented in Section 4. Finally, we end up by discussing some
concluding remarks and further works in Section 5.
2 The Graph Laplacian Eigenvalue Problem
For the graph Laplacian matrix L (1.1) generated from a simple-connected graph with
nodes n, we study the eigenvalue problem
Lx = λx, (2.1)
where L is symmetric positive semi-definite with the unique kernel vector 1n as proposed
in Theorem 1.2. We are interested in finding some smallest positive eigenvalues and the
associated eigenvectors of (2.1).
It is well know that the shift-invert spectral transformation [2, 9, 28, 34] is used to
enhance convergence to a desired portion of the spectrum. Specifically, to find eigenvalues
of Lx = λx near a target σ, which is not an eigenvalue of L, the shift-invert spectral
transformation is to consider the corresponding shift-and-invert eigenvalue problem
(L− σIn)−1x = θx. Once we find an aforesaid eigenvalue θ, it can then be transformed
back to eigenvalues of the original problem. The direct relation is λ = σ + 1/θ. However,
we cannot just apply this technique to the graph Laplacian matrix.
First note that since L is positive semi-definite, we know that its eigenvalue with
the smallest magnitude is λ0 = 0. Secondly, in order to finding some smallest positive
eigenvalues of the graph Laplacian matrix L, the zero-shift σ = 0, without any additional
information, would be an intuitive and appropriate selection. This means that we would
make use of the zero-shift and consider the invert problem of the singular matrix L. In
this case, we will encounter the problem of solving singular linear systems Lz = r. To
remedy this defect, we first propose a trimming technique in Section 2.1.
Secondly, from the fact that the convergent ones will influence the convergence process
of other eigenvalues that have not yet been captured, Section 2.2 introduces the method
of deflation to exclude the impact of convergence from convergent eigenvalues.
Lastly, although we can always focus on finding the smallest eigenvalue after deflating
these convergent eigenvalues, shift-invert method still have to be included. This is
because the next desired eigenvalue is getting farther and farther away from the origin.
To integrate these techniques, trimming, deflating, and shift-invert is not obvious. The
details will be explained in Section 2.3.
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2.1 Trimming Technique
To use the invert technique for computing the smallest positive eigenvalues of L is
equivalent to find the largest positive one of its inverted. Therefore, we have to solve the
linear system Lz = r. Besides, the vector z is usual used to expand a search subspace for
a project eigensolver (such as the Lanczos method), we can further require that z and
1n are orthogonal to each other. If Lz = r has a solution z that is perpendicular to 1n,
then the following result will be obtained.
Lemma 2.1. The orthogonality requirement of r and 1n is a necessary condition provided
the constrained linear system,
Lz = r with 1>n z = 0, where L
> = L, L1n = 0,
has a solution.
Proof. If the system is consistency, we have r>1n = z>L1n = z>0 = 0.
Overall, we will solve a constrained singular linear system{
Lz = r with 1>n z = 0,
where L> = L, L1n = 0 and 1>n r = 0.
(2.2)
Fortunately, as known in [29, Theorem 4.31], each principal submatrix of L with order
less than n is a nonsingular M-matrix.
Theorem 2.2 ( [29, Theorem 4.31 (d)]). Let L be the graph Laplacian matrix constructed
from a simple, connected and undirected graph. Write
L =
S L̂i,1 | L̂i,2— lii — S
L̂>i,2 | L̂i,3
and L̂ =
[
L̂i,1 L̂i,2
L̂>i,2 L̂i,3
]
. (2.3)
That is, L̂ represents the submatrix of L with order n− 1 obtained by removing the ith
row and column. Then the L̂ is a nonsingular M-matrix.
Remark 2.3. The index i can be any integer number between 1 and n, and we do not
specifically declare i. Specified index number should, if necessary, be evident from the
context.
Proof of Theorem 2.2. For the special case that L is a graph Laplacian matrix, we
give a compact proof. Clearly, L̂ is a symmetric matrix with nonpositive off-diagonal
entries, we next claim that L̂ is positive definite. If not, we then have a nonzero vector
x̂ ∈ Rn−1 such that x̂>L̂x̂ ≤ 0. However, if we consider the corresponding enlarged
vector x =
[
x̂(1 : i− 1)> 0 x̂(i : n− 1)>]>, we will get x>Lx ≤ 0, which contradicts to
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the fact 1n is the only one kernel vector of the positive semi-definite matrix L. Therefor,
we show that L̂ is a nonsingular M-matrix.
Based on this theorem, we can first solve the an (n− 1)× (n− 1) linear system with
the trimmed coefficient matrix L̂ in (2.3), and the corresponding right-hand side that
removes the ith element. After that, it is enlarged to an n-vector as a solution of (2.2).
In fact, we have the following theorem.
Theorem 2.4. Let L̂ be the matrix defined in (2.3) and r̂ be the (n− 1)-vector obtained
from r̂ by deleting the same ith element. If ẑ∗ is the solution of
L̂ẑ = r̂. (2.4)
Then the enlarged n-vector
z∗ :=
 ẑ∗(1:i− 1)0
ẑ∗ (i:n− 1)
− 1̂>n ẑ∗
n
1n (2.5)
is a solution of (2.2) that is orthogonal to 1n. Here, for consistency of representation,
1̂n is the all-ones vector with size n− 1, that is, 1̂n = 1n−1.
Proof. For simplicity, we consider the leading principal submatrix of L, which is obtained
by deleting the last row and column of L. Thus, we can have the following partitions:
L =
n−1 1[ ]
L̂ ̂` n−1̂`> l 1 , z =
[ ]
ẑ n−1
ζ 1
and r =
[ ]
r̂ n−1
ρ 1
. (2.6)
Then, solving (2.2) is equivalent to finding an n-vector z =
[
ẑ
ζ
]
satisfying
L̂ẑ + ̂`ζ = r̂,̂`>ẑ + lζ = ρ (= −1̂>n r̂),
ζ = −1̂>n ẑ.
(2.7)
As mentioned in Theorem 2.2, we know that L̂ is symmetric positive definite. Notice
that from Theorem 1.2 (L1n = 0) and the notations introduced in (2.6), we havê`= −L̂1̂n and l = −1̂>n ̂`= 1̂>n L̂1̂n. Hence, (2.2) (or equivalently, (2.7)) can be simplified
by solving the (n− 1)× (n− 1) linear system
L̂
(
În + 1̂n1̂
>
n
)
ẑ = r̂, where În := In−1. (2.8)
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Let ẑ∗ ∈ Rn−1 be the solution of L̂ẑ = r̂, then, from the observation(
În + 1̂n1̂
>
n
)(
În − 1n 1̂n1̂>n
)
= În ⇔
(
În + 1̂n1̂
>
n
)−1
= În − 1n 1̂n1̂>n , (2.9)
we know that ẑ∗ − 1̂>n ẑ∗n 1̂n is the solution of (2.8). Next, we use ẑ∗ to construct an
n-vector z∗ defined by
z∗ :=
[
ẑ∗
0
]
− ζ∗1n with ζ∗ = 1̂
>
n ẑ
∗
n
, (2.10)
then, noting that ̂`= −L̂1̂n and l = −1̂>n ̂`= 1̂>n L̂1̂n , we can deduce that
(i) L̂(ẑ∗ − ζ∗1̂n) + ̂`(−ζ∗) = L̂ẑ∗ = r̂;
(ii) ̂`>(ẑ∗ − ζ∗1̂n) + l(−ζ∗) = −1̂>n L̂ẑ∗ = −1̂>n r̂ = ρ.
Thus, we can conclude, from the above deduction, that z∗ is a solution of the linear
system (2.2) satisfying the orthogonal condition 1>n z∗ = 0.
2.2 Deflation Technique
Deflating converged eigenpairs is commonly used for solving the eigenvalue problems
[9, 11,28,34]. By deflating the approximate eigenpairs that we captured, we can always
focus on finding the smallest positive eigenvalue and its corresponding eigenvector.
Concretely, suppose that we have some converged positive eigenvalues associated with
unit eigenvectors, say (λ1,v1), . . . , (λc,vc). Note that λ0 = 0. Consider the deflating
matrix L˜ defined by
L˜ := L+ δV V >, where δ > 0 and V =
[
v1 · · · vc
] ∈ Rn×c. (2.11)
The constant δ > 0 indicates how far we throw the captured eigenvalues.
Theorem 2.5. For the deflating graph Laplacian matrix L˜ defined in (2.11), we know
that
(i) L˜ is symmetric positive semi-definite with null(L˜) = span{1n}.
(ii) The deflated eigenvalue problem,
L˜x = (L+ δV V >)x = λx, (2.12)
preserves all eigenpairs of the original eigenvalue problem except for µ ∈ {λ1, . . . , λc}.
Instead, these eigenvalues are transformed into λj + δ, which is a eigenvalue of
(2.12) associated with the same eigenvector vj, j = 1, . . . , c.
Proof. (i) It is obvious that L˜ is symmetric and positive semi-definite from the facts
that L as well as δV V > are both symmetric and positive semi-definite matrices.
7
Note that columns of V are eigenvectors of L corresponding positive eigenvalues so
that we have V >1n = 0.
(ii) Observe that if (µ,u) is an eigenpair of L with µ /∈ {λ1, . . . , λc} then V >u = 0
since eigenvectors of a real symmetric matrix corresponding to different eigenvalues
are orthogonal to each other. Thus, we have L˜u = Lu = µu which implies that
(µ,u) is also an eigenpair of L˜. In addition, for each captured eigenpair (λj ,vj),
the pair (λj + δ,vj) will be an eigenpair of L˜ since
L˜vj = Lvj + δV V
>vj = (λj + δ)vj , j = 1, . . . , c.
2.3 Shift-Invert of the Deflating GLEP (2.12)
In spite of the deflation technique allows us to throw away convergent eigenvalues and
focus on the smallest positive one instead, the trick of shift-invert is still needed because
the next interested eigenvalue is farther away from the zero.
To the end, under the same assumptions in Section 2.2, we eventually need to deal
with an eigenvalue problem of the form:
(L+ δV V > − σI)−1x = θx, (2.13)
where δ > 0 is a constant, V ∈ Rn×c is given as in (2.11) while σ is an appropriate shift
value that close to the smallest positive eigenvalue of L+ δV V >, i.e., 0 < σ ≈ λc+1. Note
that 1n is also the kernel vector of L˜ (cf. Theorem 2.5). In this case, the relating linear
system is {
(L+ δV V > − σI)z = r with 1>n z = 0,
where L> = L, L1n = 0, V >1n = 0, and 1>n r = 0.
(2.14)
Remark 2.6. With the requirement that z is perpendicular to 1n, the same arguments
as in Lemma 2.1 show that 1>n r = 0 is also a necessary condition provided (2.14) is a
consistent system. See also (2.2).
As mentioned above, to find the smallest deflated eigenvalue problem (2.12), the linear
system of the form (2.14) needs to be solved. Similar to the results proposed in Section 2.1,
we have the following theorem when the trimming technique is applied to a shift-invert
deflating eigenvalue problem (2.13).
Remark 2.7. To maintain consistency and conciseness of notations, we use În to denote
the identity matrix of order n− 1 and 1̂n is the all-one vector with dimension n− 1.
Theorem 2.8. Suppose ẑ∗ ∈ Rn−1 is the solution of the linear system((
L̂− σÎn
)
+ σn 1̂n1̂
>
n + δV̂ V̂
>
)
ẑ = r̂, (2.15)
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where L̂ is a matrix of order n− 1 as in (2.3) with a specific index i,
V̂ =
[
V (1:i− 1, :)
V (i+ 1:n, :)
]
∈ R(n−1)×c and r̂ =
[
r(1:i− 1)
r(i+ 1:n)
]
∈ Rn−1
are, respectively, the matrix and vector obtained from V in (2.11) and r in (2.14) by
deleting the ith row individually. Then, the n-vector z∗,
z∗ :=
ẑ∗(1:i− 1)0
ẑ∗(i:n− 1)
− 1̂>n ẑ∗
n
1n,
with the same form constructed in (2.5), is a solution of (2.14) with 1>n z∗ = 0.
Remark 2.9. If the matrix V is empty and the shift σ is zero simultaneously, the linear
system (2.14) that we are dealing with goes back to the problem (2.2) so that these two
systems (2.15) and (2.4) are exact the same one. Moreover, if anything about the smallest
positive eigenvalue is known in advance, which means if we can have a particular σ > 0
for finding the smallest positive value, the linear system (2.4) should be, according to
(2.15), modified by ((
L̂− σÎn
)
+ σn 1̂n1̂
>
n
)
ẑ = r̂. (2.16)
Proof of Theorem 2.8. By convention, we also delete the last row and column of L˜. That
is, L̂, ẑ ζ, r̂ and ρ are defined as in (2.6) with dimension n− 1, and denote V̂ ∈ R(n−1)×c
the matrix obtained from V in (2.11) by deleting the last row. Set
J = I + en1
>
n − ene>n =

1 0 · · · 0 0
0 1 · · · 0 0
0 0
. . .
...
...
...
... 1 0
1 1 · · · 1 1
 ∈ R
n×n
so that we have J−> = In − 1ne>n + ene>n . Then, we can verify, under the assumptions
in (2.2) and the particular requirement 0 = 1>n z = 1̂>n ẑ + ζ, that(
L+ δV V > − σIn
)
z = r⇔
(
J
(
L+ δV V > − σIn
)
J>
)(
J−>z
)
= Jr
⇔
[
L̂+ δV̂ V̂ > − σÎn −σ1̂n
−σ1̂>n −σn
][
ẑ− ζ1̂n
ζ
]
=
[
r̂
0
]
⇔

(
L̂+ δV̂ V̂ > − σÎn
)(
ẑ− ζ1̂n
)
− σζ1̂n
−σ
(
1̂>n ẑ + ζ
)
 = [ r̂
0
]
⇔
(
L̂+ δV̂ V̂ > − σÎn
)(
În + 1̂n1̂
>
n
)
ẑ + σ1̂n1̂
>
n ẑ = r̂
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⇔
((
L̂− σÎ
)
+ σn 1̂n1̂
>
n + δV̂ V̂
>
) (
În + 1̂n1̂
>
n
)
ẑ = r̂.
The last equation holds thanks to the equality (2.9) which allows to extract the factor(
În + 1̂n1̂
>
n
)
ẑ. As in the proof of Theorem 2.4, we see that if ẑ∗ is the solution of((
L̂− σÎn
)
+ σn 1̂n1̂
>
n + δV̂ V̂
>
)
ẑ = r̂,
then the n-vector (2.10) will be a solution of (2.14) satisfying 1>n z∗ = 0.
3 Solving the Graph Laplacian Eigenvalue Problem
We first consider a general case for dealing with a large and sparse eigenvalue problem.
Suppose we are interested in some eigenvalues that closed to a target σ of an large and
sparse eigenvalue problem
Ax = λx, A ∈ Rn×n. (3.1)
A traditional method to solve such a problem is the Shift-Invert Arnoldi (SIA) method.
SIA is a projection method that applies the Arnoldi method to the operator (A− σI)−1
for computing some eigenvalues nearest to σ and the associated eigenvectors. In general,
the project subspace is the so-called order-k (k  n) Krylov subspace generated by
Bσ := (A− σI)−1 and a unit vector u1:
Kk(Bσ,u1) := {u1, Bσu1, B2σu1, . . . , Bk−1σ u1}. (3.2)
Once we have an n×k matrix Uk := [u1,u2, . . . ,uk] whose columns form an orthonormal
basis of (3.2). SIA will solve the eigenpair of Hk = U
>
k AUk, say (θ, s), that we are
interested, and then recover the Ritz pair (θ, Uks) ofBσ to (σ+1/θ, Uks) as an approximate
eigenpair of A. After that, if the accuracy is not good enough, the Krylov subspace (3.2)
will be expanded. To this end, one has to find the solution z of the linear system
(A− σI)z = uk (3.3)
and then orthogonalize the vector z against Uk to generate the next basis vector uk+1 of
Kk+1
(
Bσ,u1
)
.
Direct methods, such as the LU or the Cholesky factorizations, are used to solve
linear system (3.3) exactly for the construction of the Arnoldi or Lanczos decomposition.
However, for a large matrix A, such a factorization is not feasible in general, and only
iterative solvers are viable. This difficulty motivates us to introduce the Shift-Invert
Residual Arnoldi (SIRA) [18, 19] method for the use of inexactly solving the inner linear
systems.
3.1 Review of the SIRA Method
SIRA (Algorithm 3.1) is an alternative applied to the matrix Bσ := (A − σI)−1 for
computing a few eigenvalues of (3.1) that is closed to σ.
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Algorithm 3.1 SIRA method with the target σ
Input: Given a square matrix A with size n; the target σ of interested location; an
n×k matrix U (1 ≤ k  n) whose columns form an orthonormal basis of the order-k
Krylov subspace (3.2); and the tolerance ε.
Output: The eigenpair (λ,v) of A.
1: restart
2: % Subspace Extraction
3: Compute the Rayleight quotient H = U>AU .
4: Let (θ, s) be an eigenpair of H, where θ ≈ λ.
5: Compute the residual r = Ay − θy, where y = Us.
6: if |r| < ε then
7: return (λ,v), where λ = θ and v = y.
8: else
9: % Subspace Expansion
10: Solve the linear system (A− σI)z = r.
11: Orthonormalize z against U to obtain u.
12: Update U = [U u].
13: end if
14: until Capture the Ritz pair (approximate eigenpair) of A with θ ≈ σ.
In the step of subspace extraction, SIRA takes the Ritz pair (θ, Uks) as an approximate
eigenpair of A directly; in the step of subspace expansion, SIRA solves the linear system
(A− σI)z = r, r := (A− θI)Uks (3.4)
for the purpose of getting the next basis vector of Kk+1(Bσ,u1). In summary, even
through the projection subspace Kk(Bσ,u1) of SIA and SIRA is the same for the identical
unit vector u1, these two methods generally obtain different approximations [13].
To use the SIRA method for finding a few eigenvalues nearest to 0 and the associated
eigenvectors of the GLEP (2.1), we successively dig the desired pairs from a Krylov
subspace and then expand this searching subspace if the results are not yet satisfactory.
In conclusion, we have to solve a bunch of linear systems as in line 10 of the SIRA
algorithm.
Note that the right-hand side of the linear system in SIRA automatically satisfies the
necessary condition of Lemma 2.1. Owing to r in (3.4) is the residual vector and the
(θ, Uks) is a Ritz pair of L with θ > 0 and 1
>
nUk = 0, it implies that
1>n r = 1
>
n (LUks− θUks) = 0.
However, for large-scale applications, using direct methods to solve (3.4) in SIRA is
still expensive in memory and time consuming. So, in general, only iterative solvers are
viable.
It is worth mentioning that Lee [18] as well as Lee and Stewart [19] made some analysis
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and indicated that the SIRA method may still work well in spite of the low or modest
accuracy at each step for solutions of the linear systems (3.4). This leads to the inexact
SIRA method. Recently, Jia and Li [13] proved that the inexact SIRA mimics the exact
SIRA well when the relative error of the approximate solution of (3.4) is modestly small
at each iteration.
Therefore, to solve the GLEP (2.1), we integrate an inner-outer iterative method,
built-up by SIRA [18] as the iterative outer eigensolver and inexact solving inner linear
systems (2.2) as well as (2.14).
3.2 The Linear Systems in SIRA
To our problem, we need to solve the singular linear system (2.2) as well as (2.14). In
Section 2.1, we propose a trimming technique to remedy the singularity of L, and to
solve an (n − 1) × (n − 1) linear system (2.4) instead. Then the resulting vector can
be converted into a solution of (2.2) that is orthogonal to the kernel vector 1n. If we
attempt to find more than one eigenpair, the deflation method introduced in Section 2.2
can be used to exclude the influence of convergent eigenpairs. In this case, we in fact
face a deflated eigenvalue problem (2.12) and need to solve the linear system (2.15).
Remark 3.1. When n is very large, we can omit the low-rank term, σn 1̂n1̂
>
n , appearing
in (2.15) and (2.16). At this moment, we turn to solve
L̂σẑ = r̂ and
(
L̂σ + δV̂ V̂
>
)
ẑ = r̂
instead of (2.16) and (2.15), respectively, where L̂σ := L̂− σÎn.
Choosing suitable preconditioners plays an important role to get a decent performance
for solving a linear system with iterative methods. Based on the the idea of Vaidya [36]
using graph theory for iterative methods, Speilman and Teng [32] gave a combinatorial
preconditioner by graph sparsification and proposed the first near-linear time Symmetric
Diagonal Dominate1 (SDD) solver. Koutis et al. [15, 16] proposed the construction
of Combinatorial MultiGrid, referred to as CMG, preconditioning chain and applied
the CMG preconditioner to deal with optimization problems in computer vision. The
algorithm CMG reduces solving general SDD systems to solve systems in graph Laplacian
matrices. Given a graph, they construct by adding carefully chosen sets of edges to obtain
a low-stretch spanning tree and to get a sequence of logarithmically many successively
sparser graphs that approximate it as a preconditioner of iterative methods, such as the
preconditioned conjugate gradient method or the minimal residual method. For a more
in-depth discussion of this work, we refer to [14,33].
The matrix L̂ in (2.3) is also indeed a SDD matrix so that we take the corresponding
CMG matrix M̂ as a preconditioner in (2.4). However, M̂ is not a suitable preconditioner
if σ is nonzero and/or V is nonempty because our goal is to solve the linear systems
(2.15) and (2.16). In such cases, as the suggestion in [10], their preconditioners should
1A square matrix A is said to be symmetric diagonal dominate if A> = A and Ajj ≥∑j 6=k |Ajk|.
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involve the deflation terms. Moreover, according to Remark 3.1, we discard the rank-one
correction σn 1̂n1̂
>
n in both equations if n is very large. As a consequence, for large n, we
take M̂σ and M̂σ + δV̂ V̂
> as preconditioners for (2.16) and (2.15), respectively, where
M̂σ ≈ L̂− σÎn. Note that σ should be chosen carefully to preserve L̂− σÎn to be a SDD
matrix.
Suppose that we obtain the first c (smallest) eigenpairs of L. Let Λ ∈ Rc×c be the
eigenvalue matrix and V ∈ Rn×c be the corresponding eigenvector matrix whose columns
are orthonormal to each other. By means of the Sherman-Morrison-Woodbury formula [9],
the inverse of M̂σ + δV̂ V̂
> with V̂ ∈ R(n−1)×c is given by(
M̂σ + δV̂ V̂
>
)−1
=
(
În − δM̂−1σ V̂ (Ic + δV̂ >M̂−1σ V̂ )−1V̂ >
)
M̂−1σ , (3.5)
where În = In−1.
Remark 3.2 (Strategy for Preconditioners). When n is large, with the previous
notations, the choice of preconditioners to solve the linear systems in SIRA by iterative
methods can be summarized as follows.
(i) To the case (2.4), we choose M̂ ≈ L̂ as a preconditioner.
(ii) To the case (2.16), we turn to consider the linear system
(
L̂− σÎn
)
ẑ = r̂ and
choose M̂σ ≈ L̂− σÎn as a preconditioner.
(iii) To the case (2.15), we consider the linear system
((
L̂− σÎn
)
+ δV̂ V̂ >
)
ẑ = r̂ and
choose M̂σ + δV̂ V̂
> as a preconditioner with the aid of the formula (3.5).
3.3 Integrated SIRA with Trimming and Deflating Techniques for GLEPs
Algorithm 3.2, called iSIRA, summarizes the SIRA method combined with techniques
of trimming (Section 2.1) and deflation (Section 2.2) for finding some smallest positive
eigenvalues and associated eigenvectors of the GLEP (2.1). The techniques of trimming,
deflation and shift-invert enhance can be described as in the Figure 1.
For a given k ≥ 1, as in line 6 of the iSIRA algorithm, let Uk be the current searching
subspace and {(θ1, s1), · · · , (θk, sk)} be the set of eigenpairs of Hk with the ascending
order of eigenvalues and the unit norm of each eigenvector. The k×k column orthonormal
matrix Sk =
[
s1 · · · sk
]
is the collection of the eigenvectors of Hk.
We first explain the step – subspace restart – in line 12 to 15 of the iSIRA algorithm.
Due to the storage requirements and computational costs, the order of the searching
subspace k can not be too large and shall be limited. That is to say, we have to shrink
down the subspace in case the dimension is equal to the limit size m. This process is
called restart. So, once we generate an m-dimension search space Um, i.e. k = m, we will
reduce Um to a q-dimensional matrix, 1 ≤ q < m, that preserves some useful information.
To maintain the first q eigeninformation, the matrices Um, Wm and Hm in the iSIRA
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0 = 𝜆𝜆0 𝜆𝜆𝑗𝑗+1 𝜆𝜆𝑗𝑗 + 𝛿𝛿
(3) Deflate 𝝀𝝀𝒋𝒋(4) Move 𝝈𝝈
𝝈𝝈
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(1) Trim 𝝀𝝀𝟎𝟎 = 𝟎𝟎 (2) Find 𝝀𝝀𝒋𝒋
/   /
𝝈𝝈
Figure 1: (1) Trim λ0 = 0; (2) Find λj (j > 0); (3) Deflate λj to λj + δ; (4) Move σ.
will be updated by
Uk ← UmSm(:, 1:q), Wk ←WmSm(:, 1:q), Hk ← diag{θ1, . . . , θq}, k ← q.
We then discuss the step – eigenvector purging – in line 22 of the iSIRA algorithm.
Suppose we have a convergent eigenpair (λj ,vj) for some 1 ≤ j ≤ d, where λj = θ1 and
vj = Uks1. The deflating action will throw λj forward to λj +δ, and the operation matrix
will, for the subsequent loops, contain the deflating term L+ δvjv
>
j . See Section 2.2 and
line 17 of the iSIRA algorithm. Furthermore, we can also in fact purge the direction of
vj = Uks1. Consequently, owing to U
>
k Uk = Ik = S
>
k Sk, we will update Uk, Wk and Hk
as follows
Uk ← UkSk(:, 2:k), Wk ←WkSk(:, 2:k), Hk ← diag{θ2, . . . , θk}, k ← k − 1,
which are the modifications in line 22 of the iSIRA algorithm. Note that, in this case,
the dimension of the searching subspace is shrunk to k − 1.
4 Numerical Experiments
In this section, we demonstrate the efficiency and accuracy of the iSIRA algorithm
(Algorithm 3.2), to solve the GLEP (2.1) for computing some smallest positive eigenvalues
and associated eigenvectors. We use isira, Integrated SIRA, to denote Algorithm 3.2.
All computations in this section are carried out in MATLAB 2017a. For the hardware
configuration, we use a DELL XPS 15 9560 laptop with an Intel i7-7700HQ Quad Core,
16GB RAM, and the Windows 10 operating system. The data sets to our numerical
experiments are provided within KONECT [17] (Koblenz Network Collection, http:
//konect.uni-koblenz.de) and we consider the undirected, unweighted networks.
Moreover, to demonstrate the performance of our algorithm, we compare isira with
two methods. We call the MATLAB built-in function eigs to compute the eigenvalues
with smallest magnitudes using the diagonal perturbation τIn, where τ > 0 is a small
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Algorithm 3.2 iSIRA: integrated SIRA method for GLEP (2.1)
Input: An n×n graph Laplacian matrix L; a number of desired value d; an n×k0 column
orthonormal matrix Uk0 , 1 ≤ k0 < m, that each column of Uk0 is also orthogonal to
1n; trimmed index 1 ≤ i ≤ n; a deflating scalar δ > 0; target shift σ(= 0); tolerances
ε; maximum dimension of the search space m and the restart size of the subspace q.
Note that 1 ≤ d ≤ q < m n.
Output: The first d smallest positive pairs (λj ,vj) of L, j = 1, . . . , d.
1: Set D = [ ], V = [ ] (empty arrays), k = k0 and flag = 0.
2: for j = 1, . . . , d do
3: while flag = 0 do
4: Compute Wk = (L+ δV V
>)Uk and Hk = U>k Wk.
5: % Subspace Extraction
6: Compute all eigenpairs of Hk, say {(θ1, s1), . . . , (θk, sk)}, where θt is in ascending
order and ‖st‖2 = 1, t = 1, . . . , k. Denote Sk = [s1 · · · sk].
7: Compute the residual r = Wks1 − θ1Uks1.
8: if ‖r‖2 < ε then
9: Update D = [D λj ] and V = [V vj ], where λj = θ1 and vj = Uks1.
10: Set flag = 1.
11: else
12: if k = m then
13: % Subspace Restart
Uk = UmSk(:, 1:q), Wk = WmSk(:, 1:q), Hk = diag{θ1, . . . , θq}.
14: Set k = q.
15: end if
16: % Subspace Expansion
17: Find a solution z∗ of (2.2) if j = 1; of (2.14) if j > 1.
% Singularity Trimming and Eigenvalue Deflating
(i) Solve the linear system (2.4) if j = 1; the system (2.15) if j > 1.
(ii) Compute the n-vector z∗ (2.5).
18: Orthonormalize z∗ against Uk (and V if j > 1) to obtain u.
19: Expand Uk by Uk+1 =
[
Uk u
]
. Set k = k + 1.
20: end if
21: end while
22: % Eigenvector Purging
Uk = UkSk(:, 2:k), Wk = WkSk(:, 2:k), Hk = diag{θ2, . . . , θk}.
23: Move σ ≈ θ2. Set k = k − 1 and flag = 0.
24: end for
perturbation such as 10−8 and n is the amount of vertex. Note that we have to compute
11 eigenvalues of Lτ := L+ τIn since the smallest one is equal to τ .
Beside, we also apply the idea of null-space deflation in [11], proposed by the part
authors (Huang, Lin and Yau) of this paper, to the graph Laplacian matrix. In short,
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using a rank-two correction, the matrix L is transformed to Ld +
[
e1 1n
][−e>1
1>n
]
, where
Ld := L+ e1e
>
1 . Note that this method is based on the eigs algorithm with the deflation
of the zero eigenvalue and we call it as ndeigs (Null-space Deflating eigs). That is, we
calculate some smallest positive eigenvalues using eigs with a function handle specified
how to solve the linear systems whose the coefficient matrix Ld together with a rank-two
correction.
As a consequence, these two methods need to compute the matrix factorizations of
Lτ and Ld in advance for solving the linear systems involved in eigs. Moreover, the
convergence tolerance of each eigensolver is set to be 10−8.
Remark 4.1. We give some remarks on the trimming index and the deflating coefficient
indicated in Section 2.1 and Section 2.2, respectively.
(i) The choice of trimming index may be a hyperparameter. In practice, we select the
one whose diagonal entry has the maximum degree so that there are more rows
(columns) will has strictly diagonally dominant property2. In Example 4.2, we will
present some comparison results.
(ii) We choose δ = 2 ·max{diag(L)} to be the deflating coefficient in Theorem 2.5 based
on the Gershgorin Theorem [9]. This can ensure that deflating eigenvalues will not
fall inside the spectrum of L and still keep the order of magnitude.
Example 4.1. We compute the first ten smallest eigenvalues of the networks from
KONECT with vertex size larger than 100,000. The first five data in Table 1 are
connected networks and the rest of networks have more than one connected component.
For the latter, we first identify which component of each vertex in the graph belongs to
and then take out the subnetwork that has the most members.
For large networks whose bandwidth are very wide after performing the reordering such
the minimum degree algorithm [20], Cuthill-McKee algorithm [6] and the reverse Cuthill-
McKee algorithm [8], to achieve the matrix factorizations will suffer from the problem
on out of memory. Figure 2 shows matrix pattern of FX and YT after performing the
reverse Cuthill-McKee algorithm. As we can see that the sparse pattern is still very
“fat”and this will make the factorization produce dense matrices. In such situations, the
isira method circumvent this difficulty using the iterative method and inexactly solving
the linear systems contained the eigensolver.
Table 1 reveals feasibility of isira to capture some smallest eigenvalues in a reasonable
time cost. All networks have similar convergence processes and we present iteration
behaviors of FX and YT in Figure 2. Moreover, in Table 1, we also see that the
techniques from our previous method ndeigs [11] can adjust the structure of a matrix
without changing its sparsity of the matrix. This can reduce possibility of zero diagonal
elements appearing in the execution of the matrix factorization. We will demonstrate
this effect again in Remark 4.2.
2This means that the magnitude of diagonal entry is strictly greater than the sum of the absolute value
of the rest elements in the same row.
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Code n nnz
Time (sec)
isira ndeigs eigs
LM 104,103 4,490,269 72.3 153.4 1856.0
GW 196,591 2,097,245 51.6 61.3 224.7
CA 334,863 2,186,607 66.8 67.6 203.3
CY 1,134,890 7,110,138 315.3 — —
HY 1,402,673 6,957,511 223.3 — —
FX 2,523,386 18,360,988 740.4 — —
FI 105,722 4,739,058 54.8 61.6 404.7
SK 1,694,616 23,883,034 660.6 10310.5 —
YT 3,216,075 21,955,823 1068.0 — —
Table 1: The CPU time of the eigensolvers for networks. The symbol — means that 16
GB memory was not enough for computing the required matrix factorizations.
The first column is the code name assigned in KONECT. n shows the vertex
size of the (largest) connected network. The column nnz denotes the number of
nonzero elements of its Laplacian matrix and the last column records the time
costs of the three methods.
Example 4.2. In Remark 4.1, we make some interpretable idea to select the vertex
whose degree is the maximum as the trimming index. Table 2 shows some comparisons
between the vertex degree and the computational time.
CY HY FX YT SK
degree time degree time degree time degree time degree time
1 406.6 1 319.2 1 784.5 1 1462.2 1 820.1
29 360.0 172 262.0 57 744.5 29 1379.3 360 747.6
28,754 315.3 31,883 223.3 1,474 740.4 91,751 1068.0 35,455 660.0
Table 2: The CPU time of the isira method using different trimming indices.
In the first four examples, the third row is exact the index n, the fourth row presents
the results by deleting the first row and column, and the last row is obtained by trimming
the vertex which has the maximum degree. In the case of SK, the minimum degree is
still equal to one but is not equal to the last index. The last row also picks the index
with the maximum degree. The value 360 in the network SK is the degree of its first
vertex. On our experimental experience, trimming the vertex with the smallest degree
always get slower computational efficiency. This may indirectly display that trimming
the index of the vertex with the maximum degree may be an appropriate choice.
Remark 4.2. The isira is committed to solve the GLEP whose network pattern is
wide even after suitable reordering of vertices. That is, in this case, the graph Laplacian
matrix has no LU factorization available. On the contrary, if the bandwidth of a matrix
becomes narrow after applying some reordering algorithms, then the LU factorization is
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(c) Sparse Pattern of YT
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(d) Residual Evolution of YT
Figure 2: Sparsity patterns of the reverse Cuthill-McKee ordering and convergence histo-
ries of the isira method for the networks FX and YT.
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Figure 3: Networks in Table 3 have narrower bandwidth patterns after reordering.
very “cheap” either on the demand of memory or the time of computing. Under such
situations, eigs and ndeigs become preferable since the inner linear systems can be
solved by the LU factorization.
Figure 3 gives five examples that the matrices have narrower bandwidth patterns
after performing the reverse Cuthill-McKee algorithm (the MATLAB built-in function:
symrcm). Tale 3 presents the information of these networks and the time cost of eigs
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Code n nnz
Time (sec)
ndeigs eigs
WO 145,145 1,457,605 15.3 31.2
CD 317,080 2,416,812 76.6 249.5
RD 1,087,562 4,170,590 8.0 9.6
R1 1,351,137 5,109,539 8.0 11.7
RO 1,957,027 7,477,803 11.9 16.9
Table 3: The CPU time of the eigs and ndeigs for networks having thinner bandwidth
after the index permutation as shown in Figure 3. The contents of the first row
of this table are as introduced in Table 1.
and ndeigs methods. It is worth to mention that the rank-two correction strategy in
ndeigs [11], our previous method, makes the performance be superior to eigs.
5 Conclusions and Future Works
Graph Laplacian eigenvalue problems focus on the extraction of potential quantities, such
as eigenvalues and eigenvectors of network structures. Due to the graph Laplacian matrix,
generated from a simple, connected and undirected graph, is symmetric positive semi-
definite and the information what we are interested often be hidden in the eigenvalues
with small magnitude. This indicates that we have to address the problem of solving a
singular system. Thus, the study of efficient eigensolvers for finding some smallest positive
eigenvalues and associated eigenvectors of the graph Laplacian eigenvalue problem is a
challenging and important topic.
To this end, based on the method of inexact shift-invert residual Arnoldi (SIRA) [18,19],
we derive a trimming technique in Section 2.1 to implicitly remedy the singularity of
the graph Laplacian matrix and get a solution which is orthogonal to the null space
for expanding the searching subspace. Furthermore, we apply the deflating approach to
exclude the influence of convergence eigenvalues so as to focus on capturing the smallest
positive one and detect a few desired eigenvalues in order. Numerical experiments show
that, compared with the numerical implementations of traditional diagonal perturbation
eigs and the null-space deflation eigensolver ndeigs [11] using direct methods for inner
linear systems, the new derived algorithm iSIRA, integrated SIRA (SIRA with trimming
and deflating techniques), reveals more efficient and feasible when a LU factorization of
the graph Laplacian matrix is not available.
According to the concise algorithm of SIRA, in the future, we will focus on the
development a GPU version of the iSIRA algorithm (Algorithm 3.2). In addition, we
will pay attention to Laplacian matrix arising from a direct graph. Note that in such a
case, all properties and advantages of a undirect Laplacian proposed in this paper are no
longer be applied. How to explore new features and develop a fast eigensolver is under
investigation.
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