Abstract. We use elementary combinatorial methods together with the theory of quadratic forms over finite fields to obtain the formula, originally due to Kuz'min, for the number of monic irreducible polynomials of degree n over a finite field Fq with first two prescribed coefficients. The formula relates the number of such irreducible polynomials to the number of polynomials that split over the base field.
Introduction
Let F q be the finite field of q elements and characteristic p and let a = (a 1 , . . . , a ) be fixed. The problem of counting the number of irreducible polynomials x n + a 1 x n−1 + · · · + a x n− + t +1 x n− −1 + · · · + t n ∈ F q [x] has been studied extensibly. Aymptotic results were initiated by Artin [Ar24] and were answered in the most generality by Cohen [Co72] . In the domain of exact formulas, Carlitz [Car52] and Yucas [Yu06] have stablished formulas where the first or the last coefficient are fixed. This has also been studied by Omidi Koma, Panario, and Wang [OPW10] . Kuz'min [Ku89, Ku90] has proved formulas when the first two coefficients are fixed and obtained partial results with three coefficients [Ku94] . There are also works of Kuz'min [Ku91] , Cattell, Miers, Ruskey, Sawada and Serra [CMRSS03] , Yucas and Mullen [YM04] and Fitzerald and Yucas [FY03] that go up to three fixed coefficients in characteristic 2. More extensive results in characteristic 2 and 3 were proved by Moisio and Ranto [MR08] . We refer the reader to surveys of Cohen [Co05, Co13] for more information.
In this work, we examine the problem of two fixed coefficients. Let H n (a 1 , a 2 ) be the number of irreducible polynomials of the form x n + a 1 x n−1 + a 2 x n−2 + t 3 x n−3 + · · · + t n ∈ F q [x].
Kuz'min, building upon ideas of Carlitz [Car52] and Hayes [Ha65] , proves the following result.
Theorem 1.1. [Theorem 1 [Ku90] ] Let p > 2 and a be nonzero, then for n ≥ 2 H n (0, a) = 1 n n/dp , where ε = 1 if p | n and 0 otherwise.
Here, µ denotes the Möebius function defined as µ(n) = (−1) r n square-free and n is a product of r distinct primes, 0 n is not square-free.
For n ≥ 1 and a ∈ F q , δ n (a) = q n−2 + (−1) n (q n−2 − Q n−1 (a)), with Q n (a) being the number of solutions of the equation
x i x j = a. When p | n and a 1 = 0, the change
implies H n (a 1 , a 2 ) = H n (1, 0).
Therefore, Theorem 1.1 provides a complete answer for the value of H n (a 1 , a 2 ) in all cases. The first cases for n ≤ 7 are analized in [Ku89] by elementary combinatorial methods, while the general case is proved in [Ku90] by using L-functions.
1
In this paper, we prove Theorem 1.1 by using the elementary combinatorial methods introduced in [Ku89] .
Notation
Let a = (a 1 , . . . , a ) with ≤ n. Let P n (a) be the set of polynomials of the form
. Let H n (a) be the subset of polynomials in P n (a) that are irreducible. We write P n and H n when no conditions are imposed on the coefficients.
By the type of a polynomial in F q [x] we refer to the collection of degrees of irreducible factors together with their multiplicities in the canonical decomposition of the polynomial over F q [x] . For example, x 2 (x + 1) has type (1 2 , 1). Thus, we denote by X v (a) the number of polynomials of type v in P n (a). For example, X (1 2 ,1) (with no condition on the coefficients) denotes the number of polynomials of type (1 2 , 1), i.e., polynomials of the form (x + α)
2 (x + β) with α = β. Then we have that X (1 2 ,1) = q(q − 1). In this paper we are going to work mainly with the specific case of = 2. Accordingly, n ≥ 2.
Result and strategy
Our goal is to prove Equation (1.1). We are going to obtain this result as a corollary to the following identity.
(3.1)
This equation reduces to Equation (1.1) by application of Möbius inversion because of the following result:
One can easily see that the left hand side of (3.2) is equivalent to the number of solutions of
1≤i<j≤n x i x j = a, which can be seen to be the same as the number of solutions of (1.2) (with the opposite sign for a). Then the number Q n−1 (−a) is found by using Minkowski's method from the theory of quadratic forms over finite fields, see [Mi84, Cas11] for more details. Equation (3.1) is analogous to
Notice that in the case of Equation (3.3) we have that (3.5)
since this is equivalent to all the possible products of linear factors that one can form by choosing n ordered linear factors among q possibilities. By Equation (3.4) we have, for p n and a = 0, (3.6)
since this is the number of solutions of
By Möbius inversion, Equations (3.3) and (3.4) imply the well-known results
n/dp a = 0, (3.8)
where ε = 1 if p | n and 0 otherwise. See, for example, [Yu06] .
Proof (Theorem 1.1). Equations (3.1) and (3.2) combined yield
Write n = mp r with p m. Thus, we write, more precisely, d|m dp r H dp r (0, a 1 d) = δ mp r (−a 1 m).
where
which translates into (1.1) by reversing all the changes of variable. Now (3.8) and (1.1) give us
By observing that a Q n/d−1 (−a/d) is simply the number of possibilities of choosing n/d − 1 elements in
Thus,
n/dp .
If p | n, we have
This completes the proof of Theorem 1.1 from Equation (3.1).
The rest of the paper is devoted to give a combinatorial proof of Equation (3.1).
A family of equations
The following lemma will be the starting point for generating relationships among the X v (a)'s.
Proof. For a generic polynomial f (x) = x n + a 1 x n−1 + · · · + a x n− + t +1 x n− −1 + · · · + t n ∈ P n (a) and a fixed polynomial g(
Given the values b 1 , . . . , b k , the numbers c 1 , . . . , c n−k must satisfy the equations
where we set
fixes the first coefficients of h(x). There are n − k − choices for the remaining coefficients of h(x).
Given a factorization type v, the degree, denoted deg(v), is simply the degree of the resulting polynomial. We note that there is a more precise way of describing a certain factorization type v of degree n by means of an n × n matrix V = (v i,j ), where the entry v i,j indicates the number of factors of the form i j in the factorization type. Then the matrix V must satisfy
Accordingly, we will use the notation X V (a) as equivalent to the notation X v (a).
The length of v, denoted lg(v) or lg(V ) is defined as,
Our goal is to find a formula for X (n) (0, a). In order to do that, we are going to consider the equations that we can form with the X v (a).
Let V, W be n × n matrices with integral entries. We say that W is majored by V (written W V ) iff
Any factorization type w of total degree k less or equal than n − may be represented by a matrix W with i,j ijw i,j = k. For any such factorization type w we may consider all the factorization types v of degree n such that w is a factor. This is simply the set of v such that W V . Counting the number of polynomials of each of these types and using Lemma 4.1 yield the following equation:
where H i denotes the number of irreducible polynomials of degree i, with no restrictions.
We refer to Equation (4.1) as E w (a) or E W (a).
A combination of equations
We are going to consider a certain combination of equations of the form E w (a). From now on we are going to assume that = 2. However, the combination we find also works for smaller values = 0, 1.
Consider the following set
Then we write A :
Observe that this is a combination of equations. Now define
and
Finally, consider the set
We will work with the sequence given by
Let γ be a function on n-vectors with nonnegative integral entries given by the following recurrence.
• For
• When there is an i > 1 with s i = 0, we have
Notice that the sum starts with γ(s 1 − 1, s 2 , . . . , s n−1 , s n ) if s 1 = 0. Now set C :
We will see in Section 7 that A + B + C give us the desired result, namely, Equation (3.1). Before that, we need to prove certain properties of γ.
A property of γ
In this section, we are going to prove the following.
Proposition 6.1. Let s 1 , . . . , s n be nonnegative integers. Define
Then, we have
Before proceeding to the proof of this result, we need to consider the following lemma.
Lemma 6.2. For (s 1 , . . . , s n ) = (0, . . . , 0), We have the following recurrence relation.
Proof. First notice that for s > 0,
By applying the recurrence of γ,
Remark that it is correct to apply the recurrence relation for the part of the sum involving the terms γ(t 1 , 0, . . . , 0) due to the case f (s, 0, . . . , 0) analized above.
We now look at the term for a fixed value of j. First notice that
where we have manipulated the j-binomial coefficient. Now we isolate the factor s j in order to obtain
By manipulating the j + 1-binomial coefficient, we find
Again, we isolate the factor s j+1 ,
We rewrite the last row as two products:
This process is repeated until we reach the following = . . .
We now introduce the remaining factors
We manipulate the j − 1-binomial coefficient
Taking into account the signs, the terms containing γ(t 1 , . . . , t j−1 + 1, t j − 1, . . . , t n ) with j > 2 yield
On the other hand, the term containing γ(t 1 − 1, . . . , t n ) yields
while the one containing γ(t 1 + 1, t 2 − 1, . . . , t n ) yields
Putting all of this together, we get, This concludes the proof of the recurrence for f (s 1 , . . . , s n ).
Proof of Proposition 6.1. Observe that for s = 0, f (0, . . . , 0) = 1. Now assume that s > 0. We have
By exchanging the order of summation,
Now notice that the inner sum equals zero unless s = j and in that case it equals (−1) s . Thus we get
We proceed by induction on k = s 1 + 2s 2 + · · · + ns n . Remark that we have proved the case of k = s 1 for any value of k. We are going to apply the recurrence (6.2). Observe that in the term f (s 1 , . . . , s j−1 + 1, s j − 1, . . . , s n ) we have s 1 + · · · + (j − 1)(s j−1 + 1) + j(s j − 1) + · · · + ns n = k − 1. Thus, by induction hypothesis,
This concludes the proof of Proposition 6.1.
A + B + C
In order to prove Equation (3.1) we need to compute the coefficient of each X v (a) in A + B + C. The following two equations are going to be key in this section
Because of Equations (7.1) and (7.2), 0≤w1,1+···+nwn,1≤n
(n − (w 1,1 + · · · + nw n,1 ))
unless one of the following applies:
• there is an i 0 with v i0,n + · · · + v i0,1 = 1 and v i,n + · · · + v i,1 = 0 for all i = i 0 .
The first case is impossible, since n > 0. For the second case, since deg(v) = n, the only possibility for this is v i0,n/i0 = 1 and the rest is zero. We obtain the coefficient i 0 for X (i n/i 0 0 ) (a). For the remaining X v (a), the coefficient contributed by A must be
Since we have w i,1 ≤ v i,n + · · · + v i,1 , we obtain
This can only happen if v i,j = 0 for all j > 1 with the exception of v 1,2 which can be equal to 1 or 0. In any of these cases v i,1 can take any value. Thus, the contribution to the coefficient is given by
First assume that v i,j = 0 for j > 1. Since w i,1 ≤ v i,1 , the case w 1,1 + · · · + nw n,1 = n − 1 occurs when w i,1 = v i,1 for i > 1 and w 1,1 = v 1,1 − 1. We obtain (−1) v1,1+···+vn,1 v 1,1 .
Now assume v i,j = 0 for all j > 1 except that v 1,2 = 1. Once again we have w i,1 ≤ v i,1 for i > 1 and w 1,1 ≤ v 1,1 + 1. The case w 1,1 + · · · + nw n,1 = n − 1 occurs with w 1,1 = v 1,1 + 1, w i,1 = v i,1 for i > 1 and the coefficient equals (−1) v1,1+···+vn,1 .
The term B.
We look at expression B. The coefficient of X v (a) is given by
Because of Equations (7.1) and (7.2),
unless v i,n + · · · + v i,1 = 0 for all i, which is impossible for n > 0. The case w 1,1 + 2w 2,1 + · · · + nw n,1 ≥ n − 1 together with the conditions
This can only happen if v i,j = 0 for all j > 1 with the exception of v 1,2 which can be equal to 1 or 0. In addition, v i,1 can take any value. Therefore, the contribution to the coefficient is w1,1+2w2,1+···+nwn,1=n−1,n
+ · · · + nw n,1 = n never occurs. The contribution coming from (7.3) equals
The contribution from (7.4) will be analized in the more general case of w 1,1 = 0. We have 0≤2w2,1+···+nwn,1≤n−2
Notice that 0≤2w2,1+···+nwn,1≤n
unless v i,n + · · · + v i,1 = 0 for all i > 1 and in that case the above sum equals 1. Apart from that term, we obtain that the contribution to the coefficient is given by
Because of the previous considerations and the fact that v 1,1 +· · ·+v 1,n must be positive for X v (a) to appear in this sum, this contribution only appears if v 1,1 = 1 and v i,j = 0 for j > 1. The only possibility is w 1,1 = 0, w i,1 = v i,1 for i > 1, and we obtain
7.3. The term C. Finally, we look at expression C.
0≤w 1,1 +2w 1,2 +···+nw 1,n ≤n−2 ∃j 0 ,w 1,j 0 =0
γ(w 1,1 , w 1,2 , . . . , w 1,n )
Because of Equations (7.1) and (7.2), 0≤w1,1+2w1,2+···+nw1,n≤n γ(w 1,1 , w 1,2 , . . . , w 1,n )
In that case, we obtain 0≤w 1,1 +2w 1,2 +···+nw 1,n ≤n−2 ∃j 0 ,w 1,j 0 =0
The case w 1,1 + 2w 1,2 + · · · + nw 1,n = n − 1 together with the conditions w 1,i + · · · + w 1,n ≤ v 1,i + · · · + v 1,n for all i and v 1,1 + 2v 1,2 + · · · + nv 1,n = n imply that there is a j 0 > 1 such that w 1,j0−1 = v 1,j0−1 + 1 and w 1,j0 = v 1,j0 − 1, or w 1,1 = v 1,1 − 1. This term yields
by construction of γ, provided that there is an i 0 > 1 such that v 1,i0 = 0. Otherwise, we obtain
The case w 1,1 + 2w 1,2 + · · · + nw 1,n = n together with the conditions w 1,i + · · · + w 1,n ≤ v 1,i + · · · + v 1,n for all i and v 1,1 + 2v 1,2 + · · · + nv 1,n = n imply that w 1,j = v 1,j for all j and yields
We remark that the case v 1,j = 0 for j > 1 yields
The term with w 1,1 = · · · = w 1,n = 0 will be considered in a more general setting. If v i0,n + · · · + v i0,1 = 0 for some i 0 > 1, the contribution is given by − w1,1+2w1,2+···+nw1,n+2w2,1+···+nwn,1=n−1,n γ(w 1,1 , w 1,2 , . . . , w 1,n )
The case w 1,1 + 2w 1,2 + · · · + nw 1,n + 2w 2,1 + · · · + nw n,1 ≥ n − 1 implies
This can only happen if v i,j = 0 for i, j > 1. Back to Equation (7.5), − w1,1+2w1,2+···+nw1,n+2w2,1+···+nwn,1=n−1,n γ (w 1,1 , w 1,2 , . . . , w 1,n )
We see that w i,1 ≤ v i,1 for i > 1 and w 1,i +· · ·+w 1,n ≤ v 1,i +· · ·+v 1,n for any i. The condition w 1,1 +2w 2,1 + · · ·+nw n,1 +2w 1,2 +· · ·+nw 1,n = n is only possible if w i,1 = v i,1 for i > 1 and w 1,i +· · ·+w 1,n = v 1,i +· · ·+v 1,n for all i, which implies w 1,i = v 1,i . The condition w 1,1 + 2w 2,1 + · · · + nw n,1 + 2w 1,2 + · · · + nw 1,n = n − 1 is only possible if w i,1 = v i,1 for i > 1 and w 1,j0 = v 1,j0 − 1 and w 1,j0−1 = v 1,j0−1 + 1 for a unique j 0 fixed (this includes the case j 0 = 1, with the second condition empty) and w 1,j = v 1,j for the other j.
Therefore, the contribution to the coefficient is given by
This term equals 0, unless v 1,j = 0 for all j > 1. In that case, this term equals
The term w 1,1 = · · · = w 1,n = 0 yields Equation (7.6):
Notice that
unless v i,n + · · · + v i,1 = 0 for all i and in that case the above sum equals −γ(0, . . . , 0) = −1. In addition, we obtain a contribution given by
But the sum 2w 2,1 + · · · + nw n,1 ≥ n − 1 impies that
which implies
Thus v i,j = 0 for j > 1 and v 1,1 > 0 (it can not be zero, since one term of the form v 1,j must be nonzero).
In addition, since w 1,1 = 0, we have that v 1,1 = 1, and 2w 2,1 + · · · + nw n,1 = n − 1 can only happen if w i,1 = v i,1 , while the case 2w 2,1 + · · · + nw n,1 = n never occurs. The contribution is (−1) v2,1+···+vn,1 = −(−1) v1,1+···+vn,1 .
7.4. Putting the terms together. We compute the final coefficient for X v (a) in A + B + C by considering each case. If v i,j = 0 for some i, j > 1, then the coefficient is 0 unless we are in the case of X (d n/d ) , in which the coefficient is d.
The remaining nonzero coefficients correspond to v i,j = 0 for all i, j > 1. Table 7 .4 has a summary of the results in this case, taking into account that n ≥ 2. Here * indicates that any value is allowed and v i,1 > 0 (resp. v 1,j > 0) indicates that the inequality is true for at least one subindex i > 1 (resp. j > 2). Finally, f is short for f (v 1,1 , . . . , v 1,n ) .
We see that the final coefficient for X v (a) such that v i,j = 0 for all i, j > 1 is given by 0 if v i0,1 > 0 for some i 0 > 1, and f (v 1,1 , . . . , v 1,n ) otherwise. Now, Proposition 6.1 gives that the left hand side of A + B + C equals
A special mention deserves X (1 n ) that appears in both terms giving a final coefficient of 1 + (−1)
n . Finally, we note that 
Some particular cases
In this section we consider the cases n = 4 and n = 5 (for = 2) to illustrate how the proof works. In order to simplify the notation we omit the a part from E w (a).
8.1. n = 4. We can find that γ(1, 0) = γ(0, 1) = 2 and γ(2, 0) = 5.
In this case, we have A : 4E (0) − 3E (1) − 2E (2) + 2E (1,1) ,
B : E (1) − E (1,1) , C : −2E (1) + 2E (1 2 ) + 5E (1,1) .
Thus
A + B + C = 4E (0) − 4E (1) + 2E (1 2 ) − 2E (2) + 6E (1,1) . (8.1)
The following table contains all the equations involved, separated by left hand side (LHS) and right hand side (RHS).
(0) X (1,1,1,1) + X (1,1,1 2 ) + X (1 2 ,1 2 ) + X (1,1 3 ) + X (1 4 ) + X (1,1,2)
+X (1 2 ,2) + X (2,2) + X (2 2 ) + X (1,3) + X (4) q 2
(1) 4X (1,1,1,1) + 3X (1,1,1 2 ) + 2X (1 2 ,1 2 ) + 2X (1,1 3 ) + X (1 4 ) + 2X (1,1,2)
(1 2 ) X (1,1,1 2 ) + 2X (1 2 ,1 2 ) + X (1,1 3 ) + X (1 4 ) + X (1 2 ,2) q (2) X (1,1,2) + X (1 2 ,2) + 2X (2,2) + X (2 2 ) q(q−1) 2
(1, 1) 6X (1,1,1,1) + 3X (1,1,1 2 ) + X (1 2 ,1 2 ) + X (1,1 3 ) + X (1,1,2) q(q−1) 2
We obtain 4X (4) + 2X (2 2 ) + X (1 4 ) + 24X (1,1,1,1) + 12X (1,1,1 2 ) + 4X (1,1 3 ) + 6X (1 2 ,1 2 ) + X (1 4 ) = 2q 2 , which is the result predicted by Theorem 1.1.
8.2. n = 5. We find some values of γ.
γ(1, 0, 0) γ(0, 1, 0) γ(0, 0, 1) γ(2, 0, 0) γ(1, 1, 0) γ(3, 0, 0) 2 2 2 5 7 16 In this case, we have A : 5E (0) − 4E (1) − 3E (2) − 2E (3) + 3E (1,1) + 2E (1,2) − 2E (1,1,1) , B : E (1) − E (1,1) − E (1,2) + E (1,1,1) , C : −2E (1) + 2E (1 2 ) − 2E (1 3 ) + 5E (1,1) − 7E (1,1 2 ) + 2E (1,2) − 16E (1,1,1) .
Then
A + B + C = 5E (0) − 5E (1) + 2E (1 2 ) − 2E (1 3 ) − 3E (2) − 2E (3) +7E (1,1) + 3E (1,2) − 7E (1,1 2 ) − 17E (1,1,1) , (8.2)
The following table contains all the equations involved in A + B + C.
(0) X (1,1,1,1,1) + X (1,1,1,1 2 ) + X (1,1 2 ,1 2 ) + X (1,1,1 3 ) + X (1,1 4 ) + X (1 5 ) + X (1,1,1,2)
+X (1,1 2 ,2) + X (1 3 ,2) + X (1,2,2) + X (1,2 2 ) + X (1,1,3) + X (1 2 ,3) + X (1,4) + X (2,3) + X (5) q
