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  INTISARI 
  Minimum Vector Variance (MVV) adalah salah satu metode estimator robust untuk mendeteksi 
outlier dengan menggunakan kriteria Vector Variance (VV) yang minimum. Dalam penelitian ini, 
metode MVV digunakan untuk mendeteksi outlier pada data multivariat hasil simulasi. Analisis 
konfirmatori digunakan untuk mengkonfimasi ulang hasil pendeteksian dalam meminimalisir efek 
penyamaran (swamping). Hasil deteksi metode MVV  yang didapatkan dari beberapa kondisi data 
menunjukkan semakin besar jumlah outlier, efek swamping yang dihasilkan semakin besar. Analisis 
konfirmatori berhasil meminimumkan efek swamping yang terjadi terhadap hasil deteksi metode 
MVV dengan menunjukkan kondisi data sebenarnya.  
Kata kunci: Outlier, Metode Minimum Vector Variance (MVV), Analisis Konfirmatori, dan 
swamping. 
PENDAHULUAN  
Outlier merupakan pengamatan yang tidak mengikuti sebagian besar pola dan terletak jauh dari 
pusat data. Kehadiran outlier pada data dapat disebabkan karena kesalahan prosedural seperti 
kesalahan dalam entri atau kesalahan dalam pengkodean [1]. Keberadaan outlier pada data dapat 
mengakibatkan penyimpangan terhadap hasil analisis data seperti penyimpangan terhadap hasil uji 
statistik berdasarkan parameter rata-rata dan kovarians. Oleh karena itu, perlu dilakukan identifikasi 
terhadap keberadaannya [2]. 
Rousseuw dan Van Driessen memperkenalkan metode FMCD (Fast Minimum Covariance 
Determinant) untuk mendeteksi outlier berdasarkan nilai determinan matriks varians-covarians yang 
minimum. Namun, metode FMCD mempunyai kelemahan ketika nilai determinan matriks varians-
covarians sama dengan  nol. Herwindiati [3], memodifikasi algoritma FMCD menjadi lebih efektif dan 
tingkat kompleksitas yang lebih rendah dengan menggunakan ukuran vector variance (VV) yang 
minimum yang selanjutnya disebut dengan Minimum Vector Variance (MVV). Metode MVV 
terinspirasi oleh algoritma C-Steps pada FMCD. Alasan yang mendasar menggunakan metode MVV 
dalam mendeteksi outlier adalah karena metode ini robust (tegar) terhadap outlier. Namun metode 
robust  terkadang terjadi salah deteksi terhadap pengamatan outlier jika beberapa pengamatan 
membentuk swamping, sehingga pengamatan baik (bukan outlier) terdeteksi sebagai pengamatan 
outlier fenomena ini disebut sebagai efek swamping. Oleh karena itu, diperlukan analisis konfirmatori 
sebagai filtrasi dalam mengatasi hal tersebut. Sehingga efek swamping pada metode MVV dapat 
teratasi dengan melakukan konfirmasi kembali terhadap hasil metode MVV [4]. 
Dalam penelitian ini digunakan data multivariat hasil simulasi dengan berbagai perlakuan yaitu, 
tanpa kontaminasi outlier, kontaminasi 5% outlier dan kontaminasi 10% outlier. Kontaminasi tersebut 
merepresentasikan tingkatan keberadaan outlier yang diberikan terhadap berbagai variasi jumlah 
pengamatan yakni ; 15, 20, 50, 75, 100, 200, 300 dan 500 pengamatan. 
METODE MINIMUM VECTOR VARIANCE (MVV)  
Keberadaan outlier didalam data dapat menyebabkan asumsi Normal tidak terpenuhi lagi. Untuk 
kasus univariat pendeteksi outlier dapat dilakukan dengan mudah menggunakan grafik. Pada kasus 
bivariat mendeteksi outlier dapat dilakukan dengan plot dua variabel. Sedangkan pada kasus 
multivariat umumnya menggunakan ukuran jarak Mahalanobis. Jarak Mahalanobis merupakan 
pengukuran jarak dalam ruang multidimensi untuk setiap vektor pengamatan dari pusat data. Secara 
matematis jarak Mahalanobis didefinisikan sebagai berikut [4]: 
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     √(    ̅)   (    ̅)  untuk                                                         (1) 
Dengan      adalah nilai jarak Mahalanobis dan    merupakan vektor pengamatan ke-   berukuran 
    dari matriks  . Sedangkan untuk nilai vektor rata-rata dinotasikan dengan  ̅  [ ̅  ̅   ̅ ] 
yang dapat dituliskan dalam bentuk vektor berukuran     dengan [5]: 






                                                                               (2) 
matriks varians - kovarians sampel yang dinotasikan dengan    berukuran     dengan :  
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 (    ̅).                                                                                            (3) 
Suatu pengamatan dinyatakan sebagai outlier jika nilai jarak     √        
   ,untuk i = 1, 2, 3   . 
Vector variance dalam metode (MVV) merupakan jumlah kuadrat dari diagonal utama yang 
terdapat pada matriks varians-kovarians sampel. Untuk parameter dari estimator MVV adalah 
pasangan ( ̅        ) yang didapatkan berdasarkan vector variance terkecil. Parameter tersebut 
dapat dituliskan sebagai berikut [8]:  
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Proses penghitungan nilai taksiran dari estimator MVV digunakan pendekatan algoritma MVV. 
Algoritma ini pada dasarnya menghitung nilai objektif dari seluruh kemungkinan subset data yang 
diperoleh berdasarkan   
     
 
 data dengan matriks varians-kovarians      yang memiliki nilai 
  (    
 ) paling minimum diantara himpunan H sebanyak h data yang mungkin. Algoritma MVV 
untuk menentukan parameter estimator diberikan sebagai berikut: 
1. Bentuk sebuah subset    dengan mengambil sebarang vektor pengamatan sebanyak   
     
 
 
data dari data awal. 
2. Hitung nilai vektor rata-rata  ̅(  ) dan matriks varians-kovarians  (  )  
3. Hitung nilai jarak Mahalanobis untuk semua data berdasarkan hasil pada langkah 2 dengan 
persamaan berikut: 
     √(    ̅(  )) (  )
  (    ̅(  ))  
4. Urutkan nilai jarak Mahalanobis dari nilai terkecil sampai yang paling besar sedemikian sehingga; 
     ( ( ))       ( ( ))         ( ( )).  
5. Tentukan himpunan    sebanyak   pengamatan yang didapatkan berdasarkan langkah 4 dan 
didefinisikan sebagai; 
   { ( ( ))  ( ( ))  ( ( ))  ( ( ))} 
6. Ulangi langkah 2 dan 3 untuk mendapatkan  ̅(  )  (  ) dan     . 
7. Hitung nilai   (   
 ) dan bandingkan dengan   (   
 ). Jika   (   
 )    (   
 ) proses dihentikan. 
Sebaliknya, proses dilanjutkan hingga k iterasi dengan mengulangi langkah 4 sampai 7. Jika 
ditemukan   (  
 )    (    
 ) Proses iterasi dihentikan. Oleh karena itu   (  
 )    (  
 )  
  (  
 )      (    
 )    (  
 ). 
Kemudian untuk estimator MVV adalah `       ̅  dan          yang merupakan pasangan 
estimator dalam menghitung jarak robust. Jarak robust (     ) untuk setiap vektor pengamatan 
berdasarkan      dan      dinotasikan      (         ). Sehingga untuk jarak robust didefinisikan




     (         )  √(       )    
  (       )  ,untuk i =1.2,..n                  (7) 
Suatu pengamatan mempunyai nilai       yang lebih besar dari nilai batas√        
  dengan derajat 
kebebasan p dan daerah signifikan 1- α = 0,975. Nilai         
  diperoleh dari tabel Chi-kuadrat 
dipandang sebagai outlier [8]. 
ANALISIS KONFIRMATORI     
Untuk mengatasi adanya swamping pada hasil deteksi diperlukan sebuah analisis yang dapat 
mengkonfirmasi kembali hasil pendeteksian. Dalam hal ini yang dimaksud adalah analisis 
konfirmatori. Kegunaan analisis ini adalah untuk membentuk suatu himpunan yang bersih dari outlier 
yang disebut himpunan data tereduksi. Langkah awal analisis konfirmatori adalah membangun 
himpunan data tereduksi sebanyak n elemen yang telah disingkirkan dari m calon outlier. Selanjutnya 
hitung jarak robust berdasarkan metode estimator MVV. Susun kembali nilai jarak robust dan input 
kembali pengamatan yang dinyatakan sebagai outlier. Lakukan diagnostik untuk setiap nilai jarak 
robust dan bandingkan dengan nilai cut off  berdasarkan chi-kuadrat. Pengamatan yang bernilai lebih 
besar dari nilai cut off dipandang sebagai outlier. Adapun prosedur dalam analisis konfirmatori sebagai 
berikut: 
1. Bentuk himpunan data tereduksi yang dihilangkan  dari m calon outlier yang diperoleh berdasarkan 
metode MVV.   
2. Untuk setiap pengamatan dari himpunan data tereduksi hitung nilai jarak robust terkoreksi 
          berdasarkan nilai vektor rata-rata dan matriks kovariansnya. 
3. Tambahkan himpunan data tereduksi dengan satu pengamatan outlier yang telah disingkirkan pada 
langkah satu dengan menyusun kembali himpunan data tereduksi tersebut secara berurutan, ulangi 
langkah dua untuk menentukan nilai jarak robust terkoreksi           vektor rata-rata dan matriks 
kovariansnya.  
4. Plotkan nilai           dari langkah tiga pada indeks-indeks dan bandingkan dengan harga nilai 
batas (cut-off) diperoleh dari tabel Chi-Kuadrat. 
5. Pengamatan-pengamatan yang telah dinilai signifikan oleh harga-harga referensi menjadi suatu 
perangkat baru berukuran   (                    ). 
Ulangi langkah dua sampai lima secara runtun (stepwise) sampai semua pengamatan yang 
disingkirkan dapat dinyatakan sebagai outlier [4]. 
Pengunaan Metode MVV dan Analisis Konfirmatori dalam Deteksi Outlier 
Data yang digunakan pada kasus ini didapatkan melalui simulasi data dengan membangkitkan tiga 
kelompok data yaitu; tanpa kontaminasi outlier, kontaminasi 5% outlier dan kontaminasi 10% outlier. 
Setiap kelompok data merupakan data multivariat yang independent dengan variabel p = 2; 3; 4; 5; 6; 
8 dan 10 dengan jumlah pengamatan yang bervariasi yaitu; n = 15; 20; 50; 75; 100; 200; 300; dan 500. 
Untuk data kelompok tanpa kontaminasi outlier diperoleh dengan cara membangkitkan n pengamatan 
dari populasi Normal multivariat dengan parameter vektor rata rata nol dan matriks varians-kovarians 
yang merupakan matriks identitas (    ). Sedangkan data dengan kontaminasi 5% outlier diperoleh 
dengan cara menggabungkan data outlier ke dalam data tanpa kontaminasi outlier. Penggabungan 
dilakukan dengan cara mengganti sejumlah pengamatan terakhir pada data tanpa kontaminasi. 
Sebelumnya, untuk medapatkan data outlier dibangkitkan 5% dari n pengamatan yang berdistribusi 
Normal multivariat. Dalam hal ini digunakan parameter vektor rata rata tertentu dan matriks varians-
kovarians yang identitas (    ), sehingga didapatkan outlier yang jauh dari sebaran populasi Normal 
multivariat. Sebagai ilustrasi proses simulasi data untuk n = 100 dengan kontaminasi 5% outlier 
dilakukan sebagai berikut: 
1. Bangkitkan data dengan jumlah pengamatan n = 100 dan variabel p = 3 dari populasi Normal
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multivariat dengan vektor rata-rata nol dan matriks varians-kovarians identitas (    ). Hasil 
merupakan data tanpa kontaminasi outlier. 
2. Bangkitkan sejumlah 5% × 100 = 5 data dari populasi Normal multivariat dengan vektor rata-rata 
tertentu dan matriks varians-kovarians identitas (    ). Nilai vektor rata-rata ditentukan 
berdasarkan nilai batas maksimum atau minimum pada langkah satu. Hasil merupakan data outlier 
untuk kontaminasi sebesar 5% 
     Gantikan sejumlah 5% data terakhir dari langkah satu dengan data bangkitan dari langkah dua. 
Data hasil penggabungan merupakan data yang terkontaminasi dengan 5% outlier sejumlah 100 
pengamatan dan variabel p = 3. Proses yang sama dilakukan untuk mendapatkan data yang lainnya 
pada kelompok kontaminasi 5% outlier dan kontaminasi 10% outlier. 
Untuk mendeteksi outlier dengan metode MVV dan analisis konfirmatori dilakukan dengan 
langkah sebagai berikut. Langkah pertama adalah menentukan nilai vektor rata-rata dan matriks 
varians-kovarians sampel. Nilai rata-rata dan matriks varians-kovarians sampel selanjutnya digunakan 
dalam menghitung jarak Mahalanobis. Langkah kedua menentukan parameter estimator MVV dengan 
menggunakan algoritma MVV. Langkah terakhir menghitung jarak robust untuk setiap pengamatan 
berdasarkan nilai parameter estimator MVV. Nilai jarak robust selanjutnya dibandingkan dengan nilai 
cut off. Sebelumnya terlebih dahulu dilakukan perhitungan untuk nilai cut off. Pengamatan yang 
mempunyai nilai jarak robust lebih besar dari nilai cut off dipandang sebagai outlier.  
Gambar 1. menyajikan hasil deteksi metode MVV terhadap data tanpa kontaminasi outlier. 
Metode MVV mendeteksi beberapa outlier dari data tersebut. Terdapat kecenderungan bahwa semakin 
besar ukuran sampel, semakin besar pula jumlah outlier yang terdeteksi. Fenomena ini menujukkan 
efek swamping dari metode MVV. 
 
Gambar 1.  Plot hasil deteksi outlier  pada data tanpa kontaminasi outlier dengan metode MVV.
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(a)  n = 15  pengamatan, p = 3 (b)  n = 50  pengamatan, p = 3 
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Analisis konfirmatori kemudian digunakan untuk mengurangi efek swamping dari metode MVV. 
Proses analisis konfirmatori diawali dengan memisahkan pengamatan bersih dan pengamatan outlier. 
Pengamatan bersih selanjutnya disebut dengan himpunan sampel tereduksi. Langkah selanjutnya 
memasukkan kembali satu pengamatan outlier pada himpunan sampel tereduksi yang disebut 
himpunan sampel adding back (penambahan). Hitung jarak robust konfirmatori berdasarkan himpunan 
sampel adding back.  Pengamatan yang mempunyai jarak lebih besar dari nilai cut off dipandang 
sebagai outlier. Lakukan secara bertahap pada himpunan sampel tereduksi sampai semua pengamatan 
dapat dinyatakan sebagai outlier. 
Penerapan analisis konfirmatori berhasil menyaring laju pengaruh swamping dari metode MVV. 
Metode MVV dengan dan tanpa analisis konfirmatori digunakan untuk mendeteksi outlier dari data 
hasil simulasi. Akurasi deteksi dari kedua metode tersebut disajikan dalam tabel 1.  
Tabel 1 Hasil Persentase Keakuratan MVV dan MVV dengan Konfirmatori(MVV+K) 
Pada Tabel 1 menunjukkan terjadi swamping dengan persentase keakuratan dalam mendeteksi 
pengamatan outlier. Hal ini dapat dilihat dari persentase keakuratan metode MVV untuk p = 3 dengan 
jumlah data n = 15 keakuratan deteksi mencapai 90% pada kondisi tanpa kontaminasi outlier. Analisis 
konfirmatori berhasil memperecil pengaruh efek swamping yang terjadi. Namun dengan melakukan 
analisis konfirmatori hasil yang didapatkan mendekati kondisi sebenarnya perlakuan yang diberikan 
pada data hasil simulasi. Analisis konfirmatori berhasil meminimalisir fenomena efek swamping yang 
dihasilkan oleh metode MVV.  
KESIMPULAN 
Jarak Mahalanobis mempunyai peran penting dalam memberikan ide pendeteksi outlier pada data 
multivariat dengan kriteria MDs >√        
  untuk pengamatan yang dipandang sebagai outlier. 
Metode MVV dengan sifat robust menimbulkan efek swamping dimana berakibat menghasilkan 
terlalu banyak outlier. Analisis konfirmatori berhasil dalam memfiltrasi kembali pengamatan outlier 
berdasarkan hasil deteksi metode MVV. Hasil deteksi outlier kondisi tanpa kontaminasi dan 
kontaminasi outlier pada data hasil simulasi dengan metode MVV banyak sekali mendefinisikan 
pengamatan oultier. Namun masalah ini dapat diatasi dengan melakukan analisis konfirmatori. Hasil 
akhir deteksi setelah dilakukan analisis konfirmatori mendekati kondisi sebenarnya perlakuan yang 
diberikan pada data tanpa kontaminasi dan  kontaminasi outlier. Tabel Chi-Kuadrat memberikan 
pendekatan yang cukup baik untuk menentukan data outlier dalam analisis konfirmatori. 
N METODE 
Tanpa kontaminasi 5% outlier 10% outlier 
p=3 p=6 p=10 p=3 p=6 p=10 p=3 p=6 p=10 
15 
MVV 90% 87% 93% 89% 89% 96% 85% 60% 67% 
MVV+K 
100% 100% 100% 100% 50% 50% 75% 75% 75% 
50 
MVV 90% 86% 84% 85% 83% 86% 84% 84% 88% 
MVV+K 
99% 100% 100% 100% 100% 100% 98% 100% 99% 
100 
MVV 89% 89% 82% 85% 83% 81% 82% 88% 87% 
MVV+K 
99% 100% 99% 89% 98% 99% 94% 93% 98% 
500 
MVV 84% 85% 87% 86% 89% 87% 87% 90% 88% 
MVV+K 99% 99% 99% 98% 99% 99% 97% 99% 100% 
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