A reproducing kernel defines an embedding of a data point into an infinite dimensional reproducing kernel Hilbert space (RKHS). The norm in this space describes a distance, which we call the kernel distance. The random Fourier features (of Rahimi and Recht) describe an oblivious approximate mapping into finite dimensional Euclidean space that behaves similar to the RKHS. We show in this paper that for the Gaussian kernel the Euclidean norm between these mapped to features has (1 + ε)-relative error with respect to the kernel distance. When there are n data points, we show that O((1/ε 2 ) log n) dimensions of the approximate feature space are sufficient and necessary. Without a bound on n, but when the original points lie in R 2 ) log M) dimensions are sufficient, and that this many are required, up to log(1/ε) factors. We empirically confirm that relative error is indeed preserved for kernel PCA using these approximate feature maps.
Introduction
The kernel trick in machine learning allows for non-linear analysis of data using many techniques such as PCA and SVM which were originally designed for linear analysis. The "trick" is that these procedures only access data through inner products between data points, here we consider this non-linear inner product defined by a kernel K(·, ·). Now given n data points, one can compute the n × n gram matrix G of all pairwise inner products; that is so G i,j = K(x i , x j ) for all x i , x j in input data set X. Then the analysis can proceed using just the gram matrix G.
However, for large data sets, constructing this n × n matrix is a computational bottleneck, so methods have been devised for lifting n data points P ⊂ R d to a high-dimensional space R m (but where m ≪ n) so that the Euclidean dot-product in this space approximates the non-linear inner product.
For reproducing kernels K, there exists a lifting φ : R d → H K , where H K is the reproducing kernel Hilbert space. It is in general infinite dimensional, but for every finite subset of points Φ(X) = {φ(x) | x ∈ X} spans an n-dimensional Euclidean space. That is K(x, y) = φ(x), φ(y) . Moreover, we can define the norm of a point in H K as φ(x) H K = φ(x), φ(x) using the inner product, and then due to linearity, a distance (the kernel distance) between two points is defined:
= K(x, x) + K(y, y) − 2K(x, y). * Thanks to support by NSF CCF-1350888, IIS-1251019, ACI-1443046, and CNS-1514520.
For reproducing kernels (actually a slightly smaller set called characteristic kernels) this is a metric [17, 13] .
Thus we may desire an approximate liftingφ : R d → R m such that with probability at least 1 − δ and all x, y ∈ X (1 − ε) ≤ D K (x, y) φ (x) −φ(y) ≤ (1 + ε).
It turns out, one can always construct such a lifting with m = O((1/ε 2 ) log(n/δ)) by the famous Johnson-Lindenstrauss (JL) Lemma [7] . However, unlike the JL Lemma, there is not always known an implicit construction. In general, we must first construct the n × n gram matrix, revealing an n-dimensional subspace (through an O(n 3 ) time eigendecomposition) and then apply m = O((1/ε 2 ) log(n/δ)) random projections. So in recent years there have been many types of kernels considered for these implicit embeddings with various sorts of error analysis, such as for Gaussian kernels [16, 11, 18, 19] group invariant kernels [10] , min/intersection kernels [12] , dot-product kernels [8] , information spaces [1] , and polynomial kernels [6, 3] .
In this document we reanalyze one of the most widely used and first variants, the Random Fourier Features, introduced by [16] . It applies to symmetric shift-invariant kernels which include Laplace, Cauchy, and most notably Gaussian. We will primarily focus on Gaussian kernels, defined
2σ 2 , and use this definition for K henceforth unless otherwise specified. It is characteristic, hence D K is a metric. [16] defined two approximate embedding functions:φ :
Existing Properties of Gaussian Kernel Embeddings
Only the former appears in the final version of paper, but the latter is also commonly used throughout the literature [19] . Both features use random variables ω i ∈ R d drawn uniformly at random from the Fourier transform of the kernel function; in the case of the Gaussian kernel, the Fourier transform is again a Gaussian specifically
In the former case, they define m functions of the formf i (x) = cos(ω T i x + γ i ), where γ i ∼ Unif(0, 2π], uniformly at random from the interval (0, 2π], is a random shift. Applying eachf i on a datapoint x gives the ith coordinate ofφ(x) in R m asφ(x) i =f i (x)/ √ m.
In the latter case, they define t = m/2 functions of the form
as a single 2 × 1 dimensional vector, and one feature pair. Then applyingf i on a data point x yields the (2i)th and (2i + 1)th coordinate ofφ(
for any x, y ∈ R d , and that this implied
Recently [18] tightened the above asymptotic bounds to show actual constants. It is folklore (apparently removed from final version of [16] ; reproved in Section 2) that also E[φ(x) Tφ (y)] = K(x, y), and thus all of the above PAC bounds hold forφ as well.
Also recently, [19] comparedφ andφ (they used symbolφ in place of our symbolφ), and demonstrated thatφ performs better (for the same m) and has provably lower variance in approximating K(x, y) withφ(x) Tφ (y) as opposed to withφ(x) Tφ (y). However, these results do not obtain a bound on φ (x) −φ(y) /D K (x, y) since for very small distances, the additive error bounds on K(x, y) are not sufficient to say much about D K (x, y).
Our Results
In this paper we show thatφ probabilistically induces a kernelK(x, y) = φ (x),φ(y) and a distance
which has strong relative error bounds with respect to D K (x, y), namely for a parameter ε ∈ (0, 1)
In Section 2 we show (1) holds for each x, y such that x − y /σ ≥ 1, with probability at least 1 − δ, with m = O((1/ε 2 ) log(1/δ)). We also review known or folklore properties aboutφ and D K .
We first prove bounds that depend on the size n of a data set X ⊂ R d . We show that m = O((1/ε 2 ) log n) features are necessary (Section 3) and sufficient (Section 4) to achieve (1) with high probability (e.g., at least 1 − 1/n), when d and X are otherwise unrestricted.
In Section 5 we prove bounds for X ⊂ R d where d is small, but the size n = |X| is unrestricted.
) is sufficient to show (1) with probability 1 − δ. Then in Section 6 we show that m = Ω(
is necessary for any feature map.
We also empirically confirm the relative error through some simulations in Section 7. This includes showing that kernel PCA using these approximate features obtains relative error.
Further Implications in Machine Learning. There has been extensive recent effort to find oblivious subspace embeddings (OSE) of data sets into Euclidian spaces that preserve relative error. Such strong guarantees are, for instance, required to prove results about regression on the resulting set since we may not know the units on different coordinates; additive error bounds do not make sense in directions which are linear combinations of several coordinates.
The obliviousness of the features (they can be defined without seeing the data, and in some cases are independent of the data size) are essential for many large-scale settings such as streaming or distributed computing where we are not able to observe all of the data at once.
Our results to do not describe unrestricted OSEs, as are possible with polynomial kernels [3] . Rather our lower bounds show that any OSE must have dimension depend on n or M.
However, we show that random feature mappings allow for a finer notion of approximating the geometry of RKHS than previously known. In particular, the approximation error of inner products is proportional to the approximation error of distances. This is because both φ andφ map every input point to a unit vector; thus D K (x, y) 2 = 2 − 2K(x, y) and DK (x, y) 2 = 2 − 2K(x, y), for any distinct x, y ∈ R d . Therefore |K(x, y) −K(x, y)| is the same as
Hence approximation error of the Gram matrix is bounded in terms of the sum of errors in pairwise distances
Moreover, with our low-dimensional bounds in Section 5, we can see that if an object U ⊂ R d (such as a non-linear decision boundary) and training data S ⊂ R d both lie within a ball with finite radius M, then for any point x ∈ S, the minimum kernel distance between U and x is approximately preserved in the random feature space as min y∈U φ(x) − φ(y) . This suggests better performance guarantees for kernelized learning problems regarding the minimization of ℓ 2 distances, such as in kernel SVM (hinge-loss) and in kernel PCA (recovery error); see Section 7.
Basic Bounds
We first review some properties of the Gaussian kernel and the theory of Random Fourier Features. An earlier version of Rahimi-Recht [16] seemed to prove the following lemma. We repeat it for completeness.
Proof. First we expand
By the stability and scaling of the Gaussian distribution, we can write
where ω i,x,y ∼ N (0, 1). Now note
We next show that the right hand side evaluates to K(x, y).
2 dz = √ 2π, therefore:
We can then state the next simple corollary.
Corollary 2.1. The higher dimensional random feature mapsφ also satisfy for any x, y ∈ R d
For any x, y ∈ R d and any
. Thus we can apply a standard Chernoff-Hoeffding bound to show the next corollary.
SinceK(x, x, ) = 1, then DK(x, y) 2 = 2− 2K(x, y), and additive error bounds between D K (x, y) 2 and DK(x, y) 2 follow directly. But we can also state some relative error bounds when x − y is large enough. Lemma 2.2. For each x, y ∈ R d such that x − y ≥ σ and m = O((1/ε 2 ) log(1/δ)) with ε ∈ (0, 1/10) and δ ∈ (0, 1). Then with probability at least 1 − δ, we have
.78 ≥ 0.5, and we have that
Taking the square root of all parts completes the proof via
So to understand the relative error in D K (x, y), what remains is the case when x − y is small. As we will see, when x − y is small, then D K (x, y) behaves like x − y and we can borrow insights from ℓ 2 embeddings. Then combining the two cases (when x − y is large and when x − y is small) we can achieve "for all bounds" either via simple union bounds, or through careful "continuous net" arguments when X is in a bounded range. Similarly, we will show near-matching lower bounds via appealing to near-ℓ 2 properties or via net arguments.
Approximations and Relation to ℓ 2 on Small Distances
For the remainder of the paper, it will be convenient to let ∆ = (x − y)/σ be the scaled vector between some pair of points x, y ∈ X.
2 already established that when ∆ ≥ 1, then additive error bounds imply relative error bounds. In this section we consider the alternate case of when ∆ ≤ 1, and show that in this setting that DK is indeed close to D K , and to varying degrees also approximates ℓ 2 .
As a warm up, and as was similarly observed in [15] , a simple Taylor expansion when ∆ ≤ 1, implies that
and by
Moreover, when ∆ ≤ 2 √ ε then
In what follows we derive more nuanced and powerful bounds relating D K (x, y) and DK(x, y); which transitively relates DK (x, y) to x − y .
Useful expansions. We first observe that by cos(a) cos
Hence by f i (x),f i (x) = cos( ω i , 0) = 1 we have DK (x, y) 2 = 2 − 2 1 t t i cos( ω i , (x − y) ). By the rotational stability of the Gaussian distribution we can replace ω i , (x−y) with ω i,x,y x−y σ where ω i,x,y ∼ N (0, 1). It will be more convenient to write ω i,x,y as ω i,∆ , so
the following Taylor expansion, for ω i,∆ ∆ ≤ 1, will be extremely useful:
Simplifying gives
Very small distances. Next we can understand what happens in the limit as we shrink the region containing X. We do so by using a scaling parameter λ, and observe what happens to the ratio DK (λ∆) 2 /D K (λ∆) in the limit as λ → 0.
Lemma 3.1. For scalar scaling parameter λ,
Proof. Observe that ω i,∆ = ω i,λ∆ , for any λ > 0. Thus in equation (4), lim λ→0 1/(1 − 1 2 λ∆ 2 ) goes to 1 so the left hand-side approaches
Similarly, lim λ→0 λ∆ 2 /12 goes to 0, and the right-hand side also approaches
If we fix ∆ then ω i,∆ , 1 ≤ i ≤ t are i.i.d Gaussian variables with mean 0 and standard deviation 1. Thus
i,∆ is a χ 2 -variable with t degrees of freedom. This observation paired with Lemma 3.1 will be useful for a lower bound.
But to prove an upper bound, we do not need to go all the way to the limit. Common concentration results for χ 2 variables give us the following. 
Proof
Here we can set x := 1 8 tε 2 then t − 2 √ tx = t − εt/ √ 2, and t + 2
with probability at most δ.
This result bounds to [1 − ε, 1 + ε] for some t = O((1/ε 2 ) log(1/δ), the main terms of equation (4) . However, the other parts ( ∆ 2 /2 and the term containing ω 4 i,∆ ) require a further restriction on ∆ to be handled directly, as we show in the following. Lemma 3.3. For ε ∈ (0, 1) and δ ∈ (0, 1/2), if ∆ ≤ √ ε log(1/δ) , and t = Ω( 1 ε 2 log(1/δ)), then with probability at least 1 − O(δ), for all λ ∈ [0, 1] we have
Proof. If ω is a standard Gaussian variable, then |ω| ≤ C · q log(1/δ) with probability at least 1 − δ q for any q > 0, for some constant C. This means, if ∆ ≤
with probability at least 1 − O(δ). Also then ω i,∆ ∆ ≤ 1, which satisfies the conditions for (4) .
This also bounds the term
used in equation (4) . In particular, along with
Then along with Lemma 3.2 and RHS of (4), we have
. Similarly, Lemma 3.2 and
imply the LHS of (4) is bounded above by 1 + O(ε).
Thus, after adjusting constants in t, we have
, note that the above analysis still holds if we scale ∆ to be smaller, i.e. as long as λ ∈ [0, 1]. In particular, ω i,∆ is unchanged by the scaling λ.
Lower Bounds, Based on Very Small x − y
Lemma 3.1 implies that when x − y is small, DK (x, y) behaves like a Johnson-Lindenstrauss (JL) random projection of x − y , and we can invoke known JL lower bounds.
In particular, Lemma 3.1 implies if the input data set X ⊂ R d is in a sufficiently small neighborhood of zero, the relative error is preserved only when
for all x, y ∈ X, and for all arbitrary λ ∈ R. Which implies for arbitrary x, y ∈ X, and λ ∈ R that
The far left hand side is in fact the norm g(x) − g(y) where g(x) is the vector with coordinates (ω 1 · λx, ..., ω t · λx). Thus these are the exact conditions for relative error bounds on embedding ℓ 2 via the Johnson-Lindenstrauss transforms, which gives the following. 
DK (x,y)
D K (x,y) ∈ [1 − ε, 1 + ε] with probability 1 − δ, then there exists a random linear embedding with t(n, ε) projected dimensions preserving the ℓ 2 -norm for all pairs x, y ∈ S up to relative error with probability at least 1 − δ.
Theorem 3.1. There exists a set of n points X ⊂ R d so that t = Ω( 1 ε 2 log n) dimensions are necessary so for any x, y ∈ X that DK (x,y)
Proof. A lower bound of Ω( 1 ε 2 log n) projected dimensions for linear embeddings in ℓ 2 is given by e.g. [9] . Section 6 shows another lower bound for point sets with unbounded n, but that are contained in a ball of bounded radius M and bounded dimension d.
Remark:
A new result of Larsen and Nelson [14] provides a t = Ω( 1 ε 2 log n) lower bound for even non-linear embeddings of a size n point set in R d into R t that preserve distances within (1 ± ε). It holds for any ε ∈ (1/ min{n, d} 0.4999 , 1). Since, there exists an isometric embedding of any set of n points in any RKHS into R n , then this t = Ω( 1 ε 2 log n) lower bound suggests that it applies toφ andφ or any other technique, for almost any ε. However, it is not clear that any point set (including the ones used in the strong lower bound proof [14] ), can result from an isomorphic (or approximate) embedding of RKHS into R n . Hence, this new result does not immediately imply our lower bound.
Moreover, the above proof of Theorem 3.1 retains two points of potential interest. First it holds for a (very slightly) larger range of ε ∈ (0, 1). Second, Lemma 3.4 highlights that at very small ranges,φ is indistinguishable from the standard JL embedding.
Relative Error Bounds For Small Distances and Small Data Sets
The Taylor expansion in equation (4) and additive errors via Lemma 2.1 are only sufficient to provide us bounds for ∆ ≤ √ ε/ log n or for ∆ ≥ 1. In this section we need to use a more powerful technique or moment generating functions to fill in this gap.
In particular, 1 − cos (ω i,∆ ∆ ) is a sub-Gaussian random variable so it is expected to have a good concentration, but this fact is not enough for relative error bounds. We will use a more precise bound of the moment generating function of 1 − cos (ω i,∆ ∆ ). Recall that the moment generating function M (s) of a random variable X is given by E[e sX ]. 
Proof. First we note two Taylor approximations which hold for all x ∈ R:
Noting that ln
We next combine this result with an existing bound on sub-exponential random variables [5] (Lemma 4.1 in Chapter 1). Let X be a random variable, and let M (s) be the moment generating function of Plugging these values into equation (5) with
=2 exp − min 6, 3 2ε
Together with Lemma 2.2 (for x − y ≥ σ), we apply a union bound over all n 2 pairs vectors from a set of n vectors.
with high probability (e.g., at least 1 − 1/n).
Relative Error Bounds for Low Dimensions and Diameter
A common approach in subspace embeddings replaces n with the size of a sufficiently fine net. Given a smoothness condition, once the error is bound on the net points, the guarantee is extended to the 'gaps' in between. To bound the size of the gaps, we derive the Lipschitz constant of DK (·) 2 , with respect to the vector ∆ (not individual points in R d ).
As opposed to previous work regarding the norms of the Euclidean space, the Gaussian kernel distance is non-linear; nonetheless we observe that it is near linear close to 0, and make use of a special construct that allows us to take advantage of this insight.
Proof. We denote by ω (j)
i,∆ the j-th coordinate of ω i,∆ .
Corollary 5.1. For any c ≥ 0, over the region ∆ ≤ c, the Lipschitz constant of DK(∆) 2 is bounded above by O(c · t √ d log n) with probability at least 1 − O( Proof. We can bound ω i,∆ 2 ≤ O(log n) with probability at least 1 − 1 n q for any large fixed q > 0. So the gradient is bounded by
, which also bounds the Lipschitz constant.
In case c = √ ε log n , the Lipschitz constant is O(t √ εd). We then have enough ingredients for the following main result. Intuitively, what separates typical net arguments from ours is the scaling λ in Lemma 3.3; our 'net' contains, which we call a λ-urchin, a set of line segments extending from the origin, in addition to discrete points.
, then with probability at least 1 − δ, for all ∆ such that ∆ ≤ √ ε log n , then
Proof. The proof will first consider distances ∆ such that {∆ : ∆ = √ ε log n }, and then generalize to smaller distances using Lemma 3.3 and a construction we call a λ-urchin. Fixed distance case:
Consider two points ∆ 1 , ∆ 2 from the surface
then Corollary 5.1 implies
. For any ∆ 1 ∈ {∆ : ∆ = √ ε log n }, there exists ∆ 2 ∈ Γ γ such that ∆ 1 − ∆ 2 ≤ γ. Then the above implies
By the triangle inequality, equation (2) , and t √ d log n > 1, we have
We will choose t = Ω( 1 ε 2 log |Γ γ |) such that the following holds over Γ γ with high probability
These equations (6), (7), and (8) show, respectively that the ratios
, and
; hence we can conclude
Which are in turn 1 ± O(ε) relative error bounds for the kernel distance, over {∆ : ∆ = √ ε log n }. All distances case: For the region {∆ : ∆ < √ ε log n }, consider again Γ γ . For each net point p ∈ Γ γ we draw a line segment from p to the origin, producing the set of line segmentsΓ γ , that we call the γ-urchin. By Lemma 3.3, and t = Ω( Now for any λ ∈ (0, 1), consider the intersection {∆ : ∆ = λ 0 100 200 300 400 500 600 700 800 900
Number of features, t 
Relative Error for Kernel PCA
We consider two ways of running kernel PCA on the USPS data. By default we use the first n = 2000 data points in R d for d = 256, the first n/10 data points of each digit. In the first way, we create the n × n (centered) gram matrix G of all inner products, and then use the top k eigenvectors to describe the best subspace of RKHS to represent the data; this is treated as a baseline. Second we embed each point into R m usingφ, generating an n × m matrix Q (after centering). The top k right singular values V k of Q describe the kernel PCA subspace. Error in PCA is typically measured as the sum of squared residuals, that is for each point q ∈ Q ⊂ R m , its projection onto V k is V T k V k q, and its residual is r q = q − V T k V k q 2 . Thus r q is precisely the squared kernel distance between q and its projection. And then the full error iŝ
For the non-approximate case, it can be calculated as the sum of eigenvalues in the tail R k = n i=k+1 λ i . Given R k andR k we can measure the relative error asR k /R k . Our analysis indicates this should be in [1 − ε, 1 + ε] using roughly t = C/ε 2 features, where C depends on n or d log M. To isolate ε we calculate |R k R k − 1| averaged over 10 trials in the randomness inφ. This is shown in Figure  1 using k = 40, with σ ∈ {4, 8, 16} and varying t ∈ {50, 100, 200, 400, 800}. We observe that our measured error decreases quadratically in t as expected. Moreover, this rate is stable as a function of σ as would be expected where the correct way to quantify error is the relative error we measure.
Pairwise Demonstrations of Relative Error
Here we provide simulations that confirm our theoretical findings. We randomly generate pairs of points (x 1 , y 1 ) . . . (x n , y n ) with varying ℓ 2 distance x i − y i ; in particular, x i is a random point in a ball or radius 500 and y i is generated to be a random point in the sphere x − y = r i where r 1 , ..., r n follow a geometric distribution, ranging from approximately 10 −4 to 10 4 .
In Figure 2 (left), for different values of t (the number of features) we generate a fresh sequence of 2000 random pairs, and record the maximum relative error ε max = max i D K (x i ,y i ) φ(x i )−φ(y i ) . The graph shows that t is roughly proportional to ε −2 max . In Figure 2 (right), we examine the relative errors for all the random pairs at a wide range of ℓ 2 norms, for t = 100 and t = 1000. A slight change in the error profile occurs within x i − y i /σ ∈ [10 0 , 10 1 ], coinciding with the separation of cases x − y ≤ σ and x − y > σ i.e. whether x−y σ = Θ(1) in the analyses. In either case, the relative error is bounded by a small constant value, even when x i − y i is several magnitudes smaller than 1, demonstrating that the extremely high concentration of the RFF for very small x i − y i results in relative error approximation for the Gaussian kernel distance.
Conclusion:
We demonstrate theoretically and empirically tight relative error for kernel distance using random Fourier features, indicating tighter approximations for important learning applications. 
