SUMMARY We have attempted to recognize reverberant speech using a novel speech recognition system that depends on not only the spectral envelope and amplitude modulation but also frequency modulation. Most of the features used by modem speech recognition systems, such as MFCC, PLP, and TRAPS, are derived from the energy envelopes of narrowband signals by discarding the information in the carrier signals. However, some experiments show that apart from the spectral/timm envelope and its modulation, the information on the zero-crossing points of the carrier signals also plays a significant role in human speech recognition. In realistic environments, a feature that depends on the limited properties of the signal may easily be corrupted. In order to utilize an automatic speech recognizer in an unknown environment, using the information obtained from other signal properties and combining them is important to minimize the effects of the environment. In this paper, we propose a method to analyze carrier signals that are discarded in most of the speech recognition systems. Our system consists of two nonlinear discriminant analyzers that use multilayer perceptrons. One of the nonlinear discriminant analyzers is HATS, which can capture the amplitude modulation of narrowband signals efficiently. The other nonlinear discriminant analyzer is a pseudo-instantaneous frequency analyzer proposed in this paper. This analyzer can capture the frequency modulation of narrowband signals efficiently. The combination of these two analyzers is performed by the method based on the entropy of the feature introduced by Okawa et al. In this paper, in Sect. 2, we first introduce pseudo-instantaneous frequencies to capture a property of the carrier signal. The previous AM analysis method are described in Sect. 3. The proposed system is described in Sect. 4. The experimental setup is presented in Sect. 5, and the results are discussed in Sect. 6. We evaluate the performance of the proposed method by continuous digit recognition of reverberant speech. The proposed system exhibits considerable improvement with regard to the MFCC feature extraction system.
Introduction
Most of the features used by modern speech recognition systems, such as Mel-frequency cepstral coefficients (MFCC), perceptual linear prediction (PLP) [1] , and temporal patterns (TRAPS) [2] , are derived from the energy envelopes of narrowband signals by discarding the information in the carrier signals. However, some experiments show that apart from the spectral/time envelope and its modulation, the information on the zero-crossing points of the carrier signals also plays a significant role in human speech recognition [3] .
In realistic environments, a feature that depends on a limited number of properties of the signal may easily be corrupted. In order to utilize an automatic speech recognizer in an unknown environment, using the information obtained from other signal properties and combining them is important to minimize the effects of the environment [4] . In this paper, we propose a method to analyze carrier signals that are discarded in other speech recognition systems.
A realistic environment that involves difficulties with regard to speech recognition is a reverberant sound field. Reverberant speech can be produced by the convolution of an impulse response; hence, reverb can be handled as multiplicative noise that can be theoretically suppressed by using cepstral mean normalization (CMS). However, CMS is not practically efficient because most impulse responses in reverberant environments have durations that are greater than the analysis frame length. The effects of such long impulse responses can be considered as context-dependent additive noise.
Relative spectra (RASTA) [5] and TRAPS [2] are robust feature analysis methods for reverberant speech; these methods use the amplitude modulation (AM) of narrowband speech signals. However, these techniques also have their limitations. For example, it is known that reverberant environments act as low-pass filters of envelope signals that cause the degradation of AM features [6] . Therefore, it is important to combine the relevant aspects that are robust to reverberant environments.
In order to overcome such limitations, the method which uses the average instantaeous frequency (AIF) are proposed by Wang et al. [7] . In this method, the AIFs are considered for capturing the state of the carrier signal. However, we consider that temporal aspects are more important for carrier analysis.
Previous methods for capturing carrier signals are based on stochastic quantities such as the average frequency and modulation percentage of temporal segments [7] , [8] . These methods eliminate temporal structures in an instantaneous frequency. In order to use the temporal structures of the instantaneous frequency, we propose more straightforward feature extraction method.
The importance of temporal aspects of speech recognition has been discussed along with the importance of AM information [4] , [9]-[11] . An investigation on the importance of frequency modulation (FM) is also important in order to achieve robust speech recognition. The IF ƒÖ(n) of the signal x(n) is defined by
ƒÖ(n)=d/dn ƒÓ(n).
Here, x(n) is the Hilbert transform of x(n); x+(n), the analytic signal of x(n); and ƒÓ(n), the instantaneous phase (4) Here, L is the number of dimensions of the input vector (must be odd) and Eb(n) is the energy of the output of the bth channel of the filter bank at time n. Typically, sampling Gb(ƒÖ)=ƒµ(ƒ ¶(ƒÖ)-n). Eb(n)=log(|xb(n)|2).
Pb(n)=log(PIF(xb(n))).
Here, xb(n) is the output of the bth channel of the filter bank, and PIF(xb(n)) is the PIF of xb(n) at time n.
We then apply a low-pass filter to Eb(n) and Pb(n) in order to resample them. We resampled the low-pass filtered Eb(n) and Pb(n) at 100Hz. Figure  6 depicts the Eb (n) and Pb (n).
Matched Modulation Filter
The resampled Pb(n) and the resampled Eb(n) of the bth sub-band signal are processed by the MLP-OLs described in Sect. 3.1.
The input signal xi of the ith neuron in the input layer of the MLP-OL at time n is defined by xi=Eb,
for the envelope analyzer, and xi=
for the PIF analyzer. Here, L is the number of dimensions of the input vector (must be odd); Eb(n), the nth sample of the resampled logarithmic energy of the bth channel; and Pb(n), the nth sample of the resampled PIF of the bth channel. In this study, we assume L=51. 
Tandem Approach
To recognize the output of the matched filters, we use the HMM/MLP tandem approach employed in acoustic modeling and described in Sect. 3.2. Because AM and FM might have different robustness for environmental effects, merging them adaptively is an effective way for acquiring robustness. Therefore, we merge estimates from two MLPs; envelope (AM) merging MLP and PIF (FM) merging MLP, adaptively.
Entropy-Based Evidence Merger
Now, we have observed two streams of the MLP output score sequence by the procedure described in Sect. 4.3. We merge them before using them as features of GM-HMMs.
We used the entropy-based combination of tandem acoustic models, which has been introduced by Ikbal et al. [17] .
First, we calculated the approximate posterior probability for the mth MLP p(c|xm) with the expression p(c|xm)=
Here, xm is the input vector of the mth MLP; ym, the output vector of the mth MLP; C, the set of target classes (in this study, C is the set of monophones); and i(c), the mapping from the elements of C to the dimension index of ym. •E Room (small reverberant room)
Meeting room
•E Silo
•E Theater
•E Cathedral Figure  7 shows the time characteristics of the reverb calculated by using the expression (18) where h(m) is the impulse response of the reverb. We compared several methods, as described below.
•E AIF •E FM A recognizer based on FM features was constructed by removing the envelope MLPs from the AFMC.
•E AFMC
The proposed method.
All the HMMs and MLPs are trained to be independent of the gender and speaker. 
Here, H(X) is the entropy of X and H(X|C) is the conditional entropy of X.
Ic(X) represents the locality about x in feature space X when C is fixed at c.
We then derive the mutual entropy as the expectation of Ic(X).
The mutual entropy I(X; C) represents the expectation of the locality about x in feature space X when C is fixed. A Table 2 Average weights of AM and FM information in the environments considered in the entropy-based evidence merger. Interestingly, the frequency response pattern of FMmatched filters has a similarity to that of AM matched filters. The phonetic information in the carrier signal is distributed around a frequency of 4Hz in FM.
Conclusion
In this paper, we defined the PIF of a signal, which is useful for pattern recognition in carrier signals.
We proposed a method based on a tandem approach to analyze the envelope and PIF of narrowband signals; the method is called AFMC, and it comprises AM analysis MLPs, FM analysis MLPs, and an entropy-based evidence merger.
We evaluated the performance of the proposed method 
