A predictive image coder having minimal decoder complexity is presented. The image coder utilizes Recursive Interpolative DPCM in conjunction with adaptive classification, entropy-constrained trellis coded quantization, and optimal rate allocation to obtain signal-to-noise ratios in the range of the most advanced transform coders.
INTRODUCTION
The earliest prediction based encoding algorithms, such as DPCM, must be considered primitive when compared to the more recent DCT and wavelet transform based methods. Judged only by SNR performance, the contemporary transform coders are far superior to predictive coders. However, the computational complexity of transform coders is much greater than that of predictive coders. In general, advances in hardware have diminished the importance of computational complexity. On the other hand, there are still applications where low cost, low power decoders are required. In these applications, decoding complexity can be a major constraint.
In this paper, we present a predictive image coder having minimal decoder complexity and providing SNRs in the range of the most advanced transform coders. The image coder utilizes Recursive Interpolative DPCM in conjunction with an adaptive rate allocation scheme and entropy-constrained trellis coded quantization. The resulting Adaptive RIDPCM-ECTCQ image coder is a high performance, low decoder-complexity alternative to contemporary transform coders.
RECURSIVE INTERPOLATIVE DPCM
Interpolative DPCM, a non-causal analogy to DPCM, was first proposed for optical data compression in [l]. Interpolative DPCM (IDPCM) differs from DPCM in that the algorithm uses a non-causal rather than a causal prediction filter to create the error signal. The IDPCM algorithm was modified in [2] so that instead of performing the interpolation in a single step, the interpolation is executed recursively (RIDPCM) thereby providing better estimates of the pixels and consequently better compression.
In RIDPCM, the original image of size 2" x 2" is subsampled by a factor of 2' in each direction. The resulting subsample image of size 2"-' x 2"-' is quantized and transmitted. The quantized subsample image is interpolated up by a factor of two. The interpolated pixels are subtracted from their corresponding pixels in the original image to form a sequence of error values. The error values are quantized at a reduced rate and transmitted. The quantized error values are added to their interpolated values to obtain a new quantized image of size 2"-'+l x 2"-'+l. This image is interpolated up by a factor of two, the error values are computed, quantized, and transmitted, and a new quantized image of size 2n-1+2 x 2n-1+2 is computed. This process continues recursively until the quantized image is equal in size to the original image. Since all operations are performed using quantized data, the decoder can compute the same quantized image.
The decoder complexity of RIDPCM is minimal. If linear interpolation is used, the only computations required (on a per pixel basis) are one addition and one shift (division by 2) to interpolate each pixel value, and a single addition to add the quantized errors to the interpolated values.
The contribution of the work reported here is an augmentation of the RIDPCM algorithm which increases its performance into the range of transform coders with little or no increase in decoder complexity. The improvements comprise making the bit allocation adaptive as a function of scene content, replacing the scalar quantizers with trellis quantizers, and implementing an automated method for determining the optimum rate allocation for any image.
ADAPTIVE CLASSIFICATION
The adaptive algorithm separates the image into different classes, each class representing a different amount of spatial detail and requiring a different bit rate to achieve a desired quantization distortion. The image is divided into subimages, the corners of which are defined by the subsamples. The adaptive algorithm assigns each subimage to 1 of J classes. Each pixel in each subimage is labeled by its class assignment. Within each recursion of the interpolative DPCM algorithm, the quantization rate can be adjusted according to the characteristics of the particular class.
A classifier is used to assign each subimage to the appropriate class. The classifier makes a decision for each subimage based on a feature extracted from that subimage. In this work, the classifier is trained using a clustering algorithm on features extracted from training data to produce centroids for each class. Classification of a subimage then entails extracting the feature from the subimage and determining which class centroid is closest to the extracted feature.
Previous work along these lines (for RIDPCM systems) has been reported in [2] . In [2], the extracted feature was the mean absolute error between the original image and the interpolated values within each subimage. An example of similar work for a DCT coder is given in [3], where block variance was used as the feature for classification.
In this paper, the variance and the edge density of each subimage were explored as candidate features for the classifier. The performance of systems using each of these features was compared. In each case, the classifier was trained using an (unsupervised) clustering algorithm.
The variance feature was computed in the ususal way. The edge density feature measures the number of edge pixels in a subimage. A 2-by-2 Roberts gradient operator is applied in two orthogonal directions to each subimage. The magnitude of the sum of the two orthogonal components for each pixel is compared to a threshold. All pixels having magnitudes exceeding the threshold are declared "edge" pixels.
QUANTIZATION
Because We should point out here that for ECTCQ, the encoder uses either a Huffman or arithmetic coder to encode the codewords at a rate approaching the entropy. The decoder must use a Huffman or arithmetic decoder to decode the bit sequences. This increases the number of operations per pixel required by the RIDPCM decoder. However, all high performance contemporary coders employ entropy coding and thus bear a similar computational burden in the decoder.
RATE ALLOCATION
In previous adaptive and non-adaptive RIDPCM systems, the quantization rates were hand-tuned for each image. This section derives an automated rate allocation system that minimizes the MSE for encoding an arbitrary image at any user selected encoding rate.
For an Adaptive RIDPCM system with I recursion levels and J classes, the data to be quantized are separated into I J + 1 sequences. The first such sequence consists of the pixels in the subsample image. At each of the I recursions, the interpolation error values are seperated into J sequences according to class label.
The rate allocation problem is then to choose encoding rates for quantizing these sequences (each a different length) at a given average rate with minimum average distortion. Mathematically, the problem can be stated as follows.
Given the sequences to be encoded, having lengths 
i j is minimized, subject to the constraints that and where M = mo + Ci Cj mij is the total number of samples to be encoded. Histograms of the image subsamples and interpolation error sequences indicate that the data are reasonably well modeled as generalized Gaussian with exponential parameters of 1.5 and 0.75, respectively. Thus, their density functions are somewhat more peaked and heavy tailed than those of Gaussian and Laplacian, respectively.
The MSE of most quantizers can be modeled as Ro, Rij 2 0
where u2 is the variance of the sequence to be encoded and c(R) is a smooth function that converges to some constant y for large R and is 1.0 when R = 0.0 . The model chosen for E( R) in this work is given by E( R) = (7 + (1 -y)2-PR).
(3)
Choosing values of y and p to yield good agreement between the actual distortion and the modeled distortion and combining (2) and (3) yields
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do(R0) = yui2-2Ra, with y equal 2.4 or 1.1 for TCQ or ECTCQ respectively. Also, d i j ( R i j ) = (y + (1 -y)2-bR)5;,j2-2R*j where y and / 3 are 2.93 and 0.53 (for TCQ) or 0.8 and 12.7 (for ECTCQ), respectively, and 6:,j is the variance of the interpolation error data in the ith recursion and j t h class. If U: and 3;,j were known, the optimization problem of (1) could then be solved using standard techniques. Unfortunately, since the interpolation error values are computed recursively using previously quantized data, the values for 5:,i depend on the quantization errors incurred in previous recursions. Therefore, to optimize the rate allocation, we must develop an estimate for the variance of each error sequence that incorporates the dependencies prescribed by the Adaptive RIDPCM algorithm.
For the general case of the ith recursion and j t h At each recursion, one-third of the interpolated values are computed using each of the following three equations:
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Pi, = and (5) (6) depending on whether the nearest neighbors are along a row, column, or the four diagonals. Note that we assume all pixels in (4)-(6) are from class j. Near subimage boundaries, a few pixels may actually be from a different class. The effect of this is of secondary importance and is ignored here. with initial conditions given by i5:,j = U: j = 1, ..., J.
Since the u;j can be easily computed from the original image data, we now have a (recursive) expression for the 5;j using only known parameters and the rate allocation problem can be restated as follows.
Find Ro, R,j i = 1, ..., I, j = 1, ..., J such that D = mo€o(Ro)u;2-2Ro
is minimized, subject to the constraint that I J and 5.02,j = U;. A closed form solution to this problem could not be found. Thus, numerical algorithms were used to solve for the optimum rate allocation. For ECTCQ, the exact solution was found using conjugate gradient methods and then rounding to the nearest one-tenth of a bit. (In this work codebooks for ECTCQ were designed at intervals of one-tenth of a bit.) For TCQ, an integer constraint was added to the optimization problem.
'It is well known that this assumption is invdid at low encoding rates. However, our experimental results indicate that the ultimate result (equation (8)) is quite accurate for this application.
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It should also be pointed out here that there is an additional small component of the transmitted bit rate due to overhead. The overhead includes bits for transmitting the rate table, subimage labels, and the mean and variance of each quantized sequence at each recursion. The subimage label bits dominate the overhead.
Transmitting the subimage labels for a N x N Zmage with I recursions (subsample length of K = 2') and J classes requires ( N 2 / K 2 ) log, J bits. For typical values of N=512, I=3, and J=4, 8,192 bits, or 0.03 bits/pixel, are required. Huffman coding could reduce this number in most cases.
RESULTS AND CONCLUSIONS
For the lena image, ARIDPCM with TCQ using optimal rate allocation and the edge density feature, provides 2 to 4 dB of improvement over the base system with the largest improvement coming at the lowest rate. ARIDPCM with ECTCQ outperforms the TCQ system by 1 to 3 dB, while the improvements over the baseline system range from 3 to 7 dB. For encoding the lena image at 1 bpp, ARIDPCM-ECTCQ produces a PSNR of 39.8 dB.
The performance obtained when employing the variance feature is inferior by roughly 1 dB for the lena image. Perceptually, there appears to be a small difference between the performance of the two features with the edge density feature again having a slight advantage. This is especially apparent in the reproduction of the feathers. The improvement in PSNR 36 - JPEG is a widely used image coding standard that employs 8 x 8 DCTs. The inverse DCT required for decoding costs about 8 arithmetic operations per pixel. The decoder of the ECTCQ wavelet coder in turn, has significantly higher computational requirements than JPEG. Thus, although the MSE performance curve of RIDPCM-ECTCQ falls between those of these two high performance coding schemes, the comDutationa1 requirements are far less than for either oithem. PerceDtuallv. the Derformance of ARIDPCM-ECTCQ-is between t h i t of the other two schemes at 1.0 bpp as predicted by Fig. 1 . At 0.5 bpp, the perceptual quality of the wavelet coder is significantly better than that produced by either of the other two coders. On the other hand, the comparison between JPEG and RIDPCM is not as easy to quantify at this rate. The edges and high frequency detail are preserved remarkably well by the RIDPCM scheme, while the low frequency "background" areas are reproduced more faithfully by JPEG. This phenomenon is explained by the adaptive classification in the RIDPCM scheme which allocates more bits (than would be allocated without classification) to the high detail portions of the image. We believe that human visual system models could be employed to "tune" the trade-off between detail and background regions.
-
Similar comparisons can be made with other highperformance image coders. The performance curves for most image coders described in the recent literature fall somewhere between those of RIDPCM-ECTCQ and the wavelet-ECTCQ coder. Thus on the basis of SNR and visual quality, the Adaptive RIDPCM-ECTCQ image coder is in the range of, although inferior to other advanced coders. We should point out however, that the computational complexity of the decoders of each of these advanced coding algorithms is much greater than that of our interpolative coder. Thus, if decoder complexity is an issue, Adaptive RIDPCM-ECTCQ can provide a viable, high performance image compression system.
