Path Graphs are intersection graphs of paths in a tree. Path Graphs are closed under taking induced subgraphs and, answering a question posed by Renz [P.L. Renz, Intersection Representations of Graphs by Arcs, Pacific J. Math., 34 (1970), 501-510], Lévêque, Maffray and Preissmann [B. Lévêque, F. Maffray, and M. Preissmann, Characterizing Path Graphs by Forbidden Induced Subgraphs, J. Graph Theory, 62:4 (2009) 369-384] characterized Path Graphs by a list of forbidden minimal subgraphs. In this paper, building on a result due to Monma and Wei [C.L. Monma, and V.K. Wei, Intersection Graphs of Paths in a Tree, J. Combin. Theory Ser. B, 41:2 (1986) 141-181], we introduce the collection of the attachedness graphs of a graph and characterize Path Graphs in three ways: a structural characterization of each of the attachedness graphs, a characterization by a list of five families of minimal forbidden induced 2-edge colored subgraphs in each of the attachedness graphs and, finally, by a list of three families of minimal forbidden (not necessarily induced) 2-edge colored subgraphs in each of the attachedness graphs.
Introduction
A graph G is a Path Graph if there is a tree T (the host tree of G), a collection P of paths of T and a bijection φ : V (G) → P such that two vertices u and v of G are adjacent in G if and only if the vertex-sets of paths φ(u) and φ(v) intersect. Other variants of the Path/Tree intersection model are obtained by requiring edge-intersection (or even arc intersection) and by specializing the shape of T (e.g.: directed, rooted). The class of Path Graphs is clearly closed under taking induced subgraphs. Path Graphs were introduced by Renz who also posed the question of characterizing them by forbidden subgraphs giving at the same a first partial answer. The question has been fully answered only recently by Lévêque, Maffray and Preissmann [3] . Figure 1 lists all minimal obstructions (minimal forbidden subgraphs) for membership in the Path Graph class. Path Graphs were first characterized by Gavril [2] through the notion of Clique Path Tree as follows.
Theorem 1 (Gavril [2] ) A graph G is a Path Graph if and only if it possesses a Clique Path Tree, namely, a tree T on the set of maximal cliques of G with the property that the set of maximal cliques of G containing a given vertex v of G, induces a path in T .
Theorem 2 specializes the celebrated characterization of chordal graphs, still due to Gavril [1] , as those graphs possessing a Clique Tree (equivalently, as the intersection graphs of a collection of subtrees in a given tree) as stated below.
Theorem 2 (Gavril [1] ) A graph G is a chordal graph if and only if it possesses a Clique Tree, namely, a tree T on the set of maximal cliques of G with the property that the set of maximal cliques of G containing a given vertex v of G, induces a subtree in T . Notice that since a Clique Path Tree is a particular Clique Tree, Theorem 2 also implies that Path Graphs are chordal. Gavril also gave the first recognition algorithm for Path Graphs. Inspired by the work of Tarjan [6] , Monma and Wei [4] , presented a general framework to recognize and realize intersection graphs having as intersection model all possible variants of the Path/Tree model. Among all other things, the authors, gave a characterization of Path Graphs which we now briefly highlight using only basic standard graph theoretical terminology.
Monma and Wei's characterization of Path Graphs If a graph G is a Path Graph, then it possesses a clique path tree by Gavril's Theorem 1. Moreover, such a tree, T say, can be chosen as the host tree for G. It follows by the definition of clique path tree that if U is any set of vertices of G and I(U ) denotes the vertex set of the path ∩ U φ(u), then the maximal cliques that contain U belong to I(U ) (when regarded as vertices of T ). In particular, if Q is a maximal clique of G, then I(Q) = {Q}. Suppose now that the removal of Q from G disconnects G into more than one connected component. This corresponds to remove Q from T and to consider the subtrees into which T decomposes after the removal. If there are two cliques K and K such that Q ∩ K ∩ K is non empty and K \ Q and K \ Q lie in different components, then I(Q ∩ K ∩ K ) is the vertex set of a path of T traversing Q, K and K . Cliques K and K are called Q-antipodal because they are vertices in different components of T − {Q} and Q lies on the path through them. The notion of Q-antipodality is extended to the connected components of G − {Q} or, equivalently, to the subtrees of T − {Q}, just by defining two such components Q-antipodal if they intersects Q-antipodal cliques. Now, three pairwise Q-antipodal cliques never lie on a same path of T and therefore cannot have a vertex in common (otherwise by the clique path tree property they would lie on a path of T ). On the other hand if three maximal cliques of G share a vertex of Q, then they cannot be pairwise antipodal. This argument led Monma and Wei to characterize Path Graphs as follows. For a graph G and a maximal clique Q of G which separates the graphs into s connected components, s ≥ 2, with vertex-sets V 1 , . . . , V s , respectively, let γ i be the subgraph of G induced by V i ∪ Q, for i = 1, . . . , s and Γ Q = {γ 1 , . . . , γ s }. Clique Q is a clique separator (maximal being understood) and the Γ Q is called a Q-presentation of G.
Theorem 3 (Monma and Wei [4] ) A graph G is a Path Graph if and only if either V (G) is a clique, or V (G) is the union of two intersecting maximal cliques or for each maximal clique separator Q the following hold: each graph γ ∈ Γ Q is a Path Graph and there is a coloring f : Γ Q → [s] such that (i) if γ ↔ γ , then f (γ) = f (γ );
(ii) if γ, γ and γ have a common vertex in Q, then |f ({γ, γ , γ })| ≤ 2.
We refer to a coloring f satisfying the conditions of Theorem 3 as a local Q-coloring of G. A graph which has no clique separator is called atom. Theorem 3 asserts that the atoms of a Path Graph are either cliques or intersections of maximal cliques and, if a graph is not an atom, then the graph has a clique separator Q and a corresponding presentation Γ Q that makes the graph locally Q-colorable. By resorting to the fact that Path Graphs are chordal and that the vertex sets of the atoms of a chordal graph are either cliques or intersection of two maximal cliques (namely, atoms of chordal graphs are Path Graphs) one gets rid of the recursive character of Theorem 3 as follows.
Theorem 4 A chordal graph whose vertex set in neither a clique, nor the intersection of two maximal cliques, is a Path Graph if and only if it possesses a local Q-coloring for each of its clique separator Q.
Our Characterization We characterize Path Graphs by giving a structural characterization of local Q-colorings through a special partition of the vertex set of each member of a collection of 2-edge colored graphs derived from G and called the Attachedness graphs of G (Section 2÷4). Such a characterization is then exploited to derive and exhibit the exhaustive list of the five families of forbidden minimal induced 2-colored subgraphs in the attachedness graphs of any Path Graph (Section 5 and Section 6) and to exhibit the exhaustive list of the three families of forbidden minimal (not necessarily induced) 2-colored subgraphs in the same collection of graphs (Section 6). Finally we give a small dictionary relating our characterization to the one given by Lévêque, Maffray and Preissmann (Section 7).
Preliminaries
For n ∈ N, we denote by [n] the interval {1, 2, . . . , n}. If A is a subset of a set B, we denote set B \ A by A c . For a graph G and disjoint subsets A and B of V (G) we denote by E G (A, B) the set of edges of G having one end-vertex in A and the other in B. For a subset A of V (G), we denote the graph induced by A in G by G[A]. Let f be a map between sets A and B and let X ⊆ A. By f (X) we mean the image of X under f , namely,
The power set of a set A is denoted by 2 A and, for a positive integer m, we denote by 2 A ≤m the set {B ∈ 2 A | |B| ≤ m}. For a positive integer t and a set A, a t-coloring of A is just a map f : A → [t]. The elements of [t] are called colors and the color class of color i is f −1 (i). A proper t-coloring of a graph G is a t-coloring of V (G) each of whose color classes induces a stable set in G. Given a poset (X, ≤) if x ≤ y for some two elements of X, we say that y is an upper bound of x and x is a lower bound of y. An element x of X is ≤-maximal if it has no upper bounds other than itself. We denote by X ↑ the set of ≤-maximal upper bound of x. Moreover, (x ↓) and (x ↑) denote, respectively, the set of lower bounds and the set of upper bounds of x. A 2-edge-colored graph is a graph along with a 2-coloring of its edges (the color classes of the coloring give a bipartition of the edge set). An isomorphism of 2-edge colored graphs G and G is an isomorphism of G and G which preserves edge colors.
For an integer m such that m ≥ 3, the m-wheel is the graph on [m + 1] where the vertices in [m] induces a cycle and vertex m + 1 is adjacent to all the other vertices (see Figure 2 .a). For an integer m such that m ≥ 4, the m-fan is the graph on [m] such that [m − 1] induces a path having end-vertices 1 and m − 1 and vertex m is adjacent to all the other vertices (see Figure 2 .b). The m-chorded fan is the graph obtained from the m-fan by adding an edge between vertices 1 and m − 1. Notice that the m-chorded fan is isomorphic to the m − 1-wheel (see Figure 2 .c). For an integer m such that m ≥ 4, the m-double fan is the graph on [m] such that [m] induces a cycle and vertices m−1 and m are adjacent to all other vertices (see Figure 2 .d). We now list certain special 2-edgecolored graphs, obtained as 2-edge-colored versions of the aforesaid graphs, needed in the characterization of Path Graphs (Theorem 6). The reader is referred to Figure 3 where the two colors are represented by dotted or solid lines, respectively. Let G and F be two collections of graphs. We say that G is F-free if no member of G contains an induced copy of any member of F. For F ∈ F, we say that G has no F as (induced) subgraph if no member of G contains a (induced) copy of F . Notice that saying that G has no induced F is the same as saying that G is {F }-free. The latter notation will be abridged into F -free for notational convenience.
Local Antipodality, Dominance and Coloring
In this section we elicit several consequences of Monma and Wei's characterization of Path Graphs (Theorem 3) and set up the necessary machinery to translate it in graph theoretical terminology. Given a maximal clique separator Q of a graph G let G − Q have s connected components, s ≥ 2 with vertex-sets V 1 , . . . , V s , respectively. Recall from Section 1 that γ i = G[V i ∪ Q], i = 1, . . . , s and Γ Q = {γ 1 , . . . , γ s }. Set Γ Q will be referred to as a Q-presentation of G. Clique Q is a maximal clique separator. Monma and Wei [4] , defined the following binary relations on Γ Q . A maximal clique of a member γ of Γ Q is called a relevant clique, if K ∩ Q = ∅.
Attachedness, denoted by 1 and defined by γ 1 γ if and only if there is a relevant clique K of γ and a relevant clique K of γ such that K ∩ K = ∅.
Dominance, denoted by ≤ and defined by γ ≤ γ if and only if γ 1 γ and for each relevant clique K of γ either K ∩ Q ⊆ K ∩ Q for each relevant clique K of γ or K ∩ K ∩ Q = ∅ for each relevant clique K of γ.
Antipodality, denoted by ↔ and defined by γ ↔ γ if and only if there are relevant cliques K of γ and K of γ such that K ∩ K ∩ Q = ∅ and K ∩ Q and K ∩ Q are inclusion-wise incomparable.
It is worth stressing that in the definition of dominance, condition γ 1 γ ensures that if γ ≤ γ , then there exists at least a relevant clique K of γ such that K ∩ Q ⊇ K ∩ Q for each relevant clique of K of γ. It is also worth observing that antipodality and dominance are disjoint relations on Γ Q whose union is the relation 1. Therefore (γ ≤ γ or γ ↔ γ ) if and only if (γ 1 γ ). Dominance is a reflexive and transitive relation. Hence (Γ Q , ≤) is a preorder. We assume that such a preorder is in fact a partial order. The latter assumption is not restrictive as showed implicitly in Schäffer [?] and explicitly in the next lemma.
Proof. Let f : 
We now collect useful consequences of the definitions above.
Lemma 2 For a graph G, a maximal clique separator Q of G and the corresponding Q-presentation Γ Q , the following statements hold.
(i) If one of the diagrams (1).(b)÷(1).(e) applies for some three elements γ, γ and γ of Γ Q , then γ, γ and γ have a common vertex. Proof.
(i) If one of diagrams applies, then there are relevant cliques K, K and K in γ, γ and γ , respectively,
(c) and case (d)) and K ∩ Q ⊆ K ∩ K ∩ Q (in case (e)). Hence, in any case K ∩ K ∩ K ∩ Q is nonempty.
(ii) The hypothesis implies that there are relevant cliques K, K and K of γ, γ and γ , respectively, such that K ∩ Q ⊆ K ∩ Q and K ∩ Q ⊆ K ∩ Q. Hence K ∩ K ∩ Q = ∅ and, therefore, γ 1 γ . Thus, either γ and γ are ≤-comparable and Diagram 1.(b) applies, or γ and γ are antipodal and Diagram 1.(e) applies.
(iii) There are relevant cliques K and K in γ and γ, respectively, such that 
and we conclude that γ, γ and γ have a vertex in common and therefore are pairwise antipodal. Suppose now that η ≤ γ . In this case, there are relevant cliques K, K and K in γ, γ and γ , respectively, and a relevant clique K of η such that K ∩ K ∩ K ∩ Q ⊇ K ∩ Q. Hence, γ, γ and γ are pairwise attached in this case as well. Since they are pairwise incomparable, it follows that they are pairwise antipodal.
( Properties collected in Lemma 2 impose necessary conditions on local Q-colorings. We list such conditions in the next lemma.
Lemma 3 Let G be a graph that admits a local Q-coloring. The following properties hold.
Then η ↔ η for any two distinct elements of A and η 1 η for each η ∈ A and η ∈ Γ Q \ D.
for any local Q-coloring f of G, namely, if η has at least two upper bounds, then η gets the color of one of these maximal upper bounds under any local Q-coloring of G.
(iv) There exists a local Q-coloring f of G such that, for any γ ∈ Γ ↑ Q , the set of those elements of Γ Q having γ as unique ≤-maximal upper bound is 2-colored under f .
Proof. (iv) The thesis follows rather straightforwardly from Statement (ii) as follows. Suppose that for some γ ∈ Γ ↑ the set D of those elements of Γ having γ as unique ≤-maximal upper bound, is not 2-colored under a local Q-coloring f and let A be as in Statement (ii). It is clear that setting
where η is arbitrarily chosen in A, defines (by Statement (ii)) a local Q-coloring of G whose restriction to D is a 2-coloring.
3 Attachedness Graphs
Let us now translate in graph-theoretical terminology the machinery set-up so far by introducing three graphs, derived from G, as follows.
is said to be full if the elements of Γ Q corresponding to its vertices have a vertex in common, it is called empty otherwise. A triangle of M Q which is a triangle of H Q as well will be referred to as antipodal triangle.
Remark 1 Notice that H Q an L Q are both spanning subgraphs of M Q . Moreover, in view of Lemma 2, Diagrams 1(a)÷(e) are "embeddings" of triangles of M Q so that we can refer to those diagrams as "triangles" of M Q . Also notice that triangles (b)÷(e) are all full while triangle (a) might be empty.
After Definition 1, we see that there is an attachedness graph M Q (G) for each clique separator Q of G.
be the collection of the attachedness graphs of G. Recall that V (M ) = Γ Q for some clique separator Q.
For notational simplicity we set
and, from now on, by writing M ∈ M(G), we mean that M is the attachedness graph of G with respect to some clique separator Q. Moreover, we omit reference to Q in H Q and L Q , as well. Also, if no confusion arises, then we say that f is a local coloring of G if it is a local Q-coloring for some clique separator Q and we say that G is locally colorable if it has a local Q-coloring for each clique separator Q.
We can view any member M of M(G) as a 2-edge colored graph whose color classes are the edges of H (the antipodal edges) and those of L (the dominance edge). According to our pictorial convention, edges of H are drawn by solid lines while those of L by dotted lines. Referring to Figure 3 , for instance, the "spokes" of W 
Characterizing Path Graphs by Local Partitions
As we have seen, Lemma 3 imposes necessary conditions for local colorability. However it is not strong enough yet to yield the characterization. We have to gain more insights on the structure of local colorable graphs. This is achieved through the following notions.
Fix M ∈ M(G) and for γ, γ ∈ U (M ), let
namely, D {γ} consists of those elements of V (M ) having γ as unique upper bound and
Moreover, let
be the collection of sets defined by (4) and (5) . Notice that
Although D M consists of disjoint sets, it is not (in general) partition of V (M ) unless M contains no full antipodal triangle as we show in the next proposition. 
Proof. Since G is not an atom M(G) = ∅. Fix an arbitrary member M of M(G) and let
be the map that associates each vertex of V (M ) with the set of its ≤-maximal upper bounds. By Proposition 2, one has |κ (η)| ≤ 2 for all η ∈ V (M ) because |κ (η)| is the number of neighbors of η in U (M ) (in the graph M ). Hence, by co-restricting κ to ist image, one defines a map κ :
which, as every map does, induces canonically a partition
} is a partition of V (M ) and the following conditions are fulfilled for the antipodal subgraph H of M .
, D a induces a bipartite graph H a in H.
, D a , H a admits a bipartition into classes A a and B a such that the following conditions are fulfilled.
(2) is clear; let us discuss the remaining conditions. To this end call adjacent two subsets 
Graph H is therefore the graph obtained from H by contracting H[D a ] to edge A a B a and deleting all parallel edges that may arise. It is clear that H can be colored using at most 
The following fact is now straightforward. We are ready to prove the main step of the characterization. 
To check the remaining conditions we define a bipartition of the D a 's as follows.
Notice that the sets defined by (10) The algorithmic consequences of Theorem 5 are clear: to test whether a graph G is a path graph one first checks if G is chordal (possibly an atom). If G is a chordal graph which is not an atom, then one checks if each any of the attachedness graphs of G are local partitionable (this task can be accomplished recursively on the clique separators). Since testing chordality, building attachedness graphs and checking each of the defining conditions of a local partition are all tasks that can be accomplished in polynomial time, we have a new proof that testing membership in the Path Graph class is a polynomial-time solvable problem. On the other hand, the structural characterization provided by Theorem 5 immediately proves that the recognition of Path Graphs is in NP∩Co-NP and it is strong enough to imply a characterization by forbidden subgraphs: graphs that obstruct local partitionability. This will be discussed in great details in the next sections.
Forbidden subgraph in the Attachedness Graph
In this section we show how the necessary and sufficient conditions for local colorability act on the attachedness graphs of G, by giving a list of subgraphs for M(G) that cannot be locally colorable and, at the same time, obstruct local partitionability of G. More precisely, we shall prove the following theorem.
Theorem 6 Let G be a chordal graph which is not an atom. Then G is a Path Graph if and only if M(G) has no full antipodal triangles and it is {W
2k+1 , F 2n+1 , F 2n+1 , DF 2n+1 }-free. We refer the reader again to Figure 3 for a description of the graphs occurring in the statement of the characterization. To prove the theorem, we need the following lemmata: the first two ones are needed to prove the "if" part while the last two ones are needed for the "only if" part. More precisely, Lemma 4 is needed in the proof of Lemma 5 which proves the "if part" of the characterization, while Lemma 6 and Lemma 7 are needed in the proof of Lemma 8 which establishes the "only if" part of the characterization. 
2k+1 , F 2n+1 , F 2n+1 , DF 2n+1 }-free and it has no full antipodal triangles.
Proof. If G is a path graph which is not an atom, then it is locally colorable by Theorem 4. Hence, by Proposition 1, M(G) has no full antipodal triangles. Now, notice that both DF 2n+1 and F 2n+1 have F 2n+1 as subgraph. Hence the thesis follows by Lemma 4. Proof. Let V (C) = {γ 1 , . . . , γ t }. If C is not an odd hole of M , then it has an L-chord, γ i γ j , say, for j ∈ {i − 1, i + 1} (addition over indices is taken modulo t). We claim that:
Proof of (13): In the first place, observe that γ j−1 ↔ γ j and γ j+1 ↔ γ j , trivially imply γ j−1 1 γ j and γ j+1 1 γ j hence, by Lemma 2.(iii), it holds that γ i 1 γ j−1 and γ i 1 γ j+1 . Thus γ i γ j−1 and γ i γ j+1 are chords of C in M and since C is induced in H, then γ i γ j−1 and γ i γ j+1 are both L-chords. It must hold that γ j−1 ≤ γ i . For, if not, then γ j−1 ≥ γ i ≥ γ j would imply γ j−1 ≥ γ j contradicting that γ j−1 γ j ∈ E(H). By the same reasons,γ j−1 ≤ γ i . A repeated application of this argument to j − 1 and j + 1 in place of j proves the first part of the claim. Suppose now that γ h γ k is another L-chord with γ h ≥ γ k . If h ∈ {i − 1, i + 1}, then there are L-chords γ i γ h (by the first part of the claim applied to γ i γ j ) and γ h γ i−1 (by the first part of the claim applied to γ h γ k ). But this is impossible because it would imply
By (13),we conclude that if C has no other chords besides Furthermore, let P 0 ( , η; a) and P 1 ( , η; a) be the subsets of paths with even and odd order, respectively.
Lemma 7 Let G be a graph which is not an atom and let M ∈ M(G). Suppose that for some a ∈ 2
, H[D a ] is 2-colorable and that P κ ( , η; a) = ∅ for some , η ∈ V (M ), possibly = η, and κ ∈ {0, 1}. Suppose further that , η and a satisfy the following conditions.
-If κ = 0, then there is γ * ∈ a such that γ * ↔ and γ * ↔ η.
-If κ = 1, then and η are ≤-incomparable and a = {γ * , γ * * }; moreover, γ * ↔ and γ * * ↔ η both hold.
Under the hypotheses above, if ℘ is any shortest path in P κ ( , η; a), then either ℘ is an induced path of M or M has an induced copy of a graph in {W
2k+1 , F 2n+1 , F 2n+1 , DF 2n+1 } for some k and n. Proof. Fix ℘ ∈ P κ ( , η; a) and let V (℘) = { , γ 1 . . . , γ t , η} with γ i ↔ γ i+1 for i ∈ [t − 1], t ≥ 2 (recall that the members of P( , η; a) have at least four vertices). One has * = γ 1 and η * = γ t . Hence, by the definition of P κ ( , η; a), ↔ γ 1 and η ↔ γ t . Denote by℘ the subpath of ℘ on the inner vertices of ℘. Notice that the minimality of ℘ and the bicolorability of H[D a ] imply that℘ is an induced path of H because any chord of℘ would shorten ℘ while keeping the parity of its order. The following claim shows a useful property of the paths in P κ ( , η; a).
(14) If ≥ γ i for some i ∈ {2, . . . , t} and ↔ γ h for every h ∈ {2, . . . , t} \ {i}, then ≥ γ h for every h ∈ {2, . . . , t}. Symmetrically, if η ≥ γ j for some j ∈ {1, . . . , t − 1} and η ↔ γ k for every k ∈ {1, . . . , t − 1} \ {j}, then η ≥ γ k for every k ∈ {1, . . . , t − 1}. Moreover, if ↔ γ h for every h ∈ {2, . . . , t} and ≥ η, then ≥ γ h for every h ∈ {2, . . . , t} and η γ k for every k ∈ {1, . . . , t − 1}. Symmetrically, if η ↔ γ k for every k ∈ {1, . . . , t − 1} and ≤ η, then γ h for every h ∈ {2, . . . , t} and η ≥ γ k for every k ∈ {1, . . . , t − 1}.
Proof of (14): Let us prove the first part of the claim (the proof is quite similar to the proof of Claim (13)). By symmetry, it suffices to prove only the case ≥ γ i for some i ∈ {2, . . . , t}. We show that if i ≤ t − 1, then ≥ γ i+1 . Indeed, one has γ i ↔ γ i+1 and ≥ γ i . These relations taken together imply γ i+1 by Lemma 2.(iii). Since γ i+1 (by the definition of P κ ( , η; a) ) and ↔ γ i+1 (by hypothesis), it follows that ≥ γ i+1 . The same argument shows that if i ≥ 3 then ≥ γ i−1 and this proves the first part of the claim. Let us prove the second part. By symmetry, it suffices to prove the case ≥ η. Since η ↔ γ t , then γ t (still by Lemma 2.(iii)). Hence, as above, we conclude that ≥ γ t and, therefore, by the first part of the claim one has ≥ γ h for every h ∈ {2, . . . , t}. It remains to show that η γ h for every h ∈ {2, . . . , t}. To see this observe that, under the hypotheses, if we had η γ j for some j ∈ {2, . . . , t}, then this relation would imply η ≥ γ j which in turn would imply η ≥ γ 1 (by the first part of the claim) and we would have ≥ η ≥ γ 1 contradicting ↔ γ 1 . This completes the proof of the claim. ♦
We shall achieve the proof of the lemma by checking that the lemma is true by small steps, the first of which is the following.
(15) if the unique chord of ℘ is η, then η is a H-chord and the lemma is true in this case.
Proof of (15): If η were an L-chord , say, ≥ η, then Lemma 2.(iii) would imply γ t (because η ↔ γ t ). Hence there would be at least one more chord. We conclude that η is a H-chord. Hence, if κ = 1, then t is odd and V (℘) induces an odd hole in H. In this case the thesis follows by Lemma 6. If κ = 0, then t is even and M [V (℘) ∪ {γ * }] ∼ = F t+3 and the thesis follows in this case as well. ♦ After Claim (15), we may assume that the set of chords of ℘ does not coincide with { η}. Next, let us rule out the presence of the other H-chords. To distinguish such chords from η, throughout the proof, we refer to them as to inner H-chords. We already observed that℘ is induced in H.
(16) if ℘ has inner H-chords, then the statement of the lemma is true.
Proof of (16): Since℘ is induced in H, the only possible inner H-chords are of the form γ i , for some i ∈ {2, . . . , t} and ηγ j , for some j ∈ {1, . . . , t − 1}. Suppose that γ i is a H-chord for some i ∈ {2, . . . , t} (the case ηγ j , for some j ∈ {1, . . . , t − 1} is symmetric). Let s ∈ {2, . . . , t} be the smallest index such that γ s is a H-chord of ℘. Hence s must be even otherwise the minimality of ℘ would be contradicted. and the thesis follows in this case as well. ♦
As we show next, we can also assume that = η.
(17) If ℘ has no inner H-chords and = η, then the statement of the lemma is true.
Proof of (17): If = η, then κ = 0 by the definition of P κ ( , η; a). Since℘ is induced in H and ℘ has no inner H-chord, H[V (℘)] is an odd hole and the thesis follows by Lemma 6. ♦ Claim (16) also implies that all the chords of ℘ (except possibly η) are L-chords but, as we show in the next claim, we can assume that no such chord is of the form γ i γ j for some i, j ∈ [t].
(18) Suppose that ℘ has no inner H-chords and = η. If ℘ has L-chords of the form γ i γ j for some i, j ∈ [t], then the lemma is true.
Proof of (18): Suppose that γ r γ s is an L-chord with γ r ≥ γ s (case γ r ≤ γ s is the same up to reversing the order over the indices). Notice that |s − r| ≥ 2. Without loss of generality let s ≥ r + 2. By Claim (14) applied to P κ (γ r , η; a), pair γ r γ h is an L-chord for every h such that r + 2 ≤ h ≤ t. In particular γ r γ t is such that γ r ≥ γ t . Since γ t ↔ η, one has γ r η by Lemma 2.(iii) . Now, by the definition of P κ ( , η; a), η γ r . On the other hand the relation η ≥ γ r cannot hold because it would imply the contradiction η ≥ γ t by the transitivity of ≤. We conclude that η ↔ γ r . Hence ηγ r is an inner H-chord and the thesis follows by Claim (16). ♦
In view of what we have proved so far, we can assume that ℘ has no inner H-chord, = η and that℘ is induced in M . Therefore, the only other possible chords of ℘ are L-chords and must be sought among the pairs γ i , i ∈ {2, . . . , t} and ηγ j , j ∈ {1, . . . , t − 1}. Hence, to complete the proof, we have only to show the following claim.
(19) If ℘ has no inner H-chords, = η and℘ is induced in M , then the lemma is true.
Proof of (19): If ℘ is not induced in M , then the set of chords of ℘ contains at least one pair among γ i , for some i ∈ {2, . . . , t} or ηγ j , j ∈ {1, . . . , t − 1} either because η ∈ E(H) but the set of chords does not reduce to the singleton { η} or because of the second part of Claim (14) after Claim (15), Claim (16) and Claim (18). By symmetry we assume that ℘ has an L-chord γ i . Hence γ h is an L-chord of ℘ for each h ∈ {2, . . . , t} by the first part of Claim (14). Now, since η ↔ γ t (by hypothesis) and ≥ γ t (because γ t is a chord), one has η (still by Lemma 2.(iii)). It cannot happen that ≤ η because this relation would imply η ≥ γ t contradicting that η ↔ γ t . Therefore, either ≥ η or ↔ η. In case ≥ η, by the definition of P κ ( , η; a), κ is even. Moreover, by the second part of Claim (14), ℘ has no L-chords of the form ηγ j . Therefore M [V (℘) ∪ {γ * }] ∼ = DF t+3 . In case ↔ η, κ can be 0 or 1 and we distinguish these two cases accordingly. 
2k+1 , F 2n+1 , F 2n+1 , DF 2n+1 } or M(G) has a full antipodal triangle.
Proof. If G is not a Path Graph, then G is not locally partitionable. Thus we have to prove that if one of the conditions of Definition 2 is violated, then there is M ∈ M(G) such that M has N ∈ {W
2k+1 , F 2n+1 , F 2n+1 , DF 2n+1 } as induced subgraph. So fix M ∈ M(G). . Now, for a ∈ 2 U (M ) ≤2 let α, β ∈ D a and , η ∈ V (M ) \ D a (possibly = η) be such that α ↔ and β ↔ η. Since H a is connected, there exists a path P joining α and β in H a . Moreover, there is no inner vertex γ of P such that γ ≥ or γ ≥ η. Indeed, if one of these relations held, then either the definition of D a or the hypothesis , η ∈ V (M ) \ D a would be contradicted. Therefore P κ ( , η; a) = ∅, where κ = 0 if α and β lie in different color classes while κ = 1 if α and β lie in the same color class. Recall that, by the definition of P κ ( , η; a) = ∅ given right before Lemma 7, for any path P ∈ P κ ( , η; a) = ∅ the neighbors of and η on P lie in D a and are denoted by * and η * , respectively. Now let us look at the sub-conditions of Condition 2. Hence, without loss of generality, ∈ D γ * * and η ∈ D γ * . This implies that and η are not ≤ comparable. Moreover, by reasoning as above, γ * ↔ and γ * * ↔ η. Therefore, any shortest path ℘ ∈ P 1 ( , η; a) satisfies the hypotheses of Lemma 7 and we are done either by Lemma 7 or because M [V (℘) ∪ {γ * , γ * * }] is a copy of DF 2n+1 for some n.
The proof is thus completed.
2
As announced, Theorem 6 follows directly by Lemma 5 and Lemma 8. Moreover, Theorem 6 and Lemma 4 imply the following characterization by forbidden (not necessarily induced) subgraphs.
Corollary 7 Let G be a chordal graph which is not an atom. Then G is a Path Graph if and only if M(G) has no full antipodal triangles and it has no copy of W
2k+1 and F 2n+1 as subgraph.
In the next section we show how to get rid of full antipodal triangles in the characterization (at the price of dealing with a graph derived from G rather than with G itself).
Dealing with Antipodal Triangles
We have seen in the previous sections that full antipodal triangles are obstructions to membership in the class of Path Graphs. However, in general, there is no way to distinguish a full triangle of M , M ∈ M(G), from any other triangle. For instance, let G be the graph obtained from the Hajos graph adding a universal vertex z. This graph has only one separator, Q, say; hence M(G) is a singleton, {M }, say, and M = H ∼ = K 3 and the triangle is full. However, G − z is separated by C \ z. Again, M(G − z) = {M } is a singleton, and again M = H ∼ = K 3 but K 3 is empty in this case. In other words, full antipodal triangles are not determined by the property of being triangles when viewed as obstructions. To overcome this (somehow unaesthetic) ambiguity we use a standard trick.
For a graph G let G + be the graph defined as follows. Let V (G) = V = {v 1 , v 2 , . . . , v n } and V + be a copy of V , V + = {v + 1 , v + 2 , . . . , v + n }. Now,
Lemma 9 Let G be a graph. Then G is a Path Graph if and only if G + is a Path Graph.
Proof. Since G is an induced subgraph of G + , G is a Path Graph if G + is such. Let T be a clique path tree of G. For all v ∈ V , let P v the set of all maximal cliques of G containing v. By Theorem 1, P v induces a path in T , letQ v ∈ P v be an end-vertex of this path. Thus it suffices to join vv + toQ v for all v ∈ V to yield a clique path tree for G + . 2
The main reason for having introduced graph G + relies on the fact that full antipodal triangles of G display in M(G + ) as small wheels as showed in the next lemma.
Lemma 10 Let G be a graph. Then M(G + ) has no full antipodal triangles and it is W In view of the lemma we can state Theorem 6 in a more standard way as follows.
Theorem 8 Let G be a chordal graph which is not an atom. Then G is a Path Graph if and only if
2k+1 , F 2n+1 , F 2n+1 , DF 2n+1 }-free. Proof. Since G is a chordal graph which is not an atom, the hypotheses of Theorem 6 are satisfied. Now, the thesis follows at once by the following chain of equivalence. G is a Path Graph Let us summarize the main results of this paper in the following corollary.
Corollary 9 Let G be a chordal graph which is not an atom. Then the following statements are equivalent:
1. G is a Path Graph, 2. G is locally partitionable,
2k+1 , F 2n+1 , F 2n+1 , DF 2n+1 }-free and it has no full antipodal triangles,
2k+1 , F 2n+1 , F 2n+1 , DF 2n+1 }-free,
M(G) has no copy of W
2k+1 and F 2n+1 as subgraph and it has no full antipodal triangles, 6 . M(G + ) has has no copy of W (0) 2k+1 , W
Conclusions
We close the paper by briefly discussing the relations with our characterization and that given by Lévêque, Maffray and Preissmann [3] (see Figure 1 ).
First our characterization is not given on the input graph G but rather in terms of the collection of the attachedness graphs of G. In some sense, our characterization is not "canonical", because it forbids subgraphs in any member of the collection rather than in a single graph, and it is "local", because it relies on the behavior of the input graph "around" clique separators for each such clique separator.
On the other hand, each of our characterizations can be stated recursively-in the same spirit of Monma and Wei's result (Theorem 3)-and the notion of local partitionability, besides providing structural insights on the behavior of the cliques of a Path Graphs (implying at the same time a simple algorithm for testing membership in Path Graphs and realizing the host tree). Furthermore, the synopsis contained in the following table, shows a kind of coarsening of the list of Figure 1 when read in the collection of the attachedness graphs of the input graph.
Family Obstruction F 1 , F 2 , . . . , F 9 , F 10 W (0) 3
2k−1 (for k > 2)
F 13 (4k + 1) k≥2 DF 2k+1 , W 
2k−1 (for k > 2) F 16 (4k + 3) k≥2 F 2k+1 Table 1 : A dictionary between Lévêque, Maffray and Preissmann's Characterization and the characterizations 1 and 4 in Corollary 9, within chordal graphs.
