Currently, the main remote sensing-based crop mapping methods are based on spectral-temporal features. However, there has been a lack research on the selection of the multi-temporal images, and most of the methods are based on the use of all the available images during the cycle of crop growth. In this study, in order to explore the optimal temporal window for crop mapping with limited remote sensing data, we tested all possible combinations of temporal windows in an exhaustive manner, and made a comprehensive consideration of the spatial accuracy and statistical accuracy as evaluation indices. We collected all the available cloud-free Sentinel-2 multi-spectral images for the winter wheat and rapeseed growth periods in the study area in southern China, and used the random forest (RF) method as the classifier to identify the optimal temporal window. The spatial and statistical accuracies of all the results were assessed by using ground survey data and local agricultural census data. The optimal temporal window for the mapping of winter wheat and rapeseed in the study area was obtained by identifying the best-performing set of results. In addition, the variable importance (VI) index was used to evaluate the importance of the different bands for crop mapping. The results of the spatial accuracy, statistical accuracy, and the VI showed that the combinations of images from the later stages of crop growth were more suitable for crop mapping.
Introduction
With the rapid development of cities and the expanding population, food security has increasingly become an issue of widespread concern. As an important aspect of land-use and land-cover mapping, crop mapping also plays an important role in watershed modeling, as well as crop modeling [1] [2] [3] . Gathering cropland information can help us to identify the crucial problems we are facing, such as the shrinkage of cropland area caused by urban sprawl, groundwater overdraft due to cropland irrigation, and land degradation due to over-reclamation [4] . Inaccurate crop mapping can hinder the ability of decision makers to correctly estimate the yields of crop areas, irrigation needs, and scheduling, thus
(2) An evaluation method is proposed which comprehensively considers the spatial accuracy and statistical accuracy, which ensures that the final mapping results have valuable application significance. (3) As a representative of the typical cloudy and rainy weather in south-central China in winter, Zhongxiang City is taken as the study area to provide a reference for the selection of the optimal temporal window for crop mapping under the conditions of limited remote sensing imagery in south-central China in winter.
The rest of this paper is organized as follows. In Section 2, we describe the study area conditions, plus the remote sensing imagery and reference data used in the study. In Section 3, we introduce the RF classification model, the MDA method based on RF, the combinations of all the acquired Sentinel-2 images, and the criteria for evaluating the performance of each combination. In Section 4, we describe the experiments conducted with all the possible combinations and provide a ranking list of all the results. We then compare the top-10 results with every band's VI obtained by MDA, as well as the visual effect of each mapping result, to analyze the experimental results. Finally, a summary and conclusion are provided in Section 5.
Study Area and Datasets

Study Area
Zhongxiang City is located in the south-central part of China, between 30 • 42 -31 • 36 N and 112 • 07 -113 • 01 E, with a total area of 4400 km 2 , as shown in Figure 1 . Zhongxiang City is located in Jianghan Plain, which is one of the main winter wheat and rapeseed producing areas in China, due to the reliable water supply and rich soil. The area features a subtropical monsoon climate, with overcast and rainy weather in winter and early spring, which is similar to the climatic characteristics of most parts of south-central China. The Han River flows through the center of Zhongxiang City, forming a plain along the river. The overall terrain of Zhongxiang City is hilly and mountainous in the east and west, and flat in the north and south. The main cropland area is located in the central zone. Winter wheat and rapeseed are the main crop types in winter in the study area. Winter wheat is sown in late October and harvested in mid-May; rapeseed is usually sown and harvested some days earlier than winter wheat. The farmland here does not feature large-scale mechanized farms, but instead relatively fragmented fields. The rest of this paper is organized as follows. In Section 2, we describe the study area conditions, plus the remote sensing imagery and reference data used in the study. In Section 3, we introduce the RF classification model, the MDA method based on RF, the combinations of all the acquired Sentinel-2 images, and the criteria for evaluating the performance of each combination. In Section 4, we describe the experiments conducted with all the possible combinations and provide a ranking list of all the results. We then compare the top-10 results with every band's VI obtained by MDA, as well as the visual effect of each mapping result, to analyze the experimental results. Finally, a summary and conclusion are provided in Section 5.
Study Area and Datasets
Study Area
Zhongxiang City is located in the south-central part of China, between 30°42′-31°36′N and 112°07′-113°01′E, with a total area of 4400 km 2 , as shown in Figure 1 . Zhongxiang City is located in Jianghan Plain, which is one of the main winter wheat and rapeseed producing areas in China, due to the reliable water supply and rich soil. The area features a subtropical monsoon climate, with overcast and rainy weather in winter and early spring, which is similar to the climatic characteristics of most parts of south-central China. The Han River flows through the center of Zhongxiang City, forming a plain along the river. The overall terrain of Zhongxiang City is hilly and mountainous in the east and west, and flat in the north and south. The main cropland area is located in the central zone. Winter wheat and rapeseed are the main crop types in winter in the study area. Winter wheat is sown in late October and harvested in mid-May; rapeseed is usually sown and harvested some days earlier than winter wheat. The farmland here does not feature large-scale mechanized farms, but instead relatively fragmented fields. 
Reference Data
The reference data were obtained from a ground survey undertaken in January 2018, as shown in Figure 2 . Investigators recorded the Global Positioning System (GPS) coordinates of the winter 
The reference data were obtained from a ground survey undertaken in January 2018, as shown in Figure 2 . Investigators recorded the Global Positioning System (GPS) coordinates of the winter wheat and rapeseed sample points, and in-situ pictures were taken at the same time. Google Earth satellite images were used to delineate homogeneous regions centered around the sampling points. Before the sampling, we first estimated the crop planting distribution in the experimental area according to the planting distribution of winter wheat and rapeseed in previous years (http://fgw.hubei.gov.cn/), and we then sampled randomly in the main farmland area. For the mountainous area, the sample distribution was relatively sparse, because there are only a few small areas of cultivated land in this area, compared with the plain area.
Remote Sens. 2020, 12, x FOR PEER REVIEW  4 of 17 satellite images were used to delineate homogeneous regions centered around the sampling points. Before the sampling, we first estimated the crop planting distribution in the experimental area according to the planting distribution of winter wheat and rapeseed in previous years (http://fgw.hubei.gov.cn/), and we then sampled randomly in the main farmland area. For the mountainous area, the sample distribution was relatively sparse, because there are only a few small areas of cultivated land in this area, compared with the plain area. As shown in Table 1 , a total of 101 winter wheat and rapeseed sample areas were selected, covering 4500 pixels. For the winter wheat and rapeseed, 3314 pixels were used as training samples and 1186 pixels were used as validation sample. Others class samples were also selected, including forest, impervious surface, water, idle cropland, and others. Among the "others" class, 4883 pixels were used as training samples and 1890 pixels were used as validation samples.
A comparison between the mapping results and the recent agricultural statistics data for Zhongxiang City was undertaken, which provided a valuable addition to the point-based validation. The latest available statistical dataset was for the year 2017. The crop planting areas obtained from the agricultural statistical data are listed in Table 2 . As shown in Table 1 , a total of 101 winter wheat and rapeseed sample areas were selected, covering 4500 pixels. For the winter wheat and rapeseed, 3314 pixels were used as training samples and 1186 pixels were used as validation sample. Others class samples were also selected, including forest, impervious surface, water, idle cropland, and others. Among the "others" class, 4883 pixels were used as training samples and 1890 pixels were used as validation samples.
A comparison between the mapping results and the recent agricultural statistics data for Zhongxiang City was undertaken, which provided a valuable addition to the point-based validation. The latest available statistical dataset was for the year 2017. The crop planting areas obtained from the agricultural statistical data are listed in Table 2 . All cloud-free Sentinel-2 Multispectral Instrument (MSI) images during the winter wheat and rapeseed growing season (late October to late May) were downloaded from the European Space Agency's (ESA) website (https://scihub.copernicus.eu/dhus/#/home). As the imagery source of this study, the 9-band 20 m resolution imagery represents the main spectral information of the MSI instrument, including green, blue, red, red edge 1-3, near-infrared (NIR), short-wave infrared (SWIR) 1, and SWIR 2 bands [34] . The cloud-free image collection was implemented in two steps. Firstly, the cloud cover percentage was limited to zero or less than 5%, and then an additional visual inspection of the cloud-free scene selection was implemented following the first step. In principle, there should be no cloud cover for the potential farmland areas. Obtaining numbers of cloud-free images for this study area over a long time period was very difficult to achieve, as many of the images for south-central China are contaminated by cloud. In fact, only six cloud-free Sentinel-2 images could be acquired for the study area, as shown in Figure 3 , due to the heavy rain and snow throughout the winter of 2017 and the early spring of 2018.
The Sentinel-2 data were processed reflectance images from top-of-atmosphere (TOA) Level 1C, to bottom-of-atmosphere (BOA) Level 2A, which were processed using the Sen2Cor atmospheric correction tool, which was developed by Telespazio VEGA Deutschland GmbH on behalf of ESA [35] .
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Method
In this section, the method of selecting the optimal temporal window for crop mapping is described. In this study, we determined the optimal temporal window by considering all possible combinations of temporal windows. This approach differs from the approach commonly followed in previous studies, where the images of different acquisition dates are selected based on the hypothesis that the peak crop growth period can be considered as the period with the most spectral-temporal discriminative information [29, [36] [37] [38] . First of all, the preprocessing of the cloud-free images was completed and the image scenes were numbered. The images of the different periods were then combined with each other, and the RF model was trained for each combination. In the meantime, we combined all the images together to calculate the VI for all the bands, so that the relative importance of the bands of different periods could be reflected. The spatial accuracy and the statistical accuracy of each crop mapping result were then calculated. The ranking of the performance of each combination was then established according to the accuracy. Finally, the optimal temporal window for the crop mapping was identified, according to the combinations with a good performance and the VI ranking result. The study workflow is summarized in Figure 4 . 
In this section, the method of selecting the optimal temporal window for crop mapping is described. In this study, we determined the optimal temporal window by considering all possible combinations of temporal windows. This approach differs from the approach commonly followed in previous studies, where the images of different acquisition dates are selected based on the hypothesis that the peak crop growth period can be considered as the period with the most spectral-temporal discriminative information [29, [36] [37] [38] . First of all, the preprocessing of the cloud-free images was completed and the image scenes were numbered. The images of the different periods were then combined with each other, and the RF model was trained for each combination. In the meantime, we combined all the images together to calculate the VI for all the bands, so that the relative importance of the bands of different periods could be reflected. The spatial accuracy and the statistical accuracy of each crop mapping result were then calculated. The ranking of the performance of each combination was then Remote Sens. 2020, 12, 226 6 of 17 established according to the accuracy. Finally, the optimal temporal window for the crop mapping was identified, according to the combinations with a good performance and the VI ranking result. The study workflow is summarized in Figure 4 . We calculated the VI from the RF framework, with the MDA method [43, 47] , which directly measures the impact of each feature on the accuracy of the model. The general idea is to permute the values of each feature and measure how much the permutation decreases the accuracy of the model. For each feature variable (different bands of the multi-spectral image data), the variable importance can be calculated by the following equation:
where is the error (mean square error, MSE) of the th tree in this sample set, denotes the error of a permuted tree (where the value of has been permuted) in this sample set, and is a tree of the forest.
Selecting the Optimal Temporal Window
We attempted to obtain acceptable results with as little satellite image data as possible, under the objective condition of the whole study area being faced with common precipitation, cloud, and fog in late winter and early spring. The tradeoff between the number of acquisition dates and the classification performance for winter wheat and rapeseed was the optimization goal.
All the images were grouped into all possible combinations, from one image to six images. The quantity of possible temporal combinations (n Choose m) can be calculated using the following 
Random Forest Classifier
The RF has been widely used in the previous crop mapping studies because of its robustness [28, [39] [40] [41] . The RF classifier is an ensemble learning algorithm that uses a set of classification and regression trees (CARTs) to make a prediction based on a bagging method [42] . It is not sensitive to the selection of parameters (compared to support vector machine (SVM) and artificial neural networks) and, in most cases, the default parameters can achieve a desirable performance [43] . Moreover, in the RF framework, the most widely used score of importance for a given variable is the MDA, which is the decrease in the mean of the accuracy of a tree in the forest when the observed values of this variable are randomly permuted in the out-of-bag (OOB) samples, which are not selected for training the tree.
The RF adopts the bootstrap approach when selecting the subset of training samples. About two-thirds of the samples are used to generate the trees within the forest, and the remaining one-third, which are called the OOB samples, are used to estimate the generalization error [42] . The number of trees (ntree) is manually defined. Each tree is independently produced without any pruning, and each node is split using a manually defined number of features (mtry), which are selected at random [43] .
The generated trees have high variance and low bias because of the random selection of the training subset and features. The classification result is obtained by majority voting with the results of each classifier, and the result with the highest number of votes is the final classification result.
The two parameters are the number of generated trees and the number of features needing to be tuned when splitting the tree node. According to RF theory, the other parameters, including the maximum depth of the tree, the minimum number of samples required to split an internal node, and the weight of the samples of the different categories in the dataset, do not obviously affect the accuracy of the final results of the classifier [43, 44] . For a large number of trees, it follows from the "strong law of large numbers" [42] that, as ntree increases, the estimation error drops, and there is no overfitting problem. Although the more trees, the better the classification results, due to the memory limitations and the computational cost, ntree is acceptable if it exceeds 100 [45] . In this study, ntree was set to 500. For most studies, RF is insensitive to the value of ntree, and once the error has converged, ntree only has a slight effect on it [41] . The smaller the value of mtry, the less the variance of the whole forest will be, but the bias of a single tree will also increase. The value of mtry is usually empirically set to the square root of the number of input features [30, 46] .
We calculated the VI from the RF framework, with the MDA method [43, 47] , which directly measures the impact of each feature on the accuracy of the model. The general idea is to permute the values of each feature and measure how much the permutation decreases the accuracy of the model. For each feature variable X j (different bands of the multi-spectral image data), the variable importance VI X j can be calculated by the following equation:
where errOOB t is the error (mean square error, MSE) of the tth tree in this OOB t sample set, errOOB j t denotes the error of a permuted tree (where the value of X j has been permuted) in this OOB t sample set, and t is a tree of the forest.
Selecting the Optimal Temporal Window
All the images were grouped into all possible combinations, from one image to six images. The quantity of possible temporal combinations (n Choose m) can be calculated using the following formula:
where n is the number of images, which in our study was 6. m is the number of temporal combinations we need, so all the multi-temporal combinations C ALL can be given as follows:
All the combinations were computed, and the results were compared with both the ground survey data and the agricultural statistical data for Zhongxiang City. Since all the available images are considered equally, the difference in performance when utilizing early and late period images for mapping could be used as a basis for determining the most suitable temporal windows for winter wheat and rapeseed mapping in other regions of south-central China.
Validation
Sample-Based Accuracy Assessment
The confusion matrix based on the ground survey reference data was computed to estimate the classification result accuracy. The overall accuracy (OA) and Kappa coefficient (Kappa) calculated from the confusion matrix are the two indicators that quantitatively describe how good the classification results are. This sample-based accuracy reflects the mapping results and the rationality of the spatial distribution of the crops, but the spatial accuracy cannot be directly mapped to the assessment of the area estimation. Therefore, it was also necessary to compare the classification maps with the local agricultural statistic data.
Statistics-Based Area Accuracy Assessment
The accurate assessment of the spatial distribution and the statistics of the cropland areas were the goals of this study. Because of the difficulty of obtaining ground-truth reference data, depending only on the confusion matrix based on the ground survey reference data may not completely and objectively reflect the error estimation for the study area. We calculated the number of pixels of winter wheat and rapeseed, respectively, and then calculated the residual between them and the agricultural statistics data for Zhongxiang City. In order to measure the error between the results and the statistical results in an index, with regard to the proportion of the areas of the different crop types, we then calculated the weighted residual error ratio WRes as follows:
where Res w is the residual error ratio between the area of winter wheat in the agricultural statistics data and the area calculated from the winter wheat classification results, and α is the proportion of winter wheat planting area for the sum of the two classes. Res r and β represent the rapeseed, in the same way.
Results and Analysis
Classification Results
The RF classifier was implemented in the scikit-learn v0.20.0 Python package. All the results and analyses were obtained on a desktop computer with four CPU cores of 3.10 GHz and 8 GB of memory. For the goal of selecting the optimal combination, all 63 combinations were processed by RF individually. To facilitate the marking and combination, all the imagery data were represented by different letters, as shown in Table 3 . For all the results, we calculated the OA, Kappa coefficient, and the ratio of residual error between the crop area and the agricultural statistics data. As shown in Figure 5 , most of the crop mapping results reflect the regional distribution of winter wheat and rapeseed cultivation in Zhongxiang City, with the large farmland areas concentrated near the river in the middle of the study area, where there is flat and fertile land. The red blocks represent the winter wheat planting areas, most of which are mainly concentrated on land suitable for large-scale irrigation and mechanization. The green blocks represent the rapeseed planting areas. Rapeseed is the other main winter crop in this region, and its spatial distribution is similar to that of winter wheat. However, rapeseed is also planted in fragmented fields in some of the hilly areas, and because it can be used as both vegetable and oil, it represents an extra income source for the farmers.
As Figure 6 shows, it can be clearly seen that the boundaries between the two crop types are well constrained, and it can also be seen from the map that the non-crop areas are also excluded. Furthermore, it is apparent that the harvest time of the rapeseed varies from region to region. For example, the rapeseed in Figure 6a is characterized by a lighter green; however, in the upper-right corner of Figure 6c , the rapeseed appears pale yellow, which is caused by the earlier harvest time in the Figure 6a region than in the Figure 6c region, which means that Figure 6c contains idle cropland after harvesting. Figure 5 , most of the crop mapping results reflect the regional distribution of winter wheat and rapeseed cultivation in Zhongxiang City, with the large farmland areas concentrated near the river in the middle of the study area, where there is flat and fertile land. The red blocks represent the winter wheat planting areas, most of which are mainly concentrated on land suitable for largescale irrigation and mechanization. The green blocks represent the rapeseed planting areas. Rapeseed is the other main winter crop in this region, and its spatial distribution is similar to that of winter wheat. However, rapeseed is also planted in fragmented fields in some of the hilly areas, and because it can be used as both vegetable and oil, it represents an extra income source for the farmers.
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ABCDEF ABDEF CDF BE DF CDEF EF ABCF AE A BCF As Figure 6 shows, it can be clearly seen that the boundaries between the two crop types are well constrained, and it can also be seen from the map that the non-crop areas are also excluded. Furthermore, it is apparent that the harvest time of the rapeseed varies from region to region. For example, the rapeseed in Figure 6a is characterized by a lighter green; however, in the upper-right corner of Figure 6c , the rapeseed appears pale yellow, which is caused by the earlier harvest time in the Figure 6a region than in the Figure 6c region, which means that Figure 6c contains idle cropland after harvesting. As Figure 6 shows, it can be clearly seen that the boundaries between the two crop types are well constrained, and it can also be seen from the map that the non-crop areas are also excluded. Furthermore, it is apparent that the harvest time of the rapeseed varies from region to region. For example, the rapeseed in Figure 6a is characterized by a lighter green; however, in the upper-right corner of Figure 6c , the rapeseed appears pale yellow, which is caused by the earlier harvest time in the Figure 6a region than in the Figure 6c region, which means that Figure 6c contains idle cropland after harvesting. The five assessment indicators (OA, Kappa, Res w , Res r , WRes) were calculated, and the labels were calculated based on the WRes index. The weighted residual error ratio was used as the ranking criterion as this index can more comprehensively reflect the statistical accuracy of the crop mapping result than a single indicator. The assessment indicator results for all the temporal combinations are shown in Figure 7 .
The five assessment indicators (OA, Kappa, Res , Res , WRes) were calculated, and the labels were calculated based on the WRes index. The weighted residual error ratio was used as the ranking criterion as this index can more comprehensively reflect the statistical accuracy of the crop mapping result than a single indicator. The assessment indicator results for all the temporal combinations are shown in Figure 7 . Figure 8c shows the best performances of the different combinations. As shown in Figure 8 , all the assessment indices perform well, to a certain degree, with the increase of the number of temporal images. Nevertheless, the best performance reaches a relatively stable state after just three Figure 8c shows the best performances of the different combinations. As shown in Figure 8 , all the assessment indices perform well, to a certain degree, with the increase of the number of temporal images. Nevertheless, the best performance reaches a relatively stable state after just three temporal images. With the increase of the number of temporal images, the ground surface conditions can vary more and more, so that the uncertainty increases, which results in the classification performance reaching a plateau. Figure 8c shows the best performances of the different combinations. As shown in Figure 8 , all the assessment indices perform well, to a certain degree, with the increase of the number of temporal images. Nevertheless, the best performance reaches a relatively stable state after just three temporal images. With the increase of the number of temporal images, the ground surface conditions can vary more and more, so that the uncertainty increases, which results in the classification performance reaching a plateau. The VI was also calculated, as shown in Figure 9 , in which the VI index represents the importance of each band for the classification results. Through the VI, it can be seen that the results for the first-time phase (period A) reflect a good score. However, period A wins the 11th-best performance compared with the other multi-temporal combinations under the WRes indicator, The VI was also calculated, as shown in Figure 9 , in which the VI index represents the importance of each band for the classification results. Through the VI, it can be seen that the results for the first-time phase (period A) reflect a good score. However, period A wins the 11th-best performance compared with the other multi-temporal combinations under the WRes indicator, which can be explained by the fact that the rapeseed was planted earlier than the winter wheat, so that there were few vegetation characteristics within the winter wheat region on the date of October 30th. Thus, in terms of a single temporal image, the distinct discrimination of winter wheat and rapeseed may not appear during the peak growth stage, so we should consider the individual circumstances and planting plans of the study area. which can be explained by the fact that the rapeseed was planted earlier than the winter wheat, so that there were few vegetation characteristics within the winter wheat region on the date of October 30th. Thus, in terms of a single temporal image, the distinct discrimination of winter wheat and rapeseed may not appear during the peak growth stage, so we should consider the individual circumstances and planting plans of the study area.
As the crops grow, the importance of the NIR and SWIR bands gradually surpasses that of the visible bands. This is because, with the growth of the crops, the change patterns of leaf water content in the different crops are different, and the NIR and SWIR bands are very sensitive to the crop water content [48] . This change of ranking begins to emerge in the combinations containing later period data. That is, for the multi-temporal combinations, the performance gets better as the later period images (periods D, E, F) are added. Figure 9 . VI derived from the RF classifier, with the MDA method and OOB data. The sequential sorting of the X-axis represents the spectral bands of each temporal Sentinel-2 image, i.e., 1-Blue, 2-Green, 3-Red, 4,5,6-Red-Edge, 7-NIR, 8-SWIR-1, 9-SWIR-2. MDA, mean decrease accuracy; OOB, outof-bag samples, SWIR, short-wave infrared.
Optimal Temporal Window Analysis
Differing from most of the previous studies focusing on feature selection optimization for timeseries data, this study mainly focused on the optimization of the selection of the temporal window.
The results demonstrate that more data does not always imply a better performance. As can be seen in Table 4 , the best-performing combination is DEF, which means that the combination of spectral-temporal features in the middle and late growing season contains more discriminative Figure 9 . VI derived from the RF classifier, with the MDA method and OOB data. The sequential sorting of the X-axis represents the spectral bands of each temporal Sentinel-2 image, i.e., 1-Blue, 2-Green, 3-Red, 4,5,6-Red-Edge, 7-NIR, 8-SWIR-1, 9-SWIR-2. MDA, mean decrease accuracy; OOB, out-of-bag samples, SWIR, short-wave infrared.
As the crops grow, the importance of the NIR and SWIR bands gradually surpasses that of the visible bands. This is because, with the growth of the crops, the change patterns of leaf water content in the different crops are different, and the NIR and SWIR bands are very sensitive to the crop water content [48] . This change of ranking begins to emerge in the combinations containing later period data. That is, for the multi-temporal combinations, the performance gets better as the later period images (periods D, E, F) are added.
Differing from most of the previous studies focusing on feature selection optimization for time-series data, this study mainly focused on the optimization of the selection of the temporal window.
The results demonstrate that more data does not always imply a better performance. As can be seen in Table 4 , the best-performing combination is DEF, which means that the combination of spectral-temporal features in the middle and late growing season contains more discriminative information for winter wheat and rapeseed. Next is the six-period ABCDEF combination, as it does make sense that images covering the entire growth cycle can provide sufficient discriminative features. However, in areas with cloudy and rainy climates, such as our study area, cloud-free medium-resolution images covering the entire growth cycle are almost impossible to obtain. The two-period combinations appear next in the rankings, characterized by the inclusion of images from the later growth stages, and some of these combinations perform even better than the four-period images. This phenomenon can be explained as follows. The addition of the early data helps to improve the rapeseed statistical performance, while the addition of the image data of a later stage of growth helps to improve the winter wheat statistical performance. If both early and late data are considered, this tends to offset the performance for winter wheat, which is because rapeseed is sown earlier than winter wheat, and the leaf area of rapeseed is larger than that of winter wheat in the early growth stages, but the vegetative characteristics of winter wheat are not obvious enough in this period. In terms of the OA and Kappa, in the top 10 ranking, fewer temporal images reduces the spatial accuracy of the mapping result. However, it is worth noting that the OA and Kappa do not change significantly, as these two indicators tend to be "saturated". The explanation for these findings may rest with the lack of representativeness and adequacy of the samples we collected in the field, and the existence of spatial heterogeneity. This also suggests that statistical accuracy is as important as spatial distribution accuracy for crop mapping [49] .
As Figures 8a and 7d show, the residual error ratio of winter wheat does not decrease directly with the increase of the number of multi-temporal images, but first increases and then decreases during the process, so the statistical accuracy of winter wheat seems to be less affected by the increase of the image data. The reason behind this phenomenon is, as mentioned above, that the vegetative characteristics of winter wheat are weak in the remote sensing images acquired in the early growth stage, and the incorporation of these images makes the statistical accuracy for winter wheat fluctuate. As shown in Figure 7d , the images acquired in the middle and late growing stages achieve a better winter wheat statistical accuracy; however, the statistical accuracy fluctuates with the addition of periods A, B, and C. The change of the spectral-temporal characteristics in the early crop growth period is not as great as that in the peak growth period [50] . The frequency of the image mark occurrence in the top 10 ranking was also counted. From Table 5 , it can be seen that the images acquired in the middle and late growing stages occur more often. This observation can explain why the combinations containing middle and late stage data perform better. That is, the addition of more middle and late stage image data makes it easier for the classifier to capture the changes between multiple categories. 
Conclusions
The results of this study revealed that optimizing the temporal window selection for multi-temporal Sentinel-2 images can help us to achieve satisfactory crop-type mapping results. Through the analysis of the 10 best-performing combinations of temporal images, the conclusion can be made that the performance of crop mapping can be improved with the use of data from the middle and later stages of the growth cycle.
Through the comparison with ground reference data and local agricultural statistics data, the spatial accuracy and statistical accuracy both indicated a good performance (with the error less than 6%). The results also indicated that the extraction accuracy for the rapeseed areas was higher than that for winter wheat, as a whole. The main reasons for this phenomenon are the spatial heterogeneity, the differences in planting management models between regions, and the lack of ground samples.
The results of this study will provide important guidance for crop mapping in areas lacking medium-resolution cloud-free data. The optimization of the multi-temporal image data selection can help us to establish which period of the crop growth cycle is more important for crop mapping. As a priori knowledge, this information could reduce our requirement for regular time-series data throughout the growth cycle, which will be valuable for crop mapping in larger areas. In terms of the tradeoff between redundancy and performance, utilizing all the temporal images can result in a sub-optimal solution. In our future work, we will choose the specific periods of data we need to use in a larger area in south-central China, where the cloud-free data are also limited, under the guidance of the results of this study. 
