We consider a mechanistic stochastic model of an autoregulatory genetic circuit with time delays. More specifically, a protein is expressed in random bursts from its corresponding gene. The synthesized protein is initially inactive and becomes active after a time delay. Rather than considering a deterministic delay, a key aspect of this work is to incorporate stochastic time delays, where delay is an independent and identically distributed random variable. The active protein inhibits its own production creating a negative feedback loop. Our analysis reveals that for an exponentially-distributed time delay, the noise in the protein levels decreases to the Poisson limit with increasing mean time delay. Interesting, for a gammadistributed time delay contrasting noise behaviors emerge based on the negative feedback strength. At low feedback strengths the protein noise levels monotonically decreases to the Poisson limit with increasing average delay. At intermediate feedback strengths, the noise levels first increase to reach a maximum, and then decease back to the Poisson limit with increasing average delay. Finally, for strong feedbacks the protein noise levels monotonically increase with the average delay. For each of these scenarios we provide approximate analytical formulas for the protein mean and noises levels, and validate these results by performing exact Monte Carlo simulations. In conclusion, our results uncover a counter intuitive feature where inclusion of stochastic delays in a negative feedback circuit can play a beneficial role in buffering deleterious fluctuations in the level of a protein.
I. INTRODUCTION
Gene-expression is the process by which a cell converts stored genetic information into protein molecules. These proteins are responsible for a variety of important cell functions. Like all biological systems, this process is based on a complex set of diffusion-driven biochemical reactions that are inherently random. Chemical systems generally operate with large numbers of molecules that average out the randomness. On the contrary, the key players in gene expression exist at very low copy numbers, amplifying the stochasticity inherent in biochemical processes [1] - [6] . For example, many mRNA species in E. coli and yeast are present at an average of 1 molecule or less per cell [2] , [7] , [8] . This stochasticity manifests as intercellular variation in the level of protein within an otherwise homogeneous cell population.
The prevalence of stochastic variation in gene product levels suggests that cells must exploit diverse regulatory mechanisms to either suppress it [9] - [14] , or utilize it to their {absingh}@udel.edu advantage via bet-hedging type strategies [15] - [19] . Perhaps the simplest example of buffering stochasticity is a negative feedback loop, where the protein directly or indirectly inhibits its own synthesis [20] - [35] . Such naturally-occurring feedbacks have been shown to be key motifs in gene regulatory networks [36] . Furthermore, design of in-vitro/insilico feedback system for controlling gene expression are an intense area of current research [37] - [44] .
A key question of interest is how feedback performance (in terms of noise control) is affected by time delays. While previous wok on this topic has assumed deterministic time delays [45] , [46] , we address this by considering stochastic delays in the feedback loop. These delays are mechanistically implemented through irreversible conversion reactions converting an inactive protein X 0 into its active form X n via intermediates X 1 , . . . X n−1 , and we refer to it as a n-step time delay. Assuming each conversion step occurs with a constant rate, it corresponds to a gamma-distributed time delay. For simplicity we will only consider n = 1 and 2 in this work. The negative feedback is implemented by having the active protein form X n suppress the production of X 0 .
Using both analytical approaches, such as the Linear Noise Approximation [47] , [48] , and exact Monte Carlo simulation we systematically study noise in the level of the active protein as a function of the average time-delay and the negative feedback strength. Our analysis reveals cases where inclusion of stochastic delays can reduce the protein noise level, and we identify parameter regimes associated with delay-mediated noise attenuation or enhancement. Finally, we quantify limits of noise suppression using negative feedback for a one-step and a two-step time delay.
The paper is organized as follows. In section II, we introduce a simple gene-expression model and obtain approximate analytical formulas for the protein mean and noise levels with and without negative feedback. In section III, we describe a one-step time delay model and show that increasing average time delay always suppresses noise to the Poisson limit. In section IV, we consider a two-step time delay model and find rich noise behaviours emerging for different feedback strengths. Finally, conclusions are presented in section V.
II. MODEL WITHOUT TIME DELAY A. No Time Delay Model: Without Negative Feedback
We begin by considering a simple gene-expression model depicted in Fig. 1A . As shown experimentally across cell types [50] - [60] , we consider a gene that synthesizes protein molecules in bursts. The burst events arrive as per a Poisson process with rate k x , and each event creates B number of Fig. 1 : The gene expression process with feedback regulation and delay. A. Model of gene-expression with negative feedback that does not include a time delay. The gene promoter produces a protein X 0 that inhibits its own production. B. Model of a one-step delay with negative feedback. The gene produces a protein X 0 that undergoes a conversion reaction into an active protein species X 1 . The downstream protein, depicted as a square, inhibits the production of X 0 . C. Model of a two-step delay with negative feedback. The downstream protein, X 2 square shaped, becomes active after two conversion reactions. The active protein inhibits he production of X 0 . In all three models, the active form of the protein degrades and the dashed line denotes negative feedback.
protein molecules, where B is a discrete random variable drawn from the probability distribution
Moreover, each protein molecule degrades with a constant rate γ x . The protein species is denoted by X 0 and its corresponding copy number at time t is denoted as x x x 0 (t). The overall stochastic system is depicted in Table I and comprises of two events: protein production in bursts and protein degradation. When an event occurs, a corresponding reset in the population count x x x 0 (t) is made, as listed in the middle column of Table I . Each event has a probability of occurrence in the next infinitesimal time interval (t,t + dt] that is listed in the rightmost column of Table I . Transcriptional Bursting x x x 0 (t) → x x x 0 (t) + j k x α j dt, j ∈ 1, 2, ..
Protein Degradation
To derive an analytical expression for the noise in the protein level, we begin by writing differential equations describing the time evolution of the statistical moments of x x x 0 (t). The time derivative of the expected value of any differentiable function ϕ(x x x 0 ) is given by:
[61], [62] . Here, and for the remainder of the paper, . is used to represent the expected value and . is used to represent the expected value at steady-state. By appropriately choosing ϕ we obtain the following moment dynamics:
We quantify protein noise levels using the Fano factor, defined as the ratio of the variance to the mean. For a Poisson process, the variance is equal to the mean, thus the Fano factor is equal to one. Solving for the steady-state moments from (3) we obtain the following Fano factor
for a bursty gene expression model in the absence of any feedback regulation and delay. As expected, for non-bursty production B = 1 with a probability of 1, the Fano factor is equal to the Poisson limit.
B. No Time Delay Model: Incorporating Negative Feedback
Next, negative feedback is implemented into the model by considering that the protein inhibits its own burst arrival rate. In the stochastic formulation, the original production rate k x becomes k x (x x x 0 ), a monotonically decreasing function of the protein count x x x 0 . Feedback implementation introduces nonlinearity in the model making the stochastic system analytically intractable. Assuming small fluctuations in the protein count around its set point, we linearize k x (x x x 0 ) about the steady-state average number of protein molecules x x x 0
The dimensionless constant:
is the log sensitivity of the production rate to changes in x x x 0 and can be interpreted as the feedback strength [63] . As done in the previous section, we find the time evolution of the statistical moments. However, to implement the feedback, the approximated production rate k x (x x x 0 (t)) in (5) replaces k x in (2). By choosing ϕ as an appropriate monomial, we obtain the following moment dynamics:
Solving for the steady-state moments yields the following Fano factor
with negative feedback regulation, and increasing the feedback strength ε results in decreased noise.
III. ONE-STEP TIME DELAY

A. One-Step Time Delay Model: Without Negative Feedback
Next, we consider the effects of a stochastic time delay on the protein level noise. We begin by including a one-step time delay where the species X 0 no longer degrades but instead undergoes a conversion reaction into the active protein form X 1 . This conversion occurs at a rate denoted by t x , and X 1 degrades with a constant rate γ x . This one-step conversion corresponds to an exponentially-distributed delay with mean 1/t x , and we are interested in how this effects the noise levels of the final downstream active protein X 1 .
The stochastic formulation of the one-step delay model is shown in Table II , and comprises of three events: protein production, conversion, and degradation. Now, both species count, x x x 0 (t) and x x x 1 (t) must be updated when an event occurs, as described by the reset map in Table II . Transcriptional Bursting x x x 0 (t) → x x x 0 (t) + j k x α j dt, j ∈ 1, 2, ..
One-Step Conversion
For the one-step delay model, the time-derivative of the expected value of any differentiable function ϕ(x x x 0 , x x x 1 ) is given by:
For appropriate choices for ϕ(x x x 0 , x x x 1 ) we obtain the following moment dynamics:
that result in the steady-state Fano factor
This Fano factor with a one-step delay is always smaller than the Fano factor without delay in (4), and with increasing mean delay
noise levels are reduced to the Poisson limit. Thus, stochastic delays function to effectively filter out underlying bursty production [64] , [65] . 
B. One-Step Time Delay: Incorporating Negative Feedback
Next, negative feedback is included into the one-step delay model by having the active protein X 1 inhibit production of X 0 via the burst arrival rate (Fig. 1B) . In a similar fashion as in section II, we incorporate feedback by assuming that the production rate is a monotonically decreasing function k x (x x x 1 ) of the active protein count x x x 1 . As before, k x (x x x 1 ) is linearized about the steady-state protein level x x x 1
with the feedback strength given by
Next, the approximated production rate k x (x x x 1 (t)) in (13) substituted in place of k x in (9) . Repeating the procedure we again obtain the moment dynamics using (9) and solve it in the same manner as the previous section to find the Fano factor:
This formula provides two key insights. First, the Fano factor approaches a value of one with increasing mean delay (t x → 0) irrespective of the feedback strength ε. We illustrate this behavior in Figures 2, 3 and 4 where we further confirm these analytical predictions by performing exact Monte Carlo simulations using the Stochastic Simulation Algorithm [49] . Second, while the noise levels decrease with increasing feedback strength ε they approach a non-zero limit
which represents a fundamental limit of noise suppression with a one-step time delay.
IV. TWO-STEP TIME DELAY
A. Two-Step Time Delay Model: Without Negative Feedback
We further analyze stochastic time delays by considering a gene-expression circuit featuring a two-step delay. This circuit is illustrated in Fig. 1C . The model features three protein states: X 0 , X 1 , X 2 . In this set up, the gene produces X 0 , which is converted into X 1 that is then converted into the active protein, X 2 . Each of the conversion reactions occur at a rate 2t x to maintain the average delay to be 1/t x . Only the active protein X 2 degrades at a constant rate γ x . The Transcriptional Bursting x x x 0 (t) → x x x 0 (t) + j k x α j dt, j = 1, 2, ..
Two-Step Conversion
overall stochastic model is shown in Table III , and using the corresponding extended generator
with appropriate choices for ϕ(x x x 0 , x x x 1 , x x x 2 ) we obtain the following moment dynamics:
(18) Solving for the steady-state moments, yields the Fano factor
describing noise in the two-step delay without feedback. As expected, in the limit of small delay (t x → ∞) we recover the Fano factor without feedback (4), and the Fano factor reduces to the Poisson limit in the limit of large delay (t x → 0). It is important to point out that this noise level is higher than what we derived for a one-step delay in (11) , but is smaller than the Fano factor without delay.
B. Two-Step Time Delay: Incorporating Negative Feedback
Next, negative feedback is incorporated in the two-step time delay model by having X 2 inhibit the production rate of X 0 . As done above, we approximate this production rate as:
with feedback strength
representing the log sensitivity of production rate k x (x x x 2 ) to changes in x x x 2 (t).
As done previously, replacing this approximated production rate k x (x x x 2 (t)) with k x in (17) , and analyzing the subsequent moment dynamics yields
Before we interpret this formula, it is important to point out that with three species interlocked in a feedback loop, the corresponding deterministic dynamics can become unstable. Fig. 5 : Protein noise levels with increasing average time delay for different feedback strengths. A: When feedback strength is low, noise monotonically decreases to 1. B: In the case of medium feedback strength, noise increases and then decreases to 1. C: When feedback strength is high, noise levels increases and become unbounded as the system becomes unstable. Based on stochastic simulations, noise follows the same qualitative behaviour as in the medium feedback scenario where it increases before decreasing to 1. The remaining parameters have the values: B = 10 with probability one, k x = 10, and γ x = 1. Solid lines are prediction from analytical formulas, while circles are values obtained from Monte Carlo simulations.
A standard stability analysis of the mean dynamics reveals that the system is unstable for feedback strengths larger than
Since the right-hand-side of (23) is lower bounded by 8 (attains a minimum value when t x = γ x /2), ε > 8 is a necessary condition for unstable deterministic dynamics. Returning to the Fano factor we can see that as ε increases and approaches the stability boundary, the Fano factor becomes unbounded. In Fig. 5 we plot the Fano factor as a function of the mean time delay for different feedback strengths. Interestingly, contrasting behaviors emerge with noise monotonically decreasing to one (for low feedback strength), noise first increases to reach a maxima and then decreases to one (medium feedback strength), and noise monotonically increases to become unbounded (high feedback strength). Note in the later case there is a range of average time delays where the system is unstable, and as the average time delay is further increased the system again becomes stable and the Fano factor decreases to one. We next investigate how Fano factor varies with feedback strength for a fixed average time delay. Our results show that inclusion of feedback decreases noise levels (i.e. the sign of dF/dε is negative for low feedback strengths), but then Fano factor increases and becomes unbounded as the feedback becomes destabilizing. A detailed analysis of (22) reveals the lowest noise for a given two-step time delay to be γ
where
For example, if B = 1 with probability one, this noise suppression limit reduces to
which monotonically decreases with increasing t x (i.e., smaller average delays).
V. CONCLUSION We have investigated the magnitude of stochastic fluctuations in protein counts subject to negative feedback regulation with and without stochastic delays in the feedback loop. When proteins are synthesized in bursts, the noise level is super-Poissonian (i.e., Fano factor larger than one) in the absence of both feedback and delay. Our results show that for a one-step delay, increasing the average time delay reduces the noise level to the Poissonian limit with and without negative feedback. If the protein production is non-bursty and feedback strength is high, then protein noise level may be sub-Poissonian initially, and in this case noise will increase to Poisson levels with increasing mean time delay. It is important to point out that for a one-step delay the corresponding deterministic system is always stable irrespective of the delay.
For a two-step delay the corresponding deterministic system can become unstable for sufficiently strong feedback (ε > 8). Our analysis reveals that for a two-step decay, noise reduces to the Poisson limit with increasing mean delay for weak feedback strengths. For strong yet stabilizing feedback (ε < 8), noise levels first increase, and then decrease back to the Poisson limit with increasing mean delay. Finally for strong and destabilizing feedback (ε > 8), noise levels increase with increasing mean delay and become unbounded as the system transitions from a stable to an unstable equilibrium. Note that while the Linear Noise Approximation predicts unbounded noise in the unstable regime, the actual noise levels as obtained by Monte Carlo simulations show a U-shape profile. Finally, as the mean delay is further increased, the deterministic system again becomes stable and noise levels attenuate to the Poisson limit.
A. Future work
A natural area of future work is to investigate n-step stochastic delays for n ≥ 3 and explore the fundamental limit of noise suppression, and parameter regimes that lead to noise attenuation vs. amplification. It will also be interesting to investigate the stochastic dynamics in the regime where the corresponding deterministic system is unstable and exhibits a limit cycle. One approach here would be to linearize the nonlinear system around the deterministic limit cycle (and not the unstable equilibrium point), and then explore higher order statistical moments via moment dynamics. Moreover, one could compute auto-correlation functions to quantify the precision of oscillation as a function of protein bursting and stochastic delay.
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