Determination of Absorbed Dose

Definition of Absorbed Dose
Absorbed dose is defined (ICRU, 1971) as the quotient of d € by elm where d € is the mean energy imparted by ionizing radiation to the matter in a volume element and elm is the mass of the matter in that volume element.
(4.1)
The absorbed dose is related to the stochastic quan~ tity z (see Section 3) as follows:
where i is the mean or expectation value of z.
If the sum of the kinetic energies carried out of the volume element by secondary charged particles that arise within it is equal to the energy imparted to the element by charged particles that originate outside, a condition of charged particle equilibrium is said to exist. Under such conditions the absorbed dose is equal to the kerma, K (ICRU, 1971 ), at the same point.
Calculation of Absorbed Dose
In most radiobiological experiments, the absorbed dose can and should be determined by ionization or chemical methods. Under some circumstances, however, it may be useful to derive values of the absorbed dose from measurements of other physical quantities. For example, it may be desirable to measure the characteristics of a radiation field (e.g., the fluence rate) in which a biological specimen is to be irradiated, and from these values, calculate the absorbed dose at various points in the specimen. In retrospective situations (e.g., the exposure of individuals under conditions in which dosimetry was absent or inadequate for quantitative evaluation), calculation may represent the only avenue available for the estimation of absorbed dose. It may also be necessary to use calculations in prospective investigations such as those of the exposure of persons in fallout shelters, in space flights or under unusual circumstances. At a point in the medium irradiated with x or gamma rays under conditions of charged particle equilibrium the absorbed dose Dm in material m is related to the exposureX by (ICRU, 1969b) ,
where W is the mean energy expended in air per ion pair formed, e is the elementary charge and (lien/ p)m and (Pen/ p )a are the mass energy absorption coefficients for the material and air, respectively, averaged over the photon energy fluence spectrum. The quantity
may be used as a factor by which the exposure at a point may be multiplied to obtain the absorbed dose at that point under conditions of charged particle equilibrium. Even under conditions of quasi-equilibrium (note e on page 8 of ICRU, 1971), the above relation holds within a few percent. The use of exposure measurements in the determination of absorbed dose is described, for example, for 6°C o gamma rays in ICRU (1969b). (1970b) . For a gamma-emitting radioactive point source of activity A, the exposure rate in vacuo 7 , Xain at a distance r, is given by
where I' is the exposure rate constant (see ICRU, 1971, Section 27) . Values of this constant for some commonly used sources are given in Table 4 .2.
Neutron Absorbed Dose from Fluence
In a material m with a mass energy transfer coefficient (µ 1 rf P)m for neutrons, the kerma rate, K, is given, for monoenergetic neutrons of kinetic en- bell (1969; 1977) . Composition of compact bone and muscle from ICRU Report 17, Table 6 .2b (ICRU 1970b). conditions of secondary particle equilibrium of the protons and other recoils set in motion by the neutrons, the absorbed dose rate can be set equal to the kermarate.
Absorbed Dose from Internal Emitters
Achievement of a desired dose or dose distribution using internal radiation sources is usually considerably more difficult than with external radiation beams. However, the determination of absorbed dose from localized or distributed sources located within the irradiated object may be required in certain radiobiological studies such as of the toxic effects of a radioactive nuclide.
In a series of publications (Brownell et al., 1968; Ellett and Humes, 1971) the Medical Internal Radiation Dose (MIRD) Committee presents methods and tabulated data, some of which are applicable to radiobiological studies using radioactive sources. They introduce the concept of the absorbed fraction, which is the total energy imparted to the matter in a target volume divided by the sum of the kinetic particle energies emitted by a source, and give tables of the absorbed fraction for point and uniformly distributed photon sources from 0.02 to 2.75 MeV in target volumes of various geometrical shapes and with masses from 1 g to 200 kg. Another publication (Berger, 1971) gives distributions of absorbed dose around point sources of monoenergetic electrons and various beta-emitting nuclides (ICRU, 1978b).
Ionization Dosimetry
Exposure Measurements
For photons with energies from a few ke V up to about 1 MeV, air-filled ionization chambers can be used to measure the exposure, X. Principles and techniques of such measurements have been described in ICRU (1970b) for x rays from 5 to 150 kV and in ICRU (1969b) for x rays and gamma rays with photon energies of the order of 1 Me V.
Cavity Ionization: The Bragg-Gray Principle
The absorbed dose, Dm, in the immediate vicinity of a small gas-filled cavity in material m may be determined from the ionization in the gas by the Bragg-Gray principle as expressed by the relation (4.6) where Jg is the quotient of the ionization charge by the mass of the gas. W!e is defined in connection with Equation (4.2), and Smg is the "stopping power ratio," i.e., the ratio of the spectral averages of the mass collision stopping powers of the material and the gas for the charged particles crossing the cavity (e.g., see ICRU, 1969b) .
The Bragg-Gray principle can be applied not only to x rays and gamma rays for which exposure measurements are appropriate but also to photons with higher energies, to electrons and, with suitable choices of the cavity gas, to beams of heavy charged particles and to fast neutrons. The use of the principle depends on the experimental determination of the specific ionization charge, Jg, and on the experimental or theoretical determination of the stopping power ratio, Smg·
In measuring Jg the volume of the cavity should be small in order to minimize the perturbation of the radiation field in the irradiated object. If there is appreciable recombination of ions before collection, a correction should be applied to the measured ionization current. Recombination is often a problem at high dose rates particularly as these are encountered in pulsed radiation beams (Boag, 1966) .
For x-ray, gamma-ray, and electron beams the use of air as the cavity gas offers considerable advantages in convenience, reliability and in calibration by national standardizing laboratories. Values of stopping power ratios for air-filled ionization cavities in water and in carbon are given in ICRU (1969b) , Appendix A and are summarized in Table 4 .3 and 4.4 (ICRU 1969b; Nahum and Greening, 1976; Nahum, 1978) . The use of ionization-type exposure meters in the determination of absorbed dose in water irradiated with high-energy photon and electron beams is described in ICRU (1969b) and ICRU (1972) respectively. Some problems arise in the use of cavity ionization methods for measuring the absorbed dose delivered by high-energy electron beams and have been reviewed by Burlin (1968, page 382) and in ICRU (1972) . When such a beam enters an absorbing medium the energy spectrum will change rapidly with depth. The difficulty in determining the energy spectrum leads to appreciable uncertainties in choosing an appropriate value for the stopping power ratio, which for electrons with energies above a few Me V changes significantly with energy.
The principles of ionization dosimetry for fast neutrons have recently been reviewed (ICRU, 1977) . When a medium is irradiated with fast neutrons the Bragg-Gray relation can be applied by considering the protons (and other recoil nuclei) crossing a gas cavity in the same way as the secondary electrons from x or gamma rays. The theory, however, is based on the assumption that the dimensions of the cavity are a small fraction of the range of the charged particles crossing it. The size of the cavity which fulfills this condition is inconveniently small in practice, especially for gases at atmospheric pressure. This difficulty may be overcome to a degree (e.g. see Burlin, 1968; Bichsel and Ru back, 1977) , by using a homogeneous ionization chamber, i.e. one in which the atomic composition of the wall and the gas are essentially the same and approximately equivalent to that of the biological material of interest.
The practical application of tissue-equivalent ionization chambers to the determination of absorbed dose and kerma has been pioneered by Rossi and coworkers (Rossi and Failla, 1956; Rossi et al., 1960) , and has been greatly facilitated by the development of conducting plastics having atomic compositions approximately equivalent to that of tissue (Shonka et al., 1958; ICRU, 1977) .
The development of neutron dosimetry has been greatly stimulated by the availability of neutron beams suitable for radiation therapy. Dosimetric methods used in four institutions are described in a recent paper (Smith et al., 1975) , and an intercomparison of results is presented. Calibration of fast-neutron ionization chambers is usually carried out by measuring the response in a 6°C o gamma-ray field. The calibration involves values of W!e for electrons and for the protons and other heavy recoil particles which deliver the neutron dose. To a lesser extent, it depends on the ratios of stopping powers for the various materials of which the chamber is constructed. Values of W le and stopping power ratio from the above review (Smith et al., 1975) are reproduced in Table 4 .5.
An extensive intercomparison of neutron dosimetry systems was carried out at the Brookhaven National Laboratory in 1973 and is described in ICRU (1978a) . The principal corrections that enter the determination of the kerma or absorbed dose of neutrons from ionization chamber measurements involve: (a) the mean energy per ion pair, W; (b) the neutron sensitivity of gamma-ray dosimeters; (c) the ratio of the kerma values for tissue and chamber materials; and (d) the stopping power ratio of the walls and the gas of the ·ionization chambers. Extensive tables of numerical values for these quantities used by various groups participating in the intercomparison are given in the report cited above. A pair of dosimeters, one of which has a low sensitivity to neutrons (the gamma-ray dosimeter), was frequently used to determine separately the absorbed dose from neutrons and photons.
Dosimetry for use with negative pi meson beams has been done using cavity ionization methods in the determination of absorbed dose (e.g., Dicello, 1975) . Corrections for non-tissue equivalence of the chamber materials presents a serious problem because the materials available such as A 150 TE plastic (see Table 4 .5) are considerably less tissue equivalent for pions than for neutrons. The hydrogen content is less important but the relative abundances of the heavier elements is more critical. The value of W for "tissueequivalent" gas (64.4 percent methane, 32.5 percent carbon dioxide and 5.1 percent nitrogen) has not been measured for pions and calculated values have large uncertainties when applied to gas mixtures of com- plex molecules. Overall uncertainties in the absorbed dose determination of ± 5 percent near the entrance and ± 10 percent in the peak region may be expected.
Chemical Dosimetry
In chemical dosimetry the absorbed dose is determined by measuring radiation-induced changes in specific molecules or the production of new molecules.
In principle, any radiation-induced reaction could be used as the basis of dosimetry but in practice most dosimetry makes use of the ferrous sulfate system (Fricke dosimeter) because of its accuracy and reproducibility (Fricke and Hart, 1966) . The production of ferric ion is proportional to absorbed dose up to an absorbed dose of about 500 Gy or more and can be measured to an accuracy of a few percent down to absorbed doses of about 40 Gy. The dose response is independent of dose rate up to 10 6 Gy s-1 • Besides a measurement of the optical extinction of the irradiated solution, the determination of the absorbed dose requires a knowledge of the molar extinction coefficient for ferric ions and of the G value, i.e., the number of ferric ions produced per unit energy imparted to the solution. Broszkiewicz and Bulhak (1970) give a value that represents an approximation of the extinction coefficient at 304 nm of 2205 (mol 1-1 ) cm-1 at 25°C, the mean of 83 published determinations. Values of G for various radiations have been recommended in previous ICRU reports and are listed in Table 4 .6. The accuracy ofa number of these values has been questioned (e.g., Nahum and Greening, 1976), but there is at the present time no general agreement on a more appropriate set of values.
Other Methods of Dosimetry
Calorimetry affords a direct method for measuring absorbed dose. Its use, however, depends on a precise knowledge of the heat defect in the absorber material, i.e., the fraction of the imparted 1mergy that does not appear as heat and which may amount to several percent. Most other methods rely on calorimetric measurements for their absolute calibration. The use of calorimetric dosimetry for x rays, gamma rays, electron beams and fast neutrons has been reviewed in ICRU Reports (ICRU, 1969b; ICRU, 1970b; ICRU, 1972; ICRU, 1977) .
Although thermoluminescent dosimeters (TLD) require calibration by an alternate method, they are useful in measuring dose distributions where their small size and wide dose range makes them particularly attractive. The noise level of commercially (1977) a Values shown are estimates of mean or equivalent photon energy [see footnote 1 on page 5 ofICRU (1970b)J. For example, x rays generated at a peak potential of 250 kV would then have a mean photon energy of about 100 ke V. available readers and the number of trapped electrons in unirradiated samples are so low that absorbed doses of the order of 10-3 Gy (100 mrads) can be measured to an accuracy of 5 to 10 percent. The upper limit is determined by saturation of the finite number of electron traps and is about 10 3 -104 Gy. The rather severe dependence of response on radiation quality for high-LET radiations limits the usefulness of the method in RBE studies although TLD's have been useful in estimating the gamma-ray contamination (but not the neutron absorbed dose) in neutron beams (e.g., Canada et al., 1974) .
Solid state electrical conductivity dosimeters have been reviewed (Fowler and Attix, 1966) . They are useful for relative absorbed dose measurements for x rays, gamma rays and electrons. For neutron irradiations the ratio of absorbed dose in tissue to that in the detector is a rapidly varying function of neutron energy, limiting applicability to cases where the neutron spectrum is known. Dosimetry using photographic films has been reviewed (Dudley, 1966) , and has been applied to electrons, x and gamma rays, heavy charged particles and neutrons. With this system the response per unit absorbed dose is a strong function of radiation quality. It has, however, an excellent spatial resolution and is particularly useful for measuring absorbed dose distributions.
Biological Dosimetry
Measurement of the degree of a biological response to radiation can be used indirectly as a measure of the amount of radiation received by a tissue. In some very well-controlled systems responses are highly reproducible, nevertheless such measurements play a small role in radiobiology (as discussed in the report of a Symposium on this subject, IAEA, 1971). There have been at least two situations, however, in which biological dosimetry has proved to be uniquely useful.
The first of these arises when the space for the relevant dose determination is very limited, effectively excluding the use of physical or chemical dosimeters. Thus, biological dosimetry was used to solve the problem of the dose received in close juxtaposition to bony surfaces (Aspin and Johns, 1963) . T4 bacteriophage was used to determine the dose in small cylindrical cavities in Pyrex and lead glass exposed to x rays in an attempt to confirm calculations of dose in bone cavities. The bacteriophage T4 is small and tissue equivalent, and exhibits a response that is essentially independent of x-ray energy. The results were in remarkably close agreement with those expected from calculations, indicating a higher dose near the bone surface.
The second situation is that in which it is important to characterize the irradiation, yet the physical data available are inadequate to determine the absorbed dose. An example is the accidental exposures of human beings. A number of indicators of the degree of effect have been used including: the depression of blood cell elements at different times after exposure; the number and type of chromosome abnormalities scored in cultured peripheral blood lymphocytes, stimulated to divide by addition of phytohemagglutinin; and the depression of the bone marrow as estimated by cytological techniques.
The use of such biological endpoints to estimate absorbed dose presupposes knowledge of a dose-effect curve for the particular endpoint observed, for a specified radiation quality, dose rate and degree of uniformity of exposure. Such dose-effect curves for man are only poorly known for any set of physical conditions. Although continued observations and collection of data may ultimately increase the usefulness of such biological indicators of dose in these particular situations, this approach is at present of limited use in radiobiological dosimetry.
