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ABSTRACT 
A SENSITIVITY ANALYSIS OF THE RESOURCE 
REQUIREMENTS PREDICTION MODEL 
Roy M. Ageloff, B.S., State University of New York 
at Buffalo 
M.B.A., University of Connecticut 
Ph.D., University of Massachusetts 
Directed by; Dr. Wynn Abranovic 
This study set out to investigate the sensitivity of 
three output variables of RRPM (1) department expenditures, 
(2) cost per credit, and (3) cost per program that re¬ 
sulted from errors in predicting the input necessary to run 
this model. Eight input variables were studied including 
(l) enrollment, (2) ICLM, (3) average class size, (4) 
average teaching load, (5) average faculty salaries, ('6) 
average staff salaries, (7) staff-faculty ratios, and (8) 
operating expenses. 
The sensitivity analysis was conducted using a Monte 
Carlo process which generated ’’simulated” input values for 
the eight input variables. In total, 255 runs of the 
’’simulated” input were generated and entered into RRPM. 
The outputs from these runs were compared against the out¬ 
puts of RRPM based on ’’administrator’s predictions” of 
these same eight variables. 
After all runs of RRPM were completed, regression 
\ 
iii 
IV 
analysis was used to evaluate the sensitivity of the model 
to variations in the input values. The difference between 
RRPM outputs given ’’simulated" input values and predicted 
input values formed a new variable which became the depend¬ 
ent variable in the regression equation. The independent 
variable in the regression equation represented the average 
percent deviation between "simulated" and predicted inputs 
for each of the eight variables. The regression equations 
were used to identify the critical variables and to deter¬ 
mine the sensitivity of the model’s output to errors in 
predicting inputs. 
The results indicated that the output variables of 
RRPM were sensitive to five input variables including (l) 
enrollment, (2) ICLM, (3) average class size, (4) average 
teaching load, and (5) average faculty salaries. The vari¬ 
ables staff salaries, staff-faculty ratios, and operating 
expenses were shown to have a small impact on the RRPM 
outputs. 
t 
ACKNOWLEDGMENTS 
Grateful appreciation is extended to Professor Wynn 
Abranovic for the guidance, constructive criticism and 
time he devoted as major advisor and chairman of the 
dissertation committee. 
Appreciation is extended to Professor Ernest Anderson 
and Donald Frederick, members of the dissertation com¬ 
mittee, for their advice during the preparation of the 
dissertation. Appreciation is also extended to Professor 
Albert Della Bitta for his helpful comments. 
Thanks to Pat Abranovic and Margaret Della Bitta 
for their encouragement. And special recognition to Sandy 
and Wayne Corcoran for their guidance and assistance during 
my entire academic career^ 
Finally, a special acknowledgment to my wife Hilda 
for her assistance as editor, proof-reader and base of 
support during the critical periods of this dissertation. 
V 
TABLE OF CONTENTS 
Page 
APPROVAL. ii 
ABSTRACT . . iii 
ACKNO^'LEDGMENTS.  v 
LIST OF TABLES.'. ix 
LIST OF IGURES. x 
LIST OF CHARTS. xi 
CHAPTER I - INTRODUCTION. 1 
1.1 Background. 1 
1.2 Management and Higher Education . 7 
1.21 Systems approach . 8 
1.211 Programming Planning and Budgeting S ^ 
1.212 Zero-base budgeting. 11 x 
1.213 Mathematical models. .’. 12 
1.22 Benefits of using simulation models. . . 15 
1.3 Research Need. 17 
1.31 Poor forecasts by administrators .... 17 
1.32 Previous studies in sensitivity,analysis 22 
1.4 Research P rpose. 24 
1.5 Research Design. 24 
1.6 Organization of the Study. 25 
CHAPTER II - LITERATURE REVIEW OF MATHEMATICAL MODELS 
IN HIGHER EDUCATION. 26 
2.1 Large-Scale Simulation Models . 26 
2.2 Student Planning Models  . 29 
2.3 Faculty Staffing Models  31 
2.4 Description of RRPM. 33 
2.41 Uses of . 33 
2.42 Structure. 34 
2.43 RRPM inputs. 35 
2.44 RRPM outputs. 40 
2.45 Computational flow of RRPM. 41 
2.5 Computer Program for R P . 53 
2.6 S mmary. 54 
VI 
VI1 
CHAPTER III - RESEARCH DESIGN. ^55 
3.1 Overview of the Design. 55 
3.2 Selection of Output Variables. '59 
3.21 Program budget report. 61 
3.22 Organizational budget report . ^ ,62 
3.3 Selection of Independent Variables. 64 
j 3.31 Exclusion of variables. 65 
3.4 Source of Predicted D ta. 65 
3.5 Rationale for Randomly Assigning Forecast 
Error to Input Values. 68 
3.51 Generation of simulated input values 
using a Monte Carlo process. 70 
3.52 Combinations of forecast error . 72 
3.53 Underlying assumptions . 74 
3.531 Uniform distribution  76 
3.532 Positive and negative deviations . 76 
3.533 Range of deviation. -76 
3.6 Sensitivity Analysis Using Multiple Re¬ 
gression. 78 
3.61 Interpretation of the regression 
equations.  80 
3.62 Regression assumption clarified. 80 
3.7 Sim ary. 82 
CHAPTER IV - RESULTS. 84 
4.1 Analysis of Impact on Department Expenditures 86 
4.11 Degree of association between dependent 
and independent variables. 86 
4.12 Sign of the regression coefficient ... 89 
4.13 Explanatory power of the independent 
v riabl . 90 
4.131 Comparison of runs using the 
normal and uniform distributions . 96 
4.132 Relative impact of independent 
variable on department expendi¬ 
tures. . 99 
4.133 Prior research on the significant 
variables. 100 
4.14 Combine errors in predicting department 
expenditures  103 
4.2 Analysis of Impact on Cost Per Credit .... 106 
4.21 Degree of association between dependent 
and independent variables. 107 
4.22 Sign of the regression coefficient . . . 107 
4.23 Explanatory power of the independent 
v riabl . 112 
viii 
CHAPTER IV - RESULTS (Continued) 
Page 
4.3 Analysis of Impact on Cost Per Program. . . . 114 
4.31 Degree of association between dependent 
and independent variables.114 
4.32 Sign of the regression coefficient . . . 114 
4.33 Explanatory power of the independent 
variable.117 
4.4 Summary ..118 
CPIAPTER V - CONCLUSIONS AND AREAS FOR FUTURE RESEARCH 120 
5.2 Conclusions.121 
5.2 Areas for Future Research.126 
REFERENCES CITED  136 
APPENDICES 
A. Computer Program for Simulation Ebq)eriment . . 142 
B. Data for Computer Program.I6I 
C. Values for Input Variables . 172 
D. Sample Output from Bio-Med Step-Wise Regres- 178 
sion Program . 
LIST OF TABLES 
Table Page 
1.1 The Growth of Higher Education. 2 
1.2 Enrollment Data at the University of Rhode 
Island, 1973-74 . 19 
1.3 Productivity Ratios—University of Rhode 
Island, 1973-74  21 
2.1 Organization of the Program Classification 
Structure. '36 
2.2 Alphabetical Index of PCS Program Sub¬ 
categories.  37 
2.3 Organization Budget  42 
2.4 Program Budget Report  44 
2.5 Institutional Program Budget Summary. 46 
3.2 Student Enrollment. 75 
4.1 Regression Coefficients Impact on Department 
Exp endi tur . 87 
4.2 Department Expenditures . 92 
4.3 Regression Coefficients Percent Impact on 
Department Expenditures  94 
4.4 Comparison of Regression Coefficients .... 97 
4.5 Impact of Errors on Department Expenditures . 105 
4.6 Regression Coefficients Impact on Cost Per 
Cr dit. 108 
4.7 Regression Coefficient Impact on Cost Per 
Pr gr m. 115 
LIST OF FIGURES 
Figure Page 
3.1 Micro-U II Organizational Chart. 66 
X 
LIST OF CHARTS 
Chart Page 
3.1 Research Design Flowchart. 60 
xi 
CHAPTER I 
INTRODUCTION 
1.1 Background 
Colleges and universities have experienced a dramatic 
change in their size and administrative scope during the 
past fifty years. Historically the administration of 
schools required a rather simple organizational pattern; 
i 
the president, along with the faculty, shared most of the 
administrative tasks in managing the institutions. 
Administrative procedures gradually changed as demands 
for higher education changed. As our society began to em¬ 
phasize the importance of higher education, enrollments 
increased. With the growth in enrollments came the need 
for additional faculty, physical facilities, and thus more 
money. Specialized administrative staffs emerged and ad¬ 
missions officers, registrars, and treasurers became a 
part of the administrative structure. 
Institutions of higher education grew rapidly and 
enrollment soared during the late 1950*s and early 1960^s 
as shown in Table 1.1. In 1940, 1.4 million students were 
enrolled in colleges and universities. By I960 the number 
grew to 3.6 million 
The number of students had risen to 9*2 million by 
1973• The enrollment growth has been partially attributed 
to; 
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(1) more people of college age (17-22) in the 
population, 
(2) a higher proportion of our youth graduating 
from high school, and 
(3) a higher proportion of high school graduates 
going on to college. 
As a result of the increased enrollments, the re¬ 
sources used in higher education (faculty, staff, build¬ 
ings, and equipment) increased dramatically. Data in 
Table 1.1 shows that expenditures in college and univer¬ 
sities grew from 3.5 billion dollars in 1953-54 to 25.6 
billion dollars in 1972-73. 
During the period from 1955 to 1973, funds from state 
governments, businesses, foundations and private contri¬ 
butions increased. In addition, expansion in higher 
education was encouraged by an increase in federal support 
to colleges and universities. The federal support was 
stimulated by the Soviet launching of Sputnik in 1957 and 
the concern over the lagging scientific development in the 
United States. Federal legislation provided loans to 
students and aid to colleges and universities in the form 
of research grants and building loans. In total, the flow 
of federal funds to institutions of higher education jumped 
from 375 million dollars in I960 to 5.5 billion dollars in 
1973 as can be noted in Table 1.1. 
The prestige of higher education was never higher 
than in these years. The times brought on great competition 
4 
among institutions for status—major universities raided 
each others campuses for academic ’’stars.” This period was 
also one of haphazard growth, proliferation of academic 
programs, and expanding non-academic activities. 
Suddenly with little warning, educational institutions 
came under intensive scrutiny; they faced rising dissatis¬ 
faction from students, faculty, trustees, politicians and 
taxpayers. Initially activities focused on campus unrest 
beginning with the Free Speech Movement at the University 
of California at Berkeley, rising to a high during the 
Viet Nam War and culminating in the disruption that resulted 
in the Kent State tragedy. This unrest helped cause a loss 
of public confidence in the universities’ ability to keep 
its house in order and its curriculum ’’relevant.” 
Partly as an outgrowth of public dissatisfaction 
with administrative policies and activities, and partly as 
a result of tightening budgets in federal and state govern¬ 
ments, the rapid growth in revenue to higher education began 
to slow. Federal outlays for higher education showed a de¬ 
clining rate of increase during the late 1960’s and early 
1970*s. In 1962-63, federal funds for higher education were 
$1,176 billion, by 1968-69 this amount jumped more than 250 
percent to $3,830 billion. During the next four years, 
however, the increase in federal funds to higher education 
was only 45 percent or $5.5 billion (Table 1.1) 
In addition, during this same period the percentage of 
5 
■total revenues obtained from private gifts and grants de¬ 
clined. In 1959-60, 8.2 percent of all revenue received 
by institutions of higher education came from private gifts 
and grants.^ By 1972-73, the contribution to revenue from 
■these sources was only 6 percent (Digest of Educational 
Statistics, 1974). 
At the s^tate level during this same period the pres- 
tigous position of institutions of higher education was 
challenged in the legislature by the competition for funds 
from other government programs in the area of health, wel¬ 
fare, public safety and conservation. 
Besides the slowing down of the rate of growth of 
funds to colleges and imiversities, costs began to rise. A 
key element in rising college budgets was faculty salaries. 
Salaries as reported by the American Association of Uni- 
versi^fcy Professors (1962,1972) have registered large gains 
during the past decade, averaging 5.3 percent a year. In 
addition, the number of full-time faculty has grown from 
115,000 in 1962 to 276,000 in 1972. Additionally, the size 
of college and university staff personnel such as labora- 
■tory assistants, library clerks, and maintenance crews 
has grown at an even faster rate than has the academic per¬ 
sonnel. According to Balderston (1972), the University of 
California experienced a 73 percent increase in its cleri¬ 
cal and administrative personnel during the six-year 
period of 1963 to 1969- 
6 
Additionally, Balderston (1972) cited ’’conscientious 
overcommitment” as an explanation for rising costs. For 
example, college and universities have incorporated a 
growing number of non-academic services in their activities, 
such as psychiatric counseling, drug clinics, day care 
centers and birth control information centers. 
Another reason for rising expenditures was increased 
amounts of student aid. Grants and loans to students have 
been a rapidly rising part of institutional costs, espe¬ 
cially as tuition, fees, and other college costs have been 
increasing and as colleges have begun to serve more 
students from low income families. 
Advances in technology have also led to skyrocketing 
costs of equipment. Today, purchases include electron 
microscopes, accelerators, and computers instead of optical 
microscopes, bunsen burners, and calculators. 
The situation of rising costs in higher education, 
combined with a lag in revenue growth has resulted in a 
cost-revenue squeeze which in turn has caused financial 
difficulty for many public and private institutions. Cheit 
(1971) described the situation as the ’’new depression in 
higher education.” At the time of his study, he con¬ 
cluded that 17 percent of all institutions of higher edu¬ 
cation were in financial difficulty. This impled that the 
institutions’ financial conditions have forced a loss 
of quality or loss of services that have come to be 
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regarded as part of the regular program. 
1.2 Management and Higher Education 
As the financial problems of universities and colleges 
materialized, institutions of higher education came under 
severe pressure for increased accountability. A variety of 
agencies and interest groups including the general public, 
legislators, governors, government agencies, governing 
boards, faculty, students and other internal groups were de¬ 
manding that universities and college administrators pro¬ 
vide more detailed reports and answer more thoroughly 
questions about the return on their dollar investment. 
Administrators have been urged to make a conscious 
effort to introduce modem business practices into their 
management procedures. Finding more efficient ways to 
allocate resources was stressed as an important means of 
improving the deteriorating financial conditions facing 
many institutions of higher education. In a report pre¬ 
pared by the President's Task Force on Higher Education 
(1970) one of the three top priorities facing higher edu¬ 
cation in the next decade was identified as efficient al¬ 
location of resources. The concensus of the Task Force 
may be summarized as follows: 
Resources available to higher education are and will 
remain limited and are likely to be insufficient to 
meet the expanding expectations and increasing de¬ 
mands of the near and longer terms. Hence, it is 
incumbent upon those in higher education to make 
more effective use of the resources available to them. 
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The Newman Report on Higher Education (1971) also warned 
administrators that they can ”no longer afford the luxury 
of avoiding how effectively they use their resources.” 
As campus administrators began to realize that good 
management techniques were essential to the efficient fimc- 
tioning of an institution, they initiated major efforts to 
improve management planning, to achieve cost reductions, 
and to install fiscal controls. 
1.21 Systems approach. The traditional approach to 
planning and decision-making—judgment and intuition—was 
challenged by more ’’objective” analysis which’ borrowed from 
disciplines such as mathematics, computer science, statis¬ 
tics, physical sciences, engineering, and economics. The 
basic philosophy of modern management became the systems 
approach, which has been described by Quade (1964) as ”...an 
inquiry to aid the decision-maker to choose a course of 
action by systematically investigating his proper objec¬ 
tive, comparing quantitatively the cost effectiveness and 
risks associated with the alternative policies or strategies 
for achieving them and formulating additional alternatives 
if those examined are found wanting.” 
A discussion of some techniques used in the systems 
approach follows. These techniques include various budget 
formats and mathematical models. 
1,211 Planning Programming Budgeting Systems. 
Planning Programming Budgeting Systems (PPBS) was one tool 
9 
stressed by supporters of the systems approach as essential 
to improved resource allocations, for policy-making, and 
for program review. 
PPBS was developed in the 1950’s at the Rand Corpora¬ 
tion as a planning system to facilitate organizational 
budgeting and planning activities. First, implementation of 
the system was conducted by the Department of Defense in 
1961 under the leadership of McNamara, Hitch, and Enthoven. 
By 1965 many federal, state, and local agencies were looking 
to PPBS as a means of improving their planning and decision¬ 
making processes (Weathersby and Balderston, 1972). 
According to Schultze (1971) the principle use of 
PPBS was to ’’improve the basis for major program decisions.” 
Additionally, Weathersby and Balderston (1972) stated the 
primary characteristics of a Planning Programming and 
Budgeting System as: 
(1) Focus on objectives and express accomplish¬ 
ments in terms of outputs. 
(2) Consideration of multi-year projections. 
(3) Inclusions of all pertinent cost data 
arranged by programs. 
(4) Provision for a systems analysis of alter¬ 
native courses of action. 
(5) Evaluation of the success of programs by 
comparing desired outcomes against actual 
accomplishments. 
An essential component of PPBS was an output oriented 
budget referred to as the Program Budget. Traditional 
IQ 
budgeting concepts were established as a basis for accounting 
for fund expenditures. These early ’’line-item” budgets pro¬ 
vided little substance for discussion of the issues and 
activities existing within the organization. Program budget¬ 
ing allowed for comparisons of competing programs by re¬ 
lating resources used to output. 
Another feature of PPBS is the cost-benefit analysis 
which Keller (1970) defined as a ’’set of formal analytical 
techniques which attempt to relate costs and benefits of 
competing programs in a rigorous quantitative fashion so 
that decisions can be made about preferred courses of 
action.” 
During the early 1970's several state colleges and 
universities faced requirements by state legislatures or 
finance departments to report financial data in a program 
budget format. Lawrence (1972) envisioned the PPBS in edu¬ 
cation as a basis for: 
(1) determining long term financial implications 
of programmatic and policy decisions. 
(2) providing an understanding for what an educa¬ 
tional institution is paying. 
(3) determining whether the cost of a specific 
program is reasonable. 
Numerous PPBS systems implementations have been at¬ 
tempted at institutions of higher education; the more 
notable ones are at the University of California and Ohio 
State University. Yet, in the opinion of Weathersby and 
Balderston (1972) ”no comprehensive implementation of 
11 
PPBS has been achieved in colleges and universities." One 
of the major reasons for the incomplete implementations of 
PPBS in institutions of higher education has been the diffi¬ 
culty in identifying meaningfiol measures of output. Some 
analysts have used degree winners, number of courses com¬ 
pleted, or student credit hours as output proxies. Others 
have recommended salary differentials between college and 
non-college graduates. None of these measures have proven 
satisfactory in measuring the "quality" of education. 
1.212 Zero-base budgeting. A recent alternative to 
PPBS advocated by state and federal budget offices has been 
the introduction of a concept known as zero-base budgeting 
which requires a change in management thinking in regard to 
the budgeting process. The traditional approach to budget¬ 
ing has been to use the current operating and expenditure 
levels of an agency as an established base. From this base, 
administrators analyze in detail only the increases or de¬ 
creases desired by the agency. Thus, only a fraction of the 
final budget dollars undergo close examination. This ap¬ 
proach to budgeting assumes that (l) current operations are 
efficient, and (2) old programs are effective and should 
not be reduced or eliminated. 
On the other hand, the zero-base budgeting approach has 
the organization reevaluate all programs and expenditures 
every year. According to Pyhrr (1970) a procedure must be 
developed v/here the organization would describe each 
12 
"discrete company activity in a decision package and then 
the administration ranks, evaluates, and allocates those 
decision packages by cost-benefit analysis.” 
1.213 Mathematical models. Another factor in the 
systems approach considered important in analyzing the costs, 
risks, and probable outcomes of alternatives was the de¬ 
velopment of an organizational model. A model, an abstract 
expression of relevant factors in the complex real world 
relationships, enables the administrator to make more 
rational decisions about the use of institutional resources. 
Administrators had hoped that models would provide them with 
greater insights and more accurate information to developing 
plans for the university. 
Most mathematical models developed within the past ten 
years for higher education have dealt with the problems of 
resource planning and decision-making. These models have 
been characterized by (l) the variety of functions they 
serve, (2) the scope and complexity of the topics covered, 
(3) the mathematical methodology applied, and (4) the de¬ 
gree of aggregation of the variables employed (Weathersby 
and Weinstein, 1970). 
Functions; These mathematical models have been used 
for many different purposes. Some models have been de¬ 
signed to measure the institution’s utilization of re¬ 
sources by developing output measures such as cost per stu¬ 
dent, cost per degree, cost per credit, or cost per program. 
13 
These output measures were developed from historical records 
and provided an accounting of costs to aid intra and inter 
institutional comparisons. 
Other models have been developed which are future- 
oriented models used to project resource requirements of an 
institution in terms of faculty, staff, equipment, and pro¬ 
jected expenditures over the number of years in the planning 
period. These outputs have provided campus administrators 
with documentation to suggest financial requests during 
budget negotiations. 
Several models have been developed in a computer ’’labo¬ 
ratory” mode whereby campus planners can test alternative 
policies under consideration by changing the input para¬ 
meters of the model and then observing their consequences 
on the model output. Finally, other models have been struc¬ 
tured in a way that the output provided the ’’optimum” 
allocation of a fixed amount of resources among a number of 
alternative uses. 
Subject matter; The subject material of these models 
has been focused on planning and decision-making related to 
instructional programs of institutions. Model-builders 
have tended to ignore two other primary functions of higher 
education—research and public service. The scope of areas 
covered within any one model has varied considerably. Some 
models were comprehensive, interrelating students, faculty, 
curriculum, staff, space and support costs. Other models 
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have dealt with some subset of these areas such as admis¬ 
sions, enrollment forecasting, or faculty staffing. Most 
have .dealt with financial aspects of higher education al¬ 
though some have considered personnel and facilities. 
Methodolo^grv: The mathematical methodology applied 
in these models has been divided into two broad cate¬ 
gories—simulation and analytical methods. SimifLation has 
been defined as a ’’model of a situation in which the elements 
of that situation are represented by arithmetic and logical 
processes that can be executed on a computer to predict the 
dynamic properties of the situation” (Emshoff and Sisson, 
1970). 
Within the simulation category the most common approach 
has been to build a structure around transition matrices 
which describe the flow of students, faculty, and other 
resources as they move through the system. The conceptual 
ideas of Forrester’s (1961) industrial dynamics have also 
been used in constructing a university simulation model. 
Analytical models have been described as well- 
structured models that are capable of solution through 
mathematical methods. The most common analytical techni¬ 
ques applied in higher education have been linear pro¬ 
gramming, goal programming, and dynamic programming. 
In both simulation and analytical models the variables 
have been deterministic. Stochastic models have not been 
applied in higher education. 
15 
Level of aggregation; Variables of models have been 
viewed in terms of the level of aggregation. Here again, 
many differences among models have been exhibited. Some 
models have required detailed information about basic data 
elements such as individual courses and sections and indi¬ 
vidual faculty member*s salary and teaching load. In other 
models the department level has been the final breakdown of 
data. In this case, data elements were entered as depart¬ 
mental averages. Discipline grouping and college averages 
have also been the basis for inputs in some models. 
1.22 Benefits of using simulating models. Clearly, 
the development of management science models for application 
in the university environment has been extensive during the 
past few years. Of the many different approaches suggested 
including PPBS, mathematical programming, input/output 
analysis and regression, the simulation methodology has be¬ 
come one of the more widely accepted tools of campus planners. 
Developers of simulation models have made many claims about 
the improvement in university decision-making that would 
result from implementation. For example, proponents stated 
”...the model represents a significant advance in planning 
capabilities...where colleges stand to profit greatly from 
the use of simulation models’.’ (Systems Research Group, 
1971). By utilizing simulation models, greater efficiency 
was expected, and therefore it was argued that the uni¬ 
versity would ’’gain maximum educational advantage from the 
16 
resources at their disposal” (Systems Research Group, 1972). 
Another claim made by simulation advocates was that the 
tool provided the administrator with his own ”lab” where 
he would be able to "estimate the resource implications of 
alternative administrative and educational plans.” In ad¬ 
dition, detailed analytical reports to support budget re¬ 
quests would be available through the use of computerized 
simulation models which would provide accurate and substan¬ 
tiated statements of financial requirements. 
Of the many simulation models developed for use in 
institutions of higher education the Resource Requirements 
Prediction Model (RRPM) (Gulko and Hussain, 1971) has the 
largest nuimber of users. According to the developers of 
RRPM "...simulation models offer a user an opportunity to 
alter historical inputs on the basis of policy decisions 
and thus forecast resource requirements.” A campus’ planner 
may "input several alternative policy decisions and receive 
a series of forecasted reports that display enrollment, 
budgets, and personnel requirements” (Gulko and Hussain, 
1971). 
Are the claims made by advocates of simulation models 
valid? Can university administrators rely on the outputs of 
these models to make policy or resource allocation de¬ 
cisions? The answer to these related questions are still 
mfolding. The initial assertion that a model would be the 
institutions^ panacea has not been proven. According to 
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Lawrence (1972) the ’’practical utility of the new management 
system concept has yet to be established.” 
1.3 Research Need 
The use of large-scale simiiLation models to (l) aid in 
budget proposals, (2) help in the allocation of resources 
among departments, and (3) assist in making choices from 
alternative policy considerations has been questioned by 
some researchers. Hopkins (1971) has stated that simiiLa- 
tion models have drawbacks because of (l) their structure, 
(2) the way in which results are interpreted, and (3) the 
magnitude of the data collection task. He stated strong re¬ 
servations about the ’’expense, accuracy, and usefulness of 
simulation models as a tool for university management.” 
More strongly, Hoenack and others (1974) stated that ’’re¬ 
source, requirement models...can not be useful to imiversity 
decision-makers.” A more moderate stand has been taken by 
Schroeder (1973) in concluding his survey of university 
operations. He called for additional research into the 
"suitability of Markov models in predicting student flows, 
faculty flows, or course demands. Study in this area is 
needed to determine the best levels of aggregation, the 
stability of projections, and preferred methods of choosing 
past data to produce sufficient accuracy for planners needs.” 
1.31 Poor forecasts by administrators. A frequent ob¬ 
jection to simulation models has been ’’inherent instability” 
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of the coefficients used in these models and the conse¬ 
quences of this instability for long range planning of re¬ 
source requirements. Williams (1974) observed that ’’present 
simulations rely heavily on historically estimated para¬ 
meter values, yet there appears to be little examination of 
the model sensitivity to the choice of parameter values.” 
Gulko (1972) pointed out that using simulation models in 
the ’’predictive mode is predicated on the accuracy of the 
parameters and coefficients used for prediction.” 
Unfortunately, the accuracy in forecasting parameters 
used in large-scale simulation models has been poor. An 
example of inaccurate predicting is illustrated by the 1973 
experience at the University of Rhode Island in preparation 
of the Resource Requirement Prediction Model (RRPM). During 
the academic year 1972-1973, data from the academic year 
1971-1972 was collected and summarized. By May, 1973, the 
input projection phase was completed. Computer runs of RRPM 
were made for a three-year period including (l) the current 
academic year, 1972-1973; (2) the upcoming academic year, 
1973-1974; and (3) the budget request year, 1974-1975. 
In order to prepare RRPM budgets for the three-year 
period, forecasts of enrollments, course preferences, faculty 
workloads, and faculty salaries were prepared. The pro¬ 
jections made by the university administrators were far 
from accurate. For example, data in Table 1.2 compares ad¬ 
ministrator’s enrollment projections for the academic year 
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1973-1974, with the actual enrollments of the institution as 
of November, 1973. The data shows a wide discrepancy be¬ 
tween projections and actual enrollments; the average ab¬ 
solute error was 24.1 percent, with the spread of the error 
ranging from zero to 100 percent. 
Data in Table 1.3 compares the predicted productivity 
ratios^ for the URI academic year 1973-74 with the actual 
productivity ratios. The predictions deviated from the 
actual productivity ratios by an average of 22.4 percent, 
with the error ranging from zero to 97 percent. 
Poor predictive ability has not been a problem unique 
to the University of Rhode Island; other institutions have 
also experiencied problems in making predictions. In a 
study by Jewett, et al. (1970) at Humbolt State College, 
data were collected on 43 disciplines, and an 8.5 percent 
average error was observed between forecasted student credit 
hours in a discipline and actual student credit hours in 
the same discipline. In addition, Breneman (1969) at 
Berkeley observed that the majority of the ICLM^ coefficients 
fluctuated in positive and negative directions with annual 
changes as high as 200 percent. 
iThe productivity ratio represents the average number of 
credit hours a full time equivalent teaching faculty generates 
for a department at a course level. 
2An ICLM may be defined as a the average credit hours t^en 
in various disciplines of various course levels by a major 
at various student levels. 
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Predictions made by campus planners on variables such 
as enrollments, faculty productivity ratios, and average 
faculty salaries obviously tend to be inaccurate. If inac¬ 
curate predictions are used as inputs to simulation models, 
how are the model outputs affected? A potential model user 
concerned about employing the resiolts of these models to 
assist in the allocation of resources would benefit from in¬ 
formation about the sensitivity of model outputs. The user 
benefits by a better understanding of the limitations of 
the model and by improved forecasting of the critical 
variables. 
A question that remains to be answered is the useful¬ 
ness of these models for forecasting when the input required 
for their running is so voluminous and difficult to predict. 
1.32 Previous studies in sensitivity analysis. The 
errors experienced in forecasting various inputs used in 
cost simulation models has suggested the need for an analysis 
of the sensitivity of output variables to variations of 
input variables. 
This problem has received the attention of some re¬ 
searchers; however, their studies have been limited in 
scope and are somewhat inconclusive. 
Most investigations have focused on the ICLM, a major 
component of large-scale simulation models. Breneman 
(1969) and Hill and Judd (1973) analyzed the coefficients 
of the ICLM from the standpoint of identifying the most 
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appropriate level of aggregation. Breneman (1969) concluded 
that the departmental level of aggregation provided stable 
coefficients for the ICLM, Hill and Judd (1973) examined 
the suitability of the ICLM as a means of predicting course 
enrollments for each student. They found ICLM to be inac¬ 
curate at this level of detail and concluded that the ICLM 
is more useful for macro analysis. 
The study by Jewett and others (1970) was the first 
attempt to analyze the stability and accuracy of projections 
of faculty based on the ICLM. They compared the actual 
student credit hours against projected student credit hours 
for 43 disciplines and observed errors ranging from 1 percent 
to 85 per cent. Using estimated student credit hours to 
project faculty requirement resulted in an average error of 
9 percent. In their concluding comments these analysts 
noted the instability of the ICLM coefficients but were 
unsure whether an error of 9 percent was acceptable and thus 
made no conclusion as to whether a planning model based on 
the ICLM should be implemented. 
Williams (1974) approached the instability problem 
from a different viewpoint. Using a straight numerical ap¬ 
proach, -he built + 5 percent changes into input variables 
such as enrollment, productivity, and faculty salaries; 
then observed their impact on the number of faculty posi¬ 
tions without any changes to the input variables. Ac¬ 
cording to Williams the input "parameters do not appear 
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unduly sensitive to change.” 
1.4 Research Purpose 
The purpose of this research was to develop a systema¬ 
tic methodology to study the sensitivity of the outputs of 
large-scale simulation models to forecasting errors in input 
variables. 
More specifically, this research study extended the 
investigation of the sensitivity of outputs from simulation 
models in several ways. The senstitivity analysis: 
(1) was performed using RRPM-1.6 model—the most 
widely implemented simulation model; 
(2) provided an alternative approach to previous 
studies of sensitivity analysis by developing 
a computer experiment; 
(3) made use of regression analysis to determine 
the impact each one percent error in an 
input variable on the outputs; 
(4) investigated impact of input variables 
ignored in other studies such as the faculty 
teaching load, class size, faculty/staff 
ratios, staff salaries, and operating costs; 
(5) studied output variables such as total de¬ 
partment budgets, costs per student, and 
costs per credit. 
1.5 Research Design 
In order to develop a sensitivity analysis of the 
Resource Requirement Prediction Model the following steps 
were followed: 
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(1) A Fortran computer program was written re¬ 
presenting the numerical calculation of 
RRPM as described in NCHEMS technical manual 
34A (Clark, et , 1973). 
(2) A computer experiment was designed to permit 
the manipulation of the experimental vari¬ 
ables which included 
(a) selection of dependent variable 
(b) selection of independent variables 
(c) data collection and generation for 
use in experiment 
(d) running of RRPM program 
(3) MifLtiple regression analysis was used to 
evaluate the sensitivity of the output 
variables to each independent variable. 
1.6 Organization of the Study 
Chapter II contains a review of the mathematical models 
relevant to resource planning and allocation. This chapter 
also presents a detailed description of the Resource Re¬ 
quirements Prediction Model (RRPM). 
Chapter III presents the research design developed to 
test the sensitivity of RRPM* s output variables to errors 
in estimating input values. 
The resiUts of the senstitivity analysis are discussed 
in Chapter IV. 
Chapter V lists and discusses the conclusions of the 
study and identifies areas for future research. 
CHAPTER II 
LITSRA.TURE P^/IEV 0? XATHEZ-IATICAL MODELS 
IN HIGHER EDUCATION 
ITie purpose of this chapter is to review the mathe¬ 
matical models relevant to resource planning and allocation. 
The review is divided into two sections: (1) a survey of 
models and (2) a detailed description of RRPM. 
2.1 Large Scale Simulation Models 
The first important large-scale simulation model in 
higher education was CAMPUS, Comprehensive Analytical I-fodel 
for Planning in the IMiversity Sphere. The model was ori¬ 
ginally developed at the University of Toronto by Judy and 
Levine (1965). At the time of this study several versions 
of CAMPUS were supported by the Systems Research Group (SRG), 
a consulting firm to institutions of higher education. 
CAMPUS, a comprehensive model, has included four pri¬ 
mary sections: (1) enrollment prediction including a student 
flow module, (2) resource loading (teaching load, class size, 
faculty ranks, and others), (5) space requirements, and (4) 
budgetary calculations. In operation, the student enroll¬ 
ment variable has become the driving factor as the model 
calciilates the future resource requirements of an institu¬ 
tion in terms of faculty, staff, sipport cost and 
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facilities. The output reports have varied depending on 
the user need but have included Operating and Capital Bud¬ 
get Reports, Cost of Programs, and Facility Utilization Re¬ 
ports. The CAI^IPUS model has been able to function at many 
levels of aggregation—university, college, department and 
activity. An activity was defined in CAKPUS as an operation 
which can not be further divided, for example, a course or 
an individual faculty member’s salary. The ability to enter 
data at the activity level has made CAI'IPUS an extremely 
flexible model; however, it has also caused problems. These 
problems have been brought about by requiring (l) detailed 
levels of data (data that often are not a part of the in¬ 
stitution’s information system), (2) large conrouter memory 
to store the data, and (3) technically sophisticated per¬ 
sonnel to implement and run the model. 
Weathersby (1967) while at the University of California 
developed a cost simulation model which was a more aggre¬ 
gate model than CAMPUS. The "subject level," for example, 
physical sciences and fine arts, was chosen as the level of 
aggregation. 
The Weathersby model did not interrelate as many areas 
as the CAI'IPUS model. For example, a student flow modiile 
was excluded; thus the enrollment forecasts were exogenous 
variables. In addition, space and facility resources were 
ignored. The model focused on financial resources, spe¬ 
cifically costs. Weathersby’s model, like CAI*1PUS, was 
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driven by student enrollments to compute estimates of fac¬ 
ulty, staff, support costs and administrative expenditures 
for each "subject level." The model produced "line-item" 
and program-oriented budgets. The crux of the model was 
based upon the Induced Course Load Matrix (ICLM), a transi¬ 
tion matrix which traces student demand for courses through¬ 
out the University. Schroeder (1973) described the ICLM as 
a series of matrices "one for each major which indicates 
the average credit hours that a student at a particular 
grade level will demand at each course level in each of the 
instructional disciplines." This model provided the concep¬ 
tual framework for the development of the Resource Require¬ 
ments Prediction Model (RRPM) (Gulko and Hussain, 1971). 
A detailed description of RRPM can be found in Section 2.4 
as it serves as the basis for the research in this study. 
Most of the simulation models have been developed for 
medium and large public colleges and universities. Peat, 
Marwick, Mitchell and Company (1969) developed a planning 
model known as SEARCH, System for Exploring Alternative 
Resource Commitments in Higher Education, aimed at the small 
private college. The model*s level of aggregation was simi¬ 
lar to the Weathersby model. The components of the model 
were students, faciilty and finances. The financial sec- 
tion included a comprehensive treatment of costs and 
revenues. The treatment of revenues distinguished this 
model from most others. SEARCH was operational on a 
29 
time-sharing environment although the interactive capabili¬ 
ties of the model were limited. Only the number of periods 
in the planning cycle and the types of output could be 
modified. 
A model developed at Tulane by Firmin and others (1967) 
covered a nine year planning period. The first five years 
were used to collect data at the college level on student 
enrollments, faculty numbers, teaching loads and salary. 
The model projected costs for faculty, support personnel 
and facilities using regression and exponential smoothing 
techniques. 
Help/Plantran (McKelvey, 1970), a model developed by 
Midwest Research Institute used variables at the university 
level of aggregation. Thompson (1970) also developed a 
highly aggregate model dividing the university into three 
sectors: students, faculty, and space—all interrelated 
by student/faculty and student/space ratios. The model was 
based on the concepts of Forrester’s Industrial Dynamics. 
2.2 Student Planning Models 
Many research efforts focused on a single component of 
the resource requirement process. One important component 
was student enrollment. Recently, extensive research in 
academic administration has been conducted to develop effec¬ 
tive techniques for projecting student enrollment. One 
aspect of the student enrollment process was predicting the 
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number of currently enrolled students through the use of 
student flow models. Lovell (1970) has written a compre¬ 
hensive survey on this subject. 
Student flow models calculate the niomber of students to 
be enrolled in each class level of each major and trace the 
movement of students through the institution. Most student 
flow models have been Markovian in structure. In these 
models a state has been defined as a combination of student 
level (freshmen, sophomore, and so on) and major. The num¬ 
ber of students in each state depends on the number in the 
previous states, transition rates to new levels and/or new 
majors, and new admissions. Models of this type have been 
studied by Gani (1963), Baisuck and Wallace (1970), Harden 
and Tcheng (.1971), and Lovell (1971). 
Student flow models deal with the on-going student pop¬ 
ulation. In addition, another aspect of the enrollment 
projection picture has been the problem of predicting the 
number of new students to the institution. The admission of 
new students has been viewed as an exogenous variable in 
student flow models. Other approaches have attempted to 
predict these levels directly. Perkins and Paschke (1973) 
used regression analysis on historical data, to predict 
freshmen enrollments at an institution. They used per- 
capita income, a tuition index and the number of high school 
seniors in the state as explanatory variables to predict 
the number of applications submitted. Jewett (1970) 
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developed a market segmentation model which classified high 
school graduates by financial aid needs, academic ability 
and sex. The model evaluated trade-offs between tuitions, 
student-aid and academic ability as an aid in formulating 
admission policies. Koch (1973) used a linear programming 
model to determine the optimum mix of student majors to be 
graduated by a university—thus the number of majors to be 
admitted would be based on each major's net social profit 
to society. Net social profit was approximated by using the 
discounted value of each major's increment in lifetime earn¬ 
ings attributed to university education. The objective 
function was maximized subject to constraints which reflect 
the limitations of budgets, space, facilities, student- 
faculty ratios and other resources. 
Wallhaus (1971) studied the student mix problem using 
a goal programming model. The objective of his model was 
to come as close as possible to a desired degree output mix 
specified by the university administrators while satisfying 
constraints on available resources, student flow and degree 
production quotas. 
2.3 Faculty Staffing Models 
The faculty staffing decision has also been an area of 
considerable research interest. Several models have been 
developed which compute the desired faculty size based on 
instructional needs. The simulation models discussed 
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earlier calculate the desired number of faculty by depart¬ 
ment, discipline or college based on student enrollments, 
student course preferences, faculty teaching loads and aver¬ 
age class size. Breneman (1969) studied a cost simulation 
model used at the University of California to determine 
whether linear workload models that predict student course 
demands at the department level rather than the ’’subject 
level” grouping were computationally feasible. He concluded 
that the disaggregated projections (departments) were com¬ 
putationally feasible and the coefficients were just as 
stable as the more aggregate levels. 
Koenig and Keeney (1969) and the Systems Research Group 
(1971) in developing their models recommended that a faculty 
flow component be incorporated into the simulation models, 
Neither study, however, described the composition of. the 
transition matrices or how the probabilities for the ma¬ 
trices were to be estimated. Oliver, Hopkins and Armcast 
(1970) developed a network flow model based on highly ag¬ 
gregate flow of students and faculty for the purpose of 
deriving faculty requirements. Oliver (1968a) studied the 
flow of two faculty groups, tenured and non-tenured, by 
developing a three stage equilibriimi model to develop a 
feasible range of faculty positions in both the tenured and 
non-tenured categories under different promotion and hiring 
policies. Rowe, Wagner and Weathersby (1970) also in¬ 
vestigated the faculty staffing problem but added the time 
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dimension by developing a dynamic programming model. They 
were interested in faculty hiring and promotion patterns 
over time and how these patterns would affect faculty rank 
distributions. Halpem (1970) approached the faculty staff¬ 
ing problem by incorporating two competing decision-makers— 
the state authorities and the university administrators. 
His model used the branch and bound•computational technique 
to develop hiring policies and to determine minimum and maxi¬ 
mum number of faculty over a five-year planning period. 
2.4 Description of RRPM 
As indicated by this survey, the past ten years has been 
a period of extensive research in the potential application 
of management science techniques to the field of higher edu¬ 
cation. Of the many techniques suggested, simiolation 
models have been the technique to which administrators have 
turned most frequently to assist them in solving the prob¬ 
lems facing their institutions while the Resource Require¬ 
ment Prediction Model (RRPM) has been the most widely imple¬ 
mented sim^alation model. 
In the next section of this chapter a description of 
the (l) uses, (2) structure, (3) inputs, (4) outputs, and 
(5) computational equations of RRPM is presented. 
2.41 Uses of RRPM. The Resource Requirements Predic¬ 
tion Model has been described as a set of generalized 
computer programs which simulate mathematically the resource 
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requirements associated with operating an institution of 
higher education (Gulko and Hussain, 1971). 
This model can be used for several purposes. For in¬ 
stance, the model can serve a cost accounting function 
whereby historical data from an institution can be gathered 
and summarized and then used to compare departmental and 
degree program utilization of resources. The model can also 
be used as a tool to assist higher education decision-makers 
in understanding the future implications of planning de¬ 
cisions. This function can be performed in two ways. First, 
the model can be used in a predictive mode to assist the bud¬ 
get process. Projections of cost to operate the institution 
over a multi-year period can be provided once projection of 
variables such as enrollments, salaries, teaching loads are 
made by campus administrators. The model can also be used 
in an experimental mode to examine and compare a number of 
planning alternatives. This "what if" mode can be initiated 
by making changes to planning parameters such as enrollments, 
section sizes, teaching loads and staffing ratios. These 
changes can be entered as input to the model which computes 
resource needs based on these changes. 
2.42 Structure. The RRPM system was designed around 
the NCHEM’s Program Classification Structure (PCS), which 
t. 
V serves as a common classification scheme to identify the 
activities and programs of higher education. The PCS 
divides an institution into seven major program areas. 
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Three are viewed as primary programs (instruction, research 
and public service) and four are viewed as support programs 
(academic support, student services, institutional support 
and independent operations). Table 2.1 illustrates the 
relationship of the PCS programs built into RRPi^. 
In the model*s present state of development only the 
instructional program is analyzed in detail. The instruc¬ 
tional program is classified into colleges and then sub¬ 
divided into discipline/department categories based on a sug¬ 
gested list in the Higher Education Information Survey (HEGIS). 
A sample of the HEGIS categories is listed in Table 2.2. The 
other six program areas are considered exogenous subsystems, 
and no functional relationships are developed in RRPM to de¬ 
scribe the demands for resources in these programs. 
Within the instructional program each discipline/depart- 
ment category is further detailed and defined by (l) type 
of instruction (lecture, laboratory, recitation), (2) 
course levels (lower division, upper division, graduate 
division), (3) student levels (freshmen, sophomore, junior, 
and others), (4) academic ranks (full professor, associate 
professor, assistant professor, and so on), (5) non-academic 
ranks (professional, technical, clerical), and (6) operating 
costs (supplies, equipment, travel, and others). 
2.43 RRPM inputs. In order to utilize RRPM various 
information developed from the university's data base is 
needed. This information includes: 
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(1) Enrollment for every major by student level. 
(2) Student course preferences expressed as the 
average credit hours taken in various dis¬ 
ciplines at various course levels by a major 
at various student levels. This is known as 
the induced Course Load Matrix. 
(3) Average section size for a department at a 
course level. 
(4) Average teaching load for a department at a 
course level 
(5) Average faculty salaries by rank for each 
department. 
(6) Faculty rank mix by course level for each 
department. 
(7) Average staff salaries by job classification 
for each department. 
(8) Faculty/staff ratio for each job classification 
for each department. 
(9) Operating expense ratios for departmental ex¬ 
penditures by expense item for each department. 
(10) Expense ratios for non-departmental expendi¬ 
tures by expense item within the institution 
(Clark, et al., 1973). 
2.44 RR?M Outputs. The model uses this data to compute 
resource predictions in terms of the number of personnel and 
dollar cost needed to support each department, college and 
the university in total. The model also calculates average 
unit cost for the various programs and curriciilums within 
sm institution. 
The outputs of the model provide university adminis¬ 
trators with information with which they can evaluate the 
institution's current utilization of resources and assist 
41 
in the process of devising future budgets and policy de¬ 
cisions. The output reports include; 
(1) Departmental and College Organizational 
Budget—This report is a line-item budget de¬ 
tailing the number and dollar amount needed 
for faculty, staff, and operating expenditures 
needed by each department and college. A 
sample of this report appears in Table 2.3• 
(2) Program Budget by Curriculum—This report indi¬ 
cates the number of students enrolled in each 
major, the total dollar resources needed to 
support the program at each course level and 
the cost per student at each course level. 
Table 2.4 illustrates the program budget report. 
(3) Institutional Budget—This report summarizes the 
entire imiversity resource needs and classi¬ 
fies the expenditures according to the seven 
PCS programs listed in Table 2.1. A sample of 
the institutional budget appears in Table 2.5* 
2.43 Computational Flow of RRPM. Although the process 
by which RRPM program converts the nine input categories into 
the three primary output reports involves many calculations; 
it is based on a simple set of logical relationships. The 
model converts inputs to outputs by first computing student 
credit hours from two basic inputs, the Induced Course Load 
Matrix and student enrollments. The total number of credit 
hours demanded in a department at any level of instruction 
during the current period (t) by students in all majors 
and all academic levels (freshmen, sophomore, junior, and 
others) is determined by the equation: 
I J 
(1) vajy[k£(t) = s r ENR^-iCt) 
i=ld=l 
I 
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(t) represents the total number of student credit hours 
demanded in department k at level of instruction t during the 
current period t. (t) represents the average num¬ 
ber of student credit hours taken by a full time equivalent 
(FTE) student in the i'^^ major in the j"^^ academic level 
from the k"^^ department at level of instruction t. ENRij 
(t) represents the actual student enrollment in major i at 
academic level j during the current year t. 
The workload of a FTE faculty member is expressed in 
terms of course teaching credits, referred to as a produc¬ 
tivity ratio. The productivity ratio is determined by the 
equation: 
(2) PRODkt (t) = CSk£ (t) . TLk£ (t) 
PRODkf represents the average number of student 
credit hours a FTE teaching faculty generates teaching in 
department k at course level t . (t) represents the 
average class size for department k at course level I. 
^^kf (b) represents the average faculty workload in depart¬ 
ment k at course level I. 
Once the number of student credit hours demanded (¥LM) 
and productivity ratio (PROD) are known the total FTE 
faculty needed for teaching at each level of instruction 
is computed using the equation: 
(3) TFACkt (t) = (t) - PROD^t (t) 
TFACj5£ (t) represents the total number of FTE faculty 
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needed for teaching in department k at level of instruc¬ 
tion I. 
The number of faculty needed is further divided into 
academic ranks using the equation: 
(4) FACRk^m (t) = TFACk£ (t) . (t) 
FACRk^m represents the number of FTE faculty needed 
in academic rank m teaching in department k at level of 
instruction t. RKkfm ("t) represents the proportion of fac¬ 
ulty in department k of rank m teaching at course level 1. 
The number of administrative staff members is calcu¬ 
lated as a function of the number of teaching faculty 
using the equation: 
(5) STP,,(t, . (B2 (t), . TP.C (tW) . BKt), 
STFk (t) is the number of staff needed in department k. 
(t) represents the variable relationship between staff 
and faculty. Bl^ (t) is the constant number of staff 
needed to maintain department k. 
The next phase of RRPM calculates departmental 
operating budgets. 
The salary budget is determined using the equation: 
M 
(6) TSAL (t)^i = FACS (t)i^in . FACR (t)k£ni 
TSALj^£ (t) represents the total salaries paid to all 
faculty teaching in department k at level of instruction 
t, FACSj^^jjj (t) represents the average salary paid in 
department k to faculty of rank m. 
52 
The staff salaries are determined by using the equa¬ 
tion: 
(7) TSLSAL {t)^ = STF . STSAL 
TSLSAL (t)j^ represents the total dollars paid in de¬ 
partment k to the staff members. STSAL (t)j^ represents 
the average staff salary in department k. 
The expenditure for supplies is obtained by using the 
equation: 
(8) SUPP (t)^ = (B4 WLM + BO it)y. 
SUPP (t)k represents the cost of supplies in depart¬ 
ment k. B4 (t)j^ represents the variable amount of supplies 
as a function of total credit hours in department k. 
BO (t)j^ represents the fixed amount of supplies needed to 
maintain department k. 
The final phase of RRPM calculates cost per credit , 
hour and cost per student hour. 
All non-teaching costs are totaled and allocated to 
each level of instruction on the basis of faculty salary 
paid at each level of instruction using the equation: 
(9) CPC(t) = (TSTSAL(t)i^+SUPP(t)j^).(TSAL(t)j5.^| TSAL(t)k£) 
kf -=- 
^TSAL(t)k£ 
wfflTtTO 
CPC (t) represents the cost per credit hour of in- 
struction in department k at level of instruction 1. 
The last calculation is the average cost per student to 
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in each academic program (major). The cost per student 
(CPS (t)) is obtained by summing the number of credit hours 
a student at an academic level takes in each department at 
each course level, multiplied by the cost per credit hour 
(CPC) in that department at each level. The equation for 
cost per student is; 
(10) CPS (t) = X Z (ENR(t)i.-i ■ ICLM(t)i,^,K£ • CPCit)u) 
K=1 .£=1 ENR(t)ij 
2.5 Computer Programs for RRPM 
The equations described in Section 2.2 were converted 
to computer instructions. The NCHEMS computer package for 
RRPM-1.6 utilizes COBOL computer language which is the most 
common computer language found in computer centers oriented 
toward data processing applications. Unfortunately the 
NCHEMS version of RRPM was not suitable for use in this 
research effort for the following reasons: 
(1) computer execution time per run was long, 
(2) large portions of the computer program was 
geared to testing the accuracy of input data, 
(3) output format needed revision, 
(4) iterative runs of model were awkward and slow, 
(5) linkage with multiple regression computer 
package was difficult. 
For these reasons a modified computer program representing 
RRPM was written for use in this study. The program was 
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written in Fortran IV for a batch processing environment. 
A listing of the computer programs is given in Appendix A. 
2.6 Summary 
The last part of this chapter described the RRPM model 
developed and sponsored by NCHEMS. The description included 
uses of this model, the inputs required to run the model, 
the output reports that may be generated by the model and 
the underlying set of equations which describe how the 
model takes the inputs and transforms them to the output 
reports. 
RRPM has been implemented by many institutions of 
higher education. Several of these institutions have ex¬ 
perienced difficulty in using the results produced by the 
model. One problem not understood by users of RRPM is how 
inaccurate forecasts of input values required for use in 
this model impact the outputs. Thus, the purpose of this 
study was to investigate the sensitivity of RRPM output 
resulting from errors in predicting inputs. 
In the next chapter the steps involved in studying the 
sensitivity of RRPM are described in detail. 
CHAPTER III 
RESEARCH DESIGN 
3.1 Overview of the Design 
As stated in Chapter I the objective of this research 
effort was to investigate the output sensitivity of the 
RRPM model to error in the forecasted input variables used 
in this model. Achievement of this objective involved con¬ 
structing a systematic way of studying how input errors of 
various magnitude in selected variables influenced the 
model*s allocation of resources to departments within an in¬ 
stitution. The methodology used to perform the sensitivity 
analysis was a computer simulation experiment. 
Experimentation was defined by Boyd and Westfall (1972) 
as a research process in which one or more variables are 
manipulated under conditions which permit the collection of 
data and show the effects of such variables in an unconfused 
fashion. Green and Tull (1967) stated that experimentation 
can be used to (l) determine the value of dependent vari¬ 
able, (2) describe the functional form of the model, and 
(3) identify relevant independent variables in the problem. 
In the first use, the researcher has already formu¬ 
lated the model of how the system under study behaves and 
is interested in obtaining the numerical values for the 
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parameters of the model. In the second case, the primary- 
purpose of the experiment is to determine the fmotional 
form which links the output to the set of input variables. 
Finally, the experiment may be designed to identify which 
variables are relevant, and the experiment determines both 
the relevant variables and the functional form. 
In this study the model’s structure was knom (RRPM). 
What was not known was how changes in various input values 
impact on the RRPM outputs. Thus, the purpose of this ex¬ 
periment was to explore and describe the response surface 
(budget expenditures, cost per student and cost per credit) 
as the levels of input variables such as enrollment, class 
size, teaching load, and others were varied. 
RRPM, a resource planning model developed and sponsored 
by the National Center for Higher Education Management Sys¬ 
tems (NCHEMS) was the model which was evaluated. This model 
was tested using data from Mcro-U II (1970), a hypothetical 
institution developed to introduce university administrators 
to management science applications in higher education. 
When RRPM is used as a planning tool, the model is run 
before the actual input values for variables such as en¬ 
rollment, average class size, average faculty salary and 
other variables are known to campus planners. Therefore, 
planners must make estimates of these input values one, 
two, and three years before the actual values are de¬ 
termined. Thus, deviations can be expected between actual 
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and predicted inputs. Evidence of this may be recalled by 
reviewing Table 1.1 which described the forecast devia¬ 
tions experienced at the University of Rhode Island. 
The sensitivity analysis was performed by making runs 
/ 
of RRPM using input values based on "administrator's pre¬ 
dictions." These runs were compared to RRPM runs which 
were based on data values representing deviations from 
"administrator's predictions" (substitute for actual values). 
The research design involved the use of a Monte Carlo 
process which simulated values of the input variables be¬ 
cause the actual input values would not be known for years. 
The basis for developing simulated values of the input vari¬ 
ables began with the administrator's predicted input values 
(data from Micro U-II) since they were the only values 
available at the time of the experiment. A random forecast 
error^ (forecast errors being defined as the percent devia¬ 
tion from the predicted input value) was sampled from a 
probability distribution of possible deviations. The per¬ 
cent forecast error was used to adjust the known predicted 
input value to obtain the simulated input value. This 
sampling process continued until the input values for all 
variables were simulated. This represented one experimental 
run. 
^The approach of randomly assigning forecast error to 
input values was inspired by an article by Satterthwaite on 
random balance experimentation. 
58 
In total, there were 2® runs (8 variables and 2 states 
—error or no error) that represented 256 runs of simulated 
input values generated through the Monte Carlo process. One 
run of the 256 represented the case where no prediction er¬ 
ror occurred (predictions equal actual values) and thus the 
output from this run was used as a standard of comparison 
against the other runs. The other 255 runs generated fore¬ 
cast error in some or all of the major variables studied 
(enrollment, ICLM, average class size, average teaching 
load, average faculty salaries, average staff salaries, 
faculty-staff ratios and operating expenses). Each run of 
simulated input values was entered into the RRPM model and 
the resulting output (total department budget, cost per 
credit, and cost per program) was compared with the pre¬ 
dicted input values made when no forecast errors occurred. 
After all runs of RRPM were completed, a regression 
analysis was used to evaluate the sensitivity of the model 
to variations in the input values.^ The difference between 
RRPM outputs (department expenditures, cost per credit and 
cost per student) given "simulated” input values and pre¬ 
dicted input values formed a new variable which was used as 
the dependent variable in the regression model. The values 
of the independent variables when the forecast error was 
observed were expressed as average percent deviations 
^This approach to sensitivity analysis was based on a de¬ 
sign developed by Cyert and March. 
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between simulated and predicted inputs for each variable 
under investigation. The coefficients of the regression 
equation were used to identify the critical variables and 
interpreted as the amount by which each independent vari¬ 
able influenced the three outputs studied (a) department 
expenditures, (b) cost per credit, and (c) cost per program. 
The research design has been summarized in Chart 3.1 
which is a flow chart showing a six-step design represent¬ 
ing the following; 
(1) selection of output (dependent) variable to be 
studied, 
(2) selection of input (independent) variables to 
be manipulated, 
(3) acquisition of predicted data for inputs to 
RRPM, 
(4) generation of simulated data for input to RRPM, 
(5) running of RRPM with predicted and simulated 
data, 
(6) analysis of sensitivity of RRPM output using 
regression analysis. 
A more detailed discussion of the research design fol¬ 
lows with a description of the procedure used and an explan¬ 
ation of assumptions made in constructing the sensitivity 
analysis. 
3.2 Selection of Output Variables 
In choosing the dependent variables to be studied, two 
RRPM output reports were considered: 
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(1) Organizational Budget Reports 
(2) Program Budget Reports 
The Organizational Budget Reports (Table 2.1) contains the 
amount of resources needed by a department based on student' 
% 
demand for coiirses and the department's operating parameters 
(average class size, teaching loads, and salaries). The 
Program Budget Report (Table 2.2) contains the total and 
average cost per program (major) at each level of instruc¬ 
tion (lower, ijpper and graduate division). 
3*21 Program Budget Report. The average cost per 
major was selected as one output variable to be analyzed 
because the research focus was on the effect of forecast 
error on the allocation of resources within an institution. 
Although the average cost per major did not represent a 
direct allocation of resources to a department receiving 
funds, the information provided by this measure co\ild assist 
campus administrators in the resource allocation process. 
In addition, the average cost per major indicated the re- 
I 
lative cost of each major using the resources of the insti¬ 
tution and impact that additional majors could have on the 
institution’s resources. According to Clark, et al. (1973) 
the annual cost per major was the "most meaningful figure 
for display to state funding agencies, and those respon¬ 
sible for allocating funds to educational enterprise should 
be concerned with the cost of educating students in various 
fields of study...w Therefore, it was important to know 
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v^ether errors in estimating input variables had a material 
impact on the average cost per major. The total cost per 
major, the other outputs of the Program Budget Report, was 
not evaluated in this study because this measure was thought 
to provide less information for aiding in the resource allo¬ 
cation process. The total cost did not provide a common 
ground for comparison: that is, majors with larger enroll¬ 
ments cost more in total than majors with fewer enroll¬ 
ments . 
3.22 Organizational Budget Report. Since the re¬ 
sources of an institution have traditionally been allocated 
to colleges and departments, the Organizational Budget Re¬ 
port with resources allocated to each department was also 
an important report to analyze. Within the make-up of the 
Organizational Budget Report are several output variables: 
(1) number of faculty per department 
(2) faculty salary budget per department 
(3) total salaries paid to all department employees 
(4) total departmental expenditures 
(5) cost per credit at each level of instruction 
Since the purpose of this study was to observe the im¬ 
pact of all input variables that have a direct effect on a 
department’s resources, total departmental expenditures was 
selected as a dependent variable. The total departmental 
expenditures was the only variable from the first four 
listed above that incorporated the impact of all the input 
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variables to be studied. This variable encompasses the 
total number of faculty and staff, the total salaries paid 
to faculty and staff and all operating expenses incurred 
within a department. The first three output measures were 
not included in the sensitivity analysis because it was as¬ 
sumed that the impact of forecasting error on these output 
measures was similar, although of smaller magnitude, to the 
impact forecast errors have on the total departmental ex¬ 
penditures. Thus, nothing could be gained by conducting ad¬ 
ditional computer rims on the variables representing faculty 
positions, faculty salary or total department salaries. 
However, the fifth measure, cost per credit, was con¬ 
sidered a source of additional information useful to uni¬ 
versity decision-making. For example, many institutions 
charge tuition on a per credit basis. In some instances the 
tuition charge is directly related to the cost per credit 
figure. In addition, some institutions have considered 
charging a sliding tuition rate based on the cost per credit 
at each level of instruction (lower, upper and graduate divi¬ 
sion). The sensitivity of the cost per credit measure can 
provide some insights to potential impact on tuition rates. 
Thus the difference between cost per credit at each level of 
instruction using ’’simulated” input values and predicted 
input values was also chosen as a dependent variable. 
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3.3 Selection of Independent Variables 
In order to observe the sensitivity of RRPM^s output, 
several input variables (independent variables) were mani- 
pifLated so they exhibited varying levels and combinations of 
forecast error during a run. In choosing the independent 
variables for the simulation experiment, all input variables 
which had a direct relationship on the total dollar allo¬ 
cation to a department and also influenced the cost per 
major and cost per credit were selected. They include: 
(1) student enrollment 
(2) student course preferences within a department 
(ICLM) 
(3) average class size by level within a department 
(4) average departmental teaching loads by level 
(5) average faculty salaries by rank within a de¬ 
partment 
(6) staff to faculty ratios for a department 
(7) average departmental staff salaries 
(8) operating expense ratios within a department. 
The independent variables were actually summary vari- 
ables. That is, each independent variable was made up of a 
set of underlying variables that were averaged together to 
form the independent variable. For example, the independent 
variable, average faculty salaries was composed of five 
variables: full professor salaries, associate professor 
salaries, assistant professor salaries, instructor salaries 
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and lecturer salaries. Two reasons for using summary vari¬ 
ables were (l) from a technical standpoint there would be 
too many variables within the regression model to make the 
analysis practical, and (2) administrators were concerned 
with identifying significant changes in outputs. For 
example, whether average faculty salaries was a more sensi- • 
tive variable than average class size was more significant 
than whether full professor salary was more sensitive than 
the associate professor salary. Hence, the decision to use 
summary variables was made. 
3.51 Exclusion of variables. The RRPM variables not 
selected as independent variables in the sensitivity analy¬ 
sis were the non-instruetional variables. These variables 
included such items as central purchasing, central adminis¬ 
tration, plant and maintenance, library and scores of other 
items. These expenditures were not allocated in the budget¬ 
ing process to instructional departments, rather they were 
viewed as cost centers and the resources were allocated 
directly to these units. Since the values for the non- 
instructional variables were usually entered as lump-sum 
values into RRPM and had no influence on the resources allo¬ 
cated to an academic department (as modeled in RRPM) these 
variables were excluded from the sensitivity analysis. 
3.4 Source of Predicted Data 
Once the independent and dependent variables were 
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selected the next problem area was data acquisition. Data 
was available from the University of Rhode Island; however 
the number of departments and majors was large and did not 
appear to be easily modified. An even more important con¬ 
sideration was the opinion of the Director of the Data Pro¬ 
cessing Center who believed that the data base from which 
the input values were to be developed was not accurate. For 
this reason an alternative source of data was considered: a 
hypothetical data base that was representative of institutions 
of higher education. 
Initially, data adapted from Micro-U II (1970) was used 
as input to RRPM. Micro-U II, a hypothetical institution 
consisting of a body of data concerning students, faculty, 
staff and curriculum was designed to include ’’many of the 
features of organizational units and management problems com¬ 
mon to all colleges and universities.” 
Micro-U II has fourteen academic departments offering 
eleven academic degree programs. In addition, the institu- • 
tion consists of a library, physical plant, extension divi¬ 
sion, office of institutional research and a central adminis¬ 
tration. Figure 3.1 represents an organizational chart for 
the institution. 
The academic departments within Micro-U II were de¬ 
scribed in more detail than any of the other components of 
the institution. Faculty ranks were divided into full pro¬ 
fessor, associate professor, assistant professor, instructor. 
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and lecturer. There were also three instructional levels 
(lower division, upper division and graduate division). 
Salary levels, travel expenses, office supplies and equip¬ 
ment were budgeted in each department. 
The initial input values, which represent the projected 
input values for the variables can be found in Appendix C. 
These data values were assumed to represent adminis¬ 
trative forecasts of enrollment, faculty workloads, average 
facility salaries and other variables necessary for running 
RRPM. 
3.5 Rationale for Randomly Assigning Forecast Error 
to Input Values 
Once data representing administrator's predictions of 
the input variables was available, a procedure to develop 
the deviations from the predicted input values was the next 
step. A Monte Carlo simulation approach was used. A Monte 
Carlo process has been defined as a ’’method of generating 
synthetic data which is similar to the actual physical pro¬ 
cess. This abstraction of the actual process is accom- 
• plished by sampling the probability distribution represent- 
I 
ing the actual physical process” (Siemens, ^.al., 1973). 
The rationale for using an approach which randomly 
assigned forecast error to input values was based on work 
in the area of random balance experimentation. Satterth- 
waite (1959) defined a pure random balance design as one 
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where the ’'domain of all possible combinations of input 
variables pertinent to the investigation are defined and 
then an appropriate random sample from this multi-variable 
population of combinations is taken.” Satterthwaite also 
listed two characteristics of pure random balance experimen¬ 
tation that were met in this study: 
(1) the values of each input were selected by an 
appropriate random process (uniform, normal, 
binomial or any other appropriate distribution) 
(2) the random selection process used for a speci¬ 
fic input variable was completely independent 
of specific values selected from all other 
input variables. 
This method of randomly assigning the forecast error 
to input variables^ was selected because it: 
(1) was an efficient method of generating and col¬ 
lecting data 
(2) permitted a variety of deviations (positive, 
negative, and of different magnitudes) to be 
created 
(3) allowed sensitivity analysis with a reasonable 
' number of computer runs. 
Presetting the number and magnitude of the levels of 
forecast error was an alternative to randomizing the assign¬ 
ment of forecast error. Through this method several levels 
^Kempthorne (1959) questioned the practice of randomizing the 
assignment of treatment combinations to experimental units 
where there has been interaction of treatment combinations 
and experimental units. This criticism was not a problem in 
this study as the correlation matrix for the regression runs 
indicated low intercorrelation between independent variables. 
70 
of forecast error would have been preset: for example, .3, 
.15, 0, -.15, -•3 might have been selected as five levels of 
forecast error. Each level would have been assigned to each 
input variable (eight in total) so that all combinations of 
error would have been examined. This method was rejected, 
however, because: 
(1) the number of levels needed to test the sensi¬ 
tivity of the model was unknown ' 
(2) the number of experiments required for the 
sensitivity analysis was considerably larger 
than under the randomizing approach 
(3) the random assignment approach was more repre¬ 
sentative of the process of forecast error 
occurrence in the university environment. 
3.51 Generation of simulated input values usin^ a 
Monte Carlo Process. In this approach the predicted input 
values from Micro-U II data were used as a starting point 
to derive simulated input values. The predicted values 
were converted to deviations from predicted values through 
the use of a random forecast error that represented percent 
deviations from the predicted input values. This random 
forecast error was drawn from a uniform distribution (also 
normal distribution) with a range of + .25. For each pre¬ 
dicted input value a percent deviation (forecast error) was 
sampled and used to convert the simulated input values. A 
discussion of the assumptions made in generating the devia¬ 
tions will be discussed in Section 3.53. 
The following set of equations was used to develop the 
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deviations from predicted values: 
(3.1) AENRij ENRij (1 + eij) 
(3.2) ACSkf CSkf (1 ± ®ke) 
(3.3) AFCSAL^n FCSAL^n (l i 
(3.4) ASTSALk STFACj^ (1 ± e^) 
(3.5) ASUPPj^ SUPPk (1 ± ek) 
(3.6) ^^kf (1 i ) 
(3.7), AOPEXj^ OPEXj^ (1 + ejj) 
(3.8) (1 + 
Ti^here: 
ENR is predicted enrollment in the major at 
student level j. 
AENR is the simulated deviation from predicted en¬ 
rollment in the i'^^ major at student level j. 
CS is predicted class size for the department 
at level of instruction t. 
is the simulated deviation from the predicted 
class size for the department at level of 
instmction I. 
is the predicted teaching load for the k"^^ 
department at level of instruction f. 
is the simulated deviation from the predicted 
teaching load for the k^^ department at level 
of instruction f. 
FCSAL is predicted average faculty salary for the k"^^ 
department at faculty rank n. 
AFCSAL is the simulated deviation from the average 
faculty salary for the k’t^ department at faculty 
rank n. 
is the predicted average staff salary for the k'^^ 
department. 
ACS 
TL 
ATL 
« 
STFAC 
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ASTSAL is the simulated deviation from the predicted 
average staff salaries for the department. 
STFCR is the predicted staff to faculty ratio for the 
department. 
ASTFCR is the simulated deviation from the predicted 
staff to faculty ratio for the k'ti^ department. 
OPEX is the predicted operating expenses for the 
kth department. 
AOPEX is the simulated deviation from the predicted 
operating expenses for the k'^^ department. 
ICLM is the predicted number of student credit hours 
taken by a student in the i"^^ major in the j*^^ 
academic level from the k"^^ department at 
academic level j. 
AICLM is the simulated deviation from the predicted 
number of student credit hours taken by a 
student in the i^^ major in the j"^^ academic 
level from the k'^^ department at academic 
level j. 
e is a random variable drawn from a uniform dis¬ 
tribution that represents the percent devia¬ 
tion from the predicted input value. 
Subscripts 
i 
a 
k 
i 
n 
1,2,3....11 
1,2,3 
1,2.14 
1,2,3 
1,2,3,4,5 
student majors 
student class levels 
department 
levels of instruction 
faculty ranks 
3.32 Combinations of forecast error. In order to em¬ 
phasize the impact of each independent variable on the RRPM 
output 256^ runs of RRPM were made. Within one run each of 
the eight independent variables exhibited the presence or 
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absence of forecast error. If a variable exhibited "no 
forecast error" for a particular run the simulated input 
values for that variable were set equal to the predicted 
values. If a variable exhibited "forecast error" then a ran¬ 
dom number was drawn from a uniform distribution with a 
range of + .25» This number represented the percent devia¬ 
tion of the simulated input value from the predicted input 
value. 
To illustrate how this process worked assume an institu¬ 
tion has predicted its enrollment for the next academic year 
as shown in Table 3.2 (Columns 1, 2 and 3). The simulated 
deviations from the predicted data (Columns 7, 8 and 9) were 
determined by drawing random numbers from the uniform dis¬ 
tribution, f(e)* Suppose the first number drawn from f(e) 
was -10 percent, this number represented a negative 10 per¬ 
cent error from the forecasted enrollment for lower divi¬ 
sion history majors. Using equation 3.1, the predicted en¬ 
rollment (ENRii) in history lower division (74) was trans¬ 
formed to a simulated enrollment of lower division history 
majors. This value, AENRn, was equal to 67; 
[67 = [74 - (.lx 74)]. 
^Eight independent variables and 2 levels (forecast and no 
forecast error) existed. This represented 2^ or 256 arrange¬ 
ments. One of the 256 arrangements consisted of no forecast 
error in all eight variables. In this case all simulated 
values equaled the predicted values and provided no informa¬ 
tion as to sensitivity of the dependent variables. The out¬ 
puts from this run were used as the basis for comparison 
against the outputs of the other 255 runs. 
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This process continued until all the simulated enrollment 
values for AENR were determined. This resulted in the se¬ 
lection of 33 random nuimbers and 33 calculations as illus¬ 
trated in Table 3.2 (Coliomns 7, 8 and 9). 
If this process was part of a run where the enrollment 
values were the only values that underwent a deviation 
(that is, exhibited forecast error) from predicted values, 
then all other variables had "no forecast error" in this 
run. Thus, the simulated input values for all other vari¬ 
ables were the same as the predicted values. In another 
run, however, all 8 variables exhibited "forecast error" 
resulting in deviations from the predicted input values for 
every input value in all eight variables entered into RRPM. 
Each of the 255 runs of RUPM resulted in a different 
set of simulated input values based on a change in the ar¬ 
rangements of "forecast error" or "no forecast error" in 
each variable. The 256th run of RPIPM represented the 
arrangement where there was no forecast error in any vari¬ 
able. In this combination all the predictions made were 
perfect; no deviations occurred. Thus the results of this 
run served as a basis for comparison against all other out¬ 
puts from RRPM. 
3.53 Underlying assumptions. This section examines 
the rationale for using (l) the uniform distribution, (2) 
positive and negative deviations, and (3) a range of 
+ .25 in developing simulated inputs. 
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3•531 Uniform distribution. In performing the 
transformation from predicted to ’’simulated" input values, 
the random forecast error was sampled from the uniform dis— 
• tribution. Why a uniform distribution? First, no research 
exists that was known to this researcher regarding the pat¬ 
tern of forecast error made by administrators. In light of 
this, the uniform distribution which gave each error an 
equal chance of being sampled was considered a reasonable 
assumption. 
3•532. Positive and negative deviations. When 
sampling from the uniform distribution, the forecast error 
was permitted to deviate in both negative and positive 
directions to reflect the fact that some input values were 
overestimated and other values were underestimated. Since 
a sufficient base of information was not available to de¬ 
termine whether a greater frequency of overestimating or 
underestimating would occur, this researcher assumed that 
there was an equal chance of the actual value occurring 
above or below the predicted value. 
3.333 Range of deviation. The range of deviation 
between predicted and actual input values was set at + .25 
for each variable. Intuitively one might believe there is 
greater likelihood of making prediction error in a variable 
such as enrollment compared to average faculty salaries. 
However, the information to make such an assessment was not 
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available. In addition, the fact that the range^ of devia¬ 
tions were all equal caused no distortion in the sensitivity 
analysis because the deviations were used by the regression 
analysis to measure how RRPM output was changed for each one 
percent error in the input. 
3.6 Sensitivity Analysis Using Multiple Regression 
The last step in the research design was the sensitivity 
analysis. Recall that the experiment was designed to analyze 
the impact forecast errors of the input variables have on 
the outputs of RRPM. The sensitivity of RRPM outputs was 
analyzed through the use of multiple regression analysis. 
The use of regression to analyze sensitivity was adapted 
from work that Cyert and March (1963) conducted on their 
model of a firm. A regression analysis was used because the 
technique shows the relationship between variables, that 
is, the average amount of change in one variable associated 
with a unit change in the value of another. The step-wise 
multiple regression procedure was employed. 
The first dependent variable of the three evaluated was 
total departmental expenditures. In each of the 255 rims of 
50ne could not be certain in advance that the linear re¬ 
gression model was appropriate. There were several assump¬ 
tions such as linearity of regression model, normality of 
error terms, independence of error term and omission of in¬ 
dependent variables that may not be appropriate for the data 
collected. Statistical tests that examine for the presence 
of these conditions were made and are reported in Chapter IV. 
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RRPM, the total departmental expenditures for each of the 
fourteen departments in the institution was subtracted from 
that department’s control budget, that is, the budget in 
which the department’s forecasted input values equaled the 
department’s simiolated input values. This difference in 
budgets became the dependent variable and was regressed 
against the mean percent deviations from the forecasted input 
(enrollment, course preferences, salaries, and so on). 
The following regression model was fitted: 
Yk=ao+SLiXi+a2X}c2+a3X}5;3+a4X^4+a5Xii5+a6X]j5+a7Xj5:7+aaXit3 
where 
/\ 
Yjj is the difference between total department expendi¬ 
tures using predicted inputs and total department 
leviations in input 
X3_ is the mean percent deviation in estimating enroll¬ 
ments for all majors and all student levels. 
is the average of the percent deviations in the 
course preference matrix (ICIa'l) from predicted 
preferences in the department. 
Xk3 is the average of the percent deviation of the 
average class size from the predicted class size 
in the k"^^ departm ent. 
Xk4 is the average of the percent deviations in the 
average teaching load from the predicted teaching 
load in the k"^ department. 
Xjj3 is the average percent deviation in average fac¬ 
ulty salaries from the predicted faculty salaries 
in the k"^^ department. 
Xk6 is the average percent deviation in the staff salary 
variable from predicted staff salaries in the k'th 
department. 
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is the average percent deviation in the faculty- 
staff ratio from predicted faculty-staff ratio in 
the department. 
Xy^Q is the average percent deviation in the operating 
expense ratio from the predicted operating expense 
ratio in the k^^ department. 
A similar regression equation was developed to test the 
sensitivity of the average departmental cost per credit at 
each level of instruction. In each of the 255 runs of RRPM 
(based on forecast input errors) the average departmental 
cost per credit at each level of instruction for each of the 
14 departments was subtracted from the average cost per 
credit by level based on predicted inputs. 
The following regression model was fitted: 
A 
Zkl=ao+aiXl+a2Xia2+a3Xkl3+a4Xki4+a5Xki5+a6Xk6+a7Xk7+a8Xk8 
where 
k is the department subscript 
is the level of instruction (lower, upper, graduate) 
A 
Zki is the difference between the average cost per 
credit at the level of instruction using pre¬ 
dicted inputs and the average cost per credit at 
the level of instruction using forecast error 
in input values for the k'td department. 
All the other variables were the same as defined in the pre¬ 
vious regression model. 
The third dependent variable cost per major was also 
evaluated using a regression model. The following re¬ 
gression model was fitted: 
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where 
i is the subscript for the major 
j is the subscript for the student*s grade level 
A 
Pj_j is the difference between the average cost per 
major at the j"^^ student level using predicted 
inputs and the average cost per major at the j'^^ 
student level given forecast errors in input 
values for i'th major. 
3.61 Interpretation of the regression equation,^ The 
coefficients of the regression equation indicated the amount 
by which each independent variable influenced the three out¬ 
puts studied: (a) departmental expenditures, (b) cost per 
credit, and (c) cost per program. 
The equations were examined in terms of 
(1) overall relationship betv;een dependent and 
and independent variables 
(2) sign of the regression coefficients 
(3) explanatory power of the independent variables 
(4) predictive interpretation of the regression 
equation. 
3*62 Regression assumption clarified. A major charac¬ 
teristic of regression is that in a population of observa¬ 
tions associated with the sampling process, there is a 
^According to Satterthwaite statements made regarding 
multiple regression hold for analysis of random design 
data. The calculation routine and the interpretation were 
in no way different than they would be for any other data. 
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probability distribution of Y for each level of X. It was 
essential that this characteristic was not missing in the 
design described above. 
First it should be noted that the values used as inde¬ 
pendent variables in the regression equation represented an 
average of percent deviations rather than a single value. 
An illustration may help clarify this point. Assume the 
only variable to exhibit forecast error was the average class 
size for each department. Within each department this 
variable represented three average class sizes: one for 
lower division, another for upper division and a third for 
the graduate division. In the process of obtaining the de¬ 
viations from the predicted class size at each level of 
instruction, three random numbers were drawn and used to 
adjust lower division, upper division, and graduate divi¬ 
sion predicted class size. For example, the random numbers 
might be 8, 3 and 7 percent, respectively (average 6 per¬ 
cent deviation). These random numbers served as the per¬ 
cent deviations from the forecasted class sizes. The devi¬ 
ations from the predicted class size were derived using 
eqxiation 3-1 and entered along with all other input values 
to the RRPM model. The output from RRPM resulted in a Y 
(difference in departmental expenditures) that was used in the 
regression run. 
If a second sample was taken for this situation, that 
is, where the only variable to exhibit forecast error was 
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average class size, the error might again average 6 percent. 
However, this 6 percent might have resulted from deviations 
of 2 percent, 6 percent, and 10 percent. These deviations 
were used to generate average class size, then were entered 
into RRPM to determine department budgets. The dependent 
variable of the second sample might have a different value 
than the first sample. 
In terms of the data matrix for the regression run, 
the individual values of 8 percent, 3 percent, and 7 percent 
(first example) were not entered. Instead, the average of 
the three variables, 6 percent, was entered into the data 
matrix and used in the regression analysis. Thus the iden¬ 
tical values for X generated different values for Y. 
3.7 Summary 
This chapter described the research methodology by 
which the sensitivity of the RRPM output variables (l) total 
department expenditures, (2) cost per student, and (3) cost 
per credit were evaluated. Multiple regression analysis 
was used to generate a set of parameters which measured the 
sensitivity of each of the eight independent variables on 
the three dependent variables. In order to generate input 
for the sensitivity analysis, test data from Micro-U II 
was assumed to represent administrator's predictions of 
inputs to RRPM. A Monte Carlo process was developed to 
create deviations from the administrator's predictions of 
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. input values. The values for predictions and deviations 
from predictions were entered separately to RRPM and the 
results formed the output variables used in the regression 
analysis. 
Based on the literature related to simulation models 
in higher education, one expects that the ICLM variable 
has a significant impact on the output of RRPM. Is the 
expectation substantiated by this study? Do other variables 
have as important an impact on the RRPM output? These 
questions are reported in the next chapter which discusses 
the results of this research effort. 
I 
CHAPTER IV 
RESULTS 
This chapter reviews the impact that input forecast 
errors have on three RRPM outputs: (l) departmental expendi¬ 
tures, (2) cost per credit, and (3) cost per program. These 
outputs were functions of input variables such as enroll¬ 
ment, ICLM, average class size, average faculty salaries, 
and other variables. The values of the input variables were 
systematically changed to simulate errors due to poor fore¬ 
casts. These simulated inputs were entered into the RRPM 
model to generate the three outputs of the model. Outputs 
based on inputs when no forecast errors occurred were also 
generated. These outputs served as a basis for comparison 
against outputs from other runs of RRPM. 
The sensitivity of the RRPM model to input errors was 
expressed in the form of a linear statistical model. In 
this regression model, the independent variables were: 
(1) enrollment, (2) ICLM, (3) average class size, (4) 
average teaching load, (5) average faculty salaries, (6) 
average staff salaries, (7) staff-faculty ratios, and (8) 
operating expenses. Three separate relationships were de¬ 
veloped for the specific outputs. These relationships were 
generated for all of the departments in the hypothetical 
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institution using Micro-U II data. Different probability- 
distributions for errors were also examined. 
The following elements were fundamental components in 
the presentation of the results. 
(1) Overall relationship between dependent and inde¬ 
pendent variables. The degree of association between the 
dependent and independent variables is measured by the co¬ 
efficient of determination (R^) and other common indica¬ 
tors of the ’’goodness of fit.” 
(2) Sign of the regression coefficient. The sign of 
the regression coefficient indicates the direction of the 
relationship between variables within the model. Thus, the 
sign provides evidence regarding the hypothesized direction 
of the relationship between dependent and independent vari¬ 
ables. Such interpretation may be made when the multi¬ 
colinearity and bias are not severe. 
(3) Explanatory power of the independent variables. 
The regression coefficients indicate the change in the de¬ 
pendent variable that result from a unit change in the inde 
pendent variables. Thus, they can be used to measure the 
relative impact that each independent variable has on the 
dependent variable. 
(4) Predictive interpretation of the regression equ- 
tion. The technique of regression analysis describes how 
one variable is related to another. To provide an equa¬ 
tion where the known value of one or more variables may be 
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used to estimate the unknown value of the remaining vari¬ 
able. In this study, regression equations were used to 
predict the amount of error on each of three dependent 
variables that occurred as a result of forecast errors in 
the independent variables. 
4.1 Analysis of Impact on Department Expenditures 
When considering department expenditures as the de¬ 
pendent variable in this study, fourteen regression equa¬ 
tions were developed, one for each department in Micro-U II. 
The coefficients for each independent variable represented 
the deviation in department expenditures that resulted from 
a one percent error in a particular independent variable. 
The regression analysis was conducted and the results are 
shown in Table 4.1. 
4.11 Degree of association between dependent and 
independent variables. The results of the regression analy¬ 
sis indicated that the variables exhibited a high degree 
of association and explained a large amount of the varia¬ 
tion in the dependent variable (department expenditures). 
This association was demonstrated by the high r2 found in 
all fourteen departments as shown in Table 4.1. The 
was above .85 in each case with a high of .97 in the 
History department. As a group, ten of fourteen depart¬ 
mental equations had an R^ above .87. 
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4.12 Sign of the regression coefficient. Equations 
described in Section 2.4 suggested that if overestimation 
occurred in the following six variables: (l) enrollment, 
(2) ICLM, (3) average facility salaries, (4) average staff 
salaries, (5) faculty-staff ratios, and (6) operating ex¬ 
penses, then an overestimation of department expenditures 
would also occur. On the other hand, if an overestimation 
occurred in the variable average class size or average 
teaching load, an underestimation in deparment expenditures 
would result. For example, a campus planner may overesti¬ 
mate an input value such as enrollment. In this case, if 
the enrollment is less than expected, then fewer resources 
than planned would be needed. However, if average class 
sizes are overestimated when the actual class sizes are 
smaller than predicted, the resources needed would be 
greater (underestimated) than had been expected. 
The signs of the regression coefficients for the eight 
independent variables as shov/n in Table 4.1 indicated the 
direction of the slope. Six variables (l) enrollment, (2) 
ICLM, (3) average faculty salaries, (4) average staff sala¬ 
ries, (5) faculty-staff ratio, and (6) operating expenses 
had a positive relationship with department expenditures (in 
all fourteen equations). A negative slope occurred in the 
two variables, average class size and average teaching 
load, indicating a negative relationship with department 
expenditures. 
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4.13 Explanatory power of the inde-pendent variable. 
The coefficients in Table 4.1 can also be viewed in terms 
of the explanatory power that each independent variable had 
on a department's expenditures. That is, the slope coeffi¬ 
cient indicated the degree of change in the dependent vari¬ 
able for each unit change (measured in percentage) in the 
independent variable. For example, the regression equa¬ 
tion for the History department indicated that for each one 
percent error in estimating enrollment there is a $1546^ 
error in predicting expenditures. A one percent error in 
estimating average class size resulted in a deviation from 
predicted needs of the History department by $1429* A 
$1339 deviation occurred when a one percent error in esti¬ 
mating the average faculty salaries occurred and a $1518 
deviation occurred with a one percent forecast error in es¬ 
timating the teaching load in the History department. 
The regression equation for the Accounting department 
was interpreted in a similar manner. That is, a one per¬ 
cent error in estimating the enrollment resulted in a $558 
error in predicting department expenditures. A one percent 
error in predicting average class size in the Accounting 
2 
In early runs of the regression model the dependent 
variable used was the predicted expenditures - ’'simulated" 
expenditures. Later runs of the regression model defined 
the dependent variable as (predicted expenditures - "simu¬ 
lated" expend!tures-^predicted expenditures). In this 
form the dependent variable was expressed as the percent 
impact on the dependent variable. 
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department resulted in a $556 error from what was predicted. 
A $70 error occurred when a one percent error in average 
staff salaries was made, and a $9 error occurred with a one 
percent error in estimating the operating expenses. The 
regression coefficients for the other twelve departments 
shown in Table 4.1 may be interpreted in a similar manner. 
Clearly, there was a large interdepartmental variance 
among the coefficients for any indepehdent variable. For 
instance, the enrollment variable had a high coefficient of 
1971 in the Secondary Education department and a low coe- 
efficient of 558 in the Accounting department. This large 
difference was not surprising in light of the differences 
in department expenditures as shown in Table 4.2. The ex¬ 
penditures ranged from $78,000 in the Accounting depart¬ 
ment to $255,000 in the English department. The average 
department expenditures was $144,000 with approximately a 
third of the departments spending about $85,000, another 
third spending about $135,000 and a final third spending 
approximately $230,000. 
Coefficients in departments with large expenditures 
had larger slope coeffients than departments with small 
expenditures. The differences in slope coefficients were 
a result of equal percent errors occurring in departments 
of different sizes which caused differing deviations in 
expenditures. For this reason, the wide differences in 
regression coefficients found in Table 4.1 could be 
TABLE 4.2 
DEPARTMENT EXPENDITURES 
Department Expenditures 
English 
Secondary Education 
Elementary Education 
History 
$255,000 
241,000 
227,000 
204,000 
Economics 
Zoology 
Chemistry 
Botany 
Math 
144,000 
142,000 
135,000 
123,000 
121,000 
Physics 
Physical Education 
Marketing 
Biology 
Accounting 
101,000 
85,000 
82,000 
82,000 
78,000 
93 
misleading and were not interpreted further. Instead, an 
attempt was made to remove the distortion that existed in 
Table 4.1 by changing the definition of the dependent vari¬ 
able. The definition of the dependent variable became: 
predicted 
department 
expenditures 
instead of: 
predicted 
department 
expenditures 
simulated 
department f 
expenditures 
predicted 
department 
expenditures 
simulated 
department 
expenditures 
To obtain the results presented in Table 4.3 another 
run of the computer program was made. Again', fourteen equa¬ 
tions were generated, one for each department. The results 
p 
were similar to those shown in Table 4.1. That is, the R 
were all above .85 and the signs of the coefficients indi¬ 
cated the same six variables had a positive relationship 
with department expenditures and the same two variables had 
a negative relationship. 
On the other hand, the regression coefficients of 
Table 4.3 differed from the coefficients in Table 4.1 in 
that they represented percent deviations in departmental 
expenditures as a result of a unit change (one percent) in 
the independent variable. The equation for’ the History de¬ 
partment, for example, indicated that a one percent error 
in forecasting enrollment resulted in a .75 percent error 
in the predicted expenditures. A one percent error in 
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forecasting average faculty salaries resulted in a .66 per¬ 
cent deviation from the predicted expenditures and an error 
of one percent in estimating teaching loads resulted in a 
•74 percent deviation from predicted expenditures. In the 
Accounting department, deviation from predicted expendi¬ 
tures of .71, .6, and .54 percent occurred as a resLilt of 
one percent errors in estimating enrollment, average fac¬ 
ulty salaries, and average teaching loads, respectively. 
4.151 Comparison of runs using the normal and 
uniform distributions. The results shown in Table 4.1 and 
Table 4.5 were based on inputs developed by sampling from 
the uniform distribution. Another run of the computer 
model was made using inputs developed by sampling from the 
normal distribution. The purpose of this run was to com¬ 
pare the sensitivity of departmental expenditures to fore¬ 
cast errors derived from this alternative distribution. 
Regression coefficients derived from using the normal 
distribution, along with the coefficients derived from 
using the uniform distribution, are presented in Table 4.4. 
An examination of the coefficients (generated from the two 
distributions) indicated that the differences between the 
corresponding coefficients was less than .1 percent in 85 
percent of the cases. Based on these results, this re¬ 
searcher concluded that the model’s outputs were not sen¬ 
sitive to the distribution employed in generating input 
values. The uniform distribution, therefore, was used in 
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all futixre runs because of the computational time saved by¬ 
using this distribution. 
4.152 Relative impact of independent variables on 
department expenditures. This section examines which vari¬ 
ables had the greatest and smallest impact on department 
expenditures. A ranking of the eight independent variables 
showed that the coefficients of five variables: (l) en¬ 
rollment, (2) ICLM, (5) average faculty salaries, (4) 
average class size, and (5) average teaching load were nearly 
equal. These coefficients were so close in value that to 
place one ahead of the other would convey the impression 
that one variable had a greater impact than another on de¬ 
partment expenditures, when in fact this conclusion coiiLd 
not be reached from the data as shown in Table 4.3. To 
test the null hypothesis that the coefficients were all 
equal, that is, 
®11 = ®12 = • • • ®nl = ®n2 = • • • ®run 
an analysis of variance was conducted. The calculated 
value, F = 1.09 did not exceed the critical value F,o5 = 
48.63. The null hypothesis was accepted and therefore the co¬ 
efficients were treated as being equal. 
However, the data in Table 4.3 was divided into two 
groups. One group consisted of the five variables listed 
above which had a significant impact^ on departmental 
^Significant impact was determined through a series of 
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expenditures. The second group consisted of (l) average 
staff salaries, (2) faculty-staff ratios, and (3) operat¬ 
ing expenses which had a non-significant impact on depart¬ 
mental expenditures. 
4.133 Prior research on the significant variables. 
Previous research studies have focused on the ICLM as the 
only variable of interest when sensitivity analyses were 
conducted on simulation models of higher education. The 
results of Table 4.1 and 4.3 indicated that at least five 
variables were highly sensitive and should be of concern to 
♦ 
bpth the researcher and user of simulation models in higher 
education. These five variables included (l) enrollment, 
(2) ICLM, (3) average class size, (4) average teaching load, 
and (5) average faculty salaries. 
A review of some previous research regarding the sen¬ 
sitivity of the RRPM model appears below. 
Comments by Schroeder (1973), Hopkins (1972), and 
Hoenack (1974) reflected concern over the use of models, 
such as RRPM, because they believed the values for the 
ICLM variable were unstable. The resiilts of these models 
were suspect because predicted outputs would be consider¬ 
ably different from actual outputs. 
Breneman (1969), Jewett and others (1970), and Hill 
and Judd (1973) also concentrated on the ICLM matrix. 
discussions with Dr. James Archer, fonner Academic Vice- 
President at the University of Rhode Island. Significant im¬ 
pact was established as any regression coefficient above .5* 
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Breneman studied the implications of using two linear work¬ 
load models (a major component of this type of model is 
the ICLM) for forecasting demand for faculty. The two 
models differed in the level of aggregation within the ICLM. 
One version collected data for the ICLM at the ’’subject 
matter group”—a collection of similar disciplines such as 
physics, chemistry, biology, and geology. The other model 
presented a disaggregated ICLM—at the department level. A 
commonly held belief of many practitioners in the field of 
educational administration is that the more detailed the 
level of aggregation the less stable are the input coeffi¬ 
cients of the ICLM. Breneman’s finding did not substan¬ 
tiate this belief. Breneman concluded that workload models 
disaggregated to the department level were as stable as 
models designed for ’’subject matter groups.” 
Hill and Judd (1973) investigated the stability of the 
ICLM at the University of Toledo over a three-year period. 
These researchers also examined student enrollment in spe¬ 
cific courses (a variation of the ICLM) in terms of dif¬ 
ferent levels of aggregation such as (l) colleges, (2) 
majors, (3) majors by class standing. Their results dif¬ 
fer from those of Breneman in that they found large vari¬ 
ations in the data at the different levels of aggrega¬ 
tion and concluded that more detailed levels of disaggre¬ 
gation did not provide better information. 
Both Breneman and Hill and Judd failed to link these 
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variations in the ICLM data to resource allocations although 
they speculated on the implications of their findings. The 
studies by Jewett and others (1970) and Williams (1974), 
however, did relate the variations of the ICLM to facility 
resources. 
The study by Jewett and others (1970) concentrated on 
variations between predicted and actual student credit hours 
at the discipline level of aggregation.5 Deviations of 
approximately 8.5 percent between predicted and observed 
student credit hours resulted in approximately 9 percent de¬ 
viation in the allocation of faculty to disciplines. The 
research did not, however, provide a user with any means of 
assessing the impact of errors in student credit hours at 
different magnitudes. In addition, the variables enroll¬ 
ment and ICLM, the two components used to generate student 
credit hours, were not separated. Thus no inferences were 
/ 
made regarding the importance of each variable relative to 
faculty resources. Their study also ignored the influence 
of other variables such as class size and teaching load in 
determining the number of faculty resources needed. 
The study by Williams (1974) was the most comprehensive 
sensitivity analysis to date. This study examined vari¬ 
ables such as enrollment, class size, and teaching load and 
^Student credit hours generated at the discipline level re¬ 
presented an intermediate step in the RRPM process and re¬ 
sulted from multiplication of enrollments and ICLM co¬ 
efficients. 
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their impact on faculty resources. These variables were 
subjected to changes of five percent each. Williams found 
that the changes ’’produced proportional changes in the FTE 
projections.” Further, he concluded that the model (de¬ 
veloped specifically for the study) was ’’stable under re¬ 
latively large parameter changes.” 
4.14 Combined errors in predicting department expendi¬ 
tures. The need to expand the stability issue to variables 
other than the ICLM was reinforced by viewing the regression 
equations of Table 4.3 in terms of their predictive capabili¬ 
ties. 
To illustrate this point, examine the History department 
coefficients presented in Table 4.3* These coefficients 
found in this table resulted in the equation: 
Y=.75x1+.76x2”.7x3-,74x4+.66x5+.OSX5+.05xy+.02x3+.006 
If a one percent error^ in predicting the input values 
of each independent variable was assumed, this would result 
in: 
H
 
II X5 = 1 
H
 
II CM
 
X
 X6 = 1 
X
 
II 1 H
 
Xy = 1 
X4 = -1 X
 
0
0
 II H
 
^Overestimation occurred in enrollment, ICLM, average fac¬ 
ulty salaries, average staff salaries, staff-factulty ratio 
and operating expenses. Underestimation occurred in average 
class size and average teaching load. 
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The value of Y (the deviation from predicted expendi¬ 
tures) was 3.77 percent. 
Table 4.5 presents the results of similar computations 
for all fourteen departments. The deviation from predicted 
department expenditures ranged from 3*33 percent in the 
Marketing department to 4.07 percent in the Secondary Educa- 
tion department. 
Since these predicted deviations were estimates, samp¬ 
ling error was involved in the forecast. Therefore, the 
dependent variable was expressed in terms, of a confidence 
interval. The second column of Table 4.5 expresses the 
range that occurred for a 95 percent confidence interval. 
Thus, the error in predicting departmental expenditures in 
the English department, for example, was between 3.85 and 
4.01 percent with 95 percent confidence. 
These results occurred with prediction errors of only 
one percent. However, recall the experiences at the Uni¬ 
versity of California at Berkeley (described in Chapter I) 
in predicting the values of variables such as enrollment, 
ICLM, and class size. The errors these institutions ex¬ 
perienced were in the area of 10 to 20 percent for many of 
these variables. If one assumed the average error pre¬ 
dicting the input variables was 15 percent, that is, xi=15,, 
X2=15, X3=-15, X4=-15, X5=15, X5=15, xy=15, X3=15, then the 
deviations from predicted department expenditures ranged 
from 50.0 percent to 61.1 percent. 
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TABLE 4.5 
IMPACT OF ERRORS ON DEPARTMENT EXPENDITURES 
Department Percent ■ 
Deviation Interval 
English 3.93 + .08 
Secondary- 
Education 4.07 + .10 
Elementary 
Education . 3.78 + .10 
History 3.77 
o
 • 
+
1
 
Economics 3.96 + .06 
Zoology 3.52 + .08 
Chemistry 3.89 + .10 
Botany 3.54 + .06 
Math 3.79 + .08 
Physics 3.58 + .08 
Physical Education 3.85 + .08 
Biology 3.72 * . 08 
Marketing 3.33 + .08 
Accounting 3.44 + .08 
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Errors of this magnitude raise serious questions re¬ 
garding the utility of RRPM in its "predictive mode.” The 
implications are clear. The usefulness of RRPM as a pre¬ 
dictive device depends on the ability of campus planners 
to improve their predictions of the input values needed to 
run the model. Unfortunately, this is not likely to happen 
for many of the inputs required in RRPM. The administra¬ 
tors of the institution have little if any control over 
many of these variables used in the model. For example, 
administrators may set class minima but they have almost no 
influence over actual class size. Student course prefer¬ 
ence as reflected in the ICLM are becoming more and more ion- 
predictable as curriculums are liberalized and students re¬ 
ceive greater freedom in the selection of their courses. ‘ 
Enrollments may be partially controlled through admissions 
but once a student is in the institution the student is 
free to choose and switch majors with few restrictions. 
In the opinion of this researcher the user of RRPM 
must be alert to the potential misallocation of resources 
that may arise from poor predictions of input values re¬ 
quired by this model. 
4.2 Analysis of Impact on Cost Per Credit 
"When considering cost per credit as an RRPM output, 42 
regression equations were developed, one for each depart¬ 
ment and level in Micro-U II. The parameter estimates 
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represented the deviation in cost per credit that resiiLted 
from a one percent error in a particular independent vari¬ 
able. The regression analysis was conducted and the results 
are presented in Table 4.5. 
4.21 Degree of association between dependent and 
independent variables. The results of the regression analy¬ 
sis indicated that the variables exhibited a high degree of 
association and explained a large amount of the variation in 
the dependent variable. This association was demonstrated 
by the high foimd in all 42 department-levels of Table 
4.6. The was above .88 in each case with a high of .99 
in four department-levels. 
4.22 Sign of the regressional coefficient. The sign 
of the regression coefficients indicated the direction of 
the relationship between the dependent variable, cost per 
credit, and the eight independent variables. Based on the 
data presented in Table 4.6, four variables had a positive 
relationship with cost per credit. These include (l) aver¬ 
age faculty salaries, (2) average staff salaries, (3) 
faculty-staff ratio, and (4) operating expenses. The 
t 
variables enrollment, ICLM, average class size and average 
teaching load had a negative relationship with cost per 
credit. 
The negative relationship of cost per credit with both 
the ICLM and enrollment variables at first appeared sur¬ 
prising, particularly in light of the positive relationship 
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of department expenditures with both enrollment and ICLM 
(Table 4.3)* An analysis of the components of cost per 
credit provided an explanation for this negative relation¬ 
ship. 
The cost per credit was computed using the equation: 
cost per credit = Department Expenditures 
^ Total Student Credit Hours 
All eight independent variables influenced the numera¬ 
tor, department expenditures, as can be seen by reviewing 
equations 2.1 through 2.8 (Chapter II). On the other hand, 
only the ICLM and enrollment variables influenced the de- 
« 
nominator, student credit hours. A forecast error that 
might occur in either the ICLM or enrollment variables would 
affect both the department expenditures and student credit 
hours. However, the impact of forecast errors would be 
greater in the demoninator (student credit hours) than in 
the numerator (department expenditures). Thus a positive 
error in enrollment or ICLM resulted in a reduction of the 
cost per credit. 
4.23 Explanatory power of the independent variable. 
The coefficients of Table 4.6 were viewed in terms of the 
explanatory power that each independent variable had on 
cost per credit. That is, the regression coefficient in¬ 
dicated the degree of change in the cost per credit for 
each unit change in the independent variable. For 
example, the regression coefficients in lower division 
history indicated that for each one percent error in 
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estimating the class size there was a .69 percent error in 
computing the cost per credit. A one percent error in pre- 
I 
dieting the average faculty salaries resulted in a .6 per¬ 
cent error from the predicted cost per credit. In another 
area, lower division English, for instance, there were er¬ 
rors of .26, .279 *62 and .65 percent in cost per credit 
as a result of one percent forecasting errors in enrollment, 
ICLM, average class size, and teaching load, respectively. 
A third area, graduate division of mathematics had errors 
of .14, .14, .72, .72 and .6 in predicting cost per credit 
as a result of one percent error in enrollment,' ICLM, 
class size, teaching load, and faculty salary, respectively. 
A ranking of the eight independent variables as in the 
case of department expenditures, was inappropriate because 
values of many of the coefficients were too close in value 
to rank. However, the coefficients of Table 4.6 were cate¬ 
gorized into four groups. The variables average class size 
and average teaching load had the greatest impact on cost 
per credit. The variable average faculty salaries was 
about .1 percent below the first two variables while both 
the ICLM and enrollment variables were approximately .5 the 
impact of class size and teaching load. Finally, three 
variables, average staff salaries, faculty-staff ratio and 
operating expenses had a very small impact on cost per 
credit. 
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4.3 Analysis of Impact on Cost Per Program 
Waen considering cost per program as an RRPM output, 
33 regression equations were developed, one for each major 
and student level in Micro-U II. The parameter estimates 
represented the deviation in cost per program that resulted 
from a one percent error in the particular independent vari¬ 
able. The regression analysis was conducted and the resLilts 
are presented in Table 4.7. 
4.31 Degree of association between dependent and inde¬ 
pendent variables. The resiolts of the regression analysis 
indicated that the variables exhibited a high degree of 
association and explained a large amount of the variation in 
the dependent variables. This association was demonstrated 
p 
by the high foimd in all 33 major levels presented in 
Table 4.7. The was above .75 in all equations and had 
a high of .98 in two major-student levels equations. 
4.32 Sign of the regression coefficient. The sign of 
the regression coefficient indicated the direction of the 
relationship between the dependent variable, cost per pro¬ 
gram, and the eight independent variables. Based on the 
data presented in Table 4.7, five variables had a positive 
relationship with cost per program: (l) ICLM, (2) average 
faculty salaries, (3) average staff salaries, (4) faculty- 
staff ratios, and (5) operating expenses. The variables 
enrollment, average class size and average teaching load and 
a negative relationship with cost per program. 
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The only unexpected relationship was the negative re¬ 
lationship between enrollment and cost per program. The 
calculation of the cost per program provided an explanation 
for this relationship. Cost per program was computed using 
the equation: 
Cost oer Proeram = Cost for Manor at a Student Level 
^ ^ Number of Students in Major at that Level 
The enrollment variable influenced both the cost per 
program (along with the seven other variables and the number 
of students in a major. Assuming a forecast error occurred 
in the prediction of the number of students in a major, 
this variable would affect the cost of the program as well 
as the number of students in that major. However, the im¬ 
pact of the forecast error would be greater in the denomin¬ 
ator (number of students) than in the numerator (cost for 
major). Thus, a positive error in enrollment results in a 
reduction in the cost per program. 
4.33 Explanatory power of the independent variable. 
The coefficients of Table 4.7 can be viewed in terms of the 
explanatory power that each independent variable had on the 
cost per program. For example, the regression coefficients 
in lower division English indicated that a one percent 
error in estimating the values of the ICLM -resulted in a 
•79 percent error in computing the cost per program. A 
one percent error in predicting average class size re¬ 
sulted in a .72 percent error in the cost per program. 
In another program, the lower division business major. 
118 
errors of .76, .69, .63, .7 occurred in the cost per pro¬ 
gram as a result of one percent forecasting errors in the 
■ICLM, average class size, average faculty salary and average 
teaching load, respectively. 
. An examination of Table 4.7 indicated that four vari¬ 
ables, ICLM, average class size, average facuilty salary, 
and average teaching load, had a material impact on cost per 
program; therefore, the estimation of these inputs must be 
carefully undertaken. On the other hand, the variables en¬ 
rollment, average staff salaries, faculty-staff ratios and 
operating expenses had a small impact on the cost per pro¬ 
gram. Therefore, errors in estimating these variables 
would be less cause for concern than the previous four vari¬ 
ables. 
4.4 Summary 
This chapter summarized the regression results used to 
study the sensitivity of three RRPM outputs; (l) depart¬ 
mental expenditures, (2) cost per credit, and (3) cost per 
major. Each output variable was analyzed in terms of the 
(l) overall relationship between dependent and independent 
variables, (2) sign" of the regression coefficients, (3) 
explanatory power of the independent variables, and (4) 
predictive interpretation of the regression equation. 
In the final chapter, results of the study will be 
synthesized into a set of conclusions. In addition, 
areas for further study will be discussed. 
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CHAPTER V 
CONCLUSIONS AND AREAS FOR FUTURE RESEARCH 
This study set out to investigate three output vari¬ 
ables of RRPM (l) department expenditures, (2) cost per 
credit, and (3) cost per program that are sensitive to 
errors in predicting the inputs necessary to run this 
model. Eight input variables were studied including (l) en¬ 
rollment, (2) ICLM, (3) average class size, (4) average 
teaching load, (5) average faculty salaries, (6) average 
staff salaries, (7) faculty-staff ratio, and*(8) operating 
expenses. 
The sensitivity analysis was conducted using a Monte 
Carlo process which generated "simulated" input values for 
the eight input variables. In total 255 rnjns of the 
"simiiLated" input were generated and entered into RRPM. 
The outputs from these runs were compared against the out¬ 
puts of RRPM based on "administrator's predictions" of 
these same eight variables. 
After all runs of RRPM were completed, regression 
analysis was used to evaluate the sensitivity of the model 
to variations in the input values. The difference between 
RRPM outputs given "simulated" input values and predicted 
input values formed a new variable which became the depend¬ 
ent variable in the regression equation. The independent 
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variable in the regression equation represented the average 
percent deviation between ’’simulated” and predicted inputs 
for each of the eight variables. The regression equations 
were used to identify the critical variables and to de¬ 
termine the sensitivity of the model * s output to errors in 
predicting inputs. 
The remaining sections of the chapter will highlight 
the research findings and their implications. In addition, 
several areas of potential future study will be discussed. 
5.1 Conclusions 
(l) Researchers have expressed concern about the in¬ 
stability of many of the input values used in RRPM. Jewett 
and others found prediction errors of approximately 9 per¬ 
cent in estimates of student credit hours; Breneman found 
errors that reached as high as 200 percent. The current 
research study found evidence that indicated administrators 
had difficulty making accurate predictions. Prediction 
error averaging approximately 20 percent was found in fore¬ 
casts of enrollments and productivity ratios made by 
0 
planners at the University of Rhode Island. Errors of this 
magnitude (20%) will generate output error ranging from 67 
to 80 percent according to the analysis performed in this 
study. These large errors in output clearly limit the ef¬ 
fectiveness of the model. 
Was the error caused by the inexperience of the 
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planners making forecasts at the level of detail required 
by RRPM, or was it caused by the uncontrollable nature of 
the inputs? 
If inexperience was the cause of the prediction error, 
then as users become more experienced in working with the 
data their ability to predict future values should improve. 
Further, this possible explanation suggests that a potential 
for developing "feeder” models to predict the inputs of RRPM 
is a possibility. 
If the reason institutional planners have made such 
poor forecasts is that the variables are not under their con¬ 
trol, the chances for improved predictions are unlikely. 
There is evidence that many of the variables used in RRPM 
cannot be controlled by administrators. For example, aver¬ 
age class size cannot be regulated, only class minima. In 
addition, enrollment can be controlled at admission, but 
once the students are in the institution, they are free to 
select areas of concentration. Additionally, the selection 
of courses (ICLM) is often at the discretion of the student, 
and except for requirements within a college or major, 
courses to be chosen are difficult to predict. 
Because of the lack of control administrators have over 
many variables in RRPM,, this researcher believes administra¬ 
tors will continue to experience frustration in developing 
accurate forecasts. This has serious implications for 
RRPM users as will be discussed in the following section. 
123 
(2) The coefficients developed to show the sensi¬ 
tivity of department expenditures to eight input variables 
indicated that five variables had a significant impact on 
this dependent variable. These included (l) enrollment, 
(2) ICLM, (3) average class size, (4) average teaching load, 
and (5) average faculty salaries. The results suggested 
that no ranking could be made with regard to the five vari¬ 
ables because they all had approximately the same impact on 
departmental expenditures (.7 percent for each one percent 
error). Forecast errors of one percent in each variable 
resulted in deviations from predicted department expendi¬ 
tures ranging from 3.77 percent to 4.07 percent. Forecast 
errors averaging 15 percent in each variable (not unreason¬ 
able based on past experience) resulted in errors ranging 
from 51 to 6l percent. 
Previous research studies emphasized only one input 
variable, the ICLM, as a variable that requires accurate 
estimates in order to generate accurate RRPM outputs. The 
findings of this researcher’s study are significant in that 
they point out five input variables that have a significant 
impact on the accuracy of predicting departmental expendi¬ 
tures. These findings imply the need for administrators 
using RRPM to consider spending more time and resources to 
obtain more realistic and accurate predictions of these 
five variables. Failure to obtain more accurate predic¬ 
tions of input values will make the use of RRPM for 
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decision making a risky undertaking. 
(3) Developers of RRPM claimed that the model could 
"simulate-the cost of operating a college campus over a 
ten-year time frame” (Minter and Thomas, 1971). They also 
believed that the model wouild. be a "tool ... to assist 
higher education decision makers in understanding the long 
range resource implications of planning decisions." 
The results of this study led this researcher to con¬ 
clude that as a tool for long-range planning RRPM has se¬ 
vere limitations. This conclusion was based on the fact 
that: 
(1) campus planners have difficulty making ac¬ 
curate forecasts one to three years into the 
future. Thus, ten-year predictions would be 
even more difficult and probably very un¬ 
reliable, and 
(2) several RRPM outputs are highly sensitive to 
errors in predictions of input variables. 
(4) Three imput variables were foimd to have a non¬ 
significant impact on departmental expenditures including 
(l) average staff salaries, (2) faculty-staff ratio, and 
(3) operating expenses. 
Should the non-significant variables be dropped from 
RRPM? This researcher believes these variables should be 
retained in the model for the following reasons: 
1) When the outputs of RRPM are submitted to a state 
legislature or a board of regents as supplements to the 
"line-item” budget (as required by the State of Rhode 
Island), these documents should include all costs so that 
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the legislators or regents can make comparisons between 
budget presentations. 
2) When the model is used in the ’’predictive” mode, a 
potential source of criticism (lack of complete information) 
from skeptical faculty and staff may be avoided by including 
all costs in the model. 
The retention of these variables in the model even 
though poor predictions have been made should not cause 
alarm to administrators because of their small impact on 
department expenditures. 
(5) In this study, regression coefficients were de¬ 
veloped to show the sensitivity of the output variable, 
cost per credit, to the eight input variables. The results 
indicated four levels of impact on this output variable. 
Average teaching load and average class size had the great¬ 
est impact on cost per credit. Average faculty salaries 
had a slightly smaller impact. The impact of enrollment 
and ICLM variables was approximately half that of teaching 
load and class size. Average staff salaries, staff-faculty 
ratios, and operating expenses showed a negligible impact 
on cost per credit. 
Researchers have recommended charging students a dif¬ 
ferential tuition based on the cost per credit outputs of 
RRPM. Based on the finding of this study, a diffemtial 
tuition is not recommended. The sensitivity of this mea¬ 
sure to forecast errors results ih.inaccurate cost per credit 
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• calculations. These errors if incorporated into tuition 
.charges would bring about the need for tuition refunds and 
credits. This in turn could result in administrative con¬ 
fusion, student unrest, and public dissatisfaction with 
the administrators of the institution. 
(6) Four input variables had a significant impact on 
the output variable cost per program: (l) ICLM, (2) 
average faculty salaries, (3) average teaching load, and (4) 
average class size. The other four variables, (l) enroll¬ 
ment, (2) average staff salaries, (3) faculty-staff ratios, 
and (4) operating expenses, had a negligible impact on the 
cost per program. 
Decisions on the funding of programs in an institution 
may in part be based on the comparison of cost per pro¬ 
gram outputs from RRPM. Errors in predicting inputs, aver¬ 
aging 15 percent, for example, result in deviations of 
from 40 to 54 percent in the cost per program output. These 
incorrect outputs may improperly influence an administra¬ 
tor's decision by influencing the amount of resources he 
would allocate to programs. Therefore, administrators 
should be better educated as to the potential inaccuracies 
of cost .per program outputs of RRPM. 
5.2 Areas for Future Research 
Further research may expand the sensitivity analysis 
presented in this study particularly in the areas of (l) 
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the type of error distribution used to generate inputs, 
(2) the level of aggregation of output variables, and (3) 
other techniques of studying sensitivity analysis. 
In this study the distributions used to sample the sim¬ 
ulated input values were either uniformly or normally dis¬ 
tributed. Instead of testing different distributions, 
data might be collected from a sample of institutions in 
order to determine the appropriate distribution of forecast 
errors to use in the sensititivity study along with the 
calculation of means and standard deviations. 
The output variables might be aggregated at a higher 
level such as related disciplines, colleges or university 
levels to assess the sensititivity of the RRPM outputs at 
these levels, instead of the department level. 
Other approaches to testing the sensitivity of the 
RRPM outputs shoifLd be developed as a basis for supporting 
or refuting the conclusions of this study. 
3.21 Sensitivity analysis for non-RRPM components. 
There are many components of simulation models in 
higher education (not presently incorporated as part of RRPM) 
that need to be analyzed in terms of the sensitivity of 
their outputs to errors in estimating input values. These 
model components are (1) student flow models, (2) faculty 
flow models, and (3) full costing models. 
Student enrollment has an important impact on the 
planning and managing of institutions of higher education. 
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It has been shown in this research that the enrollment 
variable in RRPM was one of the highly sensitive variables. 
By improving the accuracy of enrollment forecast more ac¬ 
curate predicting of departmental resource needs may re¬ 
sult. Over the past few years, considerable effort has 
been expended in developing student flow models as a basis 
for predicting enrollments. These models are Markovian 
structures requiring a large number of transition probabili 
ties to trace the movement of students through an institu¬ 
tion, that is, changing majors, leaving the system, graduat 
ing, and continuing on for advanced degrees. The question 
of the stability of the transition probabilities arises. 
How appropriate is the student flow model in predicting en¬ 
rollments in institutions of higher education? How sensi¬ 
tive are the predictions of enrollment to changes in the 
transition probabilities? Research is needed to assess the 
stability of these models. 
Faculty flow models trace the movement of faculty 
within the institution, that is, continuation in rank, pro¬ 
motion to a higher rank, retirement or resignation from the 
institution. In addition, these models incorporate new 
appointments into the flow process. Unfortunately, the 
data to develop transition probabilities needed in the fac¬ 
ulty flow models is usually in a poor or non-existent state. 
This often results in estimating the values within the 
transition matrix. Often there is a large discrepancy 
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between the estimated transition probabilities and the ac¬ 
tual transition probabilities. How does this affect the 
outputs of the faculty flow models? Again, a sensitivity 
analysis of faculty flow models is needed. 
Many institutions are beginning to implement an ac- 
coimting concept known as "full costing." This is a pro¬ 
cedure which uses accounting and statistical data to deter¬ 
mine the full cost of resources utilized in the process of 
producing institutional outputs.^ The basic mechanism of 
"full costing" is the allocation of costs in support cost 
centers (library, computers, maintenance, administration, 
and others) to the primary cost centers (instruction, re¬ 
search, and public service) for the purpose of obtaining 
full cost information. These allocations are performed us¬ 
ing a number of allocation parameters such as student credit 
hours, square footage, expenditures, among others to spread 
the cost of the support areas back to the primary cost 
centers. The selection of these allocation parameters is 
based on judgment. 
Further research is needed regarding the impact that 
alternative allocation parameters (for the same cost ele¬ 
ment) have on the departmental cost per credit and/or cost 
per program output measures of RRPM. 
lA software package known as Cost Finding Principles has 
been developed by NCHEMS to perform full costing. This 
package is used as a supplement to RRPM. 
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3«22 Data processing problems. This study indicated 
that forecast errors made by planners resulted in erroneous 
predictions of resource needs. Other sources related to 
RRPM also result in erroneous predictions of resource needs. 
One basis for error occurs in the development of "base 
year” inputs (not predictions) of RRPM from the historical 
records of the institution. 
The problem in this case, lies in esta,blishing precise 
definitions, procedures, and standards to follow in collect¬ 
ing and summarizing the data for university models. With¬ 
out some clear way of putting the bits of data together 
the initial ”base year” inputs can take on a wide range of 
values. For instance, enrollment, productivity ratios, and 
class size figures vary depending on the date the informa¬ 
tion is collected. Does the user base the values on figures 
as of the first day of class, the last day to drop a course, 
the date set by PIEW to submit reports to that agency, or 
the date the final grade must be submitted? 
Another example of the need for clear definitions and 
procedures is reflected in determining the number of full¬ 
time equivalent faculty and the calculation of average fac¬ 
ulty salaries. Decisions must be made on factors such as: 
(1) faculty on calendar year appointments versus 
faculty on academic year appointments. 
(2) faculty receiving part of their funding from 
sponsored research accounts versus faculty re¬ 
ceiving all their funds from general fund 
accounts. 
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(3) faculty assigned to one department versus 
faculty on joint appointments. 
(4) full-time faculty versus part-time faculty. 
(5) faculty on leave or sabbatical. 
(6) administrators that do occasional teaching. 
Additional study is needed to evaluate the consequences 
of choosing different data collection dates and establishing 
alternative methods of classifying data to determine the 
impact on the outputs of RRPM. 
Federal and state agencies appear to be utilizing the 
results of RRPM and similar models. These users are making 
comparisons of the efficiency of different programs and de¬ 
partments at various institutions. If models such as RRPM 
are relied upon for inter-institutional comparisons it is 
essential that standard definition and procedures for 
classifying expenditures and activities be developed so the 
basis for making comparisons is equitable. For example, in 
determining the number of FTE students^ in an institution 
the constant used as the basis for calculating graduate or 
undergraduate students must be consistent between insti¬ 
tutions, otherwise the basis for comparing unit costs (per 
credit, per student, per program) is distorted. Another 
example of the need for uniformity arises when the 
^The computation of FTE student is arrived at by dividing 
the total credit hours by major and level by a constant 
number of credit hours for that level. 
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accounting system at many institutions record cost in dif¬ 
ferent ways. For example, at some institutions, fringe 
benefits, travel, telephone, and capital items are included 
in departmental budgets while at other institutions, the 
same cost elements may be accumulated in the dean*s office 
or at the vice president level. This difference in the 
level at which costs are accumulated results in distorted 
cost comparisons because departmental costs at different in¬ 
stitutions do not contain the same cost elements. There¬ 
fore, additional research establishing common definitions 
and processes for classifying data is in order. 
3*23 Validity of RRPM. Additional research on the 
validity of the RRPM structure needs to be reviewed as the 
model contains many tenuous assumptions about the decision¬ 
making process in higher education. 
For example, within the instructional s^egment of RRPM, 
the computational process to determine the faculty resources 
needed at the departmental level is the most fully developed 
component of the model. Yet, RRPM leads to the following 
inaccuracies in the process of determining the faculty 
requirements. 
The model 
(1) applies average costs to existing and addi¬ 
tional resources to determine total faculty 
budgets. 
(2) adds new faculty into a department at the 
same rank mix as presently exists in a de¬ 
partment. 
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(3) ignores replacement of faculty due to re¬ 
signations and retirements. 
(4) maintains the same rank mix distribution 
over the entire simulation period. 
Incremental costs for new faculty can be substantially 
different from the average costs used by RRPM. This is 
possible for several reasons. First, faculty hired to fill 
new positions are usually hired in at lower ranks, such as 
assistant professor. RRPM apportions new faciiLty on the 
basis of the existing rank mix distribution. In addition, 
salary budgets can change without additional faculty posi¬ 
tions being generated. This may occur when retirements and 
resignations take place which allow for new faculty to be 
added at different salaries than those leaving the insti¬ 
tution. These possibilities are ignored in the present 
version of RRPM. 
To correct for these inaccuracies in RRPM a faculty 
inventory and flow model might be added to RRPM. 
This new component requires data that keeps track of 
the number of faculty members available in a department 
categorized by rank. The inventory of facility members at 
the end of the previous period is updated for subsequent 
changes (retirements, resignations, and promotions) to re¬ 
present the faculty inventory at the beginning of the 
current period. This process permits the number of faculty 
members needed, as computed in equations 2.1 to 2.4 (Chap¬ 
ter II), to be compared to the number of faculty available 
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to determine the number of additional faculty to hire. 
Retirements, resignations, and promotions can be in¬ 
corporated into a faculty transition matrix which describes 
the rate of movement of faculty out of the institution or 
promotion from one rank to the next. In other words, some 
form of a faculty flow model might be incorporated into 
the RRPM model. 
3.24 Additional model components. Not only must 
RRPM be reviewed in terms of the instructional components 
of the model, other components need to be studied also. On 
the cost side services such as registration, counseling, 
housing, student aid, administrative support, and others 
represent over 50 percent of most institutions* expendi¬ 
tures. However, at this time, no model processes have been 
developed to represent the relationship between the efforts 
expended in the non-instructional area to the instructional 
component of the model. The resources needed for non- 
instructional services are determined outside the model 
structure and plugged into the model for completeness. 
This is an unacceptable situation since it tends to place 
undue emphasis on instructional resources at the expense of 
other activities within the institution. 
Another component that needs further development is the 
area of revenue forecasting. There has been little re¬ 
search in the development of revenue models for individual 
institutions of higher education. Presently RRPM ignores 
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the revenue side of the budget (it is not even an exogenous 
variable). This can lead to much uncertainty in planning. 
For example, the impact of raising or lowering tuition and 
fees affects enrollments and total revenues. The lack of 
a revenue function prevents the campus planner from con¬ 
sidering a number of policy alternatives, at least within 
the sphere of model manipulation. 
Finally, an area in which research work is critical 
is the identification and measurement of objectives (also 
benefits) of higher education. This area is ignored by 
the RRPM model yet the need for indicators of benefits and 
outcomes such as added knowledge, skills, earning power, and 
employment possibilities is essential for a complete evalu¬ 
ation of an institution's success. Cost information needs 
to be related to outputs and benefits in order to aid in 
the allocation of resources. The measurement of outcomes 
presents great difficulties; because it is hard to separate 
cause from effect; because outcomes may not occur for years 
and because outcomes are difficult to identify in quantita¬ 
tive form. Research is currently being conducted by NCHEMS 
to identify outcomes but there is need for a larger effort 
since an adequate identification of outputs and benefits of 
higher education still does not exist. 
In conclusion, numerous problems must be overcome be¬ 
fore simulation models can become effective tools for ad¬ 
ministrators of higher education. 
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