1. Introduction {#sec0005}
===============

Over the years engineers continuously strive to improve the efficiency of constructions concerning safety, economy and recently sustainability during service life. Among others, the progress in building engineering is achieved through formulation of new design and assessment procedures with respect to structural, energy and environmental performance that usually require increased computing power. This has in turn resulted in two major paths of innovation: enhanced design algorithms and assessment methodologies on one hand and more powerful computer technologies on the other.

Development in analysis and design of structures has been invariantly associated with the formulation of more computationally expensive problems, since engineers can always formulate a problem that will provide a better solution, but requires more than the available computing power. Computational mechanics has played a key role in this process. Exploitation of the ever-increasing computing power requires the development of numerical techniques and tools, which has eventually allowed the simulation of complex multiphysics phenomena using in-depth approaches that have not been possible to be applied until today. Advanced computational methods for designing safe and economic structures have benefited from multidisciplinary approaches between computational mechanics and other fields. Actually, the next generation of computational tools and algorithms could have a profound impact and lead to groundbreaking developments in engineering practice. Driven by the dictum of the pioneer of the finite element method John Argyris "*The computer shapes the theory*" [@bib0005], structural engineering limitations imposed by large-scale computations can be dealt with. In modern times, civil engineers have to solve problems that are very demanding in computational power and runtime thus conventional methods fail to give a good approach. Today, due to the evolution of science, these conventional methods have been replaced by new computational tools that are cheaper, faster and their aim is to find the "best" through a range of safe options. This represents a major change of direction made in recent decades not only in the field of civil engineering but also in many other scientific domains.

Since 1970 structural optimization has been the subject of intensive research and several approaches for optimal design of structures have been advocated \[[@bib0010], [@bib0015], [@bib0020], [@bib0025], [@bib0030]\]. Topology optimization is a characterization of design optimization formulations that allow for predicting of structural system's layout. In principle the result of a topology optimization procedure is also optimal with respect to sizing optimization. Topology optimization can be considered as a companion discipline providing the user with design alternatives that may be processed directly or might further be refined implementing size and/or shape optimization methods. The basis of the layout design concept was developed by Michell [@bib0035] in the early 1900s and was dealt with the design of "thin" framed structural systems according to plastic limit criteria. Recently, software applications have made structural optimization accessible to professional engineers, decision-makers and students outside the corresponding research communities [@bib0040].

Construction industry has a major impact on the environment that people spend most of their life. Therefore, it is important that the outcome of architectural intuition performs well and complies with the design demands. Aesthetic and conceptual design represent processes of high complexity, that intend to satisfy design goals comprising of strict, engineering constraints, together with less strict, cognitive and perceptual ones. Due to the complexity of the architectural design process, architect's intuition alone is often insufficient to ensure proper outcomes. Computational design optimization methods can assist in confidently achieving at high-performing architectural design solutions, as well as provide valuable inspiration during the design task. In this study three key points are examined, in the first one manufacturability constraints and issues related to conceptual design are integrated into the optimum layout design of moment resisting frames (MRFs). In the second one an automatic procedure is developed that translates the outcome of topology optimization images into computer-aided design (CAD) files. Finally, computational methods are presented aiming to reduce the computational effort required for solving such problems.

2. Background {#sec0010}
=============

Studies where criteria imposed by architects are integrated into topology optimization are rather few. Dombernowsky et al. [@bib0045] proposed some methods of using commercial software in order to explore new ways in architectural design process, aiming to take into account aesthetic criteria and engineering constraints. Stromberg et al. [@bib0050], presented a pattern gradation technique in order to achieve layouts with repetition. A new projection scheme was presented and some applications in the conceptual design of high-rise buildings are visualized. Stromberg et al. [@bib0055] introduced a new technique where beam elements and quadrilateral elements (*Q4*) are combined in order to gain structures with uniform columns. Analytical study of braced frames was performed and compared with the results of the topology optimization problem on high-rise buildings. Amir et al. [@bib0060] developed a computational procedure of finding the optimal material distribution of reinforced concrete structures, taking account of the nonlinear behaviour of the material. Besserud et al. [@bib0065] described the collaboration between architects and structural engineers in the conceptual design, leading to new architectural engineering projects. Beghini et al. [@bib0070], highlight the value of combining topology optimization and personal aesthetics of architects. Aage et al. [@bib0075] presented a series of new topology optimization methods that were developed specifically for conceptual architectural design of structures. Dapogny et al. [@bib0080] proposed a shape and topology optimization framework oriented towards conceptual architectural design where an emphasis was put on the possibility for the user to interfere on the optimization process by supplying information about his personal taste.

The solution of the FE equations is the demanding part in terms of computational effort in topology optimization. In order to reduce this effort a number of studies have been published so far. More specifically, Mahdavi, et al. [@bib0085] suggested the combination of parallel computing environment and domain decomposition methods aiming to reduce the computational cost of the optimality criteria method, adopting the master-slave programming paradigm in combination with multiple instruction multiple data shared memory architecture. Coelho et al. [@bib0090] used parallel programming with IBM Cluster 1350 in a two-scale optimization problem in order to compute simultaneously the optimal material and structure. Amir and Sigmund [@bib0095] proposed an approximate approach to the solution of the elastic equations using the conjugated gradient iterative solver. Challis, et al. [@bib0100] presented a graphics processing unit (GPU) implementation of the level set method and demonstrated the efficiency of this implementation by solving the inverse homogenization problem for designing isotropic materials with maximized bulk modulus. Ram and Sharma [@bib0105] addressed two key difficulties when solving discrete structural topology optimization problems using evolutionary algorithms, i.e. to generate geometrically feasible structures and handling a high computation time. These difficulties were addressed by adopting triangular representation for two-dimensional continuum structures, correlated crossover and mutation operators, and by performing computations in parallel on GPU. Martínez-Frutos and Herrero-Pérez in two recent studies \[[@bib0110], [@bib0115]\] aimed to alleviate the computational constraints of the robust topology optimization of continuum structures and those of evolutionary topology optimization problems proposing a GPU computing based strategy for achieving significant speedups. Fritzen, et al. [@bib0120] extended the current concepts of topology optimization to the design of structures made of nonlinear microheterogeneous materials considering a two scale approach; in order to regain the computational feasibility of the computational scale transition, a recent model reduction technique was employed: the potential-based reduced basis model order reduction with GPU acceleration.

Additive manufacturing methods can provide high quality solutions for the visualization of topology optimization outputs. Indicatively, Brackett et al. [@bib0125] gave an overview of two important issues, i.e. the resolution achieved by topology optimization and the modifications required between the topology and manufacturing stages. Zegart et al. [@bib0130] proposed methodologies aiming to fill the gap between topology optimization problems and additive manufacturing, presenting a procedure in order to avoid unfeasible final products and various examples in the fields of architecture and engineering were given. Saadlaoui et al. [@bib0135] studied three cases where the same example is implemented and tested via three different commercial software aiming to find the best combination between topology optimization and additive manufacturing.

3. Theory {#sec0015}
=========

Structural topology optimization can be considered as a procedure for optimizing the topological arrangement of material into the design domain, eliminating the material volume that is not needed. It can also be seen as the problem of finding the structural layout that best transfers specific loading conditions to supports. It can be employed in order to generate an acceptable initial layout of the structural system, which is then refined by means of a shape optimization procedure. Therefore, it can be used to assist the designer to define the structural system that satisfies the operating conditions in the best way.

3.1. Topology optimization problem formulation {#sec0020}
----------------------------------------------

In topology optimization problem formulations the quantities provided are the domain *Ω*, where the optimized layout will be created, the required volume fraction of the resulted layout, the boundary *Γ* and loading conditions *L*. As shown in [Fig. 1](#fig0005){ref-type="fig"}, the boundary conditions *Γ* consist of *Γ~o~, Γ~s~, Γ~t~* and *Γ~u~*, parts where *Γ* = *Γ*~*u*~ ∪ *Γ*~*o*~ ∪ *Γ*~*t*~ ∪ *Γ*~*s*~, where it is also show all the steps of topology optimization design process. The surface tractions *t* are applied at region *Γ~t~*; regions *Γ~s~* denote the non-optimizable areas; *Γ~u~* represent the support conditions and *Γ~o~* are the geometric boundaries of *Ω*.Fig. 1(a) The generalized shape design problem of finding the optimal material distribution in 2D domain and (b) the topology optimization process.Fig. 1

The problem can be solved using material distribution methods [@bib0030] for finding the optimum layout of a structural system composed by linearly elastic isotropic material. Therefore, the question under investigation is how to distribute material volume into domain *Ω* in order to minimize a specific criterion; compliance *C* is a commonly used criterion. The distribution of the material volume in domain *Ω* is controlled by the density values *x* distributed over the domain. More specifically, it is controlled by design parameters that are represented by the densities *x~e~* assigned to the FE discretization of domain *Ω*. The densities (*x* or *x~e~*) take values in the range \[0,1\], where zero denotes no material in the specific element. The mathematical formulation of the topology optimization problem can be expressed as:$$\left\{ \begin{array}{l}
{\underset{x}{min}\ C(x)\  = F^{T}\overline{u}(x)} \\
{s.t.\left\{ \begin{array}{l}
{\frac{V\left( x \right)}{V_{0}} = f} \\
{F = K\left( x \right)\overline{u}\left( x \right)} \\
{0 < x_{min} \leq x \leq 1} \\
\end{array} \right.} \\
\end{array} \right.$$where *C(x)* is the compliance of the structure, *F* is a force vector and $\overline{u}\left( x \right)$ is the corresponding global displacement vector. The second expression of Eq. [(1)](#eq0005){ref-type="disp-formula"} refers to a volume constraint where *f* is the volume fractions of domain *Ω* that the optimized layout should occupy. The third equality of Eq. [(1)](#eq0005){ref-type="disp-formula"} corresponds to the equilibrium equation where *K(x)* refers to the global stiffness matrix of the structural system. The inequality of Eq. [(1)](#eq0005){ref-type="disp-formula"} denotes the definition set of the density values.

3.2. Solid isotropic material with penalization (SIMP) {#sec0025}
------------------------------------------------------

SIMP method was proposed by Bendsøe and Sigmund [@bib0140] aiming to deal with the problem of Eq. [(1)](#eq0005){ref-type="disp-formula"} and is implemented herein. According to SIMP method the finite elements density values are correlated to the corresponding Young modulus value *E*, through the following expression:$$\left. E_{e}(x_{e}) = x_{e}^{0}E_{e}^{0}\Leftrightarrow k_{e}(x_{e})x_{e} = x_{e}^{0}k_{e}^{0} \right.$$where the parameter *p* is usually taken equal to 3. This power law correlation is implemented in SIMP in order to achieve density values closer to the lower and upper bounds of the design variables (i.e. 0 and 1). The calculation formula of compliance can be written as follows in Eq. [(3)](#eq0015){ref-type="disp-formula"}:$$C(x) = F^{T}\overline{u}(x) = \overline{u}{(x)}^{T}K(x)\overline{u}(x)$$

Therefore, based on Eq. [(2)](#eq0010){ref-type="disp-formula"}, compliance calculation formula can be expressed as in Eq. [(4)](#eq0020){ref-type="disp-formula"}:$$C(x) = \overline{u}{(x)}^{T}K(x)\overline{u}(x) = \underset{e = 1}{\overset{N}{\Sigma}}{(x_{e})}^{P}u_{e}^{T}k_{e}^{0}u_{e}$$where *N* is the number of finite elements, *u~e~* and *k~e~* are the displacement vector and stiffness matrix in the elements' local coordinate system. Thus, the optimization problem of Eq. [(1)](#eq0005){ref-type="disp-formula"} will be solved using the Optimality Criteria (OC) method that is described in the following section.

3.3. Sensitivity analysis {#sec0030}
-------------------------

Calculating the derivative of *C(x)* represents an important part of OC algorithm. In order to avoid calculating the derivative of the displacement vector $\overline{u}\left( x \right)$ with respect to design vector (*x~e~*) a zero part is subtracted from *C(x)* as expressed in Eq. [(5)](#eq0025){ref-type="disp-formula"}:$$C(x) = F^{T}\overline{u}(x) - \lambda^{T}{({K(x)\overline{u}(x) - F})}$$

Therefore, the partial derivatives of *C(x)* become:$$\begin{matrix}
{\frac{\partial C(x)}{\partial x_{e}} = \ F^{T}\frac{\partial u_{e}{(x)}}{\partial x_{e}} - \lambda\frac{\partial k_{e}{(x)}}{\partial x_{e}}u_{e}{(x)} - \lambda k_{e}{(x)}\frac{\partial u_{e}{(x)}}{\partial x_{e}}} \\
{\ \  = - \lambda\frac{\partial k_{e}{(x)}}{\partial x_{e}}u_{e}{(x)} + {({F\, - \lambda k_{e}{(x)}})}\frac{\partial u_{e}{(x)}}{\partial x_{e}}} \\
\end{matrix}$$

Since vector *λ* used in Eqs. [(5)](#eq0025){ref-type="disp-formula"} and [(6)](#eq0030){ref-type="disp-formula"} takes an arbitrary value, the value *λ = u~e~(x~e~)* is used. Thus, the derivatives of Eq. (6) are now expressed with the formula of Eq. [(7)](#eq0035){ref-type="disp-formula"}:$$\frac{\partial C(x)}{\partial x_{e}} = - u_{e}{(x)}^{T}\frac{\partial k_{e}{(x)}}{\partial x_{e}}u_{e}{(x)}$$

3.4. Optimality criteria method {#sec0035}
-------------------------------

OC is an iterative search algorithm where the solution vector is updated in every iteration until convergence. First a linear approximation of *C(x)* is defined close to the design variable vector *x^k^*, as expressed in Eq. [(8)](#eq0040){ref-type="disp-formula"}:$$C(x) = C(x^{k})\begin{matrix}
{- {({y_{e}{- y}_{e}^{k}})}\underset{e = 1}{\overset{N}{\Sigma}}\left. \frac{\partial C(x)}{\partial y_{e}} \right|_{x = x^{k}} = C(x^{k}){+ y}_{e}\underset{e = 1}{\overset{N}{\Sigma}}\left. \frac{\partial C(x)}{\partial y_{e}} \right|_{x = x^{k}}{- y}_{e}^{k}\underset{e = 1}{\overset{N}{\Sigma}}\left. \frac{\partial C(x)}{\partial y_{e}} \right|_{\text{x} = \text{x}^{\text{k}}}} \\
\end{matrix}$$where $y_{e} = x_{e}^{- a}$ and the derivative of *C(x)* with respect to *y~e~* is calculated as follows in Eq. [(9)](#eq0045){ref-type="disp-formula"}:$$\frac{\partial C}{\partial y_{e}} = \frac{\partial C}{\partial x_{e}}\frac{\partial x_{e}}{\partial y_{e}} = \frac{\partial C{(x)}}{\partial x_{e}}\frac{1}{\frac{\partial x_{e}^{- a}}{\partial x_{e}}} = - \frac{x_{e}^{1 + a}}{a}\frac{\partial C(x)}{\partial x_{e}}$$

Then *C(x)* is expressed in Eq. [(10)](#eq0050){ref-type="disp-formula"}:$$C(x) = C{= (x^{k})}\text{+}\underset{e = 1}{\overset{N}{\Sigma}}y_{e}^{k}\left( {\frac{{(x_{e}^{k})}^{1 + a}}{a}\frac{\partial C\left( x \right)}{\partial x_{e}}} \right)\text{+}\underset{e = 1}{\overset{N}{\Sigma}}b_{e}^{k}x_{e}^{- a}$$where $b_{e}^{k}$ is given in Eq. [(11)](#eq0055){ref-type="disp-formula"}:$$b_{e}^{k} = - \left. \frac{{(x_{e}^{k})}^{1 + a}}{a}\frac{\partial C\left( x \right)}{\partial x_{e}} \right|_{x = x^{k}}$$

since the derivative of the compliance (*C(x)*) can take negative values only as it shown in Eq. [(12)](#eq0060){ref-type="disp-formula"}:$$\underset{e = 1}{\overset{N}{\Sigma}}y_{e}^{k}\left( {\frac{{(x_{e}^{k})}^{1 + a}}{a}\frac{\partial C\left( x \right)}{\partial x_{e}^{k}}} \right) < 0\ \text{and}\underset{e = 1}{\overset{N}{\Sigma}}b_{e}^{k}x_{e}^{- a} > 0$$

Therefore, in order to maximize the subtracting part from the objective function *C(x)* only the positive part needs to be minimized, as expressed in Eq. [(13)](#eq0065){ref-type="disp-formula"}:$$\underset{e = 1}{\overset{N}{\Sigma}}b_{e}^{k}x_{e}^{- a} > 0$$

The following subproblem can now be formulated as follows:$$\left\{ \begin{matrix}
{\min\limits_{x_{e}}C{(x_{e})} = \sum\limits_{\text{e} = 1}^{\text{n}}b_{e}^{k}x_{e}^{- a}} \\
{\text{s.t.}\left\{ \begin{matrix}
{x_{e}a = V} \\
{0 \leq x_{e} \leq 1} \\
\end{matrix} \right.} \\
\end{matrix} \right.$$

In order to solve this problem the Lagrangian Duality method is applied where the corresponding Lagrangian function is expressed as follows in Eq. [(15)](#eq0075){ref-type="disp-formula"}:$$L\left( {x_{e},\lambda} \right) = \underset{e = 1}{\overset{N}{\Sigma}}b_{e}^{k}x_{e}^{- a} + \lambda\left( {x_{e}\alpha - V} \right)$$

The minimum value of *x~e~* resulted from the solution of the subproblem of Eq. [(14)](#eq0070){ref-type="disp-formula"} is obtained minimizing *L(x~e~,λ)* with respect to *x~e~* and maximizing *L(x~e~,λ)* with respect to *λ*. In order to calculate *x~e~* the derivatives of *L(x~e~,λ)* with respect to *x~e~* are defined first in Eq. [(16)](#eq0080){ref-type="disp-formula"}:$$\frac{\partial L}{\partial x_{e}} = - \alpha b_{e}^{k}x_{e}^{- a - 1} + \lambda\alpha$$

and therefore the values of *x~e~* are obtained as follows in Eq. [(17)](#eq0085){ref-type="disp-formula"}:$$\left. \frac{\partial L}{\partial x_{e}} = 0\Leftrightarrow x_{e} = \left( \frac{{ab}_{e}^{k}}{\lambda\alpha_{e}} \right)^{\frac{1}{1 + a}} \right.$$

Since *x~e~* takes values in the range \[0,1\] and large changes should be avoided, *x~e~* is updated according to the following rules as expressed in Eq. [(18)](#eq0090){ref-type="disp-formula"}:$$x_{\text{e}}^{\text{new}} = \left\{ \begin{matrix}
\begin{matrix}
{\max\left( {{0,x}_{e} - m} \right),} & {{if}\left( \frac{{ab}_{e}^{k}}{{\lambda\alpha}_{e}} \right)^{\frac{1}{1 + a}}\left( {{0,x}_{e} - m} \right)} \\
{\left( \frac{{ab}_{e}^{k}}{{\lambda\alpha}_{e}} \right)^{\frac{1}{1 + a}},} & {{if\ max}\left( {{0,x}_{e} - m} \right)<\left( \frac{{ab}_{e}^{k}}{{\lambda\alpha}_{e}} \right)^{\frac{1}{1 + a}}\left( {{1,x}_{e} + m} \right)} \\
{\min\left( {{1,x}_{e} + m} \right),} & {{if}\left( \frac{{ab}_{e}^{k}}{{\lambda\alpha}_{e}} \right)^{\frac{1}{1 + a}}\min\left( {{1,x}_{e} + m} \right)} \\
\end{matrix} \\
\end{matrix} \right.$$*m* is the maximum alteration allowed for *x~e~*. Similar to *x~e~*, in order to calculate *λ* the derivatives of *L(x~e~,λ)* in respect to *λ* are defined in Eq. [(19)](#eq0095){ref-type="disp-formula"}:$$\frac{\partial L}{\partial\lambda} = \underset{e = 1}{\overset{n}{\Sigma}}a_{e}x_{e} - V$$

The calculation of *λ* is achieved by iteratively choosing *λ* for each *x~e~* until satisfying the following Eq. [(20)](#eq0100){ref-type="disp-formula"}:$$\left. \frac{\partial L}{\partial\lambda} = 0\Leftrightarrow\underset{e = 1}{\overset{n}{\Sigma}}a_{e}x_{e} - V = 0\Leftrightarrow\underset{e = 1}{\overset{n}{\Sigma}}a_{e}x_{e} = V \right.$$

A more detailed description can be found in the book by Christensen and Klarbring [@bib0145].

4. Design {#sec0040}
=========

In this section several examples are presented, where optimized layouts obtained through topology optimization problems are specially handled, aiming to implement topology optimization for aesthetic and conceptual design of civil structural systems. In order to present the integration of topology optimization formulations in the conceptual design of civil structures, the MRF shown in [Fig. 2](#fig0010){ref-type="fig"} is employed, where the domain and the FE mesh discretization are also depicted. In particular, problems are formulated for designing aesthetically acceptable layouts of MRFs used in the design of high-rise buildings, thus topology optimization is used as a tool for deriving multiple design alternatives. The discretization used is composed by 80 elements (in the horizontal direction) times 480 elements (in the vertical direction), resulting into 38,400 quadratic area elements. The boundary conditions that were used, was fixed support on the bottom edge. Three cases are examined: (a) constraint of symmetry case, (b) case of non-optimizable areas and (c) combination of continuum with beam elements case. In each case two different types of loads are considered (distribute load and nodal forces). The codes developed for the needs of this work relied on the 99 and 88 line Matlab codes written by Sigmund et al. \[[@bib0150], [@bib0155]\] and the 3D implementation on that written by Liu et al. [@bib0160].Fig. 2MRF design of a high-rise building: (a) domain and (b) mesh discretization.Fig. 2

4.1. Constraint of symmetry case {#sec0045}
--------------------------------

According to the first case, no significant modifications were implemented in the formulation of the topology optimization problem when integrated into a conceptual design process. For this case a lateral distributed load was applied at the left vertical edge of the domain (see [Fig. 3](#fig0015){ref-type="fig"}(a)). A typical optimized layout obtained when solving this problem is shown in [Fig. 3](#fig0015){ref-type="fig"}(b), due to the specific loading and boundary conditions the resulted layout is not symmetric. In the problem of [Fig. 3](#fig0015){ref-type="fig"}(a), the lateral distributed load was applied at the left vertical edge only; thus, the domain demands lower density values for the elements of the right edge.Fig. 3MRF design of a high-rise building: I. One side distributed load-Asymmetric structure: (a) initial and (b) optimized layout. II. Both sides distributed load-Symmetric structure: (c) initial and (d) optimized layout. III. Concentrated nodal forces-Symmetric structure: (e) initial and (f) optimized layout.Fig. 3

So far no manufacturability, conceptual constraints have been taken into consideration. One basic aesthetic and conceptual design constraint is that the final domain needs to be symmetric with respect to the vertical middle axis of the domain of [Fig. 2](#fig0010){ref-type="fig"}(a). Several formulations have been presented in the literature for dealing with these types of constraints (geometrical patterns, etc.). A rather simple approach is to make use of additional different load case, i.e. to apply two distributed loads on both vertical edges of the domain, facing towards the same direction (see [Fig. 3](#fig0015){ref-type="fig"}(c)). The optimized layout obtained implementing two edges distributed loads is shown in [Fig. 3](#fig0015){ref-type="fig"}(d), as it can be observed, although the layout is symmetrical with respect to the vertical middle axis, the top diagonals of the optimized design are rather incomplete. Furthermore, small truss-type forms composed by elements with low density values (grey elements) are encountered in this area. This is due to the fact that the distributed loads will not allow the formation of the diagonals, and thus the optimized layout of [Fig. 3](#fig0015){ref-type="fig"}(d) remains not acceptable in terms of manufacturability constraints. Aiming to deal with this issue also, a third simple approach is implemented applying concentrated nodal forces. Since the height to width ratio of the domain of [Fig. 2](#fig0010){ref-type="fig"}(a) is equal to 6 by 1, it is considered that the domain is structured by 6 square blocks. The simple approach that is implemented is to apply concentrated nodal forces at the top of each square block as shown in [Fig. 3](#fig0015){ref-type="fig"}(e) and the corresponding optimized layout is shown in [Fig. 3](#fig0015){ref-type="fig"}(f).

4.2. Case of non-optimizable areas {#sec0050}
----------------------------------

In the previous section, it was observed that the optimized layouts depict increased material concentration at the edges. The reason is that near the bottom edge increased stress concentrations are encountered, leading to increased material demands in this area. For specific volume fraction values, the approaches described in the previous section lead to designs with large material demands for the upper part of the vertical structural members, therefore, relatively low percentages of material are available for the formation of the diagonals. Aiming to deal with such issues, Bendsøe and Sigmund [@bib0165] used a specific technique imposing geometries where void or full areas are required. In particular, the desired areas were recognized and elements composing the void or full ones were assigned to the minimum or maximum density values, respectively. These areas are also called as non-optimizable ones, since the density of their elements is not an unknown variable.

In the MRF design problem, aiming to form vertical structural members next to the two vertical edges (columns) of the domain of [Fig. 2](#fig0010){ref-type="fig"}(a) the technique of Bendsøe and Sigmund [@bib0165] was used. Initially, the non-optimizable areas were chosen, i.e. number and width-height of the vertical structural members (see domains of [Fig. 4](#fig0020){ref-type="fig"}). The resulted optimized layouts are shown in [Fig. 4](#fig0020){ref-type="fig"}(b) and (e), where two non-optimizable areas were selected, it can be noticed that the diagonals on the top of the domain are still incomplete. This is due to the fact that the vertical structural members are enforced to have a specific width along their height, thus there was no need to develop diagonal structural members in this area. Another interesting observation obtained from [Fig. 4](#fig0020){ref-type="fig"}(b) and (e), is that the cross section of vertical structural members varies along their height, a feature that might not be acceptable in certain cases. Varying the width of the non-optimizable areas, vertical structural members with different varying cross section areas can be derived. Therefore, this approach can be used in cases where controlled varying cross section areas in the vertical structural members, is preferable.Fig. 4MRF design of a high-rise building: Optimized layouts (volume fraction equal to 50%): I. Concentrated nodal forces: (a) basic case, (b) non-optimizable areas (shown in red) and (c) beam elements. II. Both sides distributed load: (d) basic case (e) non-optimizable areas (as shown in b) and (f) beam elements.Fig. 4

4.3. Combination of continuum with beam elements case {#sec0055}
-----------------------------------------------------

So far the optimized layouts that were derived using the above mentioned formulations resulted into vertical structural members with varying cross section areas. The goal of the current case is to derive domains composed by distinctive structural members both vertical (with constant cross section area along their height) and truss-like diagonal members. The idea, proposed by Stromberg et al. [@bib0055], rely on the introduction of hybrid mesh derived as a combination of continuum with beam elements. According to their idea, in the case of 2D domains (as the one of [Fig. 2](#fig0010){ref-type="fig"}(a)), where the mesh consists of *Q4* elements (see [Fig. 2](#fig0010){ref-type="fig"}(b)), the vertical structural members are modelled with beam elements. Conventional two-node 2D beam elements are modelled with six degrees of freedom (DOFs, three per node, two translation ones horizontal-vertical and one rotational). The quadrilateral elements are modelled with eight DOFs (two per node, two translation ones horizontal-vertical). Several methodologies that joint discrete and continuum elements were explored in [@bib0055], the implementation adopted in this study varies with respect to the loading conditions. In the case of distributed loads, the number of beam elements used is equal to two times the number of quadratic elements along the height of the domain (i.e. 2 × 480), as shown in [Fig. 5](#fig0025){ref-type="fig"}(a). In the case of concentrated nodal forces, the number of beams elements used is equal to two times the number of square blocks (i.e. 2 × 6), as shown in [Fig. 5](#fig0025){ref-type="fig"}(c).Fig. 5MRF test example-Beams element case: I. Both sides distributed loading: (a) initial and (b) optimized layout. II Concentrated nodal forces: (c) initial and (d) optimized layout.Fig. 5

As it was mentioned previously, 2D beam elements used have two translational and one rotational DOF per node and *Q4* ones have only two translational DOFs per node. Therefore, combining the two types of elements refers to superimpose of the corresponding translational DOFs and the addition of rotational DOF at specific nodes of the mesh. The stiffness coefficients of the combined stiffness matrix for the DOFs of the vertical edges of the domain of [Fig. 2](#fig0010){ref-type="fig"}(b) are modified as follows in Eq. [(21)](#eq0105){ref-type="disp-formula"}:$$k_{ij} = k_{ij}^{Q4} + k_{ij}^{beam}$$where *i* and *j* are the domain's external DOFs of the vertical structural members. [Fig. 6](#fig0030){ref-type="fig"} depicts the combination of beam with quadratic finite elements, where the 4 × 3 mesh of quadratic elements is combined with 6 beam elements. More specifically, for the case of the upper left beam element that is connected with the neighbouring *Q4* one, translational DOFs of *Q4* (i.e. global DOFs 1, 2, 3 and 4) are combined with the corresponding translational DOFs of beam (i.e. local DOFs 1, 2, 4 and 5) by means of the proper transformation operation. The rotational DOFs of beam (i.e. local DOFs 3 and 6), are transformed into the global system (now denoted as DOFs 41 and 42, respectively). Comparing the size of the stiffness matrix composed only by quadratic elements with that of the combined *Q4*-beam mesh, it could be observed that the size is not altered significantly. If the size of the initial mesh is composed by \<*nel*~*x*~ × *nel*~*y*~ *Q4* elements and *n~beams~* is the number of the beam elements integrated into the initial mesh, the number of DOFs of the initial stiffness matrix is equal to $2 \times \left( nel_{x} + 1 \right) \times \left( {nel_{y} + 1} \right)$, while those of the combined one is equal to $2 \times \left( nel_{x} + 1 \right) \times \left( {nel_{y} + 1} \right) + 2 \times \left( n_{beams} + 1 \right)\text{.}$ Furthermore, it should be noted that the contribution of the beam elements to the volume fraction of the domain in total needs to be considered.Fig. 6Combination of beam and continuum finite elements.Fig. 6

The improvements of the optimized layouts obtained with the implementation of the continuum-beam elements case are presented in [Fig. 5](#fig0025){ref-type="fig"}, resulting into fixed width vertical structural members and development of distinct diagonal members (see for example [Fig. 5](#fig0025){ref-type="fig"}(b) versus (d)). Comparing the concentrated nodal forces case ([Fig. 5](#fig0025){ref-type="fig"}(a) to (b)) with that of the distributed loads ([Fig. 5](#fig0025){ref-type="fig"}(c) to (d)), it can be observed that due to the distributed loads, multiple rather small truss-like members are developed, that connect the vertical members with the diagonal ones. On the other hand, for concentrated nodal forces the domains is much clearer (for example [Fig. 5](#fig0025){ref-type="fig"}(c) and (d)), fixed width vertical structural members and six distinct pairs of diagonals are generated. By decreasing the volume fraction, thinner diagonal members will be generated.

5. Methods {#sec0060}
==========

In this section two important computational aspects encountered in topology optimization problems are discussed. In particular, the interpretation of the optimized designs from continuous media models into forms composed by structural elements and to deal with the increased computational effort encountered when solving large-scale topology optimization problems.

5.1. Interpretation of optimized designs {#sec0065}
----------------------------------------

The results of shape and topology (S&T) optimization consist of massive continuous media and need to be interpreted into classical structural members used in civil engineering, such as 1D (longitudinal beams) or 2D (shells) elements. Thus, a CAD design needs to be provided to the structural engineer. In the past, Lin et al. [@bib0170] used image-processing techniques to extract the external boundaries of the binary image and predefined shapes to design the interior holes. Tang and Chang [@bib0175] presented an integrated approach of topology optimization for design of structural components. The geometry of the optimized structure was translated into smoothed and parametric B-spline curves and surfaces. While, Chacon et al. [@bib0180] managed to link the topology optimized designs with CAD software using an IGES translator. One of the major difficulties in topology optimization problems is the interpretation and translation of the optimized layouts into CAD models, as shown in [Fig. 7](#fig0035){ref-type="fig"}. According to the SIMP method density values of the finite elements represent the unknown parameters to be defined; thus, optimized layouts correspond to greyscale images, corresponding to the various values of the density in the range of \[0,1\]. However, when trying to interpret the optimized domains there are two options: either no material is allocated to a specific finite element (density value equal to 0) or material is assigned to the element (density value equal to 1). In order to generate a CAD model the first step is to convert the density matrix into a bitmap image. This is performed with the use of a density threshold value, i.e. density value equal to 1 is assigned to the elements that in the optimized layout converged to density values above this threshold and density value equal to 0 is assigned to the rest ones.Fig. 7MRF test example: Automatic interpretation of the optimized layout: (a) bitmap image, (b) boundary image, (c) connecting component labelling and (d) final CAD NURBS interpolated domain.Fig. 7

In the following part of the study, a fully automated design methodology based on topology optimization problems is described, integrating also the interpretation step. Image processing methods are used in order to derive automatically the shape of the optimized layout, NURBS are used to interpolate the points (nodes of the mesh) extracted and an IGES (Initial Graphics Exchange Specification) translator is applied in order to produce a file compatible with many CAD software. The first step that needs to be taken into account, in such a fully automated design methodology, is to identify the boundaries of the bitmap image [@bib0185]. In this step, a boundary detection algorithm that identifies the coordinates of the nodes lying on the boundaries between black and white elements was applied. The boundary of a set *A*, denoted by β(*A*), can be obtained by eroding first *A* by *B* and then calculating the difference between *A* and its erosion, as expressed in Eq. [(22)](#eq0110){ref-type="disp-formula"}:$$\ \beta(A) = A - (A\Theta B)$$where *B* is a proper structuring element (see [Fig. 8](#fig0040){ref-type="fig"}).Fig. 8Boundary extraction: (a) Set *A*, (b) structuring element *B*, (c) *A* eroded by *B* and (d) boundary calculation as subtraction between set *A* and its erosion.Fig. 8

The next step is to separate the points of the shapes connected to imaginary lines into distinct matrices, this is performed by the so called "*connected-component labelling*" [@bib0185] procedure. Extracting connected-components out of a binary image is a task of major importance in many automated image analysis applications. Let *A* be a set containing one or more connected-components and the array *X~k~* (of the same size with array *A*), composed by 0s and 1s, is created according to the following rule: all its elements are set equal to *zero* (background values) except those that the corresponding elements in *A* belong to a connected-component, which are set equal to *one* (foreground values). This can be seen in see [Fig. 9](#fig0045){ref-type="fig"}, where the objective is to map the connected-components of *A* into the values of the elements of *X~k~*. The following iterations describe this procedure in Eq. [(23)](#eq0115){ref-type="disp-formula"}:$$X_{k}=\left\lbrack {X_{k - 1} \oplus B} \right\rbrack \cap {A,}\, k = 1,2,3,...$$where *B* is a suitable structuring element. In this phase, the pixel elements of the boundary image are classified into different categories according to the region they belong to and the coordinates for the centroid of each pixel element are defined.Fig. 9Connected-component labelling: (a) Sets *A*, *X~0~* composed by initial point p (denoted with the single shaded pixel, all grey pixels but not shades denote the elements of *A* that are equal to 1, but not yet labelled as connected-components), (b) basic structuring element, (c) result of first iterative step, (d) result of second step and (e) final result (all connected-components have been labelled).Fig. 9

So far the points along the boundaries are classified in groups according to the connected-component they belong to, however, they are not positioned in the correct order. For this purpose a sorting procedure is applied aiming to capture the proper design with the interpolation scheme, this problem is formulated as a travelling salesman problem. Yet, specific limitations exist for the points of the bitmap image, since they correspond to nodes of the FE mesh. More specifically, as shown in [Fig. 9](#fig0045){ref-type="fig"}(b), initiating from an arbitrarily selected centroid point *p*, the identification process for the next point is limited to the eight neighbouring elements' centroids (i.e. the adjacent elements denoted as W, S, N, E, NE, NW, SE, and SW, in [Fig. 9](#fig0045){ref-type="fig"}(b)). Then a procedure was developed, aiming to separate between points that are interpolated using lines and those that splines are used. The first step of this procedure is to calculate the gradients of the lines that connect two adjacent nodes. Then, a limit number of repeated similar gradients are set that define which boundaries should be modelled with lines (horizontal or vertical) and the rest boundaries are interpolated with splines. Before applying the interpolation scheme, for the centroids of the second category (i.e. splines) a smoothed phase needs to be implemented in order to avoid sharp edges. This is achieved using weight coefficients (*w~i~*) for modifying the coordinates of the centroids used for deriving the interpolation curves by means of a simple expression:$${\overset{\sim}{P}}_{j} = \frac{1}{2m + 1}\underset{i = - m}{\overset{m}{\Sigma}}w_{i}P_{j - 1},\ j = 3:n - 2$$where 2 *m* is the number of adjacent centroids (in the current study *m* = 4 and *w~i~* = 0.2) whose contribution is considered in Eq. [(24)](#eq0120){ref-type="disp-formula"}, ${\overset{\sim}{P}}_{j}$ denotes the modified coordinates of *j^th^* centroid and *n + 1* the total number of the curve's points. In order to attain a smooth and precise boundary of the geometry, the mathematical model of Non-Uniform Rational B-Splines (NURBS) is used. NURBS offer great flexibility in 3D-modeling along with the advantages that bring the design through control points enabling to achieve complex shapes.

A NURBS curve is defined by its order, the set of weighted control points and a knot vector. NURBS curves represent generalizations of both B-splines and Bézier curves and surfaces. The primary difference is the use of weighting control points, which makes NURBS curves more rational (non-rational B-splines are a special case of rational B-splines) \[[@bib0190], [@bib0195]\]. NURBS basis function is defined as follows in Eq. [(25)](#eq0125){ref-type="disp-formula"}:$$R_{i,p}\left( \xi \right)=\frac{N_{i,p}\left( \xi \right)\omega_{i}}{W\left( \xi \right)}\text{=}\frac{N_{i,p}\left( \xi \right)\omega_{i}}{\sum_{\text{j=1}}^{\text{n}}N_{j,p}\left( \xi \right)\omega_{j}}$$where $N_{i,p}\left( \xi \right)$ denotes the *i*^*th*^ *є* spline basis function of order *p* and $\omega_{i},\left( {i = 1,2,\cdots,n} \right)$ is the set of *n* positive weight coefficients. Given a knot vector $\Xi = \left\lbrack {\xi_{1},\xi_{2},\cdots,\xi_{n + p + 1}} \right\rbrack\text{,}$ the B-spline basis functions are defined recursively starting with the zero order basis function (*p* = 0) given by the Cox-de Boor formula, as expressed in Eq. [(26)](#eq0130){ref-type="disp-formula"}:$$N_{i,p}\left( \xi \right) = \frac{\xi - \xi_{i}}{\xi_{i + p} - \xi_{i}}N_{{i,p} - 1}\left( \xi \right)+\frac{\xi_{i + {p-1}}-\xi}{\xi_{i + p + 1}-\xi_{i+1}}N_{i + 1,\, p - 1}\left( \xi \right)$$

The multiplicity of the first and last knots of *Ξ* is of the *p + 1* order. A NURBS curve is given by the following expression in Eq. [(27)](#eq0135){ref-type="disp-formula"}:$$C\left( \xi \right) = \underset{I = 1}{\overset{n}{\Sigma}}R_{I,p}\left( \xi \right)P_{I}$$where *n* denotes the number of basic functions and *P*~*I*~ ∈ *R*^*d*^ are the control points (where *d* is the number of spatial directions).

Once the interpolation scheme of the optimized layout is applied, then it is necessary to translated into a file format able to be imported it into a CAD/CAE software. For this purpose, an automatic procedure was developed able to translate the geometry information (coordinates, control points, etc.) into an IGES file format. The IGES file is a vendor-neutral file format that allows the digital exchange of mechanical engineering model data [@bib0200] among Computer Aided Design (CAD) systems. An IGES file is composed by 80-character American Standard Code for Information Interchange (ASCII) records divide into 3 columns. The Hollerith format is used to represent text strings and the file is divided into five sections: (i) Start (S), (ii) Global (G), (iii) Directory Entry (DE), (iv) Parameter Data (PD), and (v) Terminate (T), indicated by the characters S, G, DE, PD, or T. The characteristics and geometric information for an entity is split between two sections; one in a two record, fixed-length format (i.e. the directory entry section), the other in a multiple record, comma delimited format (i.e. the parameter data section), as can be seen in a more human-readable representation of the file.

5.2. Improvement of computational efficiency {#sec0070}
--------------------------------------------

One of the main problems in topology optimization is the computational cost required when dealing with realistic large-scale problems. When an optimization procedure is applied into large structural system, the computing time mainly devote to the solution of the equilibrium equations becomes crucial. Since in structural optimization they have to be solved in every optimization step in order to calculate the response quantities for every new design. In this section a short description of the sparse solution methods that are implemented into the topology optimization framework used herein is provided. The finite element simulation required in topology optimization results into the solution of the following linear system of equations:$$Ax = b$$where *A* denotes the global stiffness matrix, while vectors *x* and *b* are the unknown displacements and the nodal loads, respectively.

### 5.2.1. Direct linear solution methods {#sec0075}

According to Cholesky factorization, matrix *A* is decomposed in the following form, as expressed in Eq. [(29)](#eq0145){ref-type="disp-formula"}:$$A = U^{T}U$$where *U* denotes the upper triangular matrix; thus, the linear system of Eq. (28) becomes as expressed in Eq. [(30)](#eq0150){ref-type="disp-formula"}:$$U^{T}{Ux} = b$$

while forward substitution is the first step of the method is shown in Eq. [(31)](#eq0155){ref-type="disp-formula"}:$$U^{T}z = b$$

and backward substitution is the second one, as expressed in Eq. [(32)](#eq0160){ref-type="disp-formula"}:$$Ux = z$$

In order to reduce the demand for fast memory access, Cholesky factorization was implemented with out-of-core memory treatment. The out-of-core implementation is derived by equating the submatrices of the expression in the following Eq. [(33)](#eq0165){ref-type="disp-formula"}:$$\begin{bmatrix}
A_{11} & A_{12} \\
A_{12}^{T} & A_{22} \\
\end{bmatrix} = \begin{bmatrix}
U_{11}^{T} & 0 \\
U_{12}^{T} & U_{22}^{T} \\
\end{bmatrix}\begin{bmatrix}
U_{11} & U_{12} \\
0 & U_{22} \\
\end{bmatrix} = \begin{bmatrix}
{U_{11}^{T}U_{11}} & {U_{11}^{T}U_{12}} \\
{U_{12}^{T}U_{11}} & {U_{11}^{T}U_{12}{+U}_{22}^{T}U_{22}} \\
\end{bmatrix}$$

For a fixed block size *n~b~*, *A~11~* corresponds to a *n*~*b*~ × *n*~*b*~ submatrix.

### 5.2.2. Sparse iterative solver (preconditioned conjugate gradient) {#sec0080}

The preconditioned conjugate gradient method (PCG) [@bib0205] is the most attractive iterative procedure for solving linear systems of Eq. [(28)](#eq0140){ref-type="disp-formula"} \[[@bib0210], [@bib0215]\]. A significant characteristic for its success in case of large-scale number of equations is the preconditioned technique used to improve the ellipticity of matrix *A*, where the original system of Eq. [(28)](#eq0140){ref-type="disp-formula"} is replaced by an equivalent one, as expressed in Eq. [(34)](#eq0170){ref-type="disp-formula"}:$$R^{- 1}{Ax} = R^{- 1}b$$where the preconditioning matrix *R* represents an approximation of *A*. Eq. (35) describes the most efficient version of the PCG algorithm in respect to computational cost, storage requirements and accuracy:$$\begin{matrix}
\begin{matrix}
{\text{a}_{\text{m}}\text{=}\frac{\left( {\text{r}^{(\text{m})}\text{,z}^{(\text{m})}} \right)}{\left( {\text{d}^{(\text{m})}\text{,Ad}^{(\text{m})}} \right)}} \\
\end{matrix} \\
{\text{x}^{(\text{m+1})}\text{=x}^{(\text{m})}\text{+a}_{\text{m}}\text{d}^{(\text{m})}} \\
{\text{r}^{(\text{m+1})}\text{=r}^{(\text{m})}\text{+a}_{\text{m}}\text{Ad}^{(\text{m})}} \\
{\text{if}\frac{\left\| \text{r}^{(\text{m+1})} \right\|}{\left\| \text{b} \right\|} \leq \text{ε}_{\text{1}}\text{then\ stop}} \\
{\text{z}^{(\text{m+1})}\text{=R}^{- \text{1}}\text{r}^{(\text{m+1})}} \\
{\widehat{\text{a}_{\text{m}}}\text{=}\frac{\left( {\text{r}^{(\text{m+1})}\text{,z}^{(\text{m+1})}} \right)}{\left( {\text{r}^{(\text{m})}\text{,z}^{(\text{m})}} \right)}} \\
{\text{d}^{(\text{m+1})}{\text{=} - \text{z}}^{(\text{m+1})}\text{+}\widehat{\text{a}_{\text{m}}}\text{d}^{(\text{m})}} \\
{\text{with\ r}^{(\text{0})}\text{=Ax}^{(\text{0})}{- \text{b,\ z}}^{(\text{0})}\text{=R}^{- \text{1}}\text{r}^{(\text{0})}\text{,\ d}^{(\text{0})}\text{=z}^{(\text{0})}} \\
\end{matrix}$$where *d* is the search direction for the new value of *x*^(*m*+1)^, *a~m~* is the step length for the direction *d*^(*m*)^ and *r* is the residual vector, more information on CG and PCG algorithms can be found in [@bib0220]. The calculation of the residual vector and the selection of the preconditioning matrix represent crucial parameters of the PCG iterative procedure implemented for solving Eq. [(28)](#eq0140){ref-type="disp-formula"}, since they determine the accuracy achieved and the computational requirements. The calculation of the residuals by the recursive expression of algorithm Eq. [(35)](#eq0175){ref-type="disp-formula"} produces a more stable and well-behaved iterative procedure. This implementation is a robust and reliable solution procedure even for handling large and ill-conditioned problems, while it is also computer storage-effective. The preconditioned matrix *R* has to be selected appropriately so that the eigenvalues of $2 \times \left( nel_{x} + 1 \right) \times \left( {nel_{y} + 1} \right)$, *R^−1^A* are spread over a much narrower range than those of matrix *A* [@bib0210].

### 5.2.3. Accelerating topology optimization procedure {#sec0085}

The solution of the equilibrium equations of Eq. [(28)](#eq0140){ref-type="disp-formula"} is the most demanding part in any structural optimization problem, topology optimization included. Since the displacement field *u(x)* doesn\'t have to be 100% accurate, in order to speed up the topology optimization procedure approximate methods for solving the linear equation can be adopted. In the previous section various implementations of direct and iterative solvers were described, either in core or out-of core. The most prominent iterative method for solving linear equations is the CG method. Reducing slightly the level of accuracy when implementing CG method, the computational cost is reduced drastically. In addition, applying the iterative procedure into a GPGPU computing environment the computational efficiency can further be improved. A GPU has more processing power than CPU, due to the large number of processing units. The downside of GPU programming is due to the fact that the transmission of data between CPU and GPU is slow. Another drawback of a hybrid CPU-GPGPU system is that although CPU can take advantage of the RAM memory in order to process data, GPU can only use its own memory which can be limited.

In this study three implementations have been considered: (i) in the first one, matrix-vector product, which is part of the PCG method, is the only operation that was performed by the GPU. In this case, data are transferred from CPU to GPU every time this product needs to be computed, the GPU memory though was rather limited compared to the RAM. (ii) In the second case, all operation required by the PCG method are performed in the GPU. Transferring all data required by the PCG method to GPU, it was able to decrease the data transfer between GPU and CPU, however, in this implementation only the GPU memory was able to use. (iii) In the last case the complete optimization loops were performed into the GPU. This case achieved the minimum interaction between GPU and CPU, however it requires a lot of memory by the GPU. Therefore, it is not clear, yet, which of the three implementations is the better one both in terms of computing and memory requirements, which is shown in the numerical tests part.

6. Results & discussion {#sec0090}
=======================

In order to present the various computational aspects of topology optimization aided conceptual design methodology, a typical 2D MRF design for high-rise building along with a more complicated 3D bridge test example were adopted.

6.1. MRF design test example-framework investigation and 3D printing {#sec0095}
--------------------------------------------------------------------

For the first test example, the following parameters required to formulate the topology optimization problem were used in all cases examined: *nel~x~ = 80*, *nel~y~ = 480*, as suggested the value of *p* used in Eq. [(2)](#eq0010){ref-type="disp-formula"} was set equal to 3 and density filtering was applied with filter size *r~min~ = 3*. [Fig. 4](#fig0020){ref-type="fig"}, [Fig. 10](#fig0050){ref-type="fig"} show the optimized layouts achieved for the case of the MRF design when using different volume fraction values. The volume fraction (*volfrac*) used to obtain the domains of [Fig. 4](#fig0020){ref-type="fig"} was set equal to 50%, while for the domains of [Fig. 10](#fig0050){ref-type="fig"} was set equal to 20%. It can be noticed, from these figures that low volume fractions (i.e. 20%) result into truss-like optimized layouts having larger amount of material volume allocated to the bottom half domain. Comparing, the optimized layouts (for example, comparing Figs. [Fig. 4](#fig0020){ref-type="fig"}4(a) and [Fig. 10](#fig0050){ref-type="fig"}10(b)) it can be observed that although the volume fraction is significantly different, the upper half of the resulted designs is almost the same while the bottom half is totally different, due to high stress concentration at the bottom half. Moment-resisting frames are rectilinear assemblages of beams and columns, with the beams rigidly connected to the columns. Resistance to lateral loads is provided primarily by rigid frame action, i.e. by the development of bending moments and shear forces in the frame members and joints. Although, the shape of the resulted design looks like a truss like structure, the role of the specific structural component remains to be an MRF.Fig. 10MRF test example: Optimized layouts (volume fraction equal to 20%): I. Concentrated nodal forces: (a) basic case, (b) non optimized areas and (c) beam elements. II. Both sides distributed loading: (d) basic case (e) non optimized areas and (f) beam elements.Fig. 10

An observation that worth mentioning also is that the width of the non-optimizable areas (*width~no~*) has a significant impact on the final design. In the current study, the *width~no~* was increased proportionally to the increase of the volume fraction, for the domains of Figs. [Fig. 4](#fig0020){ref-type="fig"}4(b), (d), [Fig. 10](#fig0050){ref-type="fig"}10(b) and (d) the following parameters were considered: (a) *volfrac = 20%, width~no~ = 4* and (b) *volfrac = 50%, width~no~ = 10*. For *volfrac = 50%*, it can be seen that despite the fact that the width of the non-optimizable areas was set equal to 10, the width of the vertical structural members of the optimized layout close to the fixed edge is even larger. In addition, despite the different values of parameter *width~no~* that was used for the two volume fraction values, varying cross section areas are developed in the vertical structural members for both values. In all cases the height of the non-optimizable areas is equal to 480. Worth mentioning that in the above described numerical examples the elements' properties and the loads' magnitude was taken equal to one, similar to every classical topology optimization problem \[[@bib0150], [@bib0155]\].

One issue of major importance for the implementation of the combination of continuum with beam elements case, is that the contribution of the beam elements volume needs to be taken also into account when compared for a specific volume fraction used in the other two cases where quadratic continuum finite elements are used only. Furthermore, instead of using the parameter that designates the width of the non-optimizable areas (*width~no~*) corresponding to the quadratic elements, a new one is introduced denoting the width of the non-optimizable beams (*Bwidth~no~*). In this case the material properties and the loads have taken real world values (not the imaginary value one mentioned previously), since the contribution of every FE type was required on the mechanical behaviour of the structural system. Specifically, the young's modulus of both 4Q and beam elements is equal to *E = 200 GPa* (steel ASTM-A36), while the magnitude of the distributed load is *P = 5 kN/m.* In addition the moment of inertia for the beam elements is equal *I = 7.08E-05 m^4^* and the values of the cross-section area depend on the final volume fraction of the desired design and are defined by the user. In Figs. [Fig. 4](#fig0020){ref-type="fig"}4, [Fig. 10](#fig0050){ref-type="fig"}10(c) and (f) the following parameters are considered: (a) *volfrac = 20%, Bwidth~no~ = 4, area = 0.021*, (b) *volfrac = 50%, Bwidth~no~ = 10, area = 0.06.*

Following the computational investigation and automatic interpretation into a CAD model, which represent major importance tasks for the topology optimization aided conceptual design framework of civil structures presented here in, the IGES files were created for 3D printing the optimized layouts. The additive manufacturing process of 3D printing can produce specimens for various experiments in a rapid way. Mechanical tests can be performed in complicated shapes, without the need of molds or other time consuming processes. The embodiment of the designs that are presented in the current manuscript carried out in a CraftBot 3D printer. The material used was polylactic acid (PLA) and the fused deposition modelling (FDM) technology was applied. Two models achieved for volume fraction equal to 30% were 3D printed, the printed models are shown in [Fig. 11](#fig0055){ref-type="fig"}(a) and (b), corresponding to default and combination of continuum with beam elements cases, respectively.Fig. 11MRF test example: Representation of the CAD geometry of the 3D printed items at 30% vol. fraction (a) Typical case and (b) Beam case.Fig. 11

6.2. Bridge test example {#sec0100}
------------------------

The test example that was considered for presenting the efficiency of high performance computing into topology optimization, corresponds to a bridge structural system formulated as a 3D problem. For the bridge test example three different discretizations were used in order to examine the efficiency. In particular, the following parameters required to formulate the topology optimization problem were used: (i) *nel~x~ = 64*, *nel~y~ = 25* and *nel~z~ = 5* resulting into a model composed of 8,000 solid finite elements, (ii) *nel~x~ = 120*, *nel~y~ = 50* and *nel~z~ = 9* resulting into 54,000 solid finite elements and (iii) *nel~x~ = 160*, *nel~y~ = 40* and *nel~z~ = 13* resulting into 83,200 solid finite elements; while as suggested, the value of *p* used in Eq. [(2)](#eq0010){ref-type="disp-formula"} was set equal to 3 and density filtering was applied with filter size *r~min~ = 1.5*. For the implementation of the PCG algorithm the Jacobi preconditioner was selected, the tolerance was set equal to 10^−4^ and the maximum number of iterations equal to 100. [Fig. 12](#fig0060){ref-type="fig"}shows the optimized layouts achieved for the second test example when using different discretizations, where the volume fraction (*volfrac*) was set equal to 30%. The optimized layouts of [Fig. 12](#fig0060){ref-type="fig"} underline the important role of discretization in the final design achieved. The finer finite element discretization is the better will be the outcome of the topology optimization procedure, resulting into increased computational effort especially in complicated layouts.Fig. 12Bridge test example-optimized designs for the initial domain (a) and the different discretizations (b) 8,000, (c) 54,000 and (d) 83,200 number of finite elements.Fig. 12

The computer hardware platform that was used in this study for performing numerical tests consists of an Intel Xeon W3520 at 2.67 GHz quad-core PC with 8 GB RAM for the case of CPU based computations and NVIDIA GeForce 570 GTX with 480 cores and 2560MB RAM for the case of GPGPU based computations and the operating system was Windows 7 (64bit). For all tests performed a homemade source code written in Matlab was used. In the numerical investigation that will follow the subsequent abbreviations are used for the solution methods implemented in this study: PCG(SEQ), PCG(CPU), PCGAd(GPU) and PCG(GPU) stands for the implementation of preconditioned conjugate gradient into sequential and parallel CPU and GPGPU computing environments, in addition TOPT(GPU) stands for the implementation of the topology optimization procedure in GPGPU computing environment. In PCGAd(GPU) implementations only the product *Ad^(m)^* is performed in GPU, compared to the PCG(GPU) one where all parts of PCG are carried out in GPU. In particular, the performance of the solution implementations in terms of total time is assessed that is composed by: (i) the time required for global stiffness matrix assemblage and for renumbering aiming to reduce the bandwidth according to the Cuthill McKee algorithm (the sum of both is denoted as pre-processing time), (ii) the factorization time that in the case of PCG corresponds to the formation of the preconditioner and (iii) the solution time. The termination parameter *ε~1~* of Eq. [(35)](#eq0175){ref-type="disp-formula"} was taken equal to 10^−5^ for all runs performed. In addition, a second level of comparison was also implemented for the solution of the problem at hand, where the following abbreviations are used: "*OPTIMIZATION*" corresponding to the total time required by the optimization procedure and "*Ax = b SOLVER*" corresponding to the time required for solving the systems of linear equations (see Eq. [(28)](#eq0140){ref-type="disp-formula"}) during the optimization procedure.

The computational efficiency of the three discretizations examined in this study, when using various implementations is shown in [Fig. 13](#fig0065){ref-type="fig"}. These Figures present only the computational performance of PCG, since it outperforms significantly CHB and SCHS implementations. As it is shown in Fig. 13(a), for the model with 8,000 quad elements, when the linear implementation of PCG is adopted, the solution of the systems of linear equations demands 78% of the total optimization time. This time is reduced to 55% when PCGAd(GPU) implementation is adopted. Similar observations are obtained for the model with 54,000 and 83,200 quad elements, respectively (see [Fig. 13](#fig0065){ref-type="fig"}(b) and (c)), where the solution of the systems of linear equations represent the 80% of the total optimization time for the PCG(SEQ) implementation, for both models this time is reduced to almost 40% when PCG(GPU) implementation is adopted.Fig. 13Bridge test example-computational efficiency for the different discretizations (a) 8,000, (b) 54,000 and (c) 83,200 number of finite elements. The vertical numbers represent seconds.Fig. 13

Compared to PCG(SEQ) implementation, the speedup factors achieved for the model with 8,000 elements ranges from 3.0 to 5.5. Accordingly, for the model with 54,000 elements range from 7.3 to 9.5 and for the model with 83,200 elements ranges from 7.0 to 9.2. It can be seen that for a small number of elements the use of the GPU computations into the PCG method do not provide improved performance compared to the CPU. However, with the increase of the computing demand as the number of finite elements becomes greater, it can be observed that GPU-based implementation outperforms that of the CPU.

7. Conclusions {#sec0105}
==============

In this work a novel topology optimization aided structural design methodology is presented, where restrictions imposed in real-life engineering like manufacturability, aesthetic and conceptual design issues are taken into account. In addition, the proposed methodology is based on a fully automated design procedure where topology optimization is integrated with an interpretation step. The proposed methodology is based on an efficient and robust framework for topology optimization. Worth mentioning also that the computational overhead required by the interpretation step, as implemented, is not significant. The interpretation step, represents the phase of the methodology where the CAD models are created for validation purposes by CAE software or 3D printing. Furthermore, parallel computations in the framework of topology optimization and in particular methods for solving the finite element equilibrium equations implemented into CPU and/or GPGPU computing environment are examined. Their application was found to be successful since the optimization procedure was significantly accelerated, achieving speedup factors in the range of 3.0 to 9.0 compared to sequential computing mode. In addition, it was shown that the TOPT(GPU) implementation was outperformed by the others GPU cases examined due to the limitations of GPU in memory usage.

For the purposes of the current study two test examples have been considered. The first test example corresponds to the problem of designing moment resisting frames as parts of high-rise buildings. This problem was formulated as a 2D problem and was adopted aiming to present the capabilities of the proposed fully automated methodology. The second example corresponds to a bridge structural system that was formulated as a 3D problem. It was used to present the efficiency of the solution methods used to accelerate the topology optimization procedure and their implementation into parallel computing environment.
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