In this paper, we present a conjugate gradient method for solving the linear complementarity problem that involves an S-matrix. At each step, we solve a lower-dimensional system of linear equations by conjugate gradient method. The method terminates at the exact solution of the problem after a finite number of iterations. Moreover, the computational complexity of the proposed method is no more than the computational complexity of a conjugate gradient method for solving a system of linear equations. Preliminary numerical experiments show that the method is efficient.
Introduction
The conjugate gradient method is very efficient for solving systems of linear equations and nonlinear programming. It is particularly useful for solving large scale problems. When solving a system of linear equations or minimizing a strict convex quadratic function, the method terminates at the solution of the problem in finite steps. The purpose of this paper is to develop a conjugate gradient method for solving the linear complementarity problem.
Let M = (m i j ) ∈ R n×n and q ∈ R n be given. The linear complementarity problem LCP(M, q) is to find an x ∈ R n such that
Suppose that x * is a solution of LCP(M, q). Let m T 1 , m T 2 , . . . , and m T n denote the rows of M. It is clear that J (x * ) = {i | x * i > 0} and that x * is a solution of the following lower-dimensional system of linear equations:
On the other hand, if a solutionx of the system of linear equations m T i x − q i = 0, i ∈ J (x), x i = 0, i ∈ I (x) (1.2) satisfies x i ≥ 0, ∀i ∈ J (x) and m
thenx is a solution of LCP(M, q). In this case, we can solve the system of linear equations (1.2) to get a solution of the LCP(M, q).
In general, solving a system of linear equations is much easier than solving an LCP. Therefore, it is interesting to find a system of linear equations whose solution is also a solution of the LCP. By using the so-called identification function [6] , the LCP(M, q) can be locally converted into a system of linear equations. However, it is generally not easy to convert the LCP(M, q) into a system of linear equations like (1.2) because the index sets I (x * ) and J (x * ) depend on the solution x * .
In this paper, we consider the linear complementarity problem LCP(M, q) where M is an S-matrix, i.e. a symmetrical M-matrix. Here we use the definition of M-matrix given in [13] . In other word,
If M is an S-matrix, it is also positive definite (see in [13] ). Then it follows that LCP(M, q) is equivalent to the bound constrained strongly convex QP:
Many large-scale scientific and engineering computation problems such as the finite element or finite difference discretization of free boundary problems are LCPs with S-matrices [3] . For such an LCP, we construct a finite sequence of systems of linear equations approaching the system of linear equations (1.2). The last system in this sequence is the system of linear equations (1.2). Specially, we first give a way to identify the index set J (x * ). We do it by constructing a finite sequence of index sets {J k } t k=0 satisfying
As a result, the LCP(M, q) is converted into the system of linear equations (1.2). For each k, 1 ≤ k ≤ t, the set J k depends on the solution of the lower-dimensional system of linear equations
We then propose a conjugate gradient method for solving LCP(M, q). The method is implemented by solving a sequence of lower-dimensional systems of linear equations P(1), P(2), . . . , P(t). For each k, problem P(k) is solved by a conjugate gradient method. Note that
) is a principal submatrix of the coefficient matrix M J k J k of problem P(k). When we solve problem P(k) by conjugate gradient method, we reuse the information obtained for solving problem (P(k − 1)) such that the total computation cost for solving the sequence of problem P(1), P(2), . . . , P(k) is no more than the computation cost of a conjugate gradient method for solving problem P(k). Consequently, the total computation cost of the proposed conjugate gradient method for solving LCP(M, q) is no more than the computation cost of a conjugate gradient method for solving the lower-dimensional system of linear equations (1.2). The above conjugate gradient method is a direct method if no round-off error exists. Direct methods for solving the linear complementarity problem have received much attention in the last decades. We refer to [4] and [11] for comprehensive reviews in this field. For examples, the well-known Lemke's method, the variable dimension method due to Van der Heyden, and the principal pivoting method due to Zoutendijk and Bard, etc. Usually, these direct methods are exponential methods (see, e.g. in [1, 8, 14] ). There are also direct methods with polynomial computational complexity. Early in 1976, Mangasarian converted the linear complementarity problem into a linear program in some important special cases including those when M or its inverse is a Z -matrix [10] . As a result, it is solvable in polynomial time. Todd [16] obtained a polynomial probabilistic average computational complexity of the lexicographic Lemke method. The leading term of the complexity is 1 4 n 4 . In [17, 18] , direct methods for solving the linear complementarity with S-matrix and M-matrix were developed. The leading term of the computational complexity of these methods is n 4 . Early in [2] , Chandrasekaran proposed a Lemke method. It was proved by Saigal [15] that when applied to solve a linear complementarity problem with Z -matrix, the leading term of the computational complexity of Chandrasekaran's method is n 3 . Cryer [5] proposed an important modification of Saigal's algorithm. When used to solve a linear complementarity problem with tridiagonal matrix, the complexity of the method is only O(n). Recently, by using a Gaussian eliminating technique, the authors in [9] developed a direct method for solving the linear complementarity problem with Z -matrix. The leading term of the computational complexity of the method is 1 3 n 3 . The aim of this paper is to develop a conjugate gradient method for solving the linear complementarity problem with S-matrix. It is particularly useful for solving large-scale problems. Moreover, as we shall show (see Section 3) that the computational complexity of the proposed method is no more than a conjugate gradient method for solving an n-dimensional system of linear equations.
In the next section, we provide a way to estimate the index set J (x * ). In Section 3, we propose the method and estimate its computational complexity.
We conclude this section by introducing some notations used in the paper. We use E to denote the unit matrix whose dimension is clear from the context. Let x = (x 1 , x 2 , . . . , x n ) T ∈ R n . For index set I ⊂ N , we use x I to denote the subvector of x whose elements are x i , i ∈ I . For matrix A = (a i j ) ∈ R n×n , and index sets I, J ⊂ N , we use A I J to denote the submatrix of A whose elements are a i j , i ∈ I , j ∈ J . For a finite set I ⊆ N , we use |I | to denote the number of elements in I .
Identification of positive variables
In this section, we identify the positive variables of LCP(M, q) that forms the index set J (x * ), where x * is the solution of LCP(M, q). Throughout this section, we assume that M is an M-matrix. It is well known that LCP(M, q) has a unique solution if M is an M-matrix (see, e.g. in [4, 11] ).
Define the index sets
It is clear that if J 0 = ∅, then the solution of LCP(M, q) is x * = 0. Suppose that J 0 = ∅. As we mentioned in Section 1, the following lemma is obvious but very important: Lemma 2.1. The unique solution of LCP(M, q) coincides with the unique solution of the following lowerdimensional system of linear equations:
On the other hand, if for some index sets I, J ⊆ N satisfying I ∩ J = ∅ and I ∪ J = N , the solution of the lower-dimensional system of linear equations The above lemma establishes the equivalence between LCP(M, q) and the system of linear equations. If we can identify the index J (x * ), then LCP(M, q) can be converted into a lower-dimensional system of linear equations. In what follows, we give a way to identify the index set J (x * ). We fulfil this purpose by constructing a monotone sequence of subsets of J (x * ). The idea was originated in [18] .
First, we introduce a lemma from [9] . For completeness we include the proof in the Appendix.
where E αα ∈ R |α|×|α| is an identity matrix. Then the unique solution of LCP(M, q) coincides with the unique solution of LCP(M,q).
The following lemma shows that J 0 is a subset of J (x * ).
Lemma 2.3. We have
Proof. Since x * is the solution LCP(M, q), we have for each i ∈ N ,
For any i ∈ J 0 , q i > 0. Therefore, we must have x * i > 0. This means i ∈ J (x * ). Let x 0 be the solution of P(0). If condition (2.4) is satisfied with I = I 0 and J = J 0 , then it follows form Lemma 2.1 that J 0 = J (x * ) and x 0 is the solution of LCP(M, q). In this case, we have identified the index set J (x * ). Suppose that (2.4) does not hold with x = x 0 and I = I 0 , J = J 0 . We are going to find a larger index set J 1 such that
The next lemma gives a way to find such index J 1 . Proof. The fact J 10 = ∅ is obvious. We turn to verifying J 10 ⊂ J (x * ). Let
It follows from Lemma 2.2 that LCP(M, q) and LCP(M,q) are equivalent. Note that i ∈ J 10 if and only if i ∈ I 0 and q i > 0. Therefore, we claim from Lemma 2.3 that i ∈ J (x * ).
It is obvious that J 10 ∩ J 0 = ∅. Letting J 1 = J 0 ∪ J 10 , we get a new index set J 1 which contains J 0 as a proper subset. Moreover, it follows from Lemma 2.4 that J 1 ⊆ J (x * ). Note that matrixM defined by (2.6) is also an Mmatrix and J 1 consists of the index i for whichq i > 0. Index set J 1 in problem LCP(M,q) plays the same role as the index J 0 in problem LCP(M, q). In particular, we have the following corollary: Corollary 2.5. The solution of the lower-dimensional system of linear equations
Repeating the above process, we get a sequence of index sets
Since J (x * ) is finite, after finite steps, we get for some t ≤ n that J t = J (x * ). The subscript t is the integer for which the solution x t of problem P(t) satisfies (2.4) with J = J t and I = I t ≡ N \ J t . The above process of generating {J k } t k=0 essentially provides a method for solving LCP(M, q). It is the direct method developed by Zhou [18] for LCP(M, q) with S-matrix M. In the next section, by means of the identification of J (x * ), we propose a conjugate gradient method for solving LCP(M, q). The computation cost of the proposed method is no more than the cost of a conjugate gradient method for solving the lower-dimensional system of linear equations (1.2).
The conjugate gradient algorithm
In this section, we propose a conjugate gradient method for solving LCP(M, q). Throughout this section, we assume that matrix M is an S-matrix, i.e. it is a symmetrical M-matrix. It is clear that any S-matrix must be positive definite [13] . Therefore, the linear complementarity problem LCP(M, q) is equivalent to the following strictly convex quadratic programming:
The idea of the proposed conjugate gradient method is to solve a sequence of lower-dimensional systems of linear equations by the conjugate gradient method. To save computation cost, we use the conjugate directions in the previous iteration to generate the conjugate directions for the next iteration. The total computation cost of the proposed method is no more than the cost of the conjugate gradient method for solving the lower-dimensional system of linear equations (1.2), which is no more than the computation cost of a conjugate gradient method for solving an n-dimensional system of linear equations.
We first simply recall the process of a conjugate gradient method for solving the system of linear equations:
where A ∈ R n×n is symmetrical and positive definite, and b ∈ R n . This system of linear equations is equivalent to the following unconstrained optimization problem:
Starting from an arbitrary x 0 ∈ R n , the conjugate gradient method generates a sequence of iterates {x j } by letting
where α j is determined by
If we neglect the round-off errors, then the above process terminates at the solution of (3.2) within n steps. In other words, there is an integer t ≤ n such that x t = A −1 b.
where and doing line searches along directions
In other words, Algorithm 1 generates the sequence of iterates {x k } that takes the following form:
I is the identity matrix of r -dimension, and
We test the method on the problem with different dimensions and different initial points. The method was coded in Matlab 6.5 and run on a personal computer with 1.73 GHZ CPU processor. We stop the iteration if the condition min{M x + q, x} ≤ 10 −7 is satisfied. At iteration k, we generate the M J k J k -conjugate direction by use of the standard FR method. We stop the inner iteration if the condition M J k J k x J k − q J k ≤ 10 −5 is satisfied. Tables 1 and  2 = (0, . . . , 0) T , respectively. The meaning of each column in these tables is as follows: "n" denotes the dimension of the problem; "|J 0 |" stands for the number of elements in J 0 ; "InIt" stands for the total number of inner iterations, namely, the total number of CG-iterations to solve linear equations (3.6); "OutIt" means the total number of outer iterations and "CPU" denotes the computer time used (in second); We see from Tables 1 and 2 that starting from each initial point, the method terminates at the solution of the problem successfully. The proposed method can solve large-scale problems efficiently.
Discussion
We have developed a conjugate gradient method for solving the linear complementarity problem with S-matrix. The method is an extension of the conjugate gradient method for solving systems of linear equations and minimization problems. The method reserves good properties of the conjugate gradient method for solving system of linear equations and minimization problems. An attractive property of the proposed method is that the computation cost of the method is no more than the cost of a conjugate gradient method for solving an n-dimensional system of linear equations.
The proposed method depends on useful properties of S-matrix. These properties were used to identify the positive variables. It is interesting to develop a conjugate gradient method for solving the linear complementarity problem with general symmetrical and positive definite matrix. The difficulty to do this lies in the identification of the positive variables. It is also interesting to develop preconditioned conjugate gradient method. This seems not trivial because Algorithm 1 implicitly implies the solution of a sequence of systems of linear equations. We leave it as a topic for further research.
