ABSTRACT Extensive efforts on capacity studies for the mobile ad hoc networks (MANETs) mainly focus on either the unicast traffic or the asymptotic results under multicast traffic. However, the former ones cannot support future multicast-intensive applications, and the latter ones cannot reveal the real achievable non-asymptotic capacity, such that it still remains largely unknown in such networks. This paper, for the first time, investigates the non-asymptotic capacity in MANETs under a general packet routing scheme with multicast traffic, where each source has multiple destinations. Under the routing scheme, when the destinations move into the communication range of their source, a packet at source will be directly sent to destinations; otherwise, it can be replicated to multiple different relays, which help to forward it to destinations. To study the non-asymptotic capacity in the MANETs, we first develop the two Markov chain theoretical frameworks to characterize the fastest packet propagation process at source and the fastest packet reception process at destinations under the routing scheme. Based on these two theoretical frameworks, we then derive an analytical expression for the capacity. Finally, the simulation and numerical results are conducted to validate our theoretical capacity and also to explore the impact of system parameters on the capacity performance.
I. INTRODUCTION
Mobile ad hoc networks (MANETs) have been widely applied in tactical networks, device-to-device communications and personal area networks [1] - [3] . Multicast in such networks is a fundamental traffic pattern and has many grouporiented applications. In these applications, message needs to be exchanged among a group of users, such as soldiers in a battlefield and rescuers in a disaster area [3] - [7] . The capacity, defined as the maximum rate achievable between a source and multiple destinations, is a significantly important performance metric for designment and optimization of MANETs in these critical applications. Despite much research work
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on exploring either the capacity of MANETs under unicast traffic, i.e., one source is associated with only one destination, or the asymptotic capacity under multicast traffic, the non-asymptotic capacity performance of MANETs has not been fully explored under multicast traffic so far.
Since the pioneer work by Grossglauser and Tse [8] , extensive efforts have been dedicated to investigating asymptotic/non-asymptotic capacity under unicast traffic in MANETs [9] - [15] . Notice that the asymptotic capacity study mainly focuses on exploring asymptotic bounds of capacity, which characterizes how the capacity of a MANET scales up as the number of nodes in the network goes to infinity. The work in [8] illustrated that a constant asymptotic capacity of (1) is achieved under unicast traffic when mobile nodes in the network follow independently and identical VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ distribution (i.i.d.) mobility model. Inspired by the pioneer work in [8] , much research work indicated that the asymptotic capacity of (1) is also achieved in MANETs under random walk mobility model [9] , restricted mobility model [10] and correlated mobility model [11] . Besides, the study of the asymptotic capacity and delay trade-off was reported in the literatures [12] , [13] . Later, Yang et al. explored the non-asymptotic capacity in MANETs by combining erasure coding and packet redundancy techniques [14] . Chen et al. further investigated the non-asymptotic capacity in MANETs with Aloha MAC protocol [15] . Notice that these asymptotic/non-asymptotic capacity results under unicast traffic are not applicable to the MANETs under multicast traffic. By now, some initial studies were conducted to explore the asymptotic capacity of MANETs under multicast traffic [16] - [21] . In [16] , [17] , Wang et al. investigated asymptotic capacity of MANETs with/without packet redundancy in two-hop relay routing scheme. Wang et al. in [18] also explored how the speed of node movement affects the asymptotic capacity in MANETs under two types of node mobility models. The effect of node cooperation on the asymptotic capacity was further investigated in MANETs, where destinations help each other to forward packet [19] . Recently, the delay constrained asymptotic capacity was studied in [20] , where each packet in MANETs has a limited lifetime. Zhang et al. in [21] explored the asymptotic capacity in cognitive radio MANETs, which can fully utilize spectrum resources.
Asymptotic capacity results under multicast traffic illustrate the capacity performance trend in MANETs. However, they cannot reveal the real non-asymptotic capacity achievable in such networks. A comprehensive understanding on the non-asymptotic capacity is critical to facilitate designment and optimization of MANETs under multicast traffic. As the first step towards the study of non-asymptotic capacity under multicast traffic, this paper proposes two novel Markov chain theoretical frameworks for the non-asymptotic capacity study of MANETs under a general packet routing scheme with multicast traffic. With such a routing scheme, each packet at source can be sent to no more than f relays, and then these relays will forward copies of the packet to destinations; a packet at source can also be directly sent to destinations only if destinations are in the communication range of source.
Notice that our work is different from previous works for the capacity of MANETs. First, most of previous works [8] - [13] , [15] - [21] use queuing theory, probability theory or Cauchy integral theorem to analyze either the asymptotic capacity/non-asymptotic one under unicast traffic or the asymptotic one under multicast traffic. Second, the previous work in [14] develops two Markov chain theoretical frameworks to analyze the non-asymptotic one under unicast traffic, which cannot be applied to the scenario of multicast traffic. Specially, our Markov chain theoretical frameworks under multicast traffic can also be used to analyze the capacity performance under unicast traffic only if the number of destinations is set to one. The results are also different between our work and the previous works in asymptotic analysis. The results of our work in non-asymptotic analysis represent the achievable capacity of MANETs, while the ones in asymptotic analysis represent the trend of the capacity performance as the number of nodes in the networks goes to infinity. Here, the asymptotic capacity is generally denoted by notations ( , O, , ω, o) [22] .
The main contributions of this paper are summarized as follows.
• First, two Markov chain theoretical frameworks are developed to characterize the fastest packet propagation/reception processes at source and destinations under the packet routing scheme with multicast traffic, respectively. Specially, the routing scheme can cover the unicast traffic as special case through setting the number of destinations to one.
• Based on these two Markov chain theoretical frameworks, an analytical expression is then derived for the non-asymptotic capacity of MANETs.
• Finally, simulation and numerical results are presented to demonstrate the effectiveness of our developed nonasymptotic capacity results and to explore how system parameters affect the capacity performance.
This paper is outlined as follows. In Section II, we introduce system models and define non-asymptotic capacity. We present a general routing scheme with multicast traffic and related two Markov chain theoretical frameworks in Section III. Section IV derives an analytical expression for non-asymptotic capacity. Section V provides simulation and numerical results. We conclude the paper in Section VI.
II. SYSTEM MODELS AND PERFORMANCE DEFINITION
This section first introduces system models and then defines the capacity performance.
A. SYSTEM MODELS 1) MULTICAST NETWORK AND MOBILITY MODELS
We consider a time-slotted mobile ad hoc network, where n mobile nodes are distributed in a unit square region. These nodes adopt a group communication based multicast traffic [16] , [23] , [24] . Under the traffic, each node initiates a multicast session including one source and d destinations illustrated in Fig. 1(a) . We further evenly divide these nodes into n/(d +1) groups in the network. In each group, each node serves as a source whose destinations are the other d nodes. Thus, each group has d +1 multicast sessions and there are in total n multicast sessions in our considered network. Meanwhile, each node is also a relay to help to forward packets from other n−(d +1) multicast sessions (not including itself). The unit square region consists of m × m equal-sized cells as shown in Fig. 1(b) . Each node moves among these cells following an independent and identically distributed (i.i.d.) mobility model. With the mobility model, at the beginning of every time slot, each node randomly moves into one cell with probability 1/(m × m). 
2) COMMUNICATION MODEL
As shown in Fig. 1(b) , we consider that each node (e.g., S) can only communicate with these nodes residing in the same cell with it or its eight neighbor cells [25] . All transmitting nodes share a wireless channel in the network. To avoid interference among wireless links, we use a classic Protocol Model proposed in [26] here. To ensure a successful transmission from node S to node V , we need to meet the following conditions: the node V is in the communication range of S, and if node K is a transmitting one at current time slot, then the distance between a pair of nodes K and V is not smaller than (1 + )dst(S, V ) shown in Fig. 1(b) , where positive number models a guard zone around the transmission and dst(S, V ) denotes the maximum communication distance between nodes S and V . We further assume that the number of bits is normalized to one packet per time slot for one transmission. 1 
3) CHANNEL ACCESS MODEL
To schedule more simultaneous transmissions without interfering with each other at each time slot, a widely used groupbased scheduling scheme is employed for channel access control [25] , [27] . Under the scheduling scheme, all m 2 cells are partitioned into α 2 groups in the network, each of which consists of m 2 /α 2 cells and can get a transmission opportunity alternately in every α 2 time slots. As shown in Fig. 1(b) , we provide an example with the scenario of α = 4 and 16 groups. In Fig. 1(b) , all grey cells are in an identical group indexed with 1, and the simultaneous transmissions among the cells do not interfere with each other. Suppose that each grey cell in the group gets a transmission opportunity at current time slot, and then at the next time slot, each cell in the group indexed with 2 will get a transmission opportunity and so on. For any two cells of the same group in Fig. 1(b) , their distance in horizontal (or vertical) direction is multiples of α cells, and α is given by α = min{ (1 + )
In this work, we consider a time-slotted cellbased network model, which is widely adopted in previous works [7] , [12] , [20] , [28] - [30] . In [31] , the authors also proposed a data dissemination model in a cell-based network, where network region is evenly divided into multiple equalsized cells, and two nodes in these cells can exchange data when a node is in the communication range of another one. It is notable that based on [31] , the authors in [32] presented a new approach for the performance evaluation of MANETs. In [32] , the authors project San Francisco Bay Area of USA into a cell-based network region and the time is slotted. Using the real mobility traces of taxi cabs in San Francisco Bay Area, the experiment results confirm that the new approach can well approximate the performance of MANETs under real scenario. Moreover, the time complexity is low by considering the discretization of space (cells) and time (slots) in [32] .
Remark 2: The network model considers in this study is a simplified representation of realistic network, but our study still makes contributions to real applications for the following reasons.
(1) The cell-partitioned network model provides necessary analytical tractability that allows us to gain important insights into the problem of performance study in MANETs. Also, the time-slotted cell-partitioned network model can be easily implemented in practice via positioning technologies like GPS adopted in [32] .
(2) The analysis based on the model can still provide insightful results. For example, as illustrated in Section V-B, the non-asymptotic capacity performance derived based on the i.i.d. mobility model can also capture the general trend of those with other mobility models.
(3) The Markovian analysis in this work can be extended to other more realistic networking scenarios, e.g., the continuous ALOHA network [15] , only if the basic probabilities associated with the Markov chain theoretical frameworks are derived in the network.
Remark 3: Similar to previous works [7] , [12] , [20] , [28] - [32] , this work is based on a discrete network with the discretization of space (cells) and time (slots). This can be considered a limitation of the model.
B. PERFORMANCE DEFINITION 1) CAPACITY
For a MANET with a given routing scheme, the capacity of a multicast session is the maximum packet input rate λ (packets/slot) that the MANET can stably support. The term stably represents that for packet input rate λ, the queue length at buffer of each node is still finite as the time tends to infinity. In other words, the capacity of a multicast session corresponds to the maximum number of packets which source sends to all its destinations at each time slot.
III. ROUTING SCHEME AND MARKOV CHAIN THEORETICAL FRAMEWORKS
This section introduces a general routing scheme, and develops two Markov chain theoretical frameworks to characterize the fastest packet propagation/reception processes at VOLUME 7, 2019 source and destinations under the general routing scheme, respectively.
A. ROUTING SCHEME Without loss of generality, we consider a given multicast session that consists of a source S and
Since each node is a source and meanwhile a relay of other n − (d + 1) multicast sessions (not including itself), we consider each node (i.e., S) employs n − d + 1 queues in its buffer for supporting the routing scheme: one source-queue storing the packets input into S, one assistancequeue storing the packets that source has sent out f copies of each packet, but S has not received confirmation from all d destinations, and n − (d + 1) relay-queues storing the packets from other multicast sessions not including S (one relay queue per multicast session).
For the given multicast session, suppose that S gets an opportunity to access the shared channel at current time slot, it will conduct packet transmissions according to the general routing scheme illustrated in Algorithm 1.
Algorithm 1 Routing Scheme 1. if there is at least one destination in communication range of S then 2.
S conducts a transmission of source-to-destination (seeing Procedure 1); 3. else 4.
S conducts the following transmissions with the same probability: 5.
(1) transmission of source-to-relay (seeing Procedure 2); 6.
(2) transmission of relay-to-destination (seeing Procedure 3); 7. end if Procedure 1 Transmission of Source-to-Destination 1. S randomly chooses a destination in its communication range; 2. if the packet that the destination is requesting is in inputqueue of S then 3.
S sends the packet to the destination from its inputqueue; 4. else if the packet that the destination is requesting is in assistance-queue of S then 5.
S sends the packet to the destination from its assistance-queue; 6. else 7.
S keeps idle; 8. end if
B. MARKOV CHAIN THEORETICAL FRAMEWORKS
We consider the given multicast session with source S, its d destinations and a packet at S. Before developing the Procedure 2 Transmission of Source-to-Relay 1. S randomly chooses a relay from its communication range; 2. if the relay does not carry the packet that S is sending then 3.
S sends the relay a copy of the packet; 4.
if f copies of the packet have been sent out then 5.
S moves the packet from its input-queue to assistance-queue; 6. end if 7. else 8.
S keeps idle; 9. end if Procedure 3 Transmission of Relay-to-Destination 1. S is a relay that helps to forward a packet to a destination of other multicast session (not including S); 2. S randomly chooses a node from its communication range; 3. if the packet that the node is requesting is in a relay-queue of S then 4.
S sends the node a copy of the packet from the relayqueue; 5. else 6.
S keeps idle; 7. end if Markov chain theoretical frameworks, we need to define the following two terms.
• Minimum propagation time at source: We define propagation time of the packet at S as the time interval from the time slot that S begins to send the first copy of the packet to the time slot that S finishes sending the copies of the packet. Then, the minimum propagation time at source S can be defined as the propagation time under the scenario where S begins to send the first copy of the packet and meanwhile all d destinations also begin to request the packet.
• Minimum reception time at destinations: We define reception time of the packet at all d destinations as the time interval from the time slot that all destinations begin to request the packet to the time slot that all destinations receive the packet. Then, the minimum reception time at all destinations can be defined as the reception time under the scenario where all destinations begins to request the packet and meanwhile S has sent out all copies of the packet. For the minimum propagation time at source and minimum reception time at destinations, an absorbing Markov chain theoretical framework in Fig. 2(a) is developed to characterize the fastest packet propagation process at source, and another one in Fig. 2(b) is used to characterize the fastest packet reception process at destinations under the general routing scheme. In the Markov chain theoretical framework of Fig. 2(a) ,
denotes that under this state, source S is distributing the ith copy of the packet and meanwhile there are i − 1 distinct relays and j destinations that have received the packet. The absorbing state set Fig. 2(a) denotes that S finishes sending the copies of the packet, i.e., all d destinations have received the packet such that S terminates the fastest packet propagation process. Suppose that a current state of Fig. 2(a) is (i, j) . Based on the general routing scheme, one of the following six transition cases will occur in the next time slot, as shown in Fig. 3 .
• StD case: Transmission of source-to-destination only, which represents that source S successfully sends the packet to a destination having not received it. This means that the intended transition state is (i, j + 1) under StD case.
• StR case: Transmission of source-to-relay only, which represents that source S successfully sends a copy of the packet to a relay that is not carrying it. This means that under such a case, the intended transition state is (i+1, j).
• (RtD) k case: k transmissions of relay-to-destination only, which represent that k transmissions of relay-todestination occur simultaneously, each of which denotes that a destination successfully receives a copy of the packet from a relay. This means that the intended transition state is an element of the state set {(i, j + k)} where 1 ≤ k ≤ i and j + k ≤ d.
• StD + (RtD) k case: A transmission of source-todestination and k transmissions of relay-to-destination only, which represent that the k + 1 transmissions occur simultaneously. This means that the intended transition state is an element of the state set {(i, j + k + 1)} where • StR + (RtD) k case: A transmission of source-to-relay and k transmissions of relay-to-destination only, which represent that the k + 1 transmissions occur simultaneously. This means that the intended transition state is an element of the state set {(i + 1, j + k)} where 1 ≤ k ≤ i and j + k ≤ d.
• Self-loop case: It represents that the intended transition state is itself. As shown in Fig. 2(b) , a general transient state (f + 1, j) denotes that j destinations have received the packet (0 ≤ j ≤ d − 1), after each of f relays has received a copy of the packet from S. The absorbing state A D in Fig. 2(b) denotes that all d destinations have received the packet while terminating the fastest packet reception process. Suppose that a current state in Fig. 2(b) is (f + 1, j) , and one of the following four cases will occur in the next time slot, as shown in Fig. 3(c) .
• StD case: Transmission of source-to-destination only, i.e., under StD case, the intended transition state is (f + 1, j + 1).
• (RtD) k case: k transmissions of relay-to-destination only, i.e., under such a case, the intended transition state is an element of the state set {(f + 1, j + k)} where 1 ≤ k ≤ f and j + k ≤ d.
• StD + (RtD) k case: A transmission of source-todestination and k transmissions of relay-to-destination only, i.e., under the case, the intended transition state is an element of the state set {(f + 1, j + k + 1)} where 1 ≤ k ≤ f and j + k + 1 ≤ d.
• Self-loop case: The intended transition state is itself under the case. The total number of transient states in Fig. 2(a) is denoted by β, and is arranged into d columns. We can easily see from Fig. 2(a) that each column has f + 1 transient states. Thus, we obtain β = d(f + 1). These β transient states and an absorbing state set A S are numbered sequentially as 1, 2, · · · , β + 1 in a top-to-down and left-to-right way.
As shown in Fig. 2(b) , the total number of transient states is denoted by γ , and γ = d. These γ transient states and an absorbing state A D are numbered sequentially as 1, 2, · · · , γ + 1 in a left-to-right way.
IV. CAPACITY MODELING
According to the two Markov chain theoretical frameworks mentioned above, we first model the capacity performance and then present related basic probability results.
A. CAPACITY
We derive an analytical expression for the capacity of the given multicast session in the following Theorem.
Theorem 1: We use µ to denote the capacity of a multicast session in a concerned MANET, i.e., µ is the maximum packet input rate λ that the MANET can stably support under the general routing scheme. Then we have
where
, and N S and N D denote fundamental matrices of the Markov chain theoretical frameworks in Figs. 2(a) and 2(b) , respectively.
Proof: For the given multicast session, we use PR S to denote the long-term average value of packet propagation rate at source and use RR D to denote the long-term average value of packet reception rate at destinations in t time slots. Then we have
where C S denotes the number of packets having been sent by source and C D denotes the number of packets having been received by destinations in t time slots.
Recall that the term stable in the network is that as the time trends to infinity, the queue length at buffer of each node will not increase to infinity. Since in a stable network with packet input rate λ, the long-term average value of packet input rate equals to the long-term average value of packet output rate, we have
We use t S and t D to denote the minimum propagation time at source and the minimum reception time at destinations, respectively. Their expected values E{t S } and E{t D } are determined as
which is due to that 1 E{t S } corresponds to the expected maximum packet propagation rate at source and 1 E{t D } corresponds to the expected maximum packet reception rate at destinations.
According to the formulas (4), (5) and (6), we have
Because the capacity µ of a multicast session is the maximum packet input rate λ that the concerned MANET can stably support under the routing scheme, we have
In formula (8), E{t S } and E{t D } are unknown. We know that the two Markov chain theoretical frameworks in Figs. 2(a) and 2(b) represent the fastest packet propagation process at source and the fastest packet reception process at destinations, respectively. Therefore, E{t S } is the expected value of the time that initial state (0, 0) in Fig. 2(a) takes to transit to absorbing state A S , and E{t D } is the expected value of the time that initial state (f + 1, 0) in Fig. 2(b) takes to transit to absorbing state A D .
We now derive E{t S }. We use t i to denote the time that the ith transient state in Fig. 2 
Notice that E{t S } just corresponds to E{t 1 }. We use Q S to denote a β × β matrix, and its any element (q s ) ij is the transition probability that the Markov chain of Fig. 2(a) reaches the jth transient state from the ith one, where 1 ≤ i, j ≤ β. Using the first step analysis of Markov chain theory [33] , we get
We rewrite the formula (9) as
where all the values of the (b 1 ) β×1 are 1.
The formula (10) is further expressed as
where I β×β denotes an identity matrix. Based on the Markov chain theory [33] , we can represent the fundamental matrix (N S ) β×β of the Markov chain in Fig. 2(a) as
Combining (12) and (11), we have
Therefore, E{t S } is determined as
We proceed to derive E{t D }. We use (N D ) γ ×γ to denote the fundamental matrix of the Markov chain in Fig. 2(b) , and it is given by
where Q D denotes a γ × γ matrix, and its any element (q d ) ij is the transition probability that the Markov chain of Fig. 2(b 
where b 2 = (1, 0, · · · , 0) 1×γ and b 3 = (1, 1, · · · , 1) T γ ×1 . We complete the proof of Theorem 1. We can see from formulas (14) and (16) that we only need to know the state transition probabilities in matrices Q S and Q D , which are presented in the following subsection.
B. BASIC PROBABILITY RESULTS
For the given multicast session with source S, its d destinations and a packet at S, some basic probability results associated with the two Markov chain theoretical frameworks in Fig. 2 are summarized as follows.
Lemma 1: We use p 1 and p 2 to represent the probability that S performs a transmission of source-to-destination and the probability that it performs a transmission of sourceto-relay, respectively. Then the two probabilities are determined as
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For the two transient states (i, j) and (f + 1, j) in the Markov chain theoretical frameworks of Figs. 2(a) and 2(b) , we assume that at current time slot, u 1 destinations have not received the packet, each of u 2 relays has received a copy of the packet, and each of u 3 relays has not received a copy of the packet. For the state (i, j) with Fig. 2(a) , we have
For the state (f + 1, j) with 0 ≤ j ≤ d − 1 in Fig. 2(b) , we have
We assume that for current time slot, the two Markov chain theoretical frameworks in Figs. 2(a) and 2(b) are in the transient states (i, j) and (f + 1, j), respectively. Then the Lemmas are established as follows.
Lemma 3: The P SD (u 1 ) represents the probability that a destination will successfully receive a packet from source S (i.e., a successful transmission of source-to-destination), and the P SR (u 3 ) represents the probability that a relay will successfully receive a copy of the packet from source S (i.e., a successful transmission of source-to-relay) in the next time slot. Then we have
Lemma 4: The P RD (k, u 1 , u 2 ) represents the probability that in the next time slot, k successful transmissions of relayto-destination will occur simultaneously, where 1 ≤ k ≤ min{u 1 , u 2 }. Then we have
Here,
Here, l i , w i z and ψ(k i , h i ) are also used in the following Lemmas.
Lemma 5: The P SD,RD (k, u 1 , u 2 ) represents the probability that in the next time slot, one successful transmission of source-to-destination and k successful transmissions of relayto-destination will occur simultaneously, where 1 ≤ k ≤ min{u 1 − 1, u 2 }. Then we have
Lemma 6: The P SR,RD (k, u 1 , u 2 , u 3 ) represents the probability that in the next time slot, one successful transmission of source-to-relay and k successful transmissions of relayto-destination will occur simultaneously, where 1 ≤ k ≤ min{u 1 , u 2 }. Then we have
The basic idea of the proofs for Lemmas 1 to 6 can be summarized as follows.
Regarding the Lemmas 1 and 3: First, the following these events need to be properly divided into mutually exclusive cases, like the event that S conducts a transmission of sourceto-destination, and the event that S successfully sends a packet to a relay or a destination. Second, each of these cases is represented by several simultaneous and independent sub-events. Finally, based on the properties of addition and multiplication, we get the probabilities in Lemmas 1 and 3.
Regarding the Lemma 2: For a general transient state (i, j) at current time slot, it represents that i-1 relays are carrying copies of a specific packet and j destinations have received the packet. Therefore, we get u 1 , u 1 and u 1 in Lemma 1.
Regarding the Lemmas 4 to 6: Since the basic idea of their proofs are similar, we take Lemma 4 as an example here. To determine the probability P RD (k, u 1 , u 2 ) in Lemma 4, we first express P RD (k, u 1 , u 2 ) by a mathematical equation related to the transmission probability that k relays conduct k simultaneous transmissions of relay-to-destination. Then, the transmission probability is determined as a product of these k probabilities that each relay conducts one transmission of relay-to-destination. Each transmission of relay-todestination can be further divided into mutually exclusive cases, and each of these cases is represented by several simultaneous and independent sub-events. Finally, based on the properties of addition and multiplication, we get the probability P RD 
The proofs of these Lemmas are similar to these in [34] . Please refer to [34] for details.
Based on these probability results, the transition probability under each transient case of Fig. 2 are determined as follows:
• SD case: the transition probability is P SD (u 1 ) − P SD,RD (1, u 1 , u 2 ),
• SR case: the transition probability is P SR (
• (RD) k case: the transition probability is P RD (k, u 1 ,
• SR + (RD) k case: the transition probability is
• self-loop case: the transition probability is 1 -the sum of all the transition probabilities mentioned above.
V. SIMULATION AND NUMERICAL RESULTS
This section first presents simulation results to validate the effectiveness of our theoretical capacity model, and then applies the theoretical capacity model to explore the performance of MANETs under the general routing scheme.
A. SIMULATION SETTING
A dedicated C++ simulator is implemented to simulate the packet propagation process under the general routing algorithm. The issues of i.i.d. mobility model and channel access model with setting of guard zone parameter = 1 are carefully addressed in this simulator. We use the following parameters in the simulator: the number of nodes n (nodes), network area size m (cells), packet replication factor f (copies/packet), the number of destinations d (nodes) and system load ρ. Here, we define the system load ρ as ρ = λ/µ, where the notations λ and µ are introduced in Section IV-A. In particular, we also implement the following two typical mobility models:
• Random Walk Mobility Model: At the beginning of each time slot, each node moves into a cell which is randomly selected from nine cells of its communication range with equal probability, and then remains at it within the time slot.
• Random Waypoint Mobility Model: At the beginning of each time slot, each node determines a 2-dimensional vector < x, y >, each component of which is randomly generated from [1/m, 3/m]. The node then moves the distances of x and y at the horizontal and vertical directions, respectively. In this simulation, we consider two network scenarios of n = 64, m = 8, d = 3, f = 3 and n = 200, m = 16, d = 5, f = 5. To obtain the simulated results of throughput, we focus on a specific multicast session and each simulated throughput result is calculated as the average of number of packets that a source delivers to all d destinations for the specific multicast session over a period of 10 9 time slots. Notice that the capacity is the maximum value of throughput.
Remark 4: The main purpose of our simulation is to verify the accuracy of our Markov chain theoretical frameworks and non-asymptotic capacity model under the routing scheme in MANETs. Therefore, we need to simulate the packet propagation process under the routing scheme with a careful consideration of the issues of i.i.d. node mobility and channel access model, which can be easily realized by a selfdeveloped C++ simulator (now publicly available at [35] ) without implementing using a complicate network simulator (like NS3, OMNET++ and OPNET).
B. VALIDATION OF CAPACITY
To validate the theoretical capacity model, the simulated and theoretical results of throughput are summarized in Fig. 4 under the two network scenarios introduced in Section V-A. For each network setting, Fig. 4 illustrates that the throughput first increases, and then keeps a constant µ as system load ρ increases up to 1, i.e., the theoretical value of capacity is just equal to packet input rate λ. This indicates that when ρ is less than 1, the queuing system in the concerned MANET is under-loaded and when ρ increases no less than 1, it is in saturate case. This further indicates our theoretical capacity model can well predicate the capacity of the concerned network.
We can also observe from Fig. 4 that the throughput performance under random walk mobility model and random waypoint mobility model is almost the same as that under i.i.d. mobility model. This indicates that the non-asymptotic capacity model under i.i.d. mobility model is derived in this paper, and can also be used to evaluate the non-asymptotic capacity performance under random walk and random waypoint mobility models. The reason behind the phenomenon is that according to the literatures [36] , [37] , if the networks under different mobility models have the same steady-state node location distribution, such as i.i.d., random walk and random waypoint mobility models, and then they have the same capacity performance. As shown in Fig. 5 , we provide a real scenario of a MANET in a sector of the city of Shanghai, China. Similar to previous work [32] , the scenario in Fig. 5 is discretized in grid of 16 × 16 equal-sized cells, each of which has a side of about 100 m. Given the network setting of n = 50, m = 16, d = 3 and f = 5, the nodes (e.g., vehicles) in the network can gather data from this city, and then transmit data according to the routing scheme adopted in this paper. We summarize the simulation and theoretical throughput results in Fig. 6 . Here, each throughput value is calculated as the average of number of packets received by all destinations of a specific multicast session over a period of 10 9 time slots. We can see from Fig. 6 that when system load ρ is no less than 1, the simulation results keep almost unchanged and can well match the theoretical ones. This is an expected result due to the fact that as ρ ≥ 1, the queuing system achieves saturation such that the throughput just corresponds to non-asymptotic capacity under the case of ρ = 1. Meanwhile, this also validates the accuracy of our theoretical capacity and related basic probability results introduced in Section IV.
C. PERFORMANCE ANALYSIS
Based on the theoretical capacity model, we explore the effect of network parameters on capacity performance. Fig. 7 illustrates how the capacity µ varies with the packet replication factor f under the network setting of n = 100, m = 16 and d = {1, 4, 7}. We can see from Fig. 7 that as f increases, µ first increases and then decreases for each setting of d. This is because the effect of f on µ is two folds. When f is relatively small, increasing f could increase the speed at which each packet is delivered to its destinations, and thus leading to the increasing of µ. When f is larger, increasing f could decrease the speed at which copies of each packet at source are distributed out, and thus leading to the decreasing of µ.
To examine the effect of number of destinations d on the capacity µ, it is summarized in Fig. 8 how the µ varies with the d in a network with m = 16, f = 5 and n = {80, 130, 180}. Fig. 8 shows that for each setting of n, µ decreases with d. This is because as d increases, a packet will experience more time to reach all d destinations, and thus it leads to the decreasing of µ.
To understand the effect of the number of nodes n on the capacity µ, it is summarized in Fig. 9 that the relationship between µ and n under the setting of d = 5, f = 5 and m = {8, 16, 24}. Fig. 9 shows that for each setting of m, as n increases, µ first increases and then decreases, and there exists an optimal n to achieve maximum capacity µ. The main reason is that the effect of n on µ is two-folds. On one hand, when n is relatively small, these nodes are sparsely distributed in the concerned network and a larger n could increase the opportunities to successfully perform the transmission of source-to-relay and the transmission of relay-to-destination at each time slot, and thus this results in the increasing of µ; when n further increases, these nodes are densely distributed in the network and the issues of interference and channel access contention have a largely negative effect on the packet propagation speed, and thus leading to the decreasing of µ.
VI. CONCLUSION
This paper investigated the non-asymptotic capacity in MANETs under multicast traffic. Two Markov chain theoretical frameworks were developed to characterize the fastest packet propagation process at source and the fastest packet reception process at destination under the general packet routing scheme. According to these theoretical frameworks, an analytical expression was further derived for the capacity performance. In this study, some interesting findings are that: 1) although we developed the theoretical capacity model under the i.i.d. mobility model, it can also be used to predicate the capacity performance under the random walk and random waypoint mobility models; 2) the capacity could achieve an optimal value by properly setting of number of nodes and the packet replication factor f , respectively. 
