We propose a nonlinear Schrödinger equation in a Hilbert space enlarged with an ancilla such that the partial trace of its solution obeys to the Lindblad equation of an open quantum system. The dynamics involved by this nonlinear Schrödinger equation constitutes then a purification of the Lindbladian dynamics. This nonlinear equation is compared with other Schrödinger like equations appearing in the theory of open systems. We study the (non adiabatic) geometric phases involved by this purification and show that our theory unifies several definitions of geometric phases for open systems which have been previously proposed. We study the geometry involved by this purification and show that it is a complicated geometric structure related to an higher gauge theory, i.e. a categorical bibundle with a connective structure.
Quantum information
1 and open quantum systems 2 are subjects of particular interest in the modern physics, dealing with decoherence processes, quantum computation and communication, entanglement processes, distillation protocols, Schmidt decomposition, Markovian and non-Markovian effects, etc. A particular interesting subject in quantum information is the process of purification 3 which consists for a mixed state ρ of the Hilbert space H S to find a pure state Ψ ∈ H S ⊗ H A in an enlarged Hilbert space such that ρ = tr HA |Ψ Ψ|. The auxiliary Hilbert space H A can be viewed as describing an effective environment. In this paper, we want to study the purification process with respect to the dynamics of mixed states. When the dynamics is conservative, i.e. when it is described by a Liouville-von Neumann equation ı ρ = [H S , ρ] (no relaxation effect occurs), the dynamics of the purification and the related mathematical structures have been extensively studied, see for example ref. 4, 5 . We study in this paper the case where the environment of the quantum system induces relaxation effects, with a the dynamics obeying to a Lindblad equation 2 . We will show that the purified state obeys in the enlarged Hilbert space to a nonlinear Schrödinger equation. The emergence of a nonlinearity is not a new phenomenon in the relation between dynamics of mixed and pure states. In ref. 6 it is shown that the pure dynamics closest to the Lindblad dynamics (in the sense that this pure dynamics is viewed as the dynamics of some tangent vectors on the density matrix manifold) is nonlinear; and in ref. 7 , a purification protocol needed a nonlinear operation has been proposed (a purification protocol is a set of operations and measurements transforming a mixed state ρ to a pure state ψ of the same Hilbert space without the trace operation -in fact the state ψ depends only on the protocol and is independent from the initial mixed state ρ -, it is a question different from the purification process discussed in the present paper). Moreover the Liouville equation for a piecewise deterministic process is associated for its deterministic part with a nonlinear Schrödinger equation but which does not take into account the jump part (see ref.
2 chapter 6.1) in contrast with our equation for the purified dynamics. Geometrization of physical theories is a great active area in theoretical physics. In nonrelativistic quantum dynamics, it is in particular related to the theory of geometric phases (so-called Berry phases) 8 . As shown by Simon 9 , the dynamics of pure states and the Berry phases take place in a geometric structure which is a principal fibre bundle endowed with a connection. Some generalisations of geometric phases have been proposed for mixed states: Uhlmann [10] [11] [12] has proposed a concept of geometric phases based on the theory of transition propabilities for pair of mixed states, the involved geometric structures have been analysed in ref.
5,13-15 ; Sjöqvist etal 16, 17 have proposed a concept of geometric phase based on an interferometric theory, the involved geometric structures have been analysed in ref. 4, 18 ; and we have proposed a concept of geometric phase in the adiabatic limit based on the generalisation of the geometric structure studied by Simon from vector bundles to C * -modules 19, 20 . By using the equation of the purified dynamics, we will built a general theory of geometric phases for open quantum systems which unifies these previous approaches. The dynamics of the density matrices present different geometric phases appearing at different levels. This is due to a more complicated gauge structure called higher gauge theory in the litterature [21] [22] [23] [24] [25] . We will show that this struture is a generalization in the category theory of the principal bundle structure, complicated by the stratified structure of the density matrix manifold 3 . This paper is organized as follows. Section II is devoted to the geometry associated with the purification process by recalling the stratified structure of the density matrix manifold and by introducing some representations of the purified states with the associated inner products. This section introduces some mathematical tools needed to the understanding of the following. Section III shows that the purified state satisfies a nonlinear Schrödinger equation if the associated mixed state satisfies a Lindblad equation. A general theory of geometric phases for open quantum systems is discussed, and there relations with the different propositions of geometric phases are analysed. An example consisting to a two level system driven by an external field and submitted to dephasing and spontaneous emission effects is discussed with a numerical integration of the nonlinear Schrödinger equation and numerical calculations of geometric phases. Section IV studies the geometric structure involved by the general geometric phase theory and the purification process, firstly from the point of view of the ordinary differential geometry, secondly from the point of view of the category theory. It concludes by the introduction of the connective structure and the physical interpretations of the different fields involved by the connection.
A note about the notations used here: We adopt the Einstein's convention: a bottom-top repetition of an index induces a summation. B(H) denotes the set of the bounded linear operators of the Hilbert space H. For an operator A ∈ B(H), RanA, ker A and Sp(A) denotes its range, kernel and spectrum. ∀A, B ∈ B(H), we denote the commutator and the anticommutator by [A, B] = AB − BA and {A, B} = AB + BA. Autg, with g a vector space or an algebra, denotes the set of the automorphisms of g. The symbol "≃" between two spaces (resp. manifolds) denotes that they are isomorphic (resp. homeomorphic). The symbol "≈" between two manifolds denotes that they are locally homeomorphic. The symbol "A ֒→ B" denotes an inclusion of A into B. G ⋊ H denotes a semi-direct product between two groups G and H; g h denotes a semi-direct sum between two algebras g and h. Pr i : V 1 × V 2 × ... × V n → V i , with V j some sets, denotes the canonical projection Pr i (x 1 , x 2 , ..., x n ) = x i . Let M be a manifold, T x M denotes its tangent space at x (T M denotes its tangent bundle) and Ω n (M, g) denotes its space of g-valued differential n-forms. Let f : M → N be a diffeomorphism between two manifolds, f * : T M → T N denotes its tangent map (its push-forward) and f * : Ω * N → Ω * M denotes its cotangent map (its pull-back). Let E π − → M be a fibre bundle (E and M are manifolds and π is a surjective map); Γ(M, E) denotes the set of its local sections. For a category C , ObjC denotes its collection of objects and MorphC denotes its collection of arrows (morphisms). ∀o ∈ ObjC , id o denotes the trivial arrow from and to o (the identity map of o). ∀a ∈ MorphC , s(a) denotes the source of a, and t(a) denotes the target of a. Funct(C , C ′ ) denotes the set of functors from C to C ′ (EndFunct(C ) ≡ Funct(C , C )). dVA(t0,t) dt = −V A (t 0 , t)A(t) (with V A (t 0 , t 0 ) = id H ).
∀A(t) ∈ B(H)
,
II. PURIFICATION PROCESS
A. The purification bundle and the stratification Let H S be the Hilbert space of the studied system S (for the sake of simplicity we suppose that H S is finite dimensional, H S ≃ C n ). Mixed states of S are represented by density operators; the space of density operators being
where B(H S ) ≃ M n×n (C) denotes the space of linear operators of H S . The mixed state ω ρ :
B(H S ) being a C * -algebra and ω ρ being a state of this C * -algebra (see ref. 26 ). In some cases, we can also consider non-normalized density operators:
A purification of a density operator ρ ∈ D(H S ) is a state Ψ ρ ∈ H S ⊗ H A such that
where H A is an arbitrary auxiliary Hilbert space called the ancilla and .|. denotes the inner product of H S ⊗ H A induced by the tensor product (tr HA denotes the partial trace over H A ). Because of the Schmidt theorem 3 one needs dim H A ≥ dim H S . In order to avoid any unnecessary complication, we choose dim H A = dim H S throughout this paper. An interesting choice of ancilla consists to the algebraic dual of H S , H A = H S * = { ψ|, ψ ∈ H S } (the space of continuous linear functionals of H S ). In that case H S ⊗ H A = H S ⊗ H S * = B(H S ). This choice is called standard purification. B(H S ) is endowed with the Hilbert-Schmidt inner product:
where
..,n being an orthonormal basis of H S . We have then
FIG. 1. Simplex Σ(n) for n = 2 (left), n = 3 (middle) and n = 4 (right). The strata are the open sub-simplices of each simplex (including Σ • (n) the interior of Σ(n) -the stratum of no degenerated eigenvalues -). For each stratum Σ i the model manifold of π −1 D (σ) is indicated. Singular strata are written in grey whereas regular strata are written in black (• denotes the stratum of the microcanonical state, and • denotes the stratum of the pure states). The description of the simplexes can be found table I. The details about the stratification can found in ref.
3 where Σ(n) is called Weyl chamber by analogy with the group representation theory.
The restriction of π HS on S HS B(H
U (H S ) ≃ U (n) denotes the group of unitary operators of H S . The action of U (H S ) on S HS B(H S ) is not transitive except for the restriction on the faithfull operators (det W = 0). U (H S ) acts also on the left of S HS B(H S ). This action induces the adjoint action of the group on D 0 (H S ):
∀ρ ∈ D 0 (H S ), the orbit of the density operator U (H S )ρ = {U ρU −1 , U ∈ U (H S )} is constituted by all operators which are isospectral to ρ.
is the (n − 1)-simplex of the possible eigenvalues (dim R Σ(n) = n − 1). Σ(H S ) is the set of diagonal density operators with sorted eigenvalues. Let π D : D 0 (H S ) → Σ(H S ) be the canonical projection associated with the quotient space
is not locally trivial, it is a stratified space 3, 27 . A stratum Σ i (H S ) of Σ(H S ) is characterized by the degeneracy profil of the eigenvalues. If σ ∈ Σ i (H S ) has k 1 eigenvalues with degeneracy equal to q 1 , k 2 eigenvalues with degeneracy equal to q 2 , etc, then its stabilizer is
k l (the products are the group direct products) and then π −1
with no eigenvalue degeneracy is associated with the normalizer U (H S ) σ ≃ T n (the n-torus) and ∀σ ∈ Σ
(the flag manifold); in the other cases, the fibers of the strata in D 0 (H S ) are homeomorphic to partial flag manifolds as Grassmanian manifolds
We distinguish between the regular strata such that det ρ = 0 (no zero eigenvalue) and the singular strata such that det ρ = 0. We remark the presence of two particular strata associated with vertices of Σ(n), the singular stratum of the pure states Σ 0 (H S ) (p 1 = ... = p n−1 = 0 and p n = 1, π
, and the regular stratum of the microcanonical state 
Let H A be an arbitrary ancilla, and let (ζ i ) i=1,...,n and (ξ α ) α=1,...,n be orthonormal basis of H S and H A . Let
The following commutative diagramm summarizes the bundle of purification:
where ←֓ denotes inclusion maps and ≃ denotes homeomorphisms, the vertical arrows are projections. The ancilla plays the role of an effective environment with which the system is entangled. The right action of U (H S ) on S HS B(H S ) is associated with unitary transformations of H A .
Such a transformation has no consequence for the observator which has only information concerning the system (information concerning the environment is lost by the partial trace tr HA ). It is then associated with an inobservable reconfiguration of the ancilla (the effective environment). In contrast, the left action of U (H S ) on S HS B(H S ) is associated with unitary transformations of H S modifying the mixed state:
In quantum information, it can be interesting to consider also SLOCC transformations (Stochastic Local Operations and Classical Communication). By virtue of the principle of the quantum open systems, information concerning the ancilla (the environment) is lost, the physicist cannot performs SLOCC transformations on H A . The group of SLOCC transformations on H S is SL(H S ) ≃ SL(n, C) (the group of invertible operators of H S with determinant equal to 1). Since U (H S ) ⊃ SU (H S ) ⊂ SL(H S ) (SU (H S ) is the group of unitary operators of H S with determinant equal to 1), the group of unitary and SLOCC transformations are SL(H S ) × U (1) = GL(H S ) (U (1) is the group of phase changes and GL(H S ) is the group of invertible operators of H S ).
by noting that S HS B(H S ) and D 0 (H S ) are not stable by the right action of SL(H S ) (we must then consider B(H S ) and D(H S )). We extend π D on the whole of
B. The C * -module structure
The purification space H S ⊗ H A can also be viewed as a left Hilbert B(H S )-C * -module 28 , the left action of the C * -algebra B(H S ) being defined by
The inner product of the C * -module is defined by
It satisfies the usual properties:
The density operator associated with a state of H S ⊗ H A is its square norm with respect to the C * -module structure:
B(H S ) as the standard purification space is related to the C * -module structure by
The right action of B(H S ) on itself induces a particular class of operators of the C * -module acting only on H A :
C. C * -adjointness
In this part we want to define the adjoint, with respect to the inner product of the C * -module, of the right action of B(H S ) on H S ⊗ H A .
where P ker WΨ and P RanWΨ are respectively the projections on the kernel and on the range of W Ψ in H S .
† (the adjoint † is in the sense of the inner product of H A ). We have
For this reason, we call Γ ‡ the C * -adjoint of Γ.
Proof:
It can be interesting to relate RanW Ψ (which appears in the definition of the C * -adjoint) with the density operator.
The two last paragraphs show that RanW Ψ = Ranρ Ψ . The first one shows that cokerW 
Comparison with other Schrödinger equations associated with the open quantum systems
We have shown that the purified state obeys on the regular strata to the nonlinear Schrödinger equation:
6 studies a nonlinear Schrödinger equation for the pure evolution closest to the Lindblad evolution in the sense that it is viewed has the dynamics of some tangent vectors of D 0 (H S ). This equation is the following:
where O ψ = ψ|O|ψ (∀O ∈ B(H S )). Except the shift of the operators by their average values, the structure of this equation is similar to eq. (62). In fact suppose that during a short time the dynamics remains on the singular stratum of the pure states: ρ = |ψ ψ|, in that case
which is very close to the equation (63) (except the shift of the operators and a 1 2 factor). The deterministic part of the Liouville equation for a piecewise deterministic process is (see ref.
2 chapter 6.1)
is very close to our equation for a dynamics remaining on the pure state stratum. This is valid only between two quantum jumps; in a same manner equation (64) could be approximatively valid only during a short time until the quantum jumps described by the operator ı 2 γ k Γ † k ψ Γ k tend to leave the pure state stratum. To describe quantum jumps we add a stochastic process (see ref.
2,29 ): 
a linear in the sense of the superoperator theory where dN k t is a Poisson process and dW k t is a Wiener process. The first equation is the representation as a piecewise deterministic process and the second one is called quantum state diffusion process. The density matrix is then ρ = E (|ψ ψ|) where E is the expectation value with respect to the stochastic process. Ref. 30 proposes a Schrödinger equation following the dynamics induced by the Lindblad equation:
(the operators of H S being transformed into operators of
and (ξ α ) α being the two choosen fixed basis of H S and H A )). Equation (67) is linear, but it is not an equation for the purification, since in this case Υ ρ = ρ a β ζ a ⊗ ξ β and then tr HA |Υ ρ Υ ρ | = ρ. In fact, if we choose the H A = H S * , equation (67) is precisely the Lindblad equation in the Hilbert-Schmidt representation (in the Liouville space), (67) is then just a reformulation of the "superoperator" formalism). The comparisons between the different Schrödinger equations associated with an open quantum system are summarized table II. 4 . Example: control of a two-level system with dephasing and spontaneous emission a. The model: We consider the two level system governed by the following Lindblad equation
with
where S = 2 σ, σ − = σ x − ıσ y = 0 0 2 0 , {σ x , σ y , σ z } are the Pauli matrices, and R( B) is the matrix of the eigenvectors of H S expressed in the canonical basis of C 2 (the effects of the environment must be described on the dressed basis of the system, see for example ref. 31 ). This model corresponds to a spin-1/2 interacting with a magnetic field B (µ being the coupling constant) with an environment inducing a dephasing modelled by Γ z (t) and a spontaneous emission from ( B = B(sin θ cos ϕ e x + sin θ sin ϕ e y + cos θ e z )):
cos θ e −ıϕ sin θ e ıϕ sin θ − cos θ (72)
b. The dynamics: We consider the evolution of the magnetic field controlling the spin, which is represented figure 2. We consider the initial condition
with ǫ ≪ 1 a very small parameter. We choose this initial condition in order to be close to figure 3 . We can note that ρ(t) = π A (Ψ(t)) as shown figure 4. The dynamics shown figure 3 can be compared with the other Schrödinger dynamics associated with the system shown figure 5.
B. Geometric phases of open quantum systems 1. The different notions of operator valued phases
For the open quantum systems, the notion of phase cannot be the same that for the closed systems. In accordance with the C * -module structure of the purification space H S ⊗ H A , a phase for an open quantum system is certainly 
with the approximation
k is considered as a linear (non-hermitian) operator of the Hilbert-Schmidt space HS ⊗ HS * (as a "superoperator" acting on the Liouville representation of ρ :
). The nonlinear Schrödinger equation is integrated by using an intermediate representationΨ
ef f integrated by using a splitting on the time partition, and by using a RK4 (RungeKutta of order 4) algorithm to integrate the nonlinear part an operator in the C * -algebra B(H S ) (we recall that a C * -module mimics the structure of vector space by replacing the ring C by a C * -algebra).
Definition 2
We define two different notions of phase in the C * -module for a state Ψ ∈ H S ⊗ H A :
• We call phase by invariance, an operator g ∈ GL(H S ) leaving invariant the C * -norm:
• We call phase by (unitary) equivariance, an operator g ∈ GL(H S ) leaving equivariant the C * -norm: 
Up to a renormalisation factor, these evolutions are very close to the evolution of the isolated system (γ k = 0). Down: Solutions of the stochastic Schrödinger equations for the piecewise deterministic process with ı dψP
− 1H S ψP DP (left) and for the quantum state diffusion with ı dψQSD = For an abelian C * -algebra (as C) the two notions are equivalent. We can note that ∀g ∈ GL(H S ), ∀Ψ ∈ H S ⊗ H A we have
and then each (SLOCC or isospectral) tranformation of S appears as a phase by non-unitary equivariance (a concept similar with the case of the non-hermitian quantum systems: due to the non-conservation of the norm during the dynamics, we consider "non-unitary phases" g ∈ C * corresping to a change of norm: gψ 2 = |g| 2 ψ 2 with ψ ∈ H S ). Let ρ ∈ D(H S ). The group of phases by invariance of π −1 A (ρ) is the stabilizer (the isotropy subgroup) of ρ for the left-right action: GL(H S ) ρ = {g ∈ GL(H S ), gρg † = ρ}. The group of phases by equivariance is U (H S ) × GL(H S ) ρ . But since we will use only phases by invariance for isospectral transformations (inner to π
ρ . The isotropy subgroups are then all isomorphic to the same model group for all ρ chosen in a single stratum (but it is different between two strata). To simplify the notations, we denote by K = U (H S ) ≃ U (n) (or U (H A ) if it acts on the right) the group of the phases by equivariance (or the group of ancilla transformations), and by G = GL(H S ) ≃ GL(n, C) the group of the non-unitary phases. For a stratum Σ i (H S ) we denote by
k l the stabilizer of the diagonal density operators with sorted eigenvalues (k i is the number of eigenvalues with degeneracy equal to q i ).
The group of all phases by invariance of the stratum Σ i (H S ) is the normal closure of
the smallest normal subgroup of G including H i ). We can also say that K is the group of the inobservable reconfigurations of the ancilla, G is the group of the unitary and SLOCC transformations of the system performed by the physicist, and H i is the subgroup of inefficient transformations of the system (a transformation is inefficient with respect to a particular density operator).
The non-unitary operator valued phases have been defined only with respect to the norm of the C * -module (the projection of purified states onto density operators). But the non-commutativity of the C * -algebra B(H S ) and the nonlinearity of the Hamiltonian of the purified dynamics (
) induce a difficulty, because the phases do not commute with the generator of the dynamics.
Definition 3
We call phase with respect to the generator of the dynamics, an operator g ∈ G such that
For closed quantum systems where the Hamiltonian is linear and the phases are scalars, this condition is trivial.
Proposition 1
The group of the phases with respect to the generator of the dynamics is
, where the isotropy subgroups are defined for the adjoint action (
. We remark moreover that if the system Hamiltonian H S and/or the jump operators Γ k are time-dependent, G L is time-dependent. In that case, a possibility to avoid difficulties is to considerG L = t G L (t) but this group can be reduced to the unitary center of B(H S ) (U (1) in finite dimension) except if ∀t, H S (t) and Γ k (t) belong to a same (small) subalgebra of B(H S ).
Operator valued geometric phases
For closed quantum systems, the geometric phase concept is related to the cyclicity of the projected dynamics. Let [0, T ] ∋ t → ρ(t) ∈ D 0 (H S ) be a density operator solution of the Lindblad equation ı ρ = L(ρ). We say that the projected dynamics is cyclic if π D (ρ(T )) = π D (ρ(0)) (the spectrum of the statistical probabilities is the same at the start and at the end of the dynamics). We search a density operator
ρ is the cyclic density operator associated with the density operator of cyclic projection. We note that g(t) ∈ G and not K because there is no reason for which the transformation of ρ into a cyclic density operator implies no SLOCC operations.
Theorem 3 A density operator ρ(t) with cyclic projection and its cyclic density operatorρ(t) are related by ρ(t) = g(t)ρ(t)g(t)
† with the non-unitary operator valued phase g(t) defined by
where the dynamical phase generator is defined by
and the geometric phase generator of the first kind is defined by
iẆρ is the inner product withẆρ viewed as a tangent vector, Wρ(t) being a standard purification ofρ(t): iẆρA = Wρ(t)Wρ(t) ⋆ . The geometric phase generator of the second kind is defined as
with k(t) ∈ K and h(t) ∈ B(kerρ(t)) (h i is the Lie algebra of H i with i the index of the stratum ofρ).
We can note that
This definition is similar to the definition of the non-unitary geometric phase generator of non-hermitian closed quantum systems (with the C * -module in place of the Hilbert space of the system). It is moreover the non-adiabatic generalisation of the C * -geometric phase introduced in ref. 19, 20, 32, 33 . We can also show that
The definition of the dynamical phase Te
induces that the definition of total phase g(t) is implicit (the expression of g depends on itself). This is a consequence of the nonlinearity of the Schrödinger equation of the purified dynamics (we can say that the dynamical phase is a "nonlinear dynamical phase"). We can remark that h(t) = 0 if the cyclic dynamics (t →ρ(t)) takes place in regular strata.
and then
with h ∈ B(kerρ). We set η = Wρkk
It follows that
One needs now only to show that η ∈ h i :
, the Lie algebra of GL(H S )ρ is gl(H S )ρ = {X ∈ B(H S ), Xρ +ρX † = 0}. We have then
From the point of view of the purified dynamics, we have
with Ψ ρ = Ψ(W ρ ), and iẆρA Ψρ 2 * = Ψρ|Ψρ * .
The right geometric phase k(t) ∈ K is arbitrary in the sense that
induces the geometric phase generator of the second kind
) be the generator of the right geometric phase:
A possible choice consists to use the defintion of the Uhlmann geometric phase 11, 12 :
where Uhl A is solution of the following equation:
This choice is set in order to W = Wρk satisfies
which is the Uhlmann's definition of the parallel transport for the density matrices 11, 12 . With this choice of right geometric phase, we have:
The left generator appearing in the definition of the Uhlmann (right) geometric phase, generates then the total left geometric phase:
where C is the closed curve parametrized by 3. Special cases of left geometric phases a. Geometric phase with respect to the generator of the dynamics: We suppose that the dynamics takes place in regular strata. Let g L be the Lie algebra of G L and let ∀Ψ ∈ H S ⊗ H A , S L (Ψ) = g L Ψ be the Hilbert subspace which is the orbit of Ψ by g L . Let {X i } i be a set of generators of the Lie algebra g L such that tr(X i † X j ) = δ i j . By construction {Ψ(X i W )} i constitutes a basis of S L (Ψ(W )) (with W ∈ B(H S )). In spite of the orthonormalisation of the generators of g L , the basis {Ψ(X i W )} i is not orthonormal. Let {Ψ(X i (W † ) −1 )} i be the associated biorthonormal basis:
(where we have used the cyclicity of the trace). Let
A L is the part of A which induces a phase with respect to the generator of the dynamics.
Proposition 2 iẆρ A = iẆρA L (the geometric phase is a phase with respect to the generator of the dynamics) if and
In that case, the nonlinearity of the dynamical phase does not then occur but the dynamical and the geometric phases are not seperated.
b. Geometric phase by invariance: We suppose that the dynamics is inner to a regular stratum Σ i (H S ). Let H i ≃ GL(q 1 ) × ... × GL(q l ) be the stabilizer of the stratum Σ i (H S ) (we do not consider necessary that
where P σ j is the orthogonal projection onto the q j -dimensional eigenspace of σ associated with the eigenvalue p j (which has a degeneracy equal to q j ). Let ρ ∈ D(H S ) be such that π D (ρ) = σ. We know that ∃g ρ ∈ G such that ρ = g ρ σg † ρ
A BL is the part of A which induces a phase by invariance.
Proposition 3 iẆρ A = iẆρ A BL (the geometric phase is a phase by invariance) if and only if E gρ (σ) ∈ h i with
The geometric phase (and the dynamical phase) are phase by invariance, i.e. ρ(T ) = ρ(0) (the density operator is cyclic), if
The elements of gl(H S ) ρ acting on the left can be converted as elements acting on the right:
The left action of X ∈ gl(H S ) ρ is then equivalent to the right action of −(W −1 XW ) † . We have then
is an eigenprojection of σ). We have then
But
, and then
Finally, the restriction of
This is the expression of the generator of the Sjöqvist-Andersson geometric phase [16] [17] [18] (note that in the works of Sjöqvist and Andersson,σσ −1 = 0 since they consider only isospectral dynamics). 
In that case, the total left geometric phase is such that
We will say that this Sjöqvist geometric phase is two-sided in the sense that it can be considered on the left (A BL ) as a inefficient transformation of the system, or it can be considered on the right (A BR ) as a reconfiguration of the ancilla. Its invariance nature implies that it can be revealed only by interferometry in accordance with its discovery by Sjöqvist etal 16, 17 .
c. Adiabatic geometric phase : Suppose that t → H S (t) and t → Γ k (t) are continuous and cyclic operators with respect to the time: H S (T ) = H S (0) and Γ k (T ) = Γ k (0). Moreover suppose that |γ| = max k |γ k | ≪ 1. The nonlinear Schrödinger equation for the purified dynamics can be written as
with Ψ (0) = Ψ(W (0) ) be such that:
At the first order of perturbation, the nonlinearity is replaced by the pre-integration of the zero-order solution.
and
Let λ (t) be the associated normalized eigenvectors:
At the first order of the perturbation, the eigenvalues and the eigenvectors of H ef f (t) are
The eigenvalues and the eigenvectors of H U are then (154) where (ξ β ) β is an arbitrary (time independent) basis of H A . The eigenvectors of H † U are (155) with ζ * b the eigenvectors of H ef f † which are biorthonormal to the eigenvectors of H ef f ( ζ * c |ζ b = δ cb ).
We suppose that Ψ(t = 0) = Φ aα (t = 0), λ aα being non-degenerate. If the evolution is slow and under some technical assumptions, we can prove the following adiabatic transport formula (see ref.
33 ) :
The adiabatic geometric phase issued from the adiabatic theorem 33 Te
α (t)dt is related to the non-adiabatic geometric phase as follows. The role ofρ(t) in theorem 3 is played by ρ aα (t). We have W ρaα = |ζ
where we have use the fact that (ζ
It follows that η = c =a |
The adiabatic geometric phase generator A
α found in ref. 33 is the sum of the two geometric phase generators found theorem 3 with the "density eigenmatrix" ρ aα playing the role ofρ(t). Let P •α = b |Φ bα Φ * bα | be the eigenprojection in H S ⊗ H A associated with the eigenvectors of H U related to ξ α by perturbation. We consider the following reduced generator of geometric phases: 
= iẆ
Moreover
The geometric and dynamical phase generators appearing in the adiabatic theorem ref. 33 are clearly the adiabatic limit of the generators introduced in theorem 3. Let G {Φ bβ } bβ (t) ⊂ U (H S ) be the group of operators of H S acting on the eigenvectors of H U as phase changes. By definition we have
Clearly E(gρ aα g −1 ) = E(ρ aα ) and G {Φ bβ } bβ ⊂ G L . The adiabatic geometric phase is a phase with respect to the generator of the dynamics and A
Finally the adiabatic assumption can be rewritten as iẆ
in accordance with the discussion found in ref. 19 . The geometric structure involved by the adiabatic geometric phases has been extensively studied in ref. 19 and the interpretation of the adiabatic operator valued geometric phase has been studied in ref. 32 . This approach for the adiabatic geometric phases, which is usefull for bipartite quantum systems, is strongly limited for the open quantum systems described by a Lindblad equation. Indeed both the perturbative assumption and the adiabatic assumption are too drastic because they involve that the dynamics remains in the neighbourhood of the singular stratum of the pure states (ρ aα is a pure state at the first order of perturbation). This excludes the more interesting cases where the relaxation rates are sufficiently large to deviate the dynamics or where the interaction duration is sufficiently large to the dynamics goes to the steady state (with the open quantum systems there is a competition between the adiabatic and the relaxation processes). In second order of perturbation the adiabatic approximation deals with mixed state 33 but the nonlinearity could induces strong difficulties to applied this approach. A more general approach of the adiabatic geometric phases could consists to use the notion of noncommutative eigenvalues as introduced in ref.
19 for bipartite quantum systems, but the nonlinearity could also induces strong difficulties. 
Example: control of a two-level system with dephasing and spontaneous emission
We return to the illustrative example introduced in the previous section. Let t → ρ(t) be the evolution described by the left part of figure 3 . By construction lim ǫ→0 π D (ρ(0)) = lim t→+∞ π D (ρ(t)) = Σ 0 (H S ) (the vertex associated with the pure states). The projected dynamics is then cyclic. The definition of the geometric phase depends on the choice of the local section t →W (t) ∈ B(H S ) such that ∃g(t) ∈ G, ρ(t) = g(t)W (t)W (t) † g(t) † and lim t→+∞W (t) = lim ǫ→0W (0). We consider three interesting cases:
• the section √ σ ∈ Γ(Σ(H S ), B(H S )) associated with the global section of the composite bundle:
where t → p(t) = min Sp(ρ(t)) ∈ Σ(2) = [0, } the point of the microcanonical state). Each trajectory starts from the south pole, t → σ(t), t → ρ str−ad (t) and t → ρ wk−ad (t) are closed whereas t → ρ(t) ends in the north pole. Right: same as the left figure but with a representation of D(HS ) in accordance with its fibred structure, the height line of the cone is Σ(HS ) ≃ [0, 1 2 ], the apex is the point of the microcanonical state D ∞ (HS ), the base is the space of pure states D 0 (HS) ≃ CP 1 ≃ S 2 (represented as a disk by azimuthal projection) and each circular sections are a fiber π
is then the orthogonal projection onto the height line of the cone.
• the section ρ str−ad ∈ Γ(D(H S ), B(H S )) associated with the strong adiabatic approximation 33 , i.e. ρ str−ad = tr HA |Φ 11 Φ 11 | with Φ 11 defined by eq. (154) applied on the present system. We remark that ρ str−ad trρ str−ad is a pure state.
• the section ρ wk−ad ∈ Γ(D(H S ), B(H S )) associated with a weak adiabatic approximation where ρ wk−ad (t) = p 1 (t)tr HA |Φ 11 (t) Φ 11 (t)| + p 2 (t)tr HA |Φ 21 (t) Φ 21 (t)|.
The sections are represented figure 6 and 7.
We cannot use ρ str−ad since it is a pure state which does not belong to the same stratum that ρ (the strong adiabatic approximation is not satisfied for this dynamics). In the two other cases we have
with k(t) ∈ K the right geometric phase, g A (t) = Te 
IV. GEOMETRY OF MIXED STATES
A. The geometry as a stratified principal composite bibundle
) be the stratum of the density operators over Σ i (H S ), and
HS (H S ) be the stratum of the standard purified states over
These actions of G and K are free. The right action of K can be locally transformed as a left action of H i , indeed
P be the trivialization of P i : Since π HS (W k) = π HS (W ), we can see 
= gH i . The complete geometric structure is then defined by the following commutative diagram:
Due to the presence of three floors (B i (H S ), D i (H S ) and Σ i (H S )) the bundle of purification is a composite bundle [34] [35] [36] . Due to the both left and right structures, the bundle of purification is a bibundle 37 . We can then say that B i (H S ) is a principal composite bibundle. 
FIG. 10. Evolution of the occupation probabilities of Ψ(W (t)k(t)) (top) and of Ψ(g A (t)W (t)) (bottom) forW (t) = σ(t) (left) andW (t) = ρ wk−ad (t) (right).
The bundle can be rewritten with an arbitrary purification space H S ⊗ H A with the left and right actions defined by
Singular strata
Let Σ i (H S ) be a singular stratum charaterized by p 1 = 0 with a degeneracy equal to n − m. A density operator ρ ∈ D i (H S ) can be defined by two kinds of data, P Ranρ the projection onto its support space and an order m invertible density matrix ̺ ∈ M m×m (C) representing ρ in this space. Let (χ j ) j=1,...,m be an orthonormal basis of Ranρ. We have:
is the regular strata for the model Hilbert space
.., n} be a set of indexes such that dist F S (P a , P Ranρ ) < π 2 where P a = j∈I a |ζ j ζ j | and dist F S (P, Q) =
is the matrix representing an arbitrary orthonormal basis of RanP in the basis (ζ j ) j ). There exists a basis (χ j ) j of Ranρ such that
The complete geometric structure is defined by the following commutative diagram:
i (H S ) by the right action:
(which is not a group since H i1 is not normal).
B. The geometry as categorical principal bundles
We want to endow the geometric structure with a connective structure describing the geometric phases. On the regular strata, the geometric structure is a principal composite bibundle. A connective structure on a principal bibundle 37 and a connective structure on a principal composite bundle 36 present a higher degree of complication than for an usual principal bundle, the compatibility between the two approaches can be also a difficulty. In order to avoid this, and to unify the geometric description between the left and the right, we propose to use a categorical geometric generalization of the principal bundle 21-25,39 .
Left principal categorical bundle
We consider a stratum Σ i (H S ). Let S i be the (trivial) category with the set of objects ObjS i = Σ i (H S ) and the set of morphisms MorphS i = {id σ , σ ∈ Σ i (H S )}. Let P i be the category with ObjP
the arrow composition being
By construction, arrows of different strata are not composable. Let ̟ D ∈ Funct(P i , S i ) be the full functor defined by
Note that
. We can remark that the arrows could also be defined by an action on the left:
Let G i be the groupoid defined by ObjG i = G and MorphG i = G ⋊ H i with the source, the target and the identity maps defined by
the usual arrow composition (called the vertical composition of arrows) being
and the law of the semi-direct product of groups (called the horizontal composition of arrows) being
or similarly by
The composition of left actions is covariant with the horizontal composition of the groupoid arrows:
The
Viewed as a left principal categorial bundle, the presence of the both left and right actions takes a natural meaning. The right action of K (inobservable reconfiguration of the ancilla) defines the arrows of the purification category whereas the left action of G (unitary and SLOCC transformations of the system) defines endofunctors of the purification category playing the role of gauge changes.
Right principal categorical bundle
It is possible to reverse the description, by considering that the right action of K defines endofunctors of gauge changes (in accordance with their inobservable character) and that the left action of G defines the arrows.
, with the source, the target, and the identity maps defined by
the arrow composition being defined by
Let Q i be the category defined by ObjQ i = B i (H S ) and MorphQ i = G × B i (H S ), with the source, the target and the identity maps defined by
Let ̟ HS ∈ Funct(Q i , M i ) be the full functor defined by
Let K i be the groupoid with ObjK i = K i and MorphK
; K i = K on the regular strata), with the source, the target and the identity maps defined by
where to simplify the notations, for the singular strata, we write W k in place of R loc (k)W . The composition of right actions is contravariant with the horizontal composition of the groupoid arrows:
The compatibility between the projection functor ̟ HS and the right action endofunctor R is shown by the following commutative diagram (where ρ W = W W † ): 
The arrows of the groupoid are
We remark that we can unify the categories: P = i P i and Q = i Q i , on which act the groupoids G = i G i and K = K i (except that the arrows of different strata cannot be composed neither horizontally nor vertically). P and Q can be viewed as kinds of categorical principal bundles, but not strictly as principal 2-bundles [21] [22] [23] [24] [25] 39 (the direct categorical generalization of the principal bundles) since in contrast with G i and K i , G and K have not the structure of Lie crossed modules [21] [22] [23] [24] [25] 39 . A connection on a principal 2-bundle with base space being a trivial category is [21] [22] [23] [24] the data of a familly of connections on the objects related by kinds of gauge change associated with the arrows. More precisely, let B i (H S ) = ObjP i be viewed as a principal bundle over
where g is the Lie algebra associated with G and h i1 is the Lie algebra associated with H i1 (h i1 = {0} on the regular strata). We define the (left) horizontal tangent space at W by
On the singular strata, we consider the trivial G-bundle G × Σ i (H S ) and we set an arbitrary connection H
which is a h i1 -gauge change of the second kind.
Under this gauge transformation, the connection 1-form becomes:
since ∀γ(t) a curve on B i (H S ) having X as tangent vector at t = 0 (γ(0) = W ), we have
dt , and then
Under this gauge transformation of the second kind, the connection 1-form becomes
and then a Υ * X = XΥ
The gauge transformation of the second kind is then a h i gauge transformation. The connection on P i is then not consituted by a single usual connection of B i (H S ), but by a familly of usual connections of B i (H S ) related by additions of h i -valued 1-forms. We are now able to provide the local expressions of the connection. Let
The G-gauge potential s A of the connection is the generator of the operator valued geometric phase (the connection having being defined for that purpose). Under a gauge change of the first kind W s (σ) → g(σ)W s (σ) (with g ∈ Ω 0 (Σ i (H S ), G)), the gauge potential becomes:
Under a gauge change of the second kind
, the gauge potential becomes:
, h i ) (the h i -potential-transformation becomes under a gauge change of the first kind
. The arbitrary nature of the h i -potential-transformation is clear in the formalism (it is gauge change of the second kind).
The composite nature of the bundle B i (H S ) permits also to consider an intermediate entity between the local and the global expression of the connection. Let s
satisfies for all
, the following gauge transformation rule:
is a gauge change of the second kind.
In a first time, we consider the case of the global section s
We denote by 
is a h i -gauge change. We return to the general case:
Since kdk 
Conversely we have
s A defines the curving 19,21-23 of P i as
Remark, for a regular stratum, P i is flat:
is pure gauge). Under a gauge change of the first kind, the curving becomes
and under a gauge change of the second kind, it becomes
As in ref.
19,21-23 we can define fake curvatures of
s F L is the fake curvature of P i with respect to the generator of the dynamics and s F BL is the fake curvature of P i with respect to the Sjöqvist-Andersson connection. For the adiabatic case, interpretations of B L and F L can be found in ref. 32 , the curving is a measure of the "kinematic decoherence" (decoherence induced by variations in Σ i (H S ) during the dynamics), and the fake curvature is a measure of the non-adiabaticity of the system entangled with the ancilla. To understand these quantities in a non-adiabatic context, let Ψ ∈ Γ(Σ i (H S ), H S ⊗ H A ) be a local section of a singular stratum i. We denote by
. By a Schmidt decomposition 3 we can write that
After some algebras, we can show that the curving associated with this section satisfies
is the curvature associated with the Berry potential of the ancilla vectors of the Schmidt decomposition A A (p) ij = χ i (p)|dχ j (p) HA . Except non-abelian corrections, the statistical average of the curving ω ρ (B L ) is essentially the average of the ancilla Berry curvature for the Schmidt decomposition. Let σ a , σ b , σ c ∈ Σ i (H S ) be three infinitely close points. Let σ a σ b σ c be the infinitesimal triangular simplex defined by these points. We have
..,m spans the same subspace that {χ i (p a )} i=1,...,m , then Z ab is just a matrix of basis change inner to this subspace and | det(Z ab )| = 1. If the subspace spanned by
is different from the subspace spanned by {χ i (p a )} i=1,...,m , then | det(Z ab )| < 1. If follows that det(e − σ a σ b σ c FA ) is a measure of the change of subspace in the neighbourhood of the simplex σ a σ b σ c . It follows that F A (p) measures the propensity of the dynamics to leave the subspace spanned by {χ i (p)} i=1,...,m . Finally the curving B L (p) measures the propensity of the dynamics to leave the subspace spanned by {φ i (p) ⊗ χ i (p)} i=1,...,m . In order to describe the dynamics in the neighbourhood of p (denoted V(p)), we need a subspace spanned by
is large, the dimension of this subspace will be larger than m. Finally we can understand B L (p) as the measure of the propensity of the system to leave its initial singular stratum to a less singular stratum. In accordance to this interpretation, B L is zero in regular strata. With similar arguments F L and F BL measure the propensity of the system to leave S L (Ψ) and to leave a regime involving only phases by invariance.
be the trivializing local sections:
These local sections satisfy:
The local data of the connection, the gauge potentials
These conditions imply that A
In order to the horizontal lift of the arrows corresponding to the parallel transport of ρ induces the geometric phases, we must have We have in the definition of the parallel transport g A ρg †
A k R and not g A √ ρk R as for the right connection, because we want that the target of parallel transported arrow correspond to an usual parallel transport in the "target bundle",
By considering the definition of φ i Q we find
inducing that
It follows from the last equality that A
. We have clearly A R o (ρ) = A R (ρ), the "object" right connection is the Uhlmann connection. From the first equality, we see that the gauge potential of the "arrow" right connection is such that 
The connections define the curving 39 of Q i as
and the fake curvature of Q i as
F R (1 HA , ρ) is just the curvature of the Uhlmann connection, it is a measure of the holonomy with respect to the Uhlmann's parallelism (relative phase factor 10 ) for infinitesimal loops starting from ρ. The Uhlmann's curvature is related to the quantum Fisher information matrix 41 , and it measures the difficulty to realize an estimation of the mixed state by measurements in the nieghbourhood of ρ. The curving is just a correction associated with the shift between the two purifications of gρg † , i.e. g √ ρ and gρg † .
We can note that it is possible to choose another "object" right connection as the another Uhlmann like connections. In particular, we can choose the Sjöqvist-Andersson connection by replacing A R by A BR , in this case k R is the Sjöqvist geometric phase, and the rest of the discussion is totally similar. The fake curvature is then written The Lindblad equation describes a quantum system S in contact with a very large environment (a reservoir) R. From a theoretical point of view, if Φ ∈ H S ⊗ H R is the state of the system plus the reservoir, ρ = tr HR |Φ Φ| obeys (under some assumptions 2 ) to the Lindblad equation. But in practice, Φ is unknown because of the very large number of degrees of freedom of R (the partial trace models the forgotting of the "informations" concerning R). The purification process permitts to introduce Ψ ∈ H S ⊗ H A such that ρ = tr HA |Ψ Ψ|, where the ancilla A plays the role of a small effective environment. The price to pay is the nonlinearity of the Schrödinger equation governing Ψ. The purified dynamics presented in this paper can permitt to study the dynamics of open quantum systems submitted to relaxation processes, with the tools used for pure states. In particular we have shown how the geometric phases appear in this context, unifying some concepts previously introduced by different authors. The geometric structure involved by the purification and the geometric phases, is richer than the case of the pure states, and needs the use of the category theory. We hope that these facts can help to understand dynamics of open quantum systems and enlighten the position of the density matrix theory in the landscape of the geometric and gauge structures in theoretical physics. The role of the category theory in quantum physics is an intriguing question, and it could be interesting to study the relations of the structure presented in this paper with the categorical structures proposed in other quantum problems [42] [43] [44] .
