Abstract: We present real-time waveform characterization of ultrashort pulses by the use of a pulse-front tilt in frequency-resolved optical gating capable of carrier-envelope phase determination. Simultaneous measurement of cross-correlation frequency-resolved optical gating and electro-optic sampling signals has been realized without scanning any delays. Complete waveform characterization of single-cycle infrared pulses in real time has been demonstrated. The method has been also applied for characterization of more complex pulses, namely, a strongly chirped pulse after passing through a solid crystal or a distorted pulse due to the absorption of ambient air.
Introduction
Recently developed optical waveform synthesis technology allows us to generate isolated singlecycle pulses [1] - [3] . Such a light source becomes important for latest high-field physics, for example, investigations of high-harmonic generation and strong-field ionization [4] . However, proper characterization of a single-cycle pulse is always challenging. The spectrum of a single-cycle pulse spans more than one octave and its carrier-envelope phase (CEP) strongly affects the shape of its electric-field. In particular, single-shot or real-time characterization of a single-cycle pulse is often essential for high-field physics.
It is possible to characterize a single-cycle pulse without its CEP information by using the already existing schemes like frequency-resolved optical gating (FROG) [5] , [6] or spectral shearing interferometry for electric-field reconstruction (SPIDER) [7] , [8] . Extremely thin second-order nonlinear crystals were used to achieve large phase matching bandwidths [1] , [2] . However, the CEP cannot be determined by the use of FROG or SPIDER alone.
A straightforward technique to characterize single-cycle pulses is the use of attosecond pulses. It becomes possible to obtain the electric field oscillation of a single-cycle pulse by measuring a cross-correlation signal between extreme-ultraviolet (XUV) attosecond pulse and the single-cycle pulse. One of the most famous such methods is attosecond streaking [3] , [9] , and very recently it has been demonstrated that the cross-correlation between an XUV attosecond pulse and a visible electric field can be obtained with the measurement of angular distribution of the XUV attosecond pulse [10] . However, these techniques are not very common technology yet. A high intensity laser and high vacuum systems are necessary. In addition, the field measurement scheme mentioned above does not have capability of single-shot detection.
Electro-optic sampling (EOS) [11] can be considered as a technology to characterize a singlecycle pulse including its CEP information. It is a very common technique to measure the field evolution of terahertz pulses. However, the method requires a reference pulse shorter than the period of the electric-field to be characterized as is the same as the attosecond streaking. The scheme has been used in a rather long wavelength region, specifically, from terahertz to infrared region [12] - [14] .
Recently, we have proposed a new pulse characterization concept, FROG capable of CEP determination (FROG-CEP) [15] . The concept is based on a combination of FROG and EOS, which enables us to determine not only the intensity and (relative) phase profile of a single-cycle pulse but also CEP at the same time. We have demonstrated the pulse characterization of a single-cycle infrared pulse including its CEP information by using the new concept.
In this paper, we summarize the detail of the real-time waveform measurement of single-cycle infrared pulses using FROG-CEP. Here, a real-time measurement means a measurement without any moving parts. There are two important aspects in the waveform measurement technology to monitor the waveform of a single-cycle pulse in real-time. One is the use of a gas as a nonlinear medium with low dispersion. The other is the use of pulse-front tilt to map the delay of the FROG measurement onto transverse position on the plane where the nonlinear interaction occurs. We have succeeded in incorporating these two aspects in FROG-CEP and demonstrating waveform measurements of single-cycle infrared pulses without scanning any delays, which fact implicates single-shot capability of FROG-CEP. The CEP control of the single-cycle pulses was clearly observed with the method. Furthermore, we have applied the method to characterize more complex pulses, one is a significantly chirped pulse after passing through a 8-mm thick potassium bromide (KBr) crystal, and the other is a distorted pulse due to the absorption of ambient air. While we have published the real-time FROG-CEP as a part of the previous manuscript [15] , the aim of the present paper is to provide more detail of the experimental conditions and the precise comparison between the scanning and real-time modes. In addition, we show that the scheme is capable to characterize rather complex pulses.
The paper is structured as follows. In Section 2, we briefly discuss how we should use gas media for both FROG and EOS. In Section 3, we explain the detail of the experimental setup for the realtime FROG-CEP with the theoretical description of the measurement scheme. In Section 4, we show the results of single-cycle infrared pulse characterization with the explanation of the retrieval process. In Section 5, we show the results of characterization for more complex pulses with the same method. In the last section, we provide some general conclusions and future prospects of the method.
Gas Media for Pulse Characterization

Gas Media for FROG
The use of a gas as a nonlinear medium instead of a solid for FROG would be very helpful for obtaining the spectral phase for an ultrabroadband spectral range. Although one has to suffer from the low efficiency of the nonlinear interaction due to the low nonlinear refractive index and the necessity of the nonlinear effect higher than third order due to the centrosymmetry [16] , very large acceptance bandwidth is guaranteed due to the much weaker dispersion of gas media.
However, it has to be noted that some nonlinear mixing processes in gases have some finite response time even when the medium is transparent in the wavelength region of the input pulses. Transient-grating FROG by the use of air as a nonlinear medium was demonstrated in 1997 [17] . In that paper, it is mentioned that the nonlinear response function of air for the transient-grating is dominated by non-resonant Raman process, such as molecular rotation and/or vibration. The effective response time is estimated as $130 fs at room temperature even though the medium does not have any absorption in the wavelength range of the input pulse. To characterize the pulse whose duration is shorter than 100 fs pulse, at least the response function of the molecular rotation or vibration should be known [6] , [18] , or a noble gas, which does not have any rotation or vibration levels, should be used as the nonlinear medium [19] .
On the other hand, it is not the case for self-diffraction FROG although both self-diffraction and transient-grating are four-wave mixing processes. The response time for the self-diffraction is only limited by the dephasing time of the nonlinear medium. Therefore, as long as the medium does not have any resonance for one-or two-photon absorption, the response time can be assumed as instantaneous for the self-diffraction process. The difference can be seen in the following equations:
where E ðt Þ, E tg ðt ; Þ, and E sd ðt; Þ are the electric fields of the input pulse, the transient grating signal, and the self-diffraction signal, respectively. is the delay between the two replica of the input pulses. The energy diagram in Fig. 1 [20] ) with four-wave difference frequency generation in nitrogen has been demonstrated to characterize single-cycle 7-fs infrared pulses [21] , [22] . The fourwave difference frequency (FWDF) signal can be written as
where the FWDF, reference, and test (infrared) electric fields are E fwm ðt ; Þ, E ref ðt À Þ, and E test ðt Þ, respectively. is the delay between the reference and test electric fields. The response of the nonlinear process is not dominated by non-resonant Raman processes either. It is easy to understand by considering that the process is essentially the same as self-diffraction when the same electric field is substituted for the input fields, E ref ðt À Þ and E test ðtÞ, in eq. (3). In addition, we have confirmed that no difference of the FROG trace was observed at the experiment when the gas for the nonlinear interaction was changed from argon to nitrogen.
Gas Media for EOS
EOS with a gas medium is already known as air-biased coherent detection (ABCD) for terahertz waveform measurement [23] . The basic principle of ABCD is the measurement of interference between terahertz-field-induced second harmonic and bias-field-induced second harmonic through third order nonlinear processes. These signals can be written as
where E THz sh , E DC sh , E thz , and E bias are terahertz-field-induced second harmonic, bias-field-induced second harmonic, terahertz, and DC-bias fields, respectively. These processes are basically the same as four-wave difference frequency generation, therefore, the response time of the nonlinear medium can be assumed as instantaneous as long as the medium is transparent as is discussed in the previous subsection.
Experimental Setup
The challenge of the real-time FROG-CEP is simultaneous real-time measurement of FROG and EOS signals using a gas as the nonlinear medium. Either real-time FROG with gas medium or realtime ABCD has not been reported yet although single-shot version of FROG and EOS with solid media have been demonstrated [5] , [24] - [27] .
Experimental demonstration of the real-time observation of single-cycle light field was realized with the system shown in Fig. 2(a) . The system was basically constructed for realization of simultaneous measurement of XFROG and EOS signals. The light source was based on a Ti:sapphire multi-pass amplifier system (800 nm, 30 fs, 0.85 mJ at 1 kHz, Femtopower compactPro, FEMTOLASERS). We generated CEP-stable infrared single-cycle pulses ðE test ðt Þ; ! 0 Þ by using four-wave mixing ð! 1 þ ! 1 À ! 2 ! ! 0 Þ of the fundamental (800 nm, ! 1 ) and SH (400 nm, ! 2 ) of Ti:sapphire amplifier output through filamentation in nitrogen [22] . The stability of the CEP was estimated as $ 0:1ð0:03Þ rad rms for 2 seconds. The generated infrared pulse was reflected by four Si plates at the Brewster angle (75 ) to purify the polarization of the infrared pulse, and the whole path for the infrared pulse was purged with nitrogen.
A small portion of the fundamental beam was used as a reference pulse. The reference pulse ðE ref ðt À ÞÞ with the beam size of 8 mm ð1=e
2 widthÞ was sent through a calcium fluoride ðCaF 2 Þ Brewster prism so that the beam had a pulse-font tilt. The detectable temporal range obtained with the pulse front tilt was about 450 fs. Not only the delay but also the dispersion experienced at each transverse position is different. We minimized the amount of the chirp of the reference pulse at the central part of the transverse position. The residual group delay dispersion at each edge of the transverse position is estimated as AE223 fs 2 , which introduces temporal broadening from 30 fs to 36 fs at each position. This pulse length inhomogeneity does not affect the FROG result too much. In addition, it would be even possible to include the inhomogeneity of the reference pulse duration in the retrieval algorithm. The beam which passed through the prism was rotated by 90 with a periscope to have the pulse front tilt in the vertical direction.
The reference pulse ð! 1 Þ was combined with the infrared pulse ð! 0 Þ through a mirror with a hole. To avoid undesirable spatio-temporal distortions due to the prism, the back surface of the prism was imaged by using a few cylindrical mirrors onto the plane where the nonlinear mixing occurred. The detail of the imaging geometry is shown in Fig. 2(b) . The precise imaging was confirmed by putting a mask very close to the prism and observing the image of the beam with a CCD camera. The beam was elliptical at the nonlinear interaction plane (HV in Fig. 2) , the vertical and horizontal 1=e 2 width being 400 m and 50 m, respectively. The size of the beam was minimum and the intensity of the beam was maximum at the plane.
test ðt Þ, was generated at the plane, HV, where yyxx is the third-order nonlinear susceptibility represented with the tensors with the four subscripts corresponding to polarizations of the FWDF, infrared, the fundamental and the fundamental beams, respectively. The polarizations of the reference pulse and the infrared pulse were perpendicular to each other, and the polarization of the generated FWDF signal was parallel to the infrared pulse and perpendicular to the reference pulse. We did not observe any four-wave sum frequency signal
Þ, because the phase mismatch caused by the Gouy phase shift was too large [28] .
To detect EOS signal, we produce the SH of the reference pulse, E shg ðt À Þ / Ài xxxx E 2 ref ðt À ÞE bias , as a local oscillator field at the position HV by applying a DC bias field ðE bias Þ to Rogowski-type electrodes [29] with a distance of 3 mm by two high voltage amplifiers (HEOPS-5B6, Matsusada) with an amplitude of AE4 kV, which corresponds to 27 kV/cm field strength. The direction of the electric field was parallel to the polarization of the reference pulse, and the FWDF signal and the bias induced SH have polarizations perpendicular to each other. The system and the principle to detect the EOS signal is basically the same as balanced terahertz wave ABCD [30] . Fig. 3 shows the images of the SH of the reference pulses (without FWDF signal) recorded with the imaging spectrograph. Some distortion due to the self-focusing of the reference pulse in the image at the nonlinear interaction plane was observed when the pulse energy of the reference pulse was larger than 150 J. Therefore, we have to work with the reference pulse less than 150 J pulse energy in this situation.
In general, a Wollaston prism is used in the ellipsometry technique at EOS [30] . However, the chromatic dispersion of the Wollaston prism cannot be ignored in this study since the spectrum of the FWDF signal spread from 400 nm to 500 nm. We had to use a following rather complex optical system to avoid such chromatic dispersion in the ellipsometry technique. The FWDF signal was split by a 1 : 1 broadband beam splitter (400-500 nm) with approximately normal incidence to have the same separation ratio for any polarizations. The polarizations of the two beams were rotated by 45 and À45 , respectively by using achromatic zero-order quartz-MgF 2 half wave plates (10RP52-1, Newport) so that the two beams were cross-polarized to each other. The two beams were horizontally aligned but vertically displaced on the other beam splitter. The beams passed through a calcite polarizer and only the horizontally polarized components transmitted. The averaged intensity of one of the beams, IðÞ, can be explained as
where E ðt; Þ is the electric field of the beam, and is the angle of the half wave plate. The transmitted beams were focused into an imaging spectrograph with an EMCCD camera (SP-2358 with ProEM þ 1600, Princeton Instruments). We recorded two vertically displaced traces simultaneously. The vertical axis and the horizontal axis of each trace represent the delay and the wavelength, respectively. The two traces ðI 1 ð!; Þ; I 2 ð!; ÞÞ are calculated from the Fouriertransform of E ðt ; Þ after substituting ¼ =8 and ¼ À=8, respectively
whereẼ X ð!Þ denotes Fourier transform of E X ðt Þ for each subscript. 4(a) shows a typical image recorded with the spectrograph. The spectrum contributed from the delay independent first term, ð1=2ÞjẼ shg ð!Þj 2 , is subtracted. The size of the CCD was 1600 Â 400 pixels. The exposure time of the camera was 2 seconds, corresponding to averaging 2000 shots, to achieve a reasonable signal-to-noise ratio in the current condition. The delay time axis was calibrated by measuring the relation between the displacement of the delay stage and a shift of the traces. The calibration value for the time axis was 1.86 fs/pixel, and the time window was 372 fs.
The sum of the two traces, I SUM ð!; Þ, reflects the XFROG signal, and the difference between the two spectra, I DIF ð!; Þ, reflects the EOS signal. These signals can be written as
whereẼ ref2 ð!Þ is the Fourier transform of E 
where C ¼ Fig. 4(b) and (c) show the sum and difference of the two images shown in Fig. 4(a) , respectively. The sum corresponds to an XFROG trace, and the difference corresponds to a spectrally resolved EOS signal.
Electric-Field Retrieval
The process of the field retrieval is as follows. (i) The EOS signal, I DIF ðÞ, is obtained by integrating the spectrally resolved EOS signal, I DIF ð!; Þ, along the wavelength axis. The signal is shown as the blue solid curve in Fig. 5 test pulse is obtained by Fourier transform of the XFROG result with the corrected phase. The retrieved electric field is shown as a red curve in Fig. 5(a) .
The pulse duration of the test pulse is estimated to be 7.5 fs at 3.3 m center wavelength, which corresponds to a sub-single-cycle pulse. The retrieved spectrum was nearly identical to the spectrum measured with a home-build Fourier-transform spectrometer (green curve in Fig. 5(b) ).
The absolute phase at 3.3 m was obtained as À0:59 AE 0:05. The accuracy of the spectral phases in the overlapped region obtained from the FROG and the EOS signals directly affect the accuracy of the waveform characterization. The phase obtained from the EOS signal can be defined very precisely since the oscillation period of the signal is much longer than the precision of the delay stage. The statistical error of the phase value from the EOS signal estimated through several measurements was $ 0:01. Determining the error of the spectral phase obtained from FROG is not so straightforward since the relationship between the measured data and retrieved values is complex in FROG. Here, we have obtained the error bars by using a bootstrap method [31] , which is a well-established statistical resampling tool for determining uncertainty and has already been applied for estimation of error bars of phases obtained from FROG [32] , [33] . We resample 128 Â 128 points randomly with allowing to sample some points more than once and others not at all, and run XFROG retrieval for the new data set. We repeated the procedure 100 times and estimated the standard deviation of the phase. We assume that the phase of the reference pulse has no error. This assumption will only lead to overestimation of the error bars of the retrieved pulses because all the experimental errors will be attributed to the retrieved pulses. The estimated standard deviation of the phase in the overlapped region was 0:04 (see Fig. 5(b) ). Therefore, the accuracy of the CEP turns out to be AE0:05.
It can be seen that the spectra and electric fields obtained from the EOS signals are the results of filtering by the Fourier transform of I shg ðt Þ jE does not affect the phase value. Since C in eq. (12) is real under our experimental condition, the only source which can make some additional phase shift isĨ shg ð!Þ R dt expðÀi!tÞI shg ðt Þ. When the intensity of the reference pulse is symmetric in time, namely, I ref ðÀt Þ $ I ref ðt Þ,Ĩ shg ð!Þ is real and thus there is no additional phase due to this function. Our reference pulse satisfies such condition, which was confirmed with the SHG-FROG measurement for the reference pulse.
Note that the slopes of the phases in the overlapped region coincide within the error bars, which means that the group delays from the two independent measurements are matched with each other. This fact strongly supports the consistency of the data sets.
We also demonstrate that the scheme indeed allows us to detect the change of CEP. It is known that the intensity of the infrared pulse generated by four-wave mixing changes with a period of $200 nm by changing the delay between the fundamental and SH of the Ti:sapphire laser output pulses [22] . The situation is similar to terahertz generation with gas plasma [34] , [35] . According to the reference, the CEP changes by when the delay is changed by $200 nm. We tuned the delay between the fundamental and SH by 200 nm and did the same measurement. Fig. 5(c) and (d) show the retrieved electric fields in time and frequency domain, respectively. As is expected, the intensity of the retrieved field does not change, whereas the CEP changes by .
To check the reliability of the real-time operation, we also did scanning operation of the measurement and compared the results. The experimental setup is basically the same as the realtime operation shown in Fig. 2 . We recorded the spectrum on one of the horizontal lines of the imaging spectrograph and scanned the delay time between the test and reference pulses using the optical delay stage (FS-1020SPX, Sigmatech) for the reference pulse. Fig. 6 shows experimental results of the scanning and real-time operations. The electric field of the infrared pulse was reconstructed in the same way as the real-time operation. The shapes of waveform and spectrum were almost identical to each other. 
Measurement of Complex Waveforms
In order to investigate the application range of the method, we have applied it for the measurement of more complex pulses. Fig. 7(a)-(d) show the result of the infrared pulse after passing through $1.5 m of the ambient air. The pulse is strongly distorted due to the absorption of air. The dips in the retrieved power spectrum correspond to the absorption lines of carbon dioxide ð$ 2300 cm À1 Þ and water vapor ($1600 cm À1 and $ 3700 cm À1 ) although the time window of the measurement is too short to retrieve the real widths of the absorption lines. The phase shifts at the absorption lines are also clearly seen. Even for such a complex pulse, the slopes of the spectral phases retrieved from XFROG and EOS coincide very well in the overlapped region. The electric field of the infrared pulse was retrieved using the corrected phase value in the same way. Some oscillation due to the free induction decay of such the absorption lines can be clearly seen in time domain. Fig. 7 (e)-(h) show the characterization result of the infrared pulse after passing through a KBr crystal. The thickness of the KBr crystal was 8.0 mm and the path of the infrared pulse was purged with nitrogen. Complex phase distortion due to the dispersion of the crystal is even identified from the XFROG trace (see Fig. 7(e) ). In the low frequency region negative chirp is observed whereas positive chirp is observed in the high frequency region. The negative chirp is so strong that the low frequency component goes away from the time window of the measurement. This is the reason why the retrieved power spectrum lower than $1000 cm À1 is filtered out (see Fig. 7 (h)). The group delay dispersion (GDD) of the KBr crystal was estimated from the second order derivative of the spectral phase retrieved from the XFROG trace. Fig. 8 shows the comparison between the GDDs of the characterization result and the theoretical values calculated by the use of the Sellmeier equation for the crystal [36] . The values are well matched in the frequency region higher than 1500 cm À1 . The mismatch in the low frequency region is due to the short time window, which was too short to cover the whole length of the pulse. The time window can be enlarged by using a grating for the pulse front tilt instead of the prism [25] - [27] .
Conclusion
In conclusion, we have summarized the real-time waveform characterization of single-cycle infrared pulses by the use of pulse front tilting. The result of the real-time measurement is nearly identical to that of the scanning measurement. We have also demonstrated that the method can be applied for more complex pulses which pass through absorptive or dispersive materials. The GDD of the dispersive material obtained with the technique has agreed well with the theoretical value.
The real-time FROG-CEP has capability for single-shot waveform characterization although averaging 2000 shots was necessary for reasonable signal-to-noise ratio in the current experimental condition. Since the required reference pulse energy for the measurement was 80 J, the necessary reference pulse energy for the single-shot measurement is estimated as 3.6 mJ, which is estimated by simply multiplying 80 J by ffiffiffiffiffiffiffiffiffiffiffi 2000 p . However, such a parameter strongly depends on the experimental conditions such as the wavelengths of the pulses or kinds of nonlinear interactions. In addition, the development of highly sensitive and fast scientific CMOS cameras would be helpful to realize the single-shot detection.
One of the most interesting applications of the scheme is waveform characterization of the pulses delivered from a free electron laser. Currently, our method would be one of the best candidates to characterize the waveform of the optical pulses, whose spectrum and CEP changes shot-by-shot. 
