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Abstract
We study the nonlinear fractional reaction-diffusion equation ∂tu+(−∆)su = f (t,x,u), s ∈ (0,1)
in a bounded domain Ω together with Dirichlet boundary conditions on RN \Ω. We prove asymptotic
symmetry of nonnegative globally bounded solutions in the case where the underlying data obeys some
symmetry and monotonicity assumptions. More precisely, we assume that Ω is symmetric with respect
to reflection at a hyperplane, say {x1 = 0}, and convex in the x1-direction, and that the nonlinearity f
is even in x1 and nonincreasing in |x1|. Under rather weak additional technical assumptions, we then
show that any nonzero element in the ω-limit set of nonnegative globally bounded solution is even
in x1 and strictly decreasing in |x1|. This result, which is obtained via a series of new estimates for
antisymmetric supersolutions of a corresponding family of linear equations, implies a strong maximum
type principle which is not available in the non-fractional case s = 1.
Keywords. Fractional Laplacian · Asymptotic Symmetry · Moving Hyperplanes · Harnack Inequality
Mathematics Subject Classification: 35K58 · 35B40
1 Introduction
We consider the nonlinear fractional diffusion problem
(P)
{
∂tu+(−∆)su = f (t,x,u) in (0,∞)×Ω,
u = 0 on (0,∞)× (RN \Ω),
where Ω is a bounded Lipschitz domain in RN , s ∈ (0,1) and f is a nonlinearity defined on (0,∞)×Ω×
B. Here and in the following, B ⊂ R is an open interval (further assumptions on f are to be specified
later). Moreover, (−∆)s denotes the fractional Laplacian, which for functions u ∈ H2s(RN) is defined
via Fourier transform:
̂(−∆)su(ξ ) = |ξ |2sû(ξ ) for a.e. ξ ∈ RN . (1)
Fueled by various applications in physics, biology or finance, linear and nonlinear equations of the
form given in (P) or of similar type have received immensely growing attention recently. In particular,
evolution equations involving the fractional Laplacian appear in the quasi-geostrophic equations (see
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e.g. [11, 33]) and in the fractional porous medium equation (see [30]), while further applications in the
context of stable processes are considered e.g. in [2,21]. Very recently, the fractional Laplacian has been
studied in conformal geometry, see [14, 22]. In order to incorporate the Dirichlet boundary condition
on RN \Ω in (P), the operator (−∆)s has to be replaced by the Friedrichs extension of the restriction of
(−∆)s to the space C∞c (Ω)⊂ L2(Ω) of test functions. Here and in the following, we identify L2(Ω) with
the space {u ∈ L2(RN) : u ≡ 0 on RN \Ω}. This new operator, which we will also denote by (−∆)s in
the following, has the form domain H s0 (Ω) = {u∈Hs(RN) : u≡ 0 on RN \Ω}, and it is widely used in
analysis and probability theory. In particular, it has recently been considered in the context of semilinear
problems, see e.g. [3,5,25] and the references therein. In probabilistic terms, the operator coincides with
the generator of the 2s-stable process in Ω killed upon leaving Ω. We note that for u ∈C∞c (Ω) we have
the representation
(−∆)su(x) = cN,s P.V.
∫
RN
u(x)− u(y)
|x− y|N+2s dy = cN,s P.V.
∫
Ω
u(x)− u(y)
|x− y|N+2s dy+ u(x)κΩ(x) (2)
for x ∈ Ω, where P.V. stands for the principal value integral and
cN,s = s(1− s)pi−N/24s
Γ(N2 + s)
Γ(2− s) , κΩ(x) := cN,s
∫
RN\Ω
|x− y|−N−2sdy for x ∈ Ω, (3)
see e.g. [8, Remark 3.11].
The focus of the present paper is the asymptotic shape of global bounded solutions of (P), i.e., the
symmetry (and monotonicity) of elements in the corresponding ω-limit sets. For this we will use a weak
formulation for solutions of (P). The quadratic form corresponding to (−∆)s on H s0 (Ω) is given by
E (u,v) = 〈(−∆)s/2u,(−∆)s/2v〉L2(RN )
=
cN,s
2
∫
RN
∫
RN
(u(x)− u(y))(v(x)− v(y))
|x− y|N+2s dx dy. (4)
Since Ω is bounded, E defines a scalar product on H s0 (Ω) which is equivalent to the standard scalar
product induced from the embedding H s0 (Ω) →֒ Hs(RN). Consider the space C0(Ω) := {u ∈ C(RN) :
u ≡ 0 on RN \Ω} endowed with the usual L∞-norm. We say that a function u : (0,∞)×RN → R is
a solution of (P) if u ∈ C((0,∞),H s0 (Ω)∩C0(Ω))∩C1((0,∞),L2(Ω)), u(t,x) ∈ B for every (t,x) ∈
(0,∞)×Ω and
E (u(t),ϕ) =
∫
Ω
( f (t,x,u)− ∂tu)ϕ dx for all ϕ ∈H s0 (Ω), t ∈ (0,∞). (5)
For a solution u of (P), we define the ω-limit set (with respect to the norm ‖ · ‖L∞) as
ω(u) := {z ∈C0(Ω) : ‖u(tk)− z‖L∞ → 0 for some tk → ∞}
To state our main result, we introduce the following assumptions.
(D1) Ω is bounded with a Lipschitz boundary. Moreover, Ω is convex and symmetric in x1, i.e., for
every x ∈Ω and s ∈ [−1,1] we have (sx1,x2, . . . ,xN) ∈ Ω.
(D2) For every λ > 0, the set Ωλ := {x∈Ω : x1 > λ} has at most finitely many connected components.
(F1) f : (0,∞)×Ω×B → R is continuous. Moreover, for every bounded subset K ⊂ B there exists
L = L(K)> 0 such that sup
x∈Ω,t>0
| f (t,x,u)− f (t,x,v)| ≤ L|u− v| for u,v ∈ K.
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(F2) f is symmetric in x1 and nonincreasing in |x1|, i.e., for every t ∈ (0,∞), u∈B, x∈Ω and s∈ [−1,1]
we have f (t,sx1,x2, . . . ,xN ,u)≥ f (t,x,u).
We note that (D2) is a technical assumption which is needed for some but not all of our results. The
main result of this paper is the following.
Theorem 1.1. Let (D1), (F1), (F2) be satisfied, and let u be a nonnegative global solution of (P) satis-
fying the following conditions:
(U1) There is cu > 0 such that ‖u(t)‖L∞ ≤ cu for every t > 0.
(U2) The functions u(τ + ·, ·), τ ≥ 1 are uniformly equicontinuous on [0,1]×Ω, that is
lim
h→0
sup
τ≥1
x,x˜∈Ω,t,t˜∈[τ,τ+1],
|x−x˜|,|t−t˜|<h
|u(t,x)− u(t˜, x˜)|= 0.
Suppose in addition that (D2) holds or that z 6≡ 0 for every z ∈ ω(u).
Then u is asymptotically symmetric in x1, i.e., for all z ∈ ω(u) we have z(−x1,x′) = z(x1,x′) for all
(x1,x
′) ∈Ω.
Moreover, for every z ∈ ω(u) we have the following alternative: Either z ≡ 0 on Ω, or z is strictly
decreasing in |x1| and therefore strictly positive in Ω.
We immediately deduce the following corollary for equilibria and time-periodic solutions.
Corollary 1.2. Let (D1) be satisfied for Ω.
(i) Let f : Ω×B → R, (x,u) 7→ f (x,u) be such that
(i.1) f is continuous in x ∈Ω and locally Lipschitz in u uniformly with respect to x;
(i.2) f is symmetric in x1 and nonincreasing in |x1|, i.e., for every u ∈ B, x ∈ Ω and s ∈ [−1,1]
we have f (sx1,x2, . . . ,xN ,u)≥ f (x,u).
Moreover, let u∈C0(Ω)∩H s0 (Ω) be a nonnegative nontrivial weak solution of the elliptic problem
(−∆)su = f (x,u) in Ω, u = 0 on RN \Ω, (6)
i.e., we have u(x) ∈ B for a.e. x ∈ Ω and E (u,ϕ) = ∫Ω f (x,u(x))ϕ(x)dx for every ϕ ∈H s0 (Ω).
Then u is symmetric in x1 and strictly decreasing in |x1|.
(ii) Suppose that f : (0,∞)×Ω×B→R satisfies (F1), (F2) and is periodic in t, i.e. there is T > 0 such
that f (t +T,x,u) = f (t,x,u) for all t,x,u. Suppose furthermore that u is a nontrivial nonnegative
T -periodic solution of (P), i.e., u(t +T,x) = u(t,x) for all x ∈ Ω, t ∈ (0,∞). Suppose finally that
either (D2) holds or that u(t, ·) 6≡ 0 on Ω for all t. Then u(t, ·) is symmetric in x1 and strictly
decreasing in |x1| for all times t ∈ (0,∞).
Remark 1.3. (i) The nonnegativity assumption on u in Theorem 1.1 can be weakened in special cases.
More precisely, if the other assumptions of Theorem 1.1 are satisfied, u(t0, ·) is nonnegative on Ω for
some t0 > 0 and f (t, ·,0) ≥ 0 for all t ≥ t0, then u(t, ·) is nonnegative for t ≥ t0 as a consequence of the
weak maximum principle in the form discussed in Remark 2.6 below. Thus Theorem 1.1 applies to u
after a time shift.
(ii) Assumption (U2) implies that {u(t, ·) : t > 0} ⊂C0(Ω) is relatively compact and therefore ω(u) is
nonempty. In Proposition 4.1 below we give sufficient conditions for (U2) to hold.
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(iii) In the case where, in addition to the assumptions of Theorem 1.1, Ω ⊂ RN is a ball centered at zero
and f is radially symmetric, i.e. f (t,x,u) = ˜f (t, |x|,u), it follows – by the invariance of the equation
under rotations – from Theorem 1.1 that every z ∈ω(u) is radially symmetric as well. In the special case
of equilibria, i.e., solutions of (6), this has been proved in [3] under more restrictive assumptions on the
nonlinearity.
(iv) We point out that we do not require an a priori positivity assumption on elements in ω(u) in Theo-
rem 1.1, and thus we also do not need to assume strict positivity of solutions of (6) in Corollary 1.2. This
is a special feature of the nonlocal problems (P) and (6). The strong maximum principle given by Theo-
rem 1.1 for elements z ∈ ω(u) and by Corollary 1.2 for nonnegative solutions of (6) is a consequence of
the monotonicity of the nonlinearity, and it is derived as a byproduct of the method proving the symmetry
results (see in particular Lemma 3.2 below). This contrasts with the local case s = 1, where counterex-
amples show that such a strong maximum principle is false, see [29, Theorem 1.1], [27, Section 5] and
the references therein. In this case, an additional positivity assumption as e.g. in [27, Theorem 2.2] is
necessary to obtain asymptotic symmetry.
The proof of Theorem 1.1 is based on a parabolic variant of the moving plane method. As far as
the main structure of the argument is concerned, we follow the strategy elaborated by Pola´cˇik [27,28] in
the context of Dirichlet problems for fully nonlinear parabolic differential equations, but we need new
and quite different tools. We recall that the moving plane method has its roots in a classical work of
Alexandrov [1] on constant mean curvature surfaces and Serrin [32] on overdetermined boundary value
problems, whereas Gidas, Ni and Nirenberg [20] provided the framework to consider Dirichlet problems
for nonlinear elliptic differential equations. In the case where the underlying domain is RN , the method
of moving plane has been applied in integral form in [16, 18] to deduce symmetry and classification
results for solutions of semilinear elliptic equations involving the fractional Laplacian. Birkner, Lope´z-
Mimbela and Wakolbinger [3] used a variant of the moving plane method, paired with probabilistic
methods, to prove radial symmetry of all equilibria of (P) in the case where the underlying domain is the
unit ball B and the nonlinearity f is nonnegative, independent of t and x, and nondecreasing in u. Up to
the authors’ knowledge, our results are the first symmetry results for parabolic boundary value problems
involving the fractional Laplacian and even for the elliptic problem if f depends on x or the domain is
more general than a ball. We point out that – in comparison with the elliptic case – proving asymptotic
symmetry in the parabolic setting with the moving plane approach requires much finer – time dependent
– estimates. This is already evident from the seminal work of Pola´cˇik [27, 28] for the case of nonlinear
differential equations. One key requirement is a special version of a parabolic Harnack inequality related
to a linear fractional diffusion equation. Felsinger and Kassmann derived a parabolic Harnack inequality
in [19], which requires nonnegativity of the solutions in the entire space. This global nonnegativity
assumption is not technical since – already in the elliptic case – the Harnack inequality for the fractional
Laplacian is not valid in a purely local form, see e.g. [23, Theorem 2.2] for a counterexample. However,
since the moving plane method consists in studying the difference between the reflection of a solution
of (P) at a hyperplane and the solution itself, we need to derive a corresponding Harnack inequality for
antisymmetric (and therefore sign changing) supersolutions of a class of linear problems in the present
paper. Another (closely related) problem in the fractional setting is the lack of local comparison principle
to derive estimates via sub- or supersolutions. Here much finer quantitative arguments are needed to
control the nonlocal effects and exclude the appearance of intersections in finite time. We will establish
such estimates in two steps in Section 2.3 below, passing first to the Caffarelli-Silvestre extension of the
solution u, which is defined, for each fixed time, on the half space RN+1+ (see [9]).
It seems worthwhile to note that another type of Dirichlet boundary conditions has also been assigned
to the fractional Laplacian in the literature. In [10, 12, 35]), the authors consider the s-th power of the
Dirichlet Laplacian in spectral theoretic sense, which – in the case of a bounded domain Ω – is given by
AsΩu :=
∞
∑
k=1
µ skukek. Here µk = µk(Ω) are the eigenvalues of the Dirichlet Laplacian on Ω in increasing
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order (counted with multiplicity), ek, k ∈N are the corresponding eigenfunctions and uk :=
∫
Ω uek dx the
corresponding Fourier coefficients of u.
In order to explain the role of AsΩ in terms of stochastic processes, we recall that the 2s-stable process
is constructed by subordinating Brownian motion with a s-stable subordinator, see [2, Chapter 1.3]. On
the other hand, the process generated by AsΩ is obtained by first killing Brownian motion upon leaving Ω
and then subordinating this process with a s-stable subordinator, see e.g. [34]. Hence the order of killing
and subordination is reversed in this case. It is easy to see that the corresponding operators coincide only
if Ω = RN (where the Dirichlet boundary conditions are not present). For more information related to
these stochastic processes and their generators, we refer the reader to [4], [21] or [2, Chapter 3]. It is
natural to ask whether a result similar to Theorem 1.1 is true for the corresponding problem with the
operator AsΩ. For elliptic semilinear problems involving the operator AsΩ, symmetry and monotonicity
results have been proved recently in special cases in [10,12] by applying the moving plane method to the
Caffarelli-Silvestre extensions of the solutions.
The article is organized as follows. In Section 2, we develop the new tools we need to carry out
the moving plane method for the fractional parabolic problem (P). We believe that the results of this
Section could be of interest for other problems as well. Since, as already noted, the moving plane
method consists in studying the difference between the reflection of a solution of (P) at a hyperplane and
the solution itself, we are led to study antisymmetric supersolutions of linear problems here. Due to the
nonlocality of the fractional Laplacian, it is important to estimate the influence of the negative part of
these functions. This is one of the key differences in comparison with local problems involving classical
differential operators. The first part of this Section is concerned with a parabolic small volume maximum
principle. In Section 2.2 we establish, based on recent results in [19], a parabolic Harnack inequality
for antisymmetric supersolutions of a class of linear fractional problems. Section 2.3 is devoted to a
generalized subsolution estimate. The idea to control the positive part of the solution by comparing
with suitable subsolutions is inspired by [27]. However, as mentioned above, the argument is essentially
more involved in the present setting, and this is the only stage where we had to pass to the Caffarelli-
Silvestre extension. In Section 2.4, we combine all estimates obtained so far to deduce our main result
on antisymmetric supersolutions for a class of linear problems. This result should be seen as an analogue
of [27, Theorem 3.7] for the fractional case. The moving plane argument is then carried out in Section 3.
Here we follow the main structure of the argument in [27, Chapter 4], but we need to implement some
new ideas at key points (see in particular the proof of Lemma 3.2) in the nonlocal setting. In the appendix,
we present a sufficient condition for (U2), and we discuss a specific example to which Theorem 1.1
applies.
1.1 Notation
The following notation is used throughout the paper. For x∈RN and r > 0, Br(x) is the open ball centered
at x with radius r and ωN will denote the volume of the N-dimensional ball with radius 1. For any subset
M ⊂ RN , we denote by 1M : RN → R the indicator function of M and diam(M) the diameter of M.
Moreover, we let inrad(M) denote the supremum of all r > 0 such that every connected component of M
contains a ball Br(x0) with x0 ∈ M. This notation – taken from [27] – differs slightly from the usual one
but is very convenient in our setting. If T ⊂ R, Ω ⊂ RN are subsets and u : T ×Ω → R, (t,x) 7→ u(t,x)
is a function, we frequently write u(t) in place of u(t, ·) : Ω → R for t ∈ T . If M ⊂ RN resp. M ⊂ RN+1
is a subset and w : M → R is a function, the inequalities w ≥ 0 and w > 0 are always understood in
pointwise sense. Moreover, w+ = max{w,0} resp. w− = −min{w,0} denote the positive and negative
part of w, respectively. If M is measurable with |M|> 0 (where | · | always stands for Lebesgue measure)
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and w ∈ L1(M), we put
[w]L1(M) :=
1
|M|
∫
M
w(x)dx, [w]L1(M) :=
1
|M|
∫
M
w(t,x)dtdx, respectively,
to denote the mean of w over M. If D,U ⊂RN are subsets, the notation D⊂⊂U means that D is compact
and contained in the interior of U . Moreover, we set
dist(D,U) := inf{|x− y| : x ∈ D, y ∈U} ,
so this notation does not stand for the usual Hausdorff distance. If D = {x} is a singleton, we simply
write dist(x,U) in place of dist({x},U). Finally, when we call an interval T ⊂ R a time interval, we
assume that it consists of more than one point.
2 Antisymmetric supersolutions of a corresponding linear problem
Throughout this section, we consider a fixed open half space H and the reflection Q : RN → RN at ∂H.
We will call a function w : RN → R antisymmetric if w(Q(x)) = −w(x) for every x ∈ RN , i.e., w is
antisymmetric with respect to Q. We first fix notions of supersolutions. For an open subset U ′ ⊂ RN , we
introduce the function space
V
s(U ′) := {u ∈ L∞(RN) :
∫
U ′×U ′
|u(x)− u(y)|2
|x− y|N+2s dxdy < ∞}, (7)
endowed with the norm
‖u‖V s(U ′) := ‖u‖L∞(RN )+
( ∫
U ′×U ′
|u(x)− u(y)|2
|x− y|N+2s dxdy
) 1
2
.
We note that if U ⊂⊂U ′ is a pair of open sets and u ∈ V s(U ′), v ∈H s0 (U), then E (u,v) is well defined
by (4).
Definition 2.1. Let U ⊂ RN be a bounded open subset, T a time interval and c,g ∈ L∞(T ×U). We call
a function v : T ×RN → R a supersolution of
∂tv+(−∆)sv = c(t,x)v+ g(t,x) (8)
on T ×U if v ∈C(T,V s(U ′))∩C1(T,L2(U)) for some open set U ′ ⊂ RN with U ⊂⊂U ′ and
E (v(t),ϕ)≥
∫
U
(c(t,x)v(t)+ g(t,x)− ∂tv(t))ϕ dx
for all ϕ ∈ H s0 (U), ϕ ≥ 0 and a.e. t ∈ T . If, in addition, U ⊂ H and v is antisymmetric, we call v an
antisymmetric supersolution. A supersolution of (8) on T ×U will be called an entire supersolution if
v≥ 0 on T ×(RN \U). If U ⊂H, an antisymmetric supersolution of (8) on T ×U will be called an entire
antisymmetric supersolution if v ≥ 0 on T × (H \U).
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Remark 2.2. (i) Note that an entire antisymmetric supersolution v of (8) on T ×U may take negative
values in RN \H, so in general it is not an entire supersolution of (8).
(ii) Let T,U and c be as in the definition above. We will mostly consider the case g≡ 0 in the remainder
of the paper, i.e., we consider supersolutions of
∂tv+(−∆)sv = c(t,x)v (9)
on T ×U . We briefly explain the connection between (P) and (9). Suppose that (F1) is satisfied and that
H ∩Ω 6=∅, Q(H ∩Ω)⊂ Ω and (10)
f (t,Q(x),u)≥ f (t,x,u) for every t ∈ (0,∞),x ∈U and u ∈B. (11)
Let u be a nonnegative solution of (P), and let v(t,x) = u(t,Q(x))− u(t,x) for x ∈ RN , t ≥ 0. Then v is
an entire antisymmetric supersolution of (9) with T = (0,∞), U = H ∩Ω and
c(t,x) =

f (t,x,u(t,Q(x))− f (t,x,u(t,x))
v(x)
, u(t,Q(x)) 6= u(t,x);
0, u(t,Q(x)) = u(t,x).
Indeed, by (10) we have v≥ 0 on T × (H \U). Moreover, for ϕ ∈H s0 (U), ϕ ≥ 0 and t ∈ (0,∞) we have
E (v(t),ϕ) = E (u(t)◦Q− u(t),ϕ) = E (u(t),ϕ ◦Q−ϕ)
=
∫
Ω
( f (t,x,u)− ∂tu)[ϕ ◦Q−ϕ ]dx
=
∫
U
[ f (t,Q(x),u(t,Q(x)))− f (t,x,u(t,x))− ∂t(u ◦Q− u)]ϕ dx
≥
∫
U
[c(t,x)v− ∂tv]ϕ dx,
where (11) was used in the last step.
The following observation will be useful in the sequel.
Lemma 2.3. For any ϕ ∈H s0 (H) and every antisymmetric v ∈ Hs(RN) we have
E (v,ϕ) = 1
2
∫
H
∫
H
(v(x)− v(y))(ϕ(x)−ϕ(y))J(x,y)dx dy+ 2
∫
H
κH(x)v(x)ϕ(x) dx (12)
with
J(x,y) =
cN,s
|x− y|N+2s −
cN,s
|x−Q(y)|N+2s
and κH(x) =
∫
RN\H
cN,s
|x− y|N+2s dy =
4sΓ( 12 + s)√
pi Γ(1− s) [dist(x,∂H)]
−2s
for x,y ∈ H, where cN,s is given in (3). Moreover,
J(x,y)≥ cN,s[1− 5
−N/2−s]
|x− y|N+2s (13)
for x,y ∈ H with |x− y| ≤ min{dist(x,∂H),dist(y,∂H)}.
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Proof. It is convenient to write x¯ in place of Q(x) for x ∈ RN in the following. For ϕ ∈H s0 (H) and an
antisymmetric v ∈ Hs(RN) we then have
E (v,ϕ) = cN,s
2
(∫
H
∫
H
(v(x)− v(y))(ϕ(x)−ϕ(y))
|x− y|N+2s dx dy
+
∫
H
∫
RN\H
. . .dx dy+
∫
RN\H
∫
H
. . .dx dy
)
=
cN,s
2
∫
H
∫
H
[ (v(x)− v(y))(ϕ(x)−ϕ(y))
|x− y|N+2s
− (v(x¯)− v(y))ϕ(y)|x¯− y|N+2s +
(v(x)− v(y¯))ϕ(x)
|x− y¯|N+2s
]
dx dy
=
cN,s
2
∫
H
∫
H
(v(x)− v(y))(ϕ(x)−ϕ(y))
|x− y|N+2s dx dy
+ cN,s
∫
H
∫
H
(v(x)+ v(y))ϕ(y)
|x− y¯|N+2s dx dy
=
1
2
∫
H
∫
H
(v(x)− v(y))(ϕ(x)−ϕ(y))J(x,y) dx dy
+ 2cN,s
∫
H
∫
H
v(y)ϕ(y)
|x− y¯|N+2s dx dy
=
1
2
∫
H
∫
H
(v(x)− v(y))(ϕ(x)−ϕ(y))J(x,y)dx dy+ 2
∫
H
κH(x)v(x)ϕ(x) dx
with J and κH as defined above, as claimed. To see (13), let d > 0 and x,y ∈ H with |x− y| ≤ d ≤
min{dist(x,∂H),dist(y,∂H)}. Then |x− y¯|2 ≥ |x− y|2+ 4d2 and therefore
|x− y|2
|x− y¯|2 ≤
|x− y|2
|x− y|2 + 4d2 ≤
1
5 ,
which implies that
J(x,y)|x− y|N+2s
cN,s
=
1−( |x− y|2|x− y¯|2
)N+2s
2
 ≥ 1− 5−N/2−s
as claimed in (13).
2.1 A small volume maximum principle
The main result of this subsection is the following.
Proposition 2.4. For every c∞,γ > 0 there exists δ = δ (N,s,c∞,γ)> 0 such that for any bounded open
subset U ⊂H with |U | ≤ δ , any time interval T := [t0, t1], any c ∈ L∞(T ×U) with ‖c+‖L∞ ≤ c∞ and any
entire antisymmetric supersolution v of (9) on T ×U we have
‖v−(t, ·)‖L∞(H) ≤ e−γ(t−t0)‖v−(t0, ·)‖L∞(H) for all t ∈ T. (14)
Asymptotic symmetry for a class of nonlinear fractional reaction-diffusion equations 9
In the proof we will use the following standard estimate, see e.g. [17, Lemma 6.1].
Lemma 2.5. For every measurable A ⊂ RN and every x ∈ RN we have∫
RN\A
1
|x− y|N+2s dy ≥ K|A|
− 2sN
with K = K(N,s) = N2s ω
1+2s/N
N .
Proof of Proposition 2.4. For given c∞,γ > 0 we put δ :=
(
cN,s K
γ+c∞
) N
2s
, where K is given in Lemma 2.5.
By assumption and Lemma 2.5, we then have
κU(x) :=
∫
RN\U
cN,s
|x− y|N+2s dy ≥ γ + c∞ for every x ∈R
N
. (15)
Without loss of generality, we may assume that t0 = 0. Let d := ‖v−(0)‖L∞(U), and define u(t,x) :=
eγtv(t,x) for t ∈ [0, t1], x ∈RN . Then u is an antisymmetric supersolution of ut +(−∆)su = c˜(t,x)u on U
with c˜(t,x) = c(t,x)+ γ . We need to show that
u(t,x)≥−d for x ∈ H and t ∈ [0, t1]. (16)
For 0≤ t ≤ t1, we consider the function ϕ(t)=ϕ(t, ·) :RN →R defined by ϕ(t,x) = (u(t,x)+ d)− 1H(x).
Since u(t)∈ V s(U ′) for some open set U ′ with U ⊂⊂U ′ and u≥ 0 in H \U , it follows from [17, Lemma
5.1] that ϕ(t) ∈H s0 (U) for 0 ≤ t ≤ t1. We then have
E (u(t),ϕ(t))≥
∫
U
(c˜(t,x)u− ∂tu)ϕ dx ≥
∫
U
(c∞ + γ)u(t)ϕ(t) dx+
1
2
d
dt
∫
U
ϕ(t)2 dx. (17)
We first claim that
E (u(t),ϕ(t))≤−E (u−(t)1H ,ϕ(t)) for (t,x) ∈ [0, t1]. (18)
Indeed, for (t,x) ∈ [0, t1]×RN we have
(u(t,x)− u(t,y))(ϕ(t,x)−ϕ(t,y))+ (u−(t,x)1H(x)− u−(t,y)1H(y)) (ϕ(t,x)−ϕ(t,y))
=−
[
ϕ(t,x)
(
u(t,y)+ u−(t,y)1H(y)
)
+ϕ(t,y)
(
u(t,x)+ u−(t,x)1H(x)
)]
.
Thus we find, using the symmetry of the kernel and the antisymmetry of u,
E (u(t),ϕ(t))+E (u−(t)1H ,ϕ(t)) =−cN,s
∫
RN
ϕ(t,y)
∫
RN
(u(t,x)+ 1H(x)u−(t,x))
|x− y|N+2s dxdy
=−cN,s
∫
H
ϕ(t,y)
∫
H
( u+(t,x)
|x− y|N+2s −
u(t,x)
|Q(x)− y|N+2s
)
dxdy
and hence E (u(t),ϕ(t))+E (u−(t)1H ,ϕ(t))≤ 0 for t ∈ [0, t1], since |x− y| ≤ |Q(x)− y| for x,y ∈ H and
ϕ is nonnegative. This shows (18). We now put
A1(t) := {x ∈H : u(t,x)≤−d} and A2(t) := (RN \H)∪{y∈ H : u(t,y)>−d}
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for t ∈ [0, t1]. Then we have, for t ∈ [0, t1],
E (u−(t)1H ,ϕ(t))
=
cN,s
2
∫
A1(t)
∫
A1(t)
(u−(t,x)1H(x)− u−(t,y)1H(y))(ϕ(t,x)−ϕ(t,y))
|x− y|N+2s dxdy
+ cN,s
∫
A1(t)
ϕ(t,x)
∫
A2(t)
u−(t,x)1H(x)− u−(t,y)1H(y)
|x− y|N+2s dydx
≥ cN,s
2
∫
A1(t)
∫
A1(t)
(ϕ(t,x)−ϕ(t,y))2
|x− y|N+2s dxdy
+ cN,s
∫
RN
ϕ(t,x)
∫
A2(t)
d− u−(t,y)1H(y)
|x− y|N+2s dydx
≥ cN,s
∫
RN
ϕ(t,x)
∫
RN\U
d
|x− y|N+2s dydx ≥ d
∫
RN
ϕ(t,x)κU(x)dx (19)
with κU(x) as defined in (15). Let h(t) := ‖ϕ(t, ·)‖2L2(U) for t ∈ [0, t1]. Combining (17), (18) and (19),
we get
h′(t)≤−2(γ + c∞)
∫
U
u(t,x)ϕ(t,x)dx− 2d
∫
RN
ϕ(t,x)κU(x)dx
≤ 2(γ + c∞)h(t)+ 2d
∫
U
[γ + c∞−κU(x)]ϕ(t,x)dx for t ∈ [0, t1].
By (15) we conclude that h′(t) ≤ 2(γ + c∞)h(t) for t ∈ [0, t1]. Since h(0) = 0, we infer h(t) = 0 for
t ∈ [0, t1]. This shows (16), as required.
Remark 2.6. For entire supersolutions v of (9), a corresponding small volume maximum principle can
be derived in a similar but much easier way. More precisely, for every c∞,γ > 0 there exists δ > 0 such
that for any bounded open subset U ⊂RN with |U | ≤ δ , any time interval T := [t0, t1], any c∈ L∞(T ×U)
with ‖c+‖L∞ ≤ c∞ and any entire supersolution v of (9) on T ×U we have
‖v−(t, ·)‖L∞(U) ≤ e−γ(t−t0)‖v−(t0, ·)‖L∞(U) for all t ∈ T. (20)
As a consequence, we may readily derive the following weak maximum principle: If Ω ⊂ RN is a
bounded open subset, T := [t0, t1] a time interval, c ∈ L∞(T ×Ω) and v an entire supersolution of (9) on
T ×Ω such that v(t0,x)≥ 0 for a.e. x ∈ Ω, then also v(t,x)≥ 0 for all t ∈ T and almost every x ∈ Ω.
2.2 A Harnack inequality for antisymmetric supersolutions
In this part we state a Harnack inequality for antisymmetric supersolutions of (9). We will derive this
inequality – via a reformulation of the problem – from a recent result in [19]. We need to introduce some
notation. Denote by △= {(x,x) : x ∈ RN} the diagonal in RN ×RN . We fix r0 ∈ (0,1] and C1,C2 > 0,
and we consider a function k :RN ×RN\ △→ [0,∞) satisfying, for every x,y ∈ RN with x 6= y,
k(x,y) = k(y,x);
k(x,y)≤C1|x− y|−N−2s;
k(x,y)≥C2|x− y|−N−2s if |x− y| ≤ r0.
(21)
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The quadratic form corresponding to this kernel is given by
Ek(u,v) =
1
2
∫
RN
∫
RN
(u(x)− u(y))(v(x)− v(y))k(x,y)dxdy, for u,v ∈ Hs(RN).
Recall the definition of V s(U ′) in (7). If U ⊂ RN is a bounded open subset, T ⊂ R a time interval with
nonempty interior and g ∈ L∞(T ×U), we say that a function v is a supersolution of the problem
∂tv(t,x)−P.V.
∫
RN
(v(t,y)− v(t,x))k(x,y) dy = g (22)
on T ×U if v ∈C(T,V s(U ′))∩C1(T,L2(U)) for some open set U ′ ⊂ RN with U ⊂⊂U ′ and
Ek(v(t),ϕ)≥
∫
U
[g(t,x)− ∂tv(t,x)]ϕ(x)dx
for ϕ ∈H s0 (U), ϕ ≥ 0 and a.e. t ∈ T . Next we introduce notation for parabolic cylinders. For t0 ∈ R,
x0 ∈ RN , r,ϑ > 0 we put Q(r,ϑ , t0,x0) := (t0, t0 + 8ϑ)×B2r(x0) and
Q−(r,ϑ , t0,x0) := (t0, t0 +ϑ)×Br(x0), Q+(r,ϑ , t0,x0) := (t0 + 7ϑ , t0 + 8ϑ)×Br(x0).
In view of the scaling properties of (22), the following is a mere reformulation of a special case of [19,
Theorem 1.1], see also [19, Remark after Theorem 1.2]. We point out that the notion of supersolution
considered in [19] is weaker than the one considered here.
Theorem 2.7. Let r0 ∈ (0,1] and ϑ ,C1,C2 > 0 be given. Then there are constants ci > 0, i = 1,2
depending on N,s,r0,ϑ ,C1,C2 such that for any k : RN ×RN\ △→ [0,∞) satisfying (21), any (t0,x0) ∈
RN+1, any g∈L∞(Q(r0,ϑ , t0,x0)) and any supersolution v of (22) on Q(r0,ϑ , t0,x0) which is nonnegative
in (t0, t0 + 8ϑ)×RN we have
inf
(t,x)∈Q+(r0,ϑ ,t0,x0)
v ≥ c1[v]L1(Q−(r0,ϑ ,t0,x0))− c2‖g‖L∞(Q(r0,ϑ ,t0,x0)). (23)
By an argument based on building chains of cylinders, we deduce the following Harnack inequality
for general pairs of domains. We include the proof here since the argument is not completely standard. A
similar argument has been detailed in [27, Appendix], but we need to argue somewhat differently since
the triples of parabolic cylinders in Theorem 2.7 have a smaller overlap than the ones considered in [27].
Corollary 2.8. Let r0 ∈ (0,1], R,τ,ε > 0 and C1,C2 > 0 be given. Then there exist positive constants
ci = ci(N,s,r0,C1,C2,R,ε,τ) > 0, i = 1,2 with the following property:
Let k :RN ×RN\ △→ [0,∞) satisfy (21), and let D ⊂⊂U ⊂ RN be a pair of bounded domains such that
dist(D,∂U)≥ 2r0, |D| ≥ ε and diam(D)≤ R. Moreover, let g∈ L∞(T ×U) and a supersolution v of (22)
on T ×U be given such that v is nonnegative in T ×RN , where T = [t0, t0 + 4τ] for some t0 ∈ R. Then
we have
inf
(t,x)∈T+×D
v(t,x)≥ c1[v]L1(T−×D)− c2‖g‖L∞(T×U), (24)
where T+ = [t0 + 3τ, t0 + 4τ] and T− = [t0 + τ, t0 + 2τ].
Proof. We first note that there exist n = n(N,R,r0) ∈N and µ = µ(N,R,r0)> 0 such that the following
holds:
For every subset D ⊂ RN with diamD ≤ R there exists a subset SD ⊂ D of n+ 1 points such that D is
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covered by the balls Br0(x), x ∈ SD, and for every two points x∗,x∗ ∈ SD there exists a finite sequence
x j ∈ SD, j = 0, . . . ,n such that
x0 = x∗, xn = x∗ and |Br0(x j)∩Br0(x j+1)| ≥ µ for j = 0, . . . ,n− 1. (25)
We now fix D⊂⊂U ⊂ H as in the assertion, and we fix n,µ and a set SD with the property above. Next,
we put ϑ = τ7 min{ 117 , 1n+3}, and we claim the following:
For given t∗ ∈ [t0 +τ, t0 +2τ] and t∗ ∈ [t0 +3τ, t0 +4τ] there exists a finite sequence t∗ = s0 < ... < sm =
t∗− 8ϑ such that
s j + 7ϑ ≤ s j+1 ≤ s j + 152 ϑ for j = 0, . . . ,m− 1 (26)
and
max{14,n} ≤ m ≤ max{51,3(n+ 3)} (27)
Indeed, let m ∈ N and σ ∈ [0,7ϑ) be such that t∗+ 7mϑ +σ = t∗− 8ϑ . The definition of ϑ and the
restrictions on t∗, t∗ then force (27), and (26) holds with s j := t∗+ j
(
7ϑ + σ
m
)
for j = 0, . . . ,m. Next,
we fix t∗ ∈ [t0 + τ, t0 + 2τ], x∗ ∈ SD such that
‖v‖L1(Q−(r0,ϑ ,t∗,x∗)) = max
{
‖v‖L1(Q−(r0,ϑ ,t,x)) : x ∈ SD, t0 + τ ≤ t ≤ t0 + 2τ
}
.
Since the cylinders
Q−(r0,ϑ , t0 + τ + lϑ ,x), l ∈N∪{0}, l ≤ τϑ , x ∈ SD
cover [t0 + τ, t0 + 2τ]×D, we have
[v]L1([t0+τ,t0+2τ]×D) =
1
τ|D| ‖v‖L1([t0+τ,t0+2τ]×D)) ≤
(n+ 1)( τϑ + 1)
τε
‖v‖L1(Q−(r0,ϑ ,t∗,x∗))
=
(n+ 1)( 1ϑ +
1
τ )
ε
ϑ |Br0(0)| [v]L1(Q−(r0,ϑ ,t∗,x∗))
≤ κ1[v]L1(Q−(r0,ϑ ,t∗,x∗)) with κ1 :=
2(n+ 1)|Br0(0)|
ε
(28)
We now consider t∗ ∈ [t0 + 3τ, t0 + 4τ], x ∈ D arbitrary. Then we choose x∗ ∈ SD such that x ∈ Br0(x∗),
and we choose s j, j = 0, . . . ,m with the properties (26) and (27). Moreover, we fix a sequence of points
x j ∈ SD, j = 0, . . . ,m such that (25) holds with m in place of n. This may be done, since m ≥ n, by
repeating some of the points in the chain if necessary. We now define
Q j := Q(r0,ϑ ,s j ,x j) and Q±j := Q±(r0,ϑ ,s j,x j) for j = 0, . . . ,m.
We note that, by (25) and (26), we have
|Q+j ∩Q−j+1| ≥
µϑ
2
for j = 0, . . . ,m− 1.
Hence we may estimate, using Theorem 2.7 and the fact that Q j ⊂ T ×U for j = 0, . . . ,m,
c1[v]L1(Q−j ) ≤ infQ+j
v+ c2‖g‖L∞(Q j) ≤ [v]L1(Q+j ∩Q−j+1)+ c2‖g‖L∞(T×U)
≤
|Q−j+1|
|Q+j ∩Q−j+1|
[v]L1(Q−j+1)+ c2‖g‖L∞(T×U)
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≤ 2|Br0(0)|µ [v]L1(Q−j+1)+ c2‖g‖L∞(T×U).
Iterating this estimate m times and using Theorem 2.7 once more, we obtain
[v]L1(Q−0 ) ≤
(2|Br0(0)|
c1µ
)m
[v]L1(Q−m)+
c2
c1
m−1
∑
k=0
(2|Br0(0)|
c1µ
)k
‖g‖L∞(T×U)
≤
(2|Br0(0)|
µ
)m
c
−(m+1)
1 infQ+m
v+
c2
c1
m
∑
k=0
(2|Br0(0)|
c1µ
)k
‖g‖L∞(T×U).
Hence, since (t∗,x∗) ∈ Q+m , we conclude by (28) that
v(t∗,x∗)≥ inf
Q+m
v ≥ cˆ1[v]L1(Q−0 − c˜2‖g‖L∞(T×U) ≥
cˆ1
κ1
[v]L1([t0+τ,t0+2τ]×D)− c˜2‖g‖L∞(T×U)
with
cˆ1 =
(2|Br0(0)|
µ
)−m
cm+11 and c˜2 = cˆ1
c2
c1
m
∑
k=0
(2|Br0(0)|
c1µ
)k
Hence the claim follows with c˜1 = cˆ1κ1 and c˜2 as above. Note that c˜1 and c˜2 only depend – via n, m, µ , c1,
c2 and κ1 – on the given quantities N,s,r0,R,ε,τ,C1 and C2.
The main goal of this subsection is to deduce the following Harnack inequality for entire antisym-
metric supersolutions of (9).
Theorem 2.9. Let r0 ∈ (0,1], c∞,R,τ,ε > 0 be given. Then there exist positive constants Ki > 0, i = 1,2
depending on N,s,r0,c∞,ε,R,τ with the following property:
If D ⊂⊂ U ⊂ H is a pair of bounded domains with dist(D,∂U) ≥ 4r0, diam(D) ≤ R, |D| ≥ ε , and v
is entire antisymmetric supersolution of (9) on T ×U with T = [t0, t0 + 4τ] for some t0 ∈ R and c ∈
L∞(T ×U) with ‖c‖L∞ ≤ c∞ such that v(t) ∈ Hs(RN) for all t ∈ T , then
inf
(t,x)∈T+×D
v(t,x)≥ K1[v+]L1(T−×D)−K2‖v−‖L∞(T×U), (29)
where T+ = [t0 + 3τ, t0 + 4τ] and T− = [t0 + τ, t0 + 2τ].
The first step in the derivation of this result is the following lemma.
Lemma 2.10. Let β > 0 be given, and put Hβ := {x ∈ H : dist(x,∂H) > β}. Then there exists a
continuous kernel function k :RN ×RN\△→ [0,∞) – depending on β – with the following properties:
(i) k(x,y) = k(y,x) for all x,y ∈ RN , x 6= y;
(ii) 0 ≤ k(x,y) ≤ cN,s|x− y|−N−2s, for all x,y ∈RN , x 6= y;
(iii) k(x,y) ≥ (1− 5−N/2−s)cN,s|x− y|−N−2s for x,y ∈ RN with 0 < |x− y| ≤ β2 ;
(iv) For any antisymmetric v ∈ Hs(RN) and any ϕ ∈H s0 (Hβ ) we have
E (v,ϕ) = Ek(v˜,ϕ)+ 2
∫
Hβ
κH(x)v˜(x)ϕ(x) dx (30)
with κH(x) as given in Lemma 2.3 and v˜ = v1H ∈H s0 (H).
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Proof. We may assume without loss that H = {x ∈ RN : x1 > 0}. For simplicity, we write x¯ = Q(x) =
(−x1,x2, . . . ,xN) for x ∈ RN . We consider J(x,y) as defined in Lemma 2.3. Obviously we have
0 ≤ J(x,y)≤ cN,s|x− y|−N−2s for x,y ∈RN , x 6= y. (31)
whereas, by Lemma 2.3
J(x,y)≥ (1− 5
−N/2−s)cN,s
|x− y|N+2s for x,y ∈ H with 0 < |x− y| ≤
β
2
and min{x1,y1} ≥ β2 . (32)
To define k with the asserted properties, we set
g : RN ×RN\ △→R, g(x,y) :=
{
J(x,y) (x,y) ∈ H ×H\△,
0, otherwise,
and
s : RN ×RN → R, s(x,y) :=
{
min{β − x1,β − y1}, if min{β − x1,β − y1} ≥ 0,
0, otherwise.
Finally, we set k(x,y) := g(x+ s(x,y)e1,y+ s(x,y)e1) for x,y ∈ RN , x 6= y. Then k is continuous, and
properties (i) and (ii) follow directly by construction and (31). To see (iii), we note that if 0 < |x−
y| ≤ β2 then also |x˜− y˜| ≤ β2 , where x˜ = x+ s(x,y)e1 and y˜ = y+ s(x,y)e1. Furthermore we have that
max{x1,y1} ≥ β and therefore min{x1,y1} ≥ β2 . Consequently,
k(x,y) = g(x˜, y˜)≥ (1− 5−N/2−s)cN,s|x˜− y˜|−N/2−s = (1− 5−N−2s)cN,s|x− y|−N−2s
by (32). It remains to show (iv): So let v ∈ Hs(RN) be antisymmetric, and let ϕ ∈ H s0 (Hβ ). Then
Lemma 2.3 gives
E (v,ϕ) = 1
2
∫
H
∫
H
(v˜(x)− v˜(y))(ϕ(x)−ϕ(y))J(x,y) dx dy+ 2
∫
Hβ
κH(x)v˜(x)ϕ(x) dx, (33)
whereas, since ϕ ≡ 0 on RN \Hβ ,∫
H
∫
H
(v˜(x)− v˜(y))(ϕ(x)−ϕ(y))J(x,y) dx dy =
∫
H
∫
Hβ
. . .dx dy+
∫
Hβ
∫
H\Hβ
. . .dx dy. (34)
If x ∈ Hβ , then for y ∈ H we have s(x,y) = 0 and thus J(x,y) = g(x,y) = k(x,y), while for y ∈ RN \H
we have that k(x,y) = 0. Hence we can rewrite the first integral of the RHS of (34) as∫
H
∫
Hβ
(v˜(x)− v˜(y))(ϕ(x)−ϕ(y))J(x,y) dx dy
=
∫
RN
∫
Hβ
(v˜(x)− v˜(y))(ϕ(x)−ϕ(y))k(x,y) dx dy
Similarly, if y ∈ Hβ , then for x ∈ H \Hβ we have s(x,y) = 0 and thus J(x,y) = g(x,y) = k(x,y), while
for x ∈ RN \H we have k(x,y) = 0. Hence we may rewrite the second integral of the RHS of (34) as∫
Hβ
∫
H\Hβ
(v˜(x)− v˜(y))(ϕ(x)−ϕ(y))J(x,y) dxdy
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=
∫
Hβ
∫
RN\Hβ
(v˜(x)− v˜(y))(ϕ(x)−ϕ(y))k(x,y) dxdy
=
∫
RN
∫
RN\Hβ
(v˜(x)− v˜(y))(ϕ(x)−ϕ(y))k(x,y) dxdy,
where the last equality follows again since ϕ = 0 on RN \Hβ . Combining these identities, we get∫
H
∫
H
(v˜(x)− v˜(y))(ϕ(x)−ϕ(y))J(x,y) dxdy
=
∫
RN
∫
RN
(v˜(x)− v˜(y))(ϕ(x)−ϕ(y))k(x,y) dxdy,
and together with (33) it follows that
E (v, ϕ˜) = 1
2
∫
RN
∫
RN
(v˜(x)− v˜(y))(ϕ(x)−ϕ(y))k(x,y) dy+ 2
∫
Hβ
κH(x)v˜(x)ϕ(x) dx,
as claimed in (30).
We may now complete the
Proof of Theorem 2.9. Put β = 2r0, U0 = {x ∈ U : dist(x,D) < β} ⊂⊂ U , and let k be the function
given by Lemma 2.10 for this choice of β . Let v be an antisymmetric supersolution of (9) on T ×U , and
consider
v˜ : T ×RN → R, v˜(t,x) =
{
v(t,x), (t,x) ∈ T ×H
0, (t,x) 6∈ T ×H.
Since U0 ⊂ Hβ , Lemma 2.10(iv) implies that
Ek(v˜(t),ϕ)≥
∫
U0
(
[c(t,x)− 2κH(x)]v˜(t)− ∂t v˜(t)
)
ϕ dx for ϕ ∈H s0 (U0), ϕ ≥ 0, t ∈ T ,
where 0 ≤ κH(x) ≤ 4
sΓ( 12+s)√
pi Γ(1−s)β−2s for x ∈ Hβ by Lemma 2.3. Let d := 2
4sΓ( 12+s)√
pi Γ(1−s)β−2s + c∞ and σ :=
‖v−‖L∞(T×U), and define w(t,x) := ed(t−t0)[v˜(t,x)+σ ] for t ∈ T, x ∈ RN . Setting w(t) = w(t, ·) as usual,
we observe that w(t)≥ 0 on RN for all t ∈ T . Moreover, for any t ∈ T and any nonnegative ϕ ∈H s0 (U0)
we have
Ek(w(t),ϕ) = ed(t−t0)Ek(v˜(t),ϕ)
≥
∫
U0
(
[d + c(t,x)− 2κH(x)]w(t,x)− ∂tw(t,x)− ed(t−t0)σ [c(t,x)− 2κH(x)]
)
ϕ(x)dx
≥
∫
U0
(
ed(t−t0)σ [2κH(x)− c(t,x)]− ∂tw(t,x)
)
ϕ(x)dx.
Hence w is a nonnegative supersolution of (22) on T ×U0 with
g(t,x) = ed(t−t0)σ [2κH(x)− c(t,x)].
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Applying Corollary 2.8 with U0 in place of U (noting that dist(D,∂U0) = β = 2r0) and using the prop-
erties of k given by Lemma 2.10, we find ci = ci(N,s,r0,R,ε,τ)> 0 such that
inf
T+×D
w(t,x)≥ c1[w]L1(T−×D)− c2‖g‖L∞(T×U0)
We note furthermore that [w]L1(T−×D) ≥ [v+σ ]L1(T−×D) ≥ [v+]L1(T−×D) and
inf
T+×D
w ≤ e4τd
(
inf
T+×D
v+σ
)
,
so that
inf
T+×D
v ≥ c1e−4τd[v+]L1(T+×D)− e−4τdc2‖g‖L∞(T×U0)−σ
Noting furthermore that ‖g‖L∞(T×U0) ≤ e4τdσd, we conclude that
inf
T+×D
v ≥ c1e−4τd[v+]L1(T+×D)− (c2d+ 1)σ .
Hence the assertion follows with K1 = c1e−4τd and K2 = c2d + 1. Note that both constants only depend
on N,s,r0, c∞,ε,R and τ .
2.3 A lower bound based on a subsolution estimate
The aim of this subsection is to prove the following result.
Proposition 2.11. Let ρ > 0, and let Ψ denote the unique positive eigenfunction of the problem{ −∆Ψ = λ1Ψ in Bρ(0),
Ψ = 0 on ∂Bρ(0), (35)
corresponding to the first eigenvalue λ1 > 0 with ‖Ψ‖L∞(Bρ (0)) = 1. Moreover, let c∞ > 0. Then there exist
γ = γ(N,s,ρ ,c∞)> 0 and q = q(N,s,ρ ,c∞)> 0 with the following property. If T := [t0, t1]⊂ R, x0 ∈ H
with dist(x0,∂H) ≥ 2ρ , σ0 > 0, σ1 ≥ qσ0 and an antisymmetric supersolution v of (9) on T ×Bρ(x0)
with ‖c‖L∞(T×Bρ (x0)) ≤ c∞ are given such that
(i) v(t) ∈Hs(RN) for t ∈ T,
(ii) v is nonnegative in T ×B2ρ(x0),
(iii) ‖v−(t)‖L∞(H\B2ρ (x0)) ≤ σ0e−(γ+1)(t−t0) for t ∈ T ,
(iv) v(t0,x)≥ σ1Ψ(x− x0) for x ∈ Bρ(x0),
then
v(t,x)≥ σ1e−γ(t−t0)Ψ(x− x0) for (t,x) ∈ T ×Bρ(x0). (36)
To show this estimate, we consider the Caffarelli-Silvestre extension of a function v∈Hs(RN) which
was introduced in [9]. For this we consider the usual half space RN+1+ := {(x,y) ∈ RN ×R : y > 0}.
For a domain U+ ⊂ RN+1+ , the weighted Sobolev space H1(U+;y1−2s) is given as the set of all functions
w ∈H1loc(U+) such that ∫
U+
y1−2s
(|w|2 + |∇w|2)d(x,y)< ∞.
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In the following, we only consider the case U+ =U × (0,∞) for some domain U ⊂ RN . Then we have a
well defined continuous trace map tr : H1(U+;y1−2s)→Hs(U), see e.g. [8]. We also recall the following
integration by parts formula. If h ∈ H1(U+;y1−2s)∩C(U × (0,∞)) and w˜ ∈ H1(U+;y1−2s)∩C2(U+)∩
C1(U × (0,∞)) are such that h ≡ 0 on ∂U × (0,∞)) and the limit m(x) := lim
y→0
y1−2s∂yw˜(x,y) exists in
uniform sense for x ∈U , then∫
U+
y1−2s∇w˜∇hd(x,y) =−
∫
U
m tr(h)dx−
∫
U+
[div(y1−2s∇w˜]hd(x,y). (37)
Formally introducing the operator Ls := div(y1−2s∇), we say that a function w ∈ H1(U+;y1−2s) is
(weakly) Ls-harmonic on RN+1+ if∫
R
N+1
+
y1−2s∇w∇ϕ dz = 0 for all ϕ ∈ H1(RN+1+ ;y1−2s) with tr(ϕ) = 0.
Standard elliptic regularity then shows that w ∈ C∞(RN+1+ ) and that div(y1−2s∇w) = 0 in RN+1+ in
pointwise sense. We finally recall that every function v ∈ Hs(RN) has a Ls-harmonic extension w ∈
H1(RN+1+ ;y1−2s) given by
w(x,y) =
∫
RN
v(z)G(x− z,y)dz for x ∈ RN ,y > 0, (38)
where G(x,y) := pN,s y2s
(|x|2 + y2)− N+2s2 for x ∈ RN ,y > 0, where pN,s is a normalization constant, see
e.g. [9]. We need the following lemmas.
Lemma 2.12. Let ρ > 0. Then there exists constants c˜1 = c˜1(N,s,ρ) and c˜2 = c˜2(N,s,ρ) such that the
following holds:
If x0 ∈ H satisfies dist(x0,H) ≥ 2ρ and v ∈ Hs(RN) is a continuous antisymmetric function such that
v ≥ 0 on B2ρ(x0), then
w(x,y)
y2s
≥ c˜1
[ ∫
Bρ (x0)
(v(z))
1
2 dz
]2
− c˜2‖v−‖L∞(H\B2ρ (x0)) for (x,y) ∈ Bρ(x0)× (0,1], (39)
where w is the Ls-harmonic extension of v.
Proof. Since v is antisymmetric, we have, by a simple change of variable,
w(x,y) =
∫
H
[G(x− z,y)−G(x−Q(z),y)]v(z)dz for x ∈ H. (40)
For x,z ∈H and y > 0 we have
G(x− z,y)≥ G(x− z,y)−G(x−Q(z),y) = G(x− z,y)
1−( |x− z|2 + y2|x−Q(z)|2 + y2
)N+2s
2
 (41)
Moreover, for x,z ∈ Bρ(x0) we have |x− z|2 ≤ 4ρ2 and |x−Q(z)|2 ≥ |x− z|2 + 4ρ2, so that
G(x− z,y)−G(x−Q(z),y)≥ c1 G(x− z,y) for y ∈ (0,1] (42)
Asymptotic symmetry for a class of nonlinear fractional reaction-diffusion equations 18
with
c1 = 1−
(
1+
4ρ2
1+ 4ρ2
)− N+2s2
= 1−
(
1+ 4ρ2
1+ 8ρ2
)N+2s
2
.
Combining (40), (41) and (42) and using that v ≥ 0 on B2ρ(x0), we obtain the estimate
w(x,y)
pN,sy2s
≥ c1
∫
Bρ (x0)
v(z)(|x− z|2 + y2)− N+2s2 dz (43)
−‖v−‖L∞(H\B2ρ (x0))
∫
H\B2ρ (x0)
(|x− z|2 + y2)− N+2s2 dz
≥
c1
(∫
Bρ (x0)
v
1
2 (z) dz
)2
∫
Bρ (x0)
(|x− z|2 + y2)N+2s2 dz
−‖v−‖L∞(H\B2ρ (x0)) NωN
∞∫
ρ
r−1−2s dr
≥
c1
(∫
Bρ (x0 )
v
1
2 (z) dz
)2
∫
Bρ (x0)
(|z|2 + 1)N+2s2 dz
− c2‖v−‖L∞(H\B2ρ(x0)) for x ∈ Bρ(x0), y ∈ (0,1]
with c2 := NωN2s (ρ)−2s. Since also
∫
Bρ (0)
(|z|2 + 1)N+2s2 dz = NωN
ρ∫
0
(r2 + 1)
N+2s
2 rN−1 dr ≤ NωN
(
ρ2 + 1
) 3N+2s
2
for x,z ∈ Bρ and y ∈ (0,1], we conclude that
w(x,y)
pN,sy2s
≥ c1
ωN
(
ρ2 + 1
)− 3N+2s2 (∫
B1
v
1
2 (z) dz
)2
− c˜2‖v−‖L∞(H\B2)
for x ∈ B1 and y ∈ (0,1]. Hence the claim follows with c˜1 = c1 pN,sωN
(
ρ2 + 1
)− 3N+2s2 and c˜2 = c2 pN,s.
Lemma 2.13. Let U ⊂ H be a bounded Lipschitz domain, T := (t0,T0), t0 < T0, c ∈ L∞(T ×U), and
let v be a supersolution of (9) on T ×U such that v(t) ∈ Hs(RN) for all t ∈ T . Moreover, let w(t) ∈
H1(RN+1+ ,y1−2s) be the Ls-harmonic extension of v(t) given by (38) for each fixed time t ∈ T . Then for
every nonnegative Φ ∈ H1(RN+1+ ,y1−2s) with ϕ := tr(Φ) ∈H s0 (U) and every t ∈ T we have∫
R
N+1
+
y1−2s∇w∇Φd(x,y) ≥ ds
∫
U
(c(t,x)v− ∂tv)ϕ dx, (44)
where ds = 21−2sΓ(1− s)/Γ(s).
Proof. In case Φ is the Ls-harmonic extension of ϕ , we have∫
R
N+1
+
y1−2s∇w∇Φd(x,y) = dsE (w,ϕ)
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with ds as stated (see e.g. [9] or [8, Remark 3.11]) and therefore (44) is true. On the other hand, since w
is Ls-harmonic,∫
R
N+1
+
y1−2s∇w∇Θd(x,y) = 0 for every Θ ∈ H1(RN+,y1−2s) with tr(Θ) = 0.
Hence the assertion follows.
Lemma 2.14. Let ρ > 0, c∞ > 0, and let Ψ be defined as in Proposition 2.11 w.r.t. ρ . Then there exists
γ = γ(N,s,ρ ,c∞)> 0 such that the following holds:
If T = [t0, t1]⊂R, x0 ∈H with dist(x0,∂H)≥ 2ρ and c∈ L∞([t0, t1]×Bρ(x0)) with ‖c‖L∞ ≤ c∞ are given
and v is an antisymmetric supersolution of (9) on [t0, t1]×Bρ(x0) such that v(t) ∈Hs(RN) for t ∈ [t0, t1],
v(t0,x)≥ σ Ψ(x− x0) for x ∈ Bρ(x0) with some constant σ > 0, (45)
and
the Ls-harmonic extension w(t) of v(t) is nonnegative
on Bρ(x0)× [0,1] for all t ∈ [t0, t1],
(46)
then
v(t,x)≥ σe−γ(t−t0)Ψ(x− x0) for (t,x) ∈ T ×Bρ(x0).
Proof. Without loss of generality, we may assume that x0 = 0, t0 = 0 and σ = 1, and we put Bρ = Bρ(0).
Let λ1 > 0 be defined by (35), and let f : [0,∞)→R denote the solution of the initial value problem
(D)

f ′′+ 1− 2s
y
f ′−λ1 f = 0,
f (0) = 1,
lim
y→∞ f (y) = 0,
which is uniquely given by
f (y) = κ1y2s
∞∫
0
cos(τ)
(τ2 +λ1y2)
1+2s
2
dτ, for y ≥ 0 with κ1 = λ s1ds,
with ds as in Lemma 2.13. We note that f is a scalar multiple of a rescaled MacDonald function (or
modified Bessel function of the second kind), see e.g. [36]. We also note that f is strictly decreasing on
[0,∞). Moreover, the limit
κ2 := lim
y→0
y1−2s f ′(y)
1− f (1) ≤ 0
exists and only depends on s and ρ (via λ1). We now put γ = c∞−κ2 + 1, and we let
w˜ : [0, t1]×RN+1+ →R be defined by w˜(t,x,y) =
e
−γtΨ(x) f (y)− f (1)
1− f (1) , x ∈ Bρ ;
0, x 6∈ Bρ .
Putting w˜(t) = w˜(t, ·, ·) as usual, we then have
Lsw˜(t) =
1
1− f (1)e
−γt
(
y1−2s∆xw˜+(1− 2s)y−2s∂yw˜+ y1−2s∂yyw˜
)
(47)
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=
1
1− f (1)e
−γty1−2s Ψ(x)
(
−λ1 f + 1− 2sy f
′+ f ′′+λ1 f (1)
)
≥ 0 on Bρ × (0,∞)
for t ∈ [0, t1]. Moreover, we have
w˜(0,x,0) = Ψ(x)≤ v(0,x) for x ∈ Bρ , (48)
lim
y→0
y1−2s∂yw˜(t,x,0) = κ2e−γtΨ(x) = κ2w˜(t,x,0) for x ∈ Bρ , t ∈ [0, t1], and (49)
w˜(t)≡ 0 ≤ w(t) on ∂Bρ × (0,1]∪Bρ ×{1}
by assumption and by construction of w˜. In the following, we consider
h(t) ∈ H1 ∈ (RN+1+ ,y1−2s), h(t,x) =
{
(w− w˜)−(t,x,y), (x,y) ∈ Bρ × [0,1],
0, elsewhere.
Moreover, we will write g resp. v˜ for the traces of h and w˜, respectively. Then, as a consequence of (37),
(44), (47) and (49), we have
0 ≥−d−1s
∫
R
N+1
+
y1−2s|∇h|2d(x,y)
= d−1s
∫
R
N+1
+
y1−2s∇w∇hd(x,y)− d−1s
∫
R
N+1
+
y1−2s∇w˜∇hd(x,y)
≥
∫
Bρ
(
[c(t,x)v− ∂tv]g+κ2v˜g
)
dx
=
∫
Bρ
(
[c(t,x)(v− v˜)− ∂t(v− v˜)]g+[κ2+ c(t,x)+ γ]v˜g
)
dx
≥−c∞
∫
Bρ
g2(t,x)dx+ 1
2
d
dt
∫
g2(t,x)dx for t ∈ [0, t1].
Hence ddt
∫
Bρ g
2(t,x)dx ≤ 2c∞
∫
Bρ g
2(t,x)dx for t ∈ [0, t1]. Since furthermore
∫
Bρ g
2(0,x)dx = 0 as a
consequence of (48), we conclude that ∫Bρ g2(t,x)dx = 0 and therefore g(t) ≡ 0 on Bρ for all t ∈ T .
Hence v(t,x)≥ e−γtΨ(x) for (t,x) ∈ T ×Bρ(0), as claimed.
We may now complete the
Proof of Proposition 2.11. For given ρ ,c∞ > 0, let c˜i, i = 1,2 be given by Lemma 2.12, and let γ be
given by Lemma 2.14. Moreover, let
q =
2c˜2
c˜1
[ ∫
Bρ (0)
Ψ(z)
1
2 dz
]−2
Next, let T := [t0, t1] ⊂ R, σ0 > 0 and σ1 ≥ qσ0, and let v be an antisymmetric supersolution of (9) on
T ×Bρ(x0) satisfying assumptions (i)- (iii). Suppose by contradiction that
v(t,x) = σ2e
−γ(t∗−t0)Ψ(x∗− x0) for some σ2 ∈ (σ12 ,σ1), t∗ ∈ T and x∗ ∈ Bρ(x0). (50)
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We may assume that t∗ > t0 is chosen minimally with this property, so that
v(t,x)≥ σ2e−γ(t−t0)Ψ(x− x0) for (t,x) ∈ [t0, t∗]×Bρ(x0).
Let w denote the Ls-harmonic extension of v given by (40) for each fixed time t ∈ T . Then Lemma 2.12
implies that
y−2sw(t,x,y)≥ c˜1
[ ∫
Bρ (x0)
(v(t,z))
1
2 dz
]2
− c˜2‖v−(t)‖L∞(H\B2ρ (x0))
≥ c˜1σ2e−γ(t−t0)
[ ∫
Bρ (0)
Ψ(z)
1
2 dz
]2
− c˜2σ0e−(γ+1)(t−t0)
≥ σ0e−γ(t−t0)
(qc˜1
2
[ ∫
Bρ (0)
Ψ(z)
1
2 dz
]2
− c˜2
)
≥ 0
for t ∈ [t0, t∗] and (x,y) ∈ Bρ(x0)× (0,1]. Hence, by Lemma 2.14,
v(t,x)≥ σ1e−γ(t−t0)Ψ(x− x0) for (t,x) ∈ [t0, t∗]×Bρ(x0).
This contradicts (50), and thus the proof is finished.
2.4 Main Result on entire antisymmetric supersolutions
We recall from Section 1.1 that, for a subset D ⊂ RN , inrad(D) denote the supremum of all r > 0 such
that every connected component of D contains a ball Br(x0) with x0 ∈ D. Note that inrad(D) ≥ ρ > 0
implies that every connected component of D has at least measure |Bρ(0)|, so in this case D has only
finitely many connected components if it has finite measure.
Theorem 2.15. Let ρ > 0 and c∞ > 0 be given. Moreover, let γ = γ(N,s,ρ ,c∞)> 0, q= q(N,s,ρ ,c∞)> 0
be as in Proposition 2.11, and let δ > 0 be such that the conclusions of Proposition 2.4 hold with γ + 1
in place of γ .
Then for any τ,r0,R > 0 there exists µ > 0 such that the following holds:
If D ⊂⊂U ⊂ H are bounded open sets with |U | < ∞, inrad(D) > 2ρ , diam(D) ≤ R, |U \D| < δ and
dist(D,∂U)> 4r0 and if v is an entire antisymmetric supersolution of (9) on [t0,∞)×U for some t0 ∈ R
with ‖c‖L∞([t0,∞)×U) ≤ c∞ such that v(t) ∈Hs(RN) for t ∈ [t0,∞), v is nonnegative on [t0, t0 +8τ]×D and
‖v−(t0, ·)‖L∞(U\D) ≤ µ [v]L1((t0+τ,t0+2τ)×D∗), for each connected component D∗ of D, (51)
then:
(i) v(t,x)> 0 for all (t,x) ∈ [t0,∞)×D
(ii) ‖v−(t)‖L∞(U) → 0 for t → ∞.
Proof. We let ρ ,γ,q,δ ,τ,R be given with the properties stated in the theorem, and we put ε = |B2ρ(0)|.
Let K1,K2 – depending on these quantities – be given as in Theorem 2.9. We fix µ > 0 sufficiently small
such that (K1
µ −K2
)
> q and
K1|Bρ(0)|
(2R)N
(K1
µ −K2
)
[Ψ]L1(Bρ (0))−K2 > 0, (52)
where Ψ is given in Proposition 2.11 depending on ρ . Next, we consider D ⊂⊂U ⊂ H and an antisym-
metric supersolution v of (9) on [t0,∞)×U with the properties stated in the theorem, which implies in
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particular that ε ≤ |D∗| ≤ (2R)N for every connected component D∗ of D. We put σ0 = ‖v−(t0)‖L∞(U\D)
and
T0 := sup{t ≥ t0 + 8τ : v > 0 in [t0, t)×D},
so that t0 + 8τ ≤ T0 ≤∞ by assumption. Applying Proposition 2.4, we get
‖v−(t)‖L∞(U) = ‖v−(t)‖L∞(U\D) ≤ σ0e−(γ+1)(t−t0) for all t ∈ [t0,T0). (53)
To prove (i), we suppose by contradiction that T0 < ∞. Then there exists a connected component D∗ of
D and x∗ ∈ D∗ such that
v > 0 in [t0,T0)×D∗ and v(T0,x∗) = 0. (54)
Let U∗ be the connected component of U with D∗ ⊂U∗. Since v ≥ 0 on [t0, t0 + 8τ)×D∗, we have, by
Theorem 2.9, (51) and Proposition 2.4,
inf
[t0+3τ,t0+4τ]×D∗
v ≥ K1[v+]L1([t0+τ,t0+2τ]×D∗)−K2‖v−‖L∞([t0,t0+4τ]×U∗)
≥ K1[v]L1([t0+τ,t0+2τ]×D∗)−K2‖v−‖L∞([t0,t0+4τ]×[U\D])
≥ K1µ ‖v
−(t0, ·)‖L∞(U\D)−K2‖v−(t0, ·)‖L∞(U\D) =
(K1
µ −K2
)
σ0 =: σ1. (55)
We fix x0 ∈ D∗ such that B2ρ(x0) ⊂ D∗, which is possible by assumption. Since σ1 ≥ qσ0 by (52), the
estimates (55) and (53) allow us to apply Proposition 2.14 with t0 + 4τ in place of t0, which yields
v(t,x)≥ σ1e−γ(t−t0−4τ)Ψ(x− x0) for every x ∈ Bρ(x0), t ∈ [t0 + 4τ,T0]. (56)
With the help of Theorem 2.9, (53) and (56), we find that
v(T0,x∗)≥ K1[v]L1([T0−3τ,T0−2τ]×D∗)−K2‖v−‖L∞([T0−4τ,T0]×U∗)
≥ K1σ1e−γ(T0−6τ−t0)
|Bρ(0)|
|D∗| [Ψ]L1(Bρ (0))−K2σ0e
−(γ+1)(T0−4τ−t0)
≥ σ0e−γ(T0−4τ−t0)
[K1|Bρ(0)|
(2R)N
(K1
µ −K2
)
[Ψ]L1(Bρ (0))−K2
]
> 0,
by our choice of µ in (52), contradicting (54). We conclude that T0 = ∞. In particular, (i) holds, and (ii)
follows since, by (53),
‖v−(t)‖L∞(U) = ‖v−(t)‖L∞(U\D) ≤ σ0e−(γ+1)(t−t0) for all t ∈ [t0,∞). (57)
3 Proof of the main symmetry result
In this section we complete the proof of Theorem 1.1. With the tools developed in Section 2, we may
follow the main lines of the moving plane method as developed by Pola´cˇik in [27], but some steps in
the argument – in particular the proofs of Lemma 3.2 and Proposition 3.5 below – differ significantly
from [27]. This is due to the fact that, contrary to [27], we do not a priori assume the existence of an
element ϕ ∈ ω(u) with ϕ > 0. For λ ∈ R, we use the notations
Ωλ = {x ∈ Ω : x1 > λ}, Hλ := {x ∈RN : x1 > λ}, Tλ = ∂Hλ and Γλ = Tλ ∩Ω.
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Moreover, we let Qλ : RN → RN denote the reflection at Tλ given by Qλ (x) = (2λ − x1,x2, . . . ,xN). For
a function z :RN → R, we put
zλ = z◦Qλ : RN → R
and
Vλ z :RN →R, Vλ z(x) = zλ (x)− z(x).
We now assume that the hypotheses (D1) and (F1),(F2) are satisfied, and we let u be a nonnegative
global solution of (P) satisfying (U1) and (U2). We set
l := max{x1 : (x1,x′) ∈ Ω for some x′ ∈RN−1},
and we fix λ ∈ [0, l) for the moment. As discussed in Remark 2.2, the function v := Vλ u is an entire
antisymmetric supersolution of the problem
∂tv+(−∆)sv = cλ (t,x)v (58)
in (0,∞)×Ωλ with
cλ (x, t) =

f (t,x,uλ (x))− f (t,x,u(x))
uλ (x)− u(x) , u
λ (t,x) 6= u(t,x);
0, uλ (t,x) = u(t,x).
Here the term entire antisymmetric supersolution refers to the notion defined in the beginning of Section 2
with respect to the half space H = Hλ . Indeed, for λ ∈ [0, l) and this choice of H, (10) and (11) are
satisfied as a consequence of assumptions (D1) and (F2). Moreover, as a consequence of (F1) and
(U1), there exists c∞ > 0 such that
‖cλ‖L∞((0,∞)×Ωλ ) ≤ c∞ for every λ ∈ [0, l).
In the following, we fix c∞ with this property. We also note that [Vλ u](t) ∈Hs(RN) for all t ∈ (0,∞). For
λ ∈ [0, l), we now consider the following statement:
(Sλ ) ‖(Vλ u)−(t)‖L∞(Hλ ) → 0 as t → ∞.
Our aim is to show, via the method of moving planes, that (Sλ ) holds for every λ ∈ [0, l). We need the
following lemmas.
Lemma 3.1. There is δ > 0 such that for each λ ∈ [0, l) the following statement holds. If K is a closed
subset of Ωλ with |Ωλ \K|< δ and there is t0 ≥ 0 such that Vλ u(t)≥ 0 on K for all t ≥ t0, then
‖(Vλ u)−(t)‖L∞(Hλ ) ≤ e−(t−t0)‖(Vλ u)−(t0)‖L∞(Hλ ), (59)
for all t ≥ t0. In particular (Sλ ) holds if λ < l is sufficiently close to l.
Proof. This follows immediately by applying Proposition 2.4 to γ = 1, c∞ > 0 as fixed above, H = Hλ
and U = Ωλ \K. Note that the number δ > 0 given by Proposition 2.4 in this case does not depend on λ
and K. The second statement of the lemma follows since |Ωλ |< δ if λ is close to l.
Lemma 3.2. Suppose λ0 ∈ [0, l) is such that (Sλ ) holds for all λ ∈ (λ0, l). Then we have:
(i) (Sλ0) holds.
(ii) For each z ∈ ω(u) we have either Vλ0z > 0 on Ωλ or Vλ0z ≡ 0 on RN .
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(iii) If λ0 > 0, then for each z ∈ ω(u) we have either Vλ0z > 0 on Ωλ or z ≡ 0 on RN .
Proof. (i) Since the set {u(t) : t ≥ 0} is relatively compact in C(Ω), the statement (Sλ ) is equivalent to
Vλ z≥ 0 on Γλ for all z ∈ ω(u). Hence (Sλ0) holds by assumption and continuity of all z ∈ ω(u).
(ii) Step one: We first claim that on each connected component U of Ωλ0 we either have Vλ0z > 0 on U
or Vλ0z≡ 0 on U . To prove this, we fix z ∈ω(u) and a connected component U of Ωλ0 such that Vλ0z 6≡ 0
on Ωλ0 . Since Vλ0z ≥ 0, there exists x0 ∈U and ρ > 0 such that B := Bρ(x0) ⊂⊂ Ωλ0 and Vλ0z > 0 on
B. Since z ∈ ω(u), there exists a sequence of numbers tn > 0, such that tn → ∞ and u(tn)→ z in C(Ω),
hence also Vλ0u(tn)→Vλ0z in C(Ωλ0) as n → ∞. Consequently, there exists σ > 0 and n0 ∈N such that
Vλ0u(tn,x)> 2σ for x ∈ B, n > n0.
By the equicontinuity property (U2), there exists τ > 0 such that
Vλ0u(t,x)> σ for x ∈ B, t ∈ [tn− 4τ, tn], n > n0. (60)
Now fix a subdomain D ⊂⊂U . Applying Proposition 2.9 with U = Ωλ0 , t0 = tn−4τ and using (60), we
get
inf
x∈D
Vλ0u(tn,x)≥ K1[(Vλ0u)+]L1([tn−4τ,tn−3τ]×D)−K2 sup
t∈T
‖(Vλ0u)−(t, ·)‖L∞(U)
≥ K1σ |B||D| −K2‖v
−(t, ·)‖L∞(T×U) for n > n0
with suitable constants K1,K2 > 0 independent of n. Since (Sλ0) holds, we conclude that
inf
x∈D
Vλ0z = limn→∞ infx∈DVλ0u(tn,x)≥ K1σ
|B|
|D| > 0.
Since D ⊂⊂U was chosen arbitrarily, we conclude that Vλ0z > 0 in U . This shows the claim.
Step two: Let z ∈ ω(u) be such that
Uz := {x ∈ Ωλ0 : [Vλ0z](x) = 0}
is nonempty. To finish the proof of (ii), we need to show that Vλ0z≡ 0 on RN . We suppose by contradic-
tion that this is false; then there exists a compact set K ⊂ Hλ0 \Uz of positive measure such that
inf
K
Vλ0z > 0. (61)
By Step one above, Uz is an open set. Hence we may fix a nonnegative function ϕ ∈C∞c (Uz), ϕ 6≡ 0, and
we set D := suppϕ . Moreover, we fix ρ > 0 with dist(D,∂Uz)> 2ρ , and we note that there exists M > 0
such that ∣∣∣ ∫
Bρ (x)
ϕ(x)−ϕ(y)
|x− y|N+2s dy
∣∣∣< M for all x ∈ RN , (62)
see e.g. [17, Lemma 3.5]). In the following, we put v =Vλ0u and H = Hλ0 . Moreover, we consider J and
κ as defined in Lemma 2.3 for this choice of H. By Lemma 2.3 we have
E (v(t),ϕ) = 1
2
∫
H
∫
H
(v(t,x)− v(t,y))(ϕ(x)−ϕ(y))J(x,y) dxdy (63)
+ 2
∫
H
v(t,x)κH(x)ϕ(x) dx,
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where ∫
H
v(t,x)κH(x)ϕ(x) dx ≤ κs‖ϕ‖L1(Uz)‖v(t)‖L∞(Uz) with κs :=
4sΓ( 12 + s)√
pi Γ(1− s)(2ρ)
−2s.
To estimate the double integral on the right hand side of (63), we put
H1 := {(x,y) ∈ H×H : |x− y| ≤ δ}, H2 := H×H \H1
and Dρ := {x ∈ RN : dist(x,D)≤ ρ}. Then∫
H1
(v(t,x)− v(t,y))(ϕ(x)−ϕ(y))J(x,y)dxdy
=
∫
|x−y|≤δ ,
x,y∈Dρ
(v(t,x)− v(t,y))(ϕ(x)−ϕ(y))J(x,y)dxdy
= cN,s
(
2
∫
Dρ
v(t,x)
∫
Bρ (x)
ϕ(x)−ϕ(y)
|x− y|N+2s dydx
−
∫
|x−y|≤δ ,
x,y∈Dρ
(v(t,x)− v(t,y))(ϕ(x)−ϕ(y))
|x−Qλ0(y)|N+2s
dxdy
)
≤ 2cN,sM |Dρ | ‖v(t)‖L∞(Uz)+
4|Dρ |2
(2ρ)N+2s ‖ϕ‖L∞(Uz) ‖v(t)‖L∞(Uz),
where we used the fact that |x−Qλ0(y)| ≥ 2ρ for every x,y ∈ Dρ . To estimate the integral over H2, we
first note that
sup
x∈H
∫
H\Bρ (x)
J(x,y) dydx ≤ cN,s
∫
RN\Bρ (0)
|y|−N−2s dy = NωNcN,s2s ρ
−2s =: JN,s
Hence ∫
H2
(v(t,x)− v(t,y))(ϕ(x)−ϕ(y))J(x,y) dxdy
= 2
∫
D
ϕ(x)
∫
H\Bρ (x)
(v(t,x)− v(t,y))J(x,y) dydx
= 2
∫
D
ϕ(x)
{
v(t,x)
∫
H\Bρ (x)
J(x,y)dydx−
∫
H\[Bρ(x)∪K ]
v(t,y)J(x,y)dydx
−
∫
K
v(t,y)J(x,y) dydx
}
≤ 2JN,s‖ϕ‖L1(Uz)
(
‖v(t)‖L∞(Uz)+ ‖v−(t)‖L∞(H)
)
− dm(t)
where in the last step we have set
m(t) := inf
y∈K
v(y, t) and d :=
∫
D
ϕ(x)
∫
K
J(x,y) dydx > 0.
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We now consider the function t 7→ h(t) = ∫Uz v(t,x)ϕ(x)dx for t > 0. Combining the estimates above
and using (58), we get
h′(t) =
∫
Ωλ0
∂tv(t,x)ϕ(x)dx ≥
∫
D
cλ0(t,x)v(t,x)ϕ(x) dx−E (v(t),ϕ)
≥−c∞‖ϕ‖L1(Uz)‖v(t)‖L∞(Uz)−E (v(t),ϕ) (64)
≥−C1‖v(t)‖L∞(Uz)−C2‖v−(t)‖L∞(H)+m(t)d
with C1 := ‖ϕ‖L1(Uz)
[
2κs + cN,sM |Dρ |+ JN,s
]
+
2|Dρ |2
(2ρ)N+2s ‖ϕ‖L∞(Uz) and C2 := JN,s‖ϕ‖L1(Uz). We now
consider a sequence (tk)k ⊂ (0,∞) such that tk → ∞ and u(tk)→ z in L∞(Ω) as k → ∞, which yields in
particular that h(tk)→ 0 as k → ∞. Using (61) and the equicontinuity property (U2), we find δ > 0 and
k0 ∈ N such that
m∗ := inf{m(t) : t ∈ [tk − δ , tk + δ ], k ≥ k0}> 0.
Moreover, making δ > 0 smaller and k0 ∈ N larger if necessary, we may assume that
‖v(t)‖L∞(Uz) ≤ ‖v(t)− v(tk)‖L∞(Uz)+ ‖v(tk)‖L∞(Uz) ≤
m∗ d
4C1
(65)
for t ∈ [tk − δ , tk + δ ] and k ≥ k0. Furthermore, using that ‖v−(t)‖L∞(H) → 0 as t → ∞ as a consequence
of (Sλ0), we may again make k0 ∈ N larger such that
‖v−(t)‖L∞(H) ≤
m∗ d
4C2
for t ∈ [tk − δ , tk + δ ], k ≥ k0. (66)
Combining (64), (65) and (66), we thus obtain
h′(t)≥ m∗ d
2
for t ∈ [tk − δ , tk + δ ], k ≥ k0.
This implies that
limsup
k→∞
h(tk − δ )≤ limk→∞
(
h(tk)− δm∗ d2
)
=−δm∗ d
2
,
contradicting the fact that ‖v−(t)‖L∞(Uz) → 0 as t → ∞ and thus liminft→∞ h(t) ≥ 0. The proof of (ii) is
finished.
(iii) Suppose that λ0 > 0, and let z ∈ ω(u) such that Vλ0z ≡ 0 on RN . In view of (ii), we need to show
that z ≡ 0 on RN . For this we consider the reflected functions
u˜ : (0,∞)×RN →R, u˜(t,x) = u(t,Q0(x)) (67)
z˜ : RN →R, z˜(x) = z(Q0(x)).
Since Ω and the nonlinearity f are symmetric in the x1-variable, u˜ is also a solution of (P) satisfying the
same hypotheses as u. Moreover, z˜ ∈ ω(u˜). Putting λ∗ := l− 2λ0 ∈ (−l, l), it follows from Vλ0z ≡ 0 on
RN that z˜≡ 0 on Ωλ∗ and therefore
Vλ z˜ ≡ 0 in Ωλ for every λ ∈ (
λ∗+ l
2
, l). (68)
For λ ∈ (λ∗+l2 , l) sufficiently close to l, it also follows from Lemma 3.1 that (Sλ ) holds for u˜ in place of
u, so that (68) and (ii) imply that
Vλ z˜ ≡ 0 on RN for λ < l sufficiently close to l. (69)
¿From this we easily conclude that z˜≡ 0 and therefore z≡ 0 on RN , as claimed.
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Lemma 3.3. Suppose λ0 ∈ (0, l) is such that (Sλ ) holds for all λ ∈ (λ0, l). Suppose furthermore that
one of the following conditions hold:
(i) z 6≡ 0 on Ω for all z ∈ ω(u).
(ii) Ω fulfills (D2) and Vλ0z > 0 on Ωλ0 for some z ∈ ω(u).
Then there exists ε > 0 such that (S)λ holds for each λ ∈ (λ0− ε,λ0].
For the proof of this lemma, the following observation is useful.
Lemma 3.4. Let M ⊂C0(Ω) be a bounded and equicontinuous subset, and let
Iλ (M) := inf
u∈M,x∈Ωλ
Vλ u(x) for λ ∈ [0, l).
Then the map λ 7→ Iλ (M) is left continuous, i.e., for λ0 ∈ (0, l) we have Iλ (M)→ Iλ0(M) as λ → λ0,λ <
λ0.
Proof. We first note that
Iλ (M)≤ 0 for all λ ∈ (0, l), (70)
since Ωλ ∩ Tλ 6= ∅ by assumption (D1). Since Ωλ0 ⊂ Ωλ for λ < λ0 and Vλ z → Vλ0z uniformly on
Ωλ0 for every z ∈ M, we have limsup
λ→λ−0
Iλ (M) ≤ Iλ0(M). Now suppose by contradiction that there exists
sequences of numbers λn ∈ (0,λ0), of functions un ∈ M and of points xn ∈Ωλn such that
λn → λ and Vλnun(xn)→ c < Iλ0(M) for n → ∞.
By compactness and equicontinuity, we may assume that there exists x¯ ∈ Ω with x¯1 ≥ λ0 and u¯ ∈ M ⊂
C0(Ω) such that
xn → x¯ and ‖un− u¯‖L∞(Ω) → 0 as n → ∞,
where M denotes the closure of M in C0(Ω) with respect to ‖ · ‖L∞ . Consequently,
Qλn(xn) = (2λn− xn1,xn2, . . . ,xnN)→ (2λ0− x¯1, x¯2, . . . , x¯N) = Qλ0(x¯)
and therefore
un(x
n)→ u¯(x¯) and un(Qλn(xn))→ u¯(Qλ0(x¯)) as n → ∞.
Hence
Vλ0 u¯(x¯) = limn→∞Vλnun(xn) = c < Iλ0(M) (71)
We now distinguish two cases. If x¯ ∈Ω, then x¯ ∈ Ωλ0 , and we conclude that
Vλ0 u¯(x¯)≥ inf
u∈M,x∈Ωλ0
Vλ0u(x) = infu∈M,x∈Ωλ0
Vλ0u(x) = Iλ0(M).
If, on the other hand, x¯ ∈ ∂Ω\Ωλ0, then x¯1 = λ0 and therefore
Vλ0 u¯(x¯) = 0 ≥ Iλ0(M)
by (70). Since in both cases we arrived at a statement contradicting (71), the proof is finished.
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Proof of Lemma 3.3. Case one: We first assume in addition that z 6≡ 0 on Ω for all z ∈ ω(u). By
Lemma 3.2 this implies that Vλ0z > 0 in Ωλ0 for all z ∈ ω(u). Let δ > 0 be such that the conclusion
of Lemma 3.1 holds, and let K ⊂ Ωλ0 be a compact subset and ε1 ∈ (0,λ0) be chosen such that
|Ωλ \K|< δ for λ ∈ (λ0− ε1,λ0]. (72)
Since Vλ0z > 0 in Ωλ0 for all z ∈ ω(u) and ω(u) is a compact subset of C(Ω), we may choose ε ∈ (0,ε1)
such that
inf
z∈ω(u),x∈K
Vλ z(x)> 0 for all λ ∈ (λ0− ε,λ0]. (73)
Let λ ∈ (λ0− ε,λ0], then (73) implies that there exists t0 = t0(λ ) such that
Vλ u(t,x)≥ 0 for x ∈ K, t ≥ t0.
Hence ‖(Vλ u)−(t)‖L∞(Hλ )→ 0 as t →∞ by Lemma 3.1. Thus (Sλ ) holds for λ ∈ (λ0−ε,λ0], as claimed.
Case two: We assume that (D2) holds, and that Vλ0z > 0 on Ωλ0 for some z ∈ ω(u). By (D2),
the set Ωλ0 has only finitely many connected components, and hence ρ := inrad(Ωλ0)/4 > 0. Let
γ = γ(N,s,ρ ,c∞) > 0, q = q(N,s,ρ ,c∞) > 0 be as in Proposition 2.11, and let δ > 0 be such that the
conclusions of Proposition 2.4 hold with γ + 1 in place of γ .
Choose D ⊂⊂Ωλ0 such that D intersects each connected component of Ωλ0 and
|Ωλ0 \D|<
δ
2
, inrad(D)> 2ρ . (74)
Fix z ∈ ω(u) such that Vλ0z > 0 in Ωλ0 , and let tn →∞ be a sequence with h(tn)→ z. Using the equicon-
tinuity property (U2) we can find r1 > 0, τ ∈ (0, 18 ) and n0 such that
Vλ0u(t,x)> 2r1, for all x ∈D, t ∈ [tn− 8τ, tn], n > n0. (75)
Let r0 := 14 dist(D,∂Ωλ0), R = diam(D) and choose µ as in Theorem 2.15 for these parameter values.
We first fix ε1 > 0 such that
|Ωλ \Ωλ0 |<
δ
2
, for λ ∈ [λ0− ε1,λ0). (76)
¿From the equicontinuity assumption (U2) we may deduce that
sup
n∈N
sup
[tn−8τ,tn]×D
|Vλ u−Vλ0u| → 0 as λ → λ0. (77)
This and (75) imply the existence of ε2 ∈ (0,ε1) such that
Vλ u(t)> r1, for all x ∈ D, t ∈ [tn− 8τ, tn], n > n0, λ ∈ [λ0− ε2,λ0]. (78)
By (Sλ0), we can find n1 > n0 such that for all n > n1 we have
‖(Vλ0u)−(tn− 8τ)‖L∞(Ωλ0\D) ≤
µr1
2
.
Using the equicontinuity of the functions x 7→ u(tn − 8τ,x), n ∈ N and Lemma 3.4, we may choose
ε ∈ (0,ε2) such that
‖(Vλ u)−(tn− 8τ)‖L∞(Ωλ \D) ≤ µr1 for λ ∈ [λ0− ε,λ0]. (79)
We now fix n≥ n1 and λ ∈ [λ0− ε,λ0], and we claim that the assumptions of Theorem 2.15 are satisfied
with t0 = tn − 8τ , U = Ωλ , D as above and v = Vλ u. Indeed, dist(D,∂U) ≥ dist(D,∂Ωλ0) ≥ 4r0 and
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|Ωλ \D| < δ by (74) and (76). Moreover, inrad(D) > 2ρ and diamD ≤ R by our choice of D and the
definition of R. Moreover, by (78), Vλ u is nonnegative on [tn−8τ, tn]×D, and by (78) and (79) we have
‖(Vλ u)−(tn− 8τ)‖L∞(U\D) ≤ µr1 ≤ µ [Vλ u]L1([tn−7τ,tn−6τ]×D∗).
for each connected component D∗ of D. An application of Theorem 2.15(ii) with these parameters
therefore yields that (Sλ ) holds for all λ ∈ [λ0− ε,λ0]. The proof is finished.
The following Proposition evidently completes the Proof of Theorem 1.1.
Proposition 3.5. Suppose that (D2) holds or that z 6≡ 0 on Ω for all z ∈ ω(u). Then we have:
(i) V0z≡ 0 on RN for every z ∈ ω(u).
(ii) For every z ∈ ω(u), we either have the following alternative. Either z ≡ 0 on Ω, or z is strictly
decreasing in |x1| and therefore strictly positive in Ω.
Proof. (i) We define
λ0 := inf{µ > 0 : (Sλ ) holds for all λ > µ},
and we first claim that λ0 = 0. By Lemma 3.1 we have λ0 < l. If z 6≡ 0 on Ω for all z ∈ ω(u), then
Lemma 3.3 immediately implies that λ0 = 0. If (D2) holds and we assume – on the contrary – λ0 > 0,
then Lemma 3.2(iii) and Lemma 3.3(ii) readily imply that z≡ 0 onRN for every z∈ω(u), which then also
yields λ0 = 0. Hence we conclude in both cases that λ0 = 0, and therefore (S0)0 is true by Lemma 3.2(i).
This implies that V0z≥ 0 on Ω0 for every z ∈ω(u). Since the analogous statement can also be shown for
the reflected solution u˜ defined in (67), we also have that V0z ≤ 0 on Ω0 for every z ∈ ω(u). Hence for
every z ∈ ω(u) we have V0z ≡ 0 on Ω0 and thus also on RN , since z ≡ 0 on RN \Ω.
(iii) Let z ∈ ω(u) be given such that z is not strictly decreasing in |x1|. Then there exists λ > 0 such
that Vλ z is not strictly positive in Ωλ . By Lemma 3.2(ii), applied to λ in place of λ0, we then have that
Vλ z ≡ 0 on RN . By (ii), z therefore has two different parallel symmetry hyperplanes. This implies that
z≡ 0, since z vanishes outside a bounded subset of RN .
4 Appendix
As announced in the introduction, we derive – based on recent results in [19] and [31] – a sufficient cri-
terion for condition (U2). For a similar result in the context of local parabolic boundary value problems,
see [27, Prop. 2.7].
Proposition 4.1. Let Ω ⊂ RN be a bounded domain, and suppose that the nonlinearity f satisfies (F1).
Suppose furthermore that 0 ∈B, and that f (·, ·,0) is bounded on (0,∞)×Ω. Then for any solution u of
(P) satisfying (U1) we have:
(i) For any domain G ⊂⊂Ω there exist α > 0 such that
sup
τ≥1
t,t˜∈[τ,τ+1],t 6=t˜
x,x˜∈G,x6=x˜
|u(t,x)− u(t˜, x˜)|(|x− x˜|+ |t− t˜|1/2s)α < ∞. (80)
(ii) If, in addition, Ω fulfills the exterior sphere condition and, for some t0 > 0, C1 > 0,
|u(t0,x)| ≤C1dist(x,∂Ω)s for all x ∈ Ω, (81)
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then
sup
t≥t0,x∈Ω
|u(t,x)|
dist(x,∂Ω)s < ∞ (82)
In particular, (U2) holds in this case.
In the special case f ≡ 0, the interior regularity estimate (80) is an immediate consequence of [19,
Theorem 1.2], but we could not find any reference where the case f 6≡ 0 is considered. Before giving the
proof of this proposition, we discuss an example.
Remark 4.2. Let Ω ⊂ RN be a bounded domain satisfying the exterior sphere condition. We consider
an Allen-Cahn-type nonlinearity
f : [0,∞)×Ω×R→R, f (t,x,u) = a(t)u− b(t)u3 = u[a(t)− b(t)u2] (83)
Here a,b : [0,∞)→ R are continuous functions with a(t) ≤ b(t) for t ≥ 0. Then f satisfies (F1) with
B = R, and it trivially satisfies (F2) if Ω satisfies (D1). Moreover, the constant 1 is a supersolution of
problem (P), whereas 0 is a solution. Hence, if ϕ ∈ C0(Ω)∩H s0 (Ω) is such that 0 ≤ ϕ(x) ≤ 1 for all
x ∈ Ω, standard methods in semigroup theory and the weak maximum principle (see Remark 2.6) give
rise to the existence of a unique global solution of the initial value problem
u ∈C([0,∞),H s0 (Ω)∩C0(Ω))∩C1((0,∞),L2(Ω)), (−∆)su ∈C((0,∞),L2(Ω))
∂tu(t)+ (−∆)su(t) = f (t,x,u(t)) for t ∈ (0,∞),
u(0) = ϕ .
(84)
satisfying 0 ≤ u(t,x)≤ 1 for all t ∈ (0,∞), x ∈ Ω, so that condition (U1) is satisfied for u. Furthermore,
if ϕ(x) ≤ C1dist(x,∂Ω)s for x ∈ Ω with some constant C1 > 0, then (U2) is also satisfied by Proposi-
tion 4.1(ii). We remark that the solution u can be found as a the unique mild solution of (84), i.e., the
unique solution of the nonlinear integral equation
u ∈C([0,∞),C0(Ω)), u(t) = SA(t)ϕ +
t∫
0
SA(t− τ)F(τ,u(τ)) dτ for t ∈ [0,∞). (85)
Here SA denotes the semigroup generated by the m-dissipative operator
A : dom(A)⊂C0(Ω)→C0(Ω), Au :=−(−∆)su
where dom(A) is the space of all functions u ∈ H s0 (Ω)∩C0(Ω) such that (−∆)su, defined in distribu-
tional sense, is contained in C0(Ω). Moreover, F : [0,∞)×C0(Ω)→C0(Ω) is the substitution operator
given by [F(t,w)](x) = f (t,x,w(x)) for t ∈ [0,∞), x ∈Ω. The m-dissipativity of the operator A in C0(Ω)
is essentially a consequence of the following recent regularity result given in [31, Proposition 1.1]: If
Ω ⊂ RN is a bounded domain satisfying the exterior sphere condition and w ∈ L∞(Ω), then the unique
weak solution u ∈Hs0(Ω) of the equation−∆u = w belongs to C0(Ω). Another important fact needed for
the local existence and uniqueness of solutions of (P) is the local uniform (in time) Lipschitz continuity
of F : [0,∞)×C0(Ω)→C0(Ω), which follows since f satisfies (F2). In order to show solutions of (85)
are also solutions of (84), one may essentially argue as in [13] for the semilinear heat equation, noting the
following additional useful property of the substitution operator F : If M ⊂C0(Ω)∩H s0 (Ω) is bounded
with respect to ‖ · ‖∞, then F(M) ⊂H s0 (Ω), and there exists L = L(M) > 0 such that
E (F(t,u),F(t,u))≤ LE (u,u) for all u ∈ M, t > 0. (86)
This property can be checked immediately by using (F2) and the definition of the quadratic form E .
Note that (83) is just a particular example of a nonlinearity which admits an ordered pair of a bounded
subsolution ϕ∗ and a bounded supersolution ϕ∗ and which satisfies (F1) with B = R. In such a setting,
an initial condition ϕ ∈C0(Ω)∩H s0 (Ω) always gives rise to a global bounded solution of (P).
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The remainder of this appendix is devoted to the proof of Proposition 4.1. The assertion (80) on
interior regularity will be deduced from the Harnack inequality of Felsinger and Kassmann [19]. More
precisely, we will use the following rescaled variant of a special case of [19, Corollary 5.2].
Proposition 4.3. Let
D⊖ := (−22s+1,−22s+1 + 1)×B1(0) and D⊕ := (−1,0)×B1(0).
There exists ε0,δ > 0 such that for every nonnegative supersolution
w : (−22s+1,0)×RN → R
of the equation
∂tw+(−∆)s =−ε0 in (−22s+1,0)×B4(0)
in the sense of Definition 2.1 with the property that
|D⊖∩{w ≥ 1}| ≥ 12 |D⊖| (87)
we have w ≥ δ a.e. on D⊕.
Corollary 4.4. Let r0 ∈ (0,1], cu > 0 and f∞ > 0. Then there exist constants α ∈ (0,1) and C2 > 0
depending on N,s, f∞,cu,r0 with the following property:
If T := (t0− r2s0 , t0) for some t0 ∈R, x0 ∈RN , f ∈ L∞(T ×Br0(x0)) with ‖ f‖L∞(T×Br0 (x0)) ≤ f∞ are given
and
u ∈C(T,Hs(RN)∩L∞(RN)∩C(Br0(x0))∩C1(T,L2(Br0(x0)))
with ‖u‖L∞(T×RN) ≤ cu is a solution of
∂tu+(−∆)su = f (t,x) in T ×Br0(x0)
in the sense that
E (u(t),ϕ) =
∫
Br0(x0)
[ f (t,x)− ∂tu(t,x)]ϕ(x) dx
for every ϕ ∈H s0 (Br0(x0)) and a.e. t ∈ T , then we have
osc
Q(r)
u ≤C2rα for r ∈ (0,r0], where Q(r) := (t0− r2s, t0)×Br(x0). (88)
Proof. Without loss, we may assume that t0 = 0 and x0 = 0. Moreover, we may assume by normalization
that cu = 14 . In this case we will prove (88) with C2 = 1 for some suitable α ∈ (0,1). Suppose by
contradiction that the statement is false. Then there exist, for every k ∈N, functions fk ∈ L∞(T ×Br0(0))
with ‖ fk‖L∞(T×Br0 (0)) ≤ f∞ and uk ∈C(T,Hs(RN)∩L∞(RN)∩C(Br0(0))∩C1(T,L2(Br0(0))) with
‖uk‖L∞(T×RN) ≤
1
4
solving
∂tuk +(−∆)suk = fk(t,x) in T ×Br0(0)
as well as αk ∈ (0,1) and rk ∈ (0,r0] such that αk → 0 as k → ∞ and
osc
Q(rk)
uk ≥ rαkk for every k ∈ N.
Asymptotic symmetry for a class of nonlinear fractional reaction-diffusion equations 32
Passing to a subsequence, we also have
osc
T×RN
uk ≤ 2‖uk‖L∞(T×RN ) ≤
1
2
≤ rαk0 for every k ∈ N.
By making rk ∈ (0,r0] larger if necessary, we may therefore assume that
osc
Q(rk)
uk = r
αk
k for every k ∈N
and
osc
Q(r)
uk ≤ rαk for r ∈ [rk,r0] and k ∈ N.
Since also osc
Q(rk)
uk ≤ 12 for every k ∈ N, we conclude that rk → 0 as k → ∞. We now define Tk :=
(−( r0
rk
)2s,0) and
vk : Tk ×RN → R, vk(t,x) = 2r−αkk uk(r2sk t,rkx)
for k ∈ N. Then we have
∂tvk +(−∆)svk = ˜fk(t,x) in Dk := Tk ×B r0
rk
(0)
with
˜fk(t,x) = 2r2s−αkk fk(r2sk t,rkx).
Without loss, we may assume that r0
rk
≥max{21+ 12s ,5} for every k ∈N, so that (−22s+1,0)×B5(0)⊂Dk
for every k ∈ N. Moreover, we have osc
Q(1)
vk = 2,
osc
Q(r)
vk ≤ 2rαk for r ∈ [1, r0
rk
], k ∈ N (89)
and
osc
Tk×RN
vk ≤ 2
(r0
rk
)αk
for k ∈ N. (90)
By adding a constant to vk if necessary, we may assume that
sup
Q(1)
vk = 1 and infQ(1)
vk =−1. (91)
After passing to a subsequence, we may also assume that, replacing vk by−vk and ˜fk by− ˜fk if necessary,
|D⊖∩{vk ≥ 0}| ≥
1
2
|D⊖|.
Here and in the following, D⊖ and D⊕ are defined as in Proposition 4.3. Note that by (89), (90) and (91)
we have
vk(t,x)≥ min{−1,1− 2|x|αk} for x ∈ RN , t ∈ (−22s+1,0).
We now consider
wk : Tk ×RN → R, wk(t,x) := vk(t,x)+ 2 ·5αk − 1.
Then
wk(t,x)≥ min
{
0,2(5αk −|x|αk)} for x ∈ RN , t ∈ (−22s+1,0).
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In particular, we have wk ≥ 0 in (−22s+1,0)×B5(0), and for x ∈ B4(0) we have
|(−∆)sw−k (t,x)| ≤ 2
∫
RN\B5(0)
|y|αk − 5αk
|x− y|N+2s dy ≤
∫
RN\B5(0)
|y|αk − 5αk
(|y|− 4)N+2s dy,
where the latter integral tends to zero as k → ∞ by Lebesgue’s theorem. Hence
lim
k→∞
‖(−∆)sw−k ‖L∞((−22s+1,0)×B4(0)) = 0. (92)
We now note that the function w+k is a nonnegative solution of
∂tw+k +(−∆)sw+k = gk in (−22s+1,0)×B4(0) for every k ∈N
with gk := ˜fk +(−∆)sw−k , whereas ‖gk‖L∞((−22s+1,0)×B4(0)) → 0 as k → ∞ as a consequence of (92) and
the fact that
‖ ˜fk‖L∞((−22s+1,0)×B4(0)) ≤ 2r
2s−αk
k f∞
Consequently, there exists k0 ∈ N such that ‖gk‖L∞((−22s+1,0)×B4(0)) ≤ ε0, where ε0 is given by Lemma
4.3. On the other hand, since D⊕ = Q(1), we infer from (91) that
inf
D⊕
w+k = infD⊕
wk = 2 ·5αk − 2→ 0 as k → ∞.
This contradicts Proposition 4.3, applied to w = w+k . The proof is thus finished.
Proof of Proposition 4.1 (completed). (i) We note that u satisfies
∂tu(t,x)+ (−∆)su(t,x) = ˜f (t,x)
with ˜f (t,x) = f (t,x,u(t,x)), and by assumption u and f are bounded on (0,∞)×RN . Hence, for given
G ⊂⊂Ω, we may choose r0 > 0 such that r0 < min{dist(G,∂Ω),1}, and we may apply Corollary 4.4 to
every point x0 ∈ G, t0 ≥ 1. From this (80) easily follows.
(ii) We use barrier functions as constructed in the elliptic setting in [31]. Put Br := Br(0) for r > 0, and
recall the definition of the space V s(U ′) in (7). By [31, Lemma 2.6] there exists a function ϕ ∈ V s(RN)
satisfying {
(−∆)sϕ ≥ 1 in B4 \B1, 0 ≤ ϕ(x)≤ c0(|x|− 1)s for x ∈ B4 \B1;
ϕ ≡ 0 in B1, ϕ ≥ 1 in RN \B4
(93)
as well as
ϕ(x)≥ d0 dist(x,∂B1)s for x ∈ B4 \B1 (94)
with some constants c0,d0 > 0. In fact, it is not stated explicitly in [31] that ϕ ∈ V s(RN) and that (94)
holds, but this follows from the construction in [31, Appendix]. Now since Ω satisfies the exterior sphere
condition, there exists ρ > 0 such that every point in ∂Ω can be touched from outside by a ball of radius
ρ . Fixing such a ball Bρ(y) for some y ∈RN \Ω, we may define the function
ψ ∈ Hsloc(RN), ψ(x) = λ ϕ(
x− y
ρ ).
Here, using (81), (93), (94) and the assumption that u satisfies (U1), we may choose λ > 0 sufficiently
large so that 
(−∆)sψ ≥ sup
t≥t0,x∈Ω
f (t,x,u(t,x)) in B4ρ(y)\Bρ(y),
ψ ≥ sup
t≥t0,x∈Ω
u(t,x) in RN \B4ρ(y)
ψ(x)≥ u(t0,x) for x ∈ Ω∩B4ρ(y).
(95)
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Let w(t,x) = ψ(x)− u(t,x). By the properties (95), w is an entire supersolution of ∂tw+(−∆)sw = 0 in
[t0,∞)× [Ω∩B4ρ(y)] in the sense of Definition 2.1, and w(t0) is nonnegative on RN . Hence, by the weak
maximum principle as stated in Remark 2.6, w(t,x)≥ 0 for x ∈ Ω, t ≥ t0 and therefore
u(t,x)≤ ψ(x)≤ λ c0ρ s (|x− y|−ρ)
s for x ∈ Ω∩B4ρ(y), t ≥ t0.
Since the parameter λ in the definition of ϕ can be chosen uniformly with respect to the ρ-balls touching
Ω from outside, we find – using also the boundedness of u on [t0,∞)×Ω – a constant C′ > 0 such that
u(t,x)≤C′dist(x,∂Ω)s for x ∈ Ω, t ≥ t0. (96)
Repeating the same argument with −u in place of u, we find a constant C′′ > 0 such that
u(t,x)≥−C′′dist(x,∂Ω)s for x ∈Ω, t ≥ t0. (97)
Combining (96) and (97), we obtain (82), as claimed. Now (U2) follows easily by combining (80) and
(82).
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