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Behavioral studies have demonstrated that learning to read and write affects the processing of spoken language. The present study
investigates the neural mechanism underlying the emergence of such orthographic effects during speech processing. Transcranial
magnetic stimulation (TMS) was used to tease apart two competing hypotheses that consider this orthographic influence to be either a
consequence of a change in the nature of the phonological representations during literacy acquisition or a consequence of online
coactivation of the orthographic and phonological representations during speech processing. Participants performed an auditory lexical
decision task in which the orthographic consistency of spoken words was manipulated and repetitive TMS was used to interfere with
either phonological or orthographic processing by stimulating left supramarginal gyrus (SMG) or left ventral occipitotemporal cortex
(vOTC), respectively. The advantage for consistently spelledwordswas removed onlywhen the stimulationwas delivered to SMGandnot
to vOTC, providing strong evidence that this effect arises at a phonological, rather than an orthographic, level. We propose a possible
mechanistic explanation for the role of SMG in phonological processing and how this is affected by learning to read.
Introduction
Learning to read is a lengthy and difficult process with far reach-
ing effects that go beyond simply establishing spelling-to-sound
links. Not only does it induce structural brain changes in both
gray and white matter (Castro-Caldas et al., 1999; Carreiras et al.,
2009), it also improves visuo-spatial abilities (Reis and Castro-
Caldas, 1997a) and spoken language skills (Morais et al., 1979;
Reis and Castro-Caldas, 1997b). In fact, literacy even affects the
purely auditory perception of speech by introducing subtle influ-
ences related to spelling. Seidenberg and Tanenhaus (1979), for
example, found that participants were faster to recognize two
spoken words as rhymes when they were spelled similarly (e.g.,
tie-pie) relative to dissimilar spellings (tie-rye). Since this first
striking observation, similar findings have been reported inmany
subsequent studies (Tanenhaus et al., 1980; Donnenwerth-Nolan
et al., 1981). More recently, it has been demonstrated that recog-
nizing spoken words ending with rimes (i.e., the final vowel-
consonant cluster) that have only one possible spelling (e.g.,
“must”) is faster than recognizing those ending with rimes that
can havemany spellings (e.g., “break”). In other words, the speed
of recognizing a spoken word depends, in part, on its spelling.
This has become known as the orthographic consistency effect
(Ziegler and Ferrand, 1998; Pattamadilok et al., 2007; Ziegler et
al., 2008; Pattamadilok et al., 2009; Peereman et al., 2009). We
investigated the origin of this effect.
There are two main hypotheses. The first claims that learn-
ing to read alters preexisting phonological representations
(Taft and Hambly, 1985; Harm and Seidenberg, 1999, 2004;
Muneaux and Ziegler, 2004; Taft, 2006). For instance, literates
are better than illiterates at repeating spoken nonsense words
(Reis and Castro-Caldas, 1997b; Castro-Caldas et al., 1998),
adding or deleting sounds from words (Morais et al., 1979),
and producing words beginning with a particular sound
(i.e., fluency tasks: Reis and Castro-Caldas, 1997b). By this
account, literacy restructures phonological representations
and introduces an advantage for words with consistent spell-
ing that arises at a purely phonological level. The second, and
more common, explanation is that strong functional links be-
tween spoken and written word forms automatically activate
visual representations of words (Grainger and Ferrand, 1996;
Ziegler and Ferrand, 1998; Grainger et al., 2003). For incon-
sistent spellings, this gives rise to competition at the visual
level which slows responses relative to words with consistent
spellings. The two hypotheses need not be mutually exclusive,
although they have proven difficult to disentangle, especially
at a purely behavioral level.
Here we investigated this question using transcranial mag-
netic stimulation (TMS) to selectively interfere with either
phonological or orthographic processing. If orthographic con-
sistency effects result from phonological restructuring, then
stimulation of the left supramarginal gyrus (SMG)—an area in-
volved in phonological processing—will reduce the effect. On the
contrary, if orthographic consistency is due to coactivation of
visual information, then stimulation of left ventral occipitotem-
poral cortex (vOTC)—an area involved in orthographic process-
ing—will reduce the effect. If both SMG and vOTC stimulation
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affect the orthographic consistency advantage, then both contrib-
ute to the overall effect.
Materials andMethods
Design. The TMS experiments reported here used a mixed design with
two within-subject factors, Consistency (consistent vs inconsistent spell-
ings) and TMS (stimulation vs none), and a between-subjects factor, Site
(test vs control). Practical considerations prevented us from testing each
participant on all three experiments. Specifically, there are not enough
monosyllabic words in English that can be suitably matched across the
necessary range of psycholinguistic factors to avoid repeating stimuli
across conditions. In addition, participating in all three experiments
would significantly exceed the recommended safety guidelines for TMS
(Wassermann, 1998; Rossi et al., 2009). As a result, a mixed design was
used. Note that the difference between consistent and inconsistent spell-
ings was always assessed within-subject. In contrast, the between-
subjects component assessed whether stimulation of different cortical
fields modulated this basic orthographic consistency effect. Conse-
quently, it was necessary to test separate groups of participants and en-
sure they were carefully matched. Only data from subjects who met two
criteria were included in the TMS analyses to ensure the validity of the
results. First, individuals needed to demonstrate an orthographic consis-
tency effect without TMS in order for the comparison between groups to
be meaningful. Second, if we were unable to adequately functionally
localize the stimulation site in an individual, then those data were not
included in the final analyses. These two criteria helped to ensure that any
differential effects of TMS could not be the result of sampling bias. In
addition to these precautions, the rawRTdatawere also z-transformed to
equate the baseline RT performance in all 4 stimulation sites.
Participants. A total of five separate groups of monolingual British
English speakers took part in the three experiments. The purely behav-
ioral experiment involved one group of 18 participants (12 female, aged
18–37, M  24) while each TMS experiment involved two groups, one
per stimulation site. The first TMS experiment tested 22 participants, of
which 18 were included in the final analyses [SMG site: 4 male (M), 6
female (F), aged 19–38, M  27.0; intraparietal sulcus (IPS), a control
site for SMG: 3 M, 5 F, aged 20–38, M 25.9]. The second TMS exper-
iment tested 31 participants of which 18 were included in the final anal-
yses [vOTC site: 5M, 4 F, aged 23–39,M 27.7; lateral occipital complex
(LOC), a control site for vOTC: 4 M, 5 F, aged 19–39, M  26.9].
Participants were included in the final analyses if they met the two inclu-
sion criteria and the full details of this process are provided below. All
subjects were right-handed and none reported any history of language or
neurological disorders. The experiments were approved by the Berkshire
National Health Service Research Ethics Committee and participants
were paid for their participation.
Experimental procedures. In each of the experiments, the main task
used to elicit an orthographic consistency effect was auditory lexical de-
cision. Participants were instructed to listen carefully to a spoken stimu-
lus and to indicate, as quickly and accurately as possible, whether it was a
real English word or not. Participants responded by pressing a button
using either their right index or middle finger, and these were counter-
balanced across subjects. Response latency was measured from the onset
of the stimulus to the button-press response. Each trial started with a
fixation cross displayed for 1000 ms, followed by an auditory stimulus
presented at a comfortable sound pressure level through headphones.
There was 2500 ms from stimulus onset to the start of the next trial
during which responses were recorded, leading to total trial duration of
3500ms. A practice session before themain task ensured familiarity with
the task requirements.
The stimuli for this task were those used by Ziegler et al. (2008) in their
third experiment. They consisted of 40words endingwith a phonological
rime that could be spelled in only oneway (e.g., “crab”), 40 words ending
with a phonological rime that could be spelled in several ways (e.g.,
“soap”) and 80 pseudowords (e.g., “brike”). All stimuli were monosyl-
labic. Consistent and inconsistent words were matched for word fre-
quency (Baayen et al., 1993), number of letters, number of phonemes,
duration, orthographic neighborhood, number of higher frequency
neighbors (Grainger, 1990), body neighbors (Ziegler and Perry, 1998)
and phonological neighborhood (Goldinger et al., 1989). [See Ziegler et
al. (2008) for full details of thematching.] The consistency ratio [friends/
(friends enemies)] of inconsistent words was 0.21 (range: 0.05–0.50).
Following testing, four items were excluded from subsequent analyses
due to their high error rates (40% errors): malt, puss, salve and squaw.
Note that the stimuli remained matched across all psycholinguistic fac-
tors after excluding these items.
The TMS experiments began by functionally localizing a test and a
control site in each individual, although this process was different in the
two experiments. The first experiment tested two sites within the inferior
parietal lobe. An anterior region of the left SMG sensitive to phonological
processing (Price et al., 1997; Devlin et al., 2003; Seghier et al., 2004;
Zevin and McCandliss, 2005; Prabhakaran et al., 2006; Raizada and
Poldrack, 2007) served as themain testing site while an adjacent region of
IPS served as the control site (see Fig. 1). To identify a specific region of
left SMG involved in phonological processing, we used a two-stage local-
ization procedure in each participant. The first stage used a BrainSight
frameless stereotaxy system (Rogue Research) to anatomically identify
potential stimulation targets within each participant’s left SMG using
their high-resolutionT1-weighted anatomicalMRI scan. Before the TMS
session, potential target sites were marked on the individual’s structural
scan in three regions of the anterior SMG. The first was located just
superior to the termination of the posterior ascending ramus of the Syl-
vian fissure. The second was placed at the ventral end of the anterior
SMG, superior to the Sylvian fissure, posterior to the postcentral sulcus
and anterior to the posterior ascending ramus of the Sylvian fissure. The
third was approximately half-way between these sites and 10–15 mm
from the other two. These sites were then tested in a second stage to
determine whether stimulation of any of them disrupted phonological
processing.
This second stage used short bursts of rTMS to temporally interfere
with regional information processing to determine whether the region
was engaged in phonological processing. A rhyme judgment task was
used to focus attention on the sounds of the words. A trial began with a
centrally presented fixation cross which remained on the screen for 500
ms before two words appeared, above and below the cross, for a further
500 ms. Participants had to decide whether or not the words rhymed
(e.g., chair–pear) and indicate their responses by pressing a button with
either their index or middle finger. This forced subjects to focus on the
phonological form of the two words.Moreover, the congruency between
sound and spelling of the stimuli were manipulated such that it was
impossible for the participants to perform to task by relying solely on the
word’s spelling. For both rhyming and nonrhyming trials, the two words
had similar spellings in half of the cases (rhyming: house-mouse vs kite-
night; nonrhyming: mint-pint vs desk-ball ). There was a 2500 ms inter-
trial interval before the next trial began and each run consisted of 42 trials
presented in a randomorder, for a total duration of 2.45minper run. The
first two trials were dummies to get the participant past anticipating the
first rTMS trial. Half of the trials had concurrent rTMS (10Hz for 400ms
at 100% MT) starting with the onset of the word pair. Reaction times
(RTs) were recorded from the onset of the stimulus and only correct
responses were analyzed.
Testing began with a practice run where no TMS was delivered. When
participantswere comfortablewith the task, thenTMSwas introduced by
placing the coil on the scalp such that the line ofmaximummagnetic flux
intersected one of the anatomically marked SMG sites. All participants
tolerated TMS with no discomfort, although in a few cases there was
peripheral stimulation of the temporalis muscle. After each run, RTs
were analyzed and if TMS led to numerically smaller median RT (i.e.,
facilitation), the next site was tested. When there was inhibition, the site
was re tested to ensure the effect was repeatable. Inhibition effects of
100 ms were considered physiologically unlikely, and were re tested. If
after 10 runs, we were unable to identify a suitable testing site, the exper-
iment ended. On average, it took five localizer runs to identify a site
where stimulation consistently interfered with rhyme judgements and
this site was used as the test site for the main auditory lexical decision
task. In short, a TMS-based functional localizer was used to identify the
main testing site (Ashbridge et al., 1997; Devlin et al., 2003; Gough et al.,
2005; Stoeckel et al., 2009). The same basic procedure was used with the
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IPS site, but because this was a control condition, TMSwas not predicted
to consistently slow reaction times and no subjects were excluded based
on “localizing” the IPS site. Instead, the effects in individual runs varied
from facilitation through inhibition, and as expected, there was no over-
all reliable effect of IPS stimulation on visual rhyme judgments (see Fig.
1). Consequently, we conducted an average of four runs per subject to
approximately match the number of runs needed to find the SMG site.
The main purpose of these runs was simply to complete the same proce-
dure at each site so as not to implicitly bias participants by testing the sites
differently.
The second TMS experiment tested two sites within left extrastriate
visual cortex: a vOTC region sensitive to written words (McCandliss et
al., 2003; Price and Mechelli, 2005; Devlin et al., 2006) and an adjacent
region within the LOC sensitive to visual objects (Malach et al., 1995;
Grill-Spector et al., 2001). Unlike inferior parietal stimulation, TMS to
occipitotemporal sites produces peripheral enervation of the temporalis
muscle which can be uncomfortable in some subjects. To minimize this
discomfort, we chose to avoid the extra stimulation involved in function-
ally localizingwith TMS and instead used fMRI to identify the two sites in
each participant. To functionally identify the two areas (see Fig. 3), a
one-back task was used with four categories of visual stimuli: written
words, pictures of common objects, scrambled pictures of the same ob-
jects, and faces. Data from the Face condition were not used in the cur-
rent study. Subjects were instructed to press a button if the stimulus was
identical to the preceding stimulus and 12.5% of the stimuli were targets.
A block design was used to maximize statistical sensitivity. Each block
consisted of 16 trials from a single category presented one every second.
A trial began with a 650 ms fixation cross, followed by the stimulus for
350 ms. In between blocks, subjects viewed a fixation cross for 16 s. The
stimuli were divided equally into two lists, with the order counterbal-
anced across subjects such that 50% of subjects saw the first list of stimuli
during run 1 and the remaining 50%during run 2. In total there were 192
stimuli per category including targets. Using a one-back task has the
advantage that stimulus category can be varied without changing the
task, maintaining a constant cognitive set—the specific stimuli are al-
most incidental to the task. In addition, it is commonly used for func-
tional localization (Kanwisher et al., 1999; Gazzaley et al., 2005; Peelen
and Downing, 2005; Baker et al., 2007; Downing et al., 2007; Duncan et
al., 2009).
Word stimuli (n 168)were obtained from theMRCPsycholinguistic
database (Coltheart, 1981) and consisted of 4 or 5 letter words with
regular spellings (e.g., “hope”). All words had familiarity ratings between
300 and 500 (Coltheart, 1981), were either one or two syllables, and had
a British English written word frequency value of 40 or less (Baayen et al.,
1993). The stimuli in the two runs were fully matched for frequency,
familiarity, imageability, number of letters, and number of syllables. Ob-
ject stimuli consisted of black and white pictures (200  250 pixels) of
easily recognizable objects such as a boat, tent, nail, etc. The scrambled
objects were generated by dividing the pictures into 10 10 pixel squares
and permuting their placement within the image. None of the resulting
images were recognizable after scrambling.
Whole-brain imaging was performed on a Siemens 1.5 TeslaMR scan-
ner at the Birkbeck-UCL Neuroimaging Centre in London. The func-
tional data were acquired with a gradient-echo EPI sequence [repetition
time (TR) 3000ms; echo time (TE) 50ms, field of view 192 192,
matrix 64 64] giving a notional resolution of 3 3 3 mm. Each
run consisted of 164 volumes and as a result, the two runs together took
16.4 min. In addition, a high-resolution anatomical scan was acquired
(T1-weighted FLASH, TR 12 ms; TE 5.6 ms; 1 mm3 resolution) for
anatomically localizing activations in individuals.
To restrict the analyses to the ventral and lateral OTC, two anatomical
masks were drawn in standard space. The ventral OTC mask encom-
passed the posterior portion of the left fusiform gyrus, occipitotemporal
sulcus (OTS), and medial parts of the inferior temporal gyrus (ITG)—
areas consistently activated by visual word recognition tasks (Price et al.,
1994, 1996; Herbster et al., 1997; Rumsey et al., 1997; Fiez and Petersen,
1998; Fiez et al., 1999; Shaywitz et al., 2004). The standard space coordi-
nates were: X30 to54, Y45 to70 and Z30 to4. This
region is sometimes referred to as the “visual word form area” (McCandliss
et al., 2003; Dehaene et al., 2005), although the term is misleading as it
suggests a functional specificity which is not present (Price and Devlin,
2003, 2004). The lateral OTC mask encompassed lateral posterior fusi-
form gyrus, posterior OTS and lateral parts of posterior ITG—areas con-
sistently activated by visual objects and collectively known as the “lateral
occipital complex” (Malach et al., 1995; Grill-Spector et al., 1999). The
standard space coordinates were X33 to56, Y67 to89 and
Z20 to4.Within eachmask, only voxels with at least a 20% chance
of being graymatter were included based on an automatic tissue segmen-
tation algorithm (Zhang et al., 2001). The contrasts [words—fixation]
and [objects—scrambled objects] were inclusively masked by the ana-
tomical regions of interest and the voxel within the mask with the
highest activation was marked on the participant’s anatomical scan
using BrainSight and then targeted with TMS in the main auditory
lexical decision experiment. The word-sensitive region was used as
the test site for the main experiment and the object-sensitive region
served as the control site.
Although the experiments used different methods to localize the stim-
ulation sites, the net result was the same. In both cases, stimulation for
the test site was individually targeted to a region where TMS disrupted
either phonological or orthographic processing, as demonstrated in an
independent dataset. Importantly, functional localization of this type
reduces the intersubject variance present for other (more heuristic) tar-
geting procedures, optimizing the number of participants needed (Sparing
et al., 2008; Sack et al., 2009).
After localizing the stimulation sites, participants performed the main
auditory lexical decision experiment. rTMS was pseudorandomly deliv-
ered on half of the trials. The number of TMS trials was equal across
conditions and no more than three TMS trials occurred sequentially.
Two versions of the stimuli were created per task to guarantee that each
stimulus was equally presented in TMS and no-TMS trials across partic-
ipants. Because each discharge of the stimulator produces a click, partic-
ipants always wore an ear plug in their left ear (the one nearest the
stimulating coil) and auditory stimuli were delivered directly to their
right ear via an earphone (Sennheiser, CX-300). This facilitated hearing
the stimuli by reducing the TMS noise and by introducing a spatial sep-
aration between the noise and speech signal (Dirks and Wilson, 1969;
Zurek, 1993).
Finally, for the second TMS experiment only, we ran an additional
TMS experiment after themain task to determine whether we stimulated
the correct region of vOTC to successfully disrupt orthographic process-
ing. If our targeting of vOTC was off, possibly due spatial biases between
fMRI and TMS, then a null effect in themain experiment could be due to
simply stimulating the wrong area. Consequently, participants per-
formed a visual lexical decision task with short trains of rTMS (10 Hz for
500 ms) pseudorandomly delivered on half of the trials. The stimuli
consisted of 40 monosyllabic words and pseudowords. The number of
TMS trials was equal across conditions and no more than three TMS
trials occurred sequentially. Two versions of stimuli were created to guar-
antee that each stimuluswas equally presented inTMS andno-TMS trials
across participants. Previously, we have shown that rTMS to vOTC in-
creased reaction times (RTs) in this task whereas stimulation of LOC had
no significant effect onRTs (Duncan et al., 2010). Consequently, subjects
who did not show a disruptive effect of ventral occipitotemporal rTMS
on words were excluded from the analysis of themain experiment on the
assumption that we had targeted the site incorrectly in these participants.
In summary, we began with a purely behavioral experiment that con-
sisted solely of themain auditory lexical decision task. Then the two TMS
experiments were conducted in stages: (1) functionally localizing the test
and control stimulation sites within either the inferior parietal lobe or
occipitotemporal cortex, (2) running the main auditory lexical decision
task, and for the second TMS experiment only, (3) verifying the accuracy
of the fMRI-based stimulation sites with a visual lexical decision task.
Participants had the opportunity to practice each task before actual test-
ing began.
TMS.We used a frameless stereotaxy system to position the TMS coil
on the scalp to stimulate the precise anatomical region-of-interest. All
participants in the TMS experiments participated in a separate MRI ses-
sionwhere a high-resolution anatomical scanwas acquired (T1-weighted
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FLASH, TR 12 ms; TE 5.6 ms; 1 mm3 resolution). During the TMS
sessions, a Polaris infrared camera (Northern Digital) tracked the partic-
ipant’s head, and BrainSight software (Rogue Research) registered the
participant’s head to his/her MRI scan. Neuronavigation was used to
both target and record stimulation sites.
Stimulation was performed using aMagStim Rapid2 TMS system and
a 70 mm figure-of-eight coil. The stimulation intensity was individually
determined based on the threshold necessary to observe a visible con-
tralateral hand twitch. This ranged from 42% to 65% of the maximum
stimulator output (mean 55%). In all of the experiments, short trains
of 10 Hz pulses were delivered starting at the onset of the stimuli. Stim-
ulation parameters were well within international safety guidelines
(Wassermann, 1998).
Analyses. For the auditory lexical decision data, reaction times were
measured from the onset of the auditory stimulus. Only correct re-
sponses from word trials were analyzed and individual trials with RTs
longer or shorter than the mean RT  3 SD were discarded, removing
0.89% of the RT data from the behavioral pre test and 0.84% of the RT
data from the two TMS experiments. For the behavioral experiment,
paired t tests were used to compare reaction times and accuracy scores for
consistent and inconsistentwords. TheTMS experiments used three-way
ANOVAs with Consistency (yes/no) and TMS (yes/no) as within-subject
factors and Site (SMG/IPS or vOTC/LOC) as a between-subjects factor.
When a significant interaction with Site was present, the data from the
two sites were analyzed separately to characterize the interaction.Post hoc
comparisons used the Bonferroni method to correct for multiple com-
parisons. It is worth noting, that there were no significant main effects or
interactions when the accuracy data were analyzed in an equivalent fash-
ion, so the only analyses reported here used RT as their dependent mea-
sure. The full set of accuracy data are summarized in Table 1.
Data from the localizer tasks were analyzed separately. For the TMS-
based localizer used in the first TMS experiment, the median RTs for
correct responses were compared for trials with and without rTMS. The
meanof these (median)RTs per condition over all runs at the final testing
site was used to plot the TMS effects in Figure 1A. The second TMS
experiment used data from a short fMRI experiment to localize occipi-
totemporal regions sensitive to words and objects. Image processing was
performed using FSL 4.0 (www.fmrib.ox.ac.uk/fsl). To allow for T1 equi-
librium, the initial two images of each run were discarded. The data were
then realigned to remove small headmovements (Jenkinson et al., 2002),
smoothed with a 6 mm full-width half-maximum Gaussian kernel and
prewhitened to remove temporal autocorrelation (Woolrich et al., 2001).
The resulting images were entered into a general linear model with four
conditions of interest corresponding to the four categories of visual stim-
uli. Blocks were convolved with a double gamma “canonical” hemody-
namic response function (Glover, 1999) to generate the main regressors.
In addition, the estimated motion parameters were entered as covariates
of no interest to reduce structured noise due to minor head motion.
Linear contrasts of [words fixation] and [objects scrambled objects]
identified reading- and object-sensitive areas, respectively. First level re-
sults were registered to the MNI-152 template using a 12-DOF affine
transformation (Jenkinson and Smith, 2001) and a subsequent second
level, fixed-effects model combined the two first level runs into a
single, subject-specific analysis. This was then transformed into the
participant’s native structural space and used to target stimulation in
the TMS experiment.
Results
Behavioral pretest
Overall accuracy on this task was 90% and did not differ between
spoken words with consistent or inconsistent spellings (t(17) 1.
3, p 0.225; Table 1). Therewas, however, an expected difference
in RTs. Responses to words with consistent spellings were signif-
icantly faster than for words with inconsistent spellings (866 vs
926 ms, t(17)  5.8, p  0.001), replicating previous studies
(Ziegler and Ferrand, 1998; Ventura et al., 2004; Pattamadilok et
al., 2007; Ziegler et al., 2008). This advantage for consistent words
was not observed in all participants, although it was present in the
majority (16 of 18). In other words, these results confirm that the
auditory lexical decision task and stimuli used here were appro-
priate for eliciting a robust orthographic consistency effect over
the group, but demonstrate that the effect was only present in
89%of the participants. This finding highlights the importance
of our first inclusion criterion, namely determining whether in-
dividual participants display this consistency advantage before
assessing whether TMS affected it.
Inferior parietal TMS
Using the visual rhyme localizer task, we were able to identify a
testing site within SMG where rTMS consistently slowed rhyme
judgments in 8 of 11 participants. Two participants showed a net
speed up for TMSdue to a single runwhere stimulation produced
a large facilitation effect even though two other runs showed
typical rTMS-induced slowdowns. Because both participants had
two out of three runs with typical slowdowns, they were included
in the main experiment despite a net speed up during localiza-
tion. The final participant was unable to perform the task due to
difficulty hearing the stimuli, so all testing was stopped. On aver-
age, five localizer runs per subject were required to identify the
main SMG testing site. For IPS, where localizer runs were in-
cluded to approximate the subjective experience and amount of
practicewith TMS across participants, an average of four runs per
subject were used. Figure 1A illustrates the differential effects of
rTMS on the two sites. For SMG, stimulation increased RTs by
50 ms (paired t test, t(9) 3.1, p 0.012) while for IPS, there
was a small (and nonsignificant) reduction in RTs of 15 ms
(t(10)  0.8, n.s.). The precise location where stimulation inter-
fered with phonological processing varied slightly across individ-
uals, but was consistently located between the ventral limb of the
postcentral sulcus and the posterior ascending ramus of the Syl-
vian fissure. In other words, the stimulation site consistently lay
on the crest of the anterior portion of SMG. These sites are shown
in the left hand column of Figure 1B for each participant (circles)
on a parasagittal slice through the group mean brain in standard
(i.e., MNI-152) space. The average coordinates were [51,32,
26], a region previously implicated in phonological processing
(Price et al., 1997; Devlin et al., 2003; Seghier et al., 2004; Zevin
and McCandliss, 2005; Prabhakaran et al., 2006; Raizada and
Poldrack, 2007). In contrast, the IPS stimulation sites for each
participant are shown in the right columnwith amean location of
[37,52,41]. These two stimulation sites were separated by
3 cm on the cortical surface and were used as the testing and
control sites for the main TMS experiment.
Accuracy in themain experimentwas similar to the behavioral
pretest (91%) and did not significantly differ across conditions
indicating that participants were able to perform the task well
(Table 1). To evaluate whether interfering with phonological
processing modified the orthographic consistency effect, we first
identified participants who showed the basic orthographic con-
sistency effect, i.e., a numeric RT advantage for consistent words,
Table 1. Accuracy results (in percent correct) for all three experiments
Consistent Inconsistent
No TMS TMS No TMS TMS
Behavioral pretest 89.2% 90.1%
SMG stimulation 90.3% 88.3% 91.0% 85.8%
IPS stimulation 94.8% 93.3% 93.4% 93.4%
vOTC stimulation 84.5% 88.9% 88.8% 90.1%
LOC stimulation 88.1% 88.9% 90.1% 90.1%
8438 • J. Neurosci., June 23, 2010 • 30(25):8435–8444 Pattamadilok et al. • Literacy Acquisition and SpokenWord Processing
on non-TMS trials. Like in the behavioral experiment, 18 of 21
(86%) participants responded faster to consistently than incon-
sistently spelled words, with 10 participants in the SMG group
and 8 in the IPS group. The raw RT data for these subjects are
shown in Figure 2. There was a significant three-way interaction
(Consistency TMS Site; F(1,16) 7.6, p 0.014) indicating
that when rTMS was applied to SMG but not to IPS, the ortho-
graphic consistency benefit disappeared. In other words, stimu-
lation had different effects on the two
sites. Within SMG, a significant Consis-
tency  TMS interaction (F(1,9)  10.2,
p  0.011) indicated that stimulation re-
moved the RT advantage by slowing con-
sistent words (t(9)  3.1, p  0.013)
without affecting the inconsistent words
(t(9) 0.2, p 0.858). In contrast, within
IPS there was a robust main effect of
Consistency (F(1,7)  23.0, p  0.002)
but no significant main effect of TMS
(F(1,7)  1.9, p  0.212) and no signifi-
cant interaction (F(1,7)  1.4, p 
0.271). In other words, rTMS delivered
to a region of SMG involved in phono-
logical processing selectively removed
the RT advantage for consistent relative
to inconsistent words in this auditory
lexical decision task.
Occipitotemporal TMS
Testing began with 31 participants and in
30 the fMRI data sufficed to identify word
and object-sensitive regions within vOTC
and LOC, respectively. Examples of indi-
vidual activations are shown in Figure 3A.
In one subject, the word-sensitive activa-
tion within occipitotemporal cortex was
too posterior and data from this partici-
pant were excluded from further analyses.
An additional seven participants were
excluded after analyzing their data from
the visual lexical decision TMS experi-
ment. 11 of 18 participants who received
vOTC stimulation showed the expected slowdown on words,
with an average increase of 40 ms for TMS relative to no-TMS
trials (t(10)  4.0, p  0.003), similar to that seen previously
(Duncan et al., 2010). The remaining seven either showed no
effect of TMS or had faster RTs with stimulation, probably due to
a nonspecific intersensory facilitation. In contrast, stimulation of
LOC did not significantly affect RTs (t(11) 1.5, n.s.), consistent
with our previous findings (Duncan et al., 2010). Therefore, only
data from these 23 (11 vOTC, 12 LOC) participants were further
considered in the study.
Finally, of the remaining participants, 78% showed an ortho-
graphic consistency effect in the auditory lexical decision exper-
iment for no-TMS trials leaving 9 subjects in each of the vOTC
and LOC conditions. In summary, these 18 participants were the
ones who demonstrated both the basic orthographic consistency
effect without stimulation and accurate targeting of vOTC or
LOC stimulation (sites shown in Fig. 3B). The average vOTC
stimulation coordinates were [41,56,20], a region consis-
tently implicated in orthographic processing (McCandliss et al.,
2003; Price and Mechelli, 2005; Devlin et al., 2006). The average
LOC coordinates were [43,77,11], an area within the lat-
eral occipital complex associated with visual object processing
(Malach et al., 1995; Grill-Spector et al., 2001). These two stim-
ulation sites were separated by2.5 cm on the cortical surface.
Unlike the previous TMS experiment, the analyses performed
on the RT data showed that the basic orthographic consistency
advantage was not affected by stimulation of either the vOTC or
LOC sites (Fig. 4). The only significant effects on RTs were the
main effects of Consistency (F(1,16)  35.6, p  0.001) and Site
Figure 1. Results of the TMS-based localizer task. A, The RT data for the SMG and IPS groups are shown as bar plots with the
white bars indicating no TMS and gray indicating TMS trials. Overlaid on this group effect are the data from individual participants.
Black lines connect the points from subjectswho showed a net increase in RT due to rTMSwhile gray lines connect thosewith a net
decrease.B, Stimulation sites for individual participants are shown as circles on a parasagittal slice through the groupmean brain.
Figure 2. Behavioral results of the first TMS experiment showing RTs for the auditory lexical
decision experiment. White bars indicate trials without TMS and gray bars are trials with rTMS.
The orthographic consistency effect can be seen as an increase in RTs between the consistent
and inconsistent trials without TMS. Stimulation delivered to the SMG eliminated this effect by
increasing response times for consistent trials without affecting inconsistent trials. In contrast,
stimulation of the IPS had no significant effect, resulting in a significant orthographic consis-
tency advantage for both TMS and non-TMS trials.
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(F(1,16) 6.5, p 0.021). On average, re-
sponses to consistent words were faster
than inconsistent words (972 vs 1054 ms)
and responses in the vOTC group were
faster than those in the LOC group (946 vs
1080 ms). There was also a (nonsignifi-
cant) trend for a main effect of TMS
(F(1,16)  3.2, p  0.094) with faster re-
sponses on trials without TMS compared
with those with rTMS (1000 vs 1026 ms).
This numeric slowdown for TMS was
present for both consistent and inconsis-
tent words at both stimulation sites and
is therefore a nonspecific effect. Finally,
none of the interaction terms were signif-
icant (all F  1). And like the previous
experiments, accuracy on the task was
88.2% and did not differ across condi-
tions, with no reliable main effects or in-
teractions (Table 1). In other words,
despite that fact that vOTC stimulation
disrupted orthographic processing suffi-
ciently to slow visual lexical decisions, it
had no effect on the orthographic consis-
tency effect in the auditory lexical decision
task.
Additional analyses
Given that the statistical comparisons re-
ported above were done on the basis of a
mixed-design (with orthographic consis-
tency and TMS as within-subject factors
and stimulation site as a between-subjects
factor), we Z-transformed the raw RT
data to equate the baseline RT perfor-
mance in all four stimulation sites. In both
TMS experiments, ANOVAs performed on the standardized RT
data confirmed the results obtained in the analyses performed on
the raw RT data.
For the first TMS experiment (inferior parietal TMS), there
was a significant three-way interaction (Consistency  TMS 
Site; F(1,16) 8.1, p 0.012) showing that the consistency effect
disappeared only when rTMS was applied to SMG. Within this
site, the Consistency  TMS interaction remained unchanged
(F(1,9) 10.1, p 0.011) indicated that stimulation removed the
RT advantage by slowing consistent words (t(9) 3.1, p 0.013)
without affecting the inconsistent words (t(9)  0.2, p  0.856).
In contrast, within IPS there was a robust main effect of Consis-
tency (F(1,7) 23.3, p 0.002) but no significant main effect of
TMS (F(1,7) 1.9, p 0.211) andno significant interaction (F(1,7)
1.1, p 0.33).
The same analyses performed on the standardized RTs ob-
tained in the second TMS experiment (occipitotemporal TMS)
changed the results slightly, but did not alter the key findings.
Specifically, therewas again a significantmain consistency (F(1,16)
28.5, p 0.001) and the previousmain effect of Sitewas removedby
standardizing the data (by definition). In the new analysis, themain
effect of TMS also became significant (F(1,16)  4.6, p  0.047)
whereas it was a trend before. Critically, though, no significant
interactions were observed. In other words, the application of
TMS did not alter the orthographic consistency advantage.
The mechanism of action of the main TMS effect observed
here is different from the one reported in the visual lexical deci-
sion task (see alsoDuncan et al., 2010)where only the stimulation
applied on vOTC (but not LOC) affected visual word recogni-
tion. A nonspecific TMS effect reported in the current auditory
lexical decision task was more likely to result from interference
from the sound of the discharging coil due to the proximity of
both vOTC and LOC to the ear.
Figure 3. Results of the fMRI-based localizer task. A, Activation in the one-back task is shown in white with black outline. The
comparison ofwords relative to fixationwas used to identify the peak voxelwithin vOTCwhile objects relative to scrambled objects
was used to identify the peak voxel in LOC. The peaks are shown under the cross-hairs for two typical participants in the top row of
the figure.B, The complete set of stimulation sites for individual participants is shown as circles on a parasagittal slice through the
group mean brain.
Figure 4. Behavioral results of the second TMS experiment showing RTs for the auditory
lexical decision experiment.White bars indicate trials without TMS and gray bars are trials with
rTMS. The orthographic consistency effect can be seen as an increase in RTs between the con-
sistent and inconsistent trialswithout TMS. In this case, neither vOTCnor LOC stimulationhadan
effect on the orthographic consistency advantage, which is present for both TMS and non-TMS
trials.
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Discussion
These results demonstrate that stimulation of the left SMG, but
not vOTC, selectively abolished the advantage for auditory words
with consistent spellings. In the first TMS experiment, SMGstim-
ulation increased RTs to consistent words without affecting in-
consistent words. In contrast, stimulation over the adjacent IPS
did not affect the consistency advantage, ruling out nonspecific
TMS effects. A different pattern of results was seen in the second
TMS experiment, where neither vOTC nor LOC stimulation af-
fected the advantage for consistent words. Stimulation of vOTC
(but not LOC) did, however, significantly increase RTs in the
visual lexical decision task, indicating that TMS successfully in-
terfered with orthographic processing.
These findings receive additional support from a recent high-
density EEG study that investigated orthographic consistency ef-
fects in a spoken word recognition task (Perre et al., 2009). The
authors observed a larger negative-going potential for inconsis-
tent relative to consistent words. They then used standardized
low resolution electromagnetic tomography (sLORETA) to de-
termine the possible cortical generators of the effect and found it
was localized in left SMG with no additional contribution from
vOTC. Given the many differences between this and the current
experiment (e.g., different subjects, languages, and methodolo-
gies), the consistency of the results is striking. Together, these
findings provide strong evidence that “orthographic” influences
in speech perception arise at a phonological, rather than ortho-
graphic, level.
To what extent, though, do these results support the phono-
logical restructuring hypothesis? The inference rests on SMG’s
involvement in phonological processing. Interestingly, this re-
gion is not included in two influential models of speech process-
ing (Hickok and Poeppel, 2007; Rauschecker and Scott, 2009; but
see Price, 2010) presumably because listening to speech is not
typically sufficient to activate the area (Harris et al., 2009; Leff et
al., 2009; Adank and Devlin, 2010). Instead tasks with a more
explicit phonological component such as rhyme (Booth et al.,
2004; Seghier et al., 2004; Yoncheva et al., 2010) or syllable judg-
ments (Price et al., 1997; Callan et al., 2003; Devlin et al., 2003;
Zevin and McCandliss, 2005; Raizada and Poldrack, 2007) acti-
vate the region.One thing thatmay be common across these tasks
is a covert articulation of the stimulus, consistent with the strong
anatomical connections linking SMG to ventral premotor cortex
(PMv) (Catani et al., 2005; Petrides and Pandya, 2009) where
neurons control oro-facial movements of the lips, tongue, and
larynx and play an important role in articulation (Petrides et al.,
2005; Sereno and Dick, 2008).
These reciprocal connections between PMv and SMG may
form a processing loop for acting on reproducible sound patterns
that would have two valuable functions. First, it would provide a
simple resonance circuit for temporarily storing these patterns
(McClelland and Elman, 1986; Botvinick and Plaut, 2006). In-
deed, studies of verbal working memory commonly implicate
these regions (Paulesu et al., 1993; Romero et al., 2006; Koelsch et
al., 2009). It is worth noting that reproducible sounds are not
limited to verbal information—when subjects attend to repro-
ducible sequences of tones, for instance, activation is also seen in
these areas (Gelfand and Bookheimer, 2003; Yoncheva et al.,
2010). Second, this type of anatomical loop provides a computa-
tional mechanism for encoding statistical regularities among
components of the representation which help to “clean up” ab-
errant patterns of activity via attractor dynamics (Pearlmutter,
1989; Amit, 1992; Lundqvist et al., 2006). Recently, Raizada and
Poldrack (2007) reported clear evidence of attractor dynamics
when perceiving auditory syllables artificially morphed between
/ba/ and /da/. Activation in anterior SMG was largest when par-
ticipants perceived minimally contrasting pairs as different sylla-
bles suggesting that greater SMG engagement was necessary to
force each auditory input into a different attractor corresponding
to one of the two canonical syllables. By this account, then, audi-
tory speech input instantiates a noisy phono-articulatory pattern
of activity in anterior SMG that is then cleaned-up via attractor
dynamics into a stored pattern (for additional examples, see
Callan et al., 2003; Jacquemot et al., 2003; Zevin andMcCandliss,
2005). Different voices, accents, and speech rates as well as mask-
ing background sounds, acoustic distortion, etc. all contribute to
the noise present in the initial pattern of activity, thus requiring a
clean-upmechanism. In sum,wehypothesize that the PMv–SMG
circuit plays an integral role in representing and processing rep-
resentations for phono-articulatory patterns that contribute to
“phonological processing.”
It is worth noting that anterior SMG is both anatomically and
functionally different from two adjacent regions involved in lan-
guage processing: the angular gyrus (ANG) and area Spt. ANG is
posterior to SMG and has a different pattern of anatomical con-
nectivity (Rushworth et al., 2006), yielding numerous functional
differences between the two (Go¨bel et al., 2001; Schacter et al.,
2007). It is thought to play a role assembling phonological infor-
mation from visual (i.e., orthographic) inputs (Dejerine, 1891;
Horwitz et al., 1998; Pugh et al., 2000; Shaywitz et al., 2002; Booth
et al., 2004)while SMG is believed to contributemore generally to
phonological processing (Price et al., 1997; Devlin et al., 2003;
Seghier et al., 2004; Zevin andMcCandliss, 2005; Prabhakaran et
al., 2006; Raizada and Poldrack, 2007). In contrast, the audio-
motor integration area Spt (Okada and Hickok, 2006; Hickok et
al., 2009) is found in the ventral bank of the Sylvian fissure where
it forms the posterior part of the planum temporale and receives
direct projections from caudal regions of auditory cortex (Seltzer
and Pandya, 1978, 1991; Kaas and Hackett, 2000). In addition, it
is directly linked to PMv via the fibers of the arcuate fasciculus
(Catani et al., 2005; Petrides and Pandya, 2009). Thus the region
is anatomically well situated to integrate sensorimotor signals
related to producing and perceiving speech. In contrast, anterior
SMG does not receive direct projections from auditory cortex
(Seltzer and Pandya, 1978, 1984; Petrides and Pandya, 1988; Seltzer
and Pandya, 1994; Kaas and Hackett, 2000). Instead, auditory
information presumably arrives via PMv, suggesting that it is first
transformed into amotor pattern. Therefore, neuronal activity in
SMG would be expected to encode patterns of movements over
the articulators (i.e., mouth, lips, tongue, and larynx) capable of
producing verbal output for both speech and nonspeech such as
humming.
So how would such a system contribute to orthographic ef-
fects in speech perception? Before learning to read, an auditory
input needs a certain amount of clean-up processing to settle into
a specific attractor. Literacy introduces a novel input route that
maps visual (i.e., orthographic) stimuli onto phono-articulator
codes. For words with consistent spellings, this is essentially as
efficient asmapping an auditory input. For words with rimes that
can be spelled in multiple ways, however, the mapping is less
efficient. Orthographic inconsistencymoves a word further from
its attractor state, requiring stronger attractor dynamics to clean
it up. Presumably this additional processing is the source of the
longer RTs and greater ERP signal for inconsistent words. In a
computational simulation of this process, Harm and Seidenberg
(1999; 2004) showed that learning to read enhanced the attractor
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basins for rimes which helped to compensate for the additional
noise present for inconsistently spelled words. This effect was
present for both written and spoken words which, due to Heb-
bian learning, mapped onto essentially identical initial patterns.
Consequently, learning to read alters the initial state of phono-
articulatory representations and strengthens segmental attractor
dynamics, thus introducing an orthographic influence into these
phono-articulatory representations that is independent of the in-
put modality. Presumably these changes are the neural correlate
of segmental phonological representations that underlie “phono-
logical awareness” skills (Morais et al., 1979, 1986; Goswami et
al., 2005).
If true, this provides a mechanistic account of the current
TMS findings. Assuming a distributed population coding of the
phono-articulatory representations, stimulation introduces
noise into the pattern of activation by preferentially affecting less
active neurons (Silvanto et al., 2008). This increases the distance
from stored attractor trajectories, requiring additional process-
ing to clean up the noise, effectively turning a consistent word
into an inconsistent one. It has less effect on inconsistent words
due to the nonlinear nature of attractor dynamics where small
perturbations have larger effects near the attractor state. This is
precisely the result pattern observed when stimulating anterior
SMG: stimulation increased RTs for consistent words without
affecting inconsistent words.
One important implication of the finding that orthographic
consistency effects rely on phonological reorganization is that the
development of segmental phonological representations is de-
pendent on exposure to an alphabetic writing system (Morais et
al., 1979; Harm and Seidenberg, 1999, 2004). In other words, the
awareness of phonemes appears to result from reading experi-
ence. Consequently, phonemic deficits observed in developmen-
tal dyslexics or poor readers are likely to be a consequence of their
reading difficulties rather than a cause (Metsala, 1997; Ziegler
and Goswami, 2005; Bruno et al., 2007).
Finally, although our results indicate that “orthographic ef-
fects” in speech perception arise at a phono-articulatory, rather
than a visual level, this may in part reflect the task we chose.
Listening to speech is automatic and does not typically engage
vOTC (Cohen et al., 2004) but more explicit phonological tasks
such as auditory rhyme judgments do (Booth et al., 2002, 2004;
Cao et al., 2009; Yoncheva et al., 2010). It is possible that on-line
coactivation of visual information may also contribute to ortho-
graphic effects on speech processing that involves strategic (as
opposed to purely automatic) phonological processing (Damian
and Bowers, 2009). Future TMS experiments using rhyme judg-
ments would help to determine whether on-line coactivation of
visual information can also contribute to orthographic effects on
speech processing.
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