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Abstract.
This paper builds on the notion of the so-called orthogonal derivative, where an n-th order derivative is approximated by an
integral involving an orthogonal polynomial of degree n. This notion was reviewed in great detail in a paper in J. Approx.
Theory (2012) by the author and Koornwinder. Here an approximation of the Weyl or Riemann-Liouville fractional
derivative is considered by replacing the n-th derivative by its approximation in the formula for the fractional derivative. In
the case of, for instance, Jacobi polynomials an explicit formula for the kernel of this approximate fractional derivative can
be given. Next we consider the fractional derivative as a filter and compute the transfer function in the continuous case for
the Jacobi polynomials and in the discrete case for the Hahn polynomials. The transfer function in the Jacobi case is a
confluent hypergeometric function. A different approach is discussed which starts with this explicit transfer function and
then obtains the approximate fractional derivative by taking the inverse Fourier transform. The theory is finally illustrated
with an application of a fractional differentiating filter. In particular, graphs are presented of the absolute value of the
modulus of the transfer function. These make clear that for a good insight in the behavior of a fractional differentiating filter
one has to look for the modulus of its transfer function in a log-log plot, rather than for plots in the time domain.
1 Introduction.
As soon as the differential calculus was invented by Newton and Leibniz, the question arose about the meaning of
a derivative of non-integer order. Many mathematicians have worked at the subject and many different definitions
were proposed.
An excellent historical survey is given in the book by Miller and Ross (1993). Also the papers of Osler (1970a,b),
(1971), (1972a,b,c,d), (1973) and (1974) give many historical details. In the encyclopedic work of Samko et al.
(1993) most of the usual definitions are given. The books of Kilbas et al. (2006) gives a survey of a number of
definitions of the fractional calculus. The book of Ortigueira (2011) considers only fractional derivatives of causal
functions. Last but not least, Tenreiro Machado et al. (2011) give a survey of the developments in the field from
1974.
Nowadays fractional derivatives are much used in fractional differential equations, which are very suitable for
describing certain physical phenomena, better than when using ordinary derivatives. For instance, a fractional PID
(Proportional, Integrating and Differentiating) controller can be made much simpler and more robust than an
ordinary PID controller. Some other areas of application of the fractional derivatives are viscoelastic materials,
hydrodynamics, rheology, diffusive transport, electrical networks, control theory, electromagnetic theory, signal
and image processing and probability. The definition of fractional derivative may vary with the application, since
in each case one will look for the most suitable definition.
Unlike with the ordinary derivative, there is no simple geometric description of the fractional derivative.
However, see Podlubny (2002) and Tenreiro Machado (2009b).
The most common definitions of fractional derivative, which we also use in this paper, are by taking ordinary
derivatives of a Riemann-Liouville or Weyl fractional integral. Even here, different choices can be made which
give quite different results. For instance, with ν > 0 and μ = n − ν > 0 we can write
(1.1) dνdxν e
x = d
n
dxn
1
Γμ
∫
−∞
x
x − yμ−1eydy = ex = ∑
k=0
∞
xk
Γk + 1
and thus obtain a natural choice for the fractional derivative of ex, but we can also choose the definition
1.2|) dνdxν ex = d
n
dxn
1
Γμ
∫
0
x
x − yμ−1eydy = ∑
k=0
∞
xk−ν
Γk − ν + 1
Here the right side follows from
(1.3) dνdxν x
k = d
n
dxn
1
Γμ
∫
0
x
x − yμ−1ykdy = Γk + 1
Γk − ν + 1 x
k−ν
which looks like a natural choice for the fractional derivative of xk. (Note that replacement of the lower bound of
the last integral by −∞ would give a divergent integral). Thus one has to be careful with just extrapolating a
naturally looking definition of fractional derivative of some elementary functions.
In Diekema and Koornwinder (2012) we reviewed a formula with a long history for the so-called orthogonal
1
derivative. This derivative (of order n) can be computed as a limit of a certain integral. This is a generalization of
the usual notion of the n-th order derivative and, more important, when ignoring the limit it can be used as an
approximation of the n-th order derivative. In the present paper the orthogonal derivative will be used in order to
generalize the definitions of Riemann-Liouville and Weyl for the fractional derivative and to approximate these
fractional derivatives. In the case of the orthogonal derivative associated with the Jacobi polynomials, the kernel
of the resulting integral transform approximating the fractional derivative can be computed explicitly. In the case
of the Hahn polynomials similar explicit results are obtained for the approximation of the fractional difference.
In general, Fourier and Laplace transforms are important tools for finding solutions of fractional orthogonal
differential equations. So in our paper we also consider the action of the various operators in the frequency
domain. We then consider the fractional derivative as a filter with a so-called transfer function. Instead of a
convolution we then have multiplication of transfer functions. A picture of the modulus of the transfer function
gives a very good insight how well the approximating operators behave.
The idea of combining an orthogonal derivative with a fractional integral in order to approximate fractional
derivatives is already discussed in Chen and Chen (2011) and Liu et al (2012). However explicit formula like ours
are not given in these papers. Also a discussion of the filter in the frequency domain is missing.
Let us now give a summary of the sections of this paper.
In section 2 the definitions and basic properties of the Riemann-Liouville and Weyl fractional integral and
derivative are recalled. Also their Fourier transform are mentioned.
In section 3 the approximate Weyl and Riemann-Liouville fractional derivatives are defined by using the
approximate n-th order derivative coming from the orthogonal derivative.
In section 4 we give explicit expressions in the case of the Jacobi polynomials. These simplify in the case of
Gegenbauer and Legendre polynomials.
In section 5 we consider the transfer function of the approximate fractional derivative. Explicit results in the
continuous case are given for Jacobi polynomials and in the discrete case for Hahn polynomials.
The general case suggests an alternative approach to obtain an approximate fractional derivative, by starting with
a transfer function which approximates the transfer function of the fractional derivative and then taking the
inverse Fourier transform.
This method is discussed in Section 6 for a transfer function given by a confluent hypergeometric function and in
Section 7 for two more examples involving elementary transfer functions.
In section 8 the theory of the fractional derivative will be applied with a discrete function and so the fractional
difference is used as a base for deriving a formula for the fractional orthogonal difference.
In section 9 the theory of the fractional difference is applied with the discrete Hahn polynomials.
In section 10 we derive the transfer function for the fractional difference with the discrete Hahn polynomials.
In section 11 the theory will be applied to a fractional differentiating filter. Analog as well discrete filters are
treated. The theory is illustrated by the graphs of the modulus of the transfer functions.
2 The Riemann-Liouville and the Weyl fractional transforms.
We define two versions of the fractional integral: the Riemann-Liouville and the Weyl transform. In terms of
these we can define a fractional derivative.
Let μ ∈ ℂ with Reμ > 0. Let f be a function on −∞, b which is integrable on bounded subintervals. Then
the Riemann-Liouville integral of order μ is defined as
(2.1) R−μfx = f−μx := 1
Γμ
∫
−∞
x fyx − yμ−1dy
A sufficient condition for the absolute convergence of this integral is f−x = Ox−μ−, > 0, x → ∞.
Similarly, for Reμ > 0 and f a locally integrable function on a,∞ such that fx = Ox−μ−,  > 0, x → ∞,
the Weyl integral of order μ is defined as
(2.2) W−μfx = f−μx := 1
Γμ
∫
x
∞ fyy − xμ−1dy
Clearly
(2.3) R−μf−. −x = W−μfx
The Riemann-Liouville integral is often given for a function f on 0, b in the form
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(2.4) R−μfx = f−μx := 1
Γμ
∫
0
x fyx − yμ−1dy (x > 0)
This can be obtained from (2.1) if we assume that fx = 0 for x ≤ 0 (then f is called a causal function). For
instance, if fx = xα x > 0 and fx = 0 x ≤ 0 then
(2.5a) R−μfx = Γα + 1
Γα + μ + 1
xα+μ (x > 0, Reα > −1)
and
(2.5b) W−μfx = Γ−α − μ
Γ−α
xα+μ (x > 0, Reα + μ < 0)
When −1 < Reα < Re−μ < 0 both formulas are valid. The quotients of Gamma functions are related by
(2.6) Γ−α − μ
Γ−α
=
sinαπ
sinα + μπ
Γα + 1
Γα + μ + 1
Substitution in (2.5) gives
(2.7) W−μfx = sinαπ
sinα + μπ R
−μfx
The fractional derivatives are defined by the following formulas with Reν < n, n a positive integer and
D = ddx
(2.8a) Rνfx = Dn Rν−nf x
(2.8b) Wνfx = −1nDn Wν−nf x
Put W0 = id = R0. Under assumption of sufficient differentiability and convergence we have WμWν = Wμ+ν,
RμRν = Rμ+ν for all μ,ν ∈ ℂ and Rn = Dn, Wn = −1nDn.
For Reν < 0 formula (2.8a) and (2.8b) are easily derived and for Reν > 0 they are definitions. This is under
the condition that all derivatives of order less then n + 1 of the function fx should exist.
Because we need the Fourier transform of formulas (2.8) we use the following theorem proved by Samko et al.
(1993) Ch.2 §7 for the Riemann-Liouville derivative as well for the Weyl derivative.
Theorem 2.1. Let f and g be functions on ℝ for which the Fourier transforms exist and are given by
(2.9a) Fω = 1
2π
∫
−∞
∞
e iωxfxdx
(2.9b) Gω = 1
2π
∫
−∞
∞
e iωxgxdx
If g = Rνf then the following relation holds:
(2.10) Gω
Fω
= −iων
If g = Wνf then
(2.11) Gω
Fω
= iων
Here and in the rest of this paper zν = eν ln z with −π < argz < π. So −iων = −iω + 0ν = e−πiν/2ω + i0ν.
If z is on the cut −∞, 0 and z ≠ 0 then we distinguish between z + i0ν = e iπν−zν and
z − i0ν = e−iπν−zν.
The quotient Hω = GωFω will be called the transfer function, where we follow the terminology of filter
theory.
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3 The fractional Weyl transform for the orthogonal derivative.
In Diekema and Koornwinder (2012) the following theorem is proved:
Theorem 3.1. Let n be a positive integer. Let pn be an orthogonal polynomial of degree n with respect to the
orthogonality measure μ for which all moments exist. Let x ∈ ℝ. Let I be a closed interval such that, for some
 > 0, x + δv ∈ I if 0 ≤ δ ≤  and v ∈ suppμ. Let f be a continuous function on I such that its derivatives
of order 1, 2, . . . , n at x exist. In addition, if I is unbounded, assume that f is of at most polynomial growth on
I. Then
(3.1a) fnx = lim
δ↓0
Dδnfx
where
(3.1b) Dδnfx = knn!hn
1
δn ∫ℝ fx + δξpnξdμξ
By the assumptions the integral converges absolutely. hn and kn are defined by
(3.2a) hn = ∫
ℝ
pnξ2dμξ
and
(3.2b) pnx = knxn + qn−1x with qn−1 a polynomial of degree < n.
We call the limit given by the right-hand side of (3.1a) the orthogonal derivative at x of order n. See Remark
3.3 for some weaker conditions.
Theorem 3.1. suggests the definition of the approximate fractional orthogonal derivative. We can apply formula
(3.1a) in formula (2.8b). This yields
(3.3) Wνfx = −1
n
Γn − ν
dn
dxn ∫x
∞ fyy − xn−ν−1dy = lim
δ↓0
Wδν,nfx Reν < n
where
(3.4) Wδν,nfx := −1nDδnWν−nfx = −1nWν−nDδnfx
We call Wδν,nf the approximate fractional orthogonal derivative. The last equality in (3.4) follows from the fact
that the operators Wν−n and Dδn are convolution operators (i.e. operators which commute with translations) and
therefore the integrals can be interchanged. Then there follows by substitution of (3.1b)
(3.5) Wδν,nfx = −1
nknΓn + 1
hnΓn − ν
1
δn ∫−∞
∞ ∫
x+δu
∞ fyy − x − δun−ν−1dy pnudμu =
=
−1nknΓn + 1
hnΓn − ν
1
δn ∫−∞
∞ ∫
x
∞ fy + δuy − xn−ν−1dy pnudμu
With y = x + δs − u there follows
(3.6) Wδν,nfx = −1
nknΓn + 1
hnΓn − ν
1
δν ∫−∞
∞ ∫
u
∞ fx + δss − un−ν−1ds pnudμu
Now we consider three typical cases for the orthogonality interval:
- Finite orthogonality interval −1, 1.
- Infinite orthogonality interval 0,∞.
- Infinite orthogonality interval −∞,∞.
- Finite orthogonality interval −1, 1.
The integral (3.6) can be split up in two integrals as
(3.7) Wδν,nfx = −1
nknΓn + 1
hnΓn − ν
1
δν ∫−1
1 ∫
u
1 fx + δyy − un−ν−1dy pnudμu +
+
−1nknΓn + 1
hnΓn − ν
1
δν ∫−1
1 ∫
1
∞ fx + δyy − un−ν−1dy pnudμu
Interchanging the double integrals in both terms of (3.7) gives
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(3.8) Wδν,nfx = −1
nknΓn + 1
hnΓn − ν
1
δν ∫−1
1 fx + δy ∫
−1
y
pnuy − un−ν−1dμu dy +
+
−1nknΓn + 1
hnΓn − ν
1
δν ∫1
∞ fx + δy ∫
−1
1
pnuy − un−ν−1dμu dy
- Infinite orthogonality interval 0,∞.
The outer integral in (3.6) is now from 0 to ∞. Interchanging the double integral gives
(3.9) Wδν,nfx = −1
nknΓn + 1
hnΓn − ν
1
δν ∫0
∞ fx + δy ∫
0
y
y − un−ν−1pnudμu dy
- Infinite orthogonality interval −∞,∞.
The outer integral in (3.6) is now from −∞ to ∞. Interchanging the double integral gives
(3.10) Wδν,nfx = −1
nknΓn + 1
hnΓn − ν
1
δν ∫−∞
∞ fx + δy ∫
−∞
y
y − un−ν−1pnudμu dy
In formulas (3.8), (3.9) and (3.10) the integrals inside the square brackets can be expected to be computable
analytically or numerically for concrete measures μ and orthogonality polynomials pn.
Remark 3.2. We have derived these formulas for all values of ν with Reν < n, but our main usage of them will
be for Reν ≥ 0, where they are approximate fractional derivatives.
Remark 3.3. In this paper we assume for simplicity that the orthogonal derivative is equal to the ordinary
derivative, i.e. that both sides of (3.1a) are well defined and equal, which is certainly true under the assumptions
of Theorem 3.1. It should be noted that the definition of the orthogonal derivative is valid for a wider class of
functions then the ordinary derivative. So if the limit of the right-hand side of (3.1a) exists and fnx does not
exist, we still call the right-hand side of (3.1a) the orthogonal derivative. For example the ordinary derivative does
not exist for the function fx = |x| for x = 0, but the orthogonal derivative for this function does exist. For less
trivial examples see Diekema and Koornwinder (2012), section 3.8.
Remark 3.4. Instead of the Weyl integral we could have worked with the Riemann-Liouville integral. For example
the following formulas can be obtained
(3.11) Rδν,nfx = Rν−n Dδnf x Rνfx = lim
δ↓0
Rδν,nfx
For the orthogonality interval −1, 1 there follows
(3.12) Rδν,nfx = knΓn + 1hnΓn − ν
1
δν ∫−1
1 fx + δy ∫
y
1
u − yn−ν−1pnudμu dy +
+
knΓn + 1
hnΓn − ν
1
δν ∫−∞
−1 fx + δy ∫
−1
1
u − yn−ν−1pnudμu dy
For the orthogonality interval −∞,∞ there follows
(3.13) Rδν,nfx = knΓn + 1hnΓn − ν
1
δν ∫−∞
∞ fx + δy ∫
y
∞
u − yn−ν−1pnudμu dy
All results in this paper could also have been equivalently formulated in terms of Rδν,n.
4 The fractional Weyl transform for the Jacobi derivative.
In this section we apply formula (3.8) to the Jacobi polynomials, where
(4.1a) pnx = Pnα,βx
(4.1b) dμx = wxdx with wx = 1 − xα1 + xβ α > −1 β > −1
(4.1c) hnkn = 2
n+α+β+1 Γn + α + 1Γn + β + 1
Γ2n + α + β + 2
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(4.1d) Pnα,β−x = −1nPnβ,αx
For the resulting transform, which we call the approximate fractional Jacobi derivative, we write Wδν,n = Wδ,α,βν,n .
Before computing this transform we observe the following proposition
Proposition 4.1. For the approximate fractional Jacobi derivative the following formula is valid
(4.2) Wδ,α,βν,n fx = Wδ,α+1,β+1ν,n−1 fx
These iteration goes on so long as ν < n − 1.
Proof: From Diekema and Koornwinder (2012) formula (3.10) it follows that
(4.3) Dδ,α,βn fx =
∫
−1
1 fnx + δξ1 − ξn+α1 + ξn+βdξ
∫
−1
1
1 − ξn+α1 + ξn+βdξ
= Dδ,α+1,β+1n−1 f ′x
From (2.8b) we obtain straight forward
(4.4) Wδ,α,βν,n fx = −1nDδ,α,βn Wν−nf x =−1nDδ,α,βn−1 Wν−nf
′
x =
= −1n−1Dδ,α+1,β+1n−1 Wν−n+1f x = Wδ,α+1,β+1ν,n−1 fx □
Remark 4.2. For the Laguerre and Hermite derivatives there are identical formulas. The formula for the Hermite
derivative has no parameters.
For the computation of Wδ,α,βν,n we substitute (4.1) in (3.8).
(4.5) Wδ,α,βν,n fx = −1
nΓ2n + α + β + 2
2n+α+β+1Γn + α + 1Γn + β + 1
Γn + 1
Γn − ν
1
δν
I1x + I2x
where
(4.6a) I1x = ∫
−1
1 fx + δyJ1ydy
(4.6b) I2x = ∫
1
∞ fx + δyJ2ydy
with
(4.7a) J1y = ∫
−1
y
Pnα,βu1 − uα1 + uβy − un−ν−1du − 1 ≤ y ≤ 1
(4.7b) J2y = ∫
−1
1
Pnα,βu1 − uα1 + uβy − un−ν−1du 1 ≤ y ≤ ∞
For the computation of J1y the Rodrigues formula for Jacobi polynomials is used:
(4.8) Pnα,βu = 1
−1n2nn!1 − uα1 + uβ
dn
dun 1 − u
n+α1 + un+β
Substitution in (4.7a) yields:
(4.9) J1y = −1
n
2nn! ∫−1
y dn
dun 1 − u
n+α1 + un+β y − un−ν−1du
Repeated integration by parts (n times) gives:
(4.10) J1y = −1
n
2nn!
Γn − ν
Γ−ν
∫
−1
y
1 − un+α1 + un+βy − u−ν−1du
Substitution of the variable u = 1 + yw − 1, using Andrews et al. (1999) Theorem 2.2.1 and Olver et al. (2010)
formula 15.8.1. in the third identity, gives:
(4.11) J1y = −1n2α1 + yn+β−ν Γn + β + 1Γn − ν
n!Γn − ν + β + 1 F
n + β + 1,−α − n
n − ν + β + 1 ;
1 + y
2 =
6
= −1n Γn + β + 1Γn − ν2n−νn!Γn − ν + β + 1 1 − y
n+α−ν1 + yn+β−νF −ν, 2n − ν + α + β + 1
n − ν + β + 1 ;
1 + y
2
where F is the Gauss hypergeometric function.
Similarly the integral for J2y can be computed. The result is
(4.12) J2y = −1n 2n+α+β+1
y + 1ν+1
Γn − ν
Γ−νn!
Γn + α + 1Γn + β + 1
Γ2n + α + β + 2
F ν + 1, n + β + 12n + α + β + 2 ;
2
y + 1
Substitution of I1y and I2y yields our result as the following theorem
Theorem 4.3. For the approximate fractional Jacobi derivative the following formula is valid:
(4.13) Wδ,α,βν,n fx = 1Γ−ν
1
δν ∫1
∞ fx + δy 1
y + 1ν+1
F ν + 1, n + β + 12n + α + β + 2 ;
2
y + 1 dy +
+
−1nΓ2n + α + β + 2
22n−ν+α+β+1Γn + α + 1Γn − ν + β + 1
1
δν
∫
−1
1 fx + δy1 − yn+α−ν1 + yn+β−νF −ν, 2n − ν + α + β + 1
n − ν + β + 1 ;
1 + y
2 dy
with fx = ORexν−n− as x → ∞ and Reν < n. By continuity formula (4.13) is also valid as Reν = n.
From this formula one can see once more the validity of Proposition 4.1. For ν = 0, 1, 2, . . . , n the
hypergeometric function in the first integral can be written as a Jacobi polynomial. The first term vanishes,
because of the Gamma function Γ−ν = Γ−n. In the second term the hypergeometric function can be written
as Pnβ,α−y. Using (4.1d) and taking the limit for δ ↓ 0 there remains the orthogonal derivative associated
with the Jacobi polynomials
(4.14) Dnfx = Γ2n + α + β + 2Γn + 12n+α+β+1Γn + α + 1Γn + β + 1 limδ↓0
1
δn ∫−1
1 fx + δy1 − yα1 + yβPnα,βydy
which is exactly (3.1b) for the case of the Jacobi polynomials.
For the special case that α → α − 1/2 and β → α − 1/2 the Jacobi polynomials become the Gegenbauer
polynomials. In that case the hypergeometric functions in (4.13) can be expressed in terms of associated Legendre
functions. For the hypergeometric function in the first term of (4.13) Olver et al. (2010) formula 15.8.13 together
with formula 14.3.7 gives:
(4.15) 1
y + 1ν+1
F ν + 1, n + α +
1
2
2n + 2α + 1
; 2y + 1 = −1
n 2n+α+1/2Γn + α + 1
e iπ1/2−α+ν π Γν + 1
Qn+α−1/21/2−α−n+νy
y2 − 1
1/2−α−n+ν
Qνμy is the associated Legendre of the second kind. For the hypergeometric function in the second term of
(4.13) Olver et al. (2010) formula 15.8.1 together with formula 14.3.1 gives:
(4.16) F −ν, 2n − ν + 2α
n − ν + α + 12
; 1 − y2 = Γ n − ν + α +
1
2 2
n+α−ν−1/2 Pn+α−1/2
1/2−α−n+ν
y
1 − y2
n+α−ν−1/2
Pνμy is the associated Legendre function of the first kind on the cut. Substitution gives for the approximate
fractional Gegenbauer derivative:
(4.17) Wδ,αν,nfxG = −1n
Γn + α + 12n+α−1/2
π
1
δν ∫−1
1 fx − δy Pn+α−1/2
1/2−α−n+ν
y
1 − y2
1/2−α−n+ν dy −
− −1n e
iπα−1/22n+α+1/2Γn + α + 1 sinνπ
π π
1
δν ∫1
∞ fx − δy Qn+α−1/2
1/2−α−n+νy
y2 − 1
1/2−α−n+ν dy Reν ≤ n
Further specialization to α = 1/2 gives the approximate fractional Legendre derivative:
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(4.18) Wδ,1/2ν,n fxP = −1n 2
n
π
Γ n + 32
1
δν ∫−1
1 fx − δy Pn
ν−n
y
1 − y2
ν−n dy −
− −1n 2
n+1 sinνπ
π π
Γ n + 32
1
δν ∫1
∞ fx − δy Qn
ν−ny
y2 − 1
ν−n dy Reν ≤ n
Remark 4.4. For the approximate fractional Gegenbauer derivative following the Riemann-Liouville definition it
can be shown that with Reν ≤ n
(4.19) Rδ,αν,nfxG =
2n+α−1/2Γn + α + 1
π
1
δν ∫−1
1 fx + δy Pn+α−1/2
1/2−α−n+ν
y
1 − y2
1/2−α−n+ν dy −
− −1n e
iπα−1/22n+α+1/2Γn + α + 1 sinνπ
π π
1
δν ∫1
∞ fx + δy Qn+α−1/2
1/2−α−n+νy
y2 − 1
1/2−α−n+ν dy
Remark 4.5. In the same way as we did in the Jacobi case one can calculate the approximate fractional Laguerre
derivative. Then we start with formula (3.9). There follows
(4.20) Wδ,αν,nfxL = 1Γn − ν + α + 1
1
δν ∫0
∞ fx + δyyn−ν+αe−yM−ν;n − ν + α + 1;ydy
where M is the confluent hypergeometric function and fx = ORexν−n− as x → ∞ with Reν ≤ n.
5 The transfer function for the approximate fractional orthogonal derivative.
In section 2 Theorem 2.1. we mentioned the Fourier transform of the fractional derivative. It is possible to extend
that theorem to the approximate fractional orthogonal derivative.
As in Theorem 2.1 let Fω and Gω be the Fourier transforms of f and g respectively. From (3.1b), with f
absolutely integrable on ℝ, and g = Dδnf, we immediately derive for the transfer function Hδnω
(5.1) Hδnω = GωFω =
knn!
hnδn ∫ℝ pnξe
−iωδξdμξ
The exponential can be written as a sum. Because of the orthogonality property there follows
(5.2) Hδnω = knn!hnδn ∫ℝ pnξ∑k=n
∞
−iωδξk
k! dμξ =
knn!
hn
−iωn ∫
ℝ
pnξξn ∑
k=0
∞
−iωδξk
k + n! dμξ
Now there follows the next theorem
Theorem 5.1. Let Fω and Gω be the Fourier transforms of the function f and the function g = Wδν,nf,
respectively. Then (recall the convention after (2.11))
(5.3) Hδνω = knn!hnδn −1
niων−n ∫
ℝ
pnξe−iωδξdμξ = knn!hn
iων ∫
ℝ
pnξξn ∑
k=0
∞
−iωδξk
k + n! dμξ
Proof: Combine (5.1) and (5.2) with (3.4) and Theorem 2.1. and the result follows immediately.□
Since ∫
ℝ
pnξe−iωδξdμξ is explicitly known for the classical orthogonal polynomials, we get explicit formulas
for the transfer function in these cases. Also for the case of discrete Hahn polynomials it is possible to compute
the transfer function. We now treat two examples. First we compute the transfer function in the case of the Jacobi
polynomials. Then we compute the transfer function in the case of the discrete Hahn polynomials.
1. The transfer function for the Jacobi polynomials.
For the Jacobi polynomials the following integral is known (Olver et al. (2010), 18.17.16)
(5.4) ∫
−1
1
1 − xα1 + xβPnα,βxe ixydx =
=
iyne iy
n! 2
n+α+β+1Bn + α + 1, n + β + 1Mn + α + 1, 2n + α + β + 2;−2iy
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Using (4.1b) and (4.1c) and substitution of y = −ωδ yields for (5.3) after some calculation
(5.5) Hδνω = iωνe−iωδMn + α + 1, 2n + α + β + 2;2iωδ
Using (Olver et al. (2010), 13.7.2) for ω → ∞ there remains
(5.6) Hδνω ∼ const ⋅ ων−n−minα,β
Hence. since ν < n
(5.7) lim
ω→∞
Hδνω = 0
For the Gegenbauer polynomials let α → α − 12 and β → α −
1
2 . Then
(5.8) Hδνω = iωνe−iωδM n + α + 12 ;2n + 2α + 1;2iωδ
The confluent hypergeometric function can be transformed into a Bessel function. Olver et al. (2010) formula
13.6.9 gives:
(5.9) M ν + 12 , 2ν + 1;2iz = Γ1 + νe
iz 2
z
ν
Jνz
Substitution in (5.5) gives
(5.10) Hδνω = iωνΓn + α + 1 2ωδ
n+α
Jn+αωδ
The Bessel function can be written as a summation (Olver et al. (2010), 10.2.2). After substitution there remains
(5.11) Hδνω = iωνΓn + α + 1∑
k=0
∞
−1k
Γk + n + α + 1k!
ωδ
2
2k
The right-hand side is real except for the factor iων. The variable n is equal to the next integer greater then ν.
For a certain value of ν with n − 1 ≤ ν ≤ n the summation is independent of ν. For the modulus of the transfer
function we obtain
(5.12) Hδνω = ωνΓn + α + 1 ∑
k=0
∞
−1k
Γk + n + α + 1k!
ωδ
2
2k
α is a free parameter. For α = 12 we get the transfer function of the approximate fractional Legendre
derivative. Then (5.13) becomes
(5.13) Hδνω = ων Γ2n + 22nΓn + 1
1
ωδn
jnωδ
where jn is a spherical Bessel function (Olver et al. (2010), 10.49.2). Special cases of jn are
(5.14a) j0z = 1z sin z
(5.14b) j1z = 1
z2
sin z − zcos z
(5.14c) j2z = 1
z3
3 − z2 sin z − 3zcos z
(5.14d) j3z = 1
z4
15 − 6z2 sin z − 15 − z2zcos z
The above formulas remains valid for ν = n, where we get the transfer functions as in Diekema et al (2012),
section 5.
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Remark 5.2. From Theorem 5.1. we get
(5.15) 1
2π
∫
ℝ
Wδν,nfxe iωxdx = HδνωFω
with Hδνω explicitly and quickly computable in special cases, for instance the Jacobi case. Thus if
(5.16) Hδνω = 12π
1
δν ∫ℝ hδ
νxe iσωxdx
for some function h then after the inverse Fourier transform there remains the convolution integral
(5.17) Wδν,nfx = 12π
1
δν ∫ℝ fx − δyhδ
νydy
If we compare, in the case of a finite orthogonality, this last formula with (3.8) then we can read off h from (3.8).
In particular, in the Jacobi case we can read off h from (4.13). This gives
(5.18) hδνy =
2π
Γ−νδν+1
1
1 + yν+1
F ν + 1, n + β + 12n + α + β + 2 ;
2
1 + y y > 1
2π Γ2n + α + β + 2
22n−ν+α+β+1Γn + α + 1Γn − ν + β + 1δν+1
1 + yn+β−ν1 − yn+α−νF −ν, 2n − ν + α + β + 1
n − ν + β + 1 ;
1 + y
2
−1 < y < 1
0 y < −1
Its Fourier transform Hδνω is given by (5.5).
2. The transfer function for the Hahn polynomials.
We start with formula (5.3) for the approximate fractional orthogonal derivative and apply this formula for the
discrete case with weights wx on points x ∈ 0, 1, . . . , N. This gives
(5.19) Hδνω = knn!hnδn −1
niων−n ∑
x=0
N
pnxwxe−ixδω
When applying the summation to the discrete Hahn polynomials we get
(5.20) S = ∑
x=0
N
pnxwxe−ixδω = ∑
x=0
N
Qnx;α,β, Nwxe−iδωx
For the Hahn polynomials we use formula (9.5.10) of Koekoek et al. (2010)
(5.21) Qnx;α,β, Nwx = −1
nβ + 1n
−Nn
∇xn
α + n + 1x
x!
β + n + 1N−n−x
N − n − x!
where
(5.22) ∇xfx := fx − fx − 1
and get
(5.23) S = −1
nβ + 1n
−Nn
∑
x=0
N
e−iδωx∇n
α + n + 1x
x!
β + n + 1N−n−x
N − n − x!
To compute this sum we use partial summation. The general formula for partial summation is
(5.24) ∑
j=0
N
∇fjgj = fNgN − f−1g0 −∑
j=0
N−1
fj∇gj + 1
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In particular, if fN = f−1 = 0 then
(5.25) ∑
j=0
N
∇fjgj = −∑
j=0
N−1
fj∇gj + 1
Applying this formula n times and remarking that fN − n = f−1 = 0 gives
(5.26) ∑
j=0
N
∇fnjgj = −1n ∑
j=0
N−n
fj∇gnj + n
Applying this formula to (5.23) gives
(5.27) S = β + 1n
−Nn
∑
x=0
N−n
∇ne−iδωx+n
α + n + 1x
x!
β + n + 1N−n−x
N − n − x!
The iterated differences of the exponential are known. This gives
(5.28) S = β + 1n
−Nn
e−iδω − 1n ∑
x=0
N−n
e−iδωx
α + n + 1x
x!
β + n + 1N−n−x
N − n − x! =
=
β + 1n
−Nn
e−iδω − 1n ∑
x=0
N−n α + n + 1xβ + n + 1N−n
−β − Nx
−N + nx
N − n!
e−iδω x
x! =
=
β + 1nβ + n + 1N−n
−NnN − n!
e−iδω − 1n ∑
x=0
N−n α + n + 1x−N + nx
−β − Nx
e−iδω x
x! =
=
β + 1N
N! 1 − e
−iδω nF −N + n,α + n + 1
−β − N
;e−iδω
Then for the transfer function there remains
(5.29) Hδνω = knn!hnδn −1
niων−n
β + 1N
N! 1 − e
−iδω nF −N + n,α + n + 1
−β − N
;e−iδω
For the Hahn polynomials tables 18.19.1 and 18.19.2 in Olver et al (2010) give
(5.30) knhn = −1
n 2n + α + β + 1
β + 1n
n + α + β + 1n
n + α + β + 1N+1
N!
n!
Substitution in (5.25) gives
(5.31) Hδνω = iων−n 1 − e
−iδω n
δn
ΓN + β + 1Γ2n + α + β + 2
Γn + β + 1ΓN + n + α + β + 2
F −N + n,α + n + 1
−β − N
;e−iδω
Remark 5.3. From the summation formula (5.20) together with (5.28) one can derive the integral formula when
letting N → ∞. For this purpose we apply table 18.19 and the formulas (15.8.7) and (18.20.5) of Olver et al
(2010) to (5.28). With δ = −1 this gives
(5.32) ∑
x=0
N
3F2 −n, n + α + β + 1,−xα + 1,−N ; 1
α + 1xβ + 1N−x
x!N − x! e
iωx =
=
β + 1n2n + α + β + 2N−n
N! 1 − e
iω nF −N + n,α + n + 12n + α + β + 2 ;1 − e
iω
The summation can also be done over the set x ∈ 1N 0, 1, . . . , N. The N + 1 points then lie in the interval
0, 1. This gives
(5.33) ∑
x=0,1/N,..1
3F2 −n, n + α + β + 1,−Nx;α + 1,−N ; 1
α + 1Nxβ + 1N1−x
Nx!N − Nx!
e iωx =
11
=
β + 1n2n + α + β + 2N−n
N! 1 − e
iω/NnF −N + n,α + n + 12n + α + β + 2 ;1 − e
iω/N
This formula can be written as
(5.34) Γα + 1Γβ + 1
Nα+β+1 ∑
x=0,1/N,..1
3F2 −n, n + α + β + 1,−Nxα + 1,−N ; 1
α + 1Nxβ + 1N1−x
Nx!N − Nx!
e iωx =
=
Γα + 1Γβ + 1
Nn+α+β+1
β + 1n2n + α + β + 2N−n
N! N1 − e
iω/N
n
F −N + n,α + n + 12n + α + β + 2 ;
Ne iω/N − 1
−N
Taking the limit for N → ∞ and using (Olver et al. (2010), 5.11.12) gives formally
(5.35) ∫
0
1
F −n, n + α + β + 1
α + 1 ;x x
α1 − xβe iωxdx =
=
Γα + 1Γn + β + 1
Γ2n + α + β + 2 
−iωnMn + α + 1;2n + α + β + 2; iω
This is the same formula as (5.4) after some transformation.
Remark 5.4. Tseng et al. (2000) compute the fractional derivative using the Fourier transform. They also design a
fractional digital filter. They demonstrate the filter performance by using a block signal as input. In our opinion
this demonstration is less convincing because by absence of an integrating factor the high frequencies are not
suppressed, and because the plots are not given as log-log plots. One should compare with our approach in
Section 11 where we give a log-log plot of the modulus of the transfer function.
6 Deriving a formula for a fractional derivative starting with a suitable transfer function.
For the second expression in (5.3) of the transfer function of the approximate fractional orthogonal derivative we
will see that if δω → 0, then
(6.1) Hδνω = iω + 0ν 1 + Oδω = 1δν iδω + 0
ν 1 + Oδω
Conversely, if we have some explicit function Hδνω = iων 1 + Oδω as δω ↓ 0 of which the inverse
Fourier transform hx exists and is explicitly known, then the convolution product of f with h gives a formula
for an approximate fractional derivative. The next derivation demonstrates this method.
Set
(6.2) Fω = 1
2π
∫
−∞
∞
e iωxfxdx
When taking the inverse Fourier transform of (2.11) there follows for the Weyl derivative
(6.3) Wνfx = 1
2π
∫
−∞
∞
e−iωxiω + 0νFωdω
Now we look for a function with the following property
(6.4) lim
δ↓0
Hδνiω + 0 = iω + 0ν
Substitution in (6.3) with Wνfx = lim
δ↓0
Wδνfx yields (care should be taken with the interchanging of the
limit and the integral)
(6.5) Wδνfx = 12π ∫−∞
∞
e−iωxHδνiω + 0Fωdω
Suppose Hδν can be written as a Fourier transform
(6.6) Hδνiω + 0 = 1δν
1
2π
∫
−∞
∞
hδνye iδωydy
Then for the approximate Weyl derivative there follows the convolution integral
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(6.7) Wδνfx = 12π
1
δν ∫−∞
∞
hδνyfx − δydy
Taking the limit for δ ↓ 0 yields
(6.8) dνdxν fx = limδ→0 Wδ
νfx = 1
2π
lim
δ→0
1
δν ∫−∞
∞
hδνyfx − δydy
The author started his original work on the fractional derivative with the special case Hω = ω−βJαω. Taking
the inverse Fourier transform he derived the formula for the fractional Gegenbauer derivative (4.17) with two free
parameters. No use was made of the orthogonality property of the Gegenbauer polynomials.
Because the Bessel function is a special case of the confluent hypergeometric function a next extension arises
when using the inverse Fourier transform of the function Hω = ωb−1Ma, c; ikω. Then there are three free
parameters. By (5.5) the approximate fractional Jacobi derivative will arise. A possible next extension is the use
of the generalized confluent hypergeometric function. The transfer function can be written as Hω = ωγ−1
AFAa, b; ikω. There are 2A + 1 free parameters. Possibly extensions could involve the Meijer G-function
and the Fox H-function. See Kiryakova (1994).
The main properties of the function Hω are that its inverse Fourier transform exists and Hδνω = iω + 0ν
1 + Oδω as δω ↓ 0.
As an example of the method we derive the formula for the fractional derivative using the inverse Fourier
transform of the confluent hypergeometric function Hω = iω + 0b−1Ma;c; iω.
For this transform there can be derived (see Appendix A)
(6.9) ℱ−1 iω + 0b−1Ma, c; iω y =
=
0 1 < y
2π Γc
ΓaΓ1 − a − b + c y
a−b1 − yc−a−bF 1 − b, c − b1 − a − b + c ; 1 − y 0 < y < 1
2π
Γ1 − b
1
1 − yb
F b, c − a
c
; 11 − y y < 0
with conditions for the parameters: 0 < b < mina, c − a. Application of (6.7) with ν = b − 1 gives
(6.10) dνdxν fx =
1
Γ−ν
lim
δ→0
1
δν ∫−∞
0 1
1 − yν+1
F ν + 1, c − a
c
; 11 − y fx − δydy +
+
Γc
ΓaΓc − a − ν
lim
δ→0
1
δν ∫0
1
ya−ν−11 − yc−a−ν−1F −ν, c − ν − 1
c − a − ν
; 1 − y fx − δydy
Because the fractional derivative should be calculated, we set ν > 0. This gives b > 1. In formula (6.10) there
are two free parameters, namely a and c. For the conditions we find: 0 < ν < mina, c − a − 1.
Replacing in both integrals y by 1 − y2 and δ by 2δ gives
(6.11) dνdxν fx =
1
Γ−ν
lim
δ→0
1
δν ∫1
∞ 1
1 + yν+1
F ν + 1, c − a
c
; 21 + y fx + δydy +
+
Γc
2c−ν−1ΓaΓc − a − ν
lim
δ→0
1
δν ∫−1
1
1 − ya−ν−11 + yc−a−ν−1F −ν, c − ν − 1
c − a − ν
; 1 + y2 fx + δydy
For a = n + α + 1 and c = 2n + α + β + 2 this formula is exactly the formula of the fractional Jacobi derivative
(4.13) by taking the limit for δ → 0.
Remark 6.1. For the first method we use consecutively formulas (3.4), (3.8) which leads to (4.13) and to (5.5). As
a side result of this first method we get (5.5) as the Fourier tramsform of (5.18), see Remark 5.2. The resulting
inverde Fourier transform coincides after appropiate substitutions with (6.9).
Remark 6.2. With this method no use is made of the orthogonality property. So for extending this method with
for example the generalized confluent hypergeometric function one cannot see directly what functions should be
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used with the first method to obtain the same result. Then there remains the question if in that case there are some
orthogonal polynomials (these maybe yet unknown) that fulfill the first method.
Remark 6.3. One of the properties of the orthogonal derivative is that for high frequencies the modulus of the
transfer function goes to zero. Our example satisfy this condition.
7 The fractional derivative arising from some particular functions.
In this section a demonstration is given of the second method for derivation of a formula of the fractional
derivative based on some special functions. All the examples use an inverse Fourier transform in order to
calculate a formula for the fractional derivative.
Example 1.
Consider the function
(7.1) Haνω = iω + 0νe−a|ω| ν > −1 a > 0
Clearly if a ↓ 0 then Hω → iω + 0ν. We calculate the inverse Fourier transform
(7.2) haνy = 1
2π
∫
−∞
∞
iω + 0νe−a|ω|e−iωydω = e
iπν/2
2π
∫
0
∞
ωνe−aωe−iωydω + e
−iπν/2
2π
∫
0
∞
ωνe−aωe iωydω =
=
Γν + 1e iπ/2
2π
1
y + iaν+1
− 1
y − iaν+1
Hence, with
(7.3) Fx = 1
2π
∫
−∞
∞ fωe iωxdω
we obtain
(7.4) dνdxν fx =
1
2π
lim
a→0
∫
−∞
∞
Fωiω + 0νe−a|ω|e−iωydω =
=
Γν + 1
2πi lima→0 ∫−∞
∞ 1
y − iaν+1
− 1
y + iaν+1
fx + ydy
Care should be taken when a ↓ 0. For −∞ < y ≤ 0 there is a cut, so we has to use a well-chosen contour to
calculate the integral. In that case there remains
(7.5) Rνfx = 1
2π
∫
−∞
∞
Fωiω + 0νe−iωydω = Γν + 12πi ∫C fx + y
1
yν+1
dy
Here C is the contour with
(7.6) C = y − i0 | − ∞ < y < −r ∪ z ∈ ℂ | |z| = r ∪ y + i0 | − r > y > −∞
This formula is well-known in the literature. See for example Lavoie et al. (1976) and Zavada (1998). If ν < 0
then there are no convergence problems.
After application of formula (Olver et al. (2010), 15.4.9) there remains
(7.7) dνdxν fx =
Γν + 2
π lima→0
1
aν−1
∫
−∞
∞ 1
yν+2
F
ν + 2
2 ,
ν + 2
2 +
1
2
3
2
;− a
2
y2
fx + ydy
The quadratic argument in the hypergeometric function suggests a connection with the pseudo Jacobi
polynomials. They are orthogonal with the orthogonality property (formula (9.9.2) of Koekoek et al. (2010))
(7.8) ∫
−∞
∞
Pmx; 0, NPnx; 0, N1 + x2−N−1dx = 0 n ≠ m, n, m = 0, 1, . . . , N
Formula (9.9.2) of Koekoek et al. (2010) gives
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(7.9) P2nx; 0, N = −2i2n−N2n2n − 2N − 12nF −2n, 2n − 2N − 1−N ;
1 − ix
2
With Olver et al. (2010) formulas 15.8.18 and 15.8.7 there remains
(7.10) P2nx; 0, 2n = −1
n
2n + 1 F
−n,−n − 12
1
2
;−x2
and with Olver et al. (2010) formula 15.4.7 there remains with a scaling factor a
(7.11) P2n xa ; 0, 2n =
−1n
22n + 1 
1 + iax2n+1 − 1 − iax2n+1 =
= 122n + 1ia 
a2 + x22n+1 1
x − ia2n+1
− 1
x + ia2n+1
Substituting ν = 2n in (7.4) gives
(7.12) d2ndx2n fx =
Γ2n + 2
π lima→0
1
a4n+1
∫
−∞
∞ P2ny; 0, 2n
1 + y22n+1
fx + aydz
Thus we arrive at a special case of (3.10) associated with the pseudo Jacobi polynomials.
When substituting z = yia in the integral (7.7), the hypergeometric function can be written as an associated
Legendre function of the second kind. This gives
(7.13) dνdxν fx =
e−ν+1/2πia
π ∫−∞
∞ Q0ν+1z
z2 − 1
ν+1 fx + iazdz
Example 2.
Consider the function
(7.14) Hνω = iω + 0νe−ω2/2
The inverse Fourier transform is known (Erdélyi (1954) I. 121(23)) (note the factor 2π ):
(7.15) hνy = e−y2/4Dνy Reν > −1
Here Dνy is a parabolic cylinder function. Although this is an old notation we use it here, mainly because of
the relationship with the Hermite polynomials. With the known method one can derive for the fractional
derivative
(7.16) dνdxν fx = limδ→0
1
δν ∫−∞
∞
e−y
2/4Dνyfx − δydy
Formula (7.16) can also be computed when (3.10) will be applied to the Hermite polynomials. There follows
(7.17) Wδν,nfx = −1
n
2π Γn − ν
1
δν ∫−∞
∞ fx + δy ∫
−∞
y
y − un−ν−1Hnue−u
2 du dy
For the integral between the square brackets we use the Rodrigues formula. There follows
(7.18) I = ∫
−∞
y
y − un−ν−1Hnue−u
2 du = −1n ∫
−∞
y
y − un−ν−1 d
n
dun e
−u2 du
Repeated partial integration n times gives
(7.19) I = −1n Γn − ν
Γ−ν
∫
−∞
y
y − u−ν−1e−u2 du = −1n Γn − ν
Γ−ν
e−y
2 ∫
0
∞
u−1−νe−u
2+2yudu
This integral is well-known (Erdélyi (1954) I. 313(13)). There is
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(7.20) ∫
0
∞
u−ν−1e−u
2+2yudu = 2ν/2Γ−νey2/2Dν −y 2
Substitution gives
(7.21) Wδν,nfx = 12π
2ν/2
δν ∫−∞
∞
e−y
2/2Dν −y 2 fx + δydy
Replacing y by − y
2
and δ by δ 2 gives
(7.22) Wδν,nfx = 12π
1
δν ∫−∞
∞
e−y
2/4Dνyfx − δydy
This result is the same as (7.16) when taking the limit.
When ν is an integer n we obtain
(7.23) Dny = 2−n/2e−y2/4Hn y
2
Substitution in (7.22) gives
(7.24) dndxn fx =
2−n/2
2π
lim
δ→0
1
δn ∫−∞
∞
e−y
2/2Hn
y
2
fx − δydy
Replacing y by y 2 and δ by δ
2
there arises the formula for the Hermite derivative
(7.25) dndxn fx =
1
π
lim
δ→0
1
δn ∫−∞
∞
e−y
2/2Hnyfx − δydy
8 The fractional orthogonal difference.
In this section we treat the fractional difference. If we want to compute the fractional derivative of a function
given at an equidistant set of points we can use instead of the fractional derivative the fractional difference. Then
we have to work in the formula for the orthogonal derivative with discrete orthogonal polynomials.
As an analogue of the Riemann-Liouville fractional integral (2.1) we can define a fractional summation (see for
example Kuttner (1957) or Isaacs (1963)) as
(8.1) Iδ−μfx := δμ∑
k=0
∞ μk
k! fx − kδ δ > 0
In contrast with the Riemann-Liouville fractional integral, this summation has no a priori singularity for μ < 0. If
f is a causal function then the upper bound for the summation should be x/δ and the sum is certainly
well-defined. For μ ≠ 0,−1,−2, . . . we can write
(8.2) μkk! =
1
Γμ
Γμ + k
Γ1 + k ∽
kμ−1
Γμ
as k → ∞. Hence the infinite sum converges if fx = O|x|−λ  as x → ∞ with λ > Reμ. For μ = −n (n a
nonnegative integer) we get
(8.3a) Iδnfx = δ−n ∑
k=0
∞
−1k nk fx − kδ = Dδ
− nfx
where
(8.3b) Dδ−fx := fx − fx − δδ
Note that
(8.4) Dδ− Iδ−μf x = Iδ−μ+1fx
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More generally we have
(8.5) Iδ−μ Iδ−νf x = Iδ−μ+νfx
For μ > 0 the fractional summation Iδ−μf formally approximates the Riemann-Liouville integral R−μf.
Indeed, putting y = kδ we can rewrite the formula for Iδ−μfx as
(8.6) Iδ−μfx = δ
μ
Γμ
∑
y∈δℤ≥0
Γ μ + y
δ
Γ 1 + y
δ
fx − y = δ
Γμ
∑
y∈δℤ≥0
yμ−1Γ μ + y
δ
y
δ
μ−1
Γ 1 + y
δ
fx − y
Formula (5.11.12) of Olver et al. (2010) gives if δ ↓ 0:
(8.7) lim
δ↓0
Γ y
δ
+ μ
Γ y
δ
+ 1 y
δ
μ−1 = 1
Formally we have:
(8.8) lim
δ↓0
δ ∑
y∈δℤ≥0
gδy = ∫
0
∞
gydy
with gδy → gy as δ ↓ 0. Application of (8.7) and (8.8) to (8.6) yields:
(8.9) lim
δ↓0
Iδ
−μfx = 1
Γμ
∫
0
∞
yμ−1fx − ydy
This is the fractional integral of Riemann-Liouville. So it is shown that the fractional difference formally tends to
the fractional integral in the limit as δ ↓ 0.
Remark 8.1. Grünwald (1867) and Letnikov (1868) developed a theory of discrete fractional calculus for causal
functions (fx = 0 for x < 0). For a good description of their theory see (see Oldham, K.B., Spanier, J. 1974).
They started with the backwards difference
(8.10) Δ− δfx = fx − fx − δδ
and next they define the fractional derivative as
(8.11) dνdxν fx :=
1
Γ−ν
lim
δ→0,N→∞
1
δν ∑
m=0
N−1
Γm − ν
Γm + 1
fx − kδ
where N = x
δ
. This definition has the advantage that ν is fully arbitrary. No use is made of derivatives or
integrals. The disadvantage is that computation of the limit is often very difficult. However it can be shown that
(8.11) is the same as the Riemann-Liouville derivative for causal functions for Reν > 0 and f is n times
differentiable with n > Reν. At least formally this follows also by our approach if we write
Iδνfx = Dδ− nIδν−nfx and then use (8.9) and the fact that (8.3b) approaches the derivative as δ ↓ 0.
Comparing (8.11) with (8.1) the differences are the upper bound and the limit. For practical calculations formula
(8.11) is often used without the limit. In the next section we will develop the fractional orthogonal difference for
the Hahn polynomials. In section 10 we will see that the definition of Grünwald-Letnikov for the fractional
difference is a special case of the definition of the fractional orthogonal difference for the Hahn polynomials for
causal functions.
For obtaining the formula for the fractional orthogonal difference we let pnn=0
N be a system of orthogonal
polynomials with respect to weights wj on points j j = 0, 1, . . . , N. Then the approximate orthogonal
derivative (3.1b) takes the form
(8.12) Dδnfx = knn!hn
1
δn ∑j=0
N
fx + jδwjpnj n = 0, 1, . . . , N
Let Reν < n with n a positive integer. The fractional derivative Rνfx = Dn Rν−nf x can be formally
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approximated by
(8.13) Iδ,n,wν fx := Dδn Iδν−nf x
as δ ↓ 0. This is a motivation to compute Iδ,n,wν f more explicitly, in particular for special choices of the weights
w. Substitution of (8.12) and (8.1) in (8.13) gives:
(8.14) Iδ,n,wν fx = knn!hn
1
δν ∑
k=0
∞
∑
j=0
N n − νk
k! fx + j − kδwjpnj
For the double sum we can write
(8.15) ∑
k=0
∞
∑
j=0
N
gk, j = ∑
j=0
N
∑
k=0
∞
gk, j = ∑
j=0
N
∑
m=−j
∞
gj + m, j = ∑
j=0
N
∑
m=1
∞
gj + m, j +∑
j=0
N
∑
m=0
j
gj − m, j =
= ∑
m=1
∞
∑
j=0
N
gj + m, j +∑
m=0
N
∑
j=m
N
gj − m, j
Application of this formula to (8.14) yields
(8.16) Iδ,n,wν f = knhn Γn + 1
1
δν ∑
m=1
∞
fx − mδ ∑
j=0
N n − ν j+m
j + m! pnjwj +
+ knhn
Γn + 1 1
δν ∑
m=0
N
fx + mδ ∑
j=m
N n − ν j−m
j − m! pnjwj
The summations inside the square brackets are in principle known after a choice of the discrete orthogonal
polynomials pnx. Then this formula can be used for approximating the fractional orthogonal derivative.
Remark 8.2. When taking the Fourier transform of the fractional summation one can show that for δ ↓ 0 this
Fourier transform formally tends to the Fourier transform of the fractional integral. To this purpose we write (8.1)
as
(8.17) Iδ−μfnδ = δμ∑
k=0
∞ μk
k! f n − kδ
Taking the discrete Fourier transform gives
(8.18) ∑
n=−∞
∞
Iδ
−μfnδe inδω = δμ ∑
n=−∞
∞
e inδω∑
k=0
∞ μk
k! f n − kδ
while working formally, we interchange the summations on the right. This gives:
(8.19) ∑
n=−∞
∞
Iδ
−μfnδe inδω = δμ∑
k=0
∞ μk
k! e
ikδω ∑
n=−∞
∞
f n − kδ e in−kδω = δμ∑
k=0
∞ μk
k! e
ikδω ∑
n=−∞
∞
fnδe inδω
The first summation is well known. We obtain
(8.20) ∑
n=−∞
∞
Iδ
−μfnδe inδω = 1 − e iδω
δ
−μ
∑
n=−∞
∞
fnδe inδω = ω−μ sinδω/2
δω/2
−μ
e−iμδω−π/2 ∑
n=−∞
∞
fnδe inδω
Multiply both sides with δ and take the formal limit for δ ↓ 0. We obtain the well known formula
(8.21) ∫
−∞
∞
R−μfxe ixωdx = e iπμ/2ω−μ ∫
−∞
∞ fxe ixωdx
9 The fractional orthogonal difference for the discrete Hahn polynomials.
In this section we substitute the discrete Hahn polynomials Qnx;α,β, N in formula (8.14) to calculate the
fractional difference. We do this analogous to Jacobi polynomials. For the Hahn polynomials we use the
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definition in Koekoek et al. (2010). They gave
(9.1) pnj = Qnj;α,β, N := 3F2 −j,−n, n + α + β + 1α + 1,−N ; 1
For the Hahn polynomials there are the following properties:
(9.2a) n = 0, 1, 2, . . . , N
(9.2b) wj;α,β, N = α + 1 jβ + 1N−jj!N − j!
Substitution in (8.14) gives:
(9.3a) Iδ,n,wν f = H1n ∑
m=1
∞
fx − mδJ1m +∑
m=0
N
fx + mδJ2m
with
(9.3b) J1m = ∑
j=0
N n − ν j+m
j + m! wQnj;α,β, N
(9.3c) J2m = ∑
j=m
N n − ν j−m
j − m! wQnj;α,β, N =∑j=0
N−m n − ν j
j! wQnj + m;α,β, N
(9.3d) H1n = −1n Γ2n + α + β + 2Γβ + 1Γn + 1ΓN + n + α + β + 2Γn + β + 1
1
δν
To compute the sums in (9.3b) and (9.3c) we use partial summation. The general formulas are (5.17) and (5.19).
For applying these formula for the summation in (9.3b) we use (5.14). Then
(9.4) J1m = −1
nβ + 1n
−Nn
∑
j=0
N n − ν j+m
j + m! ∇ j
n
α + n + 1 j
j!
β + n + 1N−n−j
N − n − j!
Suppose
(9.5a) fj := α + n + 1 jj!
β + n + 1N−n−j
N − n − j!
(9.5b) gj := n − ν j+m
j + m! =
j + m + 1n−ν−1
Γn − ν
and seeing that fN − n = f−1 = 0 we use (5.18) to get
(9.6) J1m = β + 1nΓn − ν−Nn
∑
j=0
N−n α + n + 1 j
j!
β + n + 1N−n−j
N − n − j! ∇ j
n j + m + n + 1n−ν−1
For the second fraction inside the summation we use (Slater (1966), I.30)
(9.7) Γa − j = Γa−1
j
1 − a j
Then there follows
(9.8) β + n + 1N−n−j
N − n − j! =
β + n + 1N−n
N − n!
n − N j
−β − N j
For the third fraction inside the summation we use the formula
(9.9) ∇n j + ab = ab−nb − n + 1n
a + b − n j
a j
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Then we obtain
(9.10) ∇ jn j + m + n + 1n−ν−1 = −νn
Γm + n − ν
Γm + n + 1
m + n − ν j
m + n + 1 j
After substitution in J1m we get
(9.11) J1m = 1Γ−ν−Nn
1 + βN
N − n!
Γm + n − ν
Γm + n + 1 ∑j=0
N−n α + n + 1 jm + n − ν jn − N j
m + n + 1 j−β − N j
1
j!
Then J1m can be written as a hypergeometric function
(9.12) J1m = 1
−Nn
1 + βN
N − n!
−νm+n
m + n! 3F2
n − N, n + α + 1, m + n − ν
−N − β, m + n + 1 ;1
Observing the hypergeometric function we will see that this function represents a series with a finite number of
terms (if β is not an integer with −N − β ≠ 0). With α = β = 0 and Reα < m there follows
(9.13) J1m = N + 1 − nn
−Nn
−νm+n
m + n! 3F2
n − N, n + 1, m + n − ν
−N, m + n + 1 ;1
Observing the hypergeometric function we will see that this function represents an infinite series.
To compute J2m we write formula (9.3c) with (5.14) as
(9.14) J2m = −1
nβ + 1n
−Nn
∑
j=0
N−m n − ν j
j! ∇ j
n
α + n + 1 j+m
j + m!
β + n + 1N−n−m−j
N − n − m − j!
Suppose
(9.15a) fj = α + n + 1 j+m
j + m!
β + n + 1N−n−m−j
N − n − m − j!
(9.15b) gj = n − ν jj!
Then we rewrite the formula for the partial summation (5.17) as
(9.16) ∑
j=−1
N−m
∇fjgj = fN − mgN − m − f−2g−1 − ∑
j=−1
N−m−1
fj∇ jnj + 1
In particular, if fN − m = g−1 = 0 then
(9.17) ∑
j=0
N−m
∇fjgj = − ∑
j=−1
N−m−1
fj∇gj + 1 = −∑
j=0
N−m
fj − 1∇gj
Applying this formula n times gives
(9.18) ∑
j=0
N−m
∇fnjgj = −1n ∑
j=0
N−m
fj − n∇gnj
Substitution in (9.14) gives
(9.19) J2m = β + 1nΓn − ν−Nn
∑
j=0
N−m α + n + 1 j+m−n
j − n + m!
β + n + 1N−m−j
N − m − j! ∇
n j + 1n−ν−1
For the ∇ function we use formula (9.9). We obtain
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(9.20) ∇n j + 1n−ν−1 = Γn − ν
−ν j
j!
After substitution in J2m we get
(9.21) J2m = β + 1nΓn − ν−Nn
∑
j=0
N−m α + n + 1 j+m−n
j − n + m!
β + n + 1N−m−j
N − m − j!
−ν j
j!
For j = 0 the factor m − n + 1 could be less or equal then zero. Then the terms concerning this condition
should not be taken with. In this case the summation should be reversed. We set j = N − m − i. This gives
(9.22) J2m = β + 1nΓn − ν−Nn
∑
i=0
minN−m,N−n
α + n + 1N−n−i
N − n − i!
β + n + 1 i
i!
−νN−m−i
N − m − i!
After some manipulations with the Pochhammer symbols, J2m can be written as a hypergeometric function.
(9.23) J2m = β + 1n
−Nn
α + n + 1N−n
N − n!
−νN−m
N − m! 3F2
n − N,β + n + 1,−N + m
−α − N,ν − N + m + 1 ;1
With α = β = 0 there follows after again some manipulations of the Pochhammer symbols
(9.24) J2m = −1
n
Γ−ν
ΓN − m − ν
N − m! 3F2
n − N, n + 1,−N + m
−N,ν − N + m + 1 ;1
It can be shown that the hypergeometric function represents a finite series. Then with (Olver et al (2010),16.4.11)
we can rewrite the hypergeometric function. This results in
(9.25) J2m = Γν − 2nΓν + 1 − nΓ−ν
ΓN − m − ν + n + 1
N − m! 3F2
−n, n + 1,−m
−N,ν + 1 − n ; 1
For the approximate fractional difference there results from (9.3), (9.12) and (9.23)
(9.26) Iδ,nν f = Γn + 1ΓN + 1
Γ2n + α + β + 2
ΓN + n + α + β + 2
ΓN + 1 + β
Γn + 1 + β
1
δν
∑
m=1
∞
fx − mδ −νm+n
m + n! 3F2
n − N, n + α + 1, m + n − ν
−N − β, m + n + 1 ;1 +
+
Γn + 1
ΓN + 1
Γ2n + α + β + 2
ΓN + n + α + β + 2
Γα + N + 1
Γα + n + 1
1
δν
∑
m=0
N
fx + mδ −νN−m
N − m! 3F2
n − N,β + n + 1,−N + m
−α − N,ν − N + m + 1 ;1
For α = β = 0 there remains
(9.27) Iδ,nν f = Γ2n + 2ΓN + n + 2
1
Γ−ν
1
δν ∑
m=1
∞
fx − mδ Γm + n − ν
m + n! 3F2
n − N, n + 1, m + n − ν
−N, m + n + 1 ;1 +
+ −1n Γ2n + 2
ΓN + n + 2
1
Γ−ν
Γν − 2n
Γν + 1 − n
1
δν
∑
m=0
N
fx + mδ ΓN − m − ν + n + 1
N − m! 3F2
−n, n + 1,−m
−N,ν + 1 − n ; 1
For n = 1 there follows
(9.28) Iδ,1ν f = 6ΓN + 3
1
Γ−ν
1
δν ∑
m=1
∞
fx − mδ Γm + 1 − ν
Γm + 2 3
F2 1 − N, 2, m + 1 − ν−N, m + 2 ;1 −
− 6
ΓN + 3
1
Γ−ν
Γν − 2
Γν
1
δν ∑
m=0
N
fx + mδ ΓN − m − ν + 2
ΓN − m + 1 3
F2 −1, 2,−m−N,ν ; 1
The first hypergeometric function can be written as
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(9.29) 3F2 1 − N, 2, m + 1 − ν−N, m + 2 ;1 =
Γm + 2
−NΓm + 1 − ν ∑k=0
N−1
k − Nk + 1 Γk + m + 1 − ν
Γk + m + 2
Making use of
(9.30) k − Nk + 1 = k + m + 1k + m − N + 2mk + m + 1 + mN + m + 1
and of (Erdélyi (1953) I. 2.5 (16))
(9.31) ∑
k=0
N−1
Γk + a
Γk + b =
1
a − b + 1
ΓN + a
ΓN + b − 1 −
Γa
Γb − 1 a + 1 ≠ b, N > 0
there remains
(9.32) 3F2 1 − N, 2, m + 1 − ν−N, m + 2 ;1 =
=
Γm + 2Γ−ν
NΓm + 1 − νΓ3 − ν 2N + 2m − 2ν − Nν + 2
Γm − ν + 1
Γm
− 2m + Nν ΓN + m − ν + 2
ΓN + m + 1
For the second hypergeometric functions there yields
(9.33) 3F2 −1, 2,−m−N,ν ; 1 =
Nν − 2m
Nν
After substitution in (9.28) there remains
(9.34) Iδ,1ν fx 6NΓN + 3Γ3 − ν
1
δν
−1
=
= ∑
m=1
∞
fx − mδ 2N + 2m − 2ν − Nν + 2 Γm − ν + 1
Γm
− 2m + Nν ΓN + m − ν + 2
ΓN + m + 1
+
+∑
m=0
N
fx + mδ ΓN − m − ν + 2
ΓN − m + 1 
2m − Nν
10 The transfer function for the approximate fractional orthogonal difference.
Just as for the fractional orthogonal derivative it is possible to compute the transfer function for the fractional
orthogonal difference. In that case we can apply Theorem 2.1. where we take another function for the function g.
In this case we use (8.1)
(10.1) g = Iδ−μfx = δμ∑
k=0
∞ μk
k! fx − kδ δ > 0
Fourier transform of this function gives
(10.2) Gω = 1
2π
∫
−∞
∞
e iωxgxdx = δμ∑
k=0
∞ μk
k!
1
2π
∫
−∞
∞
e iωxfx − kδdx = δμ∑
k=0
∞ μk
k! e
iωkδFω
The summation is known and there follows
(10.3) Gω = 1 − e iωδ
δ
−μ
Fω
From (8.10), (8.11), (5.1) and (10.3) we obtain that if g = Iδ,n,wν f, then
(10.4) Hω = GωFω =
1 − e iωδ
δ
ν−n knn!
hnδn ∑
x=0
N
pnxwxe−ixδω
For the Hahn polynomials this becomes
(10.5) Hω = 1 − e iωδ
δ
ν−n knn!
hnδn
S
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The summation S is defined by (5.17) and computed in (5.25). We obtain
(10.6) Hω = 1 − e iωδ
δ
ν knn!
hn
β + 1N
N! F
−N + n,α + n + 1
−β − N
;e−iδω
Substitution of (5.27) yields
(10.7) Hω = −1n 1 − e iωδ
δ
ν ΓN + β + 1Γ2n + α + β + 2
Γn + β + 1ΓN + n + α + β + 2
F −N + n,α + n + 1
−β − N
;e−iδω
Comparing this formula with formula (5.28) we will see that the only difference between these formulas is the
frequency dependent factor. In the next section we will discuss this fact.
With α = β = 0 and n = 1 there remains
(10.8) Hω = − 1 − e iωδ
δ
ν 6ΓN + 1
ΓN + 3 F
1 − N, 2
−N
;e−iδω =
= − 1 − e
iωδ
δ
ν 6ΓN
ΓN + 3 ∑k=0
N−1
k − Nk + 1e−iδkω =
=
1 − e iωδ ν
δνe−iδω − 13
6ΓN
ΓN + 3 e
−iδωN+1N − Ne−iδω + 2 − 2e−iδω + Ne−iδω − N
For N = 1 there remains
(10.9) Hω = − 1 − e iωδ
δ
ν
Remark 10.1. Note that the transfer function in (10.7) is derived with a summation to infinite. For practical
reasons one should take the summation to a finite number say M. Then we have to use the transfer function
corresponding to (9.34). This is important because (9.34) is the formula to compute the approximate fractional
Hahn derivative. Then the transfer function will differ from the ideal one. Taking the Fourier transform gives for
the transfer function
(10.10) Hω 6
ΓN + 3
1
δν
−1
=
= 1
Γ2 − ν
e−iN+1ωδ ∑
m=1
M+N+1
e imωδ
Γm − ν + 1
Γm
+ 1
Γ2 − ν ∑
m=1
M
e imωδ
Γm − ν + 1
Γm
−
− 2N
1
Γ3 − ν e
−iNωδ∑
m=1
M+N
e imωδ
Γm − ν + 2
Γm
+ 2N
1
Γ3 − ν ∑
m=1
M
e imωδ
Γm − ν + 2
Γm
For M → ∞ this function becomes the same as (10.8).
If fx is causal then (10.7) can be derived from a finite sum and we do not cut of the summation. Then we can
use the transfer function (10.7) instead of (10.10).
Remark 10.2. For the filter for the fractional differentiation of Grünwald and Letnikov the approximate transfer
function (with N finite) can be simply derived from (8.21) by taking the Fourier transform. We first take the
Fourier transform of (8.21) without the limits. This gives with N = x/δ
(10.11) FGLνfxω = 1
Γ−ν
∫
0
∞
e iωx 1
δν ∑
k=0
x/δ
Γk − ν
Γk + 1 fx − kδdx
Because fx is a causal function it follows that x ≥ kδ. Substitution gives
(10.12) Hω = 1
Γ−ν
1
δν ∑
k=0
∞
Γk − ν
Γk + 1 ∫kδ
∞
e iωxfx − kδdx =
= 1
Γ−ν
1
δν ∑
k=0
∞
Γk − ν
Γk + 1 e
iωkδFω = 1 − e
iωδ
δ
ν
Fω
For δ → 0 the transfer function becomes
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(10.13) Hω = lim
δ→0
1 − e iωδ
δ
ν
= −iων
Because of section 3.11 from Diekema and Koornwinder (2012) the Grünwald-Letnikov derivative follows by
taking wj = 1 and N = n in (8.12) or α = β = 0 and N = n in (9.1). So (10.12) becomes a special case of
(10.7).
11 Application of the theory to a fractional differentiating filter.
This section treats the application of the fractional derivative in the linear filter theory. In that theory a filter is
described by three properties, e.g. the input signal, the so-called impulse response function of the filter and the
output signal. These properties are described in the time domain. The output signal is the convolution integral of
the input signal and the impulse response function of the filter. The linearity means that the output signal depends
linearly of the input signal.
One distinguishes between continuous and discrete filters, corresponding to continuity and discreteness,
respectively, of the signals involved. In the discrete case the output signal can be computed with a discrete filter
equation.
In the usage of filters there are two important items for consideration. The first item is the computation of the
output signal given the input signal. The second item is a qualification of the working of the filter.
In our opinion this second task should be preferably done in the frequency domain, where one can see the spectra
of the signal and eventually the noise. In this domain one obtains the Fourier transform of the output signal by
multiplication of the Fourier transform of the input signal with the transfer function.
In this Section we will give graphs of the absolute value of the transfer function associated with various
approximate fractional derivatives introduced in this paper. From these graphs we will get insight how these
approximations will work in practice. We think this kind of analysis, in particular when using log-log plots, is
preferable to the analysis of filters in the time domain. As an example of the latter tpye of analysis, actually for the
fractional Jacobi derivative, see a paper of Tenreiro Machado (2009a).
For the second item the transfer function of the filter should be computed. We treat here the approximate
fractional Jacobi derivative and the approximate fractional Hahn derivative. For practical computations these
become the approximate fractional Legendre derivative and the approximate fractional Gram derivative.
For the first item we can use the formula (4.18) for the Jacobi derivative and formula (9.26) for the Hahn
derivative. For the second item we had to go to the frequency domain.
In the frequency domain we suppose that the Fourier transforms of the input signal xt and the output signal
yt are Xω and Yω and does exist. The Fourier transformation of the impulse response function ht of
the filter is the transfer function Hω of the filter. For this transfer function there is the definition:
(11.1) Hω := YωXω
The function Hω is a complex function. For a graphic display of this function one uses the modulus and the
phase of the transfer function. In our case we want to see the property of the differentiation and then the graph of
the modulus of the transfer function is preferred.
For a n-th order differentiator one can show
(11.2) Hω = −iωn
In the frequency domain the graph of the modulus of the transfer function of this filter is a straight line with a
slope which depends on n. See figure 1.
Figure 1: Moduli of the transfer function of a n-th order differentiator for n = 1, n = 2 and n = 5.
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We see that for ω → ∞ the modulus of the transfer function |Hω | goes to ∞. This means that (because every
system has some high frequency noise) this filter is instable. That is the reason why a differentiating filter should
always have an integrating factor. This factor will be added to the filter so that for ω → ∞ the modulus of the
transfer function goes to zero. The filter for the orthogonal derivatives has this property. These derivatives
appears from an averaging process (least squares) and such a process will always give an integrating factor.
The formula for the transfer function of the approximate Legendre derivative is (Diekema and Koornwinder
(2012) section 5):
(11.3) Hω = Γ2n + 22nΓn + 1
1
δn
jnωδ
where the functions jn are the spherical Bessel functions (5.15). The graph of the modulus of the first order
approximate Legendre derivative with δ = 1 is given in figure 2. It is clear that for large ω the modulus of the
transfer function goes to zero. For small ω the graph is a straight line with slope 1.
Figure 2: Modulus of the transfer function of the first order Legendre derivative.
In the case that the order of the differentiating filter is not an integer, the formula of the transfer function should
be in analogue of (11.2)
(11.5) Hω = −iων
where ν can be an integer, a fractional or even a complex number. The graph of the modulus of the transfer
function is given in figure 3.
Figure 3: Moduli of the transfer functions of a fractional derivative with ν = 1, ν = 1. 5 and ν = 2.
Also in this case there is an instability. To prevent this instability one can use an approximate fractional Jacobi
differentiating filter. For the approximate Jacobi derivative the transfer function is already computed in section 5.
We repeat formula (5.5).
(11.6) Hω = −iωνe−iωδMn + α + 1, 2n + α + β + 2;2iωδ
With δ = 1 the squared absolute value of the transfer function of the approximate fractional Jacobi derivative can
be written as a series expansion as follows
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(11.7) Hω 2 = ∑
m=0
∞
−4ω2m ∑
k=0
2m n + α + β + 1kn + α + β + 12m−k
2n + α + β + 2k2n + α + β + 12m−k
−1k
k!2m − k!
For small ω a first approximation of the modulus of the transfer function gives
(11.8) Hω ∼ ων 1 − 4n + α + 1n + β + 1
2n + α + β + 222n + α + β + 3
ω2
It is clear that the formula is symmetric in α and β. The choices of α and β detect the cut-off frequency. For
simplicity we look at the frequency (and not at the exact cut-off frequency) where the transfer function has a first
maximum. From formula (11.8) the maximum frequency is
(11.9) ωmax = 2n + α + β + 22
ν2n + α + β + 3
n + α + 1n + β + 11 + ν
To simplify this formula set α = β. Then there remains
(11.10) ωmax = ν2n + 2α + 31 + ν
The shape of the curves does not change in principle. So if one wants the cut-off frequency as high as possible,
then α and β should be chosen as high as possible. For the case α = β = 0 the formula for the modulus of the
transfer function of the approximate fractional Jacobi derivative simplifies to the approximate fractional Legendre
derivative (5.14)
(11.11) Hω = ων Γ2n + 22nΓn + 1
1
ωδn
jnωδ
where the functions jn are the spherical Bessel functions with n − 1 ≤ ν ≤ n. For n = 1 and δ = 1 there
remains (see 5.15)
(11.12) Hω = 3ων−3sinω − ωcosω
The graph of the modulus of this transfer function is given in figure 4 for different values of ν.
Figure 4: Moduli of the transfer functions of a fractional Legendre derivative.
Next we treat the discrete filter.
When we apply a discrete filter the input signal and the output signal are sampled with a sample frequency which
is twice the maximum frequency of the input signal. So there is always a maximum frequency for the transfer
function of the filter. What the transfer function will do above this maximum frequency is not important
presupposing that for ω → ∞ the transfer function will go to zero. The input signal is known over N points. So
the input signal is an approximation of the true input signal.
The output signal can be computed for the N points of the input signal. This is the reason that the output signal is
always an approximation of the filtered true input signal. If the filter is a differentiator the output signal is an
approximation of the derivative of the input signal. This approximation is very dependent of N.
For the fractional orthogonal derivative we use the transfer function of the approximate derivative of the discrete
Hahn difference as derived in (10.7). For α = β = 0 this transfer function becomes that of the fractional Gram
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derivative. In the following figure we take with 0 < ν ≤ 1 and n = 1 (10.8). For N = 1 the modulus of the
transfer function of the ideal filter (10.9) has a maximum at ω = π. For different values of N the modulus of the
transfer function with δ = 1 is given in the next figure.
Figure 5: Moduli of the transfer function of the fractional Gram derivative with ν = 0. 5.
In practice (taking a finite number of points) we use the transfer function in (10.10). For δ = 1, ν = 0. 5, N = 7
and different values of M the modulus of this transfer function is shown in figure 6.
Figure 6. Moduli of the transfer functions of the fractional Hahn derivative with N = 7 and ν = 0. 5.
We see that for ω → 0 the absolute value of the transfer function tends to a constant value. Taking ω = 0 in
(10.10) there follows
(11.13) H0 6
ΓN + 3
1
δν
−1
= 1
Γ2 − ν ∑
m=1
M+N+1
Γm − ν + 1
Γm
+ 1
Γ2 − ν ∑
m=1
M
Γm − ν + 1
Γm
−
− 2N
1
Γ3 − ν ∑
m=1
M+N
Γm − ν + 2
Γm
+ 2N
1
Γ3 − ν ∑
m=1
M
Γm − ν + 2
Γm
For the summations it is to prove
(11.14) ∑
m=1
K
Γm − a
Γm
=
ΓK + 1 − a
ΓK1 − a
a ≠ 1
Then there remains
(11.15) H0 6NΓN + 3Γ4 − ν
1
δν
−1
=
= N − 2M − Nν ΓM + N − ν + 3
ΓM + N + 1
+ 3 − νN + 2M − ν + 2 ΓM − ν + 2
ΓM
The lower bound of the frequency for which the filter does a fractional differentiation can be defined with the
help of the following equation
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(11.16) ω l = 6N − 2M − NνNΓN + 3Γ4 − ν
ΓM + N − ν + 3
ΓM + N + 1
+
6 3 − νN + 2M − ν + 2
NΓN + 3Γ4 − ν
ΓM − ν + 2
ΓM
1/ν
In practice we should take this frequency 10 times higher then computed with (11.16).
For the maximum frequency we should compute the value of the frequency for the first maximum of the absolute
value of (10.10). A tedious computation leads to
(11.17) ωmax  2 6
1 − ν6N + ν + 6Nν + N2ν + N2 + 9
δ6N + ν + 6Nν + N2ν + N2 + 9
So we can define a bandwidth B of the filter which is equal to B = ωmax − ω l.
For M → ∞ we had to take the limits for the ratios of the gamma functions. Olver et al. (2010) formula 5.11.13
gives
(11.18) 1
za−b
Γz + a
Γz + b = 1 +
1
2z a − ba + b − 1 +
+ 1
24z2 
a − b − 1a − b3a + b − 12 − a − b + 1 + Oz−3
Substitution in (11.15) gives with δ = 1
(11.19) H0 = 1Mν
12N − 10ν − 18Nν + 11ν2 − 3ν3 + 6Nν2 − 6N2ν + 6N2
2NN + 2ΓN + 13 − νΓ1 − ν 1 + O
1
M
Because ν > 0 this constant goes to zero and the transfer function approximates the ideal case for low
frequencies.
With this transfer function it is seen that the filter works only well when the frequencies of the input signal lie
inside the band-pass of the filter. The maximum frequency of this band-pass is mainly dependent on the number
N and the minimum frequency on the number M.
Many authors (e.g. Diethelm et al. 2005, Galucio et al. 2006, Poosh et al. 2012, Khosravian-Arab and Torres,
2013) tried to describe the properties of a discrete fractional filter in the time domain with causal functions. Then
there are always transient effects at the initial time t = 0. There the filter has other properties than elsewhere
because of the discontinuity of the input signal (and the resulting high frequencies).
When using the transfer function the realms of lower and of higher frequencies need special attention. For the
lower frequencies the transfer function does not go to zero when using a finite number of points (in practice this is
always the case). This we call the minimum frequency effect. When the input signal is causal the transfer function
has no minimum frequency effect (this is important when for example treating differential equations). For the
higher frequencies there is always a maximum depending on the sample frequency (Shannon frequency). But for
the orthogonal derivative there is an extra maximum that is lower then the Shannon frequency. For the GL filter
there is no such maximum.
A first conclusion of this section is that when using a discrete fractional filter the properties of the filter should be
examined using the transfer function. A second conclusion is that a discrete fractional differentiating orthogonal
filter has always a certain bandwidth.
In general a fractional differentiating filter can be built from two serial filters. The first one has a transfer function
with modulus |ω|ν. The second filter is a so-called low-pass filter. This low-pass filter determines the highest
frequency for differentiation of the filter. In the case of the Jacobi filter (continuous case) one has to keep in mind
that the transfer function has side lobes. In the discrete case these side lobes are not important because there is a
maximum sample frequency. The Jacobi filter can be used if the maximum signal frequency is far beyond the side
lobes. These sides lobes go to zero for high frequencies. Hence this is a very good fractional differentiating filter.
As another example for the low-pass filter we can choose the Butterworth filter. For this filter the transfer
function is
(11.20) Hnω = −iων 1
1 + ω/ω02n
which gives a very good transfer function for fractional differentiation. There are no side lobes. In Figure 7 this is
demonstrated. There is no simple discrete analogue of this filter.
Diekema and Koornwinder (2012) make some remarks about the practical applications of the filters obtained from
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orthogonal polynomials and the Butterworth filter. In the analog integer case the Butterworth filter can be much
easier constructed physically. In the analog fractional case a filter should be built with the transfer function
−iων. This gives a difficult problem. Solutions are always approximations.
Figure 7. Modulus of the transfer function for the fractional Butterworth derivative with n = 7.
In the discrete case the Butterworth transfer function can be transformed into a filter equation. See Hamming
(1989). For more details about the Butterworth filter see Oppenheim and Schafer (1975), §5.2.1, (both analog as
discrete), Ziemer et al. (1998) (both analog as discrete), Johnson (1976), §3.2, (analog) and Hamming (1989),
§12.6, (digital).
Acknowledgments
I thank Prof. Dr. T.H. Koornwinder for his help and time offered during my writing of this paper. Especially his
hints about the Hahn polynomials were very helpful. Without his very stimulating enthusiasm and everlasting
patience this work could not be done.
Appendix A. The inverse Fourier transform of the function Fω = iω + 0b−1Ma, c; iω.
In this section we prove
(A.1) ℱ−1 iω + 0b−1Ma, c; iω y =
=
0 1 < y
2π Γc
ΓaΓ1 − a − b + c y
a−b1 − yc−a−bF 1 − b, c − b
c + 1 − a − b ; 1 − y 0 < y < 1
2π
Γ1 − b
1
1 − yb
F b, c − a
c
; 11 − y y < 0
with conditions for the parameters: a, b, c ∈ ℝ and 0 < b < mina, c − a.
The inverse Fourier transform is given by
(A.2) I = ℱ−1 iω + 0b−1Ma, c; iω y = 1
2π
∫
−∞
∞
iω + 0b−1Ma, c; iωe−iωydω =
= e
iπb−1/2
2π
∫
0
∞
ωb−1Ma, c; iωe−iωydω + e
−iπb−1/2
2π
∫
0
∞
ωb−1Ma, c;−iωe iωydω
If a, c ∈ ℝ then |Ma;c; ix | ≤ C|x|max−a,a−c [Erdélyi (1953) formula 6.13(2)]. The conditions for the
parameters that the above integrals converge absolutely are 0 < b < mina, c − a, so the inverse Fourier
transform exists. We can rewrite the integral in (A.2) as
(A.3) I = e iπb−1/2
2π
lim
↓0
∫
0
∞
ωb−1Ma, c; iωe−ω+iydω + e
−iπb−1/2
2π
lim
↓0
∫
0
∞
ωb−1Ma, c;−iωe−ω−iydω
The integrals are known [Erdélyi (1953) formula 6.10(5)]. There follows
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(A.4) I = Γb
2π
lim
↓0
e iπb−1/2
iy + b
F a, b
c
; i
 + iy +
Γb
2π
lim
↓0
e−iπb−1/2
 − iyb
F a, b
c
; −i
 − iy
Taking the limit gives
(A.5) I = −i Γb
2π
1
y − i0b
F a, b
c
; 1y − i0 + i
Γb
2π
1
y + i0b
F a, b
c
; 1y + i0
Because there is a cut we distinguish three possibilities.
I. For y > 1 there remains
(A.6) I = i Γb
2π
1
yb
F a, b
c
; 1y − i
Γb
2π
1
yb
F a, b
c
; 1y = 0
II. For 0 < y < 1 there remains
(A.7) I = i Γb
2π
1
y + i0b
F a, b
c
; 1y + i0 − i
Γb
2π
1
y − i0b
F a, b
c
; 1y − i0
We use formula 2.10(4) of Erdélyi (1953). These formula gives
(A.8) F a, b
c
; z =
ΓcΓc − a − b
Γc − aΓc − b
1
za
F a, a + 1 − c
a + b + 1 − c ; 1 −
1
z +
+
ΓcΓa + b − c
ΓaΓb
1 − zc−a−b
zc−a
F c − a, 1 − a
c + 1 − a − b ; 1 −
1
z
Application gives
(A.9) I = i Γb
2π
1
yb
ΓcΓa + b − c
ΓaΓb y
c−a 1 − 1y + i0
c−a−b
F c − a, 1 − a
c + 1 − a − b ; 1 − y −
− i Γb
2π
1
yb
ΓcΓa + b − c
ΓaΓb y
c−a 1 − 1y − i0
c−a−b
F c − a, 1 − a
c + 1 − a − b ; 1 − y
After a little computation there follows
(A.10) I = 2π Γc
ΓaΓ1 − a − b + c 1 − y
c−a−bF c − a, 1 − a
c + 1 − a − b ; 1 − y
Application of Olver et al. (2010) formula 15.8. gives at last
(A.11) I = 2π Γc
ΓaΓ1 − a − b + c y
a−b1 − yc−a−bF 1 − b, c − b
c + 1 − a − b ; 1 − y
III. For y < 0 there remains
(A.12) I = i Γb
2π
1
−yb
e−iπb − e iπb F a, b
c
; 1y =
2π
Γ1 − b
1
−yb
F a, b
c
; 1y
Application of Olver et al. (2010) formula 15.8.1 gives
(A.13) I = 2π
Γ1 − b
1
1 − yb
F b, c − a
c
; 11 − y
Gathering the results proves (A.1).□
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