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1 Introduction
In this paper, we investigate the long time behaviour of stochastic scalar conservation laws with mul-
tiplicative noise. The (deterministic) conservation laws are fundamental to our understanding of the
space-time evolution laws of interesting physical quantities. Mathematically or statistically, such phys-
ical laws should incorporate with noise influences, due to the lack of knowledge of certain physical
parameters as well as bias or incomplete measurements arising in experiments or modeling. More pre-
cisely, fix any T > 0 and let (Ω,F , P, {Ft}t∈[0,T ], ({βk(t)}t∈[0,T ])k∈N) be a stochastic basis. Without loss of
generality, here the filtration {Ft}t∈[0,T ] is assumed to be complete and {βk(t)}t∈[0,T ], k ∈ N, are indepen-
dent (one-dimensional) {Ft}t∈[0,T ]−Wiener processes. We use E to denote the expectation with respect to
the probability measure P. Let D ⊂ Rd denote a bounded domain with Lipschitz boundary ∂D. We are
concerned with the following initial-Dirichlet boundary valued problem of the scalar conservation law
with stochastic forcing, denoted by E(A,Φ, ϑ):
du + div(A(u))dt = Φ(u)dW(t) in D × (0, T ), (1.1)
with the initial condition
u(0, ·) = ϑ in D, (1.2)
and the boundary condition
u = 0, on Σ. (1.3)
Here, Σ = (0, T ) × ∂D, u : (ω, t, x) ∈ Ω × [0, T ] × D 7→ u(ω, t, x) := u(t, x) ∈ R is a random field, the
flux function A : R → Rd and the coefficient Φ : R → R are measurable and fulfill certain conditions
specified later, and W is a cylindrical Wiener process on a given (separable) Hilbert space U with the
form W(t) =
∑
k≥1 βk(t)ek, t ∈ [0, T ], where (ek)k≥1 is a complete orthonormal basis of the Hilbert space
U. Set Q = (0, T ) × D.
The deterministic conservation laws (i.e., Φ ≡ 0 in (1.1)) is well studied in the PDEs literature, see
e.g. the monograph [6] and the most recent reference Ammar, Willbold and Carrillo [1] (and references
therein). As well known, the Cauchy problem for the deterministic first-order PDE (1.1) does not admit
any (global) smooth solutions, but there exist infinitely many weak solutions and an additional entropy
condition has to be added to get the uniqueness and further to identify the physical weak solution. The
notion of entropy solutions for the deterministic problem in the L∞ framework was initiated by Otto in
[22]. Porretta and Vovelle [23] studied the problem in the L1 setting. To deal with unbounded solutions,
the authors of [23] defined a notion of renormalized entropy solutions which generalized Otto’s original
definition of entropy solutions. The kinetic formulation of weak entropy solution of the Cauchy problem
for a general multidimensional scalar conservation laws was derived by Lions, Perthame and Tadmor
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in [20]. Concerning the initial-boundary problem for deterministic conservation laws, it is crucial to
give an interpretation of the boundary condition (1.3). In the setting of functions of bounded variation,
Bardos, Le Roux and Nédélec [2] considered the boundary condition (1.3) as an “entropy” inequality
on the boundary Σ and obtained the global well-posedness of entropy solutions to (1.1)-(1.3). Later,
Otto [22] extended it to the L∞ setting by introducing the notion of boundary entropy-flux pairs. Imbert
and Vovelle [16] derived a kinetic formulation of weak entropy solutions of the initial-boundary value
problem and proved the uniqueness of such a kinetic solution.
In recent years, there has been a growing interest in the study of conservation laws driven by stochas-
tic forcing. Having a stochastic forcing term in (1.1) is very natural and important for various modeling
problems arising in a wide variety of fields, e.g., physics, engineering, biology and so on. The Cauchy
problem (1.1) driven by additive noise has been studied by Kim in [17] wherein the author proposed a
method of compensated compactness to prove the existence of a stochastic weak entropy solution via
vanishing viscosity approximation. Concerning the case with multiplicative noise, Feng and Nualart
[14] introduced a notion of strong entropy solutions and established the existence and uniqueness in the
one-dimensional case. Using a kinetic formulation, Debussche and Vovelle [10] solved the stochastic
Cauchy problem (1.1) with periodic boundary condition in any dimension. Based on [10], Dong et. al.
[12] established small noise large deviations for kinetic solutions of periodic stochastic conservation laws
with multiplicative noise. On the other hand, Vallet and Wittbold in [25] studied the multi-dimensional
Dirichlet boundary value problem for stochastic conservation laws driven by additive noise. For the
initial-Dirichlet boundary value problem with multiplicative noise, Bauzet, Vallet and Wittbold [3] es-
tablished the existence and uniqueness of stochastic entropy solutions when the flux function is assumed
to be globally Lipschitz. Recently, Kobayasi and Noboriguchi [18] relaxed the condition on the flux
function to be of polynomial growth by using kinetic formulation for stochastic conservation laws with
nonhomogeneous Dirichlet boundary conditions.
We remark that there are not many works on the long time behavior/ergodicity of stochastic scalar
conservation laws. In the space dimension one, E et. al. [13] proved the existence and uniqueness of
invariant measures for the periodic stochastic inviscid Burgers equation with additive forcing. Debussche
and Vovelle [11] studied scalar conservation laws with additive stochastic forcing on toruses of any
dimension and proved the existence and uniqueness of an invariant measure for sub-cubic fluxes and
sub-quadratic fluxes, respectively. Later, Chen and Pang [4] extend the result of [11] to degenerate
second-order parabolic-hyperbolic conservation laws driven by additive noise. We want to stress that in
the above papers, only additive noise was considered and no convergence rate to the invariant measure
was obtained.
The purpose of this paper is to obtain the ergodicity and further to establish the polynomial mixing
property for stochastic conservation laws (1.1)-(1.3) driven by multiplicative noise. As far as we know,
this is the first result for the case of multiplicative noise. Our method is inspired by the work [8] where
the authors proved the ergodicity for entropy solutions of stochastic porous media equations on smooth
bounded domain with Dirichlet boundary conditions.
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However, we will work on the setting of kinetic formulation of the solutions. As in [8], in order to
obtain a polynomial rate of convergence to the invariant measure, we choose to work on a weighted L1w;x
space for a suitable weight function w. As an important part of the proof, we apply the doubling variables
method in L1w;x to obtain a “super L
1
w;x−contration principle” for the solutions, that is, there exists an extra
strictly negative term on the right hand side of the L1x−contration principle (see (4.6)), which is the key to
obtain the polynomial decay rate. As the invariant measure is living in the L1x-space, we need to show that
the kinetic solution to (1.1)-(1.3) has a continuous extension (with respect to the time) in the space L1ωL
1
x.
To do so, we use the vanishing viscosity method to introduce approximating equations and to overcome
difficulties caused by the unboundedness of the flux function. This is quite different from the work [8]
where the authors used smooth approximation of the coefficients. The Markov semigroup associated
with the kinetic solution is defined in the L1x-space, which is further proved to be Feller. The final step is
to show that the solutions of the stochastic conservation laws converges to a unique stationary solution
with a polynomial convergence rate. The “super L1w;x−contration principle” plays a key role.
The rest of the paper is organized as follows. In Section 2, the mathematical formulation of stochastic
scalar conservation laws and some known results are presented. In Section 3, we state our main results.
Section 4 is devoted to proving a “super L1w;x−contration principle” for the kinetic solutions. The exis-
tence of a continuity extension of kinetic solutions is proved in Section 5. In Section 6, we prove that the
kinetic solution of the initial-boundary value problem admits a unique invariant measure and satisfies the
polynomial mixing property.
In the sequel, we use the letter C to denote a generic constant whose values may change from one
line to another. Sometimes, we precise its dependence on parameters.
2 Preliminaries
Let L(K1,K2) (resp. L2(K1,K2)) be the space of bounded (resp. Hilbert-Schmidt) linear operators from
a Hilbert space K1 to another Hilbert space K2, whose norm is denoted by ‖ · ‖L(K1,K2)(resp. ‖ · ‖L2(K1,K2)).
Further, Cb represents the space of bounded, continuous functions. Let ‖ · ‖Lpx denote the norm of the
Lp(D)-space for p ∈ (0,∞], where x indicates the name of the variable. In particular, when p = 2, we
set H = L2(D). For all a ∈ R and p ∈ (0,∞], denote by Wa,p(D) the usual Sobolev space, whose norm is
denoted by ‖ · ‖Wa,px . When p = 2, set H
a(D) = Wa,2(D). Moreover, we use the brackets 〈·, ·〉 to denote the
duality between C∞c (D×R) and the space of distributions over D×R. With a slight abuse of the notation
〈·, ·〉, we set
〈F,G〉 :=
∫
D
∫
R
F(x, ξ)G(x, ξ)dxdξ, F ∈ Lp(D × R),G ∈ Lq(D × R).
for 1 ≤ p < ∞ and q := p
p−1
, the conjugate exponent of p. In particular, when p = 1, we set q = ∞ by
convention.
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For a measure m on the Borel measurable space D × [0, T ] × R, the shorthand m(φ) is defined by
m(φ) := 〈m, φ〉([0, T ]) :=
∫
D×[0,T ]×R
φ(x, t, ξ)dm(x, t, ξ), φ ∈ Cb(D × [0, T ] × R).
Define
w(x) = −(x1 + x2 + · · · + xd) +C0, (2.1)
where C0 is a constant bigger than maxx∈D(x1+ x2+ · · ·+ xd) so that w(x) > 0 in D. Let L
1
w;x be the space
of all measurable functions f : D→ R such that
‖ f ‖L1w;x :=
∫
D
| f (x)|w(x)dx < ∞.
Clearly, L1w;x is equivalent to L
1
x.
To end this subsection, we mention some notations related to the predictability. For a stochastic basis
(Ω,F , {Ft}t∈[0,T ], P) and p ∈ [1,∞), we denote by L
p
ω the space of p−integrable random variables in
ω ∈ Ω. For T > 0, let B([0, T ]) be the Borel σ−algebra on [0, T ] and denote by PT ⊂ B([0, T ]) ⊗ F
the predictable σ−algebra. Let L
p
ωL
q
x stand for the space of p−integrable random variables taking values
in L
q
x and L
p
ω;tL
q
x represent the set of functions v ∈ L
p(Ω × [0, T ]; L
q
x) which are equal dt × P−almost
everywhere to a predictable process u, where dt is the Lebesuge measure on [0, T ].
2.1 Hypotheses
For the initial value ϑ, the flux function A, and the coefficient Φ of (1.1)-(1.3), we introduce the following
hypotheses.
(H1) The flux function A ∈ C2(R;Rd). Each component A j is differentiable, strictly increasing and odd.
The derivative a j = A
′
j
≥ 0 has at most polynomial growth. That is, there exist constants C > 0
and q0 ≥ 1 such that
d∑
j=1
|a j(ξ) − a j(ζ)| ≤ C(1 + |ξ|
q0−1 + |ζ |q0−1)|ξ − ζ |. (2.2)
Moreover, assume
d∑
j=1
|A j(u) − A j(v)| ≥ Cq0 |u − v|
q0+1, for u, v ∈ R. (2.3)
(H2) The initial value ϑ ∈ L
q
ωL
q
x for some q > 2(q0 + 1), which is an F0 ⊗ B(D)−measurable random
variable.
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(H3) For each u ∈ R, the map Φ(u) : U → H is defined by Φ(u)ek = gk(·, u), where gk(·, u) is a regular
function on D. More precisely, we assume that gk ∈ C(D × R) satisfying
G2(x, u) =
∑
k≥1
|gk(x, u)|
2 ≤ C0(1 + |u|
2), (2.4)
∑
k≥1
|gk(x, u) − gk(y, v)|
2 ≤ C0
(
|x − y|2 + |u − v|2
)
, (2.5)
for some constant C0 > 0 and x, y ∈ D, u, v ∈ R. Since ‖gk‖H ≤ C‖gk‖C(D), we deduce that
Φ(u) ∈ L2(U,H), for each u ∈ R.
To deduce the L1−theory of (1.1)-(1.3), we need a stronger condition than (H3) on Φ:
(H4) There exist constants Ck such that
|gk(x, u)| ≤ Ck(1 + |u|),
∑
k≥1
C2k < ∞, (2.6)
and (2.5) remain unchanged.
Remark 1. The set of Ai satisfying Hypothesis (H1) is not empty, e.g. taking Ai(u) =
1
d
|u|q0u with an
even integer q0. Moreover, the condition (2.3) shows that there exists at least one non-zero component of
A(u), which satisfies the non-degeneracy condition required by Theorem 1 in [11].
Remark 2. The condition q > 2(q0 + 1) in (H2) is required to apply the generalized Itô formula from
Proposition A.1 in [9], see the proof of Theorem 3.2.
2.2 Kinetic solution
We follow closely the framework of [18, 19]. Firstly, the domain D can be localized by the following
method: choosing a finite open cover {Ui}i=0,...,M of D¯ and a partition of unity {λi}i=0,...,M on D¯ subject to
{Ui}i=0,...,M such that U0 ∩ ∂D = ∅, for i = 1, . . . ,M,
Di := D ∩Ui =
{
x ∈ Ui; (Aix)d > hi(Aix)
}
, ∂Di := ∂D ∩Ui =
{
x ∈ Ui; (Aix)d = hi(Aix)
}
,
with a Lipschitz function hi : R
d−1 → R, whereAi is an orthogonal matrix corresponding to a change of
coordinates of Rd and y¯ = (y1, . . . , yd−1) for y ∈ R
d. In order to emphasize the correspondence between
Ui and λi, we denote by Uλi = Ui,D
λi = Di, hλi = hi.
For the sake of simplicity, we will drop the index i of λi and suppose that the matrix Ai = I.
Moreover, we set
Qλ = (0, T ) × Dλ, Σλ = (0, T ) × ∂Dλ, Πλ = {x¯; x ∈ Uλ}.
Denote by Lλ the Lipschitz constant of hλ on Π
λ and set L :=
∑M
i=0 Lλi .
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To regularize functions that are defined on Dλ and R, let us consider a standard modifier ψ on R, that
is, ψ is a nonnegative and even function in C∞c ((−1, 1)) with
∫
R
ψ = 1. We set
ρλ(x) = Πd−1i=1 ψ(xi)ψ(xd − (Lλ + 1)),
for x = (x1, . . . , xd). For γ, δ > 0, we set ρ
λ
γ(x) =
1
γd
ρλ
(
x
γ
)
and ψδ(ξ) =
1
δψ
(
ξ
δ
)
.
Recall that we are working on the stochastic basis (Ω,F , P, {Ft}t∈[0,T ], (βk(t))k∈N).
Definition 2.1. (Kinetic measure) A map m from Ω toM+
0
(D × [0, T ) × R), the set of non-negative finite
measures over D × [0, T ) × R, is said to be a kinetic measure if
1. m is weakly measurable, that is, for each φ ∈ Cb(D × [0, T ) × R), 〈m, φ〉 : Ω→ R is measurable,
2. m vanishes at infinity, i.e.,
lim
R→+∞
E[m(D × [0, T ) × BcR)] = 0, B
c
R := {ξ ∈ R; |ξ| ≥ R}, (2.7)
3. for every φ ∈ Cb(D × R), the process
(ω, t) ∈ Ω × [0, T ) →
∫
D×[0,t]×R
φ(x, ξ)dm(x, s, ξ) ∈ R is predictable.
Definition 2.2. (Kinetic solution) Let ϑ ∈ L
q
ωL
q
x. A measurable function u : Ω× [0, T ]×D→ R is called
a kinetic solution to (1.1)-(1.3) with datum ϑ if
1. u ∈ L
q
ω;tL
q
x and for any 1 ≤ p ≤ q, there exists Cp ≥ 0 such that
E ess sup
0≤t≤T
‖u(t)‖
p
L
p
x
≤ Cp, (2.8)
2. there exists a kinetic measure m and for any N > 0, there exist nonnegative functions m¯±
N
∈ L1(Ω ×
Σ × (−N,N)) such that {m¯±
N
(t)} are predictable,
lim
ξ↑N
m¯+N(t, x, ξ) = lim
ξ↓−N
m¯−N(t, x, ξ) = 0,
for all ϕ ∈ C∞c ([0, T ) × D¯ × (−N,N)), f := Iu>ξ satisfies
∫ T
0
〈 f (t), ∂tϕ(t)〉dt + 〈 f0, ϕ(0)〉 +
∫ T
0
〈 f (t), a(ξ) · ∇ϕ(t)〉dt + MN
∫
Σ×R
fbϕdξdσ(x)dt
= −
∑
k≥1
∫ T
0
∫
D
gk(x, u(t, x))ϕ(t, x, u(t, x))dxdβk (t)
−
1
2
∫ T
0
∫
D
∂ξϕ(t, x, u(t, x))G
2(x, u(t, x))dxdt
+m(∂ξϕ) +
∫
Σ×R
∂ξϕm¯
+
Ndξdσ(x)dt, a.s., (2.9)
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and f¯ := 1 − f = Iu≤ξ satisfies
∫ T
0
〈 f¯ (t), ∂tϕ(t)〉dt + 〈 f¯0, ϕ(0)〉 +
∫ T
0
〈 f¯ (t), a(ξ) · ∇ϕ(t)〉dt + MN
∫
Σ×R
f¯bϕdξdσ(x)dt
=
∑
k≥1
∫ T
0
∫
D
gk(x, u(t, x))ϕ(t, x, u(t, x))dxdβk (t)
+
1
2
∫ T
0
∫
D
∂ξϕ(t, x, u(t, x))G
2(x, u(t, x))dxdt
−m(∂ξϕ) −
∫
Σ×R
∂ξϕm¯
−
Ndξdσ(x)dt, a.s., (2.10)
where a(ξ) := A′(ξ), G2 =
∑∞
k=1 |gk |
2, MN = max
−N≤ξ≤N
|a(ξ)|, f0 = Iϑ>ξ and fb = I0>ξ .
Remark 3. The boundary function m¯± does not appear in the case of the periodic boundary condition.
In this case, it is enough to consider the equality (2.9) for f (the equality satisfied by f¯ can be derived
from (2.9)). However, in the case of the Dirichlet boundary conditions, the boundary functions m¯+ and
m¯− are different from each other, thus, we need to consider both (2.9) and (2.10).
We need the following definition.
Definition 2.3. (Young measure) Let (X, λ) be a finite measure space andM1(R) be the set of all (Borel)
probability measures on R. A map ν : X → M1(R) is said to be a Young measure on X, if for each
φ ∈ Cb(R), the map z ∈ X 7→ νz(φ) ∈ R is measurable. We say that a Young measure ν vanishes at infinity
if, for each 1 ≤ p ≤ q,
∫
X
∫
R
|ξ|pdνz(ξ)dλ(z) < +∞. (2.11)
Let (X, λ) be a finite measure space. For some measurable function u : X → R, define f : X ×
R → [0, 1] by f (z, ξ) = Iu(z)>ξ a.e. and we use f¯ := 1 − f to denote its conjugate function. Define
Λ f (z, ξ) := f (z, ξ) − I0>ξ , which can be viewed as a correction to f . Note that Λ f is integrable on X × R
if u is.
Define two non-increasing functions µm(ξ) and µν(ξ) on R by
µm(ξ) = Em([0, T ) × D × (ξ,∞)), (2.12)
µν(ξ) = E
∫
(0,T )×D×(ξ,∞)
dνt,x(ζ)dxdt. (2.13)
where m is a kinetic measure and ν is a Young measure satisfying (2.11). Let D be the set of ξ ∈ (0,∞)
such that both of µm and µν are differentiable at −ξ and ξ. Clearly, D is a full set in (0,+∞). Denote by
µ′m and µ
′
ν the derivatives of µm and µν, respectively. It was shown in Lemma 2 of [18] that
Lemma 2.1. (i) For any 0 ≤ p ≤ q,
lim sup
ξ→∞,ξ∈D
µ′m(±ξ) = 0, lim sup
ξ→∞,ξ∈D
ξpµ′ν(±ξ) = 0.
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(ii) If N ∈ D, then as δ ↓ 0,
∫
R
ψδ(N ± ζ)dµm(ζ) → µ
′
m(∓N),
∫
R
ψδ(N ± ζ)(1 + |ζ |
2)dµν(ζ)→ (1 + N
2)µ′ν(∓N).
It is shown in [10] that for each kinetic solution u, almost surely the function f = Iu(x,t)>ξ admits left
and right weak limits at any point t ∈ [0, T ]. More precisely, the following results are obtained.
Proposition 2.1. (Left and right weak limits) Let u be a kinetic solution to (1.1)-(1.3). Then f = Iu>ξ
admits, almost surely, left and right limits respectively at every point t ∈ [0, T ]. More precisely, for any
t ∈ [0, T ], there exist functions f t± on Ω × D × R such that P−a.s.
〈 f (t − ε), ϕ〉 → 〈 f t−, ϕ〉
and
〈 f (t + ε), ϕ〉 → 〈 f t+, ϕ〉
as ε→ 0 for all ϕ ∈ C1c (D × R). Moreover, almost surely,
〈 f t+ − f t−, ϕ〉 = −
∫
D×[0,T ]×R
∂ξϕ(x, ξ)I{t}(s)dm(x, s, ξ).
In particular, almost surely, the set of t ∈ [0, T ] fulfilling that f t+ , f t− is countable.
For the function f = Iu>ξ , we set f
±(t) = f t±, t ∈ [0, T ]. Since we are dealing with the filtration
associated to Brownian motion, both f ± are clearly predictable as well. Also f = f + = f − almost
everywhere in time and we can take any of them in an integral with respect to the Lebesgue measure or
in a stochastic integral.
Due to Proposition 2.1, the weak form (2.9)-(2.10) satisfied by a kinetic solution can be strengthened
to be weak only respect to x and ξ. In order to state it, we need to introduce the cutoff function, for any
0 < η < N,
Ψη(ξ) =
∫ ξ
−∞
(ψη(ζ + N − η) − ψη(ζ − N + η))dζ.
With the help of the cutoff function, the test functions in (2.9) and (2.10) can be extended to the class of
functions in C∞c ([0, T ) × R
d × R). The following result was proved in [18].
Proposition 2.2. Assume u is a kinetic solution of (1.1)-(1.3). Set f := Iu>ξ and define
f λ,γ(t, x, ξ) =
∫
Dλ
f (t, y, ξ)ρλγ(y − x)dy,
for any element λ of the partition of unity {λi} on D¯. Let f˜
(λ) be any weak star limit of { f λ,γ} as γ → 0 in
L∞(Ω × Σλ × R) and define f˜ :=
∑M
i=0 λi f˜
(λi). Then
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(i) for any ϕ ∈ C∞c (R
d × R), t ∈ [0, T ), η > 0 and N > 0, the function f = Iu>ξ satisfies
−
∫
D
∫ N
−N
Ψη f
+(t)ϕdξdx +
∫ t
0
∫
D
∫ N
−N
Ψη f a(ξ) · ∇ϕdξdxds
+
∫
D
∫ N
−N
Ψη f0ϕdξdx +
∫ t
0
∫
∂D
∫ N
−N
Ψη(−a(ξ) · n) f˜ϕdξdσds
= −
∑
k≥1
∫ t
0
∫
D
∫ N
−N
Ψηgk(x, ξ)ϕdνx,s(ξ)dxdβk(s)
−
1
2
∫ t
0
∫
D
∫ N
−N
Ψη∂ξϕG
2(x, ξ)dνx,s(ξ)dxds +
∫
[0,t]×D×(−N,N)
Ψη∂ξϕdm
+
1
2
∫ t
0
∫
D
∫ N
−N
(
ψη(N − ξ − η) − ψη(N + ξ − η)
)
G2(x, ξ)ϕdνs,x(ξ)dxds
−
∫
[0,t]×D×(−N,N)
(
ψη(N − ξ − η) − ψη(N + ξ − η)
)
ϕdm a.s. (2.14)
and f¯ = Iu≤ξ satisfies
−
∫
D
∫ N
−N
Ψη f¯
+(t)ϕdξdx +
∫ t
0
∫
D
∫ N
−N
Ψη f¯ a(ξ) · ∇ϕdξdxds
+
∫
D
∫ N
−N
Ψη f¯0ϕdξdx +
∫ t
0
∫
∂D
∫ N
−N
Ψη(−a(ξ) · n)
˜¯fϕdξdσds
=
∑
k≥1
∫ t
0
∫
D
∫ N
−N
Ψηgk(x, ξ)ϕdνx,s(ξ)dxdβk(s)
+
1
2
∫ t
0
∫
D
∫ N
−N
Ψη∂ξϕG
2(x, ξ)dνx,s(ξ)dxds −
∫
[0,t]×D×(−N,N)
Ψη∂ξϕdm
−
1
2
∫ t
0
∫
D
∫ N
−N
(
ψη(N − ξ − η) − ψη(N + ξ − η)
)
G2(x, ξ)ϕdνs,x(ξ)dxds
+
∫
[0,t]×D×(−N,N)
(
ψη(N − ξ − η) − ψη(N + ξ − η)
)
ϕdm a.s. (2.15)
where ν = −∂ξ f = ∂ξ f¯ = δu=ξ .
(ii) P−a.s., for a.e. (t, x) ∈ Σ, we have
−a(ξ) · n(x¯) f˜ (t, x, ξ) = MN fb(t, x, ξ) + ∂ξm¯
+
N(t, x, ξ), (2.16)
−a(ξ) · n(x¯) ˜¯f (t, x, ξ) = MN f¯b(t, x, ξ) − ∂ξm¯
−
N(t, x, ξ) (2.17)
for a.e. ξ ∈ (−N,N).
We remark that the weak star limit f˜ (λ) may depend on the chosen subsequence {γn}n≥1 ⊂ {γ}γ>0.
From now on, when considering γ → 0, we always refer to a subsequence of {γn}n≥1 converging to 0.
For any s ∈ (0, T ), replacing the starting point 0 by s, we obtain
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Lemma 2.2. For all 0 < s < T and ϕ ∈ C∞c (R
d × R), the function f = Iu>ξ associated to the kinetic
solution u of (1.1)-(1.3) satisfies that
−
∫
D
∫ N
−N
Ψη f
+(t)ϕdξdx +
∫ t
s
∫
D
∫ N
−N
Ψη f a(ξ) · ∇ϕdξdxdr
+
∫
D
∫ N
−N
Ψη f
+
s ϕdξdx +
∫ t
s
∫
∂D
∫ N
−N
Ψη(−a(ξ) · n) f˜ϕdξdσdr
= −
∑
k≥1
∫ t
s
∫
D
∫ N
−N
Ψηgk(x, ξ)ϕdνx,r(ξ)dxdβk(r)
−
1
2
∫ t
s
∫
D
∫ N
−N
Ψη∂ξϕG
2(x, ξ)dνx,r(ξ)dxdr +
∫
(s,t]×D×(−N,N)
Ψη∂ξϕdm
+
1
2
∫ t
s
∫
D
∫ N
−N
(
ψη(N − ξ − η) − ψη(N + ξ − η)
)
G2(x, ξ)ϕdνr,x(ξ)dxdr
−
∫
(s,t]×D×(−N,N)
(
ψη(N − ξ − η) − ψη(N + ξ − η)
)
ϕdm a.s. (2.18)
on [s, T ).
Existence and uniqueness of a solution to (1.1)-(1.3) with initial datum ϑ ∈ L∞(Ω × D) has been
proved by [18]. This result can easily be extended to initial data in L
q
ωL
q
x for q bigger than the degree of
polynomial growth of the flux function A (cf. [19]). Precisely the following result can be proved.
Theorem 2.3. Under Hypotheses (H1)-(H3), there exists a unique kinetic solution to (1.1)-(1.3) with
initial datum ϑ ∈ L
q
ωL
q
x, which has almost surely continuous trajectories in L
q
x.
2.3 Renormalized kinetic solution
As the invariant measures are living in L1x, in this part, we need to extend the initial data u0 from L
q
x to
L1x. This generalization, the so called L
1-theory, has been done in several papers. The L1x−theory for the
periodic scalar conservation laws driven by stochastic forcing was developed in [11], which generalized
the deterministic results established by Chen and Perthame [5]. Later, Noboriguchi [21] developed the
L1x−theory for periodic stochastic scalar conservation laws driven by multiplicative noise.
To state the L1x−theory of (1.1)-(1.3), we shall extend the notion of solutions from kinetic solutions
to renormalized kinetic solutions. Firstly, we need a weak version of kinetic measures.
Definition 2.4. (Weak kinetic measure) A map m from Ω to M+
0
(D × [0, T ) × R) is said to be a weak
kinetic measure if
1. m is weakly measurable,
2. m vanishes at infinity in average:
lim
R→+∞
1
R
E[m(D × [0, T ) × {ξ ∈ R;R ≤ |ξ| ≤ 2R})] = 0,
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3. for every φ ∈ Cb(D × R), the process
(ω, t)→
∫
D×[0,t]×R
φ(x, ξ)dm(x, s, ξ) ∈ R is predictable.
The following is a weak version of kinetic solution called renormalized kinetic solution.
Definition 2.5. (Renormalized kinetic solution) Let ϑ ∈ L1x. A measurable function u : Ω×[0, T ]×D→ R
is called a renormalized kinetic solution to (1.1)-(1.3) with datum ϑ, if
1. u ∈ L1ω;tL
1
x and
E ess sup
0≤t≤T
‖u(t)‖L1x < +∞, (2.19)
2. there exists a weak kinetic measure m and if, for any N > 0, there exist non-negative functions
m¯±
N
∈ L1(Ω × Σ × (−N,N)) such that {m¯±
N
(t)} are predictable,
lim
ξ↑N
m¯+N(t, x, ξ) = lim
ξ↓−N
m¯−N(t, x, ξ) = 0,
for all ϕ ∈ C∞c ([0, T ) × D¯ × (−N,N)), f := Iu>ξ satisfies
∫ T
0
〈 f (t), ∂tϕ(t)〉dt + 〈 f0, ϕ(0)〉 +
∫ T
0
〈 f (t), a(ξ) · ∇ϕ(t)〉dt + MN
∫
Σ×R
fbϕdξdσ(x)dt
= −
∑
k≥1
∫ T
0
∫
D
gk(x, u(t, x))ϕ(t, x, u(t, x))dxdβk (t)
−
1
2
∫ T
0
∫
D
∂ξϕ(t, x, u(t, x))G
2(x, u(t, x))dxdt
+
∫
[0,T )×D×R
∂ξϕdm +
∫
Σ×R
∂ξϕm¯
+
Ndξdσ(x)dt, a.s., (2.20)
and f¯ := 1 − f = Iu≤ξ satisfies
∫ T
0
〈 f¯ (t), ∂tϕ(t)〉dt + 〈 f¯0, ϕ(0)〉 +
∫ T
0
〈 f¯ (t), a(ξ) · ∇ϕ(t)〉dt + MN
∫
Σ×R
f¯bϕdξdσ(x)dt
=
∑
k≥1
∫ T
0
∫
D
gk(x, u(t, x))ϕ(t, x, u(t, x))dxdβk (t)
+
1
2
∫ T
0
∫
D
∂ξϕ(t, x, u(t, x))G
2(x, u(t, x))dxdt
−
∫
[0,T )×D×R
∂ξϕdm −
∫
Σ×R
∂ξϕm¯
−
Ndξdσ(x)dt, a.s.. (2.21)
3 Statement of main results
In this section, we state the main results whose proofs are given in Sections 4, 5, and 6.
12
3.1 The contraction inequality in the weighted space
From Theorem 2.3, we know that for any initial datum ϑ ∈ L
q
ωL
q
x, (1.1)-(1.3) admits a unique kinetic
solution u(t;ϑ) ∈ L
q
ωL
q
x for almost all t ∈ [0, T ). Our first result reads as follows.
Theorem 3.1. Let u(t;ϑ) and u(t; ϑ˜) are kinetic solutions of E(A,Φ, ϑ) and E(A,Φ, ϑ˜), respectively.
Under Hypotheses (H1)-(H3),
ess sup
0≤t≤T
E‖u(t;ϑ) − u(t; ϑ˜)‖L1w;x ≤ E‖ϑ − ϑ˜‖L1w;x . (3.1)
3.2 The continuous extension in the weighted space
In this part, we state the various extensions of the kinetic solutions of (1.1)-(1.3).
Theorem 3.2. Assume Hypotheses (H1)-(H3) hold. If u is a kinetic solution to (1.1)-(1.3), then u ∈
C([0, T ]; L1ωL
1
w;x).
Then, with the help of (3.1) and Theorem 3.2, we derive the following extension of u with respect to
the initial value. That is,
Proposition 3.3. Under Hypotheses (H1)-(H3), the mapping
L
q
ωL
q
x ∋ ϑ 7→ u(·;ϑ) ∈ C([0, T ]; L
1
ωL
1
w;x)
extends uniquely to a continuous map v from L1w;x to C([0, T ]; L
1
ωL
1
w;x). Furthermore, for all ϑ, ϑ˜ ∈ L
1
w;x,
sup
t∈[0,T ]
E‖v(t;ϑ) − v(t; ϑ˜)‖L1w;x ≤ E‖ϑ − ϑ˜‖L1w;x . (3.2)
Using a similar method as in the proof of Proposition 3.2 in [21], the following can be proved.
Proposition 3.4. Assume Hypotheses (H1) and (H4) hold. Then the extension v(t;ϑ) established by
Proposition 3.3 is the unique renormalized kinetic solution to (1.1)-(1.3) on [0, T ] in the sense of Defini-
tion 2.5.
3.3 Ergodicity for renormalized kinetic solutions
Let Bb(L
1
w;x) be the space of bounded measurable functions from L
1
w;x to R and Cb(L
1
w;x) the space of
continuous bounded measurable functions from L1w;x to R. From Proposition 3.4, we know that for any
ϑ ∈ L1ωL
1
w;x, the extension v(t;ϑ) defined by Proposition 3.3 is the unique renormalized kinetic solution
to (1.1)-(1.3) on (0, T ]. Now, we can define the Markovian semigroup associated with v(t;ϑ) as follows
Definition 3.1. For any t ≥ 0, define Pt : Bb(L
1
w;x)→ Bb(L
1
w;x) by
PtF(ϑ) := EF(v(t;ϑ)), F ∈ Bb(L
1
w;x), ϑ ∈ L
1
w;x.
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Proposition 3.5. (Feller) Assume Hypotheses (H1), (H2) and (H4) are in force. Then the family (Pt)t≥0
is a Feller semigroup, that is, Pt maps Cb(L
1
w;x) into Cb(L
1
w;x).
The following result not only reveals the existence and uniqueness of the invariant measures but also
provides a mixing rate uniformly with respect to the initial condition.
Theorem 3.6. Under Hypotheses (H1), (H2) and (H4), there exists a unique invariant measure µ ∈
M1(L
1
w;x) for the semigroup Pt. Furthermore, there exists C > 0, depending only on q0, such that for all
t > 0,
sup
ϑ∈L1w;x
sup
‖F‖
Lip(L1w;x)
≤1
∣∣∣∣∣∣PtF(ϑ) −
∫
L1w;x
F(ξ)µ(dξ)
∣∣∣∣∣∣ ≤ C‖w‖q
∗
L
q∗
x
t
− 1
q0 , (3.3)
where q∗ =
q0+1
q0
and Lip(L1w;x) is the space of Lipschitz continuous functions from L
1
w;x to R.
LetDP(v(t;ϑ)) = P◦v(t;ϑ)
−1 be the law of v(t;ϑ) under P. In view of the equivalence between ‖·‖L1w;x
and ‖·‖L1x , using Kantorovich-Rubinstein formula (see Theorem 5.10 in [24]), it follows immediately that
Corollary 3.7. Under Hypotheses (H1), (H2) and (H4), there exists a unique invariant measure µ ∈
M1(L
1
x) for the semigroup Pt. Furthermore, there exists C > 0, depending only on q0, such that for all
t > 0,
sup
ϑ∈L1x
W1
(
DP(v(t;ϑ)), µ
)
≤ C‖w‖
q∗
L
q∗
x
t
− 1
q0 , (3.4)
whereW1 is the L
1−Wasserstein distance.
4 Proof of the contraction inequality in the weighted space
In this section, we will prove the contraction inequality (3.1) for kinetic solutions of E(A,Φ, ϑ) and
E(A,Φ, ϑ˜). Firstly, we prove a technical proposition using the doubling variables method applied in
several papers, e.g. [10, 12].
Proposition 4.1. Assume Hypotheses (H1)-(H3) are in force. Let u(t;ϑ) and u(t; ϑ˜) be kinetic solutions
of E(A,Φ, ϑ),E(A,Φ, ϑ˜), respectively. Then, for any 0 ≤ t < T, γ, δ > 0, N ∈ D, and for any element
λ of the partition of unity {λi}i=0,1,...,M on D¯, the functions f1(t) := f1(t, x, ξ) = Iu(t,x;ϑ)>ξ and f2(t) :=
f2(t, y, ζ) = Iu(t,y;ϑ˜)>ζ with data ( fi,0, fi,b), i = 1, 2, satisfy
E
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
( f ±1 (t) f¯
±
2 (t) + f¯
±
1 (t) f
±
2 (t))ρ
λ
γ(y − x)ψδ(ξ − ζ)λ(x)w(x)dξdζdydx
≤ E
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
( f1,0 f¯2,0 + f¯1,0 f2,0)ρ
λ
γ(y − x)ψδ(ξ − ζ)λ(x)w(x)dξdζdydx
+
5∑
i=1
Ji + IN , (4.1)
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where
J1 = E
∫ t
0
∫
∂Dλx
∫
Dy
∫ N
−N
∫ N
−N
( f˜
(λ)
1
(s) f¯2(s) +
˜¯f
(λ)
1
(s) f2(s))(−a(ξ) · n)
×ρλγ(y − x)ψδ(ξ − ζ)λ(x)w(x)dξdζdydσ(x)ds,
J2 = E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
( f1(s) f¯2(s) + f¯1(s) f2(s))(a(ξ) − a(ζ)) · ∇xρ
λ
γ(y − x)λ(x)w(x)ψδ(ξ − ζ)dξdζdydxds,
J3 = E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
( f1(s) f¯2(s) + f¯1(s) f2(s))a(ξ) · ∇xλ(x)ρ
λ
γ(y − x)w(x)ψδ(ξ − ζ)dξdζdydxds,
J4 = −
d∑
j=1
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
( f1(s) f¯2(s) + f¯1(s) f2(s))a j(ξ)ρ
λ
γ(y − x)λ(x)ψδ(ξ − ζ)dξdζdydxds,
J5 = E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
λ(x)w(x)ρλγ(y − x)ψδ(ξ − ζ)
∑
k≥1
|gk(x, ξ) − gk(y, ζ)|
2dν1s,x ⊗ ν
2
s,y(ξ, ζ)dydxds,
lim sup
N→∞
IN = 0, (4.2)
with IN being defined by (4.5), f1,0 = Iϑ>ξ , f2,0 = Iϑ˜>ζ , fi,b = I0>ξ for i = 1, 2, ν
1
x,s(ξ) = δu(s,x;ϑ)=ξ and
ν2y,s(ζ) = δu(s,y;ϑ˜)=ζ .
Proof. Denote by m1 and m2 the two kinetic measures associated to E(A,Φ, ϑ) and E(A,Φ, ϑ˜), respec-
tively. Let ϕ1 ∈ C
∞
c (R
d
x × Rξ) and ϕ2 ∈ C
∞
c (R
d
y × Rζ). Set α(x, ξ, y, ζ) = ϕ1(x, ξ)ϕ2(y, ζ).
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Employing the same method as in [10] and [18], using (2.14)-(2.15), we obtain
E
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f
+
1 (t) f¯
+
2 (t)α
λw(x)dξdζdydx
= E
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f1,0 f¯2,0α
λw(x)dξdζdydx
+E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f1(s) f¯2(s)(a(ξ) · ∇x + a(ζ) · ∇y)(α
λw(x))dξdζdydxds
+
1
2
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f¯2(s)∂ξα
λw(x)G2(x, ξ)dν1x,s(ξ)dζdydxds
+E
∫ t
0
∫
∂Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f˜
(λ)
1
(s, x, ξ) f¯2(s)(−a(ξ) · n)α
λw(x)dξdζdydσ(x)ds
−E
∫
(0,t]×Dλx×(−N,N)
∫
Dy
∫ N
−N
Ψη(ξ, ζ) f¯
+
2 (s)∂ξα
λw(x)dζdydm1(s, x, ξ)
−
1
2
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ζ) f¯2(s)
(
ψη(−η + N − ξ) − ψη(−η + N + ξ)
)
αλw(x)G2(x, ξ)dν1s,x(ξ)dζdydxds
+E
∫
(0,t]×Dλx×(−N,N)
∫
Dy
∫ N
−N
Ψη(ζ) f¯
+
2 (s)
(
ψη(−η + N − ξ) − ψη(−η + N + ξ)
)
αλw(x)dζdydm1(s, x, ξ)
−
1
2
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f1(s)∂ζα
λw(x)G2(y, ζ)dξdν2y,s(ζ)dydxds
+E
∫ t
0
∫
Dλx
∫
∂Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f1(s)
˜¯f2(s, y, ζ)(−a(ζ) · n)α
λw(x)dξdζdσ(y)dxds
+E
∫
(0,t]×Dy×(−N,N)
∫
Dλx
∫ N
−N
Ψη(ξ, ζ) f
−
1 (s)∂ζα
λw(x)dξdxdm2(s, y, ζ)
+
1
2
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ) f1(s)
(
ψη(−η + N − ζ) − ψη(−η + N + ζ)
)
αλw(x)G2(y, ζ)dξdν2s,y(ζ)dydxds
−E
∫
(0,t]×Dy×(−N,N)
∫
Dλx
∫ N
−N
Ψη(ξ) f
−
1 (s)
(
ψη(−η + N − ζ) − ψη(−η + N + ζ)
)
αλw(x)dξdxdm2(s, y, ζ)
−
∑
k≥1
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ)gk,1(x, ξ)gk,2(y, ζ)α
λw(x)dν1x,s ⊗ ν
2
y,s(ξ, ζ)dydxds
=: E
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f1,0 f¯2,0α
λw(x)dξdζdydx +
12∑
i=1
Ii, (4.3)
where Ψη(ξ, ζ) = Ψη(ξ)Ψη(ζ) and α
λ = α(x, ξ, y, ζ)λ(x). By a density argument, (4.3) remains true for
any test function α ∈ C∞c (Dx×Rξ×Dy×Rζ). Thanks to (2.7) and (2.8), the assumption that α is compactly
supported can be relaxed. By a truncation argument, we now will take α(x, ξ, y, ζ) = ρλγ(y− x)ψδ(ξ − ζ) ∈
C∞
b
(Dx × Rξ × Dy × Rζ). In this case, α
λ = λ(x)ρλγ(y − x)ψδ(ξ − ζ). Note that ρ
λ
γ(y − x) are equal to 0 on
Dλx × ∂Dy, which yields that I8 = 0. Also we have
(∂ξ + ∂ζ)α
λ = 0, ∇xρ
λ
γ(y − x) = −∇yρ
λ
γ(y − x). (4.4)
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Since ∂xiw(x) = −1, by (4.4), we have
I1 = E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f1(s) f¯2(s)(a(ξ) − a(ζ)) · ∇xρ
λ
γ(y − x)λ(x)w(x)ψδ(ξ − ζ)dξdζdydxds
+E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f1(s) f¯2(s)a(ξ) · ∇xλ(x)ρ
λ
γ(y − x)w(x)ψδ(ξ − ζ)dξdζdydxds
−
d∑
j=1
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f1(s) f¯2(s)a j(ξ)ρ
λ
γ(y − x)λ(x)ψδ(ξ − ζ)dξdζdydxds.
Utilizing (4.4) again, we deduce that
I2 = −
1
2
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f¯2(s)∂ζα
λw(x)G2(x, ξ)dν1x,s(ξ)dζdydxds
=
1
2
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
∂ζ
[
Ψη(ξ, ζ) f¯2(s)
]
αλw(x)G2(x, ξ)dν1x,s(ξ)dζdydxds
=
1
2
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ)α
λw(x)G2(x, ξ)dν1x,s ⊗ ν
2
y,s(ξ, ζ)dydxds
−
1
2
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ)(ψη(N − η − ζ) − ψη(N − η + ζ)) f¯2(s)α
λw(x)G2(x, ξ)dν1x,s(ξ)dζdydxds
=: I2,1 + I2,2.
Similarly, it follows that
I7 = −
1
2
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
∂ξ[Ψη(ξ, ζ) f1(s)]α
λw(x)G2(y, ζ)dξdν2y,s(ζ)dydxds
=
1
2
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ)α
λw(x)G2(y, ζ)dν1x,s ⊗ ν
2
y,s(ξ, ζ)dydxds
+
1
2
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ζ)(ψη(N − ξ − η) − ψη(N + ξ − η)) f1(s)α
λw(x)G2(y, ζ)dξdν2y,s(ζ)dydxds
=: I7,1 + I7,2.
By integration by parts formula, we have
I4 = −E
∫
[0,t]×Dλx×(−N,N)
∫
Dy
∫ N
−N
∂ζ
[
Ψη(ξ, ζ) f¯
+
2 (s)
]
αλw(x)dζdydm1(s, x, ξ)
= E
∫
[0,t]×Dλx×(−N,N)
∫
Dy
∫ N
−N
Ψη(ξ)(ψη(N − ζ − η) − ψη(N + ζ − η)) f¯
+
2 (s)α
λw(x)dζdydm1(s, x, ξ)
−E
∫
[0,t]×Dλx×(−N,N)
∫
Dy
∫ N
−N
Ψη(ξ, ζ)α
λw(x)dν2,+x,s (ζ)dydm1(s, x, ξ)
≤ E
∫
[0,t]×Dλx×(−N,N)
∫
Dy
∫ N
−N
Ψη(ξ)(ψη(N − ζ − η) − ψη(N + ζ − η)) f¯
+
2 (s)α
λw(x)dζdydm1(s, x, ξ)
=: I4,1.
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Similarly, we can bound I9 as follows
I9 ≤ −E
∫
[0,t]×Dy×(−N,N)
∫
Dλx
∫ N
−N
Ψη(ζ)(ψη(N − ξ − η) − ψη(N + ξ − η)) f
−
1 (s)α
λw(x)dξdxdm2(s, y, ζ)
=: I9,1.
By a similar argument as in the proof of Proposition 2 in [18] and using Lemma 2.1, we obtain
|I5| ≤ CE
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
(
ψη(−η + N − ξ) + ψη(−η + N + ξ)
)
×ρλγ(y − x)ψδ(ξ − ζ)w(x)(1 + |ξ|
2)dν1s,x(ξ)dζdydxds
≤ C
∫
R
(
ψη(−η + N − ξ) + ψη(−η + N + ξ)
)
(1 + |ξ|2)E
∫ T
0
∫
D
dν1s,x(ξ)dxds
≤ C
∫
R
(
ψη(−η + N − ξ) + ψη(−η + N + ξ)
)
(1 + |ξ|2)dµν1 (ξ)
→ C(1 + N2)(µ′
ν1
(N) + µ′
ν1
(−N)),
as η → 0+ , where µν1 is defined by (2.13). Similarly,
|I6| ≤ E
∫
[0,t]×Dλx×(−N,N)
∫
Dy
∫ N
−N
Ψη(ζ) f¯
+
2 (s)
(
ψη(−η + N − ξ) + ψη(−η + N + ξ)
)
αλw(x)dζdydm1(s, x, ξ)
≤ CE
∫
[0,t]×Dλx×(−N,N)
∫
Dy
∫ N
−N
(ψη(−η + N − ξ) + ψη(−η + N + ξ))ρ
λ
γ(y − x)ψδ(ξ − ζ)dζdydm1(s, x, ξ)
≤ C
∫
R
(ψη(−η + N − ξ) + ψη(−η + N + ξ))E
∫ T
0
∫
D
dm1(s, x, ξ)
= C
∫
R
(ψη(−η + N − ξ) + ψη(−η + N + ξ))dµm1(ξ)
→ C(µ′m1(N) + µ
′
m1
(−N)),
as η → 0+ , where µm1 is defined by (2.12). By the similar arguments as above, all the terms
I10, I11, I2,2, I7,2, I4,1, I9,1 containing ψη, can be estimated from above as η→ 0+ by
IN := C(µ
′
m1
(±N) + µ′m2(±N) + (1 + N
2)(µ′
ν1
(±N) + µ′
ν2
(±N))). (4.5)
Due to Lemma 2.1, we see that lim sup
N→∞
IN = 0.
Moreover,
I12 + I2,1 + I7,1
=
1
2
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
λ(x)w(x)ρλγ(y − x)ψδ(ξ − ζ)
∑
k≥1
|gk(x, ξ) − gk(y, ζ)|
2dν1s,x ⊗ ν
2
s,y(ξ, ζ)dydxds.
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Combining all the previous estimates and letting η ↓ 0 in (4.3), we get
E
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
f +1 (t) f¯
+
2 (t)α
λw(x)dξdζdydx
≤ E
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
f1,0 f¯2,0α
λw(x)dξdζdydx
+E
∫ t
0
∫
∂Dλx
∫
Dy
∫ N
−N
∫ N
−N
f˜
(λ)
1
(s) f¯ +2 (s)(−a(ξ) · n)α
λw(x)dξdζdydσ(x)ds
+E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
f1(s) f¯2(s)(a(ξ) − a(ζ)) · ∇xρ
λ
γ(y − x)λ(x)w(x)ψδ(ξ − ζ)dξdζdxdyds
+E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
f1(s) f¯2(s)a(ξ) · ∇xλ(x)ρ
λ
γ(y − x)w(x)ψδ(ξ − ζ)dξdζdydxds
−
d∑
j=1
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
f1(s) f¯2(s)a j(ξ)ρ
λ
γ(y − x)λ(x)ψδ(ξ − ζ)dξdζdydxds
+
1
2
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
λ(x)w(x)ρλγ(y − x)ψδ(ξ − ζ)
∑
k≥1
|gk(x, ξ) − gk(y, ζ)|
2dν1s,x ⊗ ν
2
s,y(ξ, ζ)dydxds
+IN .
A similar bound can be obtained for E
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
f¯ +
1
(t) f +
2
(t)αλw(x)dξdζdydx. Adding the above
two bounds, we get the desired result (4.1) for f +
i
. To obtain the result for f −
i
, we simply take tn ↑ t,
write (4.1) for f +
i
(tn) and let n → ∞.

The following is the so called “super L1w;x−contration principle” mentioned in the introduction.
Theorem 4.2. The kinetic solutions u(t;ϑ), u(t; ϑ˜) of E(A,Φ, ϑ) and E(A,Φ, ϑ˜) satisfy
E‖u(t;ϑ) − u(t; ϑ˜)‖L1w;x ≤ E‖ϑ − ϑ˜‖L1w;x −
d∑
j=1
E
∫ t
0
∫
D
|A j(u(s;ϑ)) − A j(u(s; ϑ˜))|dxds. (4.6)
Proof. For any t ≥ 0, N ∈ D and any element λ of the partition of unity {λi} on D¯, define the error term
E
N,λ
t (γ, δ)
:= E
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
( f ±1 (t) f¯
±
2 (t) + f¯
±
1 (t) f
±
2 (t))ρ
λ
γ(y − x)ψδ(ξ − ζ)λ(x)w(x)dξdζdydx
−E
∫
Dλx
∫ N
−N
( f ±1 (x, t, ξ) f¯
±
2 (x, t, ξ) + f¯
±
1 (x, t, ξ) f
±
2 (x, t, ξ))λ(x)w(x)dξdx. (4.7)
Clearly, it can be written as
E
N,λ
t (γ, δ) =: H
N,λ
1
(t) + HN,λ
2
(t),
19
where
H
N,λ
1
(t) = E
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
( f ±1 (t) f¯
±
2 (t) + f¯
±
1 (t) f
±
2 (t))ρ
λ
γ(y − x)ψδ(ξ − ζ)λ(x)w(x)dξdζdydx
−E
∫
Dλx
∫
Dy
∫ N
−N
( f ±1 (t, x, ξ) f¯
±
2 (t, y, ξ) + f¯
±
1 (t, x, ξ) f
±
2 (t, y, ξ))ρ
λ
γ(y − x)λ(x)w(x)dξdydx,
H
N,λ
2
(t) = E
∫
Dλx
∫
Dy
∫ N
−N
( f ±1 (t, x, ξ) f¯
±
2 (t, y, ξ) + f¯
±
1 (t, x, ξ) f
±
2 (t, y, ξ))ρ
λ
γ(y − x)λ(x)w(x)dξdydx
−E
∫
Dλx
∫ N
−N
( f ±1 (t, x, ξ) f¯
±
2 (t, x, ξ) + f¯
±
1 (t, x, ξ) f
±
2 (t, x, ξ))λ(x)w(x)dξdx.
We start with the estimate of H
N,λ
1
(t). Notice that
∫
Dλx
∫
Dy
∫ N
−N
ρλγ(y − x) f
±
1 (t, x, ξ) f¯
±
2 (t, y, ξ)λ(x)w(x)dξdydx
=
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
ρλγ(y − x)ψδ(ξ − ζ) f
±
1 (t, x, ξ) f¯
±
2 (t, y, ξ)λ(x)w(x)dξdζdydx
+
∫
Dλx
∫
Dy
∫ N
−N
ρλγ(y − x) f
±
1 (t, x, ξ) f¯
±
2 (t, y, ξ)λ(x)w(x)
(
1 −
∫ N
−N
ψδ(ξ − ζ)dζ
)
dξdydx,
which implies
∣∣∣∣
∫
Dλx
∫
Dy
∫ N
−N
ρλγ(y − x) f
±
1 (t, x, ξ) f¯
±
2 (t, y, ξ)λ(x)w(x)dξdydx
−
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
f ±1 (t, x, ξ) f¯
±
2 (t, y, ζ)ρ
λ
γ(y − x)ψδ(ξ − ζ)λ(x)w(x)dξdζdydx
∣∣∣∣
≤
∣∣∣∣
∫
Dλx
∫
Dy
ρλγ(y − x)λ(x)w(x)
∫ N
−N
Iu±(t,x;ϑ)>ξ
∫ N
−N
ψδ(ξ − ζ)(Iu±(t,y;ϑ˜)≤ξ − Iu±(t,y;ϑ˜)≤ζ)dζdξdydx
∣∣∣∣
+C
∫ N
−N
(
1 −
∫ N
−N
ψδ(ξ − ζ)dζ
)
dξ
=: K
N,λ
1
(γ, δ) + ΥN(δ).
Applying the dominated convergence theorem, we see that limδ→0Υ
N(δ) = 0. Moreover, by the fact
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that
∫ δ
0
ψδ(ζ
′)dζ′ =
∫ 0
−δ
ψδ(ζ
′)dζ′ = 1
2
, we deduce that
K
N,λ
1
(γ, δ)
≤
∫
Dλx
∫
Dy
ρλγ(y − x)λ(x)w(x)
∫ N
−N
Iu±(t,x;ϑ)>ξ
∫ ξ
(ξ−δ)∨(−N)
ψδ(ξ − ζ)Iζ<u±(t,y;ϑ˜)<ξdζdξdydx
+
∫
Dλx
∫
Dy
ρλγ(y − x)λ(x)w(x)
∫ N
−N
Iu±(t,x;ϑ)>ξ
∫ (ξ+δ)∧N
ξ
ψδ(ξ − ζ)Iξ<u±(t,y;ϑ˜)<ζdζdξdydx
≤
∫
Dλx
∫
Dy
ρλγ(y − x)λ(x)w(x)
∫ N∧u±(t,x;ϑ)∧(u± (t,y;ϑ˜)+δ)
u±(t,y;ϑ˜)
∫ ξ
(ξ−δ)∨(−N)
ψδ(ξ − ζ)dζdξdydx
+
∫
Dλx
∫
Dy
ρλγ(y − x)λ(x)w(x)
∫ u±(t,x;ϑ)∧u±(t,y;ϑ˜)
−N∨(u±(t,y;ϑ˜)−δ)
∫ (ξ+δ)∧N
ξ
ψδ(ξ − ζ)dζdξdydx
≤
∫
Dλx
∫
Dy
ρλγ(y − x)λ(x)w(x)
∫ N∧u±(t,x;ϑ)∧(u± (t,y;ϑ˜)+δ)
u±(t,y;ϑ˜)
∫ δ∧(ξ+N)
0
ψδ(r)drdξdydx
+
∫
Dλx
∫
Dy
ρλγ(y − x)λ(x)w(x)
∫ u±(t,x;ϑ)∧u±(t,y;ϑ˜)
−N∨(u±(t,y;ϑ˜)−δ)
∫ 0
(−δ)∨(ξ−N)
ψδ(r)drdξdydx
≤ δ
∫
Dλx
∫
Dy
ρλγ(y − x)λ(x)w(x)dydx
≤ Cδ
∫
Dλx
λ(x)dx, a.s..
Hence, we get
∣∣∣∣
∫
Dλx
∫
Dy
∫ N
−N
ρλγ(y − x) f
±
1 (t, x, ξ) f¯
±
2 (t, y, ξ)λ(x)w(x)dξdydx
−
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
f ±1 (t, x, ξ) f¯
±
2 (t, y, ζ)ρ
λ
γ(y − x)ψδ(ξ − ζ)λ(x)w(x)dξdζdydx
∣∣∣∣
≤ Cδ
∫
Dλx
λ(x)dx + ΥN(δ), a.s.. (4.8)
Similarly, it follows that
∣∣∣∣
∫
Dλx
∫
Dy
∫ N
−N
ρλγ(y − x) f¯
±
1 (t, x, ξ) f
±
2 (t, y, ξ)λ(x)w(x)dξdydx
−
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
f¯ ±1 (t, x, ξ) f
±
2 (t, y, ζ)ρ
λ
γ(y − x)ψδ(ξ − ζ)λ(x)w(x)dξdζdydx
∣∣∣∣
≤ Cδ
∫
Dλx
λ(x)dx + ΥN(δ), a.s.. (4.9)
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Based on (4.8) and (4.9), by using the dominated convergence theorem, we obtain
M∑
i=0
|H
N,λi
1
(t)| ≤ Cδ
M∑
i=0
∫
D
λi
x
λi(x)dx + 2MΥ
N(δ)
= Cδ
∫
D
M∑
i=0
λi(x)dx + 2MΥ
N(δ)
≤ Cδ + 2MΥN(δ). (4.10)
Moreover, by utilizing ρλγ(y − x) = 0 on D
λ
x × D
c, it follows that
∣∣∣∣
∫
Dλx
∫
Dy
∫ N
−N
ρλγ(y − x)λ(x)w(x) f
±
1 (t, x, ξ) f¯
±
2 (t, y, ξ)dξdydx
−
∫
Dλx
∫ N
−N
f ±1 (t, x, ξ) f¯
±
2 (t, x, ξ)λ(x)w(x)dξdx
∣∣∣∣
=
∣∣∣∣
∫
Dλx
∫
D
∫ N
−N
ρλγ(y − x)λ(x)w(x) f
±
1 (t, x, ξ)( f¯
±
2 (t, y, ξ) − f¯
±
2 (t, x, ξ))dξdydx
∣∣∣∣
=
∣∣∣∣
∫
Dλx
∫
{zi∈(−γ,γ),zd∈(γLλ,γLλ+2γ)}
∫ N
−N
ρλγ(z)λ(x)w(x) f
±
1 (t, x, ξ)( f¯
±
2 (t, x + z, ξ) − f¯
±
2 (t, x, ξ))dξdzdx
∣∣∣∣
≤ sup
{zi∈(−γ,γ),zd∈(γLλ,γLλ+2γ)}
∫
Dλx
λ(x)w(x)
∫
R
f ±1 (t, x, ξ)| f¯
±
2 (t, x + z, ξ) − f¯
±
2 (t, x, ξ)|dξdx
≤ C sup
{zi∈(−γ,γ),zd∈(γL,γL+2γ)}
∫
Dλx
λ(x)
∫
R
| − f ±2 (t, x + z, ξ) + I0>ξ − I0>ξ + f
±
2 (t, x, ξ)|dξdx
≤ C sup
{zi∈(−γ,γ),zd∈(γL,γL+2γ)}
∫
Dλx
λ(x)
∫
R
|Λ f ±
2
(t, x + z, ξ) − Λ f ±
2
(t, x, ξ)|dξdx,
where we have used the boundedness of w. Hence,
M∑
i=0
∣∣∣∣
∫
D
λi
x
∫
Dy
∫ N
−N
ρλiγ (y − x)λi(x)w(x) f
±
1 (t, x, ξ) f¯
±
2 (t, y, ξ)dξdydx
−
∫
D
λi
x
∫ N
−N
f ±1 (t, x, ξ) f¯
±
2 (t, x, ξ)λi(x)w(x)dξdx
∣∣∣∣
≤ C sup
{zi∈(−γ,γ),zd∈(γL,γL+2γ)}
M∑
i=0
∫
D
λi
x
λi(x)
∫
R
|Λ f ±
2
(t, x + z, ξ) − Λ f ±
2
(t, x, ξ)|dξdx
= C sup
{zi∈(−γ,γ),zd∈(γL,γL+2γ)}
∫
D
M∑
i=0
λi(x)
∫
R
|Λ f ±
2
(t, x + z, ξ) − Λ f ±
2
(t, x, ξ)|dξdx
= C sup
{zi∈(−γ,γ),zd∈(γL,γL+2γ)}
∫
D
∫
R
|Λ f ±
2
(t, x + z, ξ) − Λ f ±
2
(t, x, ξ)|dξdx, a.s..
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The integrability of Λ f ±
2
on D × R implies that
lim
γ→0
M∑
i=0
∣∣∣∣
∫
D
λi
x
∫
Dy
∫ N
−N
ρλiγ (y − x)λi(x)w(x) f
±
1 (t, x, ξ) f¯
±
2 (t, y, ξ)dξdydx
−
∫
D
λi
x
∫ N
−N
f ±1 (t, x, ξ) f¯
±
2 (t, x, ξ)λi(x)w(x)dξdx
∣∣∣∣ = 0, a.s..
Consequently, by the dominated convergence theorem, we obtain
lim
γ→0
M∑
i=0
E
∣∣∣∣
∫
D
λi
x
∫
Dy
∫ N
−N
ρλiγ (y − x)λi(x)w(x) f
±
1 (t, x, ξ) f¯
±
2 (t, y, ξ)dξdydx
−
∫
D
λi
x
∫ N
−N
f ±1 (t, x, ξ) f¯
±
2 (t, x, ξ)λi(x)w(x)dξdx
∣∣∣∣ = 0.
Similarly, we have
lim
γ→0
M∑
i=0
E
∣∣∣∣
∫
D
λi
x
∫
Dy
∫ N
−N
ρλiγ (y − x)λi(x)w(x) f¯
±
1 (t, x, ξ) f
±
2 (t, y, ξ)dξdydx
−
∫
D
λi
x
∫ N
−N
f¯ ±1 (t, x, ξ) f
±
2 (t, x, ξ)λi(x)w(x)dξdx
∣∣∣∣ = 0.
Thus, we can conclude that
lim
γ→0
M∑
i=0
|H
N,λi
2
|(t) = 0. (4.11)
Combining (4.10) with (4.11), we have for any t ∈ [0, T ]
lim
γ,δ→0
M∑
i=0
|E
N,λi
t (γ, δ)| = 0. (4.12)
In particular,
lim
γ,δ→0
M∑
i=0
|E
N,λi
0
(γ, δ)| = 0. (4.13)
Using the dominated convergence theorem, it follows from (4.12) that
lim
γ,δ→0
M∑
i=0
∫ T
0
|E
N,λi
t (γ, δ)|dt = 0. (4.14)
For any t ∈ [0, T ] and N > 0, define the error term
r
N,λ
t (γ, δ)
:= E
∫ t
0
∫
∂Dλx
∫
Dy
∫ N
−N
∫ N
−N
( f˜
(λ)
1
(s) f¯2(s) +
˜¯f
(λ)
1
(s) f2(s))(−a(ξ) · n)ρ
λ
γ(y − x)
×ψδ(ξ − ζ)λ(x)w(x)dξdζdydσ(x)ds
−E
∫ t
0
∫
∂Dλx
∫ N
−N
( f˜
(λ)
1
(s) ˜¯f
(λ)
2
(s) + ˜¯f
(λ)
1
(s) f˜
(λ)
2
(s))(−a(ξ) · n)λ(x)w(x)dξdσ(x)ds. (4.15)
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According to Proposition 2.2, there exists a subsequence, still denoted by {γ}γ>0, such that f¯2 ∗ρ
λ
γ →
˜¯f
(λ)
2
and f2 ∗ ρ
λ
γ → f˜
(λ)
2
in the weak star topology in L∞(Ω × Σλ ×R), as γ → 0. Using similar methods as the
estimates of HN,λ
1
, we deduce that for each N > 0, t > 0,
lim
γ,δ→0
M∑
i=0
r
N,λi
t (γ, δ) = 0. (4.16)
Applying the dominated convergence theorem again, it follows that
lim
γ,δ→0
M∑
i=0
∫ T
0
r
N,λi
t (γ, δ)dt = 0. (4.17)
The above estimates imply
E
∫
Dλ
∫ N
−N
( f ±1 (t, x, ξ) f¯
±
2 (t, x, ξ) + f¯
±
1 (t, x, ξ) f
±
2 (t, x, ξ))λ(x)w(x)dξdx
≤ E
∫
Dλ
∫ N
−N
( f1,0 f¯2,0 + f¯1,0 f2,0)λ(x)w(x)dξdx
+E
∫ t
0
∫
∂Dλ
∫ N
−N
( f˜
(λ)
1
(s) ˜¯f
(λ)
2
(s) + ˜¯f
(λ)
1
(s) f˜
(λ)
2
(s))(−a(ξ) · n)λ(x)w(x)dξdσ(x)ds
+
5∑
i=2
Ji + r
N,λ
t (γ, δ) + E
N,λ
t (γ, δ) + E
N,λ
0
(γ, δ) + IN , (4.18)
where Ji, i = 2, . . . , 5 and IN were defined in the statement of Proposition 4.1, IN was defined in (4.5).
Noting that a(ξ) · n ˜¯f (λ)
2
= a(ξ) · n ˜¯f2 a.e. on [0, T ) × ∂D
λ × (−N,N), it follows that
M∑
i=0
E
∫ t
0
∫
∂Dλi
∫ N
−N
( f˜
(λi)
1
(s) ˜¯f
(λi)
2
(s) + ˜¯f
(λi)
1
(s) f˜
(λi)
2
(s))(−a(ξ) · n)λi(x)w(x)dξdσ(x)ds
=
M∑
i=0
E
∫ t
0
∫
∂Dλi
∫ N
−N
( f˜
(λi)
1
(s) ˜¯f2(s) +
˜¯f
(λi)
1
(s) f˜2(s))(−a(ξ) · n)λi(x)w(x)dξdσ(x)ds
= E
∫ t
0
∫
∂D
∫ N
−N
M∑
i=0
λi(x)( f˜
(λi)
1
(s) ˜¯f2(s) +
˜¯f
(λi)
1
(s) f˜2(s))(−a(ξ) · n)w(x)dξdσ(x)ds
= E
∫ t
0
∫
∂D
∫ N
−N
( f˜1(s)
˜¯f2(s) +
˜¯f1(s) f˜2(s))(−a(ξ) · n)w(x)dξdσ(x)ds,
where we have used the facts that
∑M
i=0 λi(x) f˜
(λi)
1
= f˜1 and
∑M
i=0 λi(x)
˜¯f
(λi)
1
= ˜¯f1.
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Thus, summing (4.18) over i = 0, . . . ,M, and using
∑M
i=0 λi = 1, we get
E
∫
D
∫ N
−N
( f ±1 (t, x, ξ) f¯
±
2 (t, x, ξ) + f¯
±
1 (t, x, ξ) f
±
2 (t, x, ξ))w(x)dξdx
≤ E
∫
D
∫ N
−N
( f1,0 f¯2,0 + f¯1,0 f2,0)w(x)dξdx
+E
∫ t
0
∫
∂D
∫ N
−N
( f˜1(s)
˜¯f2(s) +
˜¯f1(s) f˜2(s))(−a(ξ) · n)w(x)dξdσ(x)ds
+
M∑
i=0
(
J2 + J3 + J4 + J5 + r
N,λi
t (γ, δ) + E
N,λi
t (γ, δ) + E
N,λi
0
(γ, δ) + IN
)
. (4.19)
From the proof of Theorem 15 in [10], it is known that
M∑
i=0
|J2| ≤ CMδγ
−1,
M∑
i=0
|J5| ≤ CM(γ
2δ−1 + δ).
For the boundary term, according to (3.11) in [18],
∫ N
−N
( f˜1(s)
˜¯f2(s) +
˜¯f1(s) f˜2(s))(−a(ξ) · n)dξ ≤ |a(0)|
∫
R
( f1,b f¯2,b + f¯1,b f2,b)dξ.
Thus, we deduce from (4.19) that
E
∫
D
∫ N
−N
( f ±1 (t) f¯
±
2 (t) + f¯
±
1 (t) f
±
2 (t))w(x)dξdx
≤ E
∫
D
∫ N
−N
( f1,0 f¯2,0 + f¯1,0 f2,0)w(x)dξdx
+|a(0)|E
∫ t
0
∫
∂D
∫
R
( f1,b f¯2,b + f¯1,b f2,b)w(x)dξdσ(x)ds
+CMδγ−1 +CM(γ2δ−1 + δ) +
M∑
i=0
(
J3 + J4 + r
N,λi
t (γ, δ) + E
N,λi
t (γ, δ) + E
N,λi
0
(γ, δ) + IN
)
.
On the other hand, by (3.9) in [18], we have
lim
γ,δ→0
M∑
i=0
J3 = E
∫ t
0
∫
D
∫ N
−N
( f1(s) f¯2(s) + f¯1(s) f2(s))a(ξ) · ∇x
( M∑
i=0
λi(x)
)
dξdxds = 0. (4.20)
Applying the similar method as in the proof of (4.12), and utilizing (2.8) and maxξ∈[−N,N] |a(ξ)| = MN ,
we obtain
lim
γ,δ→0
M∑
i=0
J4 = −
d∑
j=1
E
∫ t
0
∫
D
∫ N
−N
( f1(s) f¯2(s) + f¯1(s) f2(s))a j(ξ)dξdxds. (4.21)
25
Now, taking δ = γ
4
3 and letting γ → 0, we deduce from (4.12), (4.13), (4.16), (4.20) and (4.21) that
E
∫
D
∫ N
−N
( f ±1 (t) f¯
±
2 (t) + f¯
±
1 (t) f
±
2 (t))w(x)dξdx
≤ E
∫
D
∫ N
−N
( f1,0 f¯2,0 + f¯1,0 f2,0)w(x)dξdx
−
d∑
j=1
E
∫ t
0
∫
D
∫ N
−N
( f1(s) f¯2(s) + f¯1(s) f2(s))a j(ξ)dξdxds
+|a(0)|E
∫ t
0
∫
∂D
∫
R
( f1,b f¯2,b + f¯1,b f2,b)w(x)dξdσ(x)ds +
M∑
i=0
IN . (4.22)
Recall that f1(t, x, ξ) = Iu(t,x;ϑ)>ξ , f2(t, x, ξ) = Iu(t,x;ϑ˜)>ξ . Denote by u1 = u1(s) = u(s;ϑ), u2 = u2(s) =
u(s; ϑ˜). Next, we prove that for any 1 ≤ j ≤ d,
lim
N→∞
E
∫ t
0
∫
D
∫ N
−N
( f1(s) f¯2(s) + f¯1(s) f2(s))a j(ξ)dξdxds
= lim
N→∞
E
∫ t
0
∫
D
∫ N
−N
(Iu1>ξ I¯u2>ξ + I¯u1>ξIu2>ξ)a j(ξ)dξdxds
= E
∫ t
0
∫
D
|A j(u1) − A j(u2)|dxds. (4.23)
As A j is increasing, we have
∫ N
−N
Iu1>ξ I¯u2>ξa j(ξ)dξ = (A j(u1 ∧ N) − A j(u2 ∨ (−N)))
+,
∫ N
−N
I¯u1>ξIu2>ξa j(ξ)dξ = (A j(u1 ∨ (−N)) − A j(u2 ∧ N))
−.
On the other hand, it follows that
|(A j(u1 ∧ N) − A j(u2 ∨ (−N)))
+ | ≤ C(|u1|
q0+1 + |u1|
q0+1),
|(A j(u1 ∨ (−N)) − A j(u2 ∧ N))
−| ≤ C(|u1|
q0+1 + |u1|
q0+1).
Now, (4.23) follows from the dominated convergence theorem.
Letting N → ∞ in (4.22), using (4.2) and (4.23), and the dominated convergence theorem, we obtain
E
∫
D
∫
R
( f ±1 (t) f¯
±
2 (t) + f¯
±
1 (t) f
±
2 (t))w(x)dξdx
≤ E
∫
D
∫
R
( f1,0 f¯2,0 + f¯1,0 f2,0)w(x)dξdx
−
d∑
j=1
E
∫ t
0
∫
D
|A j(u(s;ϑ)) − A j(u(s; ϑ˜))|dxds
+|a(0)|E
∫ t
0
∫
∂D
∫
R
( f1,b f¯2,b + f¯1,b f2,b)w(x)dξdσ(x)ds. (4.24)
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Since f1(t, x, ξ) = Iu(t,x;ϑ)>ξ , f2(t, x, ξ) = Iu(t,x;ϑ˜)>ξ, fi,b = I0>ξ , i = 1, 2, f1,0 = Iϑ>ξ , f2,0 = Iϑ˜>ξ , using
∫
R
Iu>ξIv>ξdξ = (u − v)
+,
∫
R
Iu>ξIv>ξdξ = (u − v)
−, (4.25)
we deduce from (4.24) that
E
∫
D
|u(t;ϑ) − u(t; ϑ˜)|w(x)dx
≤ E
∫
D
|ϑ − ϑ˜|w(x)dx −
d∑
j=1
E
∫ t
0
∫
D
|A j(u(s;ϑ)) − A j(u(s; ϑ˜))|dxds.

Proof of Theorem 3.1. As a consequence of Theorem 4.2, we have
E‖u(t;ϑ) − u(t; ϑ˜)‖L1w;x ≤ E‖ϑ − ϑ˜‖L1w;x .

At the end of this section, we mention that with the help of Lemma 2.2, along the same arguments as
in the proof of Proposition 4.1 and Theorem 4.2, we also can prove the following result.
Lemma 4.1. Let u(t;ϑ), u(t; ϑ˜) be kinetic solutions of E(A,Φ, ϑ) and E(A,Φ, ϑ˜) on [0, T ], respectively.
Under Hypotheses (H1)-(H3), for almost every 0 ≤ s < t ≤ T, we have
E‖u(t;ϑ) − u(t; ϑ˜)‖L1w;x ≤ E‖u(s;ϑ) − u(s; ϑ˜)‖L1w;x −
d∑
j=1
E
∫ t
s
∫
D
|A j(u(r;ϑ)) − A j(u(r; ϑ˜))|dxdr. (4.26)
5 Proof of the continuity extension in the weighted space
In this section, we will prove that the kinetic solution admits a continuous extension in the time variable.
To this end, for n ≥ 1, we consider the following approximating equation:

dun − 1
n
∆undt + div(A(un))dt = Φ(un)dW(t) in Ω × D × (0, T ),
un(·, 0) = ϑ ∈ Lq(Ω × D) in Ω × D,
un = 0 on Ω × Σ.
(5.1)
According to [15], for any n ≥ 1, (5.1) admits a unique continuous solution un ∈ L2(Ω;C([0, T ];H) ∩
L2([0, T ];H1(D))) satisfying that for all p ∈ [2, q],
E sup
t∈[0,T ]
‖un(t)‖
p
L
p
x
+
1
n
E
∫ T
0
‖∇un‖2
L2x
dt ≤ C(1 + E‖ϑ‖
p
L
p
x
) ≤ C(1 + E‖ϑ‖
q
L
q
x
), (5.2)
where C is independent of n.
27
On the other hand, employing the techniques in [18] and [9], we can derive the following kinetic
formulation satisfied by f = Iun>ξ. Firstly, for any φ ∈ Cb(R), a chain rule formula holds true:
∂xi
∫ un
0
φ(r)dr = φ(un)∂xiu
n, inD′(D) a.e. (ω, t). (5.3)
Moreover, there exists a kinetic measure mn and for any N > 0, there exist nonnegative functions m¯±
N,n ∈
L1(Ω × Σ × (−N,N)) such that {m¯±
N,n(t)} are predictable, limξ↑N
m¯+
N,n(t, x, ξ) = limξ↓−N
m¯−
N,n(t, x, ξ) = 0, and for
all ϕ ∈ C∞c ([0, T ) × D¯ × (−N,N)), f = Iun>ξ satisfies
∫ T
0
〈 f (t), ∂tϕ(t)〉dt + 〈 f0, ϕ(0)〉 +
∫ T
0
〈 f (t), a(ξ) · ∇ϕ(t) +
1
n
∆ϕ(t)〉dt + MN
∫
Σ×R
fbϕdξdσ(x)dt
= −
∑
k≥1
∫ T
0
∫
D
∫
R
gk(x, ξ)ϕ(t, x, ξ)dνt,x(ξ)dxdβk(t)
−
1
2
∫ T
0
∫
D
∫
R
∂ξϕ(t, x, ξ)G
2(x, ξ)dνt,x(ξ)dxdt + q
n(∂ξϕ)
+mn(∂ξϕ) +
∫
Σ×R
∂ξϕm¯
+
N,ndξdσ(x)dt, a.s., (5.4)
and f¯ := 1 − f satisfies
∫ T
0
〈 f¯ (t), ∂tϕ(t)〉dt + 〈 f¯0, ϕ(0)〉 +
∫ T
0
〈 f¯ (t), a(ξ) · ∇ϕ(t) +
1
n
∆ϕ(t)〉dt + MN
∫
Σ×R
f¯bϕdξdσ(x)dt
=
∑
k≥1
∫ T
0
∫
D
∫
R
gk(x, ξ)ϕ(t, x, ξ)dνt,x(ξ)dxdβk(t)
+
1
2
∫ T
0
∫
D
∫
R
∂ξϕ(t, x, ξ)G
2(x, ξ)dνt,x(ξ)dxdt + q
n(∂ξϕ)
−mn(∂ξϕ) −
∫
Σ×R
∂ξϕm¯
−
N,ndξdσ(x)dt, a.s., (5.5)
where f0 = Iϑ>ξ , fb = I0>ξ , ν = −∂ξ f = ∂ξ f¯ = δun=ξ and q
n : Ω → M+
0
(D × [0, T ] × R) is defined as
follows: for any φ ∈ Cb(D × [0, T ] × R)
qn(φ) =
1
n
∫ T
0
∫
D
∫
R
φ(t, x, ξ)|∇un|2dδun=ξdxdt.
For simplicity, we write qn = 1
n
|∇un|2δun=ξ . For any ϑ1, ϑ2 ∈ L
q
ωL
q
x, denote by u
n(t;ϑ1), u
n(t;ϑ2) the
solutions of (5.1), respectively. Applying the doubling variables method again, similar to the proof of
Proposition 4.1 we can show the following comparison theorem associated to un(t;ϑ1) and u
n(t;ϑ2).
Lemma 5.1. For any t ∈ (0, T ), γ, δ > 0, N ∈ D, and any element λ of the partition of unity {λi}i=0,1,...,M
on D¯, the functions f1(t) := f1(t, x, ξ) = Iun(t,x;ϑ1)>ξ and f2(t) := f2(t, y, ζ) = Iun(t,y;ϑ2)>ζ with data
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f1,0 = Iϑ1>ξ, f2,0 = Iϑ2>ζ , fi,b = I0>ξ , i = 1, 2, satisfy
E
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
( f ±1 (t) f¯
±
2 (t) + f¯
±
1 (t) f
±
2 (t))ρ
λ
γ(y − x)ψδ(ξ − ζ)λ(x)w(x)dξdζdydx
≤ E
∫
Dλx
∫ N
−N
( f1,0 f¯2,0 + f¯1,0 f2,0)λ(x)w(x)dξdx + E
N,λ
0
(γ, δ)
+|a(0)|E
∫ t
0
∫
∂Dλx
∫
R
( f1,b f¯2,b + f¯1,b f2,b)w(x)dξdσ(x)ds
−2n−1
d∑
j=1
E
∫ t
0
∫
Dλx
∫ N
−N
( f1(s) f¯2(s) + f¯1(s) f2(s))∂x jλ(x)dξdxds
+n−1E
∫ t
0
∫
Dλx
∫ N
−N
( f1(s) f¯2(s) + f¯1(s) f2(s))w(x)∆xλ(x)dξdxds
+r
N,λ
t (γ, δ) + r˜
N,λ
t (γ, δ) +Cδγ
−1 +C(γ2δ−1 + δ) + L˜N,λ
1
+ L˜
N,λ
2
+ IN , (5.6)
where
L˜
N,λ
1
= E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
( f1(s) f¯2(s) + f¯1(s) f2(s))a(ξ) · ∇xλ(x)ρ
λ
γ(y − x)w(x)ψδ(ξ − ζ)dξdζdydxds,
L˜
N,λ
2
= −
d∑
j=1
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
( f1(s) f¯2(s) + f¯1(s) f2(s))a j(ξ)ρ
λ
γ(y − x)λ(x)ψδ(ξ − ζ)dξdζdydxds,
IN = C(µ
′
qn
1
(±N) + µ′mn
1
(±N) + µ′qn
2
(±N) + µ′mn
2
(±N) + (1 + N2)µ′
ν1
(±N) + (1 + N2)µ′
ν2
(±N)).
Here, r˜
N,λ
t (γ, δ) is defined by (5.9), the Young measures ν1 = δun(x;ϑ1)=ξ , ν2 = δun(y;ϑ2)=ζ and m
n
1
,
qn
1
= 1
n
|∇xu
n(x;ϑ1)|
2δun(x;ϑ1)=ξ, m
n
2
, qn
2
= 1
n
|∇yu
n(y;ϑ2)|
2δun(y;ϑ2)=ζ are two pairs kinetic measures cor-
responding to un(t, x;ϑ1) and u
n(t, y;ϑ2), respectively. In addition, µ
′
qn
i
, i = 1, 2 are defined by the same
way as mn
i
in (2.12) satisfying Lemma 2.1, which implies that lim sup
N→∞
IN = 0.
Proof. Similar to Proposition 2.2, the equations (5.4) and (5.5) satisfied by f and f¯ can be strengthened
to be only weak in (x, ξ). Compared with the proof of Proposition 4.1, we only need to handle the
additional terms J
♯
1
, J
♯
2
generated by n−1∆xu
n(t, x;ϑ1) and n
−1∆yu
n(t, y;ϑ2), respectively.
By integration by parts formula, we have
J
♯
1
= n−1E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f1(s) f¯2(s)∆x(α
λw(x))dξdζdxdyds
+n−1E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f1(s) f¯2(s)∆yα
λw(x)dξdζdxdyds
−E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ)α
λw(x)dν1,−s,x (ξ)dxdq
n
2(s, y, ζ)
−E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ)α
λw(x)dν2,+s,y (ζ)dydq
n
1(s, x, ξ)
=:
4∑
i=1
Ii,
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and
J
♯
2
= n−1E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f¯1(s) f2(s)∆x(α
λw(x))dξdζdydxds
+n−1E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f¯1(s) f2(s)∆yα
λw(x)dξdζdydxds
−E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ)α
λw(x)dν1,−s,x (ξ)dxdq
n
2(s, y, ζ)
−E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ)α
λw(x)dν2,+s,y (ζ)dydq
n
1(s, x, ξ).
Clearly, by the definition of qn
1
and qn
2
, we have
I3 + I4
= −n−1E
∫ t
0
∫
Dλx
∫
Dy
Ψη(u
n(s, x;ϑ1), u
n(s, y;ϑ2))λ(x)w(x)ρ
λ
γ(y − x)ψδ(u
n(s, x;ϑ1) − u
n(s, y;ϑ2))
×|∇xu
n(s, x;ϑ1)|
2dydxds
−n−1E
∫ t
0
∫
Dλx
∫
Dy
Ψη(u
n(s, x;ϑ1), u
n(s, y;ϑ2))λ(x)w(x)ρ
λ
γ(y − x)ψδ(u
n(s, x;ϑ1) − u
n(s, y;ϑ2))
×|∇yu
n(s, y;ϑ2)|
2dydxds. (5.7)
As ∆xα = ∆yα, it follows that
I1 + I2 = 2n
−1
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f1 f¯2(∆xα)λ(x)w(x)dξdζdydxds
+2n−1E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f1 f¯2∇xα · ∇x(λ(x)w(x))dξdζdydxds
+n−1E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f1 f¯2α∆x(λ(x)w(x))dξdζdydxds
=: K1 + K2 + K3.
By integration by parts formula, we get
K1 = −2n
−1
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ)∇x( f1λ(x)w(x)) · (∇y f¯2)αdξdζdydxds
= −2n−1E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ)(∇x f1) · (∇y f¯2)αλ(x)w(x)dξdζdydxds
−2n−1E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f1∇x(λ(x)w(x)) · (∇y f¯2)αdξdζdydxds
=: K1,1 + K1,2.
Hence
J
♯
1
= K1,1 + K1,2 + K2 + K3 + I3 + I4. (5.8)
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Based on (5.3), using the same method as the proof of Theorem 3.3 in [9] (the estimates of J2), we get
K1,1
= 2n−1E
∫ t
0
∫
Dλx
∫
Dy
Ψη(u
n(s, x;ϑ1), u
n(s, y;ϑ2))λ(x)w(x)ρ
λ
γ(y − x)ψδ(u
n(s, x;ϑ1) − u
n(s, y;ϑ2))
×∇xu
n(s, x;ϑ1) · ∇yu
n(s, y;ϑ2)dydxds.
This together with (5.7) imply
K1,1 + I3 + I4
= −n−1E
∫ t
0
∫
Dλx
∫
Dy
Ψη(u
n(s, x;ϑ1), u
n(s, y;ϑ2))λ(x)w(x)ρ
λ
γ(y − x)ψδ(u
n(s, x;ϑ1) − u
n(s, y;ϑ2))
×|∇xu
n(s, x;ϑ1) − ∇yu
n(s, y;ϑ2)|
2dydxds
≤ 0.
Moreover,
K2 = −2n
−1
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f1 f¯2∇yα · ∇x(λ(x)w(x))dξdζdydxds
= 2n−1E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f1∇x(λ(x)w(x)) · (∇y f¯2)αdξdζdydxds
= −K1,2.
By the definition of w, we have
K3 = −2n
−1
d∑
j=1
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f1 f¯2ρ
λ
γ(y − x)ψδ(ξ − ζ)∂x jλ(x)dξdζdydxds
+n−1E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f1 f¯2ρ
λ
γ(y − x)ψδ(ξ − ζ)w(x)∆xλ(x)dξdζdydxds.
Based on the above, in view of (5.8), we conclude that J
♯
1
≤ K3. A similar estimates also holds for J
♯
2
.
Define
r˜
N,λ
t (γ, δ) := −2n
−1
d∑
j=1
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
( f1 f¯2 + f¯1 f2)ρ
λ
γ(y − x)ψδ(ξ − ζ)∂x jλ(x)dξdζdydxds
+2n−1
d∑
j=1
E
∫ t
0
∫
Dλ
∫ N
−N
( f1 f¯2 + f¯1 f2)∂x jλ(x)dξdxds
+n−1E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
( f1 f¯2 + f¯1 f2)ρ
λ
γ(y − x)ψδ(ξ − ζ)w(x)∆xλ(x)dξdζdydxds
−n−1E
∫ t
0
∫
Dλ
∫ N
−N
( f1 f¯2 + f¯1 f2)w(x)∆xλ(x)dξdxds. (5.9)
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Arguing similarly as in the proof of (4.12) and (4.14), it follows that
lim
γ,δ→0
M∑
i=0
|r˜
N,λi
t (γ, δ)| = 0, lim
γ,δ→0
M∑
i=0
∫ T
0
|r˜
N,λi
t (γ, δ)|dt = 0. (5.10)
Finally, proceeding as Theorem 4.2, we get the desired result by taking L˜
N,λ
1
:= L3 and L˜
N,λ
2
:= L4.

The following result states that un converges to u in the space L1(Ω × [0, T ]; L1w;x).
Proposition 5.1.
lim
n→∞
E
∫ T
0
‖u(t;ϑ) − un(t;ϑ)‖L1w;xdt = 0. (5.11)
Proof. Let f1(t) := f1(t, x; ξ) = Iu(t,x;ϑ)>ξ and f2(t) := f2(t, y; ζ) = Iun(t,y;ϑ)>ζ with the corresponding data
f1,0 = Iϑ>ξ , f2,0 = Iϑ>ζ , f1,b = I0>ξ , f2,b = I0>ζ . The corresponding kinetic measures are denoted by m
and (mn, qn).
Using the same method as in the proof of Proposition 4.1, we only need to deal with the additional
terms generated by the term n−1∆yu
n(t, y;ϑ):
J∗ = n−1E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ)( f1 f¯2 + f¯1 f2)∆yα
λw(x)dξdζdydxds
+E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f
−
1 w(x)∂ζα
λdξdxdqn(s, y, ζ)
−E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f¯
+
1 w(x)∂ζα
λdξdxdqn(s, y, ζ)
=: J∗1 + J
∗
2 + J
∗
3,
where qn = 1
n
|∇yu
n|2δun=ζ .
Similar to the estimates of I4 and I9 in Proposition 4.1, we can show that J
∗
2
+ J∗
3
≤ Cµ′qn(±N) with
lim sup
N→∞
µ′qn(±N) = 0. Define
Υ(ξ, ζ) =
∫ ∞
ζ
∫ ξ
−∞
Ψη(ξ
′, ζ′)ψδ(ξ
′ − ζ′)dξ′dζ′.
We have Υ(ξ, ζ) ≤ C(|ξ| + |ζ | + δ).
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Then, by the boundedness of w, it follows that
1
n
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f1 f¯2∆yα
λw(x)dξdζdydxds
= −
1
n
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
f1 f¯2∆yρ
λ
γ(y − x)∂ζ∂ξΥ(ξ, ζ)λ(x)w(x)dξdζdydxds
=
1
n
E
∫ t
0
∫
Dλx
∫
Dy
∆yρ
λ
γ(y − x)λ(x)w(x)
∫ N
−N
∫ N
−N
Υ(ξ, ζ)dν1s,x ⊗ ν
2
s,y(ξ, ζ)dydxds
≤ C
1
n
E
∫ t
0
∫
Dλx
∫
Dy
|∆yρ
λ
γ(y − x)|λ(x)w(x)
∫
R2
(|ξ| + |ζ | + δ)dν1s,x ⊗ ν
2
s,y(ξ, ζ)dydxds
≤ Cn−1γ−2 +Cn−1γ−2δ
∫ t
0
∫
Dλx
λ(x)dxds.
Moreover, we have the same upper bound for 1
n
E
∫ t
0
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
Ψη(ξ, ζ) f¯1 f2∆yα
λw(x)dξdζdydxds,
which implies
J∗ ≤ Cn−1γ−2 +Cn−1γ−2δ
∫ t
0
∫
Dλx
λ(x)dxds +Cµ′qn(±N).
Due to Proposition 4.1, we obtain that for any 0 ≤ t ≤ T ,
E
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
( f ±1 (t) f¯
±
2 (t) + f¯
±
1 (t) f
±
2 (t))ρ
λ
γ(y − x)ψδ(ξ − ζ)λ(x)w(x)dξdζdydx
≤ E
∫
Dλx
∫
Dy
∫ N
−N
∫ N
−N
( f1,0 f¯2,0 + f¯1,0 f2,0)ρ
λ
γ(y − x)ψδ(ξ − ζ)λ(x)w(x)dξdζdydx
+
5∑
i=1
J˜i + IN +Cn
−1γ−2 +Cn−1γ−2δ
∫ t
0
∫
Dλx
λ(x)dxds, (5.12)
where J˜i are the corresponding terms to Ji, i = 1, . . . , 5 of Proposition 4.1 with f1 = Iu(t;ϑ)>ξ and f2 =
Iun(t;ϑ)>ζ and
IN = C(µ
′
m(±N) + µ
′
mn(±N) + µ
′
qn (±N) + (1 + N
2)µ′
ν1
(±N) + (1 + N2)µ′
ν2
(±N))
satisfying lim sup
N→∞
IN = 0. Notice that J˜4 ≤ 0, then by the same method as for the proof of Theorem 4.2
and integrating t from 0 to T , we get
E
∫ T
0
∫
D
∫ N
−N
( f ±1 (t) f¯
±
2 (t) + f¯
±
1 (t) f
±
2 (t))w(x)dξdxdt
≤ TE
∫
D
∫ N
−N
( f1,0 f¯2,0 + f¯1,0 f2,0)w(x)dξdx
+|a(0)|E
∫ T
0
∫ t
0
∫
∂D
∫
R
( f1,b f¯2,b + f¯1,b f2,b)w(x)dξdσ(x)dsdt +CMTδγ
−1
+CTM(γ2δ−1 + δ) + TMIN +CMTn
−1γ−2 +CT 2n−1γ−2δ +
M∑
i=0
E
N,λi
0
(γ, δ)T
+
M∑
i=0
( ∫ T
0
r
N,λi
t (γ, δ)dt +
∫ T
0
E
N,λi
t (γ, δ)dt
)
,
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where error terms EN,λt (γ, δ) and r
N,λ
t (γ, δ) are defined by (4.7) and (4.15), respectively.
Noting that lim supN→∞ IN = 0, and by the dominated convergence theorem, we have
lim
N→∞
E
∫
D
∫ N
−N
( f1,0 f¯2,0 + f¯1,0 f2,0)w(x)dξdx = E
∫
D
∫
R
( f1,0 f¯2,0 + f¯1,0 f2,0)w(x)dξdx.
Moreover, employing a similar method as in the proof of (4.23) with f1 = Iu(t;ϑ)>ξ and f2 = Iun(t;ϑ)>ζ , by
utilizing (5.2), we have
lim
N→∞
E
∫ T
0
∫
D
∫ N
−N
( f ±1 (t) f¯
±
2 (t) + f¯
±
1 (t) f
±
2 (t))w(x)dξdxdt
= E
∫ T
0
∫
D
∫
R
( f ±1 (t) f¯
±
2 (t) + f¯
±
1 (t) f
±
2 (t))w(x)dξdxdt, uniformly on n.
Hence, for any ι > 0, there exists a big enough constant N0 independent of γ, δ, n such that
E
∫ T
0
∫
D
∫
R
( f ±1 (t) f¯
±
2 (t) + f¯
±
1 (t) f
±
2 (t))w(x)dξdxdt
≤ E
∫ T
0
∫
D
∫ N0
−N0
( f ±1 (t) f¯
±
2 (t) + f¯
±
1 (t) f
±
2 (t))w(x)dξdxdt + ι
≤ TE
∫
D
∫
R
( f1,0 f¯2,0 + f¯1,0 f2,0)w(x)dξdx + (T + 1)ι
+|a(0)|E
∫ T
0
∫ t
0
∫
∂D
∫
R
( f1,b f¯2,b + f¯1,b f2,b)w(x)dξdσ(x)dsdt
+CTM(γ2δ−1 + δ) +CMTn−1γ−2 +CT 2n−1γ−2δ +
M∑
i=0
E
N0,λi
0
(γ, δ)T
+
M∑
i=0
( ∫ T
0
r
N0,λi
t (γ, δ)dt +
∫ T
0
E
N0,λi
t (γ, δ)dt
)
.
Taking δ = γ
4
3 , γ = n−
1
3 and letting n → ∞ (in this case, γ, δ → 0), we deduce from (4.13)-(4.14) and
(4.17) that
lim
n→∞
E
∫ T
0
∫
D
∫
R
( f ±1 (t) f¯
±
2 (t) + f¯
±
1 (t) f
±
2 (t))w(x)dξdxdt
≤ TE
∫
D
∫
R
( f1,0 f¯2,0 + f¯1,0 f2,0)w(x)dξdx + (T + 1)ι
+|a(0)|E
∫ T
0
∫ t
0
∫
∂D
∫
R
( f1,b f¯2,b + f¯1,b f2,b)w(x)dξdσ(x)dsdt.
Since ι is arbitrary, it follows that
lim
n→∞
E
∫ T
0
∫
D
∫
R
( f ±1 (t) f¯
±
2 (t) + f¯
±
1 (t) f
±
2 (t))w(x)dξdxdt
≤ TE
∫
D
∫
R
( f1,0 f¯2,0 + f¯1,0 f2,0)w(x)dξdx
+|a(0)|E
∫ T
0
∫ t
0
∫
∂D
∫
R
( f1,b f¯2,b + f¯1,b f2,b)w(x)dξdσ(x)dsdt.
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Note that f1 = Iu(t;ϑ)>ξ and f2 = Iun(t;ϑ)>ζ with the corresponding data f1,0 = Iϑ>ξ , f2,0 = Iϑ>ζ and
f b
1
= I0>ξ , f
b
2
= I0>ζ . Applying (4.25), we get
lim
n→∞
E
∫ T
0
∫
D
|u(t;ϑ) − un(t;ϑ)|w(x)dxdt = 0.

Now, we are in a position to give the proof of Theorem 3.2.
Proof of Theorem 3.2. From Proposition 5.1, we know that there exists a subset I ⊂ [0, T ] with |I| = T
and a (non-relabelled) subsequence such that
lim
n→∞
E‖u(t;ϑ) − un(t;ϑ)‖L1w;x = 0, for every t ∈ I. (5.13)
In the following, we will prove that for any τ > 0, there exists ς > 0 such that
E‖un(t;ϑ) − un(t′;ϑ)‖L1w;x < τ, (5.14)
for every n ≥ 1 and t > t′ ∈ I with |t − t′| < ς. For simplicity, we write un(t, x;ϑ) = un(t, x) and
un(t′, x;ϑ) = un(t′, x).
Noting that ρλγ(y − x) = 0 on D
λ
x × D
c, we have
E
∫
D
|un(t, x) − un(t′, x)|w(x)dx
=
M∑
i=0
E
∫
D
λi
x
|un(t, x) − un(t′, x)|w(x)λi(x)dx
=
M∑
i=0
E
∫
D
λi
x
∫
Dy
|un(t, x) − un(t′, x)|w(x)λi(x)ρ
λi
γ (y − x)dydx
≤
M∑
i=0
E
∫
D
λi
x
∫
Dy
|un(t, x) − un(t′, y)|λi(x)w(x)ρ
λi
γ (y − x)dydx
+
M∑
i=0
E
∫
D
λi
x
∫
Dy
|un(t′, x) − un(t′, y)|λi(x)w(x)ρ
λi
γ (y − x)dydx
=: Kn1(γ) + K
n
2(γ).
Letting f1(t
′) := f1(t
′, x, ξ) = Iun(t′,x)>ξ , f2(t
′) := f2(t
′, y, ζ) = Iun(t′,y)>ζ with f1,0 = Iϑ>ξ, f2,0 = Iϑ>ζ , it
follows that
Kn2(γ) =
M∑
i=0
E
∫
D
λi
x
∫
Dy
∫
R
( f1(t
′, x, ξ) f¯2(t
′, y, ξ) + f¯1(t
′, x, ξ) f2(t
′, y, ξ))λi(x)w(x)ρ
λi
γ (y − x)dξdydx.
Define
K˜
n,N
2
(γ) :=
M∑
i=0
E
∫
D
λi
x
∫
Dy
∫ N
−N
( f1(t
′, x, ξ) f¯2(t
′, y, ξ) + f¯1(t
′, x, ξ) f2(t
′, y, ξ))λi(x)w(x)ρ
λi
γ (y − x)dξdydx,
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then, employing a similar method as in the proof of (4.23) with f1(t
′), f2(t
′), and by utilizing (5.2), it
follows that
Kn2 (γ) = lim
N→∞
K˜
n,N
2
(γ), uniformly on n. (5.15)
Applying (4.10), we get for any N,
K˜
n,N
2
(γ) ≤ Cδ + 2MΥN(δ)
+
M∑
i=0
E
∫
D
λi
x
∫
Dy
∫ N
−N
∫ N
−N
( f1(t
′) f¯2(t
′) + f¯1(t
′) f2(t
′))λi(x)w(x)ρ
λi
γ (y − x)ψδ(ξ − ζ)dξdζdydx
=: Cδ + 2MΥN(δ) + Jn,N(γ, δ),
where limδ→0 Υ
N(δ) = 0.
Applying Lemma 5.1 with ϑ1 = ϑ2 = ϑ, and noticing L˜
N
2
≤ 0, we get
Jn,N(γ, δ) ≤
M∑
i=0
[
E
∫
D
λi
x
∫ N
−N
( f1,0 f¯2,0 + f¯1,0 f2,0)λi(x)w(x)dξdx + E
N,λi
0
(γ, δ)
+|a(0)|
∫ t′
0
∫
∂D
λi
x
∫
R
( f1,b f¯2,b + f¯1,b f2,b)w(x)dξdσ(x)ds
−2n−1
d∑
j=1
E
∫ t′
0
∫
D
λi
x
∫ N
−N
( f1(s) f¯2(s) + f¯1(s) f2(s))∂x jλi(x)dξdxds
+n−1E
∫ t′
0
∫
D
λi
x
∫ N
−N
( f1(s) f¯2(s) + f¯1(s) f2(s))w(x)∆xλi(x)dξdxds
+r
N,λi
t′
(γ, δ) + r˜N,λi
t′
(γ, δ) +Cδγ−1 +C(γ2δ−1 + δ) + L˜N,λi
1
+ IN
]
≤ E
∫
D
∫ N
−N
( f1,0 f¯2,0 + f¯1,0 f2,0)w(x)dξdx +
M∑
i=0
E
N,λi
0
(γ, δ) +
M∑
i=0
r
N,λi
t′
(γ, δ)
+
M∑
i=0
r˜
N,λi
t′
(γ, δ) +CMδγ−1 +CM(γ2δ−1 + δ) +
M∑
i=0
(L˜
N,λi
1
+ IN), (5.16)
where we have used the facts:
−2n−1
M∑
i=0
d∑
j=1
E
∫ t′
0
∫
D
λi
x
∫ N
−N
( f1(s) f¯2(s) + f¯1(s) f2(s))∂x jλi(x)dξdxds
= −2n−1
d∑
j=1
E
∫ t′
0
∫
D
λi
x
∫ N
−N
( f1(s) f¯2(s) + f¯1(s) f2(s))∂x j
( M∑
i=0
λi(x)
)
dξdxds = 0,
and
n−1
M∑
i=0
E
∫ t′
0
∫
D
λi
x
∫ N
−N
( f1(s) f¯2(s) + f¯1(s) f2(s))w(x)∆xλi(x)dξdxds
= n−1E
∫ t′
0
∫
D
λi
x
∫ N
−N
( f1(s) f¯2(s) + f¯1(s) f2(s))w(x)∆x
( M∑
i=0
λi(x)
)
dξdxds = 0.
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Notice that limN→∞
∑M
i=0 IN = 0 and by the Lebesgue dominated convergence theorem,
lim
N→∞
E
∫
D
∫ N
−N
( f1,0 f¯2,0 + f¯1,0 f2,0)w(x)dξdx = E
∫
D
∫
R
( f1,0 f¯2,0 + f¯1,0 f2,0)w(x)dξdx = 0.
Then, by (5.15), we know that for any ι > 0, there exists a big enough constant N0 independent of γ, δ, n
such that
|Kn2 (γ) − K˜
n,N0
2
(γ)| + E
∫
D
∫ N0
−N0
( f1,0 f¯2,0 + f¯1,0 f2,0)w(x)dξdx +
M∑
i=0
IN0 < ι.
In view of (5.16), we have
Kn2 (γ) ≤ ι + K˜
n,N0
2
(γ) − E
∫
D
∫ N0
−N0
( f1,0 f¯2,0 + f¯1,0 f2,0)w(x)dξdx −
M∑
i=0
IN0
≤ ι +Cδ + 2MΥN0(δ) + Jn,N0(γ, δ) − E
∫
D
∫ N0
−N0
( f1,0 f¯2,0 + f¯1,0 f2,0)w(x)dξdx −
M∑
i=0
IN0
≤ ι +Cδ + 2MΥN0(δ) +
M∑
i=0
E
N0,λi
0
(γ, δ) +
M∑
i=0
r
N0,λi
t′
(γ, δ) +
M∑
i=0
r˜
N0,λi
t′
(γ, δ)
+CMδγ−1 +CM(γ2δ−1 + δ) +
M∑
i=0
L˜
N0,λi
1
. (5.17)
From (4.13), (4.16), (4.20) and (5.10), we have
lim
γ,δ→0
M∑
i=0
E
N0,λi
0
(γ, δ) = 0, lim
γ,δ→0
M∑
i=0
r
N0 ,λi
t′
(γ, δ) = 0,
lim
γ,δ→0
M∑
i=0
L˜
N0,λi
1
= 0, lim
γ,δ→0
M∑
i=0
r˜
N0 ,λi
t′
(γ, δ) = 0.
Taking δ = γ
4
3 , which are independent of n, and letting γ → 0 in (5.17), we get
lim
γ,δ→0
Kn2(γ) ≤ ι.
Since ι is arbitrary, we deduce that
lim
γ→0
Kn2(γ) = 0, uniformly on n. (5.18)
Now, we focus on the estimates of Kn
1
(γ). Let ηε be a symmetric approximation of | · | given by
ηε(0) = η
′
ε(0) = 0, η
′′
ε (r) = ε
−1η˜(ε−1|r|)
for some non-negative η˜ ∈ C∞(R) which is bounded by 2, supported in (0, 1) and integrates to 1. The
following properties of ηε hold:
|ηε(r) − |r|| . ε, supp η
′′
ε ⊂ [−ε, ε], |η
′′
ε (r)| ≤ 2ε
−1, η′ε(r) ∈ [0,
1
2
]. (5.19)
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This implies that
Kn1 (γ) . ε‖w‖L1x +
M∑
i=0
E
∫
D
λi
x
∫
Dy
ηε(u
n(t, x) − un(t′, y))λi(x)w(x)ρ
λi
γ (y − x)dydx
=: ε‖w‖L1x + L.
Under Hypotheses (H1)-(H3), we may apply the generalized Itô formula from Proposition A.1 in [9] to
deduce that
L =
M∑
i=0
E
∫
Dy
∫
D
λi
x
ηε(u
n(t′, x) − un(t′, y))λi(x)w(x)ρ
λi
γ (y − x)dxdy
−
1
n
M∑
i=0
E
∫
Dy
∫ t
t′
∫
D
λi
x
η′′ε (u
n(s, x) − un(t′, y))|∇un(s, x)|2λi(x)w(x)ρ
λi
γ (y − x)dxdsdy
−
1
n
M∑
i=0
E
∫
Dy
∫ t
t′
∫
D
λi
x
η′ε(u
n(s, x) − un(t′, y))∇un(s, x) · ∇(λi(x)w(x)ρ
λi
γ (y − x))dxdsdy
−
M∑
i=0
E
∫
Dy
∫ t
t′
∫
D
λi
x
η′ε(u
n(s, x) − un(t′, y))a(un(s, x)) · ∇un(s, x)λi(x)w(x)ρ
λi
γ (y − x)dxdsdy
+
1
2
M∑
i=0
E
∫
Dy
∫ t
t′
∫
D
λi
x
η′′ε (u
n(s, x) − un(t′, y))G2(x, un(s, x))λi(x)w(x)ρ
λi
γ (y − x)dxdsdy
=:
5∑
i=1
Ii.
By (5.19), we have
I1 . ε‖w‖L1x +
M∑
i=0
E
∫
D
λi
x
∫
Dy
|un(t′, x) − un(t′, y)|λi(x)w(x)ρ
λi
γ (y − x)dydx
≤ ε‖w‖L1x + K
n
2 (γ).
Clearly, I2 ≤ 0. Using (5.2), we deduce that
I3 ≤
γ−1
n
‖w‖
W
1,∞
x
(t − t′)
1
2E
[ ∫ t
t′
‖∇un‖2
L2x
ds
] 1
2
≤ γ−1‖w‖
W
1,∞
x
(t − t′)
1
2 (1 + E‖ϑ‖2
L2x
).
Letting
H(ξ) =
∫ ξ
0
η′ε(ζ − u
n(t′, y))a(ζ)dζ,
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by integration by parts formula and (5.2), we have
I4 = −
M∑
i=0
E
∫ t
t′
∫
D
λi
x
∫
Dy
(∇ · H(un(s, x)))λi(x)w(x)ρ
λi
γ (y − x)dydxds
=
M∑
i=0
E
∫ t
t′
∫
D
λi
x
∫
Dy
H(un(s, x)) · ∇(λi(x)w(x)ρ
λi
γ (y − x))dydxds
. γ−1ε−1‖w‖
W
1,∞
x
E
∫ t
t′
∫
Dx
(1 + |un(s, x)|q0+1)dxds
. γ−1ε−1‖w‖
W
1,∞
x
(t − t′)
[
1 + E sup
t∈[0,T ]
‖un(t)‖
q0+1
L
q0+1
x
]
. γ−1ε−1‖w‖
W
1,∞
x
(t − t′)
[
1 + E‖ϑ‖
q
L
q
x
]
.
By Hypothesis (H3), it follows that
I5 . ε
−1γ−1‖w‖L∞x (t − t
′)E sup
t∈[0,T ]
(1 + ‖un(t)‖2
L2x
)
. ε−1γ−1(t − t′)(1 + E‖ϑ‖2
L2x
).
Combining all the above estimates, we get
Kn1(γ) ≤ 2ε‖w‖L∞x + K
n
2(γ)
+γ−1‖w‖
W
1,∞
x
(t − t′)
1
2 (1 + E‖ϑ‖2
L2x
) + γ−1ε−1‖w‖
W
1,∞
x
(t − t′)
[
1 + E‖ϑ‖
q
L
q
x
]
+ε−1γ−1(t − t′)E(1 + ‖ϑ‖2
L2x
).
Thus, we conclude that
E
∫
D
|un(t, x) − un(t′, x)|w(x)dx
≤ 2ε‖w‖L∞x + γ
−1‖w‖
W
1,∞
x
(t − t′)
1
2 (1 + E‖ϑ‖2
L2x
) + γ−1ε−1‖w‖
W
1,∞
x
(t − t′)
[
1 + E‖ϑ‖
q
L
q
x
]
+ε−1γ−1(t − t′)E(1 + ‖ϑ‖2
L2x
) + 2Kn2 (γ).
Due to (5.18), for any τ > 0, there exists a small positive constant γ0, independent of n, such that
Kn
2
(γ0) <
τ
4
. For such τ, we can choose small positive constants ε0 and ς independent of n such that for
any t, t′ ∈ I with |t − t′| < ς such that
2ε0‖w‖L∞x + γ
−1
0 ‖w‖W1,∞x
ς
1
2 (1 + E‖ϑ‖2
L2x
) + γ−10 ε
−1
0 ‖w‖W1,∞x
ς
[
1 + E‖ϑ‖
q
L
q
x
]
+ε−10 γ
−1
0 ςE(1 + ‖ϑ‖
2
L2x
) <
τ
2
.
Thus, we have proved that for any τ > 0, there exists ς > 0, independent of n, such that for every t, t′ ∈ I
with |t − t′| < ς, it holds that
E‖un(t;ϑ) − un(t′;ϑ)‖L1w;x < τ,
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which is the desired result (5.14). Taking n→ ∞ on (5.14) implies
E‖u(t;ϑ) − u(t′;ϑ)‖L1w;x ≤ τ.
As a result, u : I → L1ωL
1
w;x is uniformly continuous, hence it has a unique continuous extension on
[0, T ].

Proof of Proposition 3.3. For any ϑ ∈ L1w;x, there exists a sequence {ϑn}n≥1 ⊂ L
q
x such that ϑn → ϑ in
L1w;x. From Theorem 3.2, we have u(·;ϑn) ∈ C([0, T ]; L
1
ωL
1
w;x) for each n ≥ 1. Furthermore, we deduce
from Theorem 3.1 that for any m > n ≥ 1,
sup
t∈[0,T ]
E‖u(t;ϑm) − u(t;ϑn)‖L1w;x ≤ E‖ϑm − ϑn‖L1w;x .
Thus, {u(·;ϑn)}n≥1 is a Cauchy sequence in C([0, T ]; L
1
ωL
1
w;x), which yields that the limit v(·;ϑ) :=
limn→∞ u(·;ϑn) exists in C([0, T ]; L
1
ωL
1
w;x). Moreover, using Theorem 3.1, we see that the limit v(·;ϑ)
is independent of the choices of {ϑn}n≥1. Clearly, for ϑ ∈ L
q
ωL
q
x, we have v(·;ϑ) = u(·;ϑ) in
C([0, T ]; L1ωL
1
w;x). Thus, v is the unique continuous extension of u on C([0, T ]; L
1
ωL
1
w;x). Finally, (3.2)
follows easily by construction.

6 Ergodicity
In this section, we will prove the main result Theorem 3.6. First, we obtain a polynomial decay for the
difference of kinetic solutions of (1.1)-(1.3) with different initial conditions.
Proposition 6.1. Assume Hypotheses (H1)-(H3) are in force. Let u(t;ϑ) and u(t; ϑ˜) be the kinetic solu-
tions of (1.1)-(1.3) with initial datums ϑ, ϑ˜ ∈ L
q
ωL
q
x. Then for all t ≥ 0,
sup
ϑ,ϑ˜∈L
q
ωL
q
x
E‖u(t;ϑ) − u(t; ϑ˜)‖L1w;x ≤ Cq0‖w‖
q∗
L
q∗
x
t
− 1
q0 , (6.1)
where the constant Cq0 depends only on q0 and q
∗ =
q0+1
q0
.
Proof. By (4.26) and using Hypothesis (H1), we deduce that
E‖u(t;ϑ) − u(t; ϑ˜)‖L1w;x ≤ E‖u(s;ϑ) − u(s; ϑ˜)‖L1w;x −Cq0E
∫ t
s
‖u(r;ϑ) − u(r; ϑ˜)‖
q0+1
L
q0+1
x
dr,
where the constant Cq0 depends only on q0.
By Hölder inequality,
E‖u(r;ϑ) − u(r; ϑ˜)‖L1w;x ≤
(
E‖u(r;ϑ) − u(r; ϑ˜)‖
q0+1
L
q0+1
x
) 1
q0+1 ‖w‖
L
q∗
x
,
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where q∗ =
q0+1
q0
. Thus, we deduce that for any 0 ≤ s < t < T ,
E‖u(t;ϑ) − u(t; ϑ˜)‖L1w;x
≤ E‖u(s;ϑ) − u(s; ϑ˜)‖L1w;x −Cq0‖w‖
−(q0+1)
L
q∗
x
∫ t
s
(
E‖u(r;ϑ) − u(r; ϑ˜)‖L1w;x
)q0+1
dr. (6.2)
Set f (t) := E‖u(t;ϑ) − u(t; ϑ˜)‖L1w;x . From Theorem 3.2, we know that f (t) is continuous on [0, T ]. (6.2)
yields
f (t) − f (s) ≤ −Cq0‖w‖
−(q0+1)
L
q∗
x
∫ t
s
f q0+1(r)dr,
for all 0 ≤ s < t < T . Hence, by a comparison argument as in the proof of Theorem 3.8 in [8], we obtain
E‖u(t;ϑ) − u(t; ϑ˜)‖L1w;x ≤ Cq0‖w‖
q∗
L
q∗
x
t
− 1
q0 ,
which is the desired result. 
As a consequence, we have the following
Corollary 6.2. For the unique continuous extension v of u given by Proposition 3.3, it holds that for any
t > 0,
sup
ϑ,ϑ˜∈L1w;x
E‖v(t;ϑ) − v(t; ϑ˜)‖L1w;x ≤ Cq0‖w‖
q∗
L
q∗
x
t
− 1
q0 , (6.3)
with the constant Cq0 depends only on q0.
For technical reasons, we extend the time horizon to −∞. We need the following notations. For the
data ϑ ∈ L
q
ωL
q
x and s > −∞, we denote by us(·;ϑ) the kinetic solution of

∂tus(t, x;ϑ) = divA(us(t, x;ϑ)) +
∑
k≥1 σ
k(x, us(t, x;ϑ))β˙k(t) in Ω × D × (0, T ),
us(s, x;ϑ) = ϑ in Ω × D,
us(s, ·;ϑ) = 0 on Ω × Σ,
(6.4)
for t ≥ s, where we have extended βk(t) for t < 0 by gluing at t = 0 an independent Brownian motion
evolving backwards in time. According to this new notation, u0(·;ϑ) = u(·;ϑ). The global well-posedness
of (6.4) for the case s , 0 can be obtained analogously as the case s = 0. In addition, for the mapping
L
q
ωL
q
x ∋ ϑ 7→ us(·;ϑ) ∈ C([s,∞); L
1
ωL
1
w;x),
we use vs(·; ·) to denote its unique continuous extension from L
1
w;x to C([s,∞); L
1
ωL
1
w;x) as stated in
Theorem 3.2.
The following result is the cocycle property of the dynamic generated by (6.4).
Proposition 6.3. For every ϑ ∈ L
q
x and −∞ < s1 ≤ s2 ≤ t < T, it holds true that us1 (t;ϑ) =
us2 (t; us1 (s2;ϑ)) in L
1
ωL
1
w;x.
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Proof. Fix s > 0, without loss of generality, we only need to prove the case (s1, s2) = (0, s) for some
0 < s < T . Let ϑ ∈ L
q
x and u(t;ϑ) be a kinetic solution of (6.4) on [0, T ). From Lemma 2.2, we know
that for all ϕ ∈ C∞c (R
d × R), the kinetic solution u(t;ϑ) satisfies
−
∫
D
∫ N
−N
Ψη f
+(t)ϕdξdx +
∫ t
s
∫
D
∫ N
−N
Ψη f a(ξ) · ∇ϕdξdxdr
+
∫
D
∫ N
−N
Ψη f
+
s ϕdξdx +
∫ t
s
∫
∂D
∫ N
−N
Ψη(−a(ξ) · n) f˜ϕdξdσdr
= −
∑
k≥1
∫ t
s
∫
D
∫ N
−N
Ψη(ξ)gk(x, ξ)ϕdνx,r(ξ)dxdβk(r)
−
1
2
∫ t
s
∫
D
∫ N
−N
Ψη(ξ)∂ξϕG
2(x, ξ)dνx,r(ξ)dxdr +
∫
(s,t]×D×(−N,N)
Ψη(ξ)∂ξϕdm
+
1
2
∫ t
s
∫
D
∫ N
−N
(
ψη(N − ξ − η) − ψη(N + ξ − η)
)
G2(x, ξ)ϕdνr,x(ξ)dxdr
−
∫
(s,t]×D×(−N,N)
(
ψη(N − ξ − η) − ψη(N + ξ − η)
)
ϕdm a.s. (6.5)
on [s, T ). Moreover, we claim that u(s;ϑ) ∈ L
q
ωL
q
x. Indeed, by (2.8), we have
ess sup
0≤t≤T
E‖u(t)‖
q
L
q
x
≤ Cq.
By Theorem 3.2, there exists a sequence sn → s such that u(sn, x) → u(s, x) for almost every (ω, x) and
sup
n≥1
E‖u(sn)‖
q
L
q
x
≤ Cq.
Then, by Fatou’s lemma, we get
E‖u(s)‖
q
L
q
x
≤ lim inf
n→∞
E‖u(sn)‖
q
L
q
x
≤ sup
n≥1
E‖u(sn)‖
q
L
q
x
≤ Cq.
Hence, u(s;ϑ) ∈ L
q
ωL
q
x. Now, we can apply the uniqueness of kinetic solutions to (6.5) to conclude that
u(t;ϑ) = us(t; u(s;ϑ)) in L
1
ωL
1
w;x for every t ∈ [s, T ).

Proposition 3.5 says that the mappings Pt, t ≥ 0 define a Feller semigroup.
Proof of Proposition 3.5. After the preparations in Proposition 6.3, the proof now follows from standard
arguments, see, e.g. Theorem 9.14 (or Theorem 9.8) in [7]. We omit the details. 
Now, we are in a position to prove the polynomial mixing of Pt.
Proof of Theorem 3.6. For any ϑ ∈ L
q
x, denote by ηs(ϑ) = us(0;ϑ). By Proposition 6.3, for s1 ≤ s2 ≤
−1, it follows that ηs1 (ϑ) = us2 (0; us1 (s2;ϑ)) in L
1
ωL
1
w;x. Hence,
ηs2 (ϑ) − ηs1(ϑ) = us2(0;ϑ) − us2 (0; us1 (s2;ϑ))
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in L1ωL
1
w;x. By Theorem 3.2 and Corollary 6.2, we have
E‖ηs2(ϑ) − ηs1 (ϑ)‖L1w;x . ‖w‖
q∗
L
q∗
x
|s2|
− 1
q0 , (6.6)
which implies that (ηs(ϑ))s≤−1 is a Cauchy sequence in L
1
ωL
1
w;x. Hence, there exists a random variable
X(ϑ) ∈ L1ωL
1
w;x such that ηs(ϑ) → X(ϑ) in L
1
ωL
1
w;x, as s→ −∞.
We claim that X(ϑ) is independent of the initial data ϑ. Indeed, for any ϑ, ϑ˜ ∈ L
q
x, by Proposition 6.1,
we have
E‖ηs(ϑ) − ηs(ϑ˜)‖L1w;x . ‖w‖
q∗
L
q∗
x
|s|
− 1
q0 . (6.7)
Then letting s→ −∞, we have X(ϑ) = X(ϑ˜) in L1ωL
1
w;x.
Let X = X(0) and define µ = P ◦ X−1 ∈ M1(L
1
w;x). Next, we verify that µ is an invariant measure of
Pt. Denote by Ps,t the semigroup associated to (6.4) at time t, then Pt = P0,t for any t ≥ 0. Keeping in
mind that η−s(0) → X(0) in L
1
ωL
1
w;x, when s→ ∞, we have∫
L1w;x
P0,tF(ξ)µ(dξ) = EP0,tF(X(0)) = lim
s→∞
EP0,tF(η−s(0))
= lim
s→∞
EP0,tF(u−s(0; 0)) = lim
s→∞
EP0,tF(v−s(0; 0))
= lim
s→∞
P−s,0(P0,tF)(0) = lim
s→∞
P−s,tF(0) = lim
s→∞
P−(t+s),0F(0)
= lim
s→∞
EF(v−(t+s)(0; 0)) = lim
s→∞
EF(u−(t+s)(0; 0))
= lim
s→∞
EF(η−(t+s)(0)) = EF(X(0)) =
∫
L1w;x
F(ξ)µ(dξ), (6.8)
for every F ∈ Cb(L
1
w;x), here we have used the Feller property of P0,t, Ps,rPr,t = Ps,t for any s < r < t, as
well as Ps,t = Ps+r,t+r for every r ∈ R. (6.8) shows that µ is an invariant measure of Pt on L
1
w;x.
From Corollary 6.2, we know that for any F ∈ Lip(L1w;x) and ϑ, ϑ˜ ∈ L
1
w;x,
|PtF(ϑ) − PtF(ϑ˜)| = |EF(v(t;ϑ)) − EF(v(t; ϑ˜))|
≤ ‖F‖Lip(L1w;x)E‖v(t;ϑ) − v(t; ϑ˜)‖L1w;x
. ‖F‖Lip(L1w;x)‖w‖
q∗
L
q∗
x
|t|
− 1
q0 , (6.9)
which implies that any two invariant measures µ and µ˜ on L1w;x coincide.
Finally, by utilizing (6.9), it follows that for all t > 0,
∣∣∣∣PtF(ϑ) −
∫
L1w;x
F(ξ)µ(dξ)
∣∣∣∣ = |PtF(ϑ) −
∫
L1w;x
PtF(ξ)µ(dξ)|
=
∣∣∣∣PtF(ϑ) − EPtF(X(0))
∣∣∣∣
≤ E|PtF(ϑ) − PtF(X(0))|
. ‖F‖Lip(L1w;x)‖w‖
q∗
L
q∗
x
|t|
− 1
q0 .
Taking the supremum over ‖F‖Lip(L1w;x) ≤ 1 and ϑ ∈ L
1
w;x, we get the desired result.

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