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DISCREPANCY AND EIGENVALUES OF CAYLEY GRAPHS
YOSHIHARU KOHAYAKAWA, VOJTĚCH RÖDL, AND MATHIAS SCHACHT
Dedicated to the memory of Professor Miroslav Fiedler
Abstract. We consider quasirandom properties for Cayley graphs of finite abelian groups.
We show that having uniform edge-distribution (i.e., small discrepancy) and having large
eigenvalue gap are equivalent properties for such Cayley graphs, even if they are sparse.
This positively answers a question of Chung and Graham [“Sparse quasi-random graphs”,
Combinatorica 22 (2002), no. 2, 217–244] for the particular case of Cayley graphs of
abelian groups, while in general the answer is negative.
§1. Introduction
Professor Miroslav Fiedler discovered a very fruitful relationship between connectivity
properties of graphs and their spectra. Among other things, his works [14,15] from the 1970s,
together with other pioneering work [12,13,18], gave birth to what is now known as spectral
partitioning of graphs. Fiedler considered the so called combinatorial Laplacian LpGq of
graphs G and their spectrum 0 “ λ1 ď λ2 ď ¨ ¨ ¨ ď λn (n “ |V pGq|). Generalizing the fact
that G is connected if and only if λ2 ą 0, Fiedler named λ2 the algebraic connectivity of G
and went on to prove that λ2 is a lower bound for the standard connectivity of G (unless G
is the complete graph). Furthermore, he also considered partitioning the vertex set of G by
considering the coordinates of the eigenvector belonging to λ2. The algebraic connectivity
of a graph is now sometimes referred to as the Fiedler value and the associated eigenvector
is referred to as the Fiedler vector. Alon [1] and Sinclair and Jerrum [26] later proved that
graphs with small Fiedler value can be partitioned according to the Fiedler vector in a
direct way to produce a cut that is small in relative terms (that is, in terms of the ratio of
the number of cut edges to the number of separated vertices).
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While a small Fiedler value tells us that the graph in question may be split along a “small
cut”, a large Fiedler value implies that the graph is an expander, that is, it has no cuts that
are “small” [3,29]. In this paper, we investigate the relation between such “edge-distribution
properties” and spectra, but focusing on the case of “uniform edge-distribution”, by which
we mean the quasirandom case, in the sense of Chung, Graham and Wilson [9].1 Since we
shall be concerned with Cayley graphs, which are regular graphs, for simplicity, we shall
work with adjacency matrices and not with combinatorial Laplacians.
Let an n-vertex graph G be given. The eigenvalues of G are simply the eigenvalues of
the n by n, 0–1 adjacency matrix of G, with 1 indicating edges. Let λk “ λkpGq be the
kth largest eigenvalue of G, in absolute value. Recall that G is said to be “quasirandom”
if the edges of G are “uniformly distributed” (we postpone the precise definition; see
Definition 1.1). A fundamental result relating the λi to quasirandomness states that there
is a large gap between λ1 and λk pk ě 2q if and only if G is quasirandom.
The assertion above may be turned precise in different ways. We are interested in the
form given by Chung, Graham, and Wilson [9]. Recall that [9] presents a “theory of
quasirandomness” for graphs, exhibiting several, quite disparate almost sure properties of
graphs that are, quite surprisingly, equivalent in a deterministic sense. Earlier work in this
direction is due to Thomason [30] (see also [31]), and also Alon [1], Alon and Chung [2],
Frankl, Rödl and Wilson [16], and Rödl [24]. One of the so-called “quasirandom properties”
that is presented in [9] is the “eigenvalue gap” between λ1 and λk (k ě 2).
Chung and Graham [8] set out to investigate the extension of the results in [9] to sparse
graphs, that is, graphs with vanishing edge-density. As it turns out, a naïve approach to
such a project is doomed to fail, as the results in [9] do not generalize to the “sparse case”
in the expected manner (for a thorough discussion on this point, the interested reader is
referred to [8] and also to [4, 7, 10, 19–21]). In particular, having succeeded in proving that
eigenvalue gap does imply uniform distribution of edges in the sparse case, Chung and
Graham asked whether the converse also holds (see [8, p. 230]). An affirmative answer to
this question would fully generalize the relationship between these two concepts to the
sparse case.
However, Krivelevich and Sudakov [21] showed that the answer to the question posed
by Chung and Graham is negative, by constructing a suitable family of counterexamples.
Here, our aim is to show that the answer is positive if one considers Cayley graphs of
finite abelian groups, regardless of the density of the graph. It is worth noting that several
1Owing to this focus, spectral graph partitioning will not be discussed here; the interested reader is
referred to, e.g., Spielman [27] and Spielman and Teng [28].
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explicit constructions of quasirandom graphs are indeed Cayley graphs (see, e.g., [31]
and [21, Section 3]).
We use the following notation. If G “ pV,Eq is a graph, we write epGq for the number
of edges |E| in G. If U Ă V is a set of vertices of G, then GrU s denotes the subgraph
of G induced by U . Furthermore, if W Ă V is disjoint from U , then we write GrU,W s
for the bipartite subgraph of G naturally induced by the pair pU,W q. We also sometimes
write EpU,W q “ EGpU,W q for the edge set of GrU,W s.
If δ ą 0, we write x „δ y to mean that
p1´ δqy ď x ď p1` δqy.
Moreover, sometimes it will be convenient to write O1pδq for any term β that satisfies |β| ď δ.
Observe that, clearly x „δ y is equivalent to x “ p1`O1pδqqy.
Definition 1.1 (DISCpδq). Let 0 ă δ ď 1 be given. We say that an n-vertex graph G
pn ě 2q satisfies property DISCpδq if the following assertion holds: for all U Ă V pGq
with |U | ě δn, we have
eGpUq “ epGrU sq „δ epGq
ˆ|U |
2
˙Nˆ
n
2
˙
.
The following concept of DISC2 is very much related to DISC, as we shall see next.
Definition 1.2 (DISC2pδ1q). Let 0 ă δ1 ď 1 be given. We say that an n-vertex graph G
pn ě 2q satisfies property DISC2pδ1q if the following assertion holds: for all disjoint U
and W Ă V pGq with |U |, |W | ě δ1n, we have
eGpU,W q “ epGrU,W sq „δ1 epGq|U ||W |
Nˆ
n
2
˙
.
The following fact is very easy to prove and we omit its proof.
Fact 1.3. For any 0 ă δ1 ď 1, there is 0 ă δ “ δpδ1q ď 1 such that any graph that
satisfies DISCpδq must also satisfy DISC2pδ1q.
Given a graph G, let A “ pauvqu,vPV pGq be the 0–1 adjacency matrix of G, with 1 denoting
edges. The eigenvalues of G are simply the eigenvalues of A. Since A is symmetric, its
eigenvalues are real. As usual, we adjust the notation so that these eigenvalues are such
that
λ1 ě |λ2| ě ¨ ¨ ¨ ě |λn| (1)
(the fact that λ1 ě 0 follows, for instance, from the fact that the sum of the λi is equal to
the trace of A, which is 0).
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Definition 1.4 (EIGpεq). Let 0 ă ε ď 1 be given. We say that an n-vertex graph G
satisfies property EIGpεq if the following holds. Let d¯ “ d¯pGq “ 2epGq{n be the average
degree of G, and let λ1, . . . , λn be the eigenvalues of G, with the notation adjusted in such
a way that (1) holds. Then
(i ) λ1 „ε d¯,
(ii ) |λi| ď εd¯ for all 1 ă i ď n.
Finally, we define Cayley graphs.
Definition 1.5 (Cayley graph GpΓ, Aq). Let Γ be an abelian group and let A Ă Γr t0u
be symmetric, that is, A “ ´A. The Cayley graph G “ GpΓ, Aq is defined to be the graph
on Γ, with two vertices γ and γ1 P Γ adjacent in G if and only if γ1 ´ γ P A.
We only consider finite graphs and finite abelian groups. The main aim is to answer a
question of Chung and Graham from [8] in the positive for an interesting class of graphs.
Theorem 1.6. For every ε ą 0, there exist δ ą 0 and n0 such that the following holds.
Let G “ GpΓ, Aq be a Cayley graph for some abelian group Γ with n “ |Γ| ě n0 elements
and a symmetric set A “ ´A Ď Γ r t0u. If G satisfies property DISCpδq, then G
satisfies EIGpεq.
The proof of this theorem is given in Section 2. We close this introduction with a few
remarks concerning Theorem 1.6.
We first observe that Theorem 1.6, together with the results of Chung and Graham [8],
imply that properties DISC and EIG are equivalent for Cayley graphs. More precisely,
by DISC implies EIG for Cayley graphs we mean the following: for every ε ą 0 there
is a δ “ δpεq ą 0 such that, for any sequence of positive integers pnkqk with nk Ñ 8
as k Ñ 8, and any sequence pGkqk of Cayley graphs with |V pGkq| “ nk, we have that
if all but finitely many graphs Gk satisfy DISCpδq, then all but finitely many Gk satisfy
EIGpεq. Theorem 1.6 tells us that DISC implies EIG for sequences of Cayley graphs.
In [8, Theorem 1] it is proved that EIG implies DISC in the same sense for sequences of
arbitrary graphs with average degree tending to infinity. This establishes the equivalence
of the properties DISC and EIG for Cayley graphs with diverging average degree.
Secondly, we note that in general it is not true that DISC implies EIG for arbitrary
sequences of graphs. This was already pointed out by Krivelevich and Sudakov in [21]. For
every ε ą 0 and every δ ą 0, they constructed an infinite sequence of graphs that satisfy
DISCpδq but fail to satisfy (i) in the definition of EIGpεq (see Definition 1.4).
The following example is a different probabilistic construction: For p “ ppnq Ñ 0
with pn " 1 as n Ñ 8, consider the graph G given by the union of the random graph
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Gpn, pq and a disjoint clique of size αpn for some constant α ą 0. Such a graph G has
density p1 ` op1qqp and for every fixed δ ą 0 with high probability it satisfies DISCpδq.
However, αpn´ 1 is one of the eigenvalues of its adjacency matrix and, hence, G fails to
satisfy (ii ) in the definition of EIGpεq for any fixed ε P p0, αq.
We also remark that in [8], it is proved that, under some additional conditions, DISC
implies EIG for sequences of sparse graphs. This additional assumption combined with
DISC implies that almost every graph in the sequence contains the “expected number” of
closed walks of length ` for some even ` ě 4. More precisely, for a sequence of graphs Gn
with average degree d¯n we say it satisfies CIRCUIT` if the number of closed walks of
length ` in Gn is p1` op1qqpd¯nq`. We remark that Theorem 1.6 is not a consequence of the
result of Chung and Graham, since there exist sequences of Cayley graphs satisfying DISC,
and hence by Theorem 1.6 also EIG, but fail to have CIRCUIT` for any fixed even ` ě 4.
We next sketch the construction of such a sequence.
Let
p “ ppnq “ log
2 n
n
and consider the random cyclic Cayley graph Cn,p “ GpZ{nZ, Aq, where independently for
every a P pZ{nZqr t0u both elements a and ´a are included in A with probability p{2.
It follows from standard Chernoff-type estimates that asymptotically almost surely Cn,p
satisfies DISC and has average degree d¯n “ p1` op1qpn. Consequently, by Theorem 1.6 it
also satisfies EIG.
On the other hand, owing to the choice of p we have
pn2 " ppnq`
for every fixed even ` ě 4 and sufficiently large n. Hence, for every even ` ě 4 in expectation
the number of “degenerated walks” which only use one edge is " pd¯nq`. This implies that
with positive probability Cn,p satisfies DISC and EIG, but fails to satisfy CIRCUIT` for
every even ` ě 4. Using appropriate blowups of such graphs yields sequences of Cayley
graphs with these properties for any density p with log2 n{n ! p ! 1.
Finally, we remark that very recently Conlon and Zhao [11] extended Theorem 1.6 for
Cayley graphs for arbitrary (not necessarily abelian) finite groups.
Acknowledgements. The proof of Theorem 1.6 presented here is based on an idea of
Tim Gowers [17]. The authors proved this result with a longer combinatorial argument,
which we include in the appendix. On learning about the result, Tim Gowers suggested
the alternative, elegant proof given below. We are grateful to him for letting us include his
proof here.
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§2. Proof of the main result
2.1. Eigenvalues of Cayley graphs of abelian groups. Theorem 2.1 below tells us
how to compute the eigenvalues of Cayley graphs of abelian groups (Theorem 2.1 follows
from a more general result due to Lovász [22]; see also [23, Exercise 11.8] and [6]).
Before we state Theorem 2.1, we recall some basic facts about group characters (for
more details see, e.g., Serre [25]). Let Γ be a finite abelian group. In this case, an
irreducible character χ of Γ may be viewed as a group homomorphism χ : Γ Ñ S1, i.e.,
χpa ` bq “ χpaqχpbq for all a, b P Γ, where S1 is the multiplicative group of complex
numbers of absolute value 1. If Γ has order n, then there are n irreducible characters, say,
χ1, . . . , χn, and these characters satisfy the following orthogonality property:
xχi, χjy “
ÿ
γPΓ
χipγqχjpγq “ 0 (2)
for all i ‰ j. These facts and a simple computation suffice to prove the following well
known result, the short proof of which we include for completeness. We shall use the
following notation: if X is a set, we also write X for the t0, 1u-indicator function of X, so
that Xpaq “ 1 if a P X and Xpaq “ 0 otherwise.
Theorem 2.1. Let G “ GpΓ, Aq be a Cayley graph for some finite abelian group Γ and a
symmetric set A “ ´A Ď Γr t0u. For any character χ : Γ Ñ S1 of Γ, put
λpχq “ xA,χy “
ÿ
aPA
χpaq. (3)
Then the eigenvalues of G are the λpχq, where χ runs over all n “ |Γ| irreducible characters
of Γ.
Proof. Let χ : Γ Ñ S1 be an irreducible character of Γ. Let λpχq be as defined in (3).
Consider the vector vpχq “ pχpγqqTγPΓ, with entries indexed by the elements of Γ “ V pGq.
Let A “ paγγ1qγ,γ1PΓ be the adjacency matrix of G.
Fix γ P Γ. Observe that the γ-entry pAvpχqqγ of the vector Avpχq is
pAvpχqqγ “
ÿ
aPA
χpγ ´ aq “
ÿ
aPA
χpγ ` aq “
´ÿ
aPA
χpaq
¯
χpγq “ λpχqχpγq ,
and hence Avpχq “ λpχqvpχq; that is, vpχq is an eigenvector of A with eigenvalue λpχq.
Let χj : Γ Ñ S1 (1 ď j ď n) be the irreducible characters of Γ and set vj “ vpχjq for
all 1 ď j ď n. By (2), xvj,vj1y “ 0 if j ‰ j1. Therefore, the vj (1 ď j ď n) form an
orthogonal basis of eigenvectors of the matrix A and, hence, λpχjq (j “ 1, . . . , n) are indeed
all the eigenvalues of G. 
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Remark 2.2. The eigenvalue λ1 “ d “ |A| may be obtained from (3) by letting χ be the
trivial character χpxq “ 1 for all x P Γ.
2.2. The proof. We shall prove that  EIGpεq ñ  DISCpδq. By Theorem 2.1 and
Remark 2.2, our assumption implies that there is a character χ ı 1 such that
|λpχq| “ | xA,χy | ě ε|A|. (4)
We shall fix this χ and we shall use it to construct sets X and Y Ă V pGq that “witness”
the fact that  DISCpδq holds.
First we introduce some notation. Let 0 ď χargpγq ă 2pi be defined by χpγq “ eiχargpγq.
For γ P Γ, let
cpγq “ Repχpγqq “ cospχargpγqq
and
spγq “ Impχpγqq “ sinpχargpγqq.
Applying the orthogonality relation (2) to χ and the trivial character χ ” 1, denoted below
by 1, gives us that
0 “ x1, χy “
ÿ
γPΓ
eiχargpγq “
ÿ
γPΓ
pcpγq ` i spγqq .
Consequently, ÿ
γPΓ
cpγq “
ÿ
γPΓ
spγq “ 0. (5)
Given two functions f and g : Γ Ñ C, let f ˚ g : Γ Ñ C be their convolution, given by
pf ˚ gqpαq “
ÿ
γPΓ
fpα ´ γqgpγq.
In what follows, we let m be the cardinality of the image of χ:
m “ |tχpγq : γ P Γu|.
Since χ ı 1, we have m ą 1. We shall need the following fact.
Lemma 2.3. We have
(i ) ÿ
γPΓ
c2pγq “
$&%n if m “ 2n{2 if m ą 2;
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(ii ) B
A,
1
2p1` cq ˚
1
2p1` cq
F
“ 14n|A| `
1
4 xA, c ˚ cy (6)
“
$&%14n|A| ` 14n xA, cy if m “ 21
4n|A| ` 18n xA, cy if m ą 2.
(7)
We postpone the proof of Lemma 2.3 to Section 2.3, and proceed to prove our main
theorem. Let ´X and Y Ă Γ be generated at random as follows: we include γ P Γ
in ´X with probability ppγq “ p1 ` cpγqq{2 and we include γ P Γ in Y with the same
probability ppγq. with all these events independent.
By (5) we have
ř
γPΓ ppγq “ n{2. Therefore, by a Chernoff type inequality (see, e.g.,
Alon and Spencer [5, Theorem A.1.4]), we have
P
ˆ
|X| “
ˆ
1
2 ` op1q
˙
n
˙
“ 1´ op1q (8)
and
P
ˆ
|Y | “
ˆ
1
2 ` op1q
˙
n
˙
“ 1´ op1q. (9)
In view of Lemma 2.3 (i ), we haveÿ
γPΓ
pp´γqppγq “
ÿ
γPΓ
p2pγq “ 14
ÿ
γPΓ
p1` cpγqq2 (5)“ 14n`
1
4
ÿ
γPΓ
cpγq2 “ 38n
if m ą 2 and řγPΓ pp´γqppγq “ n{2 if m “ 2. Consequently, if m ą 2, we have
P
ˆ
|X X Y | “
ˆ
3
8 ` op1q
˙
n
˙
“ 1´ op1q
and hence, in view of (8) and (9), we have
P
ˆ
|X Y Y | “
ˆ
5
8 ` op1q
˙
n
˙
“ 1´ op1q. (10)
Similarly, if m “ 2, we have
P
ˆ
|X X Y | “
ˆ
1
2 ` op1q
˙
n
˙
“ 1´ op1q (11)
and
P
ˆ
|X Y Y | “
ˆ
1
2 ` op1q
˙
n
˙
“ 1´ op1q. (12)
On the other hand, in view of our assumption (4) and A “ ´A we have
ε|A| ď | xA,χy | “ | xA, cy |.
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Recall that ppγq “ p1` cpγqq{2 is the probability that we include γ in ´X and in Y . By
the linearity of the expectation and the independence, we have2
EpxA, p´Xq ˚ Y yq “ E
´ÿ
aPA
ÿ
γPΓ
p´Xqpa´ γqY pγq
¯
“
ÿ
aPA
ÿ
γPΓ
E pp´Xqpa´ γqqE pY pγqq “
ÿ
aPA
ÿ
γPΓ
ppa´ γqppγq
“
B
A,
1
2p1` cq ˚
1
2p1` cq
F
. (13)
By Lemma 2.3 (ii ), we thus haveˇˇˇˇ
EpxA, p´Xq ˚ Y yq ´ 14n|A|
ˇˇˇˇ
ě 18n| xA, cy | ě
1
8εn|A|. (14)
On the other hand,
xA, p´Xq ˚ Y y “
ÿ
aPA
ÿ
γPΓ
p´Xqpa ´ γqY pγq “
ÿ
aPA
ÿ
γPΓ
Xp´a ` γqY pγq “ epX, Y q,
with the edges in X X Y counted twice. Since 0 ď epX, Y q ď n|A|, the random variable
η “ ηpX, Y q “ xA, p´Xq ˚ Y y ´ 14n|A| “ epX, Y q ´
1
4n|A|
satisfies
´14n|A| ď η ď
3
4n|A|. (15)
Let q be the probability that |η| ď εn|A|{16. Then, by (14) and (15),
1
8εn|A| ď |Epηq| ď Ep|η|q ď
1
16εn|A|q `
3
4n|A|p1´ qq,
and, consequently,
P
ˆ
|η| ď 116εn|A|
˙
“ q ď 1´ ε{61´ ε{12 ď 1´
1
12ε. (16)
First consider the case in which m ą 2. Putting together (8)–(10) and (16) we see that
there are sets X and Y Ă Γ for which we have
|X| “
ˆ
1
2 ` op1q
˙
n, |Y | “
ˆ
1
2 ` op1q
˙
n,
|X X Y | “
ˆ
3
8 ` op1q
˙
n, |X Y Y | “
ˆ
5
8 ` op1q
˙
n,
and ˇˇˇˇ
epX, Y q ´ 14n|A|
ˇˇˇˇ
ě 116εn|A|. (17)
2In (13), we write p´Xq for the characteristic function of the set ´X “ t´x : x P Xu.
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Fix such sets X and Y . Suppose that none of the sets X r Y , Y rX, X Y Y , and X X Y
violates DISCpδq. Then for sufficiently large n we haveˇˇˇˇ
epX r Y q ´ 1128n|A|
ˇˇˇˇ
ă 2128δn|A|,
ˇˇˇˇ
epY rXq ´ 1128n|A|
ˇˇˇˇ
ă 2128δn|A|,
and ˇˇˇˇ
epX X Y q ´ 9128n|A|
ˇˇˇˇ
ă 10128δn|A|,
ˇˇˇˇ
epY YXq ´ 25128n|A|
ˇˇˇˇ
ă 26128δn|A|.
Since
epX, Y q “ epX Y Y q ´ epX r Y q ´ epY rXq ` epX Y Y q, (18)
we infer that ˇˇˇˇ
epX, Y q ´ 32128n|A|
ˇˇˇˇ
ă 40128δn|A|,
which contradicts (17) if δ ď ε{5. The proof for the case m ą 2 is finished.
The case m “ 2 is similar. Putting together (8), (9), (11), (12), and (16) we see that
there are sets X and Y Ă Γ for which we have
|X| “
ˆ
1
2 ` op1q
˙
n, |Y | “
ˆ
1
2 ` op1q
˙
n,
|X X Y | “
ˆ
1
2 ` op1q
˙
n, |X Y Y | “
ˆ
1
2 ` op1q
˙
n,
and, moreover, with X and Y satisfying (17). Fix such sets X and Y . Note that, then,
epX r Y q “ opn|A|q and epY rXq “ opn|A|q.
Suppose that neither X Y Y nor X X Y violates DISCpδq. Then for sufficiently large n we
have ˇˇˇˇ
epX X Y q ´ 18n|A|
ˇˇˇˇ
ă 28δn|A| and
ˇˇˇˇ
epY YXq ´ 18n|A|
ˇˇˇˇ
ă 28δn|A|.
Using (18) again, we infer thatˇˇˇˇ
epX, Y q ´ 14n|A|
ˇˇˇˇ
ă 58δn|A|,
which contradicts (17) if δ ď ε{10, completing the proof in the case m “ 2.
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2.3. Proof of Lemma 2.3. We start with the following fact (Fact 2.4 (i ) below is simply
Lemma 2.3 (i )).
Fact 2.4. We have
(i ) ÿ
γPΓ
c2pγq “
$&%n if m “ 2n{2 if m ą 2; (19)
(ii ) ÿ
γPΓ
spγqcpγq “ 0; (20)
(iii ) for any a P Γ
pc ˚ cqpaq “
$&%ncpaq if m “ 2pn{2qcpaq if m ą 2. (21)
Proof. (i ) We start by observing that
ÿ
0ď`ăm
cos 4pi`
m
“
$&%2 if m “ 20 if m ą 2. (22)
Indeed, if m ą 2, then the sum in (22) is
Re
ÿ
0ď`ăm
e4pi`i {m “ Re 1´ e
4pii
1´ e4pii {m “ 0.
If m “ 2, then the sum in (22) is easily seen to be 2. We now observe thatÿ
γPΓ
c2pγq “ n
m
ÿ
0ď`ăm
cos2
ˆ
2pi`
m
˙
“ n2m
ÿ
0ď`ăm
ˆ
1` cos 4pi`
m
˙
.
It now suffices to recall (22) to deduce (19); assertion (i ) is therefore proved.
Now we prove (ii ). Note that ÿ
0ď`ăm
sin 4pi`
m
“ 0.
Therefore,ÿ
γPΓ
spγqcpγq “ n
m
ÿ
0ď`ăm
sin
ˆ
2pi`
m
˙
cos
ˆ
2pi`
m
˙
“ n2m
ÿ
0ď`ăm
sin 4pi`
m
“ 0,
as required.
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For the proof of (iii ), we start by noticing that
cpa´ γq “ cospχargpa´ γqq “ cos pχargpaq ´ χargpγqq
“ cosχargpaq cosχargpγq ` sinχargpaq sinχargpγq “ cpaqcpγq ` spaqspγq.
Therefore,
pc ˚ cqpaq “
ÿ
γPΓ
cpa´ γqcpγq “
ÿ
γPΓ
pcpaqcpγq ` spaqspγqq cpγq
“
ÿ
γPΓ
`
cpaqc2pγq ` spaqspγqcpγq˘ “ cpaqÿ
γPΓ
c2pγq ` spaq
ÿ
γPΓ
spγqcpγq.
Eq. (21) follows from (19) and (20) and (iii ) is proved. 
Proof of Lemma 2.3. Lemma 2.3 (i ) has already been proved. We now turn to (ii ). The
left-hand side of (6) is
1
4
ÿ
aPA
ÿ
γPΓ
pp1` cqpa´ γqq pp1` cqpγqq
“ 14
ÿ
aPA
ÿ
γPΓ
p1` cpa´ γqq p1` cpγqq
“ 14n|A| `
1
4
ÿ
aPA
ÿ
γPΓ
pcpa´ γq ` cpγqq ` 14
ÿ
aPA
ÿ
γPΓ
cpa´ γqcpγq
“ 14n|A| `
1
4
ÿ
aPA
ÿ
γPΓ
cpa´ γqcpγq
“ 14n|A| `
1
4 xA, c ˚ cy , (23)
which verifies (6). Clearly, Fact 2.4 (iii ) and (23) imply (7). 
Appendix A
A.1. Combinatorial proof of Theorem 1.6. We include our original proof of Theo-
rem 1.6 here. Let a constant ε ą 0 be given. The aim is to find some δ ą 0 for which
property DISCpδq implies EIGpεq for any Cayley graph G “ GpΓ, Aq. Let us once and for
all fix an abelian group Γ and a symmetric set A Ď Γr t0u. In what follows, we write G
for the Cayley graph GpΓ, Aq. We shall always write n for the number of vertices in G,
i.e., n “ |Γ| “ |V pGq|. We also let |A| “ αn.
Clearly, our graph G is |A|-regular. Therefore, the density of the graph G is
epGq
Nˆ
n
2
˙
“ |A|
n´ 1 .
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Moreover, as is well known, condition (i) of Definition 1.4 is automatically fulfilled. We
should therefore consider condition (ii) of that definition. Because of Theorem 2.1, our
task is to estimate the λpχq given in (3). More precisely, we have to show that if χ ı 1,
then
|λpχq| “
ˇˇˇ ÿ
aPA
χpaq
ˇˇˇ
ď ε|A|. (24)
Thus, let χ : Γ Ñ S1 be a fixed, non-constant irreducible character of Γ. We shall
estimate λpχq in two different ways, according to the cardinality of imχ “ tχpγq : γ P Γu.
In what follows, we always write m for | imχ|. We also use the bijection eϑi, mapping
every ϑ in R{2piR to eϑi in S1. We define
χarg : Γ Ñ R{2piR
to be the homomorphism such that for every γ P Γ
χargpγq “ arg pχpγqq and χpγq “ eχargpγqi .
Furthermore, we let Ω: Z{mZÑ R{2piR be the homomorphism
Ωpsq “ 2pi
m
s for s P Z{mZ .
We also have a homomorphism % : Γ Ñ Z{mZ for which χarg “ Ω% holds, so that
χargpγq “ 2pi%pγq
m
for every γ in Γ. Summarising the above, from now on we will work with the following
setup.
Setup A.5. Let G “ GpΓ, Aq be the Cayley graph given by the abelian group Γ and the
symmetric set A “ ´A Ď Γr t0u. The graph G is of order n “ |Γ|, every vertex has degree
|A| “ αn, and the density of the graph is |A|{pn´ 1q.
Fix an irreducible character χ ı 1, set m “ | imχ|, and let χarg, Ω, and % (depending
on χ) be group homomorphisms such that the following diagram commutes:
Γ
%

χarg
((
χ
// S1 Ă C
Z{mZ
Ω
// R{2piR
eϑi
OO
As mentioned above we consider two cases for the proof of Theorem 1.6. In the first
case m will be small. The following lemma will handle that case.
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Lemma A.6. For every δ1 ą 0 there is an n0 ě 0 such that if |Γ| “ n ě n0, m ď 1{δ1,
and G “ GpΓ, Aq satisfies DISC2pδ1q, then
|λpχq| ď 2δ1|A| .
For the other case (m large), we shall need three auxiliary lemmas to verify (24). The
proofs of these three lemmas, as well as the proof of Lemma A.6, are given in Sections A.2.2–
A.2.4. We start with two definitions.
Definition A.7 (Z -INT-DISCp%; η, σq). For positive reals η and σ, we say that A satisfies
Z -INT-DISCp%; η, σq if for all integers 0 ď D1 ă D2 ď tm{2u` 1 such that D2 ´D1 ě ηm
we have ˇˇ
AX %´1`rD1, D2q˘ˇˇ „σ D2 ´D1
m
|A|.
Roughly speaking, a set A satisfies Z -INT-DISC if its image under % intersects “large”
intervals uniformly. Next we define a very similar property for A with respect to χarg and
intervals in R{2piR.
Definition A.8 (S1-ARC-DISCpχarg; η, σq). For positive reals η and σ, we say that A
satisfies S1-ARC-DISCpχarg; η, σq if for all reals 0 ď ϑ1 ă ϑ2 ď pi such that ϑ2 ´ ϑ1 ě 2piη
we have ˇˇ
AX χ´1arg
`rϑ1, ϑ2s˘ˇˇ „σ ϑ2 ´ ϑ12pi |A|. (25)
Basically, the next three lemmas give the following implications for large m:
DISC ùñ Z -INT-DISC ùñ S1-ARC-DISC ùñ EIG .
These lemmas are stated under the assumptions of Setup A.5; in particular, we recall
that % and χarg depend on the fixed, non-constant character χ.
Lemma A.9. For all positive reals η and σ, there are δ “ δpη, σq ą 0 and n0 ě 0 such
that if |Γ| “ n ě n0, m ą 1{δ, and G “ GpΓ, Aq satisfies DISCpδq, then A satisfies
Z -INT-DISCp%; η, σq.
Lemma A.10. For all positive reals η ď 1 and σ ď 1 such that mησ ě 3, the fol-
lowing holds. If A satisfies property Z -INT-DISCp%; η{2, σ{3q, then A satisfies property
S1-ARC-DISCpχarg; η, σq.
Lemma A.11. For every real ε ą 0, there are reals η “ ηpεq ą 0 and σ “ σpεq ą 0 for
which the following holds. If A satisfies S1-ARC-DISCpχarg; η, σq, then
|λpχq| “
ˇˇˇ ÿ
aPA
χpaq
ˇˇˇ
ď ε|A|. (26)
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We now assume Lemmas A.6, A.9, A.10, and A.11 and give the proof of Theorem 1.6.
(We present the proofs of those auxiliary results in Section A.2.)
Proof of Theorem 1.6. Let ε ą 0 be given. We apply Lemma A.11, which yields the
positive constants η “ ηpεq and σ “ σpεq. Then Lemma A.9 gives δA.9 “ δA.9pη{2, σ{3q.
We set
δ1 “ min
!
δA.9,
ησ
3 ,
ε
2
)
.
We now choose δ promised by Theorem 1.6 to be
δ “ mintδ1.3pδ1q, δA.9u ,
where δ1.3pδ1q is given by Fact 1.3. Finally, let n0 be as large as required by Lemmas A.6
and A.9. We claim that this choice for δ and n0 will do, and proceed to check this claim.
Suppose DISCpδq holds for some Cayley graph G “ GpΓ, Aq with |Γ| ě n0 and let χ ı 1
be given (the notation here follows the notation set out in Setup A.5). We consider two
cases.
Suppose first that m ď 1{δ1. Fact 1.3 tells us that DISC2pδ1q holds for G. Since m ď 1{δ1,
Lemma A.6 tells us that |λpχq| ď ε|A| by the choice of δ1 ď ε{2. For the other case, namely,
m ą 1{δ1, we first observe that DISCpδA.9q holds since δ ď δA.9 and that m ą 1{δ1 ě 1{δA.9.
Moreover, the choice of δ1 ď ησ{3 yields mησ ą ησ{δ1 ě 3, making Lemma A.10 applicable.
Our claim is now a consequence of the following implications coming from Lemmas A.9–
A.11:
DISCpδA.9q ùñ Z -INT-DISC
´
%; η2 ,
σ
3
¯
ùñ S1-ARC-DISCpχarg; η, σq ùñ |λpχq| ď ε|A| ,
and hence Theorem 1.6 is proved. 
A.2. Proof of the auxiliary lemmas. In this section we prove the auxiliary lemmas
Lemmas A.6, A.9, A.10, and A.11
A.2.1. An auxiliary weighted graph. The homomorphism % (see Setup A.5 for details),
defines a weighted graph rG on Z{mZ in a natural way. The symmetry of this graph will
be useful in the proofs of Lemmas A.6 and A.9.
Definition A.12. We let (under the assumptions of Setup A.5) rG “ rGp%q “ pZ{mZ, wq
be the weighted graph on Z{mZ, with weights assigned to the edges and vertices, with the
weight function
w :
ˆ
Z{mZ
2
˙
Y Z{mZÑ Z
given by
wptr, suq “ epGr%´1prq, %´1psqsq, (27)
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for all distinct r and s P Z{mZ, and
wprq “ epGr%´1prqsq, (28)
for all r P Z{mZ.
For convenience, if X and Y Ă Z{mZ are two disjoint sets, we put
wpX, Y q “
ÿ!
wptx, yuq : px, yq P X ˆ Y
)
“ e `%´1pXq, %´1pY q˘ .
In Lemma A.13 below, we make the definition of rG more concrete, computing the values
in (27) and (28). Let us observe that Lemma A.13 shows that the weighted graph rG has a
“cyclic” structure, that is, the cyclic permutation τ : s ÞÑ s` 1 is an “automorphism” of rG.
Lemma A.13. For all distinct r and s P Z{mZ, we have
wptr, suq “ epGr%´1prq, %´1psqsq “ n
m
ˇˇ
AX %´1pr ´ sqˇˇ, (29)
and for all r P Z{mZ we have
wprq “ epGr%´1prqsq “ n2m
ˇˇ
AX %´1p0qˇˇ. (30)
Proof. Let r and s be arbitrary, not necessarily distinct members of Z{mZ. For every γ in
%´1psq, consider the neighbourhood Nrpγq of γ in G restricted to %´1prq. It is easy to see
that
Nrpγq “ tAX %´1pr ´ squ ` γ
for every γ P %´1psq. Since |%´1psq| “ n{m, this implies, for s ­“ r, that
epGr%´1prq, %´1psqsq “ |%´1psq| ¨ |AX %´1pr ´ sq| “ n
m
|AX %´1pr ´ sq| ,
and therefore (29) holds. Similarly, (30) follows from the case r “ s. 
A.2.2. The small m case. The proof given in this section is fairly simple. It is based on (29)
combined with an application of DISC2.
Proof of Lemma A.6. Let δ1 ą 0 be given and let n0 large enough such that n „δ1{2 pn´ 1q
for every n ě n0.
Now assume G “ GpΓ, Aq with |Γ| ě n0 satisfying DISC2pδ1q is given. Using 1{m ě δ1,
we deduce from DISC2pδ1q and (29) that for all r P Z{mZ
|AX %´1prq| “ m
n
e
`
Gr%´1prq, %´1p0qs˘ „δ1 n|A|pn´ 1qm ,
and hence, by the choice of n0,
|AX %´1prq| ď p1` 2δ1q |A|
m
. (31)
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We then set ω “ e2pii{m and use (31) to infer
|λpχq| “
ˇˇˇ ÿ
aPA
χpaq
ˇˇˇ
“
ˇˇˇm´1ÿ
r“0
`|AX %´1prq| ¨ ωr˘ ˇˇˇ ď |A|
m
˜ˇˇˇm´1ÿ
r“0
ωr
ˇˇˇ
` 2δ1m
¸
,
which yields |λpχq| ď 2δ1|A|, because
m´1ÿ
r“0
ωr “ 0 .

A.2.3. DISC implies Z -INT-DISC for m large. The aim of this section is to verify
Z -INT-DISCp%; η, σq for a graph that satisfies DISCpδq for sufficiently small δ. We therefore
want to link properties of the edge-distribution of G with the quantities
|AX %´1pIq| “
ÿ
fPI
|AX %´1pfq| ,
where I is a sufficiently large interval in Z{mZ. A first step towards this goal is the
following lemma.
Lemma A.14. Let `, s, and t be integers, and suppose that
0 ď s ă s` ` ď t ă t` ` ď m{2 .
Then for d1 “ t´ s´ ` and d2 “ t´ s` `
m
n
w
`rs, s` `q, rt, t` `q˘ “ÿ ˇˇAX %´1pfqˇˇpf ´ d1q : d1 ă f ă t´ s(
`
ÿ ˇˇ
AX %´1pfqˇˇpd2 ´ fq : t´ s ď f ă d2( . (32)
We later may control the left-hand side of (32) by DISC (or, more precisely, by DISC2).
On the other hand, we may interpret the right-hand side as a “weighted version” of
|A X %´1prd1, d2sq| where the “multiplicity” for each f in rd1, d2s is given by a piecewise
linear function depending on d1 and d2 (see Figure 1).
Proof of Lemma A.14. We have
w
`rs, s` `q, rt, t` `q˘ “ÿ!wpeq : e P E rG`rs, s` `q, rt, t` `q˘). (33)
The integers f that arise as differences t1 ´ s1 with t1 P rt, t` `q and s1 P rs, s` `q are in
the interval
d1 “ t´ s´ ` ă f ă t´ s` ` “ d2.
Intuitively speaking, these are the “lengths” of the edges in E rG`rs, s ` `q, rt, t ` `q˘. A
moment’s thought (see Figure 2) shows that assertions (I) and (II) given below hold.
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“multiplicities”
2`
f ´ d1
d2 ´ f 1
f f 1t´ sd1 d2
Figure 1. Distribution of “multiplicities”
(I) If f is in the interval d1 “ t ´ s ´ ` ă f ă t ´ s, then f ´ d1 edges in the
graph E rG`rs, s` `q, rt, t` `q˘ have length f .
(II) If f is in the interval t ´ s ď f ă d2 “ t ´ s ` `, then d2 ´ f edges in the
graph E rG`rs, s` `q, rt, t` `q˘ have length f .
0
s
t` `
s` `
td1
d2
tm{2u
t´ f
s` `` f
edges of “length” f
Figure 2. Edges in rG of “length” d1 ă f ă t´s appear between rt´f, s``q
and rt, s` `` fq
In other words, the lengths f in the interval pd1, t ´ sq occur f ´ d1, times and the
lengths f in the interval rt´ s, d2q occur d2 ´ f times in the sum in (33). Each occurrence
of f contributes to (33) a weight of
n
m
|AX %´1pfq| (34)
(see (29)). Therefore, putting (I), (II), and (34) together, identity (32) follows. 
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The next step towards verifying Z -INT-DISC is to dispose of the “multiplicities” of
type d1 ´ f and d2 ´ f in (32). For this we use Lemma A.14 and we compare the
quantities w
`rs ´ d, s ` `q, rt ´ d, t ` `q˘ with w`rs, s ` `q, rt, t ` `q˘. By (32) these two
terms (appropriately scaled) correspond to two “weighted versions” of |AX %´1prd11, d12sq|
and |AX %´1prd1, d2sq|, for some appropriate d11, d12, d1, and d2 depending on d, s, t, and `.
As it turns out, the difference between these two “weighted versions” yields a “weighted
version” of |AX %´1prd11, d12sq| with constant multiplicity d for the main part of the interval
rd11, d12s, i.e., in between d1 and d2 (see Figure 3). This way we derive a useful estimate for
|AX %´1prd1, d2sq|.
d2d1 t´ sd11 d12f
f ´ d1
f ´ d11
2`
`` d `` d
“multiplicities”
d
Figure 3. Difference between “multiplicities”
Lemma A.15. Let d, `, s, and t be positive integers, δ1 a real number such that 0 ă δ1 ď 1,
and suppose that
(i ) 0 ď s´ d ă s` ` ď t´ d ă t` ` ď m{2,
(ii ) DISC2pδ1q holds for G “ GpΓ, Aq,
(iii ) `´ d ě δ1m, and
(iv ) n „δ1{2 pn´ 1q.
Then, for d1 “ t´ s´ ` and d2 “ t´ s` `, we haveˇˇˇˇ
|AX %´1`rd1, d2q˘| ´ 2` |A|
m
ˇˇˇˇ
ď |A|
m
ˆ
d` 2δ
1
d
`p`` dq2 ` `2˘˙ . (35)
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Proof. Let d11 “ pt ´ dq ´ s ´ ` “ d1 ´ d and d12 “ t ` ` ´ ps ´ dq “ d2 ` d. Applying
Lemma A.14 to w
`rs´ d, s` `q, rt´ d, t` `q˘, we get that
m
n
w
`rs´ d, s` `q, rt´ d, t` `q˘
“
ÿ ˇˇ
AX %´1pfqˇˇpf ´ d11q : d11 ă f ă t´ s(
`
ÿ ˇˇ
AX %´1pfqˇˇpd12 ´ fq : t´ s ď f ă d12( .
We then apply Lemma A.14 again, now to w
`rs, s` `q, rt, t` `q˘, and observe that
m
n
´
w
`rs´ d, s` `q, rt´ d, t` `q˘´ w`rs, s` `q, rt, t` `q˘¯
“ d
ÿ ˇˇ
AX %´1pfqˇˇ : d1 ď f ă d2(
`
ÿ ˇˇ
AX %´1pfqˇˇpf ´ d11q : d11 ă f ă d1(
`
ÿ ˇˇ
AX %´1pfqˇˇpd12 ´ fq : d2 ď f ă d12( .
(36)
The “main term” on the right-hand side of (36) will turn out to be
d
ÿ ˇˇ
AX %´1pfqˇˇ : d1 ď f ă d2( “ dˇˇAX %´1`rd1, d2q˘ˇˇ. (37)
We now use DISC2pδ1q to estimate the left-hand side of (36). By the definition of w (see
Definition A.12), we have
wprs, s` `q, rt, t` `qq “ e `Gr%´1prs, s` `qq, %´1prt, t` `qqs˘ .
Therefore, by DISC2pδ1q, using thatˇˇ
%´1
`rs, s` `q˘ˇˇ “ ˇˇ%´1`rt, t` `q˘ˇˇ “ n
m
` ě δ1n,
we have that
w
`rs, s` `q, rt, t` `q˘ “ e `Gr%´1prs, s` `q˘, %´1`rt, t` `qqs˘ (38)
„δ1 |A|
n´ 1
ˇˇˇ
%´1
`rs, s` `q˘ˇˇˇˇˇˇ%´1`rt, t` `q˘ˇˇˇ “ |A|
n´ 1
´ n
m
`
¯2
.
Similarly, we have that
w
`rs´ d, s` `q, rt´ d, t` `q˘ „δ1 |A|
n´ 1
´ n
m
p`` dq
¯2
. (39)
From (38), (39), and (iv) we deduce that the left-hand side of (36) satisfies
m
n
´
w
`rs´ d, s` `q, rt´ d, t` `q˘´ w`rs, s` `q, rt, t` `q˘¯
“ p1`O1p2δ1qq |A|
m
p`` dq2 ´ p1`O1p2δ1qq |A|
m
`2
“ |A|
m
`
2`d` d2 `O1p2δ1q
`p`` dq2 ` `2˘˘ . (40)
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Therefore, replacing the left-hand side of (36) by (40) and using (37) immediately yields
d
ˇˇ
AX %´1`rd1, d2q˘ˇˇ
`
ÿ ˇˇ
AX %´1pfqˇˇpf ´ d11q : d11 ă f ă d1(
`
ÿ ˇˇ
AX %´1pfqˇˇpd12 ´ fq : d2 ď f ă d12(
“ |A|
m
`
2`d` d2 `O1p2δ1q
`p`` dq2 ` `2˘˘ .
(41)
Clearly, (41) implies that
d
ˇˇ
AX %´1`rd1, d2q˘ˇˇ ď |A|
m
`
2`d` d2 `O1p2δ1q
`p`` dq2 ` `2˘˘ . (42)
Moreover, we observe that
d
ˇˇ
AX %´1`rd1, d2q˘ˇˇ ě dˇˇAX %´1`rd1 ` d, d2 ´ dq˘ˇˇ
`
ÿ ˇˇ
AX %´1pfqˇˇpf ´ d1q : d1 ď f ă d1 ` d(
`
ÿ ˇˇ
AX %´1pfqˇˇpd2 ´ fq : d2 ´ d ď f ă d2(
“ m
n
´
w
`rs, s` `q, rt, t` `q˘´ w`rs` d, s` `q, rt` d, t` `q˘¯ ,
where the last identity follows from Lemma A.14 in the same way that equation (36) follows
from that lemma. Then essentially the same calculations as in (40) give
m
n
´
w
`rs, s` `q, rt, t` `q˘´ w`rs` d, s` `q, rt` d, t` `q˘¯
“ |A|
m
`
2p`´ dqd` d2 `O1p2δ1q
`
`2 ` p`´ dq2˘˘ ,
and hence
d
ˇˇ
AX %´1`rd1, d2q˘ˇˇ ě |A|
m
`
2`d´ d2 `O1p2δ1q
`
`2 ` p`´ dq2˘˘ . (43)
Inequality (35) follows from (42) and (43), and thus Lemma A.15 is proved. 
We prove a simple corollary of Lemma A.15 that allows us to rewrite the conditions of
Lemma A.15 in terms of d1 and d2. Moreover, the hypotheses of Lemma A.15 imply that
d2 ´ d1 “ 2` is even. The following corollary overcomes this shortcoming.
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Corollary A.16. Let d, d1, and d2 be positive integers, δ1 a real number such that 0 ă
δ1 ď 1, and suppose that
piq 0 ă d ď d1 ă d2 ´ 1 ă d2 ` 1 ď 12m´ d ,
piiq DISC2pδ1q holds for G “ GpΓ, Aq ,
piiiq 12pd2 ´ d1 ´ 1q ´ d ě δ
1m,
pivq n „δ1{2 pn´ 1q .
Then ˇˇˇˇ
|AX %´1`rd1, d2q˘| ´ d2 ´ d1
m
|A|
ˇˇˇˇ
ď |A|
m
ˆ
d` 1` δ
1
d
¨ m
2
4
˙
. (44)
Proof. We distinguish two cases depending on the parity of d2 ´ d1. We later reduce the
second case (d2 ´ d1 odd) to the first case (d2 ´ d1 even). In order to be prepared for this
we are going to show a stronger statement for the first case.
Case 1 (d2 ´ d1 is even). Let us consider the following weaker conditions (i 1) and (iii 1)
instead of (i) and (iii):
(i 1) 0 ă d ď d1 ă d2 ď m2 ´ d,
(iii 1) 12pd2 ´ d1q ´ d ě δ
1m.
We are now going to show a stronger conclusion than (44) under these weaker assumptions.
In particular, we shall verifyˇˇˇˇ
|AX %´1`rd1, d2q˘| ´ d2 ´ d1
m
|A|
ˇˇˇˇ
ď |A|
m
ˆ
d` δ
1
d
¨ m
2
4
˙
. (45)
For this we want to apply Lemma A.15 for the “right” choice of s, t, and `. First, note
that (ii) and (iv) are the same in Lemma A.15 and Corollary A.16. We set
s “ d , ` “ 12pd2 ´ d1q , and t “ s` `` d1 .
Simple calculations using (i 1) and (iii 1) show that
0 “ s´ d ă s` ` ď t´ d ă t` ` ď 12m and `´ d ě δ
1m,
and hence (i) and (iii) of Lemma A.15 hold for this particular choice of s, t, and `.
Moreover, t´ s´ ` “ d1 and t´ s` ` “ d2, thus Lemma A.15 impliesˇˇˇˇ
|AX %´1`rd1, d2q˘| ´ 2`
m
|A|
ˇˇˇˇ
ď |A|
m
ˆ
d` 2δ
1
d
`p`` dq2 ` `2˘˙ ,
DISCREPANCY AND EIGENVALUES 23
which, combined with
`2 ď p`` dq2 “ pd2 ´ d1 ` 2dq
2
4 “
`pd2 ` dq ` pd´ d1q˘2
4 ď
pm{2q2
4 “
m2
16 ,
gives inequality (45).
Case 2 (d2 ´ d1 is odd). The hypotheses of Lemma A.15 unfortunately always imply
` “ d2 ´ d1 is even. In order to get a bound for intervals rd1, d2q of odd length we
“sandwich” |AX %´1prd1, d2qq| as follows:
|AX %´1prd1, d2 ´ 1qq| ď |AX %´1prd1, d2qq| ď |AX %´1prd1, d2 ` 1qq| . (46)
Now we apply Case 1 twice to derive the upper and lower bounds in (44). For the upper
bound, we set
dU2 “ d2 ` 1 .
Then conditions (i) and (iii) of Corollary A.16 are “strong” enough to imply (i 1) and (iii 1)
of Case 1, applied to dU2 instead of d2. Thus, by (45), we may bound the right-hand side
of (46) from above by
|AX %´1prd1, d2 ` 1qq| “ |AX %´1prd1, dU2 qq|
ď |A|
m
ˆ
d` δ
1
d
¨ m
2
4
˙
` d
U
2 ´ d1
m
|A|
“ |A|
m
ˆ
d` 1` δ
1
d
¨ m
2
4
˙
` d2 ´ d1
m
|A| .
Hence, the upper bound for |AX %´1prd1, d2qq| in (44) follows. The lower bound necessary
to complete the proof of Corollary A.16 may be verified by the same kind of argument
applied to dL2 “ d2 ´ 1 instead of dU2 . 
Corollary A.16 above gives us control overˇˇ
AX %´1`rd1, d2q˘ˇˇ ,
as long as d1 and d2 are bounded away from 0 and m{2. The following two lemmas consider
the quantitiesˇˇ
AX %´1`r0, dq˘ˇˇ and ˇˇˇAX %´1 ´”Ym2 ]´ d´ 1, Ym2 ]` 1¯¯ ˇˇˇ. (47)
Lemma A.17. Suppose 0 ă δ ď 1{3, d ě δm{2, and n ě 4. If DISCpδq holds for the
Cayley graph G “ GpΓ, Aq, thenˇˇ
AX %´1`r0, dq˘ˇˇ ď 4 d
m
|A|. (48)
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Proof. Let δ ą 0 and d be as in the statement of the lemma, and assume that G satis-
fies DISCpδq. Let us estimate from above the number of edges induced by
U “ %´1`r0, 2dq˘
in G. We have |U | “ 2dn{m ě δn. Invoking DISCpδq, using that 0 ă δ ď 1{3 and n ě 4,
and recalling that |A| “ αn, we obtain that
epGrU sq ď p1` δq |A|
n´ 1
ˆ|U |
2
˙
ď 4α
ˆ
dn
m
˙2
. (49)
On the other hand, by Lemma A.13, we have
epGrU sq “
2d´1ÿ
r“0
2d´1ÿ
s“r`1
wptr, suq `
2d´1ÿ
r“0
wprq ě
d´1ÿ
r“0
r`d´1ÿ
s“r`1
wptr, suq `
2d´1ÿ
r“0
wprq. (50)
Now fix 0 ď r ă d. If r ă s ă r ` d, then 0 ă s´ r ă d, and, by (29) of Lemma A.13, we
have
r`d´1ÿ
s“r`1
wptr, suq “ n
m
r`d´1ÿ
s“r`1
|AX %´1ps´ rq|
“ n
m
d´1ÿ
f“1
|AX %´1pfq| “ n
m
ˇˇ
AX %´1`r1, dq˘ˇˇ .
Also, by (30),
wprq “ n2m
ˇˇ
AX %´1p0qˇˇ ,
and we may conclude from (50) that
epGrU sq ě d n
m
ˇˇ
A X %´1`r1, dq˘ˇˇ ` 2d n2m ˇˇA X %´1p0qˇˇ “ d nm ˇˇA X %´1`r0, dq˘ˇˇ. (51)
Comparing (49) and (51), inequality (48) follows and our lemma is proved. 
Our next lemma concerns the second interval in (47).
Lemma A.18. Suppose 0 ă δ1 ď 1{3, d ě δ1m, and n ě 4. If DISC2pδ1q holds for the
Cayley graph G “ GpΓ, Aq, thenˇˇˇ
AX %´1
´”Ym
2
]
´ d´ 1,
Ym
2
]
` 1
¯¯ ˇˇˇ
ď 4d` 1
m
|A|. (52)
Proof. Let δ1 ą 0 and d be as in the statement of the lemma, and assume that G
satisfies DISC2pδ1q. Let us estimate from above the number of edges in the bipartite graph
induced by the vertex classes
U “ %´1pr0, dqq and W “ %´1 `“tm{2u´ d´ 1, tm{2u` d˘˘
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in G. We have |U | “ dn{m ě δ1n and |W | “ p2d` 1qn{m ą δ1n. Invoking DISC2pδ1q and
using that 0 ă δ1 ď 1{3 and n ě 4, we obtain that
epGrU,W sq ď p1` δ1q |A|
n´ 1 |U ||W | ď 4α
dpd` 1qn2
m2
. (53)
On the other hand, by Lemma A.13, we have
epGrU,W sq ě
d´1ÿ
r“0
ÿ!
wptr, suq :
Ym
2
]
´ d´ 1` r ď s ă
Ym
2
]
` 1` r
)
“
d´1ÿ
r“0
n
m
ÿ!
|AX %´1pfq| :
Ym
2
]
´ d´ 1 ď f ă
Ym
2
]
` 1
)
“ d n
m
ˇˇˇ
AX %´1
´” Ym
2
]
´ d´ 1,
Ym
2
]
` 1
¯¯ ˇˇˇ
.
(54)
Comparing (53) and (54), we deduce (52). Lemma A.18 is proved. 
We may now prove Lemma A.9.
Proof of Lemma A.9. Let positive reals η ď 1 and σ ď 1 be given. We may assume
that ση ď 1{2. We set
δ1 “ pησq
2
240 ď
1
3 , (55)
and we let δ be sufficiently small (as given by Fact 1.3), so that DISCpδq implies DISC2pδ1q.
Again, without loss of generality, we may assume δ ď δ1. We let n0 ě 4 be sufficiently large
so that n „δ1{2 pn´ 1q for every n ě n0. We shall now show that this choice of constants
will do. Thus, let G “ GpΓ, Aq with |Γ| “ n ě n0 and m ą 1{δ be given (we follow the
notation in Setup A.5), and suppose that G satisfies DISCpδq.
Let 0 ď D1 ă D2 ď tm{2u` 1 be such that D2 ´D1 ě ηm. We fix
d “
Yησm
60
]
ě
Y ησ
60δ
]
ě
Z
4
ησ
^
ě 4,
and
d1 “ maxtD1, du and d2 “ min
!
D2,
Ym
2
]
´ d´ 1
)
.
Using m ą 1{δ ě 1{δ1 “ 240{pησq2, 2ησ ď 1, and d` 1 ď 3d{2, we see that
1 ă δm ď δ1m ď δ
1m
2ησ “
ησm
480 ď d ă d` 1 ď
ησm
40 (56)
and
D2 ´D1 ´ 2pd` 1q ď d2 ´ d1 ď D2 ´D1 . (57)
Now we check that the assumptions of Corollary A.16, Lemma A.17, and Lemma A.18
hold simultaneously. It is obvious that the conditions in Lemma A.17 and A.18 hold by
our choice of δ, δ1, n0, and the inequalities in (56). Moreover, conditions (ii) and (iv) of
Corollary A.16 hold by the definition of δ (yielding DISC2pδ1q for G), and n0. It remains
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to verify (iii) and (i) in Corollary A.16. We start with condition (iii). For this we note
that, by the left-hand side of (57) and by (56),
d2 ´ d1 ě ηm´ ησm20 .
Using 1 ă δm, (56), and δ ď δ1 ď η{6 (see (55)), we verify (iii):
1
2pd2 ´ d1 ´ 1q ´ d ě
1
2
´
ηm´ ησm20 ´ δm´
ησm
20
¯
ě 12
´ηm
2 ´ δm
¯
ě 3δ
1m´ δ1m
2 “ δ
1m.
Moreover, the last inequality implies d2 ´ 1 ´ d1 ą 1 (using δ1m ą 1) and thus (i) of
Corollary A.16 follows as well.
Having verified the assumptions of Corollary A.16, Lemma A.17, and Lemma A.18, we
use these lemmas to verify the claim of Lemma A.9, i.e.,ˇˇ
AX %´1`rD1, D2q˘ˇˇ „σ D2 ´D1
m
|A| . (58)
We first derive the upper bound in (58). Note thatˇˇ
AX %´1`rD1, D2q˘ˇˇ ď ˇˇAX %´1`r0, dq˘ˇˇ` ˇˇAX %´1`rd1, d2q˘ˇˇ
` ˇˇAX %´1`rtm{2u´ d´ 1, tm{2u` 1q˘ˇˇ .
Applying Lemma A.17, Corollary A.16, and Lemma A.18 to the first, second, and third
terms, of the right-hand side of the above inequality, respectively, yieldsˇˇ
AX %´1`rD1, D2q˘ˇˇ ď 4 d
m
|A| `
ˆ |A|
m
ˆ
d` 1` δ
1m2
4d
˙
` d2 ´ d1
m
|A|
˙
` 4d` 1
m
|A|
ď |A|
m
ˆ
10pd` 1q ` δ
1m2
4d
˙
` d2 ´ d1
m
|A| .
Using (55), (56), and (57), we can bound this last expression further by
|A|
m
´σηm
4 `
σηm
2
¯
` D2 ´D1
m
|A| ,
and, finally, D2 ´D1 ě ηm givesˇˇ
AX %´1`rD1, D2q˘ˇˇ ď p1` σq D2 ´D1
m
|A| . (59)
It is left for us to show the lower bound in (58). Noteˇˇ
AX %´1`rD1, D2q˘ˇˇ ě ˇˇAX %´1`rd1, d2q˘ˇˇ ,
and hence Corollary A.16 impliesˇˇ
AX %´1`rD1, D2q˘ˇˇ ě d2 ´ d1
m
|A| ´ |A|
m
ˆ
d` 1` δ
1m2
4d
˙
. (60)
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Similar calculations to the ones above, based on (57), (55), and (56), show that
d2 ´ d1
m
|A| ´ |A|
m
ˆ
d` 1` δ
1m2
4d
˙
ě D2 ´D1
m
|A| ´ |A|
m
ˆ
3pd` 1q ` δ
1m2
4d
˙
ě D2 ´D1
m
|A|ˆ 1´ σηm10pD2 ´D1q´
σηm
2pD2 ´D1q .˙ (61)
Again, since D2 ´D1 ě ηm, it follows from (60) combined with (61) thatˇˇ
AX %´1`rD1, D2q˘ˇˇ ě p1´ σq D2 ´D1
m
|A| . (62)
Finally, (59) and (62) imply (58), and therefore Lemma A.9 is proved. 
A.2.4. Z -INT-DISC implies EIG. In this section we give the proofs of Lemmas A.10
and A.11. We start with the proof of Lemma A.10, which “translates” the results of
Lemma A.9 for % and Z{mZ to χarg and R{2piR.
Proof of Lemma A.10. Let σ and η be as in the statement of Lemma A.10, and suppose A
satisfies Z -INT-DISCp%; η{2, σ{3q. Let 0 ď ϑ1 ă ϑ2 ď pi with ϑ2´ϑ1 ě 2piη be given. Our
aim is to show (25), i.e., ˇˇ
AX χ´1arg prϑ1, ϑ2sq
ˇˇ „σ ϑ2 ´ ϑ12pi |A| .
Recall we have % : Γ Ñ Z{mZ and Ω: Z{mZ Ñ R{2piR such that χarg “ Ω% (see
Setup A.5). Put
D1 “
R
m
ϑ1
2pi
V
and D2 “
Z
m
ϑ2
2pi
^
` 1 .
Observe that
2pi
m
ˆR
mϑ1
2pi
V
´ 1
˙
ă ϑ1 ď 2pi
m
R
mϑ1
2pi
V
,
and hence we have
2pi
m
ˆR
mϑ1
2pi
V
´ 1
˙
“ ΩpD1 ´ 1q ă ϑ1 ď ΩpD1q “ 2pi
m
R
mϑ1
2pi
V
.
Similarily, one may check that ΩpD2 ´ 1q ď ϑ2 ă ΩpD2q, and consequently
Ω´1
`rϑ1, ϑ2s˘ “ rD1, D2q .
We now observe that
D2 ´D1 “
Z
m
ϑ2
2pi
^
` 1´
R
m
ϑ1
2pi
V
“ m2pi pϑ2 ´ ϑ1q `O1p1q.
Using that mη ě mησ ě 3, we deduce that
D2 ´D1 ě m2pi pϑ2 ´ ϑ1q ´ 1 ě ηm´ 1 ě
1
2ηm.
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Hence, by property Z -INT-DISCp%; η{2, σ{3q, we haveˇˇ
AX χ´1argprϑ1, ϑ2sq
ˇˇ “ ˇˇAX %´1prD1, D2qqˇˇ
„σ{3 1
m
pD2 ´D1q|A|
“ 1
m
ˆ
m
ϑ2
2pi ´m
ϑ1
2pi `O1p1q
˙
|A|
“ 12pi
ˆ
ϑ2 ´ ϑ1 `O1
ˆ
2pi
m
˙˙
|A|,
(63)
which, using that mησ ě 3, is
1
2pi
´
1`O1
´σ
3
¯¯
pϑ2 ´ ϑ1q|A|. (64)
We conclude from (63) and (64) that
ˇˇ
AX χ´1argprϑ1, ϑ2sq
ˇˇ „σ pϑ2 ´ ϑ1q2pi |A|,
as required. The proof of Lemma A.10 is complete. 
Finally, we prove the last auxiliary lemma, Lemma A.11, used in the proof of the main
theorem, Theorem 1.6.
Proof of Lemma A.11. Let 0 ă ε ď 1 be given. We define the constants η and σ ą 0 as
follows.
η “ ε8pi ă
1
16 and σ “
1
8ε. (65)
In the remainder of the proof, we show that the above choice for the constants η
and σ ą 0 will do. Thus, let us suppose that the set A Ď Γ r t0u satisfies property
S1-ARC-DISCpχarg; η, σq. Our aim is to show that (26) holds, i.e.,
|λpχq| “
ˇˇˇ ÿ
aPA
χpaq
ˇˇˇ
ď ε|A| .
For a complex number z P C, in what follows, we write Repzq for the real and Impzq for
the imaginary part of z. Let us first observe that, owing to the fact that the eigenvalues of
an undirected graph are real and that A “ ´A, we have
λpχq “
ÿ
aPA
χpaq “ Re
ˆÿ
aPA
χpaq
˙
“ 2Re
ˆÿ
aPA
tχpaq : Im pχpaqq ą 0u
˙
` Re
ˆÿ
aPA
tχpaq : Im pχpaqq “ 0u
˙
.
(66)
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Moreover, it follows from S1-ARC-DISCpχarg; η, σq that
|AX χ´1p1q| “ |AX χ´1argp0q| ď |AX χ´1argpr0, 2piηsq|
ď p1` σqη|A| ď 2η|A| ď 14ε|A| .
Similarly, we observe that |AX χ´1p´1q| “ |AX χ´1argppiq| ď p1{4qε|A| and thusˇˇˇˇ
ˇRe
ˆÿ
aPA
tχpaq : Im pχpaqq “ 0u
˙ˇˇˇˇ
ˇ “ ˇˇ|AX χ´1p1q| ´ |AX χ´1p´1q|ˇˇ ď 14ε|A| .
Therefore, we infer from (66) that
|λpχq| ď 2
ˇˇˇˇ
Re
ˆÿ
aPA
tχpaq : Im pχpaqq ě 0u
˙ˇˇˇˇ
` 14ε|A| . (67)
Thus, we are interested in Repχpaqq (a P A, Impχpaqq ě 0).
Put
k “
Z
pi{2
4piη
^
“
Z
1
8η
^
and ϕ “ pi2k . (68)
Observe for later reference that by (65) and (68)
4piη ď ϕ ď 8piη “ ε. (69)
We shall subdivide the upper half of S1 into 2k arcs, symmetric with respect to the
imaginary axis (in fact, i will be left out). The endpoints of the arcs will be 0, ϕ, 2ϕ, . . . , pi.
Let us in fact denote by I`j the arc of the z “ exppϑiq P S1 with
pj ´ 1qϕ ď ϑ ă jϕ,
for all 1 ď j ď k. Similarly, we let I´j be the arc of the z “ exppϑiq P S1 with
pi ´ jϕ ă ϑ ď pi ´ pj ´ 1qϕ,
for all 1 ď j ď k. Clearly, if a P Γ is such that χpaq P I`j (1 ď j ď k), then
cospjϕq ă Repχpaqq ď cosppj ´ 1qϕq . (70)
Similarly, if a P Γ is such that χpaq P I´j (1 ď j ď k), then
´ cosppj ´ 1qϕq ă Repχpaqq ď ´ cospjϕq . (71)
We now state and prove the following claim.
Claim A.19. For all 1 ď j ď k and both ˚ P t`,´u, we haveˇˇ
AX χ´1pI˚j q
ˇˇ „2σ ϕ2pi |A|. (72)
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Proof. This claim follows easily from S1-ARC-DISCpχarg; η, σq. Let 0 ď ψ1 ă ψ2 ď pi be
such that
ψ2 ´ ψ1 ě 4piη. (73)
We shall show that ˇˇ
AX χ´1arg
`rψ1, ψ2q˘ˇˇ „2σ 12pi pψ2 ´ ψ1q|A|. (74)
One may similarly show thatˇˇ
AX χ´1arg
`pψ1, ψ2s˘ˇˇ „2σ 12pi pψ2 ´ ψ1q|A|. (75)
Claim A.19 follows from (74) and (75). In particular (74) with ψ1 “ pj ´ 1qϕ and ψ2 “ jϕ
gives the claim for intervals of the type I`j and similarly (75) yields (72) for intervals of
the type I´j .
To prove (74), observe first that there is a ξ ą 0 such that
AX χ´1arg
`rψ1, ψ2q˘ “ AX χ´1arg`rψ1, ψ2 ´ ξs˘. (76)
Moreover, we may clearly assume that
ξ
4piη ď
σ
2 . (77)
Then ψ2 ´ ψ1 ´ ξ ě 2piη, and hence we may apply S1-ARC-DISCpχarg; η, σq to deduce
that ˇˇ
AX χ´1arg
`rψ1, ψ2 ´ ξs˘ˇˇ „σ 12pi pψ2 ´ ψ1 ´ ξq|A|, (78)
and, by (73) and (77), we have
1
2pi pψ2 ´ ψ1 ´ ξq|A| „σ{2
1
2pi pψ2 ´ ψ1q|A|. (79)
Relation (74) follows from (76), (78), and (79), by
AX χ´1arg
`rψ1, ψ2q˘ “ AX χ´1arg`rψ1, ψ2 ´ ξs˘ „2σ 12pi pψ2 ´ ψ1q|A| .

Claim A.19 and inequalities (70) and (71) may now be used to estimate the sum in (67).
We have
Re
ˆÿ
aPA
tχpaq : Im pχpaqq ě 0u
˙
“ Re
ˆ kÿ
j“1
ÿ
aPA
tχpaq : χpaq P I`j Y I´j u
˙
. (80)
Fix 1 ď j ď k. We have, by Claim A.19 and inequalities (70) and (71),
Re
ˆÿ
aPA
tχpaq : χpaq P I`j YI´j u˙ ď ϕ2pi |A| p´1`2σq cos ppj ´ 1qϕq´p1´2σq cos pjϕq¯ . (81)
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Using that cosppj ´ 1qϕq ´ cospjϕq ď ϕ, we observe that the right-hand side of (81) is
smaller than
ϕ
2pi |A|
´
ϕ` 4σ
¯
. (82)
Therefore, from (81) and (82) we deduce that the expression in (80) is, in absolute value,
at most
k
ϕ
2pi |A|pϕ` 4σq “
1
4 |A|pϕ` 4σq ď
1
4 |A|
ˆ
ε` 12ε
˙
“ 38ε|A| , (83)
where in this inequality we used (65) and (69). Combining (83) with (67), we infer that
|λpχq| ď 238ε|A| `
1
4ε|A| “ ε|A| ,
as claimed in Lemma A.11. 
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