Abstract-Deep Neural Networks (DNNs) have achieved remarkable performance on a variety of pattern-recognition tasks, particularly visual classification problems, where new algorithms reported to achieve or even surpass the human performance. In this paper, we test the state-of-the-art DNNs with negative images and show that the accuracy drops to the level of random classification. This leads us to the conjecture that the DNNs, which are merely trained on raw data, do not recognize the semantics of the objects, but rather memorize the inputs. We suggest that negative images can be thought as "semantic adversarial examples", which we define as transformed inputs that semantically represent the same objects, but the model does not classify them correctly.
I. INTRODUCTION
Deep Neural Networks (DNNs) have transformed the machine learning field and are now widely used in many applications [1] . One of the fields that has benefited the most from deep learning is computer vision, where DNNs have achieved state-of-the-art results on variety of problems [2] - [4] . Several recent works in this domain have reported that new algorithms can reach or even surpass the human performance on tasks such as image classification problems [5] - [7] .
Humans have an overall sense of the objects and can recognize them in various forms such as different scales, orientations, colors or brightness. Several recent works have hypothesized that DNNs also develop an understanding about the objects based on the training data, as such that they are even able to generate new images [8] , [9] .
To assess the behavior of the image classification models, we evaluate the performance of DNNs on negative images of the training data. A negative is referred to an image with reversed brightness, i.e., the lightest parts appear the darkest and the darkest parts appear lightest. These complemented images are often easily recognizable by humans. We show when testing on negative images, the accuracy of DNNs drops to the level of the random classification, i.e., the network maps the inputs randomly to one of the output classes. This shows that the DNNs, which are merely trained on raw data, do not learn the structures or semantics of the objects and cannot generalize the concepts.
Moreover, the fragility of learning models to transformed inputs has a security implication. An adversary, who has no access to the learning system, can generate transformed inputs which are semantically representing the same objects, yet the system does not correctly classify them. We call such transformed inputs as semantic adversarial examples.
II. NEGATIVE IMAGES
New approaches in computer vision try to understand and imitate the human vision system [10] , [11] . However, it has been shown that image classification algorithms, although capable of achieving high accuracies on regular data, show certain differences with the human perception of the objects [12] , [13] . In this paper, we intend to assess whether DNNs can recognize the transformed samples of the training data. In particular, we examine them with negative images. 1 Formally, we define the negative image as the image complement. Let X be an image and X i ∈ [0, 1] be the i-th feature (pixel). The negative image is defined as X * , where X * i = 1 − X i . Image complementing is a simple transformation, which is easy to compute and, although it may introduce a large perturbation to the original image, it typically does not impact the human perception of the object. Figure 1 shows examples of original and negative images from two image datasets.
III. EXPERIMENTAL RESULTS
We demonstrate the results on DNNs trained on two image datasets, MNIST [14] and German Traffic Signs Recognition Benchmark (GTSRB) [15] . MNIST is a dataset of handwritten digits with 70, 000 gray-scale images of size 28×28, split into three groups of 50, 000 training samples, 10, 000 validation samples, and 10, 000 test samples. The task involves the classification of images of digits into one of 10 classes, corresponding to digits 0 to 9. GTSRB is a dataset of color images of 43 traffic signs, with 39, 209 training samples, and 12, 630 test samples. We randomize the ordering of the training data and use the first 5, 000 samples as the validation set. Also, since images vary in size, we resize all images to the same size as MNIST inputs (28 × 28 gray-scale images) and pass them through a histogram equalization filter. We use the same DNN structure for both datasets, which is described as follows. The network has two convolutional layers with 32 and 64 filters and with a kernel size of 3 × 3, followed by a max-pooling layer. It is then followed by two fully-connected layers with 200 rectified linear units. The classification is made by a softmax layer.
We present the results for a DNN and the robust DNNs trained to be resilient against adversarial perturbations [16] . A robust DNN with parameter is a DNN trained on both the regular and adversarily modified images, where ∈ [0, 1] is the maximum allowed change to each feature value. Note that the input features (image pixel values) are continuous and bounded between 0 and 1.
In experiments, we train the DNN classifiers on regular training images and evaluate them on test images and also negative images of the training data. Table I provides the accuracies of different DNNs trained on the two datasets MNIST and GTSRB. DNNs typically yield very high accuracy (∼ 100%) on training images and seem to generalize very well to test images, since the test accuracies are also very high. However, the networks fail to correctly classify the negative images of the training data, meaning that they cannot recognize the negative images. Note that, for MNIST and GTSRB datasets, a classifier that maps the inputs to random classes would yield 10% and ∼ 2.33% accuracy, respectively, since the datasets have 10 and 43 number of classes.
IV. DISCUSSION A. Fragility of DNNs to Transformed Inputs
It has been shown that the effective capacity of neural networks is sufficient for memorizing the entire training dataset [17] . As a result, DNN classifiers generally correctly classify the training samples with very high confidence. Besides, the network loss function vary smoothly around the input samples, i.e., a randomly perturbed sample is likely to be classified into the same class as the regular sample [18] . Also, since the test samples are typically collected from the same distribution as the training samples, the test data points occur mostly in vicinity of the training points. Therefore, with the availability of large datasets, it is likely that the network can associate each test sample with one or several training samples from the same class and thus achieve high test accuracy.
However, since a transformed sample may be far from the original sample, the network cannot correctly classify it. While, for a particular transformation, we can train the DNN also on the transformed data to get high accuracy on them, relying on large and diverse datasets, which cover all aspects of possible novelties in the test data, seems to pose a fundamental problem to machine learning systems. It causes the models to require a lot of data in order to understand every feature, which clearly does not scale for real-world applications.
While many computer vision problems are data rich, for some critical applications, e.g., training driveless cars, gathering diverse training data is costly. Several works have proposed ideas, such as one shot learning [19] - [21] , to learn with small datasets. Humans, in contrast, are able to capture the semantics of the new objects by incorporating their understanding of the concepts such as shape and color. Likewise, learning models need to import such general concepts in form of "accessories" from other models. In essence, learning to reason can compensate for the lack of diversity in the training data and help the model to "semantically generalize". In fact, considering the human vision system, semantic generalization is possibly a more important aspect of the artificial intelligence.
B. Security Implication
In machine learning classifiers, while only a tiny fraction of the input space is used for training, all possible inputs are allowed during the test phase. This causes the classifier to show unexpected behaviors when it is queried with invalid inputs. Several recent works have pointed out such behaviors of the image classifiers, e.g., against fooling [13] and adversarial [12] images. Fooling images are images which are completely unrecognizable to humans, but learning models are fooled into classifying them as valid objects with high confidence. Also, adversarial examples are inputs which are maliciously modified to deceive the classifier model, while a human observer can correctly recognize them.
In contrast, we showed the fragility of the learning models against transformed inputs which semantically represent the same object, but the learning model does not classify them correctly. Therefore, an adversary, who does not have any access to the learning system, can easily deceive it by applying transformations to the input images, which do not affect the human perception. We call such inputs as semantic adversarial examples.
We presented the image complementing as one such transformation. Note that for generating regular adversarial examples, the perturbation must be small to remain unnoticeable by a human observer [22] . In contrast, complementing the image may introduce a large perturbation to the image, yet a human observer can correctly recognize it.
V. CONCLUSION
In this paper, we showed that, despite the impressive performance of DNNs on regular data, their accuracy on negative images is at the level of random classification. This observation indicates that the DNNs that are simply trained on raw data cannot recognize the semantics of the objects and possibly only memorize the inputs. The inability of recognizing the transformed inputs shows the shortcoming of current training methods, which is that learning models fail to semantically generalize. We also introduced the concept of semantic adversarial examples, as transformed inputs which appear the same to a human observer, yet the learning model does not classify them correctly.
