The two-state Markov chain has been widely used to model fading channels in the performance study of upper-layer communication protocols in wireless networks. It can be used to model transmission success/failure based on the physical characteristics of the transmission channel. However, for shared wireless links, packet transmission depends on both the status of the link and the scheduling strategy used. In this poster, we propose a novel four-state Markov model, which takes into consideration the impacts of channel fading and scheduling on packet transmission over shared wireless links. It is further abstracted to an effective twostate Markov chain to facilitate analytical performance evaluation. To demonstrate the efficacy of the proposed model, we apply it to study the throughput, delay and delay jitter of a saturated traffic source, and the packet dropping probability at the network layer for data traffic under a buffer overflow dropping policy. Simulation results to demonstrate the reasonableness of the proposed model are also presented.
INTRODUCTION
The two-state Markov chain with transition probabilities q and r shown in Fig. 1 , has been widely used for modeling quasi-static Rayleigh fading channels in performance analysis of communication protocols in wireless networks [1] . In the good (G) state a packet can be transmitted successfully, Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. QShine'06 Aug. [7] [8] [9] 2006 , Waterloo, Ontario, Canada. Copyright 2006 ACM while in the bad (B) state the packet transmission fails due to channel errors. The two-state model characterizes the behavior of a point-to-point channel. If the user is persistently transmitting, then the two-state channel model offers a reasonable approach for performance analysis of packet transmission over wireless channels. When the channel is used to support non-persistent transmissions such as in a multiuser system with opportunistic scheduling, the usage of the transmission channel by any one of the users is punctuated by the probability that it has been scheduled to send. That is, the wireless link between the sender and a specific receiver may be used intermittently. In each time slot, a packet from a user will be transmitted successfully only when the channel is in the good state and the time slot is allocated to that particular user. Therefore, a proper link performance model should include the impact of transmission scheduling. Several models for shared channels have been proposed (e.g., [7] and the references therein), but they are focused on the interference caused by other users in addition to the additive white Gaussian noise for the point-to-point channel.
To the best of our knowledge, the impact of scheduling on the link model has not been properly developed so far.
In this paper, we consider a simple opportunistic scheduling strategy that allocates transmission to each user in each time slot mainly based on the individual channel quality. In Section 2, we develop a new joint channel-scheduling state Markov model. To demonstrate the accuracy of the new model, in Section 3, we apply it to study the throughput, delay and jitter for saturated traffic source and packet dropping probability at the network layer for data traffic under a buffer overflow dropping policy. The analytical results are validated by simulations. Conclusions and possible future work are given in Section 4.
MARKOV MODEL FOR SHARED WIRE-LESS LINKS
Consider the two-state Markov model for Rayleigh fading in [1] . The transition probabilities are
where Q(·, ·) is the Marcum Q function, J0(·) is the zeroorder Bessel function of the first kind, 1/γ is the fading margin, fd is Doppler frequency, and Ts is the duration of a time slot. On average, the channel will be in the good state with probability PG and in the bad state with probability = 1−PG, where PG = r/(r+q). Similar Markovian models for the Rician and the Nakagami flat fading channels have been obtained in [2] and [3] , respectively.
With a channel state based scheduling algorithm, the tagged station is scheduled to transmit with probability p1 when its channel state is "G" and with probability p2 for current channel state "B". Let "S" denote the state that the tagged station is scheduled to transmit and "N" the state that it has to hold on the transmission. Considering jointly the channel and scheduling states, a four-state Markov chain to model the transmission status of the station and the channel status, as shown in Fig. 2 , is proposed. Let πi denote the The following set of equations can be solved to obtain πi:
where A is the transition probability matrix, π is the row vector of steady state probabilities and I is a 4-dimensional column vector of ones.
A packet transmission can succeed only in state S0 where the channel condition is good and the station is allowed to transmit; in the other three states either the station does not transmit or the transmission fails due to bad channel condition. However, from the upper layers' viewpoint, a transmission is either a success, as in the original good channel state, or a failure, as in the bad channel state, but the probability of seeing a good (or bad) channel is different from that in [1] . Therefore, an effective two-state Markov chain similar to the one in Fig. 1 can be abstracted from the four-state Markov chain with the following transition probabilities,
where S0 represents the states other than S0, q is given in (1) and π0 can be obtained from (2) . Note that q and r are different from q and r in (1). In addition, the relationship between the two transition probabilities is also changed. We will evaluate the new model in the following section.
PERFORMANCE EVALUATION
In this section, as an example, we consider the downlinks of a cell in a cellular system in which a base station (BS) serving M mobile stations (MS) with a simple opportunistic scheduling algorithm. Packets for each MS are kept in separate queues. Every mobile station faces a channel, with either good or bad status as described above. All the channels vary independently with identical parameters q and r given in (1) . When m, 0 < m ≤ M, stations are in a good channel state, the scheduling algorithm will randomly select one from the m stations to transmit. When there is no stations in good channel status, the algorithm will randomly select one from the total M stations to transmit. Therefore, from the tagged station's viewpoint, it will be scheduled to transmit with probability 1/(m + 1) when both itself and m other stations are in the good channel state. The probability will be 1/M when there is no station, including the tagged one, in the good channel state (otherwise the transmission opportunity will be given to one of the stations that are in the good channel state).
Assume that for any MS in the system its associated channel (from the BS to the MS) is characterized by the two-state Markov model in Fig. 1 . From a tagged MS's point of view, the probability of m, 0 ≤ m ≤ M − 1, other stations are in the good channel state is
Thus, the probability that the tagged station will be scheduled for transmission when it is in the good channel state is given by
On the other hand, the probability of being scheduled to transmit when it is in the bad channel state is
Hence, the packet will be successfully transmitted in a slot with probability
Ps can be obtained by combining (3), (5), (6) and (7). The effect of opportunistic scheduling is shown in Fig.  3 . We can see that, from an MS' point of view, the effective error rates of the link ( = 1 − Ps) quickly increase to higher than 0.5 when there are more than two stations. In addition, the values of in these cases are almost the same for a given n regardless of the remarkably different original physical channel error rates .
In the rest of this section, we consider an automatic repeat request (ARQ) scheme used for link layer error control. That is, the failed packet will be retransmitted in a future slot. Among the three basic ARQ schemes -stopand-wait (SW), go-back-N, and selective-repeat (SR) -SR ARQ achieves the highest throughput [4] . Meanwhile, the SW scheme performs almost the same as the more complicated SR scheme if the delay of transmission result feedback from the receiver is negligible [4] . Hence, for simplicity, the SW ARQ scheme will be adopted in this study.
Next, the proposed model is applied to study the link layer performance in two cases: the throughput, delay and jitter (standard deviation of the delay) with a saturated source, and the packet dropping statistics of data traffic under the buffer-length based dropping policy. These examples are given to demonstrate the accuracy of the proposed model for shared wireless links.
Saturated Source
For the system described above, let's consider the case in which there are separated buffers at the BS for each and every MS, and there are always packets waiting for transmission in all the buffers. This corresponds to some situations of delay-insensitive data applications (e.g., FTP) running on the MS's. As developed above, the tagged MS, it faces a link characterized by the two-state Markov chain with transition probabilities q and r . With the SW ARQ scheme, the link layer throughput is readily given by [5] 
In this case, the average delay of transmitting a packet in slots is
To obtain the jitter experienced by packets, consider the Markov chain with an absorbing state in Fig. 4 . State 0 is the absorbing state; states 2 and 1 represent the first transmission trial and the subsequent retransmissions of a packet when the first trial fails, respectively. Therefore, at 
where V is a 2 × 1 matrix giving the transition probabilities from the two non-absorbing states to the absorbing state, 0 is a 1 × 2 zero matrix, and W is the 2 × 2 transition matrix among the two non-absorbing states.
Let Di, i = 1, 2, be the random variable representing the number of transitions from state i to the absorbing state. Thus, E[D2] = D = (r + q )/r . The jitter, by definition, is given by
2 ] can be obtained from the following equation [6] 
where I is a 2 × 2 identity matrix. Substituting W into the above and after some algebra manipulation, we can obtain the jitter as
Figs. 5 and 6 show respectively the normalized throughput and jitter for an individual MS versus the number of stations sharing the BS 1 , for three different channel fading margin (5, 10, and 15dB). In both figures, the slot time Ts = 5ms, and the Doppler frequency fd = 11Hz, corresponding to the MS moving at pedestrian speed with a carrier frequency of 1.8GHz. The same parameters are used in the sequel unless otherwise stated.
From the figures we can see that for normalized throughput the analytical results always match perfectly with the simulations. The analytical results for jitter also match very well with simulations, except for the case of γ = −5dB, which corresponds to a physical channel with very low quality (an average error rate = 0.27). 
Packet Dropping for Data Traffic
At the network layer, delay-insensitive data packets are dropped usually due to buffer overflow. In this example, we suppose that the tagged MS has a buffer with size of B packets, where the incoming packets are queued, waiting for transmission. In each slot, a packet arrives at the transmitter with probability λ. An incoming packet is dropped when the buffer is full. The packet of the tagged MS is scheduled for transmission at each time slot according to the aforementioned opportunistic scheduling scheme. The link service model developed above is thus applicable to this example. Hence, in the worst case when the other MS always have packets in their buffers, the average packet dropping probability can be given by [7] 
where π(1, B − 1) is the steady state probability that the buffer length is (B − 1) and the channel is in bad state, which is a function of (q , r ) and other parameters such as λ and B.
In Fig. 7 , we compare the analytical and simulation results for the average packet dropping probability versus the number of MS's n. The results for two different buffer size, B = 20 and 50, are shown. The traffic arrival probability is scaled down to λ/n for the tagged user for the purpose of a fair comparison. It can be seen from Fig. 7 that simulation results match the analysis very well regardless of the large variation range of the dropping probabilities. Therefore, the new model can reflect the effect of scheduling on the link seen by the upper layer.
