Introduction
After the collapse of communist and socialist regimes at the start of the 1990s, a number of Central and Eastern European (CEE) economies began their journey into capitalism by establishing private property and capital markets. As a result, a number of stock markets have been established in the region. These markets have displayed considerable growth in size and degree of sophistication. CEE stock markets have attracted the interest of academics for a number of reasons.
Firstly, these markets provide an opportunity to re-examine existing asset pricing models and pricing anomalies in the context of the evolving markets. Thus, the market efficiency of CEE markets is tested in Ratkovicova (1999) and Schröder (2001) and Gilmore and McManus (2001) ; a version of CAPM is tested in Charemza and Majerowska (2000) ; Mateus (2004) explores the predictability of returns in European emerging markets within an unconditional asset-pricing framework; and the January pricing anomaly is studied in Henke (2003) .
Secondly, in light of growing interdependencies between world equity markets, numerous studies have investigated the extent to which emerging European stock markets are integrated with global markets, and the extent to which they are subject to global versus local shocks (see eg Gelos and Sahay 2000; Gilmore and McManus 2002; Scheicher 2001) .
Among the CEE markets, those of the Vysegrad countries (Poland, Hungary and the Czech Republic) have attracted most of academics' attention due to their economies' faster growth, greater market depth and more rapid liberalisation relative to their regional counterparts (Slovakia, Slovenia, Bulgaria, Croatia and Baltic countries), in addition to political stability and their (successfully realised) prospects of joining the European Union.
The repercussions of the Russian currency and debt crises for world stock markets have been extensively discussed in the literature (see, eg, Baig and Goldfain 2000; Gelos and Sahay 2000; Hernández and Valdés 2001; Dungley, Fry, Gonzales-Hermosillo and Martin 2003) . However, as far as we are aware, no studies have been published on the linkages of the Russian market with developed or developing markets after 1998. This lack of research is surprising. Firstly, Russia has the largest of the CEE stock markets in terms of market capitalisation. Secondly, the Russian economy remains important for the Eastern European region. Although trade links have declined significantly since the collapse of the Soviet Union, Russia is still an important trading partner for the Vysegrad countries, as Brian M. Lucey and Svitlana Voronkova Russian equity market linkages before and after the 1998 crisis:
Evidence from time-varying and stochastic cointegration tests 8 well as a significant source of direct investment into the region (Jochum, Kirschgässner and Platek 1998; UNCTAD 2004a UNCTAD , 2004b UNCTAD , 2004c . Thirdly, a number of studies have
shown that the nature of market linkages is time-varying (Bekaert and Harvey 1995 , Aggarwal et al 2004 . Thus the aim of this paper is to investigate and document the changing nature of linkages between the Russian, CEE and developed stock markets and to explore whether these have changed since the 1998 crisis.
This paper makes a number of contributions. First, we extend the knowledge of an important developing equity market. Second, we apply a variety of novel cointegration techniques to the investigation of international stock market linkages. Third, we provide evidence of the important role of the Russian crisis for international market linkages. Finally, we demonstrate the time variation in relationships between Russian and other markets in two, easily interpreted, graphical representations.
The structure of the paper is the following. The next section discusses the extant literature on the Russian stock market. Section 3 provides a brief overview of the development of the Russian stock market since its re-establishment in 1991, including the events of the Russian crisis of August 1998 and its implications for the Russian stock market. Sections 4 and 5 present data and methodology used in the study. Sections 6 and 7 discuss empirical results and Section 8 provides conclusions.
Russian equity market integration
Studies that shed light on comovements of Russian and international stock prices are not plentiful and they usually analyse Russia along with other CEE markets. The conclusions of these studies do not necessarily conform to each other, due to differences in sample period, data frequency, stock market indices, and adjustment procedures applied to the indices used. One of the earliest studies is that of Linne (1998) . This study sought to investigate whether newly established Eastern European markets (Russia, Poland, Hungary, the Czech Republic and Slovak Republic) display any long-term relationships within the group or with mature markets (Germany, UK, France, Italy, Switzerland, US and Japan). Examining local stock market indices expressed in US dollars, at weekly frequency, over the period from 1991 to 1997, the results suggest that Russian stock market indices displayed no linkages with any of the analysed markets. Röckinger and Urga (2001) explored integ-ration of the four emerging stock markets (Vysegrad countries and Russia) over the period from 1994 to 1997 using an extended Bekaert and Harvey (1997) 3 The Russian stock markets, and the crises of 1997-1998 Table 2 around here
Crises of 1997-1998
The crisis of 1997-1998 in the Russian financial markets is usually divided into three periods: October 1997 -January 1998 , March -May 1998 and July -August 1998 (IET 1999 -2004 FCS 1997 FCS -2002 
Post-Crisis Development
By 1999 international interest in the Russian stock market was at a low ebb, reflected in record-low levels of trading activity, which had fallen by 84% since 1997. Low turnover created pre-conditions for speculative growth of the market that amounted to 194% and made RTS the fastest growing market in the world. In the next year, despite the fastest growth of the Russian economy since the start of reforms, the performance of the stock market was disappointing: RTS declined by 20%. This reflected primarily a decline in prices of Russian blue chips, mostly oil companies depending heavily on the dynamics of the oil prices. However, the improving macroeconomic and political situation helped to revive the interest of investors and boost turnover, which more than doubled in 2000 (IET 2001 We use MSCI indices, as they are designed to be directly comparable across national exchanges, compiled on a value-weighted basis of freely investible shares. As such they represent here a dataset that is significantly different from those used in most of the previous studies and, we believe, more directly comparable than those of other studies.
Returns for the MSCI indices are calculated as continuously compounded returns, using log difference of prices, 1 log log
, where P t is the closing value of the index on day t. Table 3 gives the basic descriptive statistics for the returns of the indices, and Table   4 the correlation matrix of returns data. All data in the sample are found to be I(1) in levels of the indices and I(0) in returns, using the conventional unit root testing procedures of Dickey-Fuller and Phillips-Perron 7 . Table 3 around here, Table 4 around here
As can be seen from Table 3 , the Russian equity index displays the highest mean return for the group. It is also the most volatile one, with standard deviation almost twice as high as those of other CEE markets.
Methodology
The present paper seeks to scrutinize the nature of both short-run and long-run linkages between Russian and other European emerging and developed equity markets. Therefore the econometric methodology used includes cointegration analysis developed precisely for analysis of long-run relationships between different time series and dynamic conditional correlation analysis within a GARCH framework that is well suited for analysing the properties of stock return data (Bollerslev, Chou and Kroner 1992) . These two sets of methods are described below in more detail.
Modeling long-run relationships: Cointegration tests
The concept of cointegration was first introduced by Engle and Granger (1987) and elaborated further by Phillips and Ouliaris (1990) , Stock and Watson (1988) , and Johansen (1988 and Johansen ( , 1991 . Since cointegration tests are related to tests of a number of important economic relationships, such as purchasing power parity and present value models, the literature on testing for the presence of cointegration has proliferated significantly since then and has addressed the drawbacks of the earlier cointegration tests. 8 These developments in cointegration testing resulted in the emergence of new methods that were able to account for specific properties of time series data, such as non-normality, heteroscedasticity, exogenous shocks etc. Given that stock price data represent a case of deviations from normality and excess volatility and given that our sample includes several crisis periods, our aim is to make use of these recent advances in cointegration testing and to add to the evidence from conventional cointegration tests. It would however be impossible, and it is not our intent here, to provide evidence from the entire multitude of cointegration tests developed recently.
In the present study, along with the extremely popular Johansen (1988) and Johansen-Juselius (1990) cointegration tests, we utilize the following testing methods: the Gregory-Hansen (1996) 5.1.1. Johansen-Juselius (1990) and Hansen-Johansen (1993) 
cointegration tests
We first examine the data for cointegration under the Johansen approach. We analyse the data for the entire period (30 December, 1994 -14 October, 2004 , and in two sub-periods, before and after the Russian financial crisis of August 1998. Thus at this stage of the analysis we separate crisis and tranquil periods by exogenously defining the duration of these periods, relying on the market events described in Section 3.2.
Hansen and Johansen (1993) provide a method to analyse not only the extent but also the dynamics of the long run relationships. Their recursive cointegration approach relies on the Johansen-Juselius (1990) cointegration test. Recursive analysis is performed for an initial period and then for updates, as new data are added to the initial sample. Consequently, the statistic of interest is calculated over the chosen sample, say t 0 to t n . This sample is then extended by j periods and the statistic is re-estimated for the period from t 0 to tion (like that of Engle and Granger 1987) may lose power and falsely signal the absence of equilibrium in the system. A number of tests of unit roots under structural stability are available (Maddala and Kim 1998) . In this paper we use the Gregory-Hansen (1996) test.
The Gregory-Hansen test assumes the null hypothesis of no cointegration against the alternative hypothesis of cointegration with a single structural break of unknown timing. The timing of the structural change under the alternative hypothesis is estimated endogenously.
Gregory and Hansen suggest three alternative models accommodating changes in parameters of the cointegration vector under the alternative. A level shift model allows for change in the intercept only (C):
(
The second model accommodating a trend in the data also restricts shifts to changes in level with trend (C/T):
The most general specification allows for changes in both the intercept and slope of the cointegration vector (R/S):
The dummy variable, which captures the structural change, is represented as
where
is relative timing of the change point. The trimming interval is usually taken to be (0.15n, 0.08n), as recommended in Andrews (1993) . The models (1) 
Harris-McCabe-Leybourne (2002, 2003) stochastic cointegration test
It has been noted that some economic variables, like stock prices, tend to be more volatile than assumed for an I(1) process. The recent approach of Leybourne (2002, 2003; HML hereafter) , suggest considering cointegration in a sense wider than that of Engle and Granger (1987) by loosening the strict EG requirement of stationarity of first differences of the series and requiring only the absence of stochastic I(1) trends.
9 HML process allows for the presence of a non-linear form of heteroscedasticity that gives rise to volatile behaviour of the first differences of the series. The HML process in a regression form may be written as
where t y is a scalar, t x is a mx1 vector, and t w is a vector integrated process. The regression error term, u t, is composed of the stationary term, e t , the integrated term, 
For deriving the test statistics, HML adopt a semi-parametric approach that does not rely on distributional assumptions. They utilise an asymptotic instrumental variable estimator (AIV) of Leybourne (2002, 2003) , which is consistent under heteroscedastic cointegration. The test statistic for the null hypothesis of stochastic cointegration is given by
9 It should be noted that the term 'stochastic cointegration' has been previously used (see Perron 1991 and Ogaki and Park 1997) in the sense of a presence of non-zero deterministic trends in an I(0) combination of the I(1) variables. Here however we refer to the stochastic cointegration as it is defined by MHL. It has been noted that the traditional estimators for unit root and cointegration processes rely on either parametric specifications of short-run dynamics or kernel type estimators of nuisance parameters implied by the short-run dynamics of the process (Breitung 2002 , Bierens 1997 . Examples of these approaches include Phillips and Perron (1988) and Quintos (1998) for kernel estimation and the traditional Johansen type approaches for the autoregressive representation. Breitung (2000) has suggested the following non-parametric procedure. Let y t be a process
where d t is the deterministic part, and x t the stochastic part. The deterministic component d t may include constant, time trend or dummy variables. The stochastic part of the series, x t , is decomposed as a random walk and a transitory component that represents a short-run dynamics of the process. Breitung first suggests a variance ratio test statistic for a unit root, similar to the one of Kwiatkowski et al. (1992 
The eigenvalues of (11) . The eigenvalues of (11) can be written as
where j η is the eigenvector associated with the eigenvalue j λ . The test statistic for the hypothesis that r=r 0 is given by
where λ i ≤ λ 2 ≤ λ 3 ≤ …≤ λ n, is the series of ordered eigenvalues of the matrix R T .
Modeling dynamic conditional correlations: DCC-GARCH approach
Analysis of correlations between international asset markets has been a cornerstone for making inferences about short-term interdependencies between markets and the presence of diversification benefits (Grubel 1968, Longin and Solnik 1995) . Earlier studies relied on analysis of simple correlation coefficients (see eg Panton, Lessig and Joy 1976 and Watson 1980) , whereas later studies utilised rolling correlation coefficients and correlation coefficients adjusted for the presence of different regimes in volatility (Forbes and Rigobon 1999) . This paper goes on to suggest the analysis of time varying conditional correlation between international stock markets using the recent methodology of Engle (2002) , multivariate GARCH dynamic conditional correlation analysis (DCC-GARCH).
A DCC-GARCH class of models encompasses the parsimony of univariate GARCH models of individual asset volatility with GARCH-like time varying correlations.
The estimation of the DCC-GARCH model is a two-step procedure. First, a univariate GARCH model is estimated for each time series; then, the transformed residuals from the first stage are used to obtain a conditional correlation estimator. The model assumes that returns from the k series are multivariate normally distributed with zero mean and covariance matrix H t :
where D t is a kxk matrix of time varying standard deviations from univariate GARCH models with it h on the i th diagonal, following a univariate GARCH model. The proposed dynamic correlation structure is
where * t Q is a diagonal matrix composed of the of the square root of the diagonal elements of the Q t and Q t follows a GARCH-type process:
where Q is an unconditional covariance matrix of the standardised residuals from the first-stage estimation.
We use these DCC multivariate GARCH models to study correlations between the series, for which we obtain significant long-run results from a VECM model 12 . Extraction of the conditional time varying correlations allows us to examine the short-run dynamics of the series that are linked by a long-run relationship. It also allows us to trace the effects attributed to the sequence of crisis events that took place during the sample period. We use a parsimonious approach, describing both mean and variance as ARMA(1,1) processes, with the correlation structures also following an ARMA(1,1) process. This is a strictly ad-hoc formulation.
Modeling long-run relationships: Cointegration tests´ results
We examine the data over the entire period and over three sub periods, as discussed above.
In the analysis of long-run relationships we rely on four techniques: (i) the JohansenJuselius (1990) and Hansen-Johansen (1993) Table 10 . Table 11 gives the results of the non-parametric cointegration and Manning (2002) for the Southeast Asian, European and US markets. This is not unanimous however, as Kanas (1988) , Chan, Gup and Pan (1997) and Allen and Macdonald (1995) found evidence of segmentation. Summing up, the absence of cointegration relationships, at least from conventional Johansen-Juselius cointegration analysis, would suggest that the Russian stock market index does not follow movements in other individual indices over the long run. 
Gregory-Hansen test results
Indeed, turning to the Gregory-Hansen approach, we find a different situation as regards long-run relationships (Tables 7-9 ). For the Russian market over the entire period the test
indicates the presence of a number of bivariate cointegration relations with major markets.
In particular, we find that the Russian market was cointegrated with the EMU, UK and USA, albeit with a break in the cointegration relationship. In the multivariate setting, breaks are found in the cointegration vector for Russia and two groups of the developed markets (including and excluding Japan). Overall, we find a number of unique breakpoints.
These are all in the period June-August 1998, corresponding exactly to the etiology of the crisis. The breaks detected were at 01/06/98, 02/06/98, 08/06/98, 06/07/98, 09/07/98, and 11/08/98. These results lead us to conclude that, despite the serious impact on world markets of the Asian crisis of 1997, we find no evidence here that this crisis had an immediate effect on the stability of relationships between Russia and developed or regional markets.
Instead, it was the domestic crisis that effected a change in the long-term relationship. Results of the stochastic cointegration test of Leybourne (2002, 2003) are displayed in Table 10 . They reject the null hypothesis of stochastic cointegration in all cases, indicating a lack of long-run stable relations for all pairs and groups of the markets under consideration. Thus, for the overall sample, the results of this test are consistent with that of Johansen and, as we will see below, the Breitung non-parametric cointegration test.
The failure of the HML test to uncover any long run relations that emerge from the Gregory-Hansen test is puzzling, although, due to the recent novelty of the test, the authors are not aware of any study that examines the sensitivity of the HML test to issues such as changes in volatility regimes or other changes in the data dynamics. 
Breitung (2002) non-parametric cointegration test results
Finally, we apply the non-parametric cointegration test of Breitung, to both the overall period and the periods pre-and post-August 1998, and recursively using a 100-day window.
The results of the test are displayed in Table 11 . For none of the longer time periods, overall, pre-or post-crisis, do we find evidence of non-parametric cointegration. However, the results of the recursive approach, as of the Hansen-Johansen recursive methodology, indicate instability in this finding, because after January 2003, we cannot reject the null of at most one cointegrating relationship in the system. 
Summary of cointegration test results and discussion
The summary of the results of this set of cointegration tests is shown in Table 13 . We find that the evidence from the static Johansen and Juselius cointegration test for the overall sample suggests there is no cointegrating relationship over the entire 1994-2004 period.
However, this finding does not hold when alternative techniques are applied that account for variability in the data. Namely, alternative techniques clearly indicate that the nature of the long run relationships differs for the pre-and post-crisis period, with all methods showing an increase in the number of cointegrating relationships after the crisis period. In particular, the Gregory-Hansen test, which allows us to estimate the change point endogenously, clearly indicates that the change occurred around the Russian crisis and not in an earlier period associated with the Asian financial turmoil.
The findings of this paper are similar to recent studies on the integration of the Asian equity markets with the world markets. Thus Climent and Meneu (2003) , Leong and Felmingham (2003) and Jang and Sul (2002) all find that after the Asian crisis equity markets in the region exhibited increased linkages with both world markets and within the Asian region. In all cases they find that overall the markets exhibit no evidence of integration, but that this is, in effect, an artefact of the pre-crisis period. Taken together, these papers and the present paper indicate the importance of examining the degree of equity market linkage around major crisis events.
These findings have several important implications. Firstly, the time varying nature of market linkages should be accounted by applying appropriate methodology. Secondly, since Russian and other developed equity markets appear not to deviate significantly in the long run, one might surmise that the benefits of financial diversification for foreign investors investing in Russian equities over long periods of time are not likely to be significant. Whether the pattern of short-run interdependencies between Russian and major developed markets has been affected in a similar manner is examined by means of the DCC-GARCH model. The correlations are derived from a four-variate ARMA(1,1)-DCC-GARCH (1,1) model estimated over the entire period. Figure 3 gives the estimated daily conditional correlations between Russia and the main developed markets. 
Conclusion
We examined the relationship between Russian, developed markets, and other Central and Eastern European equity markets over the 1995-2004 period. During this period the Russian crisis of 1997-1998 had major impacts on equity markets worldwide. Using traditional
Johansen multivariate cointegration approaches, we find no equilibrium relationships when the overall sample is considered. However, having applied the test to the sub-periods preceding and following the Russian crisis of August 1998 and using the recursive version of the test as well, we find evidence that the effect of the Russian crisis is more complex. Further examination, using alternative techniques that account for variability and excess volatility in financial data, indicates that the Russian market shows significantly more evidence of integration with developed markets, albeit the extent of interdependencies differs for the US and European markets. The USA remains the dominant market from which shocks impact the Russian market. All novel methods show an increase in the number of cointegrating relationships after the crisis period. In particular, the Gregory-Hansen test, which allows us to estimate the change point endogenously, clearly indicates that the change occurred around the Russian crisis and not in an earlier period associated with the Asian financial turmoil.
A DCC-GARCH model indicates that the conditional relationships between the Russian market and the main developed markets are, as shown by the Gregory-Hansen approach, changing. As shown by the DCC measures, the Asian crisis appears to have effects on short-term comovements between Russian and other equity markets, but not on longterm relationships, as indicated by cointegration tests. The results are reported for VAR specification with unrestricted constant and 2 lags based on BIC and HannanQuinn information criteria. ***, **, * denote significance at 1, 5 and 10% levels respectively. Gregory and Hansen (1996) . ***, **, * denote significance at 1, 5 and 10% levels respectively. Only dates for statistically significant breaks are reported. Note: Model specifications for bivariate cointegration relationship: C -level shift (change in constant); C/T -level shift with trend (model with linear trend and change in constant only); C/S -regime shift (model with change in both constant and slope). Critical values are taken from Gregory and Hansen (1996) . ***, **, * denote significance at 1, 5 and 10% levels respectively. Only dates for statistically significant breaks are reported. are reported for bivariate cointegration only. Snc denotes test statistic for null hypothesis of stochastic cointegration against the alternative of no cointegration. Shc denotes test statistic for null hypothesis of stationary cointegration against the alternative of heteroscedastic cointegration. ***, **, * denote significance at 1, 5 and 10% levels respectively. 
