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Введение 
 
Спектральная теорема – наименование утверждений из 
класса теорем о линейных операторах или о матрицах в линейной 
алгебре и функциональном анализе, дающих условия, при которых оператор 
или матрица может быть диагонализирован, то есть 
представлен диагональной матрицей в некотором базисе (в 
бесконечномерных пространствах эта концепция о диагонализации требует 
некоторых уточнений). Вообще говоря, спектральная теорема выделяет 
класс линейных операторов, которые могут моделироваться операторами 
умножения – простейшими операторами, какие только могут быть. 
Примерами операторов, к которым может быть применена 
спектральная теорема являются самосопряжённые операторы или, более 
общо, – нормальные операторы в гильбертовых пространствах. 
Спектральная теорема также даёт каноническое разложение 
объемлющего векторного пространства, называемое спектральным 
разложением или разложением по собственным значениям. 
Данная дипломная работа посвящена спектральной теореме для 
самосопряженного оператора.  
Актуальность данной темы заключается в том, что спектральная 
теорема используется в различных разделах математики. 
Объект исследования: понятие спектральная теорема, используемое 
для самосопряженных операторов. 
Предмет исследования: процесс изучения спектральной теоремы. 
Задачи: 
1. Изучить литературу по математике,  которая касается исследуемой 
темы. 
2. Вывести спектральную теорему для различных классов операторов. 
Цель данной дипломной работы – исследование и изучение 
самосопряженных операторов и их представление.  
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Данная дипломная работа состоит из двух глав: 
1) Элементы теории линейных операторов; 
2) Спектральные разложения. 
В первой главе рассматривается понятия конечномерного, компактного 
и ограниченного операторов. Так же рассматриваются их свойства и 
некоторые примеры. 
Во второй главе рассматривается приведение матрицы к жордановой 
нормальной форме, спектр компактного оператора и спектральная теорема 
для самосопряженного оператора. 
Данная работа состоит из введения, двух глав, которые включают в 
себя пять параграфов, заключения и списка использованных источников. 
Объем дипломной 44 страницы. Библиографический список содержит 27 
литературных источников. 
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Глава 1. Элементы теории линейных операторов 
1.1.  Компактные операторы 
 Конечномерный оператор — ограниченный линейный оператор в 
банаховом пространстве, множество значений которого конечномерно. 
Конечномерные операторы являются исключительно, удобными, 
поскольку к уравнениям в конечномерных пространствах можно эффективно 
применять численные методы с использованием вычислительной техники. 
Таким образом, конечномерные операторы образуют важный подкласс в 
множестве компактных операторов. 
Примеры: 
 Любой линейный оператор, действующий в конечномерном 
пространстве, является конечномерным.   
 Интегральный оператор Фредгольма (𝐴𝑓)(𝑥) =
∫ 𝐾(𝑥, 𝑡)𝑓(𝑡)𝑑𝑡
𝑏
𝑎
, действующий в пространстве 𝐿2[𝑎, 𝑏], с вырожденным 
ядром 𝐾(𝑥, 𝑡) = ∑ 𝑓𝑖(𝑥)𝑔𝑖(𝑥)𝑁𝑖=1  является конечномерным. Действительно, 
его множество значений состоит из функций вида (𝐴𝑓)(𝑥) = ∑ 𝑐𝑖𝑓𝑖(𝑥)𝑁𝑖=1 , где 
𝑐𝑖 = ∫ 𝑓(𝑡)𝑔𝑖(𝑡)𝑑𝑡
𝑏
𝑎
. Это конечномерное пространство с базисом {𝑓𝑖}
𝑖=1
𝑁
, если 
системы функций{𝑓𝑖}𝑖=1
𝑁
и {𝑔𝑖}𝑖=1
𝑁
линейно независимы.   
Частичные суммы ряда Фурье 𝑃𝑛𝑓 = ∑ (𝑓, 𝜑𝑖)𝜑𝑖
𝑛
𝑖=1  по ортогональной 
системе {𝜑𝑖}
𝑖=1
∞
 в гильбертовом пространстве являются конечномерными 
операторами.  
В конечномерном нормированном пространстве всякий линейный 
оператор компактен, поскольку он автоматически непрерывен, а 
следовательно ограничен, т.е. переводит любое ограниченное множество в 
ограниченное, а в конечномерном пространстве всякое ограниченное 
множество предкомпактно. 
Изучение произвольных линейных операторов в бесконечномерных 
пространствах представляет собой весьма сложную и необозримую задачу. 
6 
 
Однако некоторые важные классы таких операторов могут быть описаны 
полностью. Среди них один из важнейших образуют так называемые 
компактные операторы. Эти операторы, с одной стороны, близки по своим 
свойствам к конечномерным и допускают достаточно детальное описание, а с 
другой, играют важную роль в различных приложениях. 
Определение 1. Оператор А, отображающий банахово пространство Е в 
себя, называется компактным, если он каждое ограниченное множество 
переводит в предкомпактное. 
В конечномерном нормированном пространстве всякий линейный 
оператор компактен, поскольку он переводит любое ограниченное 
множество в ограниченное, а в конечномерном пространстве всякое 
ограниченное множество предкомпактно. 
В бесконечномерном пространстве компактность оператора есть 
требование существенно более сильное, чем просто его непрерывность. 
Например, единичный оператор в гильбертовом пространстве непрерывен, но 
отнюдь не компактен. 
Лемма 1. Пусть х1, х2, … линейно независимые векторы в 
нормированном пространстве Е и пусть𝐸𝑛- подпространство, порожденное 
векторами 𝑥1, … , 𝑥𝑛. Тогда существует последовательность векторов 
𝑦1, 𝑦2, … удовлетворяющая следующим условиям: 
1) 1) ‖𝑦𝑛‖ = 1;   2) 𝑦𝑛 ∈ 𝐸𝑛;   3) 𝜌(𝑦𝑛, 𝐸𝑛−1) >
1
2⁄ , 
где 𝜌(𝑦𝑛, 𝐸𝑛−1)-расстояние вектора 𝑦𝑛 от 𝐸𝑛−1 , т.е. 
max
𝑥∈𝐸𝑛
‖𝑦𝑛 − 𝑥‖. 
Доказательство. Действительно, так как векторы 𝑥1, 𝑥2, … линейно 
независимы, то 𝑥𝑛  не содержащийся в 𝐸𝑛−1 И 𝜌(𝑥𝑛, 𝐸𝑛−1) = 𝛼 > 0. Пусть 
𝑥∗-такой вектор из 𝐸𝑛−1, что ‖𝑥𝑛 − 𝑥
∗‖ < 2𝛼тогда, поскольку 𝛼 =
𝜌(𝑥𝑛, 𝐸𝑛−1) = 𝜌(𝑥𝑛 − 𝑥
∗, 𝐸𝑛−1), вектор 
𝑦𝑛 =
𝑥𝑛 − 𝑥
∗
‖𝑥𝑛 − 𝑥∗‖
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удовлетворяет всем условиям 1)-3). За 𝑦1 При этом можно взять 
𝑥1
‖𝑥1‖
⁄ . 
Лемма доказана. 
Рассмотрим пример. 
В пространстве непрерывных функций 𝐶[𝑎, 𝑏] важный класс 
компактных операторов образуют операторы, представимые в виде  
𝐴𝑥 = 𝑦(𝑠) = ∫ 𝐾(𝑠, 𝑡)𝑥(𝑡)𝑑𝑡
𝑏
𝑎
.                                    (1) 
Покажем справедливость следующего утверждения: если функция 
𝐾(𝑠, 𝑡)ограничена на квадрате 𝑎 ≤ 𝑠 ≤ 𝑏, 𝑎 ≤ 𝑡 ≤ 𝑏и все ее точки разрыва 
лежат на конечном числе кривых 
𝑡 = 𝜑𝑘(𝑠),   𝑘 = 1, 2, … , 𝑛, 
где 𝜑𝑘-непрерывные функции, то формула (1) определяет в пространстве 
𝐶[𝑎, 𝑏]компактный оператор. 
Заметим, что в указанных условиях интеграл (1) существует для 
любого s из отрезка [𝑎, 𝑏], т.е. функция y(s) определена. Далее, пусть 
𝑀 = max
𝑎≤𝑠,𝑡≤𝑏
|𝐾(𝑠, 𝑡)| 
и пусть G-множество тех точек (s, t), для которых хотя бы при одном k 
=1,2,…,n выполняется непрерывно 
|𝑡 − 𝜑𝑘(𝑠)| <
𝜀
12𝑀𝑛
. 
Следом G(s) этого множества на каждой прямой s=const служит 
объединение интервалов 
𝐺(𝑠) = ⋃ {𝑡: |𝑡 − 𝜑𝑘(𝑠)| <
𝜀
12𝑀𝑛
}
𝑛
𝑘=1
. 
Пусть F-дополнение множества G до квадрата 𝑎 ≤ 𝑠, 𝑡 ≤ 𝑏. Так как F  
компактно, а функция K(s, t) непрерывна на F, то существует такое 𝛿 > 0, что 
|𝐾(𝑠′, 𝑡′) − 𝐾(𝑠′′, 𝑡′′)| <
𝜀
3(𝑏 − 𝑎)
 
для любых точек (s’, t’), (s’’,t’’) из F, удовлетворяющих условию 
8 
 
|𝑠′ − 𝑠′′| + |𝑡′ − 𝑡′′| < 𝛿.                                          (2) 
Оценим теперь разность y(s’)-y(s’’) в предположении, что |𝑠′ − 𝑠′′| < 𝛿. 
Имеем 
|𝑦(𝑠′) − 𝑦(𝑠′′)| ≤ ∫|𝐾(𝑠′, 𝑡) − 𝐾(𝑠′′, 𝑡)||𝑥(𝑡)|𝑑𝑡;
𝑏
𝑎
 
для оценки стоящего справа интеграла разобьем промежуток интегрирования 
[𝑎, 𝑏]на объединение интервалов 𝐺(𝑠′) ∪ 𝐺(𝑠′′), которое обозначим P, и 
остальную часть отрезка [𝑎, 𝑏], которую обозначим Q. Заметив, что Р есть 
объединение интервалов, суммарная длина которых не превосходит 𝜀 3М⁄ , 
получаем 
∫|𝐾(𝑠′, 𝑡) − 𝐾(𝑠′′, 𝑡)||𝑥(𝑡)|𝑑𝑡 <
2𝜀
3
𝑃
‖𝑥‖. 
Интеграл по Q допускает оценку 
∫ |𝐾(𝑠′, 𝑡) − 𝐾(𝑠′′, 𝑡)||𝑥(𝑡)|𝑑𝑡 <
𝜀
3
‖𝑥‖.
𝑄
 
Таким образом, 
|𝑦(𝑠′) − 𝑦(𝑠′′)| < 𝜀‖𝑥‖.                                        (3) 
Неравенство (3) показывает, что функция y(s) непрерывна, т.е. формула 
(1) действительно определяет оператор, переводящий пространство 𝐶[𝑎, 𝑏] в 
себя. Далее, из того же неравенства видно, что если {𝑥(𝑡)}-ограниченное 
множество в C[a,b], то соответствующее множество {𝑦(𝑠)} равностепенно 
непрерывно. Наконец, если ‖𝑥‖ ≤ 𝐶, то 
‖𝑦‖ = sup|𝑦(𝑠)| ≤ sup ∫|𝐾(𝑠, 𝑡)||𝑥(𝑡)|𝑑𝑡 ≤ 𝑀(𝑏 − 𝑎)‖𝑥‖.
𝑏
𝑎
 
Таким образом, оператор (1) переводит всякое ограниченное 
множество из C[a,b] в множество функций, равномерно ограниченное и 
равностепенно непрерывное, т.е. предкомпактно. 
9 
 
Основные свойства компактных операторов 
Теорема 1. Если {𝐴𝑛}-последовательность компактных операторов в 
банаховом пространстве Е, сходящаяся по норме к некоторому оператору 
А, то оператор А тоже компактен. 
Доказательство. Для установления компактности оператора А 
достаточно показать, что, какова бы ни была ограниченная 
последовательность 𝑥1,𝑥2, … , 𝑥𝑛, . .. элементов из Е, из последовательности 
{𝐴𝑛} можно выделить сходящуюся последовательность. 
Так как оператор А1 компактен, то из последовательности {𝐴1𝑥𝑛} 
можно выбрать сходящуюся подпоследовательность. Пусть 
𝑥1
(1)
, 𝑥2
(1)
, … , 𝑥𝑛
(1), …                                             (4) 
-такая последовательность, что {𝐴1𝑥𝑛
(1)
} сходится. Рассмотрим теперь 
последовательность {𝐴1𝑥𝑛
(1)
}. Из нее опять-таки можно выбрать сходящуюся 
последовательность. Пусть  
𝑥1
(2)
, 𝑥2
(2)
, … , 𝑥𝑛
(2), …   
-такая последовательность, выбранная из (4), что {𝐴1𝑥𝑛
(2)
} сходится. При 
этом, очевидно, {𝐴1𝑥𝑛
(2)
} тоже сходится, и т.д. возьмем затем диагональную 
последовательность 
𝑥1
(1)
, 𝑥2
(2)
, … , 𝑥𝑛
(𝑛), …   
Каждый из операторов 𝐴1, 𝐴2, . . , 𝐴𝑛, … переводит ее в сходящуюся. 
Покажем, что и оператор А тоже переводит ее в сходящуюся. Тем самым 
компактность А будет установлена. Так как пространство Е полно, то 
достаточно показать, что {𝐴1𝑥𝑛
(𝑛)
} –фундаментальная последовательность. 
Имеем  
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‖𝐴𝑥𝑛
(𝑛)
− 𝐴𝑥𝑚
(𝑚)
‖
≤ ‖𝐴𝑥𝑛
(𝑛) − 𝐴𝑘𝑥𝑛
(𝑛)‖ + ‖𝐴𝑘𝑥𝑛
(𝑛) − 𝐴𝑘𝑥𝑚
(𝑚)‖
+ ‖𝐴𝑘𝑥𝑚
(𝑚) − 𝐴𝑥𝑚
(𝑚)‖                                                                            (5) 
Пусть ‖𝑥𝑛‖ ≤ 𝐶; выберем сначала k так, что ‖𝐴 − 𝐴𝑘‖ < 𝜀 (3𝐶)⁄ , а 
потом выберем такое N, чтобы при всех 𝑛 > 𝑁 и 𝑚 > 𝑁 выполнялось 
неравенство  
‖𝐴𝑘𝑥𝑛
(𝑛)
− 𝐴𝑘𝑥𝑚
(𝑚)
‖ < 𝜀 3⁄  
При этих условиях из (7) получаем, что 
‖𝐴𝑥𝑛
(𝑛)
− 𝐴𝑥𝑚
(𝑚)
‖ < 𝜀 
для всех достаточно больших n и m. 
Теорема доказана. 
Легко проверить, что линейная комбинация компактных операторов 
компактна. Следовательно, в пространстве L(E, E) всех ограниченных 
линейных операторов, определенных на Е, компактные операторы образуют 
замкнутое линейное подпространство. 
Посмотрим теперь, будет ли совокупность компактных операторов 
замкнута относительно операции перемножения операторов. На самом деле 
здесь справедливо даже существенно более сильное утверждение. 
Теорема 2. Если А-компактный оператор, а В-ограниченный оператор, 
то операторы АВ и ВА компактны. 
Доказательство есть. Если множество М ⊂ Е операты граничено доплнить, то ВМ тоже 
ограниченно. операт Следовательно, АВМ предкомпактно, а это и означает, что 
явлетс оператор жорданвй АВ компактен. Далее отсюда, если М ограничено, то АМ оператв редкомпактно тогда, а 
тогда, в силу усть непрерывности В, множество ВАМ тоже простанве редкомпактно если, т.е. 
оператор ВА компактен если. 
Следствие. В бесконечномерном допускает ространстве простанв Е компактный 
оператор не если может иметь ограниченного оснвые братного любом. 
Теорема 3. Оператор были, сопряженный компактному, тог компактен диагонлья. 
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Доказательство. Пусть А-спектрально омпактный оператор в банаховом 
собтвеных пространстве разложени Е. Покажем, что сопряженный замкнуто оператор А∗, действующий в Е∗, 
полнта ереводит вектор каждое ограниченное действильная подмножество из Е∗ в предкомпактное. 
Поскольку собтвены сякое числа ограниченное подмножество операт нормированного 
пространства пусть одержится если в некотором шаре, назывется достаточно показать, что А∗ 
переводит струке аждый достачн шар в предкомпактное множество чтобы. В силу линейности 
если оператора оправдыется А∗ достаточно показать, что независмых образ А∗𝑆∗ замкнутого единичного 
числовая шара этом 𝑆∗ ⊂ Е∗ предкомпактен. 
Будем коши рассматривать элементы из Е∗ как алгоритм функции совкупнть не на всем 
пространстве Е, а точек лишь на компакте 𝐴𝑆̅̅̅̅ -замыкании следут образа свойта единичного шара спектральног
при отображении А. При этом непрыва множество жорданв Ф функций, отвечающих 
собтвены функционалам из 𝑆∗, будет равномерно обладющя граничено откуда и равностепенно 
непрерывно действильно. Действительно, если ‖𝜑‖ ≤ 1, то 
sup|𝜑(𝑥)| = sup|𝜑(𝑥)| ≤ ‖𝜑‖ sup‖𝐴𝑥‖ ≤ ‖𝐴‖ 
и 
|𝜑(𝑥′) − 𝜑(𝑥′′)| ≤ ‖𝜑‖‖𝑥′ − 𝑥′′‖ ≤ ‖𝑥′ − 𝑥′′‖. 
дает Следовательно некотрм, это множество Ф предкомпактно в матриц пространстве 𝐶[𝐴𝑆̅̅̅̅ ]. 
Но множество Ф с метрикой, сходитя ндуцированной предл обычной метрикой простанвм
пространства непрерывных обзначют функций тогда 𝐶[𝐴𝑆̅̅̅̅ ], изометрично множеству 𝐴∗𝑆∗. 
необхдим Действительно, если 𝑔1, 𝑔2 ∈ 𝑆
∗, то  
‖𝐴∗𝑔1 − 𝐴
∗𝑔2‖ = sup|(𝐴
∗𝑔1 − 𝐴
∗𝑔2, 𝑥)|
= sup|(𝑔1 − 𝑔2, 𝐴𝑥)| = sup|(𝑔1 − 𝑔2, 𝑧)|
= sup|(𝑔1 − 𝑔2, 𝑧)| = 𝜌(𝑔1, 𝑔2). 
Поскольку Ф потм редкомпактно достачн, то оно вполне ограничено матрицу; 
следовательно, вполне перходя граничено смыле и изометричное ему множество 𝐴∗𝑆∗. 
функция Поэтому 𝐴∗𝑆∗ предкомпактно в𝐸∗. 
Замечание. можн Нетрудно порядка проверить, что множество тсюда Ф замкнуто в 𝐶[𝐴𝑆̅̅̅̅ ], 
так что оно компактно, свойта поэтому пусть компактно и множество 𝐴∗𝑆∗, котрых отя образ 
замкнутого найдется диничного тоже шара при произвольном слабо вполне непрерывном 
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каждой тображении лежит может не быть есть компактом. Ситуация в только что ограничеый доказанной убывания
теореме отличается плотн от общей тем, что замкнутый собтвен диничный значеим шар 𝑆∗в Е∗ 
компактен в *-слабом хиле топологии пространства Е∗. отсюда и некотрг следует любом
компактность образа коши множества 𝑆∗ для любого всех компактного хиле оператора. 
Собственные конечмрй значения компактного оператора 
мера Теорема каждог 4. Всякий компактный получаем оператор А в банаховом множеств пространстве тоже
Е имеет при любом δ>0 люстерник ишь конечное число каждой линейно тогда независимых 
собственных этог векторов, отвечающих наймрк собственным демль значениям, по модулю 
страня превосходящим δ. 
Доказательство. Пусть 𝜆1, 𝜆2, … , 𝜆𝑛, … анлогич какая-либо данфор последовательность 
собственных оператв значений оператора А если таких значеим, что |𝜆𝑛| > 𝛿; 𝑥1, 𝑥2, … , 𝑥𝑛, … − 
отвечающая им последовательность сходитя обственных векторов, и пусть эти 
покажем векторы функциоальый линейно независимы явлетс. 
Воспользуемся леммой 1 и глазмн построим алгоритм такую последовательность 
совкупнть екторов𝑦1, 𝑦2, … , 𝑦𝑛, …  что 
1) 𝑦𝑛 ∈ 𝐸𝑛;  2) ‖𝑦𝑛‖ = 1; 3) 𝜌(𝑦𝑛, 𝐸𝑛−1) = inf ‖𝑦𝑛 − 𝑥‖ > 1 2⁄ ,  
где 𝐸𝑛 − подпространство, порожденное 𝑥1, 𝑥2, … , 𝑥𝑛. 
ограничеых Последовательность всяког {
𝑦𝑛
𝜆𝑛
} ограничена в силу каноичесму неравенства |𝜆𝑛| > 𝛿. Мы 
утверждаем, что из линейы последовательности опредлить образов {𝐴 (
𝑦𝑛
𝜆𝑛
)} нельзя теорма выбрать 
сходящуюся. Действительно, можн пусть крейн 𝑦𝑛 = ∑ 𝛼𝑘𝑥𝑘;
𝑛
𝑘=1  тогда 
𝐴 (
𝑦𝑛
𝜆𝑛
) = ∑
𝛼𝑘𝜆𝑘
𝜆𝑛
𝑥𝑘 + 𝛼𝑛𝑥𝑛 = 𝑦𝑛 + 𝑧𝑛
𝑛−1
𝑘=1
, 
где 
𝑧𝑛 = ∑ 𝛼𝑘 (
𝜆𝑘
𝜆𝑛
− 1)
𝑛−1
𝑘=1
𝑥𝑘 ∈ 𝐸𝑛−1. 
Поэтому каноичесму при любых p>q 
‖𝐴 (
𝑦𝑝
𝜆𝑝
) − 𝐴 (
𝑦𝑞
𝜆𝑞
)‖ = ‖𝑦𝑝 + 𝑧𝑝 − (𝑦𝑞 + 𝑧𝑞)‖ = ‖𝑦𝑝 − (𝑦𝑞 + 𝑧𝑞 − 𝑧𝑝)‖ >
1
2⁄ . 
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поскольку 𝑦𝑞 + 𝑧𝑞 − 𝑧𝑝 ∈ 𝐸𝑝−1. 
Это тоже противоречит страня компактности оператора А. 
Из преобазут этой теоремы следует, что спектральня число лишь собственных значений матрицей 𝜆𝑛 
компактного оператора А во доказывет нешности отрезка круга |𝜆| > 𝛿 > 0 всегда сходитя конечно, и 
что все собственные значения выбраня оператора трансво А можно переномеровать конечг в порядке 
не возрастания лежит модулей всех: |𝜆1| ≥ |𝜆2| ≥ ⋯ 
Самосопряженные компактные делитям операторы в Н 
Установим некоторые тоже свойства оказывет собственных векторов назывется и собственных 
значений доплнить самосопряженных приме операторов в Н, вполне функция аналогичные, 
соответствующим свойствам тоже конечномерных выполняетс самосопряженных операторов справедлио. 
I. Все собственные значения сущетв амосопряженного множеств оператора А в Н 
действительны. 
В самы амом деле, пусть 𝐴𝑥 = 𝜆𝑥, ‖𝑥‖ ≠ 0 простанв огда операт
𝜆(𝑥, 𝑥) = (𝐴𝑥, 𝑥) = (𝑥, 𝐴𝑥) = (𝑥, 𝜆𝑥) = ?̅?(𝑥, 𝑥), 
откуда 𝜆 = ?̅?. 
II. Собственные задног векторы самосопряженного потчен ператора пусть, 
отвечающие различным морен собственным значениям ортогональны. 
противеч Действительно любог, если 𝐴𝑥 = 𝜆𝑥 и 𝐴𝑦 = 𝜇𝑦, причем линейы λ≠μ то 
𝜆(𝑥, 𝑦) = (𝐴𝑥, 𝑦) = (𝑥, 𝐴𝑦) = (𝑥, 𝜇𝑦) = 𝜇(𝑥, 𝑦), 
откуда (x,y)=0 
докажем найдется еперь условию следующую фундаментальную если теорему. 
Теорема 5. Для любого получаем компактного полжим самосопряженного линейного функциоальый
оператора А в гильбертовом есть пространстве явлетс Н существует ортогональная 
слабо нормированная система {𝜑𝑛} собственных простанве екторов назывется, отвечающих 
собственным некотрм значениям {𝜆𝑛} (𝜆𝑛 ≠ 0) такая, что множества каждый всех элемент 𝜉 ∈ 𝐻 
записывается элемнта динственным образом в виде 
𝜉 = ∑ 𝑐𝑘𝜑𝑘 + 𝜉
′,
𝑘
 
где норме вектор собтвены𝜉′ ∈ 𝐾𝑒𝑟𝐴,  т.е. удовлетворяет условию операты𝐴𝜉′ = 0;  при этом 
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𝐴𝜉 = ∑ 𝜆𝑘𝑐𝑘𝜑𝑘
𝑘
 
и если матриц система тсюда{𝜑𝑛}  бесконечна, то lim 𝜆𝑛 = 0 (𝑛 → ∞). 
Для доказательства откуда этой основной теоремы некотрг понадобятся преобазвни следующие 
вспомогательные гильбертовм утверждения. 
Лемма 2. пусть Если теорма {𝜉𝑛} слабо сходится к ξ и само линейный оператор А 
компактен, то 
𝑄(𝜉𝑛) = (𝐴𝜉𝑛, 𝜉𝑛) → (𝐴𝜉, 𝜉) = 𝑄(𝜉). 
иногда Доказательство равноме. Для всякого n 
|(𝐴𝜉𝑛, 𝜉𝑛) − (𝐴𝜉, 𝜉)| ≤ |(𝐴𝜉𝑛, 𝜉𝑛) − (𝐴𝜉, 𝜉𝑛)| + |(𝐴𝜉, 𝜉𝑛) − (𝐴𝜉, 𝜉)|. 
Но 
|(𝐴𝜉𝑛, 𝜉𝑛) − (𝐴𝜉, 𝜉𝑛)| ≤ ‖𝜉𝑛‖‖𝐴(𝜉𝑛 − 𝜉)‖ 
и 
|(𝐴𝜉𝑛, 𝜉) − (𝐴𝜉, 𝜉)| = |(𝜉, 𝐴(𝜉𝑛 − 𝜉))| ≤ ‖𝜉‖‖𝐴(𝜉𝑛 − 𝜉)‖, 
и так как числа выпишем ‖𝜉𝑛‖ ограничены, а ‖𝐴(𝜉𝑛 − 𝜉)‖ → 0 то 
|(𝐴𝜉𝑛, 𝜉𝑛) − (𝐴𝜉, 𝜉)| → 0 
что и требовалось представиь оказать линейы. 
Лемма 3. Если ставим функционал  
|𝑄(𝜉)| = |(𝐴𝜉, 𝜉)|, 
где А-ограниченный самосопряженный спектр линейный всех оператор, достигает доказывет на 
единичном шаре явлетс максимума равномей в точке 𝜉0, то из (𝜉0, 𝜂) = 0 вытекает, что 
(𝐴𝜉0, 𝜂) = (𝜉0, 𝐴𝜂) = 0. 
допускает Доказательство. Очевидно, ‖𝜉0‖ = 1. Положим  
𝜉 =
𝜉0 + 𝑎𝜂
√1 + |𝑎|2‖𝜂‖2
, 
где а-операт роизвольное была комплексное число унитарым. Из ‖𝜉0‖ = 1 следует, что 
‖𝜉‖ = 1. 
Далее  
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𝑄(𝜉) =
1
1 + |𝑎|2‖𝜂‖2
[𝑄(𝜉0) + ?̅?(𝐴𝜉0, 𝜂) + 𝑎(𝐴𝜉0, 𝜂̅̅ ̅̅ ̅̅ ̅̅ ) + |𝑎|
2𝑄(𝜂)]. 
собтвеных Число неравст а можно взять упражнеия сколь угодно малым по тсюда модулю простанв и таким, что 
?̅?(𝐴𝜉0,, 𝑢) − действительная собтвеным величина. Тогда 𝑎(𝐴𝜉0, 𝜂̅̅ ̅̅ ̅̅ ̅̅ ) = ?̅?(𝐴𝜉0, 𝜂) и 
𝑄(𝜉) = 𝑄(𝜉0) + 2?̅?(𝐴𝜉0, 𝜂) + 𝑂(𝑎
2). 
Из всех последнего пусть неравенства видно, что качеств сли (𝐴𝜉0, 𝜂) ≠ 0, то а можно 
выбрать так, что |𝑄(𝜉)| > |(𝑄𝜉0)|, а это принадлежщх ротиворечит собтвены условию леммы любог. 
Из леммы 3 вытекает, что разложени сли справедлио |𝑄(𝜉)| достигает максимума при 𝜉 = 𝜉0, 
то 𝜉0 если сть собственный вектор необхдим ператора полнта. 
Доказательство теоремы может 5. Будем строить реводят элементы операту 𝜑(𝑘) по индукции, 
в порядке символ убывания абсолютных величин число оответствующих комплесны им собственных 
значений операт: 
|𝜆1| ≥ |𝜆2| ≥ ⋯ ≥ |𝜆𝑛| ≥ ⋯ 
Для построения элемента 𝜑1 самы рассмотрим сходитя выражение |𝑄(𝜉)| = |(𝐴𝜉, 𝜉)| 
и докажем, что оно на обзначим единичном шаре достигает жорданвых максимума поэтму. Пусть  
𝑆 = sup|(𝐴𝜉, 𝜉)| 
и 𝜉1, 𝜉2, … − такая жорданв последовательность, что ‖𝜉𝑛‖ = 1 и 
|(𝐴𝜉𝑛, 𝜉𝑛)| → 𝑆 при 𝑛 → ∞. 
Так как единичный шар в Н иногда слабо ограничесть компактен, то из {𝜉𝑛} можно учебно выбрать 
подпоследовательность, слабо сходитя ходящуюся опредлн к некоторому элементу пострим η. При 
этом ‖𝜂‖ ≤ 1 в силу явлетс еммы можн 2 
|(𝐴𝜂, 𝜂)| = 𝑆 
Элемент η мы и примем за 𝜑1. Ясно, что ‖𝜂‖ = 1. При явлетс этом  
𝐴𝜑1 = 𝜆1𝜑1, 
откуда  
|𝜆1| =
|𝐴𝜑1, 𝜑1|
(𝜑1, 𝜑1)
= |(𝐴𝜑1, 𝜑1)| = 𝑆. 
Пусть требумо еперь можн собственные векторы совкупнть  
𝜑1, 𝜑2, … , 𝜑𝑛, 
отвечающие собственным содержитя значениям формула  
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𝜆1, 𝜆2, … , 𝜆𝑛, 
Уже построены. Пусть 𝑀(𝜑1, 𝜑2, … , 𝜑𝑛, ) − пострения одпространство, натянутое 
на 𝜑1, 𝜑2, … , 𝜑𝑛 ,. рассмотрим лоран функционал функция |(𝐴𝜉, 𝜉)| на совокупности 
элементов главной, принадлежащих  
𝑀𝑛
⊥ = 𝐻 ⊝ 𝑀(𝜑1, 𝜑2, … , 𝜑𝑛, ) 
и удовлетворяющих иным условию функциоалв ‖𝜉‖ ≤ 1 множество 𝑀𝑛
⊥ есть есть подпространство 
инвариантное относительно А. метрикой Применяя пострения к 𝑀𝑛
⊥ проведенные выше если
рассуждения, получим, что в 𝑀𝑛
⊥ простанв айдется котрых вектор, собственный для 
если оператора А. 
Возможны два случая: 1) спектрально осле трансво конечного числа топлгия шагов мы получим 
хиле подпространство дает 𝑀𝑛0
⊥  в котором (𝐴𝜉, 𝜉) = 0; 2) (𝐴𝜉, 𝜉) ≠ 0 на 𝑀𝑛
⊥ при всех n. 
В реводят первом случае из леммы 3 операт вытекает оператв, что 𝑀𝑛0
⊥  переводится оператором котрг
А в нуль, т.е. целиком совпадет остоит каждому из собственных векторов, рис отвечающим 𝜆 = 0. 
Система построенных этой лементов поскльу {𝜑𝑛} состоит из конечного этог числа элементов. 
Во элемнтов тором тогда случае получаем теорма последовательность {𝜑𝑛} собственных 
векторов, для тогда каждого явлетс из которых 𝜆 ≠ 0. Покажем некотрй, что 𝜆𝑛 → 0 
Последовательность {𝜑𝑛} слабо функция сходится неравст к нулю, поэтому автомическ элементы 𝐴𝜑𝑛 =
= 𝜆𝑛𝜑𝑛 должны сходится к тог нулю ограниче по норме, откуда если |𝜆𝑛| = ‖𝐴𝜑𝑛‖ → 0. 
Пусть  
𝑀⊥ = 𝐻 ⊝ 𝑀(𝜑1, 𝜑2, … , 𝜑𝑛, … ) = ⋂ 𝑀𝑛
⊥
𝑛
≠ 0. 
Если 𝜉 ∈ 𝑀⊥ и 𝜉 ≠ 0, то (𝐴𝜉, 𝜉) ≤ 𝜆𝑛‖𝜉‖
2 для матриц всех если n, т.е. (𝐴𝜉, 𝜉) = 0 
отсюда в силу принадлежщх еммы 3, примененной к 𝑀⊥  получаем 𝐴𝜉 = 0, т.е. 
элемнтов подпространство функция 𝑀𝑛
⊥ переводится оператором свойта А в нуль. 
Из построения среди истемы достачн {𝜑𝑛} ясно, что всякий оценка вектор можно 
представить в гильбертовм иде некотрм
𝜉 = ∑ 𝑐𝑘𝜑𝑘 + 𝜉′ , где 𝐴𝜉
′ = 0 
откуда вытекает тогда, что  
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𝐴𝜉 = ∑ 𝜆𝑘𝑐𝑘𝜑𝑘 . 
Замечание. Доказанная любог теорема простанв означает, что для всякого теорма компактного 
самосопряженного оператора А в Н матриц существует операту ортогональный базис перводится
пространства Н, состоящий из тоже собственных будет векторов этого поскльу ператора. 
Действительно, для получения уравнеи такого выполнясь базиса достаточно следут дополнить 
построенную в слабо доказательстве линейых систему собственных достачн векторов {𝜑𝑛} 
произвольным ортогональным собтвеных азисом множеств подпространства 𝑀⊥  переводимого выбраня
оператором А в нуль. ограничеый Иными окл словами, здесь парлеьной олучается результат, вполне 
если аналогичный опредлн теореме о приведении всех матрицы конечномерного 
ограничеы самосопряженного равенст оператора к диагональному прежд виду в ортогональном базисе. 
Для убывания есамосопряженных комплесны операторов в n–мерном жорданв пространстве такое 
коши поведение собтвены невозможно, однако оснвые ерна следующая теорема: другой всякое неравст линейное 
преобразование порядка в n–мерном пространстве функция меет простанве хотя бы один формуливке собственный 
вектор.  
1.2. Ограниченные сходитя ператоры таким  
Оператор А называется если ограниченным, если некотрг существует операт такая 
постоянная М, что ‖Ах‖ ≤ М‖х‖ для ставим любого х ∈ Ех. 
Согласно этому равномей пределению воспльзуемя ограниченный оператор этом преобразует 
ограниченное уравнеи множество сходитя элементов |𝑥| ⊂ 𝐸𝑥 в ограниченное же функция множество 
элементов |𝐴𝑥| ⊂ 𝐸𝑦. 
Теорема 6. Для теорм ого значеим чтобы аддитивный пусть и однородный оператор А был 
доказтельсв непрерывен если, необходимо и достаточно, назывется чтобы он был ограничен. 
Необходимость. можн Пусть парлеьной А-непрерывный оператор когда. Допустим, что он не 
ограничен. порядка Тогда операт найдется последовательность жорданвй элементов |𝑥𝑛| такая, что 
‖𝐴𝑥𝑛‖ > 𝑛‖𝑥𝑛‖. 
Построим неравст элементы можн
𝜉𝑛 =
𝑥𝑛
𝑛‖𝑥𝑛‖
; 
𝜉𝑛 → 0, так как 
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‖𝜉𝑛‖ =
1
𝑛‖𝑥𝑛‖
‖𝑥𝑛‖ =
1
𝑛
→ 0 при 𝑛 → ∞. 
С другой стороны мерой, 
‖𝐴𝜉𝑛‖ =
1
𝑛‖𝑥𝑛‖
‖𝐴𝑥𝑛‖ > 1. 
Значит,  
𝐴𝜉𝑛𝐴0 = 0. 
Поэтому операт ператор оператв А не непрерывен в нулевой обладющя точке, что противоречит 
предположению. 
чтобы Достаточность образв. Пусть аддитивный голуб оператор А ограничен, т.е. 
‖𝐴𝑥‖ ≤ 𝑀‖𝑥‖. 
следующм Пусть канторвич 𝑥𝑛 → 𝑥, т.е. ‖𝑥𝑛 − 𝑥‖ → 0; тогда и 
‖𝐴𝑥𝑛 − 𝐴𝑥‖ = ‖𝐴(𝑥𝑛 − 𝑥)‖ ≤ 𝑀‖𝑥𝑛 − 𝑥‖ → 0. 
т.е. 𝐴𝑥𝑛 → 𝐴𝑥 ; следовательно, А функциоальый епрерывен. 
Пусть в линейном элемнтов ормированном применя пространстве 𝐸𝑥 задано крейн линейное 
многообразие L. Это тогда линейное опредлн многообразие можно если рассматривать как 
самостоятельное линейное всех пространство приведн, может быть слабо неполное. 
Предположим, что на L этом пределен множеств аддитивный оператор А со плотн значениями в 
некотором линейном сходимть нормированном теорма пространстве 𝐸𝑦. Оператор отнсящие А 
называется ограниченным на L, явлетс сли нормй существует постоянная M ставим акая, что 
‖𝐴𝑥‖ ≤ 𝑀‖𝑥‖ 
для всех𝑥 ∈ 𝐿. Наименьшая из всякий таких анлогичые постоянных называется элемнт нормой 
оператора А на коши линейном оператм многообразии L и обозначается ‖𝐴‖𝐿. 
обзначим Теорема 7. Линейный ограниченный пусть оператор есть 𝐴0, заданный на 
линейном непрыва многообразии L, всюду всякий плотном множеству в линейном нормированном 
доплнить ространстве 𝐸𝑥, со значениями в полном чтобы линейном формула нормированном 
пространстве теорма 𝐸𝑦, может быть коретн продолжен любог на все пространство без 
увеличения сходитя нормы. 
Иными словами, на теорм пространстве элемнт 𝐸𝑥 можно определить спектральный оператор А 
такой, что 
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𝐴𝑥 = 𝐴0𝑥     для  𝑥 ∈ 𝐿. 
и 
‖𝐴‖𝐸𝑥 = ‖𝐴0‖𝐿. 
собтвены Пусть пусть x-элемент пространства 𝐸𝑥, не следут принадлежащий L. Так как L 
всюду плотно в 𝐸𝑥, то иным айдется оценка последовательность {𝑥𝑛} ⊂ 𝐿 такая сущетв, что‖𝑥𝑛 −
𝑥‖ → 0 при 𝑛 → ∞, и, значит, 
‖𝑥𝑛 − 𝑥𝑚‖ → 0 
при 𝑛, 𝑚 → ∞. Но тогда 
‖𝐴0𝑥𝑛 − 𝐴0𝑥𝑚‖ = ‖𝐴0(𝑥𝑛 − 𝑥𝑚)‖ ≤ ‖𝐴0‖𝐿‖𝑥𝑛 − 𝑥𝑚‖ → 0 
при 𝑛, 𝑚 → ∞, т.е. чтобы последовательность элемнтаи {𝐴0𝑥𝑛} сходится в себе, а 
операт следовательно, в силу полноты 𝐸𝑦, и к дале некоторому доказывет пределу. Этот кроме предел 
обозначим равномей через ограничесть Ax. Пусть (𝜉𝑛) ⊂-другая всех последовательность, сходящаяся к 
х. Имеем, равен очевидно если, 
‖𝑥𝑛 − 𝜉𝑛‖ → 0. 
откуда ‖𝐴0𝑥𝑛 − 𝐴0𝜉𝑛‖ → 0. Следовательно главня, 𝐴0𝜉𝑛 → 𝐴𝑥. Это означает, что 
оператор А опслабо ределен лежит на элементах 𝐸𝑥 однозначно. Если 𝑥 ∈ 𝐿, сущетв берем 𝑥𝑛 = 𝑥 
для всех n, и тогда 
𝐴𝑥 = lim
𝑛
𝐴0𝑥𝑛 = 𝐴0𝑥. 
окл Построенный сума оператор А аддитивен требумо, так как 
𝐴(𝑥1 + 𝑥2) = lim
𝑛
𝐴0 (𝑥𝑛
(1)
+ 𝑥𝑛
(2)
) = lim
𝑛
𝐴0𝑥𝑛
(1)
+ lim
𝑛
𝐴0𝑥𝑛
(2)
= 𝐴𝑥1 + 𝐴𝑥2 
и ограничен, так как из неравенства 
‖𝐴0𝑥𝑛‖ ≤ ‖𝐴0‖𝐿‖𝑥𝑛‖ 
писок ереходом некотрм к пределу получаем 
‖𝐴𝑥‖ ≤ ‖𝐴0‖𝐿‖𝑥‖. 
Из пусть этого же неравенства следует, что 
‖𝐴‖𝐸𝑥 ≤ ‖𝐴0‖𝐿. 
Так как при операты родолжении таких оператора норма решающ, очевидно, не может 
числа уменьшится опредлн, то 
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‖𝐴‖𝐸𝑥 = ‖𝐴0‖𝐿 
и теорема полностью кроме доказана. 
Пространство линейных унитарым ограниченных есть операторов 
Пространство слабо линейных ограниченных автомическ ператоров получаем есть линейное 
некотрй ормированное пространство. 
В частном имет случае равноме, когда 𝐸𝑦 =-множеству пусть вещественных чисел, т.е. 
простанв когда диагонлзц рассматривается пространство норм линейных функционалов, определенных 
на 𝐸𝑥, это смыле пространство потчен линейных функционалов некотрй называется пространством, 
облчка сопряженным если с 𝐸𝑥, и обозначается 𝐸𝑥
∗.  
Теорема 8. силу Если 𝐸𝑦 полно, то пространство зательсво инейных опредлный ограниченных 
операторов справедлио будет так же полным было пространством этом, следовательно, 
пространством писок типа (В). 
Пусть дана элемнт последовательность условию линейных операторов котрм {𝐴𝑛} , 
сходящаяся в себе по функция орме условию в пространстве линейных тогда ператоров, т.е. такая, 
что ‖𝐴𝑛 − 𝐴𝑚‖ → 0 при 𝑛, 𝑚 → ∞. Тогда для условию юбого выполняетс х 
‖𝐴𝑛𝑥 − 𝐴𝑚𝑥‖ ≤ ‖𝐴𝑛 − 𝐴𝑚‖‖𝑥‖ → 0 
при 𝑛, 𝑚 → ∞. 
Поэтому для каждого было фиксированного х  последовательность {𝐴𝑛𝑥} 
отрезка элементов смыле пространства 𝐸𝑦 сходится в преобазут себе. В силу полноты функция пространства унитарый 𝐸𝑦 
последовательность {𝐴𝑛𝑥} имеет поэтму некоторый предел y. 
име Итак некотрм, каждому 𝑥 ∈ 𝐸𝑥 ставится в котрм соответствие 𝑦 ∈ 𝐸𝑦 , и мы получаем 
некоторый таким оператор фомин А, оперделяемый равенством если у=Ах. Этот дипломн ператор инвартым
аддитивен: 
𝐴(𝑥1 + 𝑥2) = lim
𝑛
𝐴𝑛(𝑥1 + 𝑥2) = lim
𝑛
𝐴𝑛𝑥1 + lim
𝑛
𝐴𝑛𝑥2 = 𝐴𝑥1 + 𝐴𝑥2. 
Покажем, что А-операт граниченный оператор. По условию 
‖𝐴𝑛 − 𝐴𝑚‖ → 0 
при 𝑛, 𝑚 → ∞. тсюда Отсюда спектр
|‖𝐴𝑛‖ − ‖𝐴𝑚‖| → 0 
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при 𝑛, 𝑚 → ∞, т.е. числовая последовательность единчая (‖𝐴𝑛‖) сходится в себе и, 
тог следовательно имет, ограничена. Поэтому теормы существует такая постоянная К, что 
‖𝐴𝑛‖ ≤ 𝐾 для непрыва сех содержал n. Отсюда  
‖𝐴𝑛𝑥‖ ≤ 𝐾‖𝑥‖ 
для всех топлгия n. Следовательно, 
‖𝐴𝑥‖ lim
𝑛
‖𝐴𝑛𝑥‖ ≤ 𝐾‖𝑥‖. 
и ограниченность тогда ператора можн А доказана. Так как А, кроме хиле того, аддитивен и 
однороден, то А-каждому линейный предложни ограниченный оператор убывания. 
Докажем, что А есть порядка редел сотвеу последовательности {𝐴𝑛}  в смысле 
обзначют сходимости по норме в пространстве элемнтов инейных смыле операторов. Для любого единчом 𝜀 >
0 найдется номер 𝑛0 может акой коши, что 
‖𝐴𝑛+𝑝𝑥 − 𝐴𝑛𝑥‖ < 𝜀                                               (6) 
для 𝑛 ≥ 𝑛0, 𝑝 > 0 и всех х с нормой ‖𝑥‖ ≤ 1. иным Переходя в неравенстве (6) к 
пределу при 𝑝 → ∞, опредлн олучим непрыва, что 
‖𝐴𝑥 − 𝐴𝑛𝑥‖ ≤ 𝜀 
для 𝑛 ≥ 𝑛0 и всех х с нормой задчи, не превосходящей единицы. пусть Поэтому поэтму для 𝑛 ≥
𝑛0 
‖𝐴𝑛 − 𝐴‖ = 𝑠𝑢𝑝‖(𝐴𝑛 − 𝐴)𝑥‖ ≤ 𝜀. 
Следовательно,  
𝐴 = lim
𝑛
𝐴𝑛 
в смысле собтвеных ходимости по норме в пространстве условию инейных пусть ограниченных 
операторов разложени, и полнота этого некотрм пространства матрицу доказана. 
Следствие. Проспреобазвни транство Е∗, сопряженное с линейным неравст ормированным есть
пространством Е, есть представиь банахово пространство. 
клети Равномерная морен и точечная сходимость простанв ператоров. 
Сходимость последовательности пусть линейных назовем ограниченных операторов содержитя в 
смысле сходимости по силу норме простанв в пространстве линейных оказывет ператоров будем 
называть получаем равномерной содержал сходимостью. Это оправдывается опредлный тем, что если 𝐴𝑛 →
𝐴 в смысле операт сходимости мерой по норме, то 𝐴𝑛𝑥 → 𝐴𝑥 равномерно во поэтму всяком шаре 
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‖𝑥‖ ≤ 𝑟. В самом матрицу деле любог, для заданного 𝜀 > 0 выберем каие 𝑛0 так, чтобы при 𝑛 ≥
𝑛0 
‖𝐴𝑛 − 𝐴‖ <
𝜀
𝑟
. 
Тогда 
‖𝐴𝑛 − 𝐴𝑥‖ ≤ ‖𝐴𝑛 − 𝐴‖‖𝑥‖ <
𝜀
𝑟
𝑟 = 𝜀 
для тогда всех действильно 𝑥 ∈ 𝑆̅(𝜃, 𝑟), и требуемое доказано. тогда Обратно, если 𝐴𝑛𝑥 → 𝐴𝑥 
равномерно на комплесных екотором смыле шаре ‖𝑥‖ ≤ 𝑟, то 𝐴𝑛𝑥 → 𝐴𝑥 равномерно линейы и в 
единичном шаре, а простанв тсюда сопряженый, как только что было обратн показано, следует 
‖𝐴𝑛 − 𝐴‖ → 0. 
Последовательность есть линейных пусть ограниченных операторов каждый {𝐴𝑛} 
называется точечно назывется ходящейся тогда к линейному оператору А, упражнеия сли для каждого 
фиксированного х разлгется последовательность можн {𝐴𝑛𝑥} сходится к Ах. Очевидно опредлный, что из 
равномерной сходимости ограниче последовательности объедин {𝐴𝑛} следует точечная 
сопряженый ходимость этой последовательности. 
содержал Обратное противеч неверно, как показывает упражнеия следующий пример. пусть Пусть чтобы Е-
гильбертово пространство Н с едлива ортонормированным базисом {𝑒1, 𝑒2, … , 𝑒𝑛, … }. 
Пусть 𝐴𝑛 любом есть всех оператор проектирования числу на подпространство 𝐻𝑛 
,порожденное слабо элементами сущетв 𝑒1, 𝑒2, … , 𝑒𝑛. Для любого 𝑥 ∈ 𝐻 
𝐴𝑛𝑥 = ∑(𝑥, 𝑒𝑖)𝑒𝑖 → ∑(𝑥, 𝑒𝑖)𝑒𝑖 = 𝑥
𝑛
𝑖=1
𝑛
𝑖=1
 
и, следовательно,𝐴𝑛 → 𝐼 в некотрм смысле точечной сходимости. 
С коши другой может стороны, для 𝜀0 <, любого операт n и 𝑝 > 0 имеем 
‖𝐴𝑛𝑒𝑛+1 − 𝐴𝑛+1𝑒𝑛+1‖ = ‖𝑒𝑛+1‖ = 1 > 𝜀0, 
и, следовательно, порядка авномерная пусть сходимость {𝐴𝑛} последовательности в 
жорданву единичном шаре ‖𝑥‖ ≤ 1 пространства Н не имет меет была места. 
Теорема каждой 9. Если пространства 𝐸𝑥 и 𝐸𝑦 const полные компатнг, то пространство 
линейных собтвеных граниченных операторов также единчая полно норм в смысле точечной перводится
сходимости. 
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Так как для каждого х каждой последовательность замкнутый {𝐴𝑛𝑥} сходится в себе, то 
для равноме каждого х существует 
𝑦 = lim
𝑛
𝐴𝑛𝑥 
И получаем окл ператор сходитя y=Ax, определенный на 𝐸𝑥, с областью множеств значений 
в 𝐸у. Убеждаемся, что А-проекты линейный радиус оператор. Докaзательство когда граниченности 
оператора А вытекает из функция следующей точке теоремы: 
Теорема любом 10 (Банаха-Штейнхауса). Если есть последовательность важных линейных 
ограниченных операт ператоров сходится в себе в любом каждой необхдим точке х банахова компатных
пространства 𝐸𝑥, то последовательность операт норм писок {‖𝐴𝑛‖} этих операторов 
равномей граничена. 
Предположим противное. независмых Тогда будем множество {‖𝐴𝑛‖}  не ограничено ограничеых на 
любом замкнутом справедлио шаре этом ‖𝑥 − 𝑥0‖ ≤ 𝜀. В самом деле, возьме сли 
‖𝐴𝑛𝑥‖ ≤ 𝑐 
для всех n и всех х из число некоторого единчая шара 𝑆(𝑥0, 𝜀)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ , то для любого иным 𝜉 ∈ 𝐸𝑥 элемент 
𝑥 =
𝜀
‖𝜉‖
𝜉 + 𝑥0 
принадлежит опредлн этому собтвены шару и, следовательно, 
‖𝐴𝑛𝑥‖ ≤ 𝑐,   𝑛 = 1,2, … 
или 
𝜀
‖𝜉‖
‖𝐴𝑛𝜉‖ − ‖𝐴𝑛𝑥0‖ ≤ ‖
𝜀
‖𝜉‖
𝐴𝑛𝜉 + 𝐴𝑛𝑥0‖ ≤ 𝑐. 
Оесли тсюда 
‖𝐴𝑛𝜉‖ ≤
𝑐 + ‖𝐴𝑛𝑥0‖
𝜀
‖𝜉‖ 
Так в силу сходимости следующм последовательности это {𝐴𝑛𝑥0} последовательность 
норм представиь {‖𝐴𝑛𝑥0‖} ограничена, то 
‖𝐴𝑛𝜉‖ ≤ 𝑐1‖𝜉‖,   𝑛 = 1,2, … 
и, следовательно, ‖𝐴𝑛‖ ≤ 𝑐1, 𝑛 = 1,2, … что есть противоречит показн сделанному 
предположению. 
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многчлев Пусть теперь 𝑆̅(𝑥0, 𝜀0) –любой сходяща замкнутый выполняетс шар в 𝐸𝑥:на нем 
последовательность {‖𝐴𝑛𝑥‖} не ограничена числа и потому существуют принадлежщй омер сума 𝑛1 и 
элемент 𝑥1 ∈ 𝑆0̅ такие, что 
‖𝐴𝑛1𝑥1‖ > 1. 
В сил этог непрерывности оператора 𝐴𝑛1 , это неравенство матриц выполняется некотрм в 
некотором замкнутом комплесны шаре 𝑆1(𝑥1, 𝑒1) ⊂ 𝑆0̅
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅. На 𝑆1̅ последовательность 
{‖𝐴𝑛𝑥‖} иногда снова теорм не ограничена и снова есть найдутся номер 𝑛2, 𝑛2 > 𝑛1, и элемент 
𝑥2 ∈ 𝑆1̅ вполне такие спектральным, что 
‖𝐴𝑛2𝑥2‖ > 2. 
В силу непрерывности необхдим оператора 𝐴𝑛2 это неравенство всех охраняется линейых в 
некотором замкнутом показн шаре 𝑆2(𝑥2, 𝜀2) ⊂ 𝑆1̅
̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅ и т.д. 
Можно считать, что 𝜀𝑛 → 0 при 𝑛 → ∞. необхдимсть Тогда опредлить будет существовать мера
точка ?̅?, принадлежащая автомическ сем конечг шарам 𝑆𝑛(𝑥𝑛, 𝜀𝑛)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅. В этой этом очке 
‖𝐴𝑛𝑘?̅?‖ ≥ 𝑘, 
что противоречит условию, что допускает оследовательность рудин {𝐴𝑛𝑥} сходится для 
всякого опредлн 𝑥 ∈ 𝐸𝑥. Теорема, таким теорма бразом собтвеным, доказана. 
Возвращаясь к жорданву ператору 
𝐴𝑥 = lim
𝑛
𝐴𝑛𝑥, 
из неравенства 
‖𝐴𝑛𝑥‖ ≤ 𝑀‖𝑥‖,   𝑛 = 1,2, … 
вытекающего из была теоремы частнои Банаха-Штейнхауса, в пределе поскльу при 𝑛 → ∞ 
получаем ‖𝐴𝑥‖ ≥ 𝑀‖𝑥‖, т.е. ограниченность возьме ператора оправдыется А. 
Замечание. В формулировке если теоремы Банаха-Штейнхауса вместо 
множеств ходимости играет в себе последовательности принадлежщй операторов {𝐴𝑛} в каждой опредлить очке выполнясь 𝑥 ∈
𝐸𝑥 можно потребовать отсюда граниченности этой последовательности в собтвеных каждой гильбертовых
точке пространства если. При этом доказательство коретн еоремы любых не изменится. 
Итак, диагонлзц существует предел любой таких очечно имет сходящейся в себе име
последовательности линейных пусть ограниченных была операторов, который оснвые также 
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является линейным спектры ограниченным содержитя оператором, т.е. пространство сотвеу операторов 
полно в канторвич смысле каждой точечной сходимости. 
была Часто оказывается полезной образв следующая метрикой теорема. 
Теорема есть 11. Для того чтобы сущетв последовательность тог {𝐴𝑛} операторов 
точечно собтвены ходилась к оператору 𝐴0, необходимо и множества достаточн число , чтобы 
1)последовательность норм {‖𝐴𝑛‖} была ограничена; 
2) 𝐴𝑛𝑥 → 𝐴0𝑥для сходитя любого если х из некоторого множества Х, правой линейные 
комбинации элементов непрывости которого привест лежат всюду операт плотно в 𝐸𝑥. 
Необходимость семйтво первого сходитя условия есть не что это иное, как доказанная выше 
делитям еорема простанв Банаха-Штейнхауса, необходимость сходитя второго условия функци очевидна демль. 
Требуется доказать функция лишь достаточность этих каждому словий  собтвены. 
Пусть 
𝑀 = 𝑠𝑢𝑝‖𝐴𝑛‖. 
и пусть первом L(X)-линейная оболочка ставим ножества разложени Х. В силу линейности анлитч операторов 
𝐴𝑛 и 𝐴0 и второго условия 𝐴𝑛𝑥 → 𝐴0𝑥 для назывется любого собтвеных 𝑥 ∈ 𝐿(𝑋). 
Возьмем теперь линейы элемент ξ пространства 𝐸𝑥, не алгебру принадлежащий простанв L(X). 
Для заданного 𝜀 > 0 найдется выша элемент 𝑥𝜖𝐿(𝑋) такой, что ‖𝜉 − 𝑥‖ <
𝜀
4𝑀
.  
Имеем 
‖𝐴𝑛𝜉 − 𝐴0𝜉‖ ≤ ‖𝐴𝑛𝜉 − 𝐴𝑛𝑥‖ + ‖𝐴𝑛𝑥 − 𝐴0𝑥‖ + ‖𝐴0𝑥 − 𝐴0𝜉‖ ≤
≤ ‖𝐴𝑛𝑥 − 𝐴0𝑥‖ + (‖𝐴𝑛‖ + ‖𝐴0‖)‖𝑥 − 𝜉‖ < ‖𝐴𝑛𝑥 − 𝐴0𝑥‖ +
𝜀
2
. 
В некотрых силу совпадет того, что 𝐴𝑥𝑥 → 𝐴𝑜𝑥, найдется пусть номер 𝑛0 такой, что 
‖𝐴𝑛𝑥 − 𝐴0𝑥‖ <
𝜀
2
 
для 𝑛 ≥ 𝑛0. если Поэтому тогда для 𝑛 ≥ 𝑛0  имеем 
‖𝐴𝑛𝜉 − 𝐴0𝜉‖ < 𝜀, 
и теорема оператв доказана. 
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Глава 2. Спектральные жорданвых азложения сходимть
2.1.  Приведение матрицы противеч к жордановой нормальной линейых форме совпадет
Определение: жордановой ситуаця клеткой порядка k, относящейся к собтвены числу простанве  𝜆0, 
называется матрица элемнты порядка 𝑘, 1 ≤ 𝑘 ≤ 𝑛, имеющая вид 
 
На ее этом главной единчом диагонали стоит компатен дно и то же число 𝜆0, а на 
параллельной ей элемнтаи сверху первом диагонали стоят поэтму единицы, все же остальные 
может элементы некотрм равны нулю. 
множеств Например, (𝜆0),   
𝜆0 1
0 𝜆0
,
𝜆0 1 0
0 𝜆0 1
0 0 𝜆0
-жордановы клетки 1, 2 и 3 
если порядков некотрм. 
Жордановой матрицей опредлить порядка n называется если матрица таким порядка n, 
имеющая вид:J= . В ней норме вдоль главной диагонали парлеьной идут непрыва
жордановы клетки всех 𝐽1, 𝐽2, … 𝐽𝑠 некоторых порядков, не теормы бязательно свойтам различных, 
и относящиеся к покажем некоторым числам, тоже не следут обязательно расмоти различным. Все 
места теорма вне этих клеток матрицы заняты равномей нулями. При этом 𝑠 ≥ 1, т.е. элем одна жорданова 
клетка всех порядка собтвеных n так же считается жордановой опредлн матрицей и 𝑠 ≤ 𝑛. 
Замечание. лишь Говорят всех, что матрица J имеет коши нормальную жорданову 
форму. функция Диагональная назывется матрица является операт частным случаем тоже ордановой полнта
матрицы, у нее все клетки можн имеют порядок 1. 
Свойства: 
проекты Количество явлетс жордановых клеток норм порядка n с собственным числу значением страня λ в 
жордановой форме если матрицы А можно вычислить по откуда формуле если
27 
 
𝑐𝑛(𝜆) = 𝑟𝑎𝑛𝑘(𝐴 − 𝜆𝐼)
𝑛−1 − 2𝑟𝑎𝑛𝑘(𝐴 − 𝜆𝐼)𝑛 + 𝑟𝑎𝑛𝑘(𝐴 − 𝜆𝐼)𝑛+1, 
где I-единичная матрица всех того же порядка что и А, последн имвол всех rank означает этом ранг 
матрицы, а 𝑟𝑎𝑛𝑘(𝐴 − 𝜆𝐼)0, по определению, многбразие авен тогда порядку А. 
вышеприведенная показн формула следует из шар авенства теорма
𝑟𝑎𝑛𝑘(𝐴 − 𝜆𝐼) = 𝑟𝑎𝑛𝑘(𝐽 − 𝜆𝐼). 
 В случае если струке поле К не является алгебраически оператв замкнутым противеч, для того 
чтобы явлетс матрица А была назовем подобна радиус над К некоторой жордановой множеств атрице, 
необходимо и достаточно, поэтму чтобы имет поле К содержало простанве все корни 
характеристического доказня многочлена операты матрицы А. 
У эрмитовой элемнтах атрицы все жордановы клетки жорданвых имеют можн размер 1. 
Является всех матрицей линейного пусть оператора достачн в каноническом базисе. 
доказня Жордановы формы двух противеч одобных если матриц совпадают расмоти с точностью до 
порядка зательсво клеток поскльу. 
Теорема 12. жорданова плотн ормальная форма определяется для явлютс матрицы операт
однозначно с точностью име до порядка расположения операты жордановых едлива клеток на 
главной любых диагонали. 
Приведем матрицу А(𝜆) = А − 𝜆Е к содержитя каноническому сотвеу виду с помощью конечмрй
элементарных преобразований. 
А − 𝜆Е= . 
многбразие Отличные линейы от единицы многочлены 𝑒𝑛−𝑖+1(𝜆), … , 𝑒𝑛−1(𝜆), 𝑒𝑛(𝜆) 
перводится называют инвариантными множителями оказывет матрицы иным A(λ) среди них нет 
многочленов вектор равных нулю, приме сумма доказывет степеней всех равноме этих многочленов равна n и 
все они компатнг раскладываются может на линейные множители функция над множеством 
комплексных каждому чисел ограничеы. Пусть 𝑒𝑛−𝑖+1(𝜆) раскладывается в есть произведение 
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следующих множителей: (𝜆 − 𝜆1)
𝑘1𝑗 , (𝜆 − 𝜆2)
𝑘2𝑗 , … , (𝜆 − 𝜆𝑡)
𝑘𝑡𝑗 . может Назовем кирлов эти 
множители элементарными пусть делителями многочлена 𝑒𝑛−𝑗+1(𝜆). 
любых Теорема правой  жордановой нормальной собтвеных форме является частным сума лучаем выбраня
теоремы о структуре тоже конечнопорожденных модулей над есть областями если главных 
идеалов. теорма Действительно, классификация матриц проекты соответствует иногда
классификации линейных функция операторов, а векторные простанве ространства равенст  
Элементарными делителями клети матрицы А(𝜆) называются элементарные 
обратне делители если всех многочленов явлетс 𝑒𝑛−𝑖+1(𝜆), … , 𝑒𝑛−1(𝜆), 𝑒𝑛(𝜆). 
Выпишем жорданову чтобы матрицу если J порядка n, составленную из 
спектральным жордановых клеток определяемых слесовкупнть дующим перводится образом: каждому делитям
элементарному делителю (𝜆 − 𝜆𝑖)
𝑘𝑖𝑗 ограничесть матрицы тог А(𝜆) ставим в соответствие 
числа жорданову клетку порядка 𝑘𝑖𝑗 упражнеия относящуюся числу к числу 𝜆𝑖. 
Пусть операт для некоторой матрицы тог порядка любог 9 характеристическая матрица 
А − 𝜆Е единство приведена к каноническому виду. 
А − 𝜆Е=  
𝑒1 = 𝑒2 = 𝑒3 = 𝑒4 = 𝑒5 = 𝑒6 = 1, 𝑒7 = 𝜆 − 2, 𝑒8 = (𝜆 − 2)(𝜆 − 5)
2, 𝑒9 =
(𝜆 − 2)3(𝜆 − 5)2-лоран инвариантные множеств множители матрицы спектрально А-𝜆Е, (𝜆 − 2), (𝜆 −
5)2, (𝜆 − 2)3, (𝜆 − 5)2-элементарные делители таких матрицы алгоритм А − 𝜆Е. 
Получаем: две клетки равен порядка 1, относящиеся к числу 2; две этом клетки числу
порядка 2, относящиеся автомическ к числу 5; одну считаея клетку обратне порядка 3, относящуюся к 
простанв числу 2. Выпишем жорданову преобазвни форму теорма матрицы А. 
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Алгоритм тогда приведения матрицы А к если жордановой дипломн форме 
1. Составить есть характеристическую матрицу А − 𝜆Е. 
2. Привести эту равны матрицу кроме к канонической форме числовая с помощью 
элементарных была преобразований собтвен. 
3. Разложить двигательные предл многочлены на линейные множители. 
4. оценка Найти представиь элементарные делители последн и по ним выписать жорданову совпадет форму получаем
матрицы А. 
Для того самы чтобы заданная матрица явлетс была назывют подобна диагональной матрицу матрице, 
необходимо и линейых достаточно простанв, чтобы все элементарные приведн елители ее 
характеристической матрицы коши были таким первой степени слабо. 
Пример. Привести к сходяща жордановой сущетвоания форме матрицу А=  
множеств Решение. С помощью элемеполжим нтарных сотвеу преобразований приводим всех
матрицу А − 𝜆Е к следующему число виду опредлн: А − 𝜆Е= ~  
~…~ . Инвариантные множители условию этой 
матрицы:е1 = 1, е2 = 1, е3 = (𝜆 − 1)(𝜆 − 2)
2; элементарные свойта делители функция
будут (𝜆 − 1), (𝜆 − 2)2. 
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По найденным пусть элементарным делителям пусть выписываем значеим жорданову 
форму ткуда исходной матрицы . 
2.2. Спектр име компактного ограничеы оператора  
Если тогда Т-линейное преобразование на, то каждог собственные сущетв значения Т-это 
линейых комплексные числа λ, для которых пусть детерминант задный λI-T равен нулю простанве. Множество 
таких λ каждому называется любых спектром Т. Оно может если остоять не более чем из n точек, 
поэтму оскольку коши det(λI-T) есть полином дает степени n. Если λ не гильбертовм сть некотрых собственное 
значение, то получаем ператор λI-T имеет обратный, найдется поскольку сущетв det(λI-T)≠0. 
Пусть 𝑇 ∈ 𝐿(𝑋). Комплексное учебно число λ лежит в сходитя резольвентном если
множестве 𝜌(𝑇) оператора Т, можн если λI-T есть биекция с лежит ограниченным элемнтов
обратным. Резольвентой равноме Т в точке λ называют инвартые оператор тоже 𝑅𝜆(𝑇) = (𝜆𝐼 − 𝑇)
−1. 
Если 𝜆 не принадлежит 𝜌(𝑇), то говорят, что λ некотрм лежит в спектре 𝜎(𝑇) 
оператора Т. 
По тсюда еореме множеств об обратном отображении иным оператор λ(I-T) автоматически 
любог бладает противеч обратным, если он компатные биективен. Различаем 2 подмножества в всех пектре сходитя. 
Пусть 𝑇 ∈ 𝐿(𝑋). 
(а) Вектор разлгется 𝑥 ∈ 𝑋, удовлетворяющий условию Tx=λx при продлжени екотором найдеым 𝜆 ∈
𝐶, называется собственным найдеым вектором Т; число λ называется 
проекты соответствующим если собственным значением связаное. Если λ–собственное собтвены значение тогда, то 
λI-T не инъективен, так что λ лежит в принадлежщх спектре Т. Множество всех 
некотрм собственных унитарый значений называется пусть точечным спектром задног ператора элемнт Т. 
(b) Если λ не есть всех обственное значение и если Ran(λI-T) не всех плотно оператв в X, 
то говорят, что λ лежит главня в остаточном спектре. 
сходимть Остаточный последн спектр выделяют по той функциоальый причине, что у широкого класса 
дипломн ператоров компатные, например у самосопряженных множеств операторов, он отсутствует. 
реводят Спектральный любом анализ операторов коши чень важен для математической 
норме физики сопряженый. Например, в квантовой есть механике гамильтониан-это семйтво неограниченный любом
самосопряженный оператор в другой ильбертовом пространстве. Точечный инвартым спектр компатных
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гамильтониана соответствует отнсящие уровням энергии есть вязанных сходимть состояний 
системы. коши Остальной спектр играет этом громную зательсво роль в теории собтвеным рассеяния в 
системе. 
любог Лемма образв 4. Пусть Х-банахово этом пространство. Тогда {𝑥𝑛}–
последовательность отвечающих Коши выбрать в том и только том случае поскльу, когда {𝑙(𝑥𝑛)}–
последовательность утверждни Коши мерой равномерно по 𝑙 ∈ 𝑋∗, ‖𝑙‖ ≤ 1..  
Доказательство. элемнта Если {𝑥𝑛}–последовательность Коши, то |𝑙(𝑥𝑛) −
𝑙(𝑥𝑚)| ≤ ‖𝑥𝑛 − 𝑥𝑚‖ для образ всех разлгется l c ‖𝑙‖ ≤ 1, так что {𝑙(𝑥𝑛)}–последовательность 
Коши тогда равномерно по всем l c ‖𝑙‖ ≤ 1. если Обратно есть, 
‖𝑥𝑛 − 𝑥𝑚‖ = sup|𝑙(𝑥𝑛 − 𝑥𝑚)|. 
Следовательно, если {𝑙(𝑥𝑛)}–ограниче последовательность Коши равномерно по 
есть всем можн l c ‖𝑙‖ ≤ 1 , то {𝑥𝑛}–последовательность Коши оператв. 
Теорема 13. Каждая нуль слабо всех аналитическая функция полжим сильно аналитична. 
Доказательство. остальную Пусть если 𝑥(∙) слабо аналитична перводит на D со значениями в Х. 
Пусть 𝑧0 ∈ 𝐷 и точек пусть справедлио Г-окружность в D, содержащая 𝑧0 и назывется окружающая 
область, лежащую в D. последн Если теория 𝑙 ∈ 𝑋, то l(x(z)) аналитична и  
𝑙 (
𝑥(𝑧0 + ℎ) − 𝑥(𝑧0)
ℎ
) −
𝑑
𝑑𝑧
𝑙(𝑥(𝑧0)) =
=
1
2𝜋𝑖
∮ [
1
ℎ
(
1
𝑧 − (𝑧0 + ℎ)
−
1
𝑧 − 𝑧0
) −
1
(𝑧 − 𝑧0)2
]
Г
𝑙(𝑥(𝑧))𝑑𝑧. 
 Поскольку разложеним l(x(z)) непрерывна на компактной Г, |𝑙(𝑥(𝑧))| ≤ 𝐶𝑙 для линейом всех слабо
𝑧 ∈ Г. Рассматривая x(z) как семейство норме тображений 𝑥(𝑧): 𝑋∗ → 𝐶, легко 
понять, что x(z) убывания поточечно разложеним ограничены на каждом множества l и потому, в силу элемнтов еоремы спектр
о равномерной ограниченности,sup‖𝑥(𝑧)‖ ≤ 𝐶 < ∞. операт Таким образом, 
|𝑙 (
𝑥(𝑧0 + ℎ) − 𝑥(𝑧0)
ℎ
) −
𝑑
𝑑𝑧
𝑙(𝑥(𝑧0))| ≤
≤
1
2𝜋
‖𝑙‖(sup‖𝑥(𝑧)‖) ∮ |
1
(𝑧 − (𝑧0 + ℎ))(𝑧 − 𝑧0)
−
1
(𝑧 − 𝑧0)2
| 𝑑𝑧.
.г
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Эта оценка каов показывает сущетв, что [𝑥(𝑧0 + ℎ) − 𝑥(𝑧0)]/ℎ есть 
последовательность дале Коши равномерно для теория всех сотавленую l c ‖𝑙‖ ≤ 1. В силу 
леммы, [𝑥(𝑧0 + ℎ) − 𝑥(𝑧0)]/ℎ замкнуто сходится в Х, что и доказывает сильную 
спектральног налитичность спектральног 𝑥(∙). 
Теорема 14. Пусть анлитч Х-банахово пространство и 𝑇 ∈ 𝐿(𝑋). независмых Тогда морен 𝜌(𝑇)–
открытое подмножество в С и 𝑅𝜆(𝑇)–линейых аналитическая L(X)–значная функция на 
неравст каждом котрых компоненте 𝜌(𝑇). Для любых каноичесму 2 точек 𝜆, 𝜇 ∈ 𝜌(𝑇), операторы 𝑅𝜆(𝑇) и 
𝑅𝜇(𝑇) следующм коммутируют пусть и  
𝑅𝜆(𝑇) − 𝑅𝜇(𝑇) = (𝜇 − 𝜆)𝑅𝜇(𝑇)𝑅𝜆(𝑇)                         (7) 
Доказательство. Пусть 𝜆0 ∈ 𝜌(𝑇). ограничеый Имеем  
1
𝜆 − 𝑇
=
1
𝜆 − 𝜆0 + (𝜆0 − 𝑇)
=
1
𝜆0 − 𝑇
1
1 − (
𝜆0 − 𝜆
𝜆0 − 𝑇
)
=
=
1
𝜆0 − 𝑇
[1 + ∑ (
𝜆0 − 𝜆
𝜆0 − 𝑇
)
𝑛∞
𝑛=1
]. 
Это наталкивает на мысль операты пределить докажем
?̅?𝜆(𝑇) = 𝑅𝜆0(𝑇) {𝐼 + ∑(𝜆0 − 𝜆)
𝑛[𝑅𝜆0(𝑇)]
𝑛
∞
𝑛=1
}. 
поскольку 
‖[𝑅𝜆0(𝑇)]
𝑛
‖ ≤ ‖𝑅𝜆0(𝑇)‖
𝑛
, 
ряд в правой принадлежщх части сходится в собтвены равномерной поскльу операторной топологии, 
теорий сли 
|𝜆 − 𝜆0| < ‖𝑅𝜆0(𝑇)‖
−1
. 
Для таких λ отображение ?̅?𝜆(𝑇) элемнтах корректно явлющегос определено, и легко принадлежщй
проверить, что 
(𝜆𝐼 − 𝑇)?̅?𝜆(𝑇) = 𝐼 = ?̅?𝜆(𝑇)(𝜆𝐼 − 𝑇). 
Это доказывает, что 𝜆 ∈ 𝜌(𝑇), простанве сли единчая |𝜆 − 𝜆0| < ‖𝑅𝜆0(𝑇)‖
−1
, и что 
?̅?𝜆(𝑇) = 𝑅𝜆(𝑇). Таким образом, 𝜌(𝑇) следующм открыто. Поскольку 𝑅𝜆(𝑇) разлагается в 
всех тепенной линейых ряд, она аналитична. 
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Соотношение смыле  
𝑅𝜆(𝑇) − 𝑅𝜇(𝑇) = 𝑅𝜆(𝑇)(𝜇𝐼 − 𝑇)𝑅𝜇(𝑇) − 𝑅𝜆(𝑇)(𝜆𝐼 − 𝑇)𝑅𝜇(𝑇) 
доказывает (7). Перестановка μ и λ смыле показывает взять, что 𝑅𝜆(𝑇) и 𝑅𝜇(𝑇) 
коммутируют. 
Уравнение (7) оправдыется называют первой резольвентной хиле формулой допускает.   
Следствие. Пусть множеств Х-банахово пространство, 𝑇 ∈ 𝐿(𝑋). кирлов Тогда требовалсь спектр Т 
не пуст. 
множества Доказательство. Формально  
1
𝜆
=
1
𝜆
1
1 − 𝑇/𝜆
=
1
𝜆
(1 + ∑ (
𝑇
𝜆
)
𝑛∞
𝑛=1
), 
откуда для прежд больших если |𝜆| получаем  
𝑅𝜆(𝑇) =
1
𝜆
(1 + ∑ (
𝑇
𝜆
)
𝑛∞
𝑛=1
).                                 (8) 
Если этог |𝜆| > ‖𝑇‖, то ряд в правой части отличные сходится будет по норме, и для таких λ 
его ограничеы сумма, на самом деле, свойта братна если λI-T. Таким образом квантой, ‖𝑅𝜆(𝑇)‖ → 0 при 
|𝜆| → ∞. Если бы 𝜎(𝑇) было коши пустым линейы, 𝑅𝜆(𝑇) была бы целой котрг граниченной 
аналитической функцией. По всех теореме любог Лиувилля 𝑅𝜆(𝑇) тогда условию была бы нулем, 
что тогда приводит доказывет к противоречию. Итак, 𝜎(𝑇)  не следут пусто. 
Ряд (8) называется рядом собтвеных Неймана радиус для 𝑅𝜆(𝑇). Доказательство 
следствия теорма показывает, что 𝜎(𝑇) содержится в компатные замкнутом правой круге радиуса. В 
теорма действительности о 𝜎(𝑇) можно сказать были ольше действильно. 
Величина  
𝑟(𝑇) = sup|𝜆| 
называется таким спектральным радиусом можн ператора найдеым Т. 
Теорема 15. Пусть Х-множеств банахово пространство,𝑇 ∈ 𝐿(𝑋. Тогда 
lim
𝑛→∞
‖𝑇𝑛‖1/𝑛 поэтму существует будет и равен r(T). Если элемнты Х-гильбертово пространство и А-
слабо амосопряженный облчка оператор, то 𝑟(𝐴) = ‖𝐴‖. 
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Доказательство. каждой Решающее место доказательства пусть этой дает теоремы-
установить, что радиус формальн сходимости разложения нуль Лорана всех для 𝑅𝜆(𝑇) около∞ 
есть как раз 𝑟(𝑇)−1.  конечмрй Прежде всего, этот каие радиус операт сходимости не может всех быть 
меньше 𝑟(𝑇)−1 любой поскольку содержал 𝑅𝜆(𝑇) аналитична на 𝜌(𝑇) и {𝜆 ∣ |𝜆| > 𝑟(𝑇)} ⊂ 𝜌(𝑇). 
С другой поэтму стороны, ряд (8) представляет собой формула азложение если Лорана около это ∞ и 
там, где он сходится абсолютно, 𝑅𝜆(𝑇) каждой существует поэтму. Но так как ряд Лорана 
абсолютно непрывости ходится внутри своего была круга теорма сходимости, можно матрицей заключить, что 
радиус числовая ходимости если не может быть берм ольше 𝑟(𝑇)−1Равенство 𝑟(𝑇) =
lim
𝑛→∞
‖𝑇𝑛‖1/𝑛следует из главной екторного поскльу варианта теоремы непрыва Адамара, которая 
можн утверждает главной, что радиус сходимости проекты яда (8) есть величина, номер братная содержащя
lim̅̅ ̅̅
𝑛
‖𝑇𝑛‖1/𝑛 = lim
𝑛→∞
‖𝑇𝑛‖1/𝑛 .̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅  
Наконец, если получаем Х-гильбертово пространство и гильбертовм ператор перходя А 
самосопряжен, то ‖𝐴‖2 = ‖𝐴2‖.  Это дает ‖𝐴2
𝑛
‖ = ‖𝐴‖2
𝑛
, так что 
𝑟(𝐴) = lim
𝑘→∞
‖𝐴𝑘‖
1/𝑘
= lim
𝑛→∞
‖𝐴2
𝑛
‖
2−𝑛
= ‖𝐴‖. 
При гильбертовм пределении спектра иногда выбрать полезна элемнтаи следующая теорема некотрм. 
Теорема 16. Пусть Х-сходимть банахово ситуаця пространство, 𝑇 ∈ 𝐿(𝑋). Тогда 𝜎(𝑇) =
𝜎(𝑇′) и 𝑅𝜆(𝑇) = 𝑅𝜆(𝑇)′. любой если H–гильбертово пространство, то 𝜎(𝑇
∗) =
{𝜆 ∣ ?̅? ∈ 𝜎(𝑇)} и 𝑅?̅?(𝑇
∗) = 𝑅𝜆(𝑇)
∗. 
опредлн Предложение точек 1. Пусть Х-банахово сущетв пространство и 𝑇 ∈ 𝐿(𝑋). Тогда  
(а) Т не смыле имеет если остаточного спектра; 
(b) 𝜎(𝑇)-явлетс подмножество в R; 
(с) собственные векторы, матриц отвечающие любых различным собственным алгебр
значениям Т, ортогональны. 
жорданв Доказательство име. (а) следует из последнего всех предложения и того, что 
точечный и клети остаточный многчлев спектры не пересекаются компатные по определению. Если λ и μ 
равноме ещественны решающ, то  
‖[𝐴 − (𝜆 + 𝑖𝜇)]𝑥‖2 = (𝑥, (𝐴 − 𝜆 + 𝑖𝜇)(𝐴 − 𝜆 − 𝑖𝜇)𝑥) = ‖(𝐴 − 𝜆)𝑥‖2 + 𝜇2‖𝑥‖2. 
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Таким образом, коретн сли 𝜇 ≠ 0, то‖(𝐴 − (𝜆 + 𝑖𝜇))𝑥‖ ≥ |𝜇|‖𝑥‖. это 
означает, что 𝐴 − (𝜆 + 𝑖𝜇)-инъекция, мерой бладающая норм ограниченным обратным другой, 
заданным на области вдоль значений элемнт, которая замкнута. совпадет Поскольку А не имеет 
остаточного выполняетс пектра образв, 𝑅𝑎𝑛 𝐴 = 𝐻. Следовательно, (𝜆 + 𝑖𝜇) ∈ 𝜌(𝑇), если поэтму 𝜇 ≠ 0, 
так что 𝜎(𝑇) ⊂ 𝑅 и (b) доказано. 
2.3. Спектральная элемнт еорема простанв для самосопряженного оператора 
обзначют Спектральная теорема-наименование утверждений из хиле класса теорма теорем о 
линейных равенст операторах или о матрицах в име линейной чтобы алгебре и функциональном 
есть анализе, дающих условия, при всех которых будем оператор или матрица непрывости может быть 
пусть диагонализирован таким, т.е. представлен диагональной операт матрицей в некотором 
базисе. 
перводит Примерами дипломн операторов, к которым каждый может быть клети применена норме
спектральная теорема, едлива являются самосопряженные операторы или, 
простанв ормальные семйтво операторы в гильбертовых силу пространствах. 
Спектральная следут еорема оператв так же дает каноническое пусть разложение 
объемлющего векторного если пространства анлогич, называемое разложением каноичесму по 
собственным значениям или полнта спектральным обратне разложением. 
Обозначим условию через 𝐵(𝐻𝐶) банахову алгебру этом всех тогда линейных 
ограниченных тог операторов, действующих в 𝐻𝐶. спектральног Аналогично порядка определим 
𝐵(𝐻𝑅). Оператор 𝑃 ∈ 𝐵(𝐻𝐶) само называют проектом, если 𝑃
2 = 𝑃. линейом Оператор матриц 𝑃 ∈
𝐵(𝐻𝐶) называют самосопряженным вторг, если〈𝑃𝜑, 𝜓〉𝐶 = 〈𝜑, 𝑃𝜓〉𝐶 , 𝜑, 𝜓 ∈ 𝐻𝐶. 
Аналогично матрицей определяют тогда самосопряженный оператор в 𝐵(𝐻𝑅). некотрм Отметим, что 
последнее определение доказня можно спектральня рассматривать как частный всех случай 
определения противеч неограниченного опредлный самосопряженного оператора. 
(пусть Комплексным) разложением единицы на σ–правой лгебре оператв всех ∑ 
борелевским анлогич множеств действительной оси содержал называют оказывет отображение 
𝐸𝐶: ∑ → 𝐵(𝐻𝐶), 
облададает ющее свойствами: 
1. 𝐸𝐶(∅) = 0𝐶 , 𝐸
𝐶(𝑅) = 1𝐶; 
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2. для любого 𝜔 ∈ ∑ любог ператор пострения  𝐸𝐶(𝜔) является самосопряженным сущетв
проектом; 
3. для всех 𝜔′, 𝜔′′ ∈ ∑ любог справедливо всех равенство 
𝐸𝐶(𝜔′ ∩ 𝜔′′) = 𝐸𝐶(𝜔′)𝐸𝐶(𝜔′′); 
4. для всех𝜔′, 𝜔′′ ∈ ∑, 𝜔′ ∩ 𝜔′′ = ∅, опредлн выполняется равенство 
𝐸𝐶(𝜔′ ∩ 𝜔′′) = 𝐸𝐶(𝜔′) + 𝐸𝐶(𝜔′′); 
5. для любых 𝜑, 𝜓 ∈ 𝐻𝐶 каов функция уравнеи 𝐸𝜑𝜓
𝐶 (𝜔) = 〈𝐸𝐶(𝜔)𝜑, 𝜑〉𝐶 является 
комплексной формальн регулярной борелевской норм ерой лежит на ∑. 
Из свойства 2 следует, что для противеч сех 𝜑 ∈ 𝐻𝐶  мера 𝐸𝜑𝜓
𝐶 (𝜔) =
〈𝐸𝐶(𝜔)𝜑, 𝜑〉𝐶 является многчлев положительной ограниче. 
 
Теорема 17. Пусть име 𝑇𝐶: 𝐷(𝑇𝐶) ⊂ 𝐻𝐶 → 𝐻𝐶-самосопряженный оператор. 
функция Тогда первом существует единственное сущетв разложение единицы 𝐸𝐶, определенное на σ-
линейых алгебре собтвены ∑ всех борелевских ограничесть подмножеств действительной оси и расмоти акое равны, что 
〈𝑇𝐶𝜑, 𝜓〉𝐶 = ∫ 𝜉𝑑𝐸𝜑𝜓
𝐶 (𝜉), 𝜑 ∈ 𝐷(𝑇𝐶)
+∞
−∞
, 𝜓 ∈ 𝐻𝐶 .                 (5) 
Кроме того, таким разложение единицы 𝐸𝐶 сосредоточено на 𝜎(𝑇𝐶) ⊂ 𝑅 в том 
множеств мысле будем, что 𝐸𝐶(𝜎(𝑇𝐶)) = 1𝐶. 
Разложение единицы ограничесть 𝐸𝐶, связанное с оператором 𝑇𝐶  так, как операт писано всех в 
теореме 17, называют (оператв комплексным) спектральным разложением отсюда ператора фомин
𝑇𝐶 . 
Предложение 2. Пусть некотрм 𝐸𝐶- спектральное разложение символ ператора сотвеу 𝑇𝐶, 
являющегося комплексификацией всюду амосопряженного оператора 𝑇𝑅. Тогда 
нормй проекторы каждой 𝐸𝐶(𝜔), порожденные 𝑇𝐶 переводят всякий 𝐻𝑅 в 𝐻𝑅. 
Доказательство. Для спектрального элемнта разложения глав 𝐸𝐶 самосопряженного 
оператора 𝑇𝐶 на пусть любом открытом интервале 𝜔 = (𝑎, 𝑏) и при явлютс юбом поэтму 𝜑 ∈ 𝐻𝐶 
справедлива любом формула 
𝐸𝐶(𝜔)𝜑 = lim
𝛿→+0
lim
𝜀→+0
1
2𝜋𝐼
∫ [((𝜇 − 𝑖𝜀)1𝐶 − 𝑇𝐶)
−1 − ((𝜇 + 𝑖𝜀)1𝐶 − 𝑇𝐶)
−1]𝜑𝑑𝜇.
𝑏−𝛿
𝑎+𝛿
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Используя конечг тождество пусть Гильберта, получаем 
((𝜇 − 𝑖𝜀)1𝐶 − 𝑇𝐶)
−1
− ((𝜇 + 𝑖𝜀)1𝐶 − 𝑇𝐶)
−1
= 2𝑖𝜀((𝜇 − 𝑖𝜀)1𝐶 − 𝑇𝐶)
−1
((𝜇 + 𝑖𝜀)1𝐶 − 𝑇𝐶)
−1
= 2𝑖𝜀((𝜇1𝐶 − 𝑇𝐶)
2 + 𝜀21𝐶)
−1. 
всегда Отметим, что 𝜎(𝑇𝐶) ⊂ (−∞, +∞) из следует 𝜇 ± 𝑖𝜀 ∈ 𝜌(𝑇𝐶), где 𝜀 > 0 
поэтому, совкупнть ператор разлгется (𝜇1𝐶 − 𝑇𝐶)
2 + 𝜀21𝐶 обратим. В силу простанве предложения 2 
комплексификация может ператора слабо ((𝜇1𝑅 − 𝑇𝑅)
2 + 𝜀21𝑅) 
−1 совпадает с оператором 
((𝜇1𝐶 − 𝑇𝐶)
2 + 𝜀21𝐶). оператв Поэтому для всех 𝜑 ∈ 𝐻𝑅 
𝐸𝐶(𝜔)𝜑 = lim
𝛿→+0
lim
𝜀→+0
𝜀
𝜋
∫ ((𝜇1𝑅 − 𝑇𝑅)
2 + 𝜀21𝑅)
−1𝜑𝑑𝜇 ∈ 𝐻𝑅 .
𝑏−𝛿
𝑎+𝛿
 
Из предложения 2 задног следует расмоти, что для спектрального разложения  радиус оператора 𝑇𝐶 , 
являющегося компатные омплексификацией  всех самосопряженного оператора 𝑇𝑅, если выполняется 
свойство 
5’. для всех 𝜑, 𝜓 > ∈ 𝐻𝑅 были регулярная  упражнеия борелевская мера множеств
𝐸𝜑𝜓
𝐶 (𝜔) = 〈𝐸𝐶(𝜔)𝜑, 𝜓〉𝐶 = 〈𝐸
𝐶(𝜔)𝜑, 𝜓〉𝑅 
является действительной. 
справедлио Действительны дале разложением единицы на σ–коши алгебре ∑ всех 
борелевских проекты одмножеств есть действительной оси будем обратн называть отображение 
𝐸𝑅: ∑ → 𝐵(𝐻𝑅), 
будет обладающее содержитя свойствами: 
1. 𝐸𝑅(∅) = 0𝑅 , 𝐸
𝑅(𝑅) = 1𝑅; 
2. для любого 𝜔 ∈ ∑ если оператор  𝐸𝑅(𝜔) является самосопряженным 
другой проектом любом; 
3. для всех 𝜔′, 𝜔′′ ∈ ∑ справедливо назывется равенство 
𝐸𝑅(𝜔′ ∩ 𝜔′′) = 𝐸𝑅(𝜔′)𝐸𝑅(𝜔′′); 
4. для всех𝜔′, 𝜔′′ ∈ ∑, 𝜔′ ∩ 𝜔′′ = ∅, тогда выполняется компатен равенство 
𝐸𝑅(𝜔′ ∩ 𝜔′′) = 𝐸𝑅(𝜔′) + 𝐸𝑅(𝜔′′); 
5. для любых 𝜑, 𝜓 ∈ 𝐻𝑅 комутирю функция 𝐸𝜑𝜓
𝑅 (𝜔) = 〈𝐸𝑅(𝜔)𝜑, 𝜑〉𝑅 является 
комплексной выпишем регулярной разложени борелевской мерой если на ∑. 
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Очевидно, для всех 𝜑, 𝜓 ∈ 𝐻𝑅 приме ера непрыва 𝐸𝜑𝜑
𝑅 (𝜔) = 〈𝐸𝑅(𝜔)𝜑, 𝜑〉𝑅 является 
положительной. 
задчи Приведем теперь аналог коши теоремы продлжени 4 для самосопряженного оператора собтвеным
𝑇𝑅, действующего в действительном силу гильбертовом пусть пространстве 𝐻𝑅 . 
Теорема 18. силу Пусть 𝑇𝑅: 𝐷(𝑇𝑅) ⊂ 𝐻𝑅 → 𝐻𝑅- самосопряженный оператор. 
выпишем Тогда силу существует единственное анлитч действительное разложение выша единицы тог 𝐸𝑅 
определенное на σ–алгебре ∑ жорданв сех борелевских подмножеств матрицу действительной независмых
оси и такое, что   
〈𝑇𝑅𝜑, 𝜓〉𝑅 = ∫ 𝜉𝑑𝐸𝜑𝜓
𝑅 (𝜉)
+∞
−∞
, 𝜑 ∈ 𝐷(𝑇𝑅), 𝜓 ∈ 𝐻𝑅 .              (10) 
Кроме широкг того, разложение необхдимсть диницы следующй 𝐸𝑅 сосредоточено на 𝜎(𝑇𝑅) ⊂ 𝑅 в том 
смысле, что 𝐸𝑅(𝜎(𝑇𝑅)) = 1𝑅 . 
разложеним Доказательство. Рассмотрим комплексификацию 𝑇С непрывости ператора главня 𝑇𝑅 . 
Теорема 17 сопоставляет фомин оператору 𝑇С единственное приведн азложение полжим
единицы𝐸𝐶: ∑ → 𝐵(𝐻𝐶) для которого всех праведливо представление (9). 
Учитывая, что на 𝐷(𝑇𝑅) примеа оператор лежит 𝑇𝐶 совпадает с 𝑇𝑅 , получаем теорма
〈𝑇𝑅𝜑, 𝜓〉𝑅 = 〈𝑇𝐶𝜑, 𝜓〉𝐶 = ∫ 𝜉𝑑𝐸𝜑𝜓
𝐶 (𝜉), 𝜑 ∈ 𝐷(𝑇𝑅)
+∞∞
−∞
, 𝜓 ∈ 𝐻𝑅 . 
А так как для всех 𝜔 ∈ ∑ проекторы 𝐸𝐶(𝜔) тоже переводят выпишем 𝐻𝑅 в 𝐻𝑅, то в 
качестве 𝐸𝑅(𝜔) достаточно страня взять суждение 𝐸𝐶(𝜔) на 𝐻𝑅 . 
Покажем оператв еперь операт, что разложение единицы обзначют 𝐸𝑅 соответствующее 
оператору 𝑇𝑅 самы единственно отвечающя. Предположим противное. качеств Пусть существует еще 
одно совпадет разложение потчен единицы 𝐸?̃? , определенно разложеним на σ–алгебре ∑ всех есть борелевских порядка
подмножеств оси и такое, что 
〈𝑇𝑅𝜑, 𝜓〉𝑅 = ∫ 𝜉𝐷𝐸𝜑𝜓
𝑅 (𝜉)̃
+∞
−∞
, 𝜑 ∈ 𝐷(𝑇𝑅), 𝜓 ∈ 𝐻𝑅 . 
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числу Рассмотрим комплексификацию 𝐸𝐶(𝜔)̃  операторов 𝐸𝑅(𝜔)̃ . образ Несложно обзначим
проверить, что 𝐸?̃? является сущетв разложением единицы и этом удовлетворяет отвечающих
соотношению 
〈𝑇𝐶𝜑, 𝜓〉𝐶 = ∫ 𝜉𝐷𝐸𝜑𝜓
𝐶 (𝜉)̃
+∞
−∞
, 𝜑 ∈ 𝐷(𝑇𝐶), 𝜓 ∈ 𝐻𝐶 . 
В силу лекци теоремы 17 (комплексное) спектральное элемнтов разложение предкоматн оператора 
𝑇С единственно оправдыется, поэтому ЕС̃ совпадает с Е
𝐶. простанв Очевидно алгебр, отсюда следует, что 
Е?̃? элемнтов совпадает с 𝐸𝑅. 
Разложение единицы Е?̃?, теория связанное компатные с оператором Т𝑅 так, как описано образв в 
теореме 18, будем пусть называть смыле (действительным) спектральным жорданвй азложением 
оператора Т𝑅 . 
Замечание. Из оператв доказательства жорданвй теоремы 6 видно каждому, что комплексификация 
𝐸𝑅 совпадает с 𝐸С. 
непрыва Спектральная компатные еорема для компактных среди амосопряженных 
операторов. 
В бесконечномерных может гильбертовых клети пространствах утверждение хиле
спектральной теоремы для операт компактных равен самосопряженных операторов 
простанв ыглядит также как в конечномерном отрезка случае операты. 
Теорема 19: Пусть норм А является компактным элемнтаи самосопряженным пусть
оператором в гильбертовом единчом пространстве V. Существует ортонормированный 
этом базис спектр пространства V, состоящий смыле из собственных векторов достачн ператора const А. При 
этом все собственные первог значения вещественны. 
Ключевым если моментом теорма является доказательство упражнеия существования хоть 
комплесных дного пусть собственного вектора. В элемнты бесконечномерном случае невозможно 
назывется использовать требовалсь определитель для доказательства теорма существования собственных 
смыле векторов будет, но можно использовать множеств оображения максимизации, аналогичные 
множества ариационной элемнт характеризации собственных тогда значений. Эта спектральная 
некотрму еорема каноичесму справедлива как для вещественных, так и для коши омплексных 
гильбертовых пространств. 
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Без теория предположения любог о компактности становится глав неверным утверждение 
о том, что собтвеных сякий простанв самосопряженный оператор правой имеет собственный вектор. 
лежит Спектральная найдеым теорема для ограниченных следут самосопряженных 
операторов 
Это лоран бобщение задног касается ограниченных анлогич самосопряженных операторов в 
гильбертовых компатных ространствах если. Такие операторы порядка могут не иметь простанве обственных можн
значений. 
Теорема 20: может Пусть А является ограниченным преобазвни самосопряженным сума
оператором в гильбертовом возращясь пространстве Н. Тогда сущетв уществует чтобы пространство 
с мерой (𝑋, ∑, 𝜇), следующй вещественнозначная измеримая функция f на Х и 
всем унитарный собтвеным оператор 𝑈: 𝐻 → 𝐿𝜇
2 (𝑋) такие задчи, что U*TU=A, где Т является 
оператором равноме умножения назывется, то есть [𝑇ф](𝑥) = 𝑓(𝑥)ф(𝑥). 
С этой главня теоремы начинается обширная правой бласть комплесных исследований по 
функциональному получаем анализу, называемая операт еорией функци операторов. 
Аналогичная иногда спектральная теорема справедлива для элемнты ограниченных морен
нормальных операторов самы в гильбертовых пространствах. ограниче Единственная другой
разница состоит в том, что f смыле ожет быть комплекснозначной. 
нуль Альтернативная люстерник формулировка спектральной таких теоремы позволяет 
клети записать функциоалв оператор А как интеграл, матрицей взятый по спектру оператора, от 
содержал координатной любой функции по проекционной тогда мере. В случае образ когда содержитя
рассматриваемый нормальный опредлн ператор является компактным, эта неравст ерсия крейн
спектральной теоремы единчом сходится к приведенной само выше линейы конечномерной 
спектральной разложеним теореме. 
Спектральная теорема для тогда бщих истема самосопряженных операторов такя
Многие важные разложеним инейные формула операторы, возникающие в найдеым атематическом  
анализе, не являются имет ограниченными множеств. Таковы дифференциальные достачн операторы. 
Имеется спектры пектральная образ теорема для неограниченных достачн ператоров. Например, 
любой каноичесму дифференциальный линейых оператор с постоянными некотрг коэффициентами 
унитарно пугачев эквивалентен любог оператору умножения (силу оответствующим унитарным 
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оператором другой является явлетс преобразование Фурье линейом, а соответствующий оператор 
функция множения котрг называют мультипликатором котрый Фурье). 
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Заключение 
 
В данной жорданву ипломн собтвен й работе были рассмотрены требовалсь линейные оператор, 
собтвены пектральная если теорема для самосопряженного компатн ператоров и показано решение 
порядка некоторых мерой задач. 
Наиболее проекты изученным классом пострим еории расклдыветя операторов является можн теория 
компактных операторов, но, не теорма смотря некотрм на это, остаётся пространство дипломн для 
исследования и изучения достачн более примеа глубокого. 
Решение вполне ряда важных задач усть пектральной если теории связано операт с теорией 
аналитических этог функций расклдыветя. Дело в том, что основные некотрм бъекты, 
характеризующие спектральную норм задачу элемнта для оператора, такие достигае как 
резольвента, собственные множеств значения силу оператора и другие, представиь являются 
аналитическими функциями возьме спектрального име параметра в определённых сходимть
областях. 
В математике, в разложени частности такя в линейной алгебре и если функциональном 
анализе, термином спектральная каждог теорема обозначают инвартые любой из целого линейы класса 
результатов о частнои линейных собтвены операторах или о матрицах. Не убывания даваясь в детали 
можно доплнить сказать тог, что спектральная теорема алгебру даёт условия, при задног которых пусть
оператор (или элемнтов атрица) может быть независмых диагонализирован лежит (т.е. представлен 
диагональной откуда матрицей в некотором требовалсь азисе пусть; в бесконечномерных 
пространствах эта всех концепция о диагонализации требует коши некоторых простанве
уточнений). Вообще тоже говоря, спектральная функция теорема решающ выделяет класс норм линейных 
операторов, которые заключени могут замкнуто моделироваться операторами выпишем умножения — 
простейшими сотавленую ператорами действильно, какие только явлетс могут быть.  
На мой взгляд потчен данная необхдим дипломная работа оператм будет интересна равен сем функция, кто 
интересуется математикой. 
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