ABSTRACT In the quantitative analysis of experimental data regarding temperature-dependent development, the so-called law of total effective temperature is sometimes expressed in the linearized equation 1: 1/D ϭ Ϫ(t/k) ϩ (1/k)T. D indicates the duration of development; T, temperature; t, the estimated developmental zero temperature; and k, the effective cumulative temperature. The method of Þtting usually involves the regression of y ϭ 1/D on x ϭ T. Although the degree of Þtting of equation 1 to data within optimum temperature ranges is fairly satisfactory, we have in the current study addressed three problems regarding the use of equation 1 and methods of Þtting involving the regression of y on x. First, we found that the detection of optimum temperature ranges is frequently difÞcult with equation 1. Second, in applying the method of regression of y on x with equation 1, the weights of the data points are disproportionate between those in the upper and lower parts of the line and they are not homogeneous along the temperature axis. The lower the temperature, the more disproportionate weight is burdened and the less weight is loaded. Third, in most of the data, errors in the x-variable are ignored. The second and third problems would in most cases result in a reduction in the slope of the line, a smaller t, and a larger k. Therefore, we proposed a new linearized formula: (DT) ϭ k ϩ tD. We further propose the use of the reduced major axis, obtained as the solution of the functional model among bivariate errors-in-variables models, in the method of Þtting to data. We demonstrated that the majority of the problems raised above could be unraveled under this new approach based on statistical analysis.
THE LAW OF total effective temperature, applied to the temperature-dependent development of arthropods or parasites, is expressed by the equation
where the product of the duration of development, D (days), and temperature T (degrees) minus t is a constant k for each strain of organism. One of the parameters, t, is designated as an estimated developmental zero temperature (Clements 1992) , and the other, k, is called an effective cumulative temperature (Kiritani 1991) . This law has been useful because the parameters can well characterize organisms with regard to their adaptation to temperature. Honě k and Kocourek demonstrated the existence of a negative relationship between the parameters (Honě k and Kocourek 1988, 1990; Honě k 1996a Honě k , 1996b . In addition, Kiritani (1991) uncovered two phases of relationships between the parameters: negative relationships between t and k could be observed within groups of insects, whereas a positive relationship existed among group averages of t and k. An estimation of the number of generations per year of pests is made based on equation 1 (Gomi and Takeda 1990, Morimoto and Tanahashi 1991) . Parameters that are estimated using equation 1 constitute the basis for predicting the habitat expansion of pest animals under the effects of global warming (Kiritani 1991 , Morimoto et al. 1998 , Yamamura and Kiritani 1998 .
In estimating the parameters t and k, one popular method has used a linearizing transformation y ϭ 1/D for the variable D resulting in the equation
This is referred to as the linear degree-day model (Brié re et al. 1999) . A regression line of y ϭ 1/D on x ϭ T is estimated (Campbell et al. 1974; Mottram et al. 1986; Honě k and Kocourek 1988; Kiritani 1991; Ando 1993; Honě k 1996a Honě k , 1996b . We, however, address three problems regarding this estimation method with the intent of obtaining more reliable parameter values. The Þrst problem relates to the frequent difÞculty in detecting the range of temperature where equation 2 is applied for the organism in question (Ito 1976 ). There is an optimum temper-ature range for each organism where equation 2 should be applied, and this optimum temperature range is deÞned by higher and lower critical temperatures. Incorrect detection of the two critical temperatures would allow only unreliable estimation of the parameters.
Second, the problem of Þtting a regression line of y on x with equation 2 postulates constant variances on a 1/D scale at all temperatures. This would consequently put smaller weights in the lower temperature range on a D scale. Moreover, as analyzed in this study, the weight is disproportionate between the upper and lower parts of the line on the D scale, and this distortion is more exaggerated in the lower temperature range.
Third, the regression line of y on x neglects the existence of errors in the x-axis direction, that is, errors in temperature, which yield, as a well-known outcome, a smaller estimate of the slope of the line (Berkson 1950 , Snedecor and Cochran 1980 , Sokal and Rohlf 1995 .
The Þrst problem would affect t and k in an indefinite manner; the second and third problems, would result in a lower estimate of t and a larger estimate of k. Because of the problems using equation 2 with the line-Þtting method of regression of y on x, we propose a new formula with a linearizing transformation. The new formula would resolve two of the above problems; it would make the detection of higher and lower critical temperatures relatively easy, and would increase weights on the points in the lower temperature range, balancing weights between the upper and lower parts of the estimated line. To resolve the third problem described above, we examined line-Þtting methods with both variables subject to error in comparison with the method using the regression of y on x.
The aim of this study was to demonstrate methods that can provide a more reliable estimation of parameters in the formula to represent the law of total effective temperature for arthropods and parasites. For this purpose, we have proposed a new linearized formula and a method of estimation of parameters different from the ordinary method. This new method is based on a revision of the three main drawbacks in the ordinary method of estimation of parameters in the law of total effective temperature.
Materials and Methods
Mathematical Formula. We are interested in the law of total effective temperature expressed as equation 1. The ordinary method of estimating the parameters of equation 1 is to use equation 2. To obtain more reliable estimates of the parameters in equation 1, however, we proposed the following new formula:
derived from equation 1. This equation represents a straight line with x ϭ D and y ϭ DT. We based the evaluation of this new formula on that of the ordinary equation 2.
Determination of the Optimum Temperature Range. On Þtting equation 2 or 3 to data points on the corresponding coordinate, some of the data points at higher or lower extreme temperatures need to be excluded to achieve satisfactory Þtting. This exclusion of data points determines the optimum temperature range with higher and lower critical temperatures by interpolation.
Statistical Model and Analytical Method. Data for temperature-dependent development were analyzed by the ordinary regression method of y on x of equation 2, which is denoted as method 1. The data could be correctly considered under the functional model among errors-in-variables models (Cheng and Van Ness 1999). Because a reduced major axis (Kermack and Haldane 1950) provided a general solution of the model, it was applied to a line-Þtting of equation 3. We designated this application as method 2. Both methods were qualitatively compared with each other with respect to detecting the efÞciency of the optimum temperature range and were quantitatively compared as to the estimation results of the parameters. We further referred to another method to use equation 2 with line-Þtting using the reduced major axis to be designated as method 1Ј.
Estimation of Variances of Parameters. With equation 2 (method 1), estimated parameters of the line y i ϭ ␣ ϩ ␤ ⅐ x i are related to k and t by k ϭ1/␤ and t ϭ Ϫ␣/␤. The variances of k and t are then estimated using formulas of propagation of errors by
method 2 does not require such a calculation of variances because its line parameters are the direct parameters k and t. Data Sources. To examine the general applicability of the new formula and the new method, data for the temperature-dependent development of several insects and parasites, including the mosquito, Aedes aegypti (L.) (Diptera: Culicidae) (Gilpin and McClelland 1979) ; the pea aphid, Acyrthosiphon pisum (Harris) (Homoptera: Aphididae) (Lamb 1992) ; the spruce budworm, Choristoneura fumiferana (Clemens) (Lepidoptera: Tortricidae) (Weber et al. 1999) ; and the human malaria parasite Plasmodium falciparum (Welch) (Coccidiina: Plasmodiidae) (Moshkovsky and Rashina 1951 , Macdonald 1952 , Russell et al. 1963 , were selected from the literature. The graph of the developmental rate data of A. aegypti was read with a scanner and translated. The developmental duration data of one of two clones was used for A. pisum and of one of six geographical populations for C. fumiferana. Gathered data were used for the malaria parasite as above.
Results
Definite Determination of the Optimum Temperature Range with Method 2. The temperature-dependent development data of A. aegypti, A. pisum, and C. fumiferana were analyzed by methods 1 and 2. It should be emphasized that our new method (method 2) enabled determination of the optimum temperature range more precisely than the ordinary method (method 1). Fig. 1A shows the line obtained from method 1 Þtted to the data for the temperature-dependent development of the larvae of the mosquito A. aegypti (Gilpin and McClelland 1979) . Four data points at extremely high temperatures signiÞcantly deviate from the line; it is unclear, however, whether the two points labeled ÔaÕ and ÔbÕ should be excluded (the authors did exclude them). It appears to be permissible to include a point at the lower temperature extreme because of its apparent small deviation from the line. The authors included it. The optimum temperature range where a linear relation between T and 1/D is recognized is assumed to be from Ϸ15.5 to Ϸ30.5ЊC. Data points at these critical temperatures could not deÞnitely be included in the linear array of points, which results in an uncertainty in the optimum temperature range as well as an unreliable estimation of parameters.
In contrast, in Fig. 1B , where the same data are plotted on the D -(DT) plane (method 2), the point marked with a ÔcÕ at the lowest temperature appears to be signiÞcantly deviated from the linear tendency created by the points in the optimum temperature range. In this Þgure, the points are connected by gray dotted lines in temperature order. The upper right corner corresponds to the lower temperature range, whereas the lower left corner corresponds to the higher temperature range. The area in the higher temperature range is expanded in Fig. 1C because the data points are very close to each other. The six ϫ-marked points are connected by gray dotted lines starting from the highest temperature. These points are perceived to have a tendency distinct from the points in the other temperature range. After excluding these seven ϫ-marked points at both ends of the medium temperature range, a reduced major axis is Þtted to the rest of the points. The optimum temperature range, for which the linear relation of equation 3 is applied, is between 17 and 30.5ЊC. Figure 2 shows a second example. The data come from Lamb (1992) , in which line 2 of method 1 is Þtted to data for the temperature-dependent development of the immature of the pea aphid A. pisum (clone L). Lamb (1992) Þtted the line to data, excluding only two points at the high temperature, indicating that the optimum temperature range can be presumed to be from Ϸ5 to Ϸ25ЊC, although the data point at 5ЊC in particular appears to deviate too far from the line to be included.
The same data are shown in a different manner in Fig. 2B , because they are plotted on a D -(DT) plane with a Þtted reduced major axis (method 2). Each group of ϫ-marked points from the points labeled ÔdÕ to Ôf Õ in the lower temperature range and those labeled ÔgÕ to ÔhÕ in the higher temperature range has a distinctly different tendency from the points in the medium optimum temperature range between 11.0 and 23.0ЊC, to which a fairly good linear Þtting is obtained. Figure 3 presents a third example. Using data for the larval temperature-dependent development of a spruce budworm, C. fumiferana (Weber et al. 1999) , to detect data points that signiÞcantly deviate from the linear array created by the points at the intermediate optimum temperature range. However, it is clear in Fig. 3B (method 2) that three points at the lower temperature range should be excluded. The optimum temperature ranges are 11.2Ð33.0ЊC with method 1 and 15.0 Ð33.0ЊC with method 2. Improvement in the Estimation of Parameters with Method 2. Data points in the three examples in the proceeding section appeared to be subject to a relatively small magnitude of error. There are other sorts of data, however, that have a much wider level of variation. Fig. 4 shows one of such data sets for the temperature-dependent development of the human malaria parasite in mosquitoes (for data source see Materials and Methods). The degree of variation within the data is demonstrated by the regression coefÞcient r. All three sets of data have r ϭ 0.99 on the T -(1/D) plot, whereas the data shown in Fig. 4A have r ϭ 0.90. The parasite, P. falciparum, is the pathogen of human malignant malaria, and it lives an essential portion of its life cycle in anopheline mosquitoes to achieve sporogony. This stage is temperature-dependent. Integrated data from three reports in the literature are presented in Fig. 4A to show the results of method 1. Some biased deviation can be seen in Þtting the line to the data, presumably the result of the use of 1/D as the y-variable and to neglecting the errors in the x-variable. However, Fig. 4B , which shows the results of using method 2 with the same data, clearly exhibits no apparent biased deviation of the line from the data.
With our new method 2, in which the Þtting method uses the reduced major axis, what differences arose in estimating the parameters? Table 1 shows a comparison of the two methods for the four sets of data. In the Þrst data set, method 2 differed in only 1 data point from method 1 (see the sample size difference). Discrepancies in the estimates of k and t are negligible (statistically not signiÞcantly different). However, in the rest of the data sets, the estimates of parameters k and t differed rather considerably: with method 2, t became 1.5 degrees higher and k became Ϸ10 degreedays (DD) smaller for A. pisum; there was a larger t by 3 degrees and a smaller k by Ϸ60 DD for C. fumiferana; and a larger t by nearly 4 degrees and a smaller k by Ϸ54 DD for P. falciparum. All differences were statistically signiÞcant. In all cases but one, the standard error of the parameters became smaller in method 2 than in method 1, indicating increases in the precision of the former.
We have ample circumstantial evidence that method 2 can provide more reliable estimates of parameters than method 1, and this evidence will be presented in the succeeding part of this paper. 
Discussion
Determination of the Optimum Temperature Range. Because both methods 1 and 2 use the Þtting method of straight lines, it is important to detect linearly arrayed data points to achieve a satisfactory Þtting. As described in the Results, method 2 was superior to method 1 in this respect.
Brié re et al. (1999) proposed a new curvilinear rate model of temperature-dependent development with parameters T 0 and T L . T 0 is the low temperature developmental threshold, and T opt . is the lethal upper threshold temperature. In the range T 0 Յ T Յ T L , a curve is Þtted to the data. Their model can predict an optimum temperature T L where the developmental rate becomes maximum. Our critical temperatures, to be denoted as t l and t u , limit the optimum temperature range where a linear relation between the developmental rate and temperature is perceived. Thus, neither t l nor t u is expected to correspond to T 0 , T L , or T opt . In general,
or
must be satisÞed. We had difÞculties in obtaining results from the application of equation 1 or 2 of Brié re et al. (1999) to the current data (in this method it is necessary to Þt the curves by iterative nonlinear regression based on the Marquardt algorithm). We examined the data presented in Brié re et al. (1999) and applied method 2 to the data of Lobesia botrana Dennis & Schiffermü ller (Lepidoptera: Tortricidae) (Bri-é re and Pracros 1998), Melanoplus sanguinipes (F.) (Orthoptera: Acrididae) (Hilbert and Logan 1983), and A. pisum (Lamb 1992) . Table 2 To measure the rate, we would have to observe the degree of development within some period to be set in advance, which is not done in practice. The measurement of duration D is expected to accompany a homogeneous variance component at all temperatures in a general measurement procedure as follows. Suppose an insect larva is reared in the laboratory, and an experimenter examines it once a day when it metamorphoses to a pupa. When at day d he observes that the larva has reached the pupal stage, it would have metamorphosed just before the observation or would have metamorphosed sometime during the past day since the previous observation. Taking an average, at day (d Ϫ 0.5) Ϯ 0.5 the larva is thought to have In Þtting the regression line of y on x with equation 2, we obtain the standard error of estimate as
where Y i denotes the data point and y i denotes the corresponding point on the estimated line with the number of data points n. As a result, the upper and lower limiting lines are determined by
with the conÞdence region of the data points covering Ϸ68% of the points. When equation 7 is expressed in the form
we obtain
Equations 8 and 9 graphically deÞne rectangular hyperbolas. We rewrite equation 8 
[11]
Eliminating t and k from D l and D u in expression 9 results in There is an additional consequence of this result. If the data points in the lower temperature range are located above the estimated straight line, there will be a bias in favor of a larger slope. This is because the magnitude of D o Ϫ D l is larger with decreasing temperatures as shown below; that is, a larger slope will tend to be calculated because the weights on the Figure  Fig. 1A Fig. 1 6.8 Ϯ 1.0 9.8 Ϯ 0.7 *** Immature protozoa to sporozoites of P. falciparum: Figure  Fig . 4A 
Because it is expressed as
is larger with decreasing temperature, which explains the additional consequence described above.
Neglect of the x-Variable
Error with the Regression Line of y on x in Method 1. The regression line of y on x assumes no errors in the x-variable, that is, no errors in temperature in equation 2. This assumption may not be valid, however. It is well known that when the regression line of y on x is Þtted to experimental data, for which the x-variable is subject to error, the slope of the line is underestimated (Berkson 1950 , Kendall and Stuart 1979 , Snedecor and Cochran 1980 . The real value ␤ 0 is estimated using variances of the ÔtrueÕ variable i and the error ␦ i for the observed x-variable. However, it is difÞcult in general to obtain variances 2 and ␦ 2 or their ratio from temperature-dependent development data.
Incidentally, there is also the so-called Berkson model, which furnishes unbiased ␤ in the regression line of y on x despite the x-variable being subject to error (Berkson 1950 , Mandel 1964 , Kendall 1976 ). In this model, the x variable is nonrandom and takes predetermined values. In method 1, if the temperature is predetermined and set at several values with an incubator and the development of the organisms inside is recorded, the Berkson model will be applied. The slope parameter ␤ of the regression line of y on x gives an unbiased estimate.
Nevertheless, we Þnd a category of data to which this model cannot be applied with respect to the condition of setting the temperature. Such data would include situations in which the preset temperatures include more than a small degree of error because of the incubators themselves. In using an incubator, if the temperatures are remeasured, they will be close to the preset temperatures of the incubator, but the variances of the values would not be zeros. Data where temperatures are recorded in decimal values might fall into this category (Haufe and Burgess 1956 , Wilkinson and Daugherty 1970 , Yoshida et al. 1974 , Nakamura 1983 .
This category of data would also include other situations in which the means of variable temperatures are used as values for the x-variable (Mogi and Okazawa 1996) .
Models for Linear Relations with Two Variables, Both Subject to Error, and the Reduced Major Axis. If the x-variable is subject to error in the data, some corresponding model should be applied to them. Such a model is included in the model II regression, or referred to as the measurement error model, whereas the conventional regression of y on x is called the model I regression (Sokal and Rohlf 1995) . Additional assumptions regarding the model II regression distinguish structural, functional, and ultrastructural relations (Moran 1971 , Dolby 1976 , Mark and Church 1977 , Cheng and Van Ness 1999 . The Þrst relation involves two random variables where the x-variable has only one mean. An example is found in data from the measurement of the individual lengths of two organs in an insect sample. The second relation involves a nonrandom x-variable, each measurement of which has its own mean, but there is no variance in the real variable itself. The third relation contains a nonrandom x-variable, each measurement of which has its own mean with a variance. In the temperature-dependent development in equation 2, T and 1/D are nonrandom variables. Thus, in applying the model II regression to the data, we seek to obtain a functional or ultrastructural relation. If T has errors only in measurement, the model is of a functional relation. If the Ts are the means of variable temperatures, the model is of an ultrastructural relation. This perspective of taking errors in the x-variable into account is rarely encountered in the literature related to temperature-dependent development.
Model I and II regressions with roman numerals are designated in the context which Sokal and Rohlf (1995) speciÞed. We denote two methods by 1 and 2 as indicated in Materials and Methods. Model II contains inclusive measurement error models, but our method 2 is restricted to the linear functional measurement model with the use of line equation 3. Method 1 is application of the model I method with the use of equation 2.
Let measured values of a pair of bivariate data be X i and Y i , both subject to error, then
where i and i are the real values and ␦ i and i are errors. We assume that these values are related by the formula
As clariÞed in the preceding paragraphs, data for temperature-dependent development are analyzed under either the functional or ultrastructural model; we are restricted here, however, to only the functional model, which has the general solution for ␤:
where S xx ϭ͚(X i ϪX ) 2 , S yy ϭ͚(Y i ϪY ) 2 , and S xy ϭ ͚(X i Ϫ X )(Y i Ϫ Y ) with X and Y being averages of X i and Y i , respectively (Cheng and Van Ness 1999) . This solution is obtained by the maximum likelihood method, although, strictly speaking, it is not the maximum likelihood estimate but the likelihood equation estimate (Anderson and Rubin 1956 , Solari 1969 , Willassen 1979 , Cheng and Van Ness 1999 . It has been further shown that ␤ r lacks statistical consistency (Stuart et al. 1999, Cheng and Van Ness 1999) ; that is, when the sample size is increased, ␤ r converges to a different value from ␤ r of the model.
If the ratio of the variances of i and ␦ i ,
is known, then ␤ is estimated as
The above is the maximum likelihood solution (cf. Kendall 1976, Cheng and Van Ness 1999) . In equation 17, ϭ 1 gives a major axis, while ϭ S yy S xx [18] gives the reduced major axis (Ricker 1973 (Ricker , 1975 Jolicoeur 1975; Sprent and Dolby 1980; Draper and Smith 1998) . Some authors do not support equation 18, but instead take ϭ 1 to be a more appropriate assumption for (Jolicoeur 1975, Sprent and Dolby 1980) . In addition, to the major axis having a default in which the slope is variant depending on the units of the variables, this line virtually coincides with the regression line of y on x or x on y in the case of data for temperature-dependent development (unpublished data). These regression lines are inappropriate because they ignore the x-variable or y-variable errors. If can be estimated from the experimental data, equation 17 gives a satisfactory solution. However, such data are rarely available among the data of temperature-dependent development.
In considering equations 12Ð14 in the ultrastructural model, we cannot obtain any maximum likelihood solutions of ␤ even with known (Dolby 1976 ). Gleser (1985 has shown that the maximum likelihood solution is obtained under the boundary V( i ) ϭ 0. This is nothing but a functional model. In short, we just reduce the ultrastructural model with known to the functional model as an approximation.
Interesting algebraic and geometrical characteristics of the reduced major axis include that ␤r is the geometrical mean of the slope parameters ␤ Y⅐X and ␤ X⅐Y of the regression line of y on x and x on y, respectively, and that the reduced major axis is obtained by the least sum of areas of the triangle made by the two lines parallel to the x-and y-axes and the estimated line (Teissier 1948 , Hayami and Matsukuma 1971 , Barker et al. 1988 ). Both features let us push usage of the reduced major axis in the general functional relation of the errors-in-variables models. In particular, the Þrst algebraic feature, for the sake of which the reduced major axis is called the geometric mean functional relationship estimator of the slope (Cheng and Van Ness 1999), is more or less deÞnitive. In errorsin-variables models, if errors of one variable are ignored, then ␤ Y⅐X or ␤ X⅐Y will be obtained. Therefore, the real estimate of ␤ of the model would likely be intermediate between them, which is one of the primary reasons that we used the controversial reduced major axis . Following what Kendall (1976) has expressed for the major axis, a heuristic method for obtaining a solution of the functional model might be to take the least Ôsum of the triangle areas made of data ͑DT͒ ϭ k ϩ tD Ϯ sЈ e , which limit the conÞdence region of data points to cover Ϸ68% of the points, similar to the feature of equation 7. These lines are expressed in the form corresponding to line equation 9 as 
This indicates that equation 3 is Þtted to the data with equal weights in the upper and lower parts of the line in the D scale. Moreover, the quantities,
are all small and Þnite at T Ͼ t, in contrast to the inÞnity of D u Ϫ D l when using equation 2. This might bring about an improvement or increase in the underloaded weights of data points in the lower temperature range when applying equation 3. Method 1 or Berkson Model are Inadequate for Improvement on Method 1. If the reduced major axis is used for line-Þtting of equation 2 (method 1Ј), the problem of x-variable errors is expected to be resolved. Or as referred to above, if the Berkson model can be applied to equation 2, an unbiased estimation can be made with method 1 even with x-variable errors. However, the problem of homogeneous variances on a 1/D scale in equation 2 remains unresolved. This is why we have not recommended usage of the reduced major axis in equation 2. In addition, the Berkson model applied to method 1 is inadequate for the same reason.
Curvilinear Fitting to Developmental Rate Data and Significance of the Study for Linear Fitting. The law of total effective temperature has long been recognized (Ré aumur 1735 , Bodenheimer 1926 and has attracted the attention of many researchers (Campbell et al. 1974 , Gilpin and McClelland 1979 , Clements 1992 , Honě k 1996a . Together with the simple meaning of parameters t and k, the principle of this law appears to appeal much to intuition for temperatureϪdependent development. The ßaws of linear models include the involvement of the unrealistic "developmental zero temperature" as the parameter t and their inability to be used at high temperatures where developmental impairment occurs.
Curvilinear Þtting to developmental rate data has been studied extensively, in part to overcome these ßaws of the linear model (Davidson 1942 (Davidson , 1944 Pradhan 1945 Pradhan , 1946 Stinner et al. 1974; Logan et al. 1976 Logan et al. , 1991 Sharpe and DeMichele 1977; SchoolÞeld et al. 1981; Hilbert and Logan 1983; Lamb et al. 1984; Lactin et al. 1995; Brié re et al. 1999) . These methods involve extensive ranges of data points outside the optimum temperature. In some of the studies, the Þtted curve has had an x-intercept corresponding to a biological developmental zero temperature for the organism (Hilbert and Logan 1983 , Lactin et al. 1995 , Brié re et al. 1999 . At temperatures that are higher than optimal, some of the studies Þt the curve having an x-intercept corresponding to a biological upper limit of temperature for development (Logan et al. 1976 , Hilbert and Logan 1983 , Brié re et al. 1999 .
However, it has surprised us that at optimum temperature ranges, the developmental rate has fairly satisfactory linear relations to temperature among many organisms. We are interested in a more reliable estimation of parameters to explain this phase of development. This study will contribute much to a more appropriate description as well as a precise prediction of development within this temperature range. A substantial amount of work has been carried out based on this law of total effective temperature, as referred to in the introduction. This study will also contribute to such work with respect to the speciÞc or ecological differentiation of organisms.
