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Abstract
We show how the matrix algebra notions of determinant, spec-
trum, and Hermitian conjugation transfer to the Clifford algebra and
to differential forms on parallelisable manifolds.
Matrices. Let Mat(n,K) be the algebra of n-dimensional matrices over
the field K of real (K = R) or complex (K = C) numbers. A matrix P ∈
Mat(n,K) is said to be invertible if there exists the matrix P−1 ∈ Mat(n,K)
such that PP−1 = P−1P = 1, where 1 is the identity n×n-matrix. A number
(scalar) λ ∈ C is called an eigenvalue of a matrix P ∈ Mat(n,K) if the matrix
P−λ1 is not invertible. The full set of eigenvalues of a matrix P is called the
spectrum of this matrix. The determinant of a matrix det : Mat(n,K)→ K
is a standard notion of the linear algebra. The determinant has the following
properties:
• det(PQ) = det(P )det(Q), P,Q ∈ Mat(n,K);
• det(αP ) = αndet(P ), α ∈ K, P ∈ Mat(n,K);
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• det(1) = 1;
• A matrix P ∈ Mat(n,K) is invertible iff det(P ) 6= 0.
It follows from the last property that all eigenvalues λ of a matrix P
satisfy the equation
det(P − λ1) = 0.
By P † denote the Hermitian conjugated matrix (transposed matrix with
complex conjugated components). If P † = P , then the matrix P is called
Hermitian. The operation of Hermitian conjugation of matrices has the fol-
lowing properties:
• (PQ)† = Q†P †;
• P †† = P ;
• The spectrum of a Hermitian matrix is real.
The last property means that for any Hermitian matrix P the equation
det(P − λ1) = 0 has only real roots λ. In what follows we show how the
matrix algebra notions of determinant, spectrum, and Hermitian conjugation
transfer to the Clifford algebra CℓKp,q.
A Clifford algebra. Let n be a natural number and let L(n,K) be an
2n-dimensional linear space over the field K of real or complex numbers.
We suppose that the linear space L(n,K) has basis elements enumerated by
ordered multi-indices
e, ek, ek1k2 , . . . , e12...n 1 ≤ k ≤ n, 1 ≤ k1 < k2 < · · · ≤ n, . . . .
Elements of the linear space L(n,K) can be written in the form
U = ue+
∑
1≤k≤n
uke
k +
∑
1≤k1<k2≤n
uk1k2e
k1k2 + . . .+ u1...ne
1...n, (1)
where u, uk, . . . , u1...n are scalars from the field K.
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Let p + q = n and η = η(p, q) ∈ Mat(n,R) be the diagonal matrix with
±1 on the diagonal
η = ‖ηkl‖ = diag(1, . . . , 1,︸ ︷︷ ︸
p−pieces
−1, . . . ,−1︸ ︷︷ ︸
q−pieces
).
Let us define a Clifford product L(n,K)× L(n,K)→ L(n,K) by the rules
• L(n,K) is an associative algebra with respect to the Clifford product;
• ekel + elek = 2ηkle, k, l = 1, . . . , n;
• ek1 . . . ekl = ek1...kl for k1 < · · · < kl.
The 2n-dimensional linear space L(n,K) with the Clifford product (defined
with the aid of the matrix η = η(p, q)) is called the Clifford algebra and is
denoted by CℓKp,q, where p + q = n. The elements e
1, . . . en are said to be
generators of CℓKp,q. We identify the unity element e of Cℓ
K
p,q with the scalar
unit 1.
Denote by 〈U〉r the projection of an element U ∈ Cℓ
K
p,q on the linear
subspace, which spans on the basis elements ek1...kr , i.e., for U from (1) we
have
〈U〉r =
∑
k1<···<kr
uk1...kre
k1...kr and U =
n∑
r=0
〈U〉r.
The projection Tr(U) = 〈U〉0 is called the trace of U ∈ Cℓ
K
p,q. It is easy to
see that
Tr(UV − V U) = 0, Tr(W−1UW ) = Tr(U),
where U, V are arbitrary elements of CℓKp,q and W is an arbitrary invertible
element of CℓKp,q.
Now we consider four operations of conjugation in the Clifford algebra
U∧ = U |ek→−ek , U
∼ = U |ek1...kr→ekr ...ek1 , U¯ = U |uk1...kr→u¯k1...kr ,
3
where u¯k1...kr are complex conjugated scalars. The superposition of the op-
erations U∼ and U¯ gives the opereation of Clifford conjugation U∗ = U¯∼.
Evidently,
U∧ = 〈U〉0 − 〈U〉1 + 〈U〉2 − 〈U〉3 + . . . ,
U∼ = 〈U〉0 + 〈U〉1 − 〈U〉2 − 〈U〉3 + . . .
and
U∧∧ = U, U∼∼ = U, U¯ = U, U∗∗ = U,
(UV )∧ = U∧V ∧, (UV ) = U¯ V¯ , (UV )∼ = V ∼U∼, (UV )∗ = V ∗U∗.
Matrix representations of Clifford algebra elements. Let us take the
Pauli matrices σ1, σ2, σ3
σ0 =
(
1 0
0 1
)
, σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
Consider the following matrices e1, . . . , en, which are matrix representation
of generators e1, . . . , en of the Clifford algebra CℓKp,q:
• n = 1
e1 = α1σ1;
• n = 2
e1 = α1σ1, e2 = α2σ2;
• n = 3
ek = αk
(
σk 0
0 −σk
)
, k = 1, 2, 3;
• n = 4
e4 = α4
(
0 σ0
σ0 0
)
, ek = αk
(
σk 0
0 −σk
)
, k = 1, 2, 3,
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where α1 = · · · = αp = 1, αp+1 = · · · = αp+q = i and ekel + elek = 2ηkl1.
Hence, we may connect each element U of CℓKp,q with the matrix U such that
U = U |ek→ek, 1→1, (2)
where 1 is the identity matrix.
Notions of determinant and spectrum of Clifford algebra elements.
Now we introduce a concept of determinant (Det) of a Clifford algebra ele-
ment U . By definition, put
Det(U) = det(U).
The proofs of the theorems A1,A2,A3 are by direct calculation.
Theorem A1. The determinant of U ∈ CℓKp,q satisfy the following formulas:
Det(U) =


ΩU for n = 1, 2;
Ω∼UΩU for n = 3;
Tr(Ω∼UΩU)− 2det(η)(Tr(ℓΩU))
2 for n = 4,
where ΩU = U
∧U∼ and ℓ = e1234. It is easy to check that ΩU is a scalar for
n = 1, 2 and Ω∼UΩU is a scalar for n = 3.
Theorem A2. The determinant of Clifford algebra elements has the prop-
erties
• Det(UV ) = Det(U)Det(V ) for U, V ∈ CℓKp,q;
• Det(βU) = βk(n)Det(U), where β ∈ K, U ∈ CℓKp,q and k(n) = 2 for
n = 1, 2 and k(n) = 4 for n = 3, 4;
• Det(1) = 1;
• An element U ∈ CℓKp,q is invertible iff Det(U) 6= 0.
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If scalar λ ∈ C satisfy the equation Det(U −λ) = 0, then we say that λ is
an eigenvalue of the element U ∈ CℓKp,q. The full set of eigenvalues of a Clifford
algebra element U is called the spectrum of this element. The spectrum of
a Clifford algebra element consists of two scalars {λ1, λ2} in cases n = 1, 2
and consists of four scalars {λ1, . . . , λ4} in cases n = 3, 4 (with regard to
multiplicity).
A Hermitian conjugation of Clifford algebra elements. Let a Clifford
algebra element U and matrix U be connected by the formula (2). Consider
the Hermitian conjugated matrix (U)† and take the element V ∈ CℓKp,q such
that V = (U)†. This element is said to be Hermitian conjugated to the
element U and is denoted by V = U †, i.e.,
V = U † ⇐⇒ V = (U)† for U, V ∈ CℓKp,q. (3)
Theorem A3. The Hermitian conjugated element U † ∈ CℓKp,q satisfy the
following formulas:
U † =


U∗ for (p, q) = (n, 0), n = 1, . . . , 4;
e1U∗e1 for (p, q) = (1, n− 1), n = 2, 3, 4;
−enU∗∧en for (p, q) = (n− 1, 1), n = 3, 4;
−e12U∗∧e12 for (p, q) = (2, 2), n = 4;
U∗∧ for (p, q) = (0, n), n = 1, . . . , 4.
An element U ∈ CℓKp,q is called Hermitian if U = U
†. The following
theorem is a consequence of the formula (3).
Theorem A4. Any Hermitian Clifford algebra element U ∈ CℓKp,q has real
spectrum.
Conclusions. Therefore using matrix representations we introduce notions
of determinant, spectrum, and Hermitian conjugation of Clifford algebra el-
ements. In theorems A1,A3 we establish formulas for determinant and for
Hermitian conjugation in terms of intrinsic Clifford algebra operations. Now
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we may define the determinant and the Hermitian conjugation of Clifford al-
gebra elements using formulas of theorems A1,A3 without reference to matrix
representations.
Definition 1. The determinant of a Clifford algebra element U ∈ CℓKp,q is the
scalar Det(U) ∈ K from the formula in Theorem A1.
Definition 2. The operation of Hermitian conjugation of a Clifford algebra
element † : CℓKp,q → Cℓ
K
p,q is the operation defined by the formula in Theorem
A3.
In [1] we discuss a four dimensional parallelisable manifold W with the
tetrad 1-forms ea, a = 0, 1, 2, 3. These 1-forms can be considered as genera-
tors of the Clifford algebra Cℓ1,3 and differential forms onW can be considered
as elements of the Clifford algebra Cℓ1,3 with respect to the Clifford product
of differential forms [1]. This implies that the discussed Clifford algebra no-
tions of determinant, spectrum, and Hermitian conjugation are applicable to
differential forms on parallelisable manifolds.
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