Abstract. The Bochner tensor is the Kähler analogue of the conformal Weyl tensor. In this article, we derive local (i.e., in a neighbourhood of almost every point) normal forms for a (pseudo-)Kähler manifold with vanishing Bochner tensor. The description is pined down to a new class of symmetric spaces which we describe in terms of their curvature operators. We also give a local description of weakly Bochner-flat metrics defined by the property that the Bochner tensor has vanishing divergence. Our results are based on the local normal forms for c-projectively equivalent metrics. As a by-product, we also describe all Kähler-Einstein metrics admitting a c-projectively equivalent one.
. Although the definition of the Bochner tensor is formally analogous to that of the Weyl tensor, the local description of Bochner-flat metrics, i.e., those metrics for which the Bochner tensor vanishes identically, is much more complicated than the corresponding description of metrics with vanishing Weyl tensor -recall that a metric with vanishing Weyl tensor locally is conformally equivalent to a flat metric (in dimension ≥ 4). A local classification of positive definite Bochner-flat metrics has been obtained in [1, 14] . The purpose of this article is to generalize these results to arbitrary signature: in Theorem 1.2, we give local normal forms (in a neighbourhood of a generic point) for a Bochner-flat (pseudo-)Kähler manifold.
These normal forms are parametrized by simple algebraic data: for the construction of a Bochner-flat (pseudo-)Kähler structure in complex dimension n ≥ 2, choose a number 0 ≤ ℓ ≤ n together with a polynomial Θ(t) of degree ≤ ℓ+2 and a hermitian endomorphism A 0 on some (pseudo-)hermitian vector space V of complex dimension k = n − ℓ such that Θ(A 0 ) = 0. From this data we construct a (pseudo-)Kähler symmetric space S of complex dimension k (see Theorem 1.1). The Bochner-flat (pseudo-)Kähler structure is then defined on the total space M of a (local) fibration M → S over the base S with fibers diffeomorphic to C ℓ (see Theorem 1.2 and Remark 1.4). Let us be more precise about that: a (pseudo-)hermitian vector space (V, g 0 , J 0 ) consists of a (possibly indefinite) scalar product g 0 on a real vector space V together with a g 0 -orthogonal complex structure J 0 : V → V. Let A 0 : V → V be a hermitian (i.e., g 0 -symmetric and J 0 -commuting) endomorphism and Θ(t) a polynomial with real coefficients. Let so(g 0 ) denote the space of skew-symmetric endomorphisms of (V, g 0 ) and consider the linear operator R Θ,A 0 : so(g 0 ) → so(g 0 ) defined by ( 
1.1)
R Θ,A 0 (X) = d dt t=0 Θ(A 0 + tX) (X ∈ so(g 0 ))
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(see also (4.6) ). We will explain in §4.1 that R Θ,A 0 satisfies the Bianchi identity (cf. also [5, 8] ), that is, we have 0 = R Θ,A 0 (x ∧ y)z + R Θ,A 0 (z ∧ x)y + R Θ,A 0 (y ∧ z)x for all x, y, z ∈ V, where we identified Λ 2 V and so(g 0 ) via x ∧ y = g 0 (x, ·) ⊗ y − g 0 (y, ·) ⊗ x. Hence, R Θ,A 0 can be identified with an algebraic curvature tensor R Θ,A 0 (having the same symmetries as the curvature tensor of a Riemannian manifold). We can project R Θ,A 0 onto the space of algebraic curvature tensors having the same symmetries as the Kähler curvature operator (see Lemma 4.1 for the explicit formula of the projection operator) and end up with an algebraic Kähler curvature operator R Θ,A 0 (see also (2.10 ) for a precise definition). The next theorem describes the symmetric spaces which form one part of a Bochner-flat (pseudo-)Kähler structure: Theorem 1.1 (Special symmetric spaces). Suppose we are given a (pseudo-)hermitian vector space (V, g 0 , J 0 ) together with
• a hermitian endomorphism A 0 : V → V and • a polynomial Θ(t) such that Θ(A 0 ) = 0. Then, the algebraic curvature tensor R 0 = R Θ,A 0 satisfies The new information of Theorem 1.1 is that R Θ,A 0 satisfies (1.2). The second part of the theorem is well-known (cf. for instance [23, Ch . IV]): a symmetric space (M, g) with a fixed base point p ∈ M can be described equivalently by a (pseudo-)euclidean vector space (V, g 0 ) together with an algebraic curvature tensor R 0 satisfying (1.2). Moreover, any tensor field T 0 on V annihilated (in the sense of the natural gl(V)-action on tensor spaces over V) by the curvature endomorphisms R 0 (x, y) ∈ gl(V) for all x, y ∈ V, corresponds to a parallel tensor field T on (M, g) with T (p) = T 0 . Note that g 0 and R 0 are annihilated by the curvature endomorphisms and that this also holds for the tensors A 0 , J 0 from Theorem 1.1 w.r.t. the algebraic curvature tensor R 0 = R Θ,A 0 . Recall also that the holonomy algebra h = hol p (M, g) of the symmetric space (M, g) at the base point p ∈ M is given by h = span{R 0 (u, v) : u, v ∈ V} ⊆ so(g 0 ).
By the deRham-Wu decomposition Theorem [20, 39] , in order to classify simply-connected (pseudo-)Riemannian symmetric spaces, it suffices to restrict to the indecomposable case, when there are no proper nondegenerate invariant subspaces for the action of h on (V, g 0 ). Irreducible (pseudo-)Riemannian symmetric spaces are completely classified. The situation is more complicated in the indecomposable but not irreducible case. A general classification of pseudo-Riemannian symmetric spaces is still an open problem, see [26] for details. We plan to investigate the structure of the special (pseudo-)Kähler symmetric spaces from Theorem 1.1 in more detail in forthcoming articles. At the present time we do not know whether they provide new examples or whether they are all contained in existing classification results. We also remark that by a completely analogous procedure -namely by ignoring the complex structure and simply considering the Riemannian curvature operator R Θ,A 0 from (1.1) -we would end up with a (pseudo-)Riemannian (non-Kähler) symmetric space. Our main focus in this article however lies on the description of Bochner-flat metrics which is the reason why we considered Theorem 1.1 only in the Kähler setting. Remark 1.1 (Producing explicit examples). Locally, the construction of the (pseudo-)Riemannian symmetric space (M, g, T ) via the data (V, g 0 , T 0 , R 0 ) can be obtained as follows (although, the formulas may be hard to evaluate): for each u ∈ V, let R u : V → V be the endomorphism R u (v) = R 0 (u, v)u and let ϕ u : V → V be the isomorphism defined by where " · " denotes the standard action of Gl(V) on the tensor spaces over V. Since R u | u=0 = 0 and therefore ϕ u | u=0 = Id, we have g(0) = g 0 , T (0) = T 0 and R(0) = R 0 (where the curvature is given by R(u) = ϕ −1 u · R 0 ).
Remark 1.2 (Freedom in the choice of the initial data)
. According to the deRham-Wu decomposition theorem [20, 39] , the symmetric (pseudo-)Kähler manifold (M, g, J) constructed via Theorem 1.1 decomposes (locally) into a direct product according to the generalized eigenspaces of the parallel hermitian endomorphism A. Of course, this decomposition already holds at the purely algebraic level, cf. Proposition 4.4(a). If we want to use Theorem 1.1 for the construction of indecomposable examples, we can therefore suppose that A 0 has only one real eigenvalue or a pair of complex conjugate eigenvalues. Moreover, in case of one real eigenvalue λ, we can suppose that A 0 is nilpotent by replacing it withÃ 0 = A 0 − λId. Replacing Θ(t) at the same time withΘ(t) = Θ(t + λ) yields Θ(Ã 0 ) = 0 and R Θ,A 0 = RΘ ,Ã 0 (cf. Remark 4.1) so that the symmetric space we obtain via Theorem 1.1 remains unchanged.
Remark 1.3 (The positive definite case). For c ∈ R we have that R Θ,c·Id is an algebraic curvature tensor of constant holomorphic sectional curvature (proportional to) Θ ′ (c) and of scalar curvature −dim C (V)(dim C (V) + 1)Θ ′ (c) (cf. (2.9) and (2.10)). It follows from Remark 1.2 that for g 0 positive definite (hence, A 0 diagonalizable) the only examples we obtain via Theorem 1.1 are direct products of spaces of constant holomorphic sectional curvature. In this view, Theorem 1.1 shows that in the case of indefinite metrics there exist nontrivial generalisations of such spaces related to operators which decompose into nontrivial Jordan blocks.
By Remark 1.3, nontrivial examples for the symmetric spaces from Theorem 1.1 only appear in dimension dim C (V) ≥ 2. The simplest example is the following: together with the polynomial Θ(t) = t 3 . Write an arbitrary point u ∈ R 4 as u = 4 i=1 u i e i , where e 1 , e 2 , e 3 , e 4 is the standard basis of R 4 . From the algebraic curvature tensor R 0 = R Θ,A 0 (computed by using (2.10)), the endomorphisms R u = R 0 (u, ·)u : R 4 → R 4 from Remark 1.1 can be computed straight-forwardly and they all satisfy R 2 u = 0. Formulas (1.3) and (1.4) then give the locally symmetric space (R 4 , g c , J c ) with parallel hermitian endomorphism A c , where (1.5)
The symmetric spaces produced by Theorem 1.1 from the data (g 0 , J 0 , A 0 , Θ) will be denoted by S g 0 ,J 0 ,A 0 ,Θ . More generally, we denote by S g 0 ,J 0 ,A 0 ,Θ also open subsets of these spaces. Let Spec(A 0 ) denote the subset of C consisting of the eigenvalues of the endomorphism A 0 : V → V. By Roots(Θ) ⊆ C, we denote the set of roots of the polynomial Θ(t). The local description of Bochner-flat (pseudo-)Kähler structures (g, ω) is as follows:
. . , t ℓ be real coordinates on V and let ρ 1 , . . . , ρ ℓ be coordinates on U. We allow ρ i to be complex in which case it occurs together with its complex conjugate ρ j =ρ i for some j = i. Consider the following data:
Given this, we define the following:
• Functions µ i , i = 1, . . . , ℓ, and µ i (ρ j ), i = 1, . . . , ℓ − 1, j = 1, . . . , ℓ, on U which are the ith elementary symmetric polynomials in the variables ρ 1 , . . . , ρ ℓ resp. ρ 1 , . . . ,ρ j . . . , ρ ℓ (ρ j omitted).
• The locally symmetric space (S, g c , ω c , A c ) = S g 0 ,J 0 ,A 0 ,Θ .
• The 1-forms θ i = dt i + α i on U × V × S (i = 1, . . . , ℓ), where α i are 1-forms on S such that
c ·, ·). (Note that for each i, the right-hand side is a closed 2-form on S.) Then, we obtain a Bochner-flat (pseudo-)Kähler structure (g, ω) on the open subset
of U × V × S which is given by the formulas
Conversely, every 2n-dimensional Bochner-flat (pseudo-)Kähler manifold (M, g, ω) takes locally, in a neighbourhood of a generic point, the form (1.9). The Bochner-flat (pseudo-)Kähler structure (g, ω) from (1.9)
• has constant holomorphic sectional curvature with scalar curvature Scal = −n(n + 1)C 1 if and only if Θ(t) has degree ≤ ℓ + 1, that is, C 2 = 0, • is flat if and only if Θ(t) has degree ≤ ℓ, that is,
• is locally symmetric if and only if ℓ = 0 or C 2 = 0. Remark 1.4 (Geometric interpretation of the formulas (1.9)). The coordinate vector fields ∂/∂t i are mutually commuting hamiltonian Killing vector fields for (g, ω) from (1.9): the coefficients of g do not depend on the variables t i , hence, each vector field ∂/∂t i is Killing. Moreover i ∂/∂t i ω = −dµ i and therefore ∂/∂t i = Jgrad µ i is a hamiltonian vector field with hamiltonian function µ i . Since each ∂/∂t i preserves g and ω = g(J·, ·), it also preserves the complex structure J, i.e., each ∂/∂t i is a holomorphic vector field. Then, also the vector fields J(∂/∂t i ) are holomorphic. The symplectic reduction w.r.t. the (local) hamiltonian R ℓ -action generated by ∂/∂t 1 , . . . , ∂/∂t ℓ with moment map µ = (µ 1 , . . . , µ ℓ ) : U → R ℓ yields the manifold S together with the (pseudo-)Kähler structure (g c (p(A c )·, ·), J c ) parametrized by the level sets of µ. The complex manifold (S, J c ) is the quotient of (M, J) w.r.t. the (local) C ℓ -action generated by the holomorphic vector fields ∂/∂t i , J(∂/∂t i ), i = 1, . . . , ℓ.
The
The condition (1.8) on the differentials dθ i = dα i relates the curvature of this connection to the Kähler geometry of the base manifold (S, g c , ω c ). It determines the 1-forms α i only up to a change α i → α ′ i = α i + df i , where the f i 's are arbitrary functions on S. Such functions define a "fiber-preserving" local transformation f :
which pulls back (g, ω) from (1.9) to the corresponding (pseudo-)Kähler structure written down w.r.t. θ
The functions ρ 1 , . . . , ρ ℓ also have a geometric interpretation: they are the nonconstant eigenvalues of the normalized Ricci tensorRic = Ric − Scal 2(n+1) g of (g, ω) (when considered as hermitian endomorphism via metric duality). More details on the geometric origin of the formulas (1.9) will be given in §1.2, Theorem 2.1 and Remark 2.3. In (2.1) we will also give a formula for the complex structure J corresponding to (g, ω) (in a more general context).
Remark 1.5 (The positive definite locally symmetric case). Suppose (M, g, ω) is locally symmetric Bochner-flat and of nonconstant holomorphic sectional curvature, that is, (M, g, ω) is described by Theorem 1.2 with C 2 = 0 and ℓ = 0. In other words, (M, g, ω) takes the form of a locally symmetric space S g 0 ,J 0 ,A 0 ,Θ as described in Theorem 1.1 for Θ(t) = C 2 t 2 + C 1 t + C 0 a polynomial of degree ≤ 2. Assume further that g is positive definite. By Remark 1.
has constant holomorphic sectional curvature Θ ′ (c i ), where c 1 , . . . , c N are the different eigenvalues of the endomorphism A 0 . However, since A 0 is annihilated by the quadratic polynomial Θ(t), there are at most two such eigenvalues. Suppose that c 1 = c 2 are the eigenvalues of A 0 such that (M, g, ω) = (M 1 , g 1 , ω 1 ) × (M 2 , g 2 , ω 2 ) decomposes into two components of constant holomorphic sectional curvatures Θ ′ (c 1 ) and Θ ′ (c 2 ) respectively. Since we must have Θ(t) = (t − c 1 )(t − c 2 ) up to a nonzero factor, we see that
. We obtain the well-known statement from [28] that a complex n-dimensional positive definite locally symmetric Bochner-flat Kähler manifold is locally a direct product M n−s c ×M s −c for certain 0 ≤ s ≤ n, c ∈ R, where M n c denotes the complex n-dimensional space of constant holomorphic sectional curvature equal to c.
Note also that it was proven in [14] (positive definite) and [9] (arbitrary signature) that a compact Bochner-flat manifold is always locally symmetric.
According to Theorem 1.2, the next two examples exhaust all 4-dimensional examples for a non-symmetric Bochner-flat (pseudo-)Kähler structure. Example 1.2 (n = ℓ = 2). Consider R 4 with coordinates ρ 1 , ρ 2 , t 1 , t 2 , where t 1 , t 2 are real and ρ 1 , ρ 2 are either real or complex-conjugate, i.e., ρ 2 =ρ 1 . Let Θ(t) = C 2 t 4 + C 1 t 3 + C 0 t 2 + C −1 t + C −2 be an arbitrary polynomial of degree ≤ 4. Then, (g, ω), given in the coordinates ρ 1 , ρ 2 , t 1 , t 2 by the matrices
is a Bochner-flat (pseudo-)Kähler structure on the open subset of R 4 where ρ 1 = ρ 2 and ρ 1 , ρ 2 / ∈ Roots(Θ).
Note that in the previous example, the symmetric space (S, g c , ω c , A c ) = S g 0 ,J 0 ,A 0 ,Θ from Theorem 1.1 does not appear. In the next example, it does appear but it is complex 1-dimensional and therefore still takes a trivial form (the hermitian endomorphism A 0 is a real multiple of Id and we put it equal to zero, cf. Remark 1.2): Example 1.3 (n = 2, ℓ = 1). Let Θ(t) = C 2 t 3 + C 1 t 2 + C 0 t be an arbitrary polynomial of degree ≤ 3 such that Θ(0) = 0 and let (S, g c , ω c ) be an oriented constant curvature surface. Choose a 1-form α on S such that dα = −ω c and let ρ, t be coordinates on R 2 . Then, (g, ω) given by
is a Bochner-flat (pseudo-)Kähler structure on the open subset of R 2 × S where ρ = 0 and ρ / ∈ Roots(Θ). For writing it down more explicitly in terms of 4 × 4 matrices, choose coordinates x 1 , x 2 on S such that α = α 1 dx 1 + α 2 dx 2 (for certain functions α 1 , α 2 on S) and consider the components (g c ) ij = g c (∂ x i , ∂ x j ) and (ω c ) 12 = ω c (∂ x 1 , ∂ x 2 ) of g c and ω c respectively. Then, (g, ω) in the coordinates ρ, t, x 1 , x 2 takes the form
The simplest example in which the symmetric spaces S g 0 ,J 0 ,A 0 ,Θ from Theorem 1.1 enter in a nontrivial way is the following: Example 1.4 (n = 3, ℓ = 1). As before let ρ, t be coordinates on R 2 . We use the symmetric space (S = R 4 , g c , ω c , A c ) = S g 0 ,J 0 ,A 0 ,Θ from formulas (1.5) and (1.6) of Example 1.1 as part of the data in Theorem 1.2 and obtain the 6-dimensional Bochner-flat (pseudo-)Kähler structure
on the open subset of R 2 × S where ρ = 0. The 1-form α is given by (1.7).
Previous results and methods.
Almost all previously known results on Bochnerflat metrics (cf. for instance [21, 24, 25, 28, 29, 35, 36] ) have been generalized or rediscovered in [14] . Among the already mentioned local description, the article [14] also contains a classification of complete Bochner-flat metrics and, in particular, a description of the compact case: it turns out that compact Bochner-flat manifolds are locally symmetric. This statement also follows immediately from combining the local classification results from [1] with the compactification conditions obtained in [2] . The result that compact Bochner-flat manifolds are locally symmetric appeared first in [25] but its proof turned out to be incomplete, cf. [24] . The proof in [25] was based on the fact that all Bochner-flat metrics can be obtained (locally) by taking the quotient of a flat (as a Cartan geometry) CR-structure w.r.t. the flow of a CR-vector field which is transversal to the Levi distribution. This observation is originally due to [38] (see also [18, 19, 34] ) and this point of view was also taken up in [9] from a more general perspective to prove that also compact Bochner-flat (pseudo-)Kähler manifolds are locally symmetric. Theorem 1.2 provides a local description of Bochner-flat (pseudo-)Kähler manifolds on neighbourhoods of generic points which are characterized by some regularity condition, cf. Remark 2.1. It would still be very interesting to obtain a description of all complete Bochner-flat (pseudo-)Kähler manifolds and to extend the local description to singular points. Our approach towards Bochner-flat (pseudo-)Kähler metrics is different from that taken in [14] . The latter was based on the analysis of the exterior differential system describing a Bochner-flat Kähler structure whilst we will follow the approach taken in [1] . The authors of [1] derived local normal forms for Kähler metrics with a so-called hamiltonian 2-form (see [1, Equation (1) ] for the defining equation) and observed in [1, §1.3] (see also Lemma 2.2 below), that a Kähler metric is weakly Bochner-flat, i.e, its Bochner-tensor has vanishing divergence, if and only if the so-called normalized Ricci form is a hamiltonian 2-form. Subsequently, they found the additional conditions on the parameters of their normal forms such that the metric is weakly Bochner-flat resp. Bochner-flat. Our approach in the (pseudo-)Kähler setting is the same, although, our language will be slightly different: instead of a J-invariant 2-form ϕ, we consider the associated hermitian (i.e., g-symmetric, J-commuting) endomorphism A defined by ϕ = g(JA·, ·). The 2-form ϕ is hamiltonian (i.e., satisfies [1, Equation (1)]) if and only if A satisfies the linear first order partial differential equation
grad tr(A) and ∇ denotes the Levi-Civita connection of g. The solutions of (1.10) have a nice geometric interpretation which in the past motivated us and many other authors to study them without even knowing about the equivalent (and much younger) theory of hamiltonian 2-forms, see [22, 30, 31, 32, 40] and references therein: nondegenerate hermitian solutions of (1.10) are in one-one correspondence to metricsĝ which are c-projectively equivalent to g. Recall that two (pseudo-)Kähler metrics g,ĝ on a complex manifold (M, J) are called c-projectively equivalent if their Jplanar curves coincide. These curves can be viewed as some kind of generalized complex geodesics, see [6, Equation (1.1)] for a precise definition. For the explicit relation between solutions A of (1.10) and metricsĝ, c-projectively equivalent to g, see [6, Equations (1.2), (1.3)]. Independently of this and with different motivation, the theory of hamiltonian 2-forms was developed locally and globally in [1, 2] . In the more recent articles [6, 7, 16, 17] ideas of both theories have been combined.
In [6] we locally classified c-projectively equivalent (pseudo-)Kähler metrics generalizing the results of [1] to the case of arbitrary signature: we derived normal forms for a (pseudo-)Kähler manifold (locally in a neighbourhood of a generic point) which admits a hermitian solution of (1.10). This result will be recalled in formulas (2.1) and (2.2) of Theorem 2.1. In Lemma 2.2 we recall the fundamental observation made in [1, §1.3] that the normalized Ricci tensor (see the defining Equation (2.6)) is a solution of (1.10) if and only if the (pseudo-)Kähler structure is weakly Bochner-flat. We then continue to derive the additional conditions on the parameters of the normal forms (2.1) such that the (pseudo-)Kähler structure becomes Kähler-Einstein resp. weakly-Bochner flat. This is the content of Theorem 2.3. The description of weakly Bochner-flat (pseudo-)Kähler metrics from Theorem 2.3 is reduced to (pseudo-)Kähler metrics with parallel Ricci tensor (as studied for instance in [13] ). Of course, by the DeRham decomposition theorem [20] , such metrics in case they are positive definite just decompose (locally) into a direct product of Kähler-Einstein metrics. In arbitrary signature however, they may be indecomposable and non-Kähler-Einstein, cf. Remark 2.7. The articles [11, 12] contain a description of (pseudo-)Riemannian metrics with parallel endomorphisms but applying this to obtain a description of (pseudo-)Kähler metrics with parallel Ricci tensor does not seem to be straight-forward.
The language which is necessary for the precise description of the algebraic curvature tensors of the form R Θ,A 0 appearing in Theorems 1.1 and 1.2 will be introduced in §4.1. In that section we will also prove Theorem 1.1 which in fact is a simple algebraic observation (cf. Proposition 4.4(c)). The ideas for dealing with the curvature operators R Θ,A 0 : u(g 0 , J 0 ) → u(g 0 , J 0 ) already appeared in previous works: we will see that they are solutions of an equation on operators on the Lie algebra u(g 0 , J 0 ), see Equations (4.8) and (4.9). Remarkably Equation (4.8), which makes sense for an arbitrary semisimple Lie algebra g, occurs in several a priori unrelated fields: it first appeared in the theory of finite-dimensional integrable systems on Lie algebras [5, 27, 33] but has also applications to (real) projective geometry [10, §3] , c-projective geometry [6, Appendix A] and to the construction of certain (pseudo-)Riemannian holonomy algebras [8] . The interplay between solutions of (4.9) and symmetric spaces, as discovered in this article, will be explored in more detail in forthcoming articles.
Our main achievement in extending the results of [1, 14] to the (pseudo-)Kähler case is that we were able to deal with the Jordan blocks of the normalized Ricci tensor. As stated above, this tensor gives a solution of (1.10) if and only if the (pseudo-)Kähler manifold is weakly Bochner-flat. We showed in [6] that nontrivial Jordan blocks of solutions of (1.10) corresponding to nonconstant eigenvalues (when the eigenvalues are considered as functions on the manifold) cannot appear -this was one of the key ingredients in [6] for extending the local classification results from [1] to arbitrary signature. On the other hand, in the Bochner-flat case, the normalized Ricci tensor in general will have Jordan blocks corresponding to constant eigenvalues which give rise to the special class of symmetric spaces from Theorem 1.1. After having described the weakly Bochner-flat metrics among the metrics from (2.1) (Theorem 2.3), we continue with deriving the conditions under which these metrics are actually Bochner-flat. This is the content of Theorem 2.4 and Theorem 1.2 will follow from that. .2) therein. A geometric interpretation of these formulas is given in Remark 2.3. As in [1] we will use the nonconstant eigenvalues ρ 1 , . . . , ρ ℓ of A as coordinates instead of the z 1 , . . . , z r , x r+1 , . . . , x r+q that were used in [6, Example 5] . Compared to [6, Example 5], we have also changed the numbering of the ρ i 's to make our notation more transparent: the set {ρ 1 , . . . , ρ ℓ } contains all nonconstant eigenvalues of A, that is, this time complex conjugate eigenvalues are counted separately. If ρ i is real, we define
If ρ i , ρ j =ρ i is a pair of complex conjugate eigenvalues, we define
Note that Θ i (z) is a holomorphic function of z, i.e., Theorem 2.1 (Description of c-projectively equivalent metrics). Let n ≥ 2, 0 ≤ ℓ ≤ n and consider open subsets U, V ⊆ R ℓ . Let t 1 , . . . , t ℓ be real coordinates on V and let ρ 1 , . . . , ρ ℓ be coordinates on U. We allow ρ i to be complex in which case it occurs together with its complex conjugate ρ j =ρ i for some j = i. Consider the following data:
• For each i = 1, . . . , ℓ a function Θ i of one real (resp. complex) variable which is defined and nowhere zero on the image of ρ i and is a smooth (resp. holomorphic) function of ρ i if ρ i is real (resp. complex). Moreover, for a complex conjugate pair ρ j =ρ i we require Θ j (ρ j ) = Θ i (ρ i ).
•
• functions µ i , i = 1, . . . , ℓ, and µ i (ρ j ), i = 1, . . . , ℓ−1, j = 1, . . . , ℓ, which are the ith elementary symmetric polynomials in the variables ρ 1 , . . . , ρ ℓ resp. ρ 1 , . . . ,ρ j . . . , ρ ℓ (ρ j omitted),
(Note that for each i, the right-hand side is a closed 2-form on S.)
Then, we obtain a (pseudo-)Kähler structure (g, J, ω) on the open subset
of U × V × S which is given by the formulas (2.1)
Moreover, the endomorphism A given by (2.2)
is a hermitian solution of (1.10) with nonconstant eigenvalues ρ 1 , . . . , ρ ℓ and constant eigenvalues Spec(A c ).
Conversely, every 2n-dimensional (pseudo-)Kähler manifold (M, g, J, ω) with hermitian solution A of (1.10) takes locally the form (2.1) and (2.2) in a neighbourhood of a generic point.
Remark 2.1 (Generic points). Let us be more precise about the notion of a "generic point" which occurred at the end of Theorem 2.1: let (M, g, J) be a connected (pseudo-)Kähler manifold and let A be a hermitian solution of (1.10). We call a point p ∈ M generic, if in a neighbourhood of this point the number of different eigenvalues of A is constant (which implies that the eigenvalues are smooth functions on some neighbourhood of p), and for each eigenvalue ρ either dρ = 0 at p, or ρ is constant on a neighbourhood of p. By definition, the set M 0 of generic points is open and dense in M. By [6, Lemma 2.2(4)], the number of nonconstant eigenvalues of A is the same at each generic point. Remark 2.2 (Decomposing the "constant block"). By the deRham-Wu decomposition theorem [20, 39] , we can write
where A γ is a g γ -parallel hermitian endomorphism on the (pseudo-)Kähler manifold (S γ , g γ , ω γ ) whose spectrum consists either of one single real eigenvalue c γ (in which case the complex dimension of S γ equals the multiplicity of c γ in the characteristic polynomial p c (t) = det C (t · Id − A c ) of A c considered as complex endomorphism) or of two complex conjugate eigenvalues c γ ,c γ (in which case the complex dimension of S γ equals two times the multiplicity of c γ in p c (t)).
Remark 2.3 (The coordinates are natural). We see that the vector fields ∂/∂t i from Theorem 2.1 are mutually commuting holomorphic Killing vector fields for (g, J, ω) from (2.1): they preserve the metric and the complex structure and, hence, also the Kähler form. The existence of these Killing vector fields has been the key tool for obtaining the local classification of hamiltonian 2-forms resp. c-projectively equivalent metrics, cf. 
grad ρ i . Thus, the ρ i -eigenspace of a solution A of (1.10) is spanned by the vector fields grad ρ i and Jgrad ρ i . The eigenvalues Spec(A c ) of A c are the constant eigenvalues of A. Indeed, if u ∈ T S is contained in the generalized eigenspace of A c corresponding to some ξ ∈ Spec(A c ), it "lifts" to an element u − ℓ i=1 α i (u)∂/∂t i contained in the generalized ξ-eigenspace of A. In particular, the characteristic polynomial of A considered as complex endomorphism splits into the product of
We also see that the parameters Θ i appearing in (2.1)
hence, on the image of ρ i , Θ i is determined by the eigenvalue structure of the solution A of (1.10) given by (2.2). Finally, the (pseudo-)Kähler manifold (S, g c (p nc (A c )·, ·), J c ) is the (local) Kähler quotient of (M, g, J) w.r.t. the hamiltonian action of (the (pseudo-)group generated by) the hamiltonian Killing vector fields ∂/∂t 1 , . . . , ∂/∂t ℓ with moment map µ = (µ 1 , . . . , µ ℓ ) : M → R ℓ . As a complex manifold, (S, J c ) is the (local) quotient of (M, J) w.r.t. the holomorphic action of (the (pseudo-)group generated by) the holomorphic vector fields ∂/∂t i , J(∂/∂t i ), i = 1, . . . , ℓ, see [1, §3.1] and [6, §3.1].
Remark 2.4 (Relation to the results of [1] ). The main result of [1] describes the positive definite Kähler structures admitting a hamiltonian 2-form. Such a 2-form is given by φ = g(JA·, ·), where A is a hermitian solution of (1.10). Contracting A from (2.2) with g from (2.1) shows
Contracting this with J from (2.1), we get (2.4)
The formulas (2.1) and (2. In the formula for Scal we adopt the convention to identify a hermitian (i.e., symmetric, J-invariant) (0, 2)-tensor A with the corresponding hermitian (i.e., g-symmetric, J-commuting) endomorphism (both denoted by the same symbol) via A(x, y) = g(x, Ay). The Bochner tensor Boch is defined by (2.5)
Note that in order to obtain the decomposition of R into irreducible components w.r.t. the action of the unitary group U(g, J), we have to replace Ric in (2.5) by its trace-free part Ric 0 = Ric −
Scal 2n
g. The divergence of a (0, s + 1)-tensor field T is defined to be the (0, s)-tensor field Div(T ) which, in abstract index notation, is given by Div( g.
The following statement was proven in [1, §1.3] for positive definite g. Its proof carries over without any change to the case of arbitrary signature (the computation of the divergence of (2.5) only involves contractions and some standard identities for the Kähler curvature tensor which hold in any signature). We refer also to [14, §2.3 and Equation (2.14)] for the corresponding statement in the Bochner-flat case. Lemma 2.2 is the key which allows to apply the description of (pseudo-)Kähler manifolds with hermitian solution of (1.10) from Theorem 2.1 to the weakly Bochner-flat and, in particular, to the Bochner-flat case.
2.3.
Kähler-Einstein and weakly Bochner-flat metrics. The next theorem will be proven in §3. It is the first step in the proof of Theorem 1.2. 
Conversely, every 2n-dimensional weakly Bochner-flat (pseudo-)Kähler manifold (M, g, J, ω) takes locally, in a neighbourhood of a generic point, the form (2.1) with (a) and (b) satisfied. Note that for A = B = Id, the tensor R Id,Id is the Kähler curvature tensor of constant holomorphic sectional curvature with scalar curvature Scal(R Id,Id ) = 8n(n + 1). For a polynomial Θ(t) = N k=0 a k t k (with real coefficients) and a hermitian endomorphism A : V → V, we now define the algebraic curvature tensor (2.10)
Again, if there is some ambiguity in the choice of the scalar product, we write R g,Θ,A instead of R Θ,A . We see immediately that if A = c · Id for some c ∈ R, then R Θ,c·Id = − 1 8
Id is a tensor of constant holomorphic sectional curvature with scalar curvature Scal(R Θ,c·Id ) = −n(n + 1)Θ ′ (c). We will explain in §4.1 that R Θ,A defined in (2.10) indeed arises from the Riemannian curvature tensorR Θ,A defined in (1.1) via projecting the latter onto the space of Kähler curvature tensors. The proof of Theorem 1.2 will be given in §4. The statement we will actually prove is Theorem 2.4 which in particular implies Theorem 1.2 (cf. also Remarks 2.10 and 2.11): Theorem 2.4 (Bochner-flat (pseudo-)Kähler structures). The (pseudo-)Kähler structure (g, J, ω) from (2.1) is Bochner-flat if (a) Θ i (t) = Θ(t) is a polynomial of degree ≤ ℓ + 2 independent of i, (b) Θ(A c ) = 0 and (c) R c = R gc,Θ,Ac , where R c is the curvature tensor of (g c , ω c ). Under these conditions, when Θ(t) = C 2 t ℓ+2 + C 1 t ℓ+1 + . . . , the curvature tensor R of g is given by R = R g,q,A , where q(t) = C 2 t 2 + (C 2 µ 1 + C 1 )t and A is the endomorphism from (2.2). Thus, (g, J, ω) has constant holomorphic sectional curvature with scalar curvature Scal = −n(n + 1)C 1 if and only if C 2 = 0 and it is flat if and only if in addition
Conversely, every 2n-dimensional Bochner-flat (pseudo-)Kähler manifold (M, g, J, ω) takes locally, in a neighbourhood of a generic point, the form (2.1) with (a)-(c) satisfied. Remark 2.8 (Relation to the results of [1] ). This statement generalizes the description of positive definite Bochner-flat metrics from [1, 14] : if A c has only real eigenvalues c 1 , . . . , c N and is diagonalizable, the condition Θ(A c ) = 0 is equivalent to Θ(c i ) = 0 for i = 1, . . . , N. Moreover, the condition R c = R Θ,Ac factorizes (cf. Proposition 4.4(a)) w.r.t. the decomposition (2.3) such that for each component (g γ , ω γ ) of (g c , ω c ) on which A c = c γ Id, it gives
R Id,Id , where R γ is the curvature tensor of (g γ , ω γ ). Thus, (g γ , ω γ ) has constant holomorphic sectional curvature with scalar curvature equal to Scal γ = −Θ ′ (c γ )n γ (n γ + 1) (cf. for instance (2.9)), where n γ is the multiplicity of c γ in the characteristic polynomial p c (t) of A c . Remark 2.10 (Relation to Theorem 1.1). Since A c is parallel w.r.t. g c (cf. Theorem 2.1) and R c = R gc,Θ,Ac for the polynomial Θ(t) with constant coefficients (cf. Theorem 2.4), the curvature tensor R c of g c must be parallel as well, hence, the constant block (S, g c , J c , ω c ) is a locally symmetric space. Theorem 1.1 then states that there are no more obstructions on (S, g c , J c , ω c ) or Θ(t) arising from this condition and therefore (S, g c , J c , ω c ) is indeed of the form S g 0 ,J 0 ,A 0 ,Θ , where g 0 = g(p), J 0 = J(p) and A 0 = A(p) for some point p ∈ S.
Remark 2.11 (The locally symmetric case). Clearly, a Bochner-flat (pseudo-)Kähler manifold (M, g, J, ω) is locally symmetric, that is, the curvature tensor R is parallel, if and only if its Ricci tensor is parallel, cf. Equation (2.5). From the formula R = R g,q,A from Theorem 2.4 together with (2.8)-(2.10), we compute that the Ricci tensor and scalar curvature of g are given by 
where p c (t) = det C (t·Id−A c ). From this it is straight-forward to compute Ric = dd c κ(·, J·): define functions
where Ric c is the Ricci tensor of (g c , ω c ) and
We see from (2.1) and (3.2) that λ i is an eigenvalue of Ric (when considered as endomorphism) with corresponding eigenspace span{∂ ρ i , J∂ ρ i }. .2) with Ric from (3.2), the first set of equations we obtain from (3.3) is
which after integration (and using µ
We recall some standard identities that will be used frequently throughout the article:
Lemma 3.1. Consider free variables ρ 1 , . . . , ρ ℓ (which are either real or arise as complex conjugate pairs) such that
(a) We have
and, more generally,
, where f i : R → R are functions of one variable and h :
. be a polynomial of degree ≤ ℓ + 2. Then, we have the identity
Proof. Part (a) is taken from [1, Appendix B] . To show part (b) we first notice that
Iteratively we conclude To show part (c) we apply the Vandermonde identities (3.5) in the ℓ + 1 variables ρ 1 , . . . , ρ ℓ , t to the degree ≤ ℓ + 2 polynomial Θ(t). We obtain
Applying this to
Applying the identities (3.5) to (3.4), we see that H j (t) − c 2 t ℓ+1 − c 1 t ℓ − c 0 t ℓ−1 is a polynomial of degree ≤ ℓ − 2 in t (with constant coefficients independent of j). We write H(t) = H j (t) for the polynomial of degree ≤ ℓ + 1. Now let us turn to the implications for the constant block (g c , ω c ) of the Kähler structure from (2.1) arising from the weakly Bochner-flat condition (3.3): combining (3.3) with (2.1), (2.2) and (3.2) yields
Thus, −2g
c Ric c = p(A c ) for some polynomial p(t) with coefficients that may a priori depend on ρ. To show that the polynomial has actually constant coefficients, fix ρ 1 < · · · < ρ ℓ and choose t ∈ R such that t = ρ i , 1 ≤ i ≤ ℓ. Then we see from (3.8) that
Recall that H(t) = c 2 t ℓ+1 + c 1 t ℓ + c 0 t ℓ−1 + . . . is a polynomial of degree ≤ ℓ + 1. Then the identities (3.5) taken in the ℓ + 1 variables ρ 1 , . . . , ρ ℓ , t show that
Inserting this into the last equation, we see that p(t) = H(t) holds for all t ∈ R and therefore (3.8) is equivalent to
This completes the proof of Theorem 2.3.
Proof of Theorem 2.4
4.1. Algebraic preliminaries. We continue to work with the notation introduced in §2. 4 . Let (V, g, J) be a (pseudo-)hermitian vector space with hermitian form ω = g(J·, ·).
Denote by Each R ∈ 4 V * satisfying (K1) can be identified with a linear operator R : so(g) → so(g). Indeed, if we adopt the (1, 3)-tensor notation for R, i.e., R(x, y, u, v) = g(x, R(u, v)y), and identify Λ 2 V with so(g) by
then we can set by definition:
Similarly, if we consider generating elements
, then we can view an element R ∈ 4 V * satisfying (K1) and (K4) as a linear operator R : u(g, J) → u(g, J), namely:
Recall the formula for the orthogonal projection R(V) → K(V) (cf. for instance [37] ): We now use the projection pr to interpret the curvature tensors (2.7) and (2.10) defined above in §2.4 as operators on u(g, J). Let A, B : V → V be hermitian endomorphisms. It is easy to check that the linear operator R A,B : u(g, J) → u(g, J) corresponding to the curvature tensor R A,B ∈ K(V) defined in (2.7) is given by 
Now let q(t) =
N k=0 a k t k be any polynomial. From the definition (2.10) and Equation (4.1), it follows that the linear operator R q,A : u(g, J) → u(g, J) corresponding to the curvature tensor R q,A ∈ K(V) takes the form
. By (4.2) we have
where R q,A : so(g) → so(g), R q,A ∈ R(V), is defined by
The operator R q,A can be written more compactly in the form
Remark 4.1 (Changing the polynomial). The zero-order term a 0 of q(t) does not contribute to R q,A from (4.4). We also see that for any λ ∈ C (when we complexify V and extend all objects complex-linearly), R q,A = Rq ,A−λId for the modified polynomialq(t) = q(t + λ). This follows by applying the projection pr : R(V) → K(V) to the obvious identity R q,A = Rq ,A−λId for the curvature operators from (4.7).
We can generalize the above constructions by considering a rational or real analytic function f : R → R instead of a polynomial q(t): for A : V → V hermitian, define an operator R f,A : so(g) → so(g) as in (4.7) by
Since f is real analytic we obtain as above that R f,A ∈ R(V). Then, we define
where pr : R(V) → K(V) is the projection from Lemma 4.1.
Thus, by (4.3) we have R f,A = − If there are any ambiguities in the choice of the scalar product g (compatible with a fixed complex structure J), we write R g,A,B , R g,A,B , R g,f,A and R g,f,A instead of R A,B , R A,B , R f,A and R f,A . A similar convention is adopted for the corresponding algebraic curvature tensors.
We will show next that the operators R q,A for fixed A arise as solutions of a certain inhomogeneous linear equation. The first statement of the next lemma also appeared in (a) Suppose an operator R : u(g, J) → u(g, J) satisfies
Then, B = q(A) for a certain polynomial q(t) with real coefficients (unique up to adding a polynomial r(t) such that r(A) = 0). (b) Let q(t) be a polynomial with real coefficients. Consider the equation
on operators R : u(g, J) → u(g, J). A particular solution is given by R = R q,A ∈ K(V). Any solution of (4.9) can be written as R q,A +ϕ for an operator ϕ :
The Ricci tensor of the operator R q,A (resp. the Ricci tensor of the curvature tensor R q,A corresponding to R q,A ) takes the following explicit form:
where the polynomial q λ i (t) is defined from the relation q(t) − q(
Remark 4.2 (Sectional operators). The commutator relation (4.8) plays an important role in the theory of integrable systems on Lie algebras [5, 27, 33] -note that (4.8) also makes sense on an arbitrary semisimple Lie algebra g. Solutions R : g → g are known as sectional operators. The analogue of (4.8) for g = so(g) also appeared in (real) projective geometry [10, §3] and in the construction of certain holonomy algebras for (pseudo-)Riemannian metrics [8] . The properties of solutions of (4.8) have been applied to c-projective geometry in [6, Appendix A] and we will make further use of it in §4.3 and §4.4 below.
Proof of Lemma 4.2. (a) Consider V as a complex vector space (with multiplication (a + ib)x = ax + bJx). For an arbitrary complex-linear endomorphism Y : V → V and X ∈ u(g, J) we compute (c) Since formula (4.10) is linear in q, it is sufficient to check it for q(t) = t k . Then we have
and, by using (2.8),
Now taking into account the fact that each eigenvalue λ i of A comes with multiplicity 2, we can rewrite the above formula as
where q(t) = t k , as required.
We have shown that an algebraic curvature operator R solving (4.9) is of the form (4.4) up to adding a curvature operator ϕ with image in the stabilizer g A of A (of the (adjoint) action of u(g, J) on hermitian endomorphisms). The form of this subalgebra is very much restricted by the Jordan normal form of A: Lemma 4.3. Let (V, g, J) be a (pseudo-)hermitian vector space and let A : V → V be a hermitian endomorphism. Denote the complexification of V by V C = V ⊗ R C and, for λ ∈ Spec(A), the generalized λ-eigenspace of A by V λ ⊆ V C . Suppose ϕ ∈ K(V) satisfies
Then, ϕ(x, y, u, v) = 0 (we extend ϕ complex-linearly to the complexification V C ) whenever two vectors are contained in different spaces
Proof. The proof follows immediately from (4.11), which equivalently reads [ϕ(x, y), A] = 0 for all x, y ∈ V, in combination with the symmetries (K1)-(K4) of a Kähler curvature tensor ϕ(x, y, u, v) = g(x, ϕ(u, v)y) and the fact that generalized eigenspaces V λ , V λ ′ , λ = λ ′ , are perpendicular to each other.
Of particular interest for us is the case q(A) = 0 in the commutator relation (4.9). Part (b) of the next proposition relates the statement of Theorem 2.4 for Bochner-flat metrics to the weakly Bochner-flat case from Theorem 2.3. Part (c) is Theorem 1.1. Proposition 4.4. Let (V, g, J) be a (pseudo-)hermitian vector space, let A : V → V be a hermitian endomorphism with characteristic polynomial p(t) = det C (t · Id − A) and let Θ(t) be a polynomial such that Θ(A) = 0. Then, we have the following:
(a) R = R Θ,A satisfies (4.11). In particular, R Θ,A (x, y, u, v) = 0 whenever two vectors are contained in different spaces V λ , V λ ′ , λ = λ ′ (in the notation of Lemma 4.3). Conversely, if [R q,A (X), A] = 0 for all X ∈ u(g, J) and certain polynomial q(t), we have q(A) = 0 if we chose the zero-order term in q(t) appropriately.
. Then,
(c) R Θ,A satisfies the integrability condition (1.2). 
From (4.1) and (4.4) we see that R Θ,A (X) is a linear combination of terms of the form R 1 (X) = A r XA s and R 2 (X) = tr(JA r X)JA s . Thus, it suffices to verify the two equations
Using that by part (a) we have R Θ,A (X)A = AR Θ,A (X), the first equation can be verified straight-forwardly. The second equation also follows easily from part (a): 
4.2.
The curvature in the weakly Bochner-flat case. As in §3.2 assume that a (pseudo-)Kähler structure (g, J, ω) is weakly Bochner-flat with normalized Ricci tensor a linear combination of Id and a hermitian solution A of (1.10). Then, Ric is given by (3.3) for certain constants c 2 , c 1 which appear as coefficients of highest order in the degree ≤ ℓ+1 polynomial
from Theorem 2.3. Taking the trace from (3.3) and replacing c 1 , c 2 by constants C 1 , C 2 defined by (4.12) c 2 = (n + 2)C 2 and c 1 = C 2 2 tr(A c ) + (n + 1)C 1 ,
Inserting these formulas for Ric, Scal, c 1 and c 2 into the formula for R from (2.5) and using the notation from §4.1, we see that
where f 0 can be any function on M (it does not contribute to R q,A ). If the (pseudo-)Kähler structure is actually Bochner-flat, we obtain (4.14)
Notice that the condition (4.14) is necessary and sufficient for the (pseudo-)Kähler structure (g, J, ω) to be Bochner-flat (cf. Remark 4.4). Thus, our goal is to show that (4.14) is equivalent to conditions (a), (b) and (c) of Theorem 2.4. 
are polynomials of degree ℓ + 2 and ℓ + 1 respectively. The leading coefficients of these polynomials Θ(t) = C 2 t ℓ+2 + C 1 t ℓ+1 + C 0 t ℓ + . . . and H(t) = c 2 t ℓ+1 + c 1 t ℓ + c 0 t ℓ−1 + . . . are related as follows (this can be easily checked by a straight-forward computation):
In particular, the notation for these coefficients agrees with (4.12) . If the constant block (g c , ω c , A c ) is absent, we assume that tr(A c ) = tr(A q(A) with q(t) being a quadratic polynomial of the form q(A) with q(t) given by (4.18) for some constants C 0 , C 1 and C 2 , then the Θ i satisfy conditions (a) and (b) of Theorem 2.4 and Θ(t) = Θ i (t) has leading coefficients C 2 , C 1 and C 0 .
Proof. By using the formulas (2.1) for (g, J, ω), we can compute ∇Λ explicitly: Lemma 4.7. Let (g, J, ω) be the (pseudo-)Kähler structure from (2.1) and let A be the solution of (1.10) given by (2.2).
where F = span{grad ρ i , Jgrad ρ i : i = 1, . . . , ℓ} (such that the orthogonal complement F ⊥ is the direct sum of the generalized eigenspaces of A corresponding to the constant eigenvalues). (c) We have
where
grad ρ i we calculate for an arbitrary tangent vector u that
from which (a) follows. To prove (b), let u ∈ F ⊥ . Using (1.10), we compute for each i ∈ {1, . . . , ℓ}
follows. To prove (c), we notice that (a) gives us all the eigenvalues of ∇Λ related to the nonconstant block. Taking into account both constant and nonconstant blocks, formula (3.7) and the fact that each eigenvalue comes with multiplicity two, we get
The final formula for H j (t) = H(t) = c 2 t ℓ+1 + c 1 t ℓ + c 0 t ℓ−1 + . . . follows from the Vandermonde identities (3.5).
Let us continue with the proof of Lemma 4.6: let q(t) be the polynomial given by (4.18) for certain constants C 0 , C 1 and C 2 . Then, ∇Λ = 
for each i = 1, . . . , ℓ. Lemma 3.1(b) implies that functions Θ i (t) solving (4.21) must be equal to a polynomial Θ i (t) = Θ(t) of degree ≤ ℓ + 2 (independent of i). Moreover, summation over all i = 1, . . . , ℓ in (4.21) together with the identity (3.7) yields
Comparing with (3.5), we see that C 2 , C 1 , C 0 are the leading coefficients of the polynomial Θ(t). Conversely, the choice Θ i (t) = Θ(t) = C 2 t ℓ+2 + C 1 t ℓ+1 + C 0 t ℓ + . . . for polynomials Θ i (t) solves (4.21) as can be verified straight-forwardly by using the Vandermonde identities (3.5).
For proving Lemma 4.6, it remains to show that under the assumption that Θ i (t) = Θ(t) = C 2 t ℓ+2 + C 1 t ℓ+1 + C 0 t ℓ + . . . , we have ∇Λ| F ⊥ = 
By Lemma 3.1(c), we have
such that the left-hand side of (4.22) is the same as −Θ(A c )p nc (A c ) −1 +q(A c ). Thus, (4.22) is equivalent to Θ(A c ) = 0 as we claimed. Now, if we assume that (g, J, ω) is weakly Bochner-flat, then we can obtain the formula for q(t) by inserting the formulas (3.3) and (4.13) for Ric and R into the right-hand side of the formula (4.17) for ∇Λ, cf. [1, §2.3] and [14, Equation (2.14)]:
Lemma 4.8. Let (g, J, ω) be the (pseudo-)Kähler structure from (2.1) and let A be the solution of (1.10) given by (2.2). Suppose (g, J, ω) is weakly-Bochner flat with normalized Ricci tensor (2.6) a linear combination of A and Id. Let c 2 , c 1 , c 0 be the leading coefficients of the degree ≤ ℓ + 1 polynomial
such that Ric is given by (3.3). Then we have q(A) for q(t) given by (4.18) with some constants C 2 , C 1 , C 0 , then these constants are related to c 2 , c 1 , c 0 as in (4.15) and, therefore, Boch(JA) = 0.
Proof. The curvature R is given by the formula (4.13). Using (4.1) in R(JA) = Boch(JA)− 1 8
On the other hand, by (3.3) and (4.15),
It remains to substitute this expression in (4.17) and use formula (4.19) for tr(∇Λ) to get:
JBoch(JA) + We now use Lemmas 4.6 and 4.8 to clarify the geometric meaning of conditions (a) and (b) of Theorem 2.4. For the (pseudo-)Kähler structure (g, J, ω) from (2.1) we say that a tangent vector is vertical if it is contained in the vertical distribution F = span{grad ρ i , Jgrad ρ i : i = 1, . . . , ℓ}. It is called horizontal if it is contained in the orthogonal complement F ⊥ . Note that F is the direct sum of all eigenspaces of A from (2.2) corresponding to the nonconstant eigenvalues ρ 1 , . . . , ρ ℓ . Thus, F ⊥ is the direct sum of the generalized eigenspaces of A corresponding to the constant eigenvalues. We will call a tensor horizontal if it vanishes when a vertical tangent vector is inserted. On the other hand, the weakly Bochner-flat condition implies that the curvature tensor R is given by (4.13), i.e., R = R q,A + Boch. Hence we conclude that ϕ = Boch and By Lemma 4.8, Boch also satisfies Boch(JA) = 0. We see from (2.4) (reformulated using the notation from §4.1) that
and therefore JA = Note that by assumption we have Θ(t) = C 2 t ℓ+2 + C 1 t ℓ+1 + C 0 t ℓ + . . . for certain constants C 0 , C 1 and C 2 . For further simplification of Equation (4.29), we use the notation introduced in §4.1: the hermitian vector space V w.r.t. which the Kähler curvature tensors from §4.1 are considered is a tangent space T p S of S with complex structure J c . Note that (T p S, J c ) is canonically isomorphic to (F . Moreover, by Lemma 3.1(c), we have f (t) = − Θ(t) pnc(t) + q(t) for q(t) = C 2 t 2 + (C 2 µ 1 + C 1 )t + . . . such that we obtain (4.32) R H = R g H − R g H ,Θ/pnc,Ac + R g H ,q,Ac .
From (4.32) we see that the horizontal Bochner-flat condition (4.28) is equivalent to (4.33) R g H = R g H ,Θ/pnc,Ac .
We claim that (4.33) is actually equivalent to R c = R gc,Θ,Ac .
For proving this, let us evaluate the right-hand side of (4.33) using Θ(A c ) = 0: for X ∈ so(g H ) we compute for the Riemannian curvature operator R g H ,Θ/pnc,Ac : so(g H ) → so(g H ) (4.34) We obtain Suppose Θ(t) = N k=0 a k t k . We can easily verify (using (4.3) and (4.6)) that the (0, 4)-curvature tensor corresponding to the operator R g H ,Θ,Ac takes the form So far the discussion for the Riemannian curvature tensors. We now apply the projection operator pr : R(V) → K(V) from Lemma 4.1 to both sides of (4.41) and obtain = R gc,Θ,Ac (p nc (A c )x, y, u, v) for all x, y, u, v ∈ V. Thus, (4.33) is equivalent to R c = R gc,Θ,Ac as we claimed.
