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Abstract: In this paper an inverse problem is formulated and its numerical solution is given. The problem is of interest, 
for example, in geophysics. Numerical results show that the algorithm is efficient for noisy data. Practical recom- 
mendations are given. The problem consists of finding n(z), the refraction coefficient of the medium, given the 
surface data u(x, k), Vx E P = {x : x3 = 0) and all k E (0, k,), where k, > 0 is an arbitrary small wave number. The 
governing equation is [V2 + k2n(z)]u = - 6(x), x =(x1, x2, z). Analytical solution to this inverse problem is given, 
a numerical implementation is suggested and the results of the numerical experiments are reported. 
Keywords: Inverse, ill-posed, optimization, noisy data, layered medium. 
1. Formulation of the problem 
In geophysical prospecting and seismology there are many problems which are governed by 
the equation 
Au(x) + W*IZ(Z)U(X) = -6(x) (1) 
where x = (x1, x3) E R3, x1 = (x,, x2) E R2, z = x3 < 0, w > 0. In acoustic prospecting, 6(x) is 
a point source situated at the origin, u(x) is the pressure, w is the wave frequency, and 
c(z) = n -l”*(z) is the velocity of the wave at the depth z. The inverse problem is to find n(z) 
from the given data: u( x, w), where x E P := {x : x3 = 0} and 0 -C w < c+,, w0 is a fixed small 
frequency. The inversion theory of low-frequency data has been developed by one of the authors 
in a series of papers [1,2,4,5,9-12,14,15], and in the book [3]. The purpose of this paper is to give 
numerical solution of an inverse problem of practical interest and report on the numerical results 
obtained. Let us give a sketch of our approach following [l]. 
Fourier transform (1) in x1 to get 
u -“G122ii+q(z)ii= -6(z), 
where 
4(z) = a2n(z>, ii’ = dC/dz, 
ii(A, z) = /+W e-ih.x’ti(xl, z) dx’, 
x*=x:+x”,. 
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Assume that A2 > q. := ti2 max, 1 n(z) 1, then the integral equation 
G(h, z) =g(h, z) + /+=g(h, z -z’)q(z’)ii(h, z’) dz’ 
-* 
(2) 
where g(h, z) = e -““/2X is uniquely solvable by iterations, and ii is analytic in h in the 
region Re X > q,!,” (see [l] and [3, p. 2191). Note that 
ii@, z) =g(X, z) + UljiDg(h_ z-z’)n(z’)g(z’) dz’+O(W4) as w-+0. 
-t/3 
Therefore, 
fez, jj> z tFo(g - g)w-2 = r_:: e-;;=” n(z’)q dz’. 
This low frequency limit was used in [2] and [3]. Set z = 0, then 
F(X) := 4h2f(0, X) = 1-I e-2h/zln(z) dz, h > 0. (3) 
Since the data are given on the plane P := { x : x3 = O}, fi( A, 0) and F(h) are known. Therefore, 
the inverse problem is reduced to finding n(z) from the knowledge of F(X). 
Assume that n(z) = 1 for z > 0 and n(z) = no = const. for z < -d, where d is a certain 
depth. Note that no can be computed from the data F(X) by the formula: n, = 
- lim h,a2A[F(X) - 1/(2h)]. Equation (3) becomes 
s 
0 
epZAizln(z) dz=$(A) (4) 
-d 
where 
n, e-2Xd 
$(h)=F(A)-& 2x . 
A change of variables, 2A = p, z = - t, transforms (4) into 
J 
de-prh(t)dt=@(p), p>O 
0 
where h(t) = n( - t), Q(p) = $(ip). The function h(t) can be found by the method given in [3] 
and [4]. This method is computationally difficult and in this paper we discuss inversion under a 
priori assumption that h is piecewise constant. This assumption makes the problem less 
ill-posed. For general results in the theory of ill-posed problems one can consult [13,16,17]. The 
problem of inverting the Laplace transform of a compactly supported function from the real axis 
is solved analytically in [5]. 
We assume that n(z) = 1 for z > 0 (above the ground), n(z) = n,, for z -C -d, n, > 0, d > 0, 
and n(z)=n, for z,<z<zj+,, l<j<m, z,= -d, z,+, = 0. So there are m homogeneous 
layers in the region -d-c z -c 0. Here d is a given number. Therefore (4) yields 
,r; n, [e- 
2hlr~+ll -e-2Xlr,l] =+(A) := 2hlC/(A), X > 0. (5) 
This problem is ill-posed, it is very sensitive to noise in the data. See [13] for a treatment of a 
number of ill-posed problems and references. One wishes to find an efficient way to recover 
parameters { n, },“=, , { zj},“= 1 f rom the knowledge of +(A). In this paper, we give a numerical 
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solution to this problem and demonstrate its efficiency. We assume in the beginning that the 
number m of layers is known. In Appendix 1 a method is given for estimating this number from 
the data. Prony’s method can also be used for determining ni and z,, j = 1, 2,. . . , m. Prony’s 
method is complicated and very sensitive to the noise in the data. An extensive bibliography on 
Prony’s method can be found in [8] and [3, Appendix 71. Inversion of the fixed-frequency data in 
3D inverse problems has been discussed in [18-201. 
2. The description of the algorithm 
Let {@(Xi)};“=, be given, where {A,}:=, is a set of positive numbers. Selection of the 
collocation points A, is discussed in Section 3. Replacing X by Ai for i = 1, 2,. . . , N in (5) yields 
f n,[e-wz,+lI _e-w~,l] =+pJ, i=1,2 ,..., N. (6) 
;=1 
This is a nonlinear system for { n,}y=, and { zj}Jm_i. It can be solved by an optimization method. 
Let us describe the method. Set 
6;(w,, W2,...,WM> Y,, Y2,..., ym) := 5 wj[e-2b,+' - e-2Lq, 
j=l 
G(w,, w2,...,wm, ~1, ~2,...,~,,7):= ;L2(w,. ~2r...,w,, ~1, Y,~...,Y,), 
,j = 1 
ff=&-+(Xi), i=l,2,...,N. 
We want to find { nj},“= 1 and { z, }JYi by minimizing G, the target function. Note that here the 
variables wi, w 2,. . . , w,, y,, y,, . . . , y,,, are not free variables. They satisfy the constraints: 
g1 := wj > 0, 
g,+, := Y, ’ 0, 
I 
j=l,2 ,..., m. (7) 
gj+Zm :=yj+l -yj > 0, 
Introduce parameters M,, j = 1, 2,. . . , 3m, then the problem is reduced to the following 
unconstrained optimization problem: 
F(w,, w2,...,w,, Y,, ~,,...,.~,)=min 
where 
Nt3m 
F=G+ c fi2, ~.+,=M,Imin(O, gi)12, i=l,2 ,..., 3m, 
i=N+l 
are exterior penalty functions [6], and M,, i = 1, 2,. . . ,3m, are given large positive numbers 
chosen so that f, = 0, i = 1, 2,. . . ,3m, at the minimizer of F, therefore conditions (7) are satisfied 
at this minimizer. 
Newton’s method for minimizing F(x) is 
&=+i) =X(k) _ [F”(+)] -‘OF(#)), 
x=(x,, X2YvX2J=(W1~ w2,.-.,w,, Yl, Y,,...,Y,). 
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Here vF( x) is the gradient of F, and F” is the matrix 
a2F 
i 1 ax,ax, ’ i=l,2 ,,.., 2m, j= 1, 2,. “> 2m. 
Newton’s method has quadratic convergence near a local minimizer. But it requires calculation 
of second derivatives of the target function. One can estimate the second derivatives of F(x) by 
the first derivatives of f,(x), i = 1, 2,. . . , A4 := N + 3m. 
Let xCk) be an approximation of the minimizer x * of F. To construct x (k+t) , we approximate 
f,(x) by the linear functions 
Pk’ :=f,(x’“‘) + z Jij(X(“))(X, - xj”)), I 
J=l 
J,,(x)= vi(x) i=l 2 ax , , ,..., M, j-l,2 ,..., 2m. 
J 
So in place of F(x), one minimizes CEr( r,ck)(x))*. Let us denote this function by the same letter 
F(x). Then 
J”‘(X’k’) = 2(J’k’)T(J’k’), 
.JCk)=(JI,(~(‘))‘), i=l,2 ,..., M, j=l,2 ,..., 2m, 
vF( xck)) = 2( J’“‘)‘f( ~(~9, 
fib) ’ 
f(x) = f2(Ix) . 
,fMiX) 
Thus the iterative procedure is 
X(k+r) = X(k) _ j(,(k))=(,(k)))~l(,(k))=f(x(k)). (8) 
This scheme is easy to implement and our results show its efficiency. Note that (J’k’)T(J’k’) is 
always ill-conditioned when xCk) is sufficiently close to a minimizer, and (J’k’)T( .ICk’) some- 
times is ill-conditioned even when x (k) is not close to a minimizer. To overcome this, we change 
the search direction a little, so the modified procedure is 
X(k+r) = X(k) _ [(P’)= (P’) + a,l] -‘( P’)=f (X(Q) (9) 
where (Ye > 0 is a parameter. The choice of (Ye is described in the outline of the program below; 
(Y,, is stored in the variable named CY. This is Marquardt’s method [7] which is a combination of 
the least squares method and the gradient method. 
Let us outline the algorithm: 
One starts with an initial point x(O), the data {A,}~=,, { $~(h,)}y=,, m, a positive integer, C, a 
small positive number, d, a positive number, parameters CY~ > 0, u > 0, { M,},~Z,, each M, is a 
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positive large number. IW is a count number, the meaning of which can be seen clearly from the 
following outline, and IWO is the terminating number for IW. 
Step 1. 
Step 2. 
Step 3. 
Step 4. 
Step 5. 
Step 6. 
Step 7. 
0 -k, CQ =a a. 
- 1 * IW, a/u * (Y, calculate: 
fWk’) = (flcX’k’>, f2cx’k’,,....f,,(x’k’))T, 
M 
F(XCk’) = c fr2(XCk)), 
i 
afdx(k’) aflwk’) aflwk’) 
ax1 ax, ‘. . axzm 
af2 b(k)) af,(X(k)) af2(x(k)) 
J(k) = 8% axzm 
I afdx(k)) af,b(k)) . . . afdp ax, ax2 2n1 
Calculate: 
pk = -[(J(~))'.J(~)+ +I] -‘(Yk))‘f(_dk)). 
xck+l) = x(k) + pk and F(x(~+‘)), 
where (Ye is a real number in cell (Y. 
If F(x (k+l)) is less than ( (k) F x ), then pass to the sixth step, otherwise do the next step. 
IW + 1 * IW. If IW > IWO, then go to Step 7, otherwise, do the following: 
{ (YU = cr_. If I]( J(k))Tf(~(k)) 11 < 6, then pass to the seventh step, otherwise go back to the 
third step.} 
If 1) ( J’k’)Tf ( xck)) 1) G c, then go to Step 7; otherwise, let k + 1 = k, xck+') * xck), and 
go back to the second step. 
The execution stops. 
Since there is no guarantee that the minimizer found by this algorithm is a global one, we 
demand that the optimal point x* should satisfy two inequalities I/ ( J( x * ))‘f( x * ) )I d E and 
F(x*) 4 cl to be a global minimizer. Here e1 > 0 is a small number and 6 > 0 is the number 
given at the start. The algorithm can be generalized for the case when n,, and zJ are complex 
numbers. The number of the layers can be increased to 10 by the given method according to the 
results of numerical experiments. Details are given in Appendix 1. 
3. Numerical results and practical recommendations 
Rewrite (5) as 
n, + (n,_i -n,) e-2hZnl+ (nm_2 - n,_,) e-2Xr~~~l 
+ . . . +(n, -17~) e-2hz2-n1 eC2xd=+(X). 
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Suppose that there is such a h,() among { X, } y= 1 that h,o is large enough, then n, is 
approximately equal to +( XJ. Thus n, is +( hi”), a known quantity, in the numerical examples 
below. When the data are noiseless, parameters n,_ 1, nmP2,. . . , and { zj},“= 1 can be determined 
by an asymptotic procedure of the peeling off type [3, Appendix 71. However, this asymptotic 
approach is not easy to use because of the rapid accumulation of round-off errors and its 
sensitivity to noise. 
It is obvious that one needs some a priori assumptions about parameters { n,}/m=i and { z,},“=i. 
There are three typical cases with noise-free synthetic data or noisy data for which the recovery 
may be difficult to carry out. The first case is when some layers are very deep, the second is when 
some layers are very thin, and the third is when two adjacent layers have almost the same 
parameters n,. Hence the numerical examples are mainly focused on these difficult cases, yet a 
few intermediate cases are also presented for comparison. 
The results obtained are presented in six tables. Tables 1, 3 and 5 are for the two, three and 
four layers with noise-free data. Tables 2, 4 and 6 are for two, three and four layers with different 
noise level, that is, an absolute error, in the data. The results show that the algorithm is 
applicable to a large range of layered structures and is efficient. In the numerical examples the 
quantities n,, A,, and z, are dimensionless. For example n, = 2 means that one has chosen some 
unit of n, and n, = 2 X (unit of n,). For a practical problem, if one has a scale system under 
which the value of each variable falls into the range we describe below, then one can apply the 
method to this problem. 
The following recommendations are based on practical experience with the algorithm. 
First, if the thicknesses of layers are not too small and the depths of layers are not too large, 
then recovery is reasonably accurate. Specifically, we require that the thickness of each layer 
should not be less than 0.2 and the depth of each layer should not be more than 20. Under these 
assumptions, the recovery is accurate even for noisy data. The case when layers are thin and deep 
is more difficult than that when layers are thin and shallow. Also one will not have much 
difficulty to recover the parameters { nj, z,} if there is no big difference in the thicknesses of 
layers even though they are very thin or they are deep down in the earth. 
Secondly, although one can scale both sides of (5) by any number to make { n, },“= 1 larger, the 
level of noise in +(A) is changed at the same time. Therefore, the relative error of recovery 
remains basically the same. Clearly, the larger nj, j = 1, 2, _ . . , m, the easier the recovery, 
provided that the level of noise is the same. In fact, the range of n, for which the recovery is 
feasible depends highly on the difference between zj and zJ+i. We suggest that nj be larger than 
1, j=l,2 )...) m, if the level of noise is not greater than 0.001. Some restriction one should 
impose on the difference of the parameters of the adjacent layers: 1 n,,, - n, ) should be of order 
1006 where 6 is the absolute error of the data. No restrictions are needed on ) z, - zj 1, i Zj - 1, 
j, j-t 1, i, j= 1,2 ,..., m. 
Thirdly, the sample rate Ax,, i = 1, 2,. . . , N for G(X) can be chosen between 0.01 and 0.1. The 
number of samples can be around 100, and this number should be increased as the number of 
layers increases. One should not choose large h as sample points except one point to get n, and 
does not have to choose equidistant samples. The rate of convergence of xck) depends on the 
choice of samples. 
Fourthly, since there are many local minimizers, we may not be able to get a global one if we 
start with an arbitrary initial point. We recommend to use the criterion 
(F(x*)<q and Il(J(~*))~(f(x*)) II <E) (10) 
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Table 1 
Two layers, noiseless data 
nr 4.0000 12.0000 7.2000 12.0000 4.0000 15.0000 
n2 2.0000 7.0000 7.0000 7.0000 7.0000 7.0000 
z, (given) 5 .oooo 30.0000 14.0000 14.0000 19.0000 5.0000 
=2 3.0000 24.0000 8.0000 13.0000 18.0000 4.2000 
n: 4.0001 11.9998 7.2000 11.9800 4.1029 15.0000 
nF 2.0000 7.0000 7.0000 7.0000 7.0000 7.0000 
z: 3.0000 23.9993 8.0000 12.9962 17.9654 4.2000 
All the results are rounded to four decimals. An asterisk denotes the recovered parameters. 
15.0000 
7.0000 
5 .oooo 
4.8000 
15.0742 
7.0000 
4.8018 
Table 2 
Two layers, noisy data 
“1 4.0000 12.0000 
n2 2.0000 7.0000 
zI (given) 5.0000 30.0000 
z2 3.0000 24.0000 
nI* 3.9990 11.9953 
3.9896 11.9543 
n; 2.0001 7.0001 
2.0010 7.0010 
Z2* 2.9987 23.9934 
2.9871 23.9354 
7.2000 
7.0000 
14.0000 
8.0000 
7.2003 
7.0001 
7.9929 
15.0000 
7.0000 
5.0000 
4.6000 
15.0351 
15.3714 
7.0001 
7.0010 
4.6016 
4.6146 
noise level 0.0001 
noise level 0.001 
noise level 0.0001 
noise level 0.001 
noise level 0.0001 
noise level 0.001 
All the results are rounded to four decimals. An asterisk denotes the recovered parameters. If the noise level is 10-j 
then 88% of the data have noise/signal ratio of order 10P2. 
Table 3 
Three layers, noiseless data 
"1 10.0000 10.0000 4.0000 4.0000 8.0000 8.0000 
n2 7.0000 7.0000 5.0000 5.0000 2.0000 2.0000 
n3 4.0000 4.0000 1 .oooo 1 .oooo 5.0000 5 .oooo 
z, (given) 3.0000 20.0000 4.0000 4.0000 0.9000 4.0000 
=2 2.0000 15.0000 3.8000 1.2000 0.6000 3.7000 
z3 1 .oooo 13.0000 1 .oooo 1.0000 0.3000 3.4000 
n? 10.0000 9.9978 4.0791 4.0000 7.9998 8.0505 
n; 7.0000 6.9404 5.0003 4.9649 1.9997 3.0246 
n: 4.0000 4.0000 1 .oooo 1 .oooo 5 .oooo 5.0000 
Z2* 2.0000 14.9726 3.7823 1.2043 0.5998 3.7375 
z: 1 .oooo 12.9841 1 .oooo 0.9992 0.3001 3.3320 
All the results are rounded to four decimals. An asterisk denotes the recovered parameters. 
to decide which minimizer is the global one. In order to get better initial points one can use an 
auxiliary optimization method, such as pattern search method or simplex method [7], and then 
apply the above algorithm to the prospective points found by the auxiliary method. 
Fifthly, since data are always noisy in practice, it is important to show that the method can 
handle the cases with noisy data when the noise level is within a certain level. Note that +(A) 
decreases very fast as X grows. In our examples noise/signal ratio for 88% of the data with noise 
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Table 4 
Three layers, noisy data 
n, 
n2 
n3 
z1 (given) 
22 
z3 
n? 
n:* 
n .? 
z; 
z: 
10.0000 4.0000 4.0000 
7.0000 5.0000 5 .oooo 
4.0000 1 .oooo 1 .oooo 
20.0000 4.0000 4.0000 
15.0000 3.8000 1.2000 
13.0000 1 .oooo 1 .oooo 
10.0307 4.2136 4.0001 
10.4230 4.5122 4.0053 
7.2731 5.0002 4.7976 
7.6933 4.9955 4.7888 
4.0001 1 .OOOl 1 .OOOl 
4.0010 1.0010 1.0010 
15.1933 3.7468 1.2261 
16.2958 3.6303 1.1991 
13.0488 1 .oooo 0.9947 
12.9653 0.9984 0.9912 
8.0000 
2.0000 
5.0000 
0.9000 
0.6000 
0.3000 
8.0263 
2.0486 
5 .OOOl 
0.6029 
0.2985 
noise level 0.0001 
noise level 0.001 
noise level 0.0001 
noise level 0.001 
noise level 0.0001 
noise level 0.001 
noise level 0.0001 
noise level 0.001 
noise level 0.0001 
All the results are rounded to four decimals. An asterisk denotes the recovered parameters. If the noise level is lop3 
then 88% of the data have noise/signal ratio of order 10P2. 
Table 5 
Four layers, noiseless data 
n1 5.0000 5 .oooo 5.0000 5.0000 5 .oooo 5 .oooo 
n2 
n3 
n4 
z, (given) 
z2 
z3 
z4 
n; 
nT 
nf 
nt 
z: 
ZP 
Z4* 
8.0000 8.0000 8.0000 8.0000 8.0000 8.0000 
6.0000 6.0000 6.0000 6.0000 6.0000 6.0000 
10.0000 10.0000 10.0000 10.0000 10.0000 10.0000 
5.2000 7.0000 7.5000 7.5000 8.0000 4.5000 
3.8000 6.2000 2.4000 6.4000 7.1000 3.3000 
2.5000 1.8000 1.7000 5.3000 6.2000 2.3000 
1.2000 1 .oooo 1 .oooo 1 .oooo 5.2000 1.1000 
5.0293 5.0018 5.0005 5.0062 5.0106 4.9584 
8.1760 8.0001 8.3189 8.0256 7.4764 7.7602 
6.0146 6.0004 6.0622 6.0000 5.6168 5.9792 
10.0000 10.0000 10.0000 10.0000 10.0000 10.0000 
3.7460 6.1994 2.3692 6.3920 7.2012 3.3662 
2.5531 1.8002 1.7692 5.3054 5.6579 2.2304 
1.1991 1 .oooo 0.9973 1 .oooo 5.1973 1.1012 
All the results are rounded to four decimals. An asterisk denotes the recovered parameters. 
level 0.001 is of order lo-*. The remaining data, though very noisy, do not play a significant role 
in the recovery. Our results show that the algorithm works well in the presence of noise. In 
Tables 2, 4 and 6, one can see that if the level of noise is increased a little, then the accuracy of 
the recovered parameters does not decrease much. At the recovered values of { n,, z,!} every f, in 
the target function F is not greater than the noise. Therefore the accuracy of the recovery can 
not be improved. 
Table 6 
Four layers, noisy data 
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n1 
*2 
n3 
n4 
z1 (given) 
22 
z3 
z4 
n: 
n; 
G 
nt 
z: 
z; 
Z4* 
5.0000 
8.0000 
6.0000 
10.0000 
5.2000 
3.8000 
2.5000 
1.2000 
5.0369 
5.1971 
8.1152 
8.3570 
5.9956 
5.8726 
10.0001 
0.0010 
3.7520 
3.5844 
2.5229 
2.4738 
1.2007 
1.2127 
5 .oooo 5.0000 
8.0000 8.0000 
6.0000 6.0000 
10.0000 10.0000 
7.0000 7.5000 
6.2000 2.4000 
1.8000 1.7000 
1 .oooo 1 .oooo 
5.0430 5.0011 
8.0007 8.3245 
5.9911 6.0363 
10.0001 10.0001 
6.1881 6.4472 
1.7979 1.7603 
1.0007 0.9989 
5.0000 
8.0000 
6.0000 
10.0000 
7.5000 
6.4000 
5.3000 
1 .oooo 
5.0021 
6.1799 
7.7782 
7.4567 
5.9997 
5.9922 
10.0001 
10.0050 
7.1332 
5.0568 
5.2356 
4.4969 
1.0001 
1.0015 
5.0000 5.0000 
8.0000 8.0000 
6.0000 6.0000 
10.0000 10.0000 
8.0000 4.5000 
7.1000 3.3000 
6.0000 2.3000 
5.2000 1.1000 
5.2246 5.0721 
7.3716 7.8455 
5.6422 5.9527 
10.0001 10.0001 
3.2890 3.2890 
5.5113 2.2177 
5.1684 1.1031 
noise level 0.0001 
noise level 0.0001, 0.005 a 
noise level 0.0001 
noise level 0.0001, 0.005 
noise level 0.0001 
noise level 0.0001, 0.005 
noise level 0.0001 
noise level 0.0001, 0.005 
noise level 0.0001 
noise level 0.0001,0.005 
noise level 0.0001 
noise level 0.0001, 0.005 
noise level 0.0001 
noise level 0.0001,0.005 
a The examples in the second column have noise level 0.0001 and 0.001, and the examples in the fifth column have 
noise level 0.0001 and 0.005. If the noise level is 10F3 then 88% of the data have noise/signal ratio of order 10F2. 
All the results are rounded to four decimals. An asterisk denotes the recovered parameters. 
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Appendix 1. A method for estimating the number of layers 
Let us give a method for estimating the number of layers from the data. 
Let T(h) := Cyclni eChr/. 
tj = ePAh.‘,, 
Apparently, (5) and T(h) have the same form. Set Tk = T( k. Ax), 
Ax > 0, j= 1, 2 ,..., m, then Tk = C[lm=,n&, k = 1, 2,. . . . If n, f 0, (I f 5, for i #j, 
i,j=1,2 3 . . . , m, then 
rank A, = min(m, p) 01) 
where rank A is the rank of the matrix A, and 
A, = 
To T, . . . Tp-l 
Tl T2 . . . Tp 
T’ p-l Tp . . . T’ 2p-2 
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Thus the number m is the smallest p starting from which rank A, does not change as p grows. 
Since each [,, j = 1, 2,. . . , m, exponentially decreases when k grows, A, becomes ill-condi- 
tioned as p increases. Therefore it is difficult to compute its rank. 
One can use (11) for estimating m, and then use our algorithm with (10) for recovery of n, 
and zi. 
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