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ABSTRACT
Current marine science methods for modeling wave data typically assume that wave
height distributions belong to limited class within the exponential family. Alternatively,
models emphasize physics principles over statistical methods. In this dissertation, we investigate
the predictive power of wave height histories as well as exogenous predictors. We develop
binary time series models for wave height over a threshold in both frequentist and Bayesian
frameworks. Within the Bayesian framework, we fit Dynamic Generalized Linear Models
(DGLM) using Integrated Nested Laplace Approximations and demonstrate advantages over
classical methods. We further investigate the quantiles and expectiles of the continuous-
valued wave height time series. Models with high lag orders are and hundreds of predictors
are considered. Using regularized quantile and expectile regression with the Elastic Net
penalty, we fit sparse models to characterize the upper tail of the wave height distribution
and offer predictions of high quantiles and expectiles as a function of local sea state.
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Wave heights have traditionally been modeled as positive, continuous random variables using
a Rayleigh distribution with right skewness to reflect the relative rarity of large waves
(Longuet-Higgins, 1952). While it is known that, empirically, the Rayleigh distribution
overestimates the frequency of large waves (Forristall, 1978), a Rayleigh structure emerges
from fundamental physical models of fluid dynamics even with relaxed physical assumptions
(Tayfun, 1980).
Currently, the Rayleigh distribution is the accepted starting point for the study of wave
heights (Gōda, 2010). Research into alternative constructions (Prevosto et al., 2000) supports
the view that the Rayleigh framework is reasonable. Models using the more general Weibull
distribution are often noted to trade a “usual” parsimony for the freedom to fit on local
data (Muraleedharan et al., 2007). Various models for wave height use exogenous variables
and a conditional Rayleigh distribution but methods are limited to the exponential family
of distributions.
Our investigation takes a different view and will study wave height and other oceanographic
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data as stochastic processes and use classical frequentist as well as recent Bayesian methods
to predict wave heights over some specified threshold. We will also apply recently developed
regression techniques to study the upper tail of the wave height distribution. These methods
will be sophisticated but general, and will relax the assumption that wave height follows a
Rayleigh or Weibull. The final set of methods, presented in Chapter 6, does not assume any
parametric distribution for wave heights.
1.1 Motivation
Interest in the development of new modeling techniques for ocean wave dynamics and extreme
wave events is closely linked to sea level rise and climate change. There are two overarching
concerns. First, in the context of rising sea levels, and in the absence of countermeasures,
today’s manageable storm will be tomorrow’s catastrophe. New metrics or predictive tools
could be useful to prepare for the future. Secondly, for a given sea level, higher global
temperatures will cause more frequent, more intense storms. Greater inundation will be a
meteorological reality, independent of sea level. Predicting future sea state dynamics with
more sophisticated statistical methods, or better use of existing data, can improve prediction
and decision making in current and future periods.
Damage from coastal flooding arises as a result of rare, extreme events where “storm
surge” elevates sea level, providing a higher platform for ordinary ocean surface waves.
Extreme winds drive huge volumes of water toward the shore and build up a layer anywhere
from 1–9m high. The wind that causes the most extreme sea states may not govern typical
sea state dynamics but this is not to say that sea state is uniform along the coast or that
the prevailing long term conditions are not significant risk factors. Tide, prevailing wave
3
Table 1.1.1: Sea Level Rise Estimates - 2000 to 2100 at 95% Confidence
Scenario Rise (cm)
“Business as usual” 52–131
Moderate Abatement 33–85
Extreme Abatement 24–61
patterns, and storm surge are each unique components of a flood event. Sea level rise adds
one additional layer.
New research suggests that the rate of sea level rise may be faster than supposed in earlier
reports. Kopp et al. (2016) notes that sea levels rose by 14cm during the 20th century. With
recent updates, forecasts (under internationally defined standards) are presented in Table
1.1.1. It is likely that any estimated costs will to be brought forward in time, meaning that
more countermeasures will have to be built sooner and maintained for longer at greater cost.
While the speed of this change is profound, the impact will depend upon location. A
tidal range of 0.6 meters in the west up to 3 meters in the east is fairly typical for the
Long Island Sound and is location-dependent. Across the globe, tidal ranges vary from 0–11
meters. Larger bodies of water (i.e., open stretches of ocean) generate higher tidal ranges
on surrounding coasts and funnel shaped bays or river basins can amplify tides. Despite
their large surface areas, the shape of the Caribbean, Baltic and Mediterranean Seas result
in small tidal ranges. 1–2 meters is a typical Mediterranean range compared with the 2–4
meter “mesomareal” or middling classification for tides generally.
Consider a previous storm surge on a higher future sea level, we can look at how historical
flood levels compare to future events of similar strength. As an example we can consider the
1938 New England Hurricane that crossed the Long Island Sound causing extensive damage.
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Figure 1.1.1: 1938 New England Hurricane - NOAA simulated storm surge in feet above
expected tidal level.
This storm was a Category 3 out of a possible severity of 5. In Figure 1.1.1 we see that
storm surges of approximately 2.7–3.4 meters (9–11 feet) dominated on the windward shore.
The implication of these figures is that in a moderately adverse climatic path, and for large
swaths of highly populated coasts across the globe, the high tide mark of 2000 will be the
low tide mark of 2100. The additive effect of higher sea levels and strong storms can be
quite dramatic. The effect of storm hitting a “sheltered” coastal area may be 1–2 levels
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more extreme within a human lifetime. New buildings and infrastructure being constructed
today are quite possibly in harm’s way.
Scoping the risks of coastal flooding is difficult because of the scale of land areas at risk
as well as the countless stakeholders. Concrete assets like real estate and infrastructure are
easy to identify but aggregate values are difficult to calculate. Future projects like flood
and erosion control initiatives are managed by countless municipalities and budgets for large
projects tend to spiral upward. The nebulous costs of disruption associated with natural
disasters are neither easily identified nor easily estimated. Unsurprisingly, one may cite a
range of figures to detail the costs associated with flooding, all of which confirm that the
stakes are extremely high. Currently, coastal flooding costs approximately $6 billion per year
and Hallegatte et al. (2013) estimate that damage will rise to $60–63 billion per year (current
dollars) by 2050 plus an addition $50 billion in annual remediation investment. Should
remediation and prevention not take place, notional damage climbs to $1 trillion indicating
adaptation and investment are necessary and will likely be inevitable as future realities
become clear to decision makers. Further in the future, projections are more uncertain not
only due to climate science but also because socioeconomic trends will dictate the location
of population and material wealth. Hinkel et al. (2014) find that by 2100, 0.2–4.6% of the
global population is expected to be flooded annually with costs ranging from 0.3–9.3% of
global gross domestic product. Depending on the scale of remediation projects during the
21st century, maintenance and upkeep alone will total $12–71 billion annually. For reference,
and on an inflation-adjusted basis, Hurricane Sandy (2012) caused approximately $56 billion
in damage on the Eastern Seaboard of the United States while Katrina (2005) caused $126
billion in the Gulf of Mexico (NOAA and Administration, 2015).
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1.2 Existing Methods
The study of temporal trends in the intensity of ocean wave activity and sea state is useful
for preventing or preparing for erosion and flooding in coastal areas. Risk is highly episodic
and data collection is difficult. Storms are rare, with extreme periods and any particular
measurement station will record relatively little storm data. Readings taken minute-by-
minute or at higher frequencies will not necessarily be informative for practical decision
making. To arrive at meaningful conclusions we will study the longest historical records
available. Data processing and associated assumptions are detailed in later sections.
Previous analysis of ocean waves have largely ignored time series models in favor of
physics-based models. Time horizons tend to be short. Existing time series models do not
have the flexibility of dynamic state evolution. They were not particularly tuned to the
geo-spatial layout of surrounding land masses nor meteorological activity with respect to
those coasts. However, it has been shown that wave heights exhibit autoregressive AR(p)
behavior with seasonality. Using a data processing methods different from our proposed
approaches, Soares et al. (1996) demonstrated time series models ranging from AR(10) to
AR(22). Highly significant terms were present as far out as order 10 albeit with very small
coefficients.
The marine science literature has incorporated weather readings as explicit predictors in
wave models but merging sets of preditive physical readings is typically ad hoc with little
control over reporting conventions for varied observation windows and data sampling rates.
See Roulston et al. (2005), Hokimoto (2013), and Wilson and Diaconu (2006) for typical
modeling techniques.
The study of large wave events is typically done using extreme value theory to estimate
a “once in N years” wave event or flood. Such predictions are not conditioned on exogenous
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predictors and are not connected to the general problem of binary classification. Any sort
of novel “wave over threshold” model including such predictors and using recent techniques
would be a contribution to marine science.
1.3 Overture
Chapter 2 of this investigation will outline a broad class of Bayesian models and competing
computational techniques to fit them. It further outlines metrics by which competing
models may be evaluated. Some of these metrics also apply to frequentist models (allowing
evaluation between model classes) while others are only applicable in a Bayesian framework.
In particular, the “INLA” fitting method is introduced as a useful technique.
Chapter 3 presents oceanographic data including wave height and other variables. We
investigation the data structure, discuss differences in data reporting between ocean buoys,
and address missing observations in the raw data. Additional variables are defined as
functions of the raw data in keeping with physics-based notions from marine science and
hydrodynamics.
Chapter 4 characterizes the data as stochastic processes and measures the degree of
temporal correlation intrinsic to each variable. Cross-variable correlations are also studied.
We build and evaluate time series models in order to determine how effectively one may
include exogenous predictors in augmented lagged-regression wave height models. This allows
us define the scope of variables included in more complex Bayesian models.
Chapter 5 characterizes the wave height time series not as a process with continuous
response but rather with a binary (0, 1) response based on whether or not the wave height
exceeds some arbitrary, user-defined threshold. This allows a marine scientist to consider
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questions of practical concern. We investigate competing frequentist and Bayesian models
and use INLA to quickly fit Bayesian candidate models.
Chapter 6 introduces quantile and expectile regression with particular attention paid to
the upper tail of the wave height distribution. Recently developed algorithms allow these
models to be updated to include regularization penalties. This allows us to include very
large lag orders for all predictors and induce sparsity. We first use only the `1-norm to apply
a LASSO-like penalty before considering the `1- and `2-norm jointly in the fashion of Elastic
Net.
Chapter 7 concludes the investigation with a discussion of the new results from the
research conducted in Chapters 4, 5, and 6.
Chapter 2
Review
This chapter discusses the procedure of fitting Bayesian time series models and methods to
compare the relative performance of such models. We highlight the INLA method, a recent
development, and contrast it with MCMC. The computational properties of INLA allow us
to study wave height data with Bayesian models quickly and easily. These techniques will
allow us to assess the relative performance of frequentist and Bayesian methods in later
chapters.
2.1 Review of Bayesian and Approximate Bayesian Methods
Among the models to be studied in this investigation, we will consider models with time-
varying random effects and well as linear models with time-varying coefficients. These will
be constructed in the Bayesian framework and hyperparameters will be estimated. Fitting
the first class of models is considerably simpler than the second class, which is still an area
of active research. The second class, known as dynamic generalized linear models, were first
9
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considered by West et al. (1985). Our research will investigate the use of Bayesian approaches
(Gamerman, 1998) using Markov Chain Monte Carlo (MCMC) and “approximate Bayesian”
approaches (Rue et al., 2009) using Integrated Nested Laplace Approximation (INLA). Since
computing run time is fundamentally related the treatment of randomized sampling runs,
faster computing techniques are always of interest.
Discussion on the implementing MCMC and INLA can be found in Chen et al. (2012) and
Martins et al. (2013) respectively. Implementations of MCMC exist in many programming
languages and INLA is supported in the R language as the R-INLA project (http://www.r-
inla.org/). R-INLA has been used with success in spatio-temporal applications (Blangiardo
et al., 2013).
2.1.1 Structured Additive and Latent Gaussian Models
For the sake of clarity, and to concretely motivate a discussion of Bayesian computing, let us
define the broad class of structured additive regression models (Fahrmeir and Lang, 2001).
Such models specify that the response variable yt belongs to an exponential family and allow
for time series data. The response’s mean µt is defined in terms of some additive model ηt
through a link function (i.e. l(µt) = ηt). Flexible and general, ηt is of the form:






βkzkt + εt (2.1.1)
Here, α is an intercept constant, some covariates u are acted upon functions fj(·),
coefficients βk allow for linear combination of covariates z, and εt serves as an error term.
If the index t is indeed desired to be time, the model may contain an embedded stochastic
process (e.g. Random Walk, AR(·), White Noise) and γt can be included to capture the
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additive terms of such a process:
ηt = α + γt + z
′
tβ (2.1.2)
Latent Gaussian models (LGMs) are a special case of Bayesian structured additive models
(2.1.1). These hierarchical models are highly flexible – as seen in later sections – and lend
themselves to a discussion of computational techniques. LGMs feature a three-level hierarchy.
Each structural element α, fj(·), βk, and εt bears a Gaussian prior. Regardless of overall
model complexity, let the vector x denote all latent Gaussian variables defining ηt and let
θ denote the vector of all hyperparameters associated with the model. Note that the prior
distributions defined by the elements of θ need not be Gaussian. To conclude this section,
we define a few additional objects that will be referenced later. When taken as a vector,
responses are collectively denoted y = (y1, ...yt..., yn)
′. To fully specify the multivariate
Gaussian distribution of x we must define a mean vector µ(θ) and a precision matrix Q(θ)
subject to the requisite prior θ. Since the expectation and precision of x are defined by
the hyperparameter vector θ. Finally, there must be a likelihood for y and a posterior.
Potentially, yi would be conditionally independent as responses. Thus, in order, and reusing
π(·|·) to denote conditional densities, we have:
θ ∼ π(θ) (2.1.3)







2.1.2 Markov Chain Monte Carlo Algorithms
In practice it can be desirable to study data with high dimensional models. Dynamic models
typically have high dimension and complex dependency structure as they incorporate step-
wise hierarchical terms and random effect terms. In the Bayesian framework, adding a latent
state to a model can consolidate uncertainty associated with many unknown quantities
regardless of whether they are explicitly observed or not (Gamerman and Lopes, 2006).
Markov Chain Monte Carlo (MCMC) techniques enable inference of unknown parameters in
problems with high dimensionality regardless of the analytical form of a particular distribution.
Hierarchical and dynamic modeling often lead to analytically difficult distributions so MCMC
is quite useful in such case. Well-regarded surveys of MCMC and connections to Bayesian
computation are presented in Gamerman and Lopes (2006), Robert and Casella (1999), and
Chen et al. (2000).
In hierarchical settings, we are typically interested in computing properties of posterior
distribution. Common posterior parameters/properties of interest include the mean, median
or standard deviation of the distribution as well as more flexible characteristics such as
credible intervals or quantiles. The usual starting point for MCMC is Gibbs sampling
(Geman and Geman, 1984; Gelfand and Smith, 1990; Robert, 1994). This algorithm is
often used when the joint distribution of parameters and data in a model is inconveniently
complex but the conditional distributions for each parameter are relatively simple. In more
general settings, the Metropolis-Hastings (MH) algorithm (Metropolis et al., 1953; Hastings,
1970; Chib and Greenberg, 1995) provides an alternative technique. The appeal of the MH
algorithm is that it can be run when the conditional distributions of parameters are not
available as closed-form density functions. These two techniques are briefly described below.
The Gibbs Sampler is possibly most widely-known algorithm for MCMC sampling and is
13
used throughout Bayesian computing. To execute the sampler, let θ = (θ1, . . . , θp)
′ denote
the vector of all parameters defined for a model and let y denote all observed data. Also let
π(θ|y) denote the posterior distribution of θ given y. Then the Gibbs Sampler algorithm
can be summarized as follows:
• Initialize. Choose a fixed but arbitrary starting point θ0 = (θ01, . . . , θ0p)′, and set i = 0;
• Step 1. Generate the next value of θi+1 = (θi+11 , . . . , θi+1p )′ as follows:
– Generate θi+11 ∼ π(θi+11 |θi2, . . . , θip,y);
– Generate θi+12 ∼ π(θi+12 |θi+11 , θi3, . . . , θip,y);
– . . . . . . . . .
– Generate θi+1p ∼ π(θi+1p |θi+11 , . . . , θi+1p−1,y).
• Step 2. Record θi, let i = i+ 1 and iteratively apply Step 1.
There are two additional concerns to address: it is necessary to allow a “burn-in” period
so that θ0 does not unduly dominate the chain and it is also necessary to “thin” the chain
so that the intrinsic correlation of the simulation does not have undue influence. Once
“burn-in” is finished, we say a chain has “converged” and the various θi can easily be
down-sampled by taking every k-th value. This subset constitutes a sample drawn from the
posterior distribution π(θ|y). With the increase in the number of iterations, the algorithm
does indeed converge to the equilibrium condition. This approach requires the conditional
distributions θk ∼ π(θk|θ1, . . . , θk−1, θk+1, . . . , θp,y) to be readily accessible and of known
analytical form.
To the extent that the conditional distributions are not known, we may still employ
the Metropolis-Hastings algorithm. The MH algorithm has two components: a “proposal”
14
value from the support of the target distribution π(θ|y) and an “acceptance probability”
for the proposal. Let q(θ,φ) be a second density function of known form defined over valid
“proposal” values. In this construction φ will be a lagged θ, thereby setting up a step-wise
chain. The Metropolis-Hastings sampling algorithm can then be outlined in the following
manner:
• Initialize. Choose a fixed but arbitrary starting point θ0, and set i = 0;
• Step 1. Generate a candidate point θ∗ from q(θi,θi−1) and u from Uniform(0, 1);
• Step 2. Set θi+1 = θ∗ if u ≤ a(θi,θ∗) and θi+1 = θi otherwise, where the acceptance








• Step 3. Increment i = i+ 1 and return to Step 1 iteratively.
As with the Gibbs Sampler, this algorithm is subject to a burn-in period and requires
regularity conditions to control the strength of the dependence structure so the above
formulation is merely a sketch. MCMC seeks to leverage the Law of Large Numbers and
the Metropolis-Hastings algorithm can be simplified to the independent chain Metropolis
algorithm if q(θ,φ) = q(φ) = q(θ1,θ0) (Tierney, 1994). Another interesting special case
arises when q(θ,φ) = q1(φ − θ), where q1(·) is the multivariate density. This implies that
the candidate θ∗ generated in Step 2 is drawn according to the process θ∗ = θ + ω. One
may interpret ω as an incrementing random variable and following the q1(·) distribution.
This is referred to as a “random walk chain” in the literature (Chib and Greenberg, 1995).
15
2.1.3 Bayesian Inference using INLA
When no analytical form of the posterior distributions is available in a Bayesian framework,
MCMC is a standard technique. In practice, however, MCMC can have computational draw-
backs as the dimension of the parameter space increases. In later chapters we will discuss
generalized dynamic linear models, a class of complex models with dependence between
different random effects and processes with nested states. The dependencies arise as a
consequence of the time evolution of “state equations” and for vector-valued responses there
are often associations between vector components. MCMC methods tend to have slow rates of
convergence as they sample from such complicated spaces. Within the literature, substantial
work has been done to improve the performance of MCMC (Gamerman, 1997; Knorr-Held
and Rue, 2002; Rue and Held, 2005; Holmes and Held, 2006; Frühwirth-Schnatter and
Wagner, 2006; Frühwirth-Schnatter and Frühwirth, 2007). Nevertheless, fast and accurate
MCMC algorithms remain difficult and cumbersome to implement.
An alternative approach known as Integrated Nested Laplace Approximations was proposed
by Rue et al. (2009) to provide faster computing. The INLA approach is usually discussed
in the context of structural additive models or latent Gaussian models, letting us explore
the space of models in Section 2.1.1. The calculations INLA provides are quite accurate
approximations and readily lend themselves to study of the parameters of posterior distributions.
Futhermore, INLA does not rely on the multiple sampling scheme so these approximations
greatly reduce the computational load otherwise required by the MCMC approaches in
Section 2.1.2. Per Rue and Martino (2007), the latent Gaussian models discussed in the
literature generally satisfy two assumptions: the the number of hyperparameters is relatively
small (≤ 6) and the latent field x has the full conditional independence property of a proper
Gaussian Markov Random Field.
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As with the more traditional MCMC approach, we give a sketch of the core INLA
procedure both in terms of its novel machinery as well as the regularity assumption that able
the machinery to yield advantageous results. For thorough details of the INLA approach see
Rue et al. (2009). Due to the hierarchical structure, we can decompose the joint distribution
and rewrite as π(x,θ,y) = π(x|θ,y)π(θ|y)π(y). For LGMs of the form 2.1.1, the target








For Bayesian estimation, we arrive at approximations of the posteriors by approximating
each of the densities in the pair of integrands. As in Rue and Held (2005), the π(θ|y) marginal
posterior distribution can be substituted for its Laplace approximation after integration.
Evaluating at a particular x∗ – the mode of the full conditional π(x|θ,y) – a proportionally






Component-wise, π̃G(x|θ,y) can further be used used for the marginal posterior distribution
of the Latent Gaussian parameters yielding a possible π̃(xi|θ,y) and is one of three options
offered by Rue and Martino (2007) and Rue et al. (2009). While the Gaussian option in
the simplest, there one may also employ a Laplace approximation as well as a simplified
Laplace approximation. For the Gaussian option, the non-normal π(xi|θ,y) distribution is
approximated by matching the mode and the curvature at the mode (Rue and Held, 2005)
with a Gaussian of appropriate mean and variance.
Composition of the above leads to numerical integration as in Equation (2.1.8). To
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integrate out θ, we need a satisfactory set of evaluation points θk for numerical integration.
Evaluating the integral will involve an iterative algorithm with appropriate chosen weights
∆k, each to its respective θk (Rue et al., 2009). The integration points θk can be chose using
either the central composite design strategy (CCD) or the grid strategy (GRID) discussed
in Rue and Martino (2007). Applying these results, we may obtain a fitted model with a





One question remains to be answered. How does INLA use the approximated distribution
to ease computation? The approximations are designed to admit Gaussian Markov Random
Fields (GMRFs).
Let x = (x1, ..., xV) a V−dimensional random Gaussian vector, an element of a finite-
dimensional vector space. x must have a conditional independence property such that xi
and xj are independent for some i 6= j conditioned on all of the other entries xk; k 6= i, j).
Since x is Gaussian, this conditional independence is coded in the full-rank precision matrix
Q as zero correlation; Qij = 0. Next, construct an undirected graph G = (V , E) of V
vertices and E edges. E = (i, j) : Qi,j = 0 reinterprets Q. x is said to be a GMRF with
respect to G. In practice, Q tends to be sparse. Samples from both the GMRF as well as
component marginals can be done quickly by leveraging Cholesky decomposition. Thus, by
forcing Gaussian approximations throughout the hierarchical model, the resulting posteriors
can be studied easily.
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2.2 Tools for Model Assessment Models
As a bridge between static models and dynamic models we need tools to make comparable
model assessment. See Gelman et al. (2014) for a survey of assessment tools. Akaike (1974)
offered the Akaike Information Criterion (AIC) which is useful for additive linear models in
both Bayesian and non-Bayesian settings. As we adopt (approximate) Bayesian methods,
the Deviance Information Criterion (DIC) will be useful (Spiegelhalter et al., 2002).
θMLE = arg min
θ∈Θ
p(θ|y) θBayes = EPost[θ|y] (2.2.1)
D = −2 log(p(y|θ)) + constant
AIC = −2 log(p(y|θMLE)) + 2k
DIC = −2 log(p(y|θBayes)) + 2pD
Note that the D is called deviance in the literature and is used throughout GLM methods.
Here, k is the number of parameters in θ implying that AIC balances the negative log-
likelihood associated with a “good” estimate θMLE against the positive count of parameters
that must be estimated. We would like the left addend to be small but an adjustment
must be made for the dimension of the paramter space. During calculation of DIC, the
maximum likelihood estimate is replaced with the posterior mean and the k with a data-
based bias correction. The pD term is known as the “effective number of parameters”. As
with AIC, the left term measures fit while the right hand penalizes for model complexity.
Additionally, the Watanabe-Akaike Information Criterion (WAIC) of Watanabe (2010) can
be considered. WAIC is evaluated like AIC and DIC with lower scoring models being more
desirable. WAIC and DIC are presented jointly in computing packages and provide back-up
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for one another in practice since one may be numerically intractable while the other can be
calculated successfully. The R-INLA package for the R programming language supports such




3.1 Sources For Ocean Wave Data
Wave data is distributed to the public through two main portals, the National Oceanic
and Atmospheric Administration (NOAA) and the United States Army Corps of Engineers
(USACE) databases. Buoys fleets are independently owned and operated by universities,
private research institutes, and government agencies so the national aggregators are convenient.
The nature of the data varies to a significant degree and must be examined closely, but bulk
data acquisition from NOAA is generally standardized. This analysis will rely on NOAA
datasets as distributed through NOAA’s National Data Buoy Center (NDBC). We will also
pay special attention to the Long Island Sound an surrounding regions since Professor James
O’Donnell of the University of Connecticut has made raw buoy feeds available for study in
addition to the NOAA data sets. Some NDBC nomenclature and reporting conventions will
used for clarity in the following discussions. While the exact data streams and structure
vary depending on the age of the buoy and the owner, typical variables include “significant
20
21
wave height” H, wave period, wind direction, wind speed, barometric pressure and air and
water temperatures. Reporting intervals are typically sub-hour. Figure 3.1.1 shows a typical
real-time report. Archived data is scrubbed and validated and exact fields may vary.
Figure 3.1.1: Real-time data for NOAA buoy #44039 in the Central Long Island Sound
As seen in Figure 3.1.2 there are many shore stations along the coast and buoys are
located throughout the ocean. In general, buoys farther from coast are built to more rugged
specifications but are more difficult to field. Open ocean buoys located great distances from
land report more restricted data. Beyond the continental shelf, anchoring to a fixed location
and transmitting the data back to shore becomes quite difficult and the expense and logistical
complexity required to maintain open ocean buoys mean that collecting data from satellites
or ship reporting networks is more practical.
Data buoys are typically equipped with accelerometers that measure displacement in
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Figure 3.1.2: NOAA Data Selector Tool – http://www.ndbc.noaa.gov/
three dimensions (X, Y, Z). Wave height is more subtle than simply instantaneous vertical
position on the Z axis and while some buoys do report raw displacement along with other
variables, this is not always the case. See Gōda (2010) for details on reporting conventions
and the theory behind wave measurement. In marine sciences the wave variable of interest
is “significant wave height” (SWH or H variously), a smoothed reading - typically a moving
66th percentile of the empirical wave heights over some window (often 20 minutes of observations).
Significant wave height is almost always collected where possible. Due to obvious physical
limitations, shore stations and open ocean buoys may be incapable of making proper measurements.
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3.2 Data Structure
The maximal set of reported covariates depends upon the design of the individual buoy.
The exact characteristics of the data streams also depend on buoy hardware and system
programming. The reporting interval for buoys changes through time as hardware and
software are updated. Physical readings such as wind speed and water temperature are
recorded at certain heights above or below the surface and different fleets of buoys will be
recording slightly different things.
Figure 3.2.1: NOAA buoy #44022 Figure 3.2.2: NOAA buoy #44039
Located at Execution Rocks, NY and owned by
University of Connecticut, Department of Marine
Sciences. This buoy records meteorological data but
not wave heights.
Located in the Central Long Island Sound and
owned by University of Connecticut, Department of
Marine Sciences. This buoy records meteorological
data as well as wave heights.
These variations between buoys, while important to identify, are not as problematic as
the widespread gaps in the covariate records. Some buoys record wind and temperature
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information while others report wind speed and wave heights but not water temperature.
Combining these data sources requires care. Physical variables such as air and water
temperature are not especially localized and the values for any particular buoy can be
approximated by the readings from nearby data sources within the range of 10s of kilometers.
With a robust network of data sources, missing observations for temperature and pressure
do not pose a large problem for analysis.
Figure 3.2.3: A Buoy Failure of Approximately 6 Weeks
Missing data problems manifest when a buoy does not report any information at a
scheduled reporting time, usually because of complete hardware failure. Buoys are inconvenient
to repair and a boat must be sent to retrieve the buoy and possibly bring it to a shore station.
Off-line periods of 4-12 weeks are not uncommon. One such period is shown in Figure 3.2.3.
It is not practical to gloss over months of missing data so models must be constructed to
accommodate this possibility. For modeling purposes, the most pernicious problems are
twofold. Firstly, wind speeds and, especially, wave heights are local phenomenon; to the
extent that values are missing, they cannot be populated using other buoys. Furthermore, it
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will be shown that wind and wave activity have very strong short-memory properties so that
previous wind and wave activity are the strongest predictors of current period wave activity.
Autoregressive models will be required but losing a single data point may cause models to be
undefined for multiple periods elsewhere in the record. For any given observation, we would
like all previous observations up to some lag to be available so that we can evaluate well-
defined models of many orders. If a handful of consecutive reports are missing, the values
may be interpolated but long “streaks” of missing data interfere with model definitions.
Streaks may render entire classes of models useless.
Table 3.2.1: Data snippet for NOAA buoy #44040
YYYYMMDDHH WDIR WSPD GST WVHT DPD APD MWD PRES ATMP WTMP
2010051814 50 5.10 6.20 0.10 NA NA NA 1020.60 12.50 NA
2010051815 60 7.20 8.80 0.30 2.00 NA NA 1019.80 12.10 NA
2010051816 70 7.70 9.80 0.40 2.00 NA NA 1019.70 11.70 NA
2010051817 70 8.80 10.30 0.50 3.00 NA NA 1018.70 11.30 NA
2010051818 60 9.80 12.40 0.80 3.00 NA NA 1017.40 11.20 NA
2010051819 50 10.80 12.90 1.00 4.00 NA NA 1016.50 10.50 NA
2010051820 50 10.80 13.90 1.10 5.00 NA NA 1016.10 10.40 NA
2010051821 30 9.80 12.40 1.20 5.00 NA NA 1016.10 10.60 NA
2010051822 30 NA NA 1.20 5.00 NA NA NA 0.00 NA
2010051823 NA NA NA NA NA NA NA NA NA NA
2010051900 NA NA NA NA NA NA NA NA NA NA
2010051901 NA NA NA NA NA NA NA NA NA NA
2010051902 20 9.80 11.80 1.20 5.00 NA NA 1012.00 10.60 NA
2010051903 30 9.30 11.30 1.20 5.00 NA NA 1011.70 10.50 NA
Secondly, it is often the case that a buoy does record an observation but one or more
physical sensors report null values. This is seen in Table 3.2.1. While a handful of missing
hourly observations can be interpolated, a sensor failure is almost as bad as a buoy failure.
In a harsh marine environment, sensor failures are unavoidable. It is difficult to draw a
firm line between an amount of missingness that is impossible to fill in and an amount that
may be interpolated or taken from concurrent records but we must differentiate between
recoverable and unrecoverable missing data and adopt a rational methodology to deal with
the problem.
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3.3 Mathematical Concerns and Data Processing
The frequency of reporting from buoys tends to increase in recent years so that the spacing
between observations in the time series are not “regular”. Older years of data tend to
show one-hour reporting intervals, while newer data shows two or four reports per hour.
Presumably the buoys receive hardware upgrades including increased storage capacity or
more reliable radios to send more measurements to shore. To further complicate matters,
the reporting times are not necessarily synchronized across buoys nor are they evenly spaced
- for example four reports per hour need not imply a report every fifteen minutes. The data
must be regularized before cross-buoy merges or interpolation can proceed.
Fortunately, there is no systemic bias due to hardware failure of the sort seen in Figure 3.2.3.
Generally, the strongest winds and largest waves on the Northeastern United States coast,
including the Long Island Sound, occur during the winter months when Nor’Easter storms
develop with some regularity. Summer months correspond to the Atlantic hurricane season
so extreme events are possible as storms track north along the coast. Typically, spring and
autumn are relatively calmer periods. The extreme wave events in winter and summer are
precisely the sort of conditions that can cause coastal damage and it would be a rather
hopeless situation if buoys tended to fail during the rough seasons. For our purposes, the
most informative extreme data will indeed appear in the record.
As we subset the data for modeling there are two other concerns. If one attempts to find
time effects between years using only large “contiguous” blocks of data within a year, then the
intra-year time periods for the model may not align (i.e. Year 1 and Year 2 may not contain
the same calendar months). It may not be possible to strictly define replicates on the basis
of year. Attempts to cross-validate the model by randomizing the training data may lead
to strange conclusions since “years” of data are not directly comparable due to seasonality.
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Secondly, since it will not be possible to select an arbitrary, contiguous training subset we
will likely be limited to January-to-December calendar years. Autoregressive models may be
undefined for the first few days of any particular subset of data within any year, however,
this should not be a serious issue since terms decay to zero fairly quickly - the “edges” of
the temporal record are not especially valuable and certainly no more important than any
other missing observations.
To make the most of available data, and to address the aforementioned problems, buoy
records should be modified in a sequential process:
• Regularize Find the lowest common reporting frequency across the historical record; usually
the hourly observations in the earliest years.
1. For each hour, take the earliest observation such that wave height and wind speed are
present
2. If not possible, take the earliest observation such that significant wave height is present
3. If not possible, take the earliest observation
• Cross-check Import air/water temperature from secondary sources, scanning through other
sets by distance
1. For each regularized interval (hour) with a missing observation, check the nearest
comparable station/buoy and take its contemporaneous observation
2. If the nearest station has no such observation, check the next nearest station
3. Continue until “close” data sources are exhausted
• Interpolate Small Gaps Use a smoothing spline to interpolate water and air temperature
when a nearby reading is unavailable. For both series check that each observation is no more
than 4.5 standard deviations away from the readings in the applicable window (see below)
and consider extreme outliers as missing values subject to interpolation
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1. Water temperature varies slowly; interpolate for missing periods not longer than 7 days
2. Air temperature varies quickly with a diurnal pattern; interpolate for missing periods
not longer than 24 hours
• Short Look-back Wind and wave dynamics, as localized phenomenon with short memory,
should only be populated based on local history
1. Populate a missing wind speed and direction pair with the most recent true value ≤
6hr old
2. Populate a missing SWH with the most recent true value ≤ 6hr old
3. Leave all other missing values as missing
• Apply a Moving Average Complete wind and wave records using moving averages
1. Take the smallest moving average window such that the record is complete
3.4 Details of Measurements
3.4.1 Empirical Wave Counts
In contrast with existing literature focused on continuous valued wave height time series,
we will instead discretize the series by employing a user-defined amplitude cutoff τ . This
generates a stream of, binary events whose occurrence probability can be modeled through
time. For ocean waves, τ may be meaningful in an engineering setting, as would be the
case with flooding or sea defenses, or it may remain subjective and addressed via sensitivity
analysis to study the suitability of models at different heights or at different geographic
regions. These different use cases are scattered throughout the literature.
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Figure 3.4.1: Location of NOAA Buoy
#44040
Figure 3.4.2: Empirical Wave Height Distribution
NOAA Buoy #44040
Figure 3.4.3: Location of NOAA Buoy
#44039
Figure 3.4.4: Empirical Wave Height Distribution
NOAA Buoy #44039
Tables 3.4.1–3.4.4 show that, empirically, varying between τ in 1ft increments between
2ft and 7ft will have a dramatic effect on how a given wave history translates to a binary time
series. Buoy location and 3-month seasons are equally important. The very low frequency
of more extreme events present indicative limits to modeling efforts.
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Figure 3.4.5: Location of NOAA Buoy
#44017
Figure 3.4.6: Empirical Wave Height Distribution
NOAA Buoy #44017
Table 3.4.1: Wave Events Beyond Threshold At Various Heights By Season
Central Buoy #44039 For Available Data 2005-2015
Height Jan-Feb-Mar Apr-May-Jun Jul-Aug-Sep Oct-Nov-Dec All
Total Obs 17634 17336 19282 21408 75660
2ft 6641 2294 1954 8671 19560
3ft 3185 744 465 4041 8435
4ft 1516 217 134 1733 3600
5ft 598 58 47 693 1396
6ft 171 12 31 230 444
7ft 31 0 18 85 134
Table 3.4.2: Wave Events Beyond Threshold At Various Heights By Month
Central Buoy #44039 For Available Data 2005-2015
Height Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Total Obs 5798 5884 5062 5890 6539 5747 5410 6322 5541 5643 5285 6051
2ft 2108 2176 1281 971 535 252 208 275 757 1669 1719 2531
3ft 956 1177 546 400 148 46 35 56 220 700 697 1361
4ft 377 663 193 120 37 11 5 22 58 210 278 672
5ft 134 300 59 41 4 2 0 14 10 75 77 232
6ft 46 80 17 13 0 0 0 11 0 25 10 128
7ft 11 12 5 0 0 0 0 7 0 7 0 37
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Table 3.4.3: Wave Events Beyond Threshold At Various Heights By Season
Western Buoy #44040 For Available Data 2004-2014
Height Jan-Feb-Mar Apr-May-Jun Jul-Aug-Sep Oct-Nov-Dec All
Total Obs 12817 16558 15786 15383 60544
2ft 1429 977 605 2040 5051
3ft 443 371 197 680 1691
4ft 181 128 70 223 602
5ft 75 35 16 73 199
6ft 27 7 2 33 69
7ft 9 0 0 11 20
Table 3.4.4: Wave Events Beyond Threshold At Various Heights By Month
Western Buoy #44040 For Available Data 2004-2014
Height Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Total Obs 4462 3729 5103 5440 5375 5917 5408 5489 5109 5586 5597 5367
2ft 385 522 535 433 370 203 44 167 395 779 569 851
3ft 121 164 169 162 148 64 11 42 144 280 127 307
4ft 34 71 76 70 39 19 4 17 49 83 24 130
5ft 8 35 32 29 6 0 2 6 8 10 3 60
6ft 4 9 14 5 2 0 0 2 0 3 0 30
7ft 0 1 8 0 0 0 0 0 0 0 0 11
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3.4.2 Variation in Equipment Layout
It is important to note that, in the analysis to follow, temperatures are being taken from
NOAA exactly as presented in historical data sets. Strictly speaking, the physical quantities
whose measurements are used to populate the wind (WTMP) and air (ATMP) readings for
NOAA data are not quite the same from station to station. Sensor placement varies on
buoys and the layout of the land-based measuring stations is hardly standardized; NOAA
provides sensor metadata that is included along with the data feeds like Figure 3.1.1.
For example, consider the Western Sound buoy (NOAA ID 44040) administered by the
University of Connecticut. Any recorded observations would be at a height of +3.5m above
the water for ATMP or -1.0m below for WTMP. Ideally, both of the values would be recorded
simultaneously. However, for 2010, neither the Western Sound buoy nor the smaller sister
buoy at Execution Rocks have a useful WTMP record.
Due to this issue, the Bridgeport, CT land station can be used to populate the 2010
record. The data quality will be highest in winter when correlation is highest. This station
records WTMP at -4.9m below “mean lower low water” (MLLW). This datum is a standard
NOAA defined term representing the average height of the lowest tide recorded at a tide
station each day during the recording period. Since MLLW is a mean, the low tide reading
for any particular day may be negative relative to MLLW. For our purposes, the Bridgeport
station is close enough along the ocean surface to serve as a useful proxy for the Western
Sound buoy. The differences in hardware and layout can generally be ignored, especially for
macro variables.
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3.4.3 Geometry of Wind Readings
After all data has been appropriately merged and interpolated we must apply one further
transformation. Wind speed must be decomposed into orthogonal components using a
basis consistent with coastal geography. For sections of ocean such as the Long Island
Sound somewhat enclosed, it has been noted that not all wind should be treated the same
(O’Donnell et al., 2014). Both the underlying bathymetry and surface footprint will influence
how wave activity develops. In the case of the Long Island Sound, the choice of basis vectors
is easy and consistent with visual intuition and a cursory examination of prevailing wind
activity. We first treat the Sound as an ellipse and identify a major and minor axis with
some angular shift relative to a North-South and East-West basis of the Mercator map.
Figure 3.4.7: Orthogonal Basis and Prevailing Wind Direction
Figure 3.4.7 shows a Mercator map of the Long Island Sound and surrounding coast. The
elliptical Sound is tilted a small positive angle above an East-West line. For our purposes
the breadth of the body of water is small enough that projection error can be ignored so that
the physical surface can be treated as Euclidean, however this is not the case in general. By
34
manually selecting a representative Western vertex as well as an Eastern vertex we can define
a major axis for the ellipse; line A with pin icons at either end. Using the latitude/longitude
coordinates for these vertices it is possible to quickly compute the Great Circle geodesic path
defining the major axis. This path is 167.50km long with the coordinate (40.66611, -75.5225)
at the midpoint. This convenient vocabulary can not generally be applied to all bodies of
water, but the Sound is both convex and somewhat regular (albeit highly eccentric). For
bodies of water that are not convex or irregular there are other notions of oceanographic
“orientation” in the marine science literature (O’Donnell et al., 2008) (Wilson et al., 2015)
that do persist. The literature discusses not only wind and surface waves but also the fluid
dynamics and composition of the water column.
Wind direction is reported as the compass bearing from which the wind blows, so we
must be careful when translating from compass degree bearings to planar Euclidean degrees
- neither the “arrow” of the total wind vector nor the 0◦ reference angle will agree between
coordinate systems. Specifically, if our Euclidean plane is to be defined over the perpendicular
ellipse axes, we need a way to assign +/- signs on each axis while quoting meteorological
data in the conventional way. Thus we set a convention: all wind should have a minor axis
“across the Sound” component blowing from 346◦ (a Euclidean arrow from NW toward SE)
as well as a major axis “along the Sound” component blowing from 256◦ (a Euclidean arrow
from SW to NE). In this way the “arrow” of the vector will have positive magnitude when
the wind tends in the prevailing direction.
Empirically, the ellipse view is useful for modeling. When wind blows “across” the
Sound—that is on the minor axis—there is not much space for wave development. However,
when wind blows “along” the Sound’s major axis, there is a long stretch of open water. For
the same absolute wind speed, a wind direction along the major axis will produce greater
wave action. Resolving these components produces distinct covariates that, as a pair, are
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Figure 3.4.8: 2010 Wind Record for Western Long Island Sound Buoy NOAA #44040
(a) Absolute Wind Magnitude
(b) Minor Axis Wind Velocity (Signed)
(c) Major Axis Wind Velocity (Signed)
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more interesting and predictive than the absolute wind speed and compass direction.
Since we have assigned positive wind magnitude with respect to prevailing wind direction,
it should come as no surprise that the empirical distribution of the major/minor wind
components have different intensities. In Figure 3.4.8 we see differences in the variances
of major and minor axis wind strength. These patterns are expected based on the seasonal
trends; both strong but prevailing winds from the West as well as winter Nor’Easter storms
where wind blows from open ocean down the major axis but against the prevailing direction.
3.4.4 Wave Fetch
The ellipse construction provides useful features for modeling, but other features can be
adapted from hydrodynamics literature. The Sverdrup-Munk-Bretschneider (SMB) method
detailed by Bretschneider (1957) and codified for practical usage by the US Army Corps
of Engineers (1984) offers well-studied options. The three most prominent variables are
wind speed (particularly wind speed squared) and “fetch” (a function of wind direction and
geography). Fetch is the distance from the observation point to the nearest land in the
direction from which the wind blows.
In practice, as fetch is a function of wind direction, we will need to discretize the direction
from the buoy to the coast. By convention, wind direction is only reported in 10 degree
increments so empirical studies can have no more than 36 possible fetch lengths for a given
buoy. As shown in Table 3.4.5, fetch lengths are be highly variable for elliptical bodies of
water such as the Long Island Sound, particularly if the observations are taken at a point
far from the centroid like in the case of the Western Sound buoy.
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Table 3.4.5: 10 Degree Fetch Lengths for Two buoys (Miles)
Compass Direction Western buoy Central buoy






































Wave height models developed in this regime various display high complexity (Wilson,
1965; Seck-Hong, 1977) with additional bathymetric variables or lower complexity (Goda,
2003) with particular constants imposed depending on the generalizations made about time
and space. Areas may be “fetch limited” like the Long Island Sound or “fetch unlimited”
as in the open ocean and wind may not blow “long enough” for some properties to hold.
Goda’s consolidated method is constructed as follows:
H Wave height - meters
u Wind speed - meters / sec
g Gravitational acceleration - 9.807 meters / second2











Note that fetch length will typically need to be converted from kilometers so the nominal
values entered into the calculation will be large in terms of meters. The steady lead-up
duration such that the wind is able to fully develop wave height is specified to be tmin =
F 0.73u−0.46 hours. This equality implies there is also a Fmax = t
1.37u0.63 the maximum
fetch that could be developed in a given time. To that extent that fetch associated with
true wind direction F > Fmax the model is degraded. Typically, and especially for north-
south alignments, the wave action is constrained in the Long Island Sound and winds rarely
sustaining for more than 20 hours. It is usually the case that so that F < Fmax so the model
is satisfactory and the limiting factor for wave height is the size of the body of water rather
than the typical persistence of wind.
Chapter 4
Wave Heights as a Stochastic Process
4.1 Motivation
While tides are largely deterministic, wave dynamics are suitable for time series modeling.
We consider instantaneous sea level above some reference datum (sea level given other
components) at location i at time t as Hi,t. In theory Hi,t could be considered as a continuous
time process but in practice it will denote observed wave height at discrete times for location
i, since the physical sensors tend to smooth instantaneous readings and report at regular
time intervals. We first examine the statistical properties of Hi,t and then explore useful
statistical models.
4.2 Description of Wave Height Time Series
Wave height readings are presented in Figure 4.2.1 for the Central Sound buoy and in Figure
4.2.2 for the Western Sound buoy. These plots show hourly wave height in feet. There are
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Figure 4.2.1: Wave Height Plot by Season
Central Sound Buoy - #44039
clear seasonal differences in the data and models will be fit on segmented data for three-
month seasonal windows. Further detail on seasonality in the raw data is also discussed in
Section 3.4.
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Figure 4.2.2: Wave Height Plot by Season
Western Sound Buoy - #44040
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Tables 4.2.3 and 4.2.4 show plots of the sample autocorrelation function (ACF) for the
Central and Western Sound buoys respectively using the acf() function in R. The ACF shows
the sample correlation between a time series and a lagged version of itself as a function of
the lag. As in Shumway and Stoffer (2010), the sample autocovariance function is defined






(xt+h − x̄)(xt − x̄) (4.2.1)
with γ̂(−h) = γ̂(h) for h = 0, 1, ..., n− 1
One may then specify a maximal hmax ≤ n − 1 lag and plot the sample autocorrelation





In this case, the wave height data is reported hourly so the lag intervals represent some
number of hours and hmax = 168, the number of hours in a week. Note that the the ACF
plots for the segmented seasonal data decay rapidly indicating short-memory for any time
series model. There are also slight peaks indicative of relationship at multiples of 24hr
consistent with the sun’s effects on the environment.
Due to the rapid decay in the wave height ACF and in keeping with physical intuition,
Table 4.2.5s show plots of the sample cross-correlation function (CCF) for the Central Sound
buoy respectively using the ccf() function in R. The CCF shows the sample correlation
between a time series and a lagged version of itself as a function of the lag. As in Shumway
and Stoffer (2010), the sample cross-covariance function is defined for time series x and y
as:
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Figure 4.2.3: Wave Height ACF by Season
Central Sound Buoy - #44039
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Figure 4.2.4: Wave Height ACF by Season







(xt+h − x̄)(yt − ȳ) (4.2.3)
One may then specify a maximal hmax ≤ n − 1 lag and plot the sample cross-correlation





For the R function ccf(), the lag h value returned by ccf(x, y) estimates the correlation
between xt+h and yt. In order to identify which predictors are correlated with wave height,
and at which lags, cross-correlation plots are provided in Figure 4.2.5 for a three-month
subset of the data and again hmax = 168. Right-hand increments indicate lags of +1 hour
with respect to observed wave height. Note that the correlation decays quickly and that decay
is generally monotonic so that lag of order 1 has the strongest correlation in all comparisons.
As with the ACF, the decay is swift and there are some relationships seen at multiples of
24hr in some plots.
Consider another three-month snippet of summer data. Figure 4.2.6 visualizes correlation
as a function of lag for a single variable Major Axis wind speed. The Pearson correlation
values decrease monotonically with respect to lag, the correlation decay is rather quick, and
there is increased variation for larger lags so that any simple linear regression would have
progressively lower R2 as explanatory power is exhausted. See Appendix A.1 for additional
cross-correlation and scatter plots.
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Figure 4.2.5: Cross-correlation Plots - Central Sound Buoy #44039 Jan-Mar
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Figure 4.2.6: Scatter Plots With Pearson Correlation: (Ht, P redictort−r)
Central Sound Buoy #44039 Jul-Sep
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4.3 Autoregressive Models for Wave Heights
In order formalize insight gained from the ACF plots we next fit auto-regressive AR(p)
models to the continuous wave heights. Hi,t constructed as a linear combination of history
(over β’s) with Gaussian noise and formally defined as:
Hi,t = β0 +
p∑
r=1
βrHi,t−r + εt (4.3.1)
εt ∼ N(0, σ2) i.i.d.
Roots of the “characteristic polynomial” for the process Φ(u) = 1−
∑p
r=1 βru
r must lie if
the complex unit circle if Hi,t is stationary. The arima() function in R is quite powerful and
can fit ARIMA(p,d,q) model; simpler AR(p) models can be fit by limiting model complexity
by using the order=(p,0,0) argument. We determine if supplementing AR(p) models with
exogenous predictors is beneficial.
AR(p) Models Without Exogenous Predictors
The left column of Table 4.3.9 shows that a lag 1 model has an incomplete fit. There is
time-dependent error in the model that may be remedied by including additional lagged
terms. The right hand column of the table shows that a lag 6 model is more informative but
since it has a higher AIC one could also consider a more parsimonious model with lags but
still having lag >1. These observations add rigor the ACF “peak” is significant.
Additional modeling has shown that models up to lag r = 12 display trade-offs between
AIC and coefficient p-values but higher order terms are of increasingly little value. Lag 6
appears to be the best trade off between AIC and other diagnostics. For this particular
sample data, the lag 6 model will have an AIC lower than the lag 1 model but other sample
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data sets have shown an opposite relation. However, for both sample sets, residual analysis
indicated multi-lag information content leading to the conclusion that an upper lag limit of
order 6 is appropriate for model construction. We will apply this insight to several classes
of binary model in the next chapter in order to compare the relative utility of wave history
with that of exogenous environmental data.
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Table 4.3.1: AR(p) Models - #44039 Buoy 2008 Data
Ht = β0 + β1Ht−1 + εt Ht = β0 +
∑6
r=1 βrHt−r + εt
β̂0 = 0.053263 σ̂ = 0.314 AIC: 3984.1 β̂0 = 0.068204 σ̂ = 0.310 AIC: 3820.9







AR(p) Models With Exogenous Predictors
The next question to address is the relative explanatory power of lagged wave heights
compared with exogenous predictors. As discussed in Chapter 3 there are multiple ways
to characterize and encode environmental data. Recall Goda’s simplified SMB model,
Equation 3.4.1, for point-in-time wave height. The equation is highly non-linear and cannot
immediately be cast as a linear model suitable for regression. We therefore construct a linear
approximation:

















]−2 with a = 0.3u2g , b = 0.004√g
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k fk(x) fk(0) k! xk kth term
0 (1 + x)−2 1 1 x0 1
1 −2(1 + x)−3 -2 1 x1 −2x
2 6(1 + x)−4 6 2 x2 3x2
3 −24(1 + x)−5 -24 6 x3 −4x3
4 120(1 + x)−6 120 24 x4 5x4
. . . . . .
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. . . . . .


































We will use Equation 4.3.2 as a guide to construct a multiple linear regression. Correlation
analysis and wave physics suggest that the square of wind speed should be included as a
distinct, stand-alone term in any regression model for wave height. Additionally we consider
the three functions of fetch that emerge from the SMB approximation. This model for wave
height Ht is presented as Equation (4.3.3). To be clear, u represents lagged wind speed and
F is the lagged fetch length associated with the direction of the wind. We would expect that
the squared wind speed (u2) predictor is positively associated with wave height. We further
expect that the net additive effect of the three fetch related term is positive although, since
the SMB equation is non-linear, we do not necessarily expect each of the three linearized
terms to be bear a positive coefficient. The model behaves well and recovers several dynamics
of the underlying marine physics.










Hereafter we adopt the following notation:
Z2,(t−r) = Speedt−r
√





From a statistical point of very, these models have desirable properties. Table 4.3.2 shows
that the predictors are highly significant and the fetch related terms are more significant for
the Western Sound buoy. This is consistent with the coastal geometry in the region, the
53
variability of fetch length is much more extreme for the Western Sound buoy relative to the
Central, so it is reassuring that fetch effect is more significant.
From a physics point of view, Tables 4.3.3-4.3.8 confirm that for an increase in fetch (of
various lengths), the net effect of the fetch-related predictors (i.e. the three predictors that
are each a function of fetch) is an increase in estimated wave height. Since some of the
terms are also a functions of wind speed and also non-linear with respect to fetch, it is not
possible to provide a single number to verify the magnitude and sign of the effect. Instead,
we present a grid of interesting pairs of fetch and wind speed values and evaluate change at
each point, a result akin to a partial derivative.
Not only are all of these values positive as the physics suggests, but it is also the case that
the magnitude of the increase is smaller for the Western Sound buoy. Thus, the governing
SMB equation can be captured by linear regression terms in such a way that the Western
Sound buoy, with its highly variable fetch values, is very certainly affected by fetch (i.e.
high statistical significance, even moreso than the Central buoy) and that the effect size is
consistent with the generally lower level of activity in Western Sound area.
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Table 4.3.2: Regression Fits for Linearized SMB Approximation
>> >> Central Sound Buoy - 2008 Full Year << <<
Estimate Std. Error t value Pr(>|t|)
(Intercept) 4.482e-01 1.185e-02 37.820 < 2e-16
rWSPD2 2.390e-02 3.429e-04 69.709 < 2e-16
z2 1.618e-04 3.393e-05 4.770 1.88e-06
z3 -5.563e-06 7.268e-07 -7.653 2.21e-14
z4 1.929e-08 3.202e-09 6.025 1.77e-09
Residual standard error: 0.445 on 7355 degrees of freedom
(324 observations deleted due to missingness)
Multiple R-squared: 0.8507,Adjusted R-squared: 0.8506
F-statistic: 1.048e+04 on 4 and 7355 DF, p-value: < 2.2e-16
>> >> Western Sound Buoy - 2008 Full Year << <<
Estimate Std. Error t value Pr(>|t|)
(Intercept) 2.939e-01 9.763e-03 30.101 < 2e-16
rWSPD2 1.703e-02 3.660e-04 46.532 < 2e-16
z2 3.118e-04 3.692e-05 8.446 < 2e-16
z3 -7.104e-06 7.297e-07 -9.735 < 2e-16
z4 1.439e-08 2.877e-09 5.002 5.82e-07
Residual standard error: 0.5346 on 6583 degrees of freedom
(166 observations deleted due to missingness)
Multiple R-squared: 0.6131,Adjusted R-squared: 0.6129
F-statistic: 2608 on 4 and 6583 DF, p-value: < 2.2e-16
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Table 4.3.3: Change in Fitted Wave Height (Ft.) Response With Respect to Fetch
Central Sound Buoy - 2008 Full Year
SMB Regressions [Hu,F+1000 −Hu,F ] for +1,000m Change in Fetch
Wind Speed Value
Min Q1 Q2 Mean Q3 Max
Fetch Value 0.01 3.1 5.1 5.5 7.7 17.5
Min 12875 3.52 0.67 1.10 1.20 1.94 8.03
Q1 16093 4.66 0.66 1.09 1.20 1.94 8.05
Q2 22531 7.28 0.65 1.08 1.19 1.93 8.07
Mean 58939 28.42 0.56 0.99 1.10 1.87 8.14
Q3 30577 11.10 0.63 1.06 1.17 1.93 8.10
Max 88514 51.61 0.50 0.92 1.03 1.81 8.15
Table 4.3.4: Change in Fitted Wave Height (Ft.) Response With Respect to Fetch
Western Sound Buoy - 2008 Full Year
SMB Regressions [Hu,F+1000 −Hu,F ] for +1,000m Change in Fetch
Wind Speed Value
Min Q1 Q2 Mean Q3 Max
Fetch Value 0.01 2.6 4.1 4.4 6.2 33.5
Min 4828 0.89 0.43 0.64 0.69 1.06 20.16
Q1 6437 1.16 0.43 0.64 0.70 1.06 20.25
Q2 8047 1.47 0.43 0.64 0.70 1.07 20.34
Mean 20158 4.57 0.39 0.63 0.69 1.09 20.78
Q3 17703 3.84 0.40 0.63 0.69 1.09 20.70
Max 120700 60.52 0.06 0.31 0.38 0.86 22.20
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Table 4.3.5: Change in Fitted Wave Height (Ft.) Response With Respect to Fetch
Central Sound Buoy - 2008 Full Year
SMB Regressions [Hu,F+10000 −Hu,F ] for +10,000m Change in Fetch
Wind Speed Value
Min Q1 Q2 Mean Q3 Max
Fetch Value 0.01 3.1 5.1 5.5 7.7 17.5
Min 12875 7.00 0.65 1.08 1.19 1.94 8.07
Q1 16093 8.43 0.64 1.07 1.18 1.93 8.08
Q2 22531 11.59 0.62 1.06 1.17 1.92 8.10
Mean 58939 34.98 0.54 0.97 1.08 1.85 8.15
Q3 30577 15.99 0.60 1.04 1.15 1.91 8.12
Max 88514 59.55 0.48 0.90 1.01 1.79 8.14
Table 4.3.6: Change in Fitted Wave Height (Ft.) Response With Respect to Fetch
Western Sound Buoy - 2008 Full Year
SMB Regressions [Hu,F+10000 −Hu,F ] for +10,000m Change in Fetch
Wind Speed Value
Min Q1 Q2 Mean Q3 Max
Fetch Value 0.01 2.6 4.1 4.4 6.2 33.5
Min 4828 2.79 0.41 0.64 0.70 1.08 20.57
Q1 6437 3.21 0.41 0.63 0.70 1.08 20.63
Q2 8047 3.65 0.40 0.63 0.69 1.09 20.68
Mean 20158 7.62 0.36 0.61 0.67 1.08 21.01
Q3 17703 6.73 0.37 0.61 0.68 1.08 20.95
Max 120700 67.36 0.04 0.28 0.35 0.83 22.27
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Table 4.3.7: Change in Fitted Wave Height (Ft.) Response With Respect to Fetch
Central Sound Buoy - 2008 Full Year
SMB Regressions [Hu,F+20000 −Hu,F ] for +20,000m Change in Fetch
Wind Speed Value
Min Q1 Q2 Mean Q3 Max
Fetch Value 0.01 3.1 5.1 5.5 7.7 17.5
Min 12875 11.76 0.62 1.06 1.17 1.92 8.10
Q1 16093 13.47 0.62 1.05 1.16 1.92 8.11
Q2 22531 17.13 0.60 1.04 1.14 1.91 8.12
Mean 58939 42.79 0.52 0.95 1.06 1.83 8.15
Q3 30577 22.11 0.58 1.02 1.13 1.89 8.14
Max 88514 68.80 0.46 0.87 0.98 1.76 8.14
Table 4.3.8: Change in Fitted Wave Height (Ft.) Response With Respect to Fetch
Western Sound Buoy - 2008 Full Year
SMB Regressions [Hu,F+20000 −Hu,F ] for +20,000m Change in Fetch
Wind Speed Value
Min Q1 Q2 Mean Q3 Max
Fetch Value 0.01 2.6 4.1 4.4 6.2 33.5
Min 4828 5.75 0.38 0.62 0.68 1.09 20.88
Q1 6437 6.29 0.38 0.62 0.68 1.09 20.92
Q2 8047 6.85 0.37 0.61 0.68 1.08 20.96
Mean 20158 11.59 0.33 0.58 0.65 1.07 21.22
Q3 17703 10.56 0.34 0.59 0.65 1.07 21.17
Max 120700 75.24 0.01 0.25 0.32 0.80 22.35
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Next, we supplement the strict AR(1) and AR(6) models by including the wind speed and
fetch-based terms. Table 4.3.10 shows the performance of the AR(1) model and the AR(6)
for wave height with and without supplemental predictors. The lm() function in R was used
to generate the results. Fetch and Wind Speed were selected as a small, two-variable pair of
predictors that contain useful information. Broader model selection inquiry is conducted in
Chapter 5.
Clearly, the evidence in Table 4.3.10 shows that orders 1-6 wave history is more informative
than only order 1 history. Both regressions with wind speed and fetch-based terms perform
very well, consistent the physical theory expressed in the SMB equation. It is interesting
to note that a model with 1 period history and exogenous predictors is substantially better
than either purely auto-regressive model. Moreover, by some standards, including Adjusted
R2 and variable-wise significance testing, the augmented AR(1) period model outperforms
the augmented AR(6) period model. One may, then, prefer the augmented 1 period model
not only for performance or parsimony, but also because of practical concerns related to
data collection. Rather than requiring a scientist to collect multiple, sequential observations
to construct the wave history, it may be sufficient to collect all relevant information at one
point in time. Recall that missing data was a significant concern in Chapter 3. In light
of these findings, subsequent binary time series modeling will not use lengthy wave height
histories.
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Table 4.3.9: AR(p) Models With Exogenous Predictors - #44039 Buoy 2008 Data
Ht = β0 + β1Ht−1 + ... Ht = β0 +
∑6





















β̂0 = 0.090067 σ̂ = 0.232 AIC: -620.0 β̂0 = 0.092537 σ̂ = 0.232 AIC: -623.8






ˆβS = 0.008372 ˆβS = 0.008285
ˆβF1 = 0.000106
ˆβF1 = 0.000105
ˆβF2 = −0.000002 ˆβF2 = −0.000002
ˆβF3 = 8.747e-09
ˆβF3 = 8.712e-09
Table 4.3.10: p-values for Autoregressive Models and Variants
AR(1) AR(6) AR(1) + Exo AR(6) + Exo
(Int) ≈0 ≈0 ≈0 ≈0
Ht−1 ≈0 ≈0 ≈0 ≈0
Ht−2 - 2.65e-05 - 0.0141
Ht−3 - 0.0184 - 0.4689
Ht−4 - 0.1272 - 0.2395
Ht−5 - 0.1254 - 0.3173
Ht−6 - 0.2110 - 0.6685
Speed2t−1 - - ≈0 ≈0
Speedt−1
√
Fetcht−1 - - 2.16e-09 3.21e-09





- - 1.67e-07 1.89e-07
Other
F-test p-val ≈0 ≈0 ≈0 ≈0
Adj. R2 0.9271 0.9287 0.9594 0.9594
AIC 3984.1 3820.9 -620.0 -623.8
Chapter 5
Binary Models for Incidence of Wave
Heights over Threshold
In this chapter we study hourly observations from buoys in the Long Island Sound from
January to December 2008 for a sheltered buoy, the Western Sound buoy NOAA #44040,
and the Central Sound buoy NOAA #44039 in more open water. Table 3.4.1 shows that,
across the entire record, τ = 3ft threshold represents the ∼ 90th percentile of readings.
Extreme events in the top 0.1% (at 5-6ft) would make the response data exceedingly sparse.
We will construct binary responses for different wave event thresholds (e.g. 2ft and 3ft), and
then fit binary regression models including endogenous and exogenous predictors.
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5.1 Binary Time Series Regression
5.1.1 Model Definition
Let Hi,t be the wave height for the i-th buoy at time t. The i index may be dropped for
simplicity of notation when speaking about a single data stream. Let Wi,t = I[Hi,t > τ ]
using an indicator function to produce a binary time series. Wi,t will be modeled using (a)
a static logistic regression, (b) a Bayesian framework where some parameters are stochastic,
and (c) a time-evolving Dynamic GLM (DGLM) where the random regression coefficients
are allowed to evolve over time. The performance of static models is compared with dynamic
models. To increase computational speed for Bayesian models, we will use Integrated Nested
Laplace Approximations (INLA) reviewed in Chapter 2. Wi,t will be treated as Bernoulli
random variables. Wi,t therefore admits a conditional expectation representing probability
of a wave event given the predictors. The logistic regression model for the binary variable
Wi,t follows as (McCullagh and Nelder, 1989):





5.1.2 Impact of Linearized SMB Fetch Terms on Logit(pt)
Given the marine physics involving wind speed and fetch length it is natural to seek to use
the same linearized SMB terms to model the probability of a wave event over threshold. If
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large fetch leads to heigher wave heights, then one might assume that that fetch effects can
be resolved in a logistic regression model. We will explore the same linear predictor space
for effects on logit(pt). As in Equation 5.1.2, let logit(pt) be modeled using only squared
wind speed and the linearized SMB terms:










Based on empirical wave height distribution in the Long Island Sound (as studied in
Chapters 3 and 4), the wave event threshold throughout this chapter will typically be τ = 3ft
so that Ht > 3 =⇒ Wt = 1 while Ht ≤ 3 =⇒ Wt = 0. However, for this initial model we
will vary τ for illustrative purposes. We are particularly interested in the relative frequency
of wave events between the Central and Western buoys. We fit the model in Equation (5.1.3)
for several thresholds. Having thus defined response variables, the model is easily fit in R
using the glm() function.
For each buoy and for each τ ∈ {2ft, 3ft, 4ft, 5ft} we present (on the left) a spike
raster plot denoting whether or not an event over threshold was observed and (on the right)
the fitted probability pt for the model of functional form (5.1.3). Figure 5.1.1 presents the
plots for the Central buoy and Figure 5.1.2 shows the Western bouy. These simple logistic
regression models appear to provide a reasonable indication of the hours where wave events
are likely. Clearly, however the model has difficult predicting events when the {0, 1} classes
are unbalanced and record of positive events is thin. Perhaps additional predictors can
improve the model performance.
In addition to the model’s predictive performance, we also seek to understand and
evaluate the prediction dynamics given variation in fetch length. As in Section 4.3, the
impact of fetch is non-linear and, as it will not be constant. It is insufficient to only quote
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Figure 5.1.1: Binary Event History Wt and Fitted Logistic Regression for Various τ
Central Sound Buoy - 2008 Full Year
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Figure 5.1.2: Binary Event History Wt and Fitted Logistic Regression for Various τ
Western Sound Buoy - 2008 Full Year
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the fitted coefficents of the Z terms. The change in the response (probability of a 1) must be
calculated for an array for points across the predictor space. Table 5.1.2 shows the change
in the fitted probability pt if one starts at various points in the predictor space and increases
fetch by 1000, 10000, and 20000 meters. Results are also shown for the Western buoy.
As fetch is increased the probability of a wave event is variously higher or lower depending
on the reference point chosen in the predictor space. These change, particularly near the
centroid of the data, imply changes in probability of order 10−4. This is at odds with the
results from Chapter 4 when the response is the continuous wave height Ht. The prior study
indicated that the fetch effect should be most pronounced for the Western Sound buoy. The
sensitivity tables suggest that the impact of fetch is more ambiguous in a binary modeling
framework.
As an additional check, beginning in Table 5.1.7 we lower the threshold to τ = 2ft, refit
the model on the Western Sound observations and then increase fetch by various amounts.
The Western Sound experiences sea states with waves substantially smaller than the Central
Sound and many other areas. In the binary framework a τ = 3ft threshold may be excessively
high, making wave events exceedingly rare for the Western buoy. In fact, the additional
sensitivity tables show results are consistent with the 3ft tests. Based on these test we
expand our set of variables, consider seaonal data subsets, and examine Bayesian models.
The linearized SMB fetch terms will be included in later binary models but their impact
may be limited and any final modeling recommendations may not necessarily include Zs at
any lag.
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Table 5.1.1: Fitted Probability pt With Respect to Fetch
Central Sound Buoy - 2008 Full Year - τ = 3ft
SMB Logistic Regressions Hu,F+1000 vs. Hu,F for +1,000m Change in Fetch
Wind Speed Value
Min Q1 Q2 Mean Q3 Max
Fetch Value 0.01 3.1 5.1 5.5 7.7 17.5
Min 12875 0.1535 0.0030 0.0088 0.0112 0.0522 0.9997
+1000 13875 0.2409 0.0029 0.0087 0.0110 0.0527 0.9997
Q1 16093 0.5439 0.0026 0.0083 0.0107 0.0536 0.999
+1000 17093 0.6916 0.0025 0.0081 0.0105 0.0538 0.9998
Q2 22531 0.9900 0.0020 0.0071 0.0094 0.0531 0.9999
+1000 23531 0.9953 0.0019 0.0069 0.0091 0.0527 0.9999
Mean 58939 1.0000 0.0003 0.0019 0.0027 0.0251 1.0000
+1000 59939 1.0000 0.0003 0.0018 0.0026 0.0244 1.0000
Q3 30577 1.0000 0.0014 0.0056 0.0075 0.0486 0.9999
+1000 31577 1.0000 0.0013 0.0054 0.0073 0.0479 0.9999
Max 88514 1.0000 0.0001 0.0005 0.0007 0.0093 1.0000
+1000 89514 1.0000 0.0001 0.0005 0.0007 0.0090 1.0000
Table 5.1.2: Fitted Probability pt With Respect to Fetch
Central Sound Buoy - 2008 Full Year - τ = 3ft
SMB Logistic Regressions Hu,F+10000 vs. Hu,F for +10,000m Change in Fetch
Wind Speed Value
Min Q1 Q2 Mean Q3 Max
Fetch Value 0.01 3.1 5.1 5.5 7.7 17.5
Min 12875 0.1535 0.0030 0.0088 0.0112 0.0522 0.9997
+10000 13875 0.9923 0.0020 0.0071 0.0093 0.0530 0.9999
Q1 16093 0.5439 0.0026 0.0083 0.0107 0.0536 0.9998
+10000 17093 0.9994 0.0017 0.0064 0.0085 0.0515 0.9999
Q2 22531 0.9900 0.0020 0.0071 0.0094 0.0531 0.9999
+10000 23531 1.0000 0.0013 0.0052 0.0071 0.0472 0.9999
Mean 58939 1.0000 0.0003 0.0019 0.0027 0.0251 1.0000
+10000 59939 1.0000 0.0002 0.0012 0.0018 0.0184 1.0000
Q3 30577 1.0000 0.0014 0.0056 0.0075 0.0486 0.9999
+10000 31577 1.0000 0.0009 0.0039 0.0054 0.0404 0.9999
Max 88514 1.0000 0.0001 0.0005 0.0007 0.0093 1.0000
+10000 89514 1.0000 <0.0001 0.0003 0.0005 0.0064 1.0000
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Table 5.1.3: Fitted Probability pt With Respect to Fetch
Central Sound Buoy - 2008 Full Year - τ = 3ft
SMB Logistic Regressions Hu,F+20000 vs. Hu,F for +20,000m Change in Fetch
Wind Speed Value
Min Q1 Q2 Mean Q3 Max
Fetch Value 0.01 3.1 5.1 5.5 7.7 17.5
Min 12875 0.1535 0.0030 0.0088 0.0112 0.0522 0.9997
+20000 13875 1.0000 0.0013 0.0052 0.0070 0.0469 0.9999
Q1 16093 0.5439 0.0026 0.0083 0.0107 0.0536 0.9998
+20000 17093 1.0000 0.0011 0.0046 0.0063 0.0443 0.9999
Q2 22531 0.9900 0.0020 0.0071 0.0094 0.0531 0.9999
+20000 23531 1.0000 0.0008 0.0036 0.0050 0.0387 1.0000
Mean 58939 1.0000 0.0003 0.0019 0.0027 0.0251 1.0000
+20000 59939 1.0000 0.0001 0.0008 0.0011 0.0131 1.0000
Q3 30577 1.0000 0.0014 0.0056 0.0075 0.0486 0.9999
+20000 31577 1.0000 0.0005 0.0026 0.0037 0.0317 1.0000
Max 88514 1.0000 0.0001 0.0005 0.0007 0.0093 1.0000
+20000 89514 1.0000 <0.0001 0.0002 0.0003 0.0043 1.0000
Table 5.1.4: Fitted Probability pt With Respect to Fetch
Western Sound Buoy - 2008 Full Year - τ = 3ft
SMB Logistic Regressions Hu,F+1000 vs. Hu,F for +1,000m Change in Fetch
Wind Speed Value
Min Q1 Q2 Mean Q3 Max
Fetch Value 0.01 3.1 5.1 5.5 7.7 17.5
Min 12875 <0.0001 0.0035 0.0059 0.0068 0.0163 1.0000
+1000 13875 <0.0001 0.0033 0.0056 0.0065 0.0159 1.0000
Q1 16093 <0.0001 0.0031 0.0055 0.0063 0.0157 1.0000
+1000 17093 <0.0001 0.0029 0.0052 0.0060 0.0152 1.0000
Q2 22531 <0.0001 0.0028 0.0051 0.0059 0.0149 1.0000
+1000 23531 <0.0001 0.0026 0.0048 0.0056 0.0143 1.0000
Mean 58939 <0.0001 0.0010 0.0024 0.0029 0.0086 1.0000
+1000 59939 <0.0001 0.0009 0.0022 0.0027 0.0081 1.0000
Q3 30577 <0.0001 0.0013 0.0028 0.0034 0.0097 1.0000
+1000 31577 <0.0001 0.0011 0.0026 0.0031 0.0092 1.0000
Max 88514 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 1.0000
+1000 89514 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 1.0000
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Table 5.1.5: Fitted Probability pt With Respect to Fetch
Western Sound Buoy - 2008 Full Year - τ = 3ft
SMB Logistic Regressions Hu,F+10000 vs. Hu,F for +10,000m Change in Fetch
Wind Speed Value
Min Q1 Q2 Mean Q3 Max
Fetch Value 0.01 3.1 5.1 5.5 7.7 17.5
Min 12875 <0.0001 0.0035 0.0059 0.0068 0.0163 1.0000
+10000 13875 <0.0001 0.0016 0.0034 0.0040 0.0112 1.0000
Q1 16093 <0.0001 0.0031 0.0055 0.0063 0.0157 1.0000
+10000 17093 <0.0001 0.0014 0.0030 0.0036 0.0104 1.0000
Q2 22531 <0.0001 0.0028 0.0051 0.0059 0.0149 1.0000
+10000 23531 <0.0001 0.0012 0.0027 0.0033 0.0096 1.0000
Mean 58939 <0.0001 0.0010 0.0024 0.0029 0.0086 1.0000
+10000 59939 <0.0001 0.0003 0.0011 0.0014 0.0048 1.0000
Q3 30577 <0.0001 0.0013 0.0028 0.0034 0.0097 1.0000
+10000 31577 <0.0001 0.0005 0.0013 0.0017 0.0056 1.0000
Max 88514 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 1.0000
+10000 89514 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 1.0000
Table 5.1.6: Fitted Probability pt With Respect to Fetch
Western Sound Buoy - 2008 Full Year - τ = 3ft
SMB Logistic Regressions Hu,F+20000 vs. Hu,F for +20,000m Change in Fetch
Wind Speed Value
Min Q1 Q2 Mean Q3 Max
Fetch Value 0.01 3.1 5.1 5.5 7.7 17.5
Min 12875 <0.0001 0.0035 0.0059 0.0068 0.0163 1.0000
+20000 13875 <0.0001 0.0006 0.0017 0.0020 0.0066 1.0000
Q1 16093 <0.0001 0.0031 0.0055 0.0063 0.0157 1.0000
+20000 17093 <0.0001 0.0005 0.0015 0.0018 0.0060 1.0000
Q2 22531 <0.0001 0.0028 0.0051 0.0059 0.0149 1.0000
+20000 23531 <0.0001 0.0004 0.0013 0.0016 0.0055 1.0000
Mean 58939 <0.0001 0.0010 0.0024 0.0029 0.0086 1.0000
+1000 59939 <0.0001 0.0001 0.0005 0.0006 0.0025 1.0000
Q3 30577 <0.0001 0.0013 0.0028 0.0034 0.0097 1.0000
+20000 31577 <0.0001 0.0001 0.0006 0.0007 0.0029 1.0000
Max 88514 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 1.0000
+20000 89514 <0.0001 <0.0001 <0.0001 <0.0001 <0.0001 <1.0000
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Table 5.1.7: Fitted Probability pt With Respect to Fetch
Western Sound Buoy - 2008 Full Year - τ = 2ft
SMB Logistic Regressions Hu,F+1000 vs. Hu,F for +1,000m Change in Fetch
Wind Speed Value
Min Q1 Q2 Mean Q3 Max
Fetch Value 0.01 2.6 4.1 4.4 6.2 33.5
Min 12875 0.0152 0.0074 0.0137 0.0163 0.0497 1.0000
+1000 13875 0.0217 0.0072 0.0135 0.0161 0.0492 1.0000
Q1 16093 0.0274 0.0071 0.0134 0.0159 0.0488 1.0000
+1000 17093 0.0411 0.0070 0.0131 0.0156 0.0481 1.0000
Q2 22531 0.0532 0.0069 0.0130 0.0155 0.0477 1.0000
+1000 23531 0.0822 0.0068 0.0127 0.0152 0.0470 1.0000
Mean 58939 0.9881 0.0053 0.0102 0.0122 0.0390 1.0000
+1000 59939 0.9943 0.0052 0.0100 0.0120 0.0383 1.0000
Q3 30577 0.9359 0.0056 0.0107 0.0128 0.0407 1.0000
+1000 31577 0.9669 0.0055 0.0105 0.0126 0.0400 1.0000
Max 88514 1.0000 0.0007 0.0012 0.0014 0.0049 1.0000
+1000 89514 1.0000 0.0007 0.0012 0.0014 0.0048 1.0000
Table 5.1.8: Fitted Probability pt With Respect to Fetch
Western Sound Buoy - 2008 Full Year - τ = 2ft
SMB Logistic Regressions Hu,F+10000 vs. Hu,F for +10,000m Change in Fetch
Wind Speed Value
Min Q1 Q2 Mean Q3 Max
Fetch Value 0.01 2.6 4.1 4.4 6.2 33.5
Min 12875 0.0152 0.0074 0.0137 0.0163 0.0497 1.0000
+10000 13875 0.6897 0.0060 0.0114 0.0136 0.0428 1.0000
Q1 16093 0.0274 0.0071 0.0134 0.0159 0.0488 1.0000
+10000 17093 0.8618 0.0058 0.0110 0.0132 0.0417 1.0000
Q2 22531 0.0532 0.0069 0.0130 0.0155 0.0477 1.0000
+10000 23531 0.9487 0.0056 0.0107 0.0128 0.0405 1.0000
Mean 58939 0.9881 0.0053 0.0102 0.0122 0.0390 1.0000
+10000 59939 1.0000 0.0043 0.0083 0.0099 0.0323 1.0000
Q3 30577 0.9359 0.0056 0.0107 0.0128 0.0407 1.0000
+10000 31577 1.0000 0.0046 0.0087 0.0105 0.0338 1.0000
Max 88514 1.0000 0.0007 0.0012 0.0014 0.0049 1.0000
+10000 89514 1.0000 0.0006 0.0010 0.0012 0.0039 1.0000
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Table 5.1.9: Fitted Probability pt With Respect to Fetch
Western Sound Buoy - 2008 Full Year - τ = 2ft
SMB Logistic Regressions Hu,F+20000 vs. Hu,F for +20,000m Change in Fetch
Wind Speed Value
Min Q1 Q2 Mean Q3 Max
Fetch Value 0.01 2.6 4.1 4.4 6.2 33.5
Min 12875 0.0152 0.0074 0.0137 0.0163 0.0497 1.0000
+20000 13875 0.9997 0.0048 0.0093 0.0111 0.0357 1.0000
Q1 16093 0.0274 0.0071 0.0134 0.0159 0.0488 1.0000
+20000 17093 0.9999 0.0047 0.0090 0.0107 0.0347 1.0000
Q2 22531 0.0532 0.0069 0.0130 0.0155 0.0477 1.0000
+20000 23531 1.0000 0.0045 0.0087 0.0104 0.0336 1.0000
Mean 58939 0.9881 0.0053 0.0102 0.0122 0.0390 1.0000
+20000 59939 1.0000 0.0035 0.0067 0.0080 0.0265 1.0000
Q3 30577 0.9359 0.0056 0.0107 0.0128 0.0407 1.0000
+20000 31577 1.0000 0.0037 0.0071 0.0085 0.0278 1.0000
Max 88514 1.0000 0.0007 0.0012 0.0014 0.0049 1.0000
+20000 89514 1.0000 0.0005 0.0008 0.0009 0.0032 1.0000
5.1.3 Input Variables and Notation
The response variable is the binary variable Wi,t. Potential predictors are shown in Table
5.1.10. In addition to the endogenous wave histories, whether taken as lagged wave height
or Hi,t−r or lagged event flag Wi,t−r, the models will include additional exogenous variables.
Note that the three interpretations of wind information are mutually exclusive and should
not be combined in any single model. This follows from the distinctions made about wind
data in Section 3.4.3 and Section 3.4.4.
While the expression of wind velocity involves vectors with both positive and negative
signs, physics suggests that persistent wind from any direction should be positively correlated
with wave activity. Velocity may be a negative value so absolute speed may be more
appropriate. Simply taking the absolute value of component velocities (|Majr| and |Minr|)
would be one approach. Alternatively, velocity could be thought of as the difference of two
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r ). The use of fetch in conjunction
with absolute wind speed implies a polar coordinate system and fetch should not be used
with the rectangular system.
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Height > threshold indicator Wt−r
Ellipse Method Using Velocity
Major axis wind velocity Majt−r
Minor axis wind velocity Mint−r
Wind interaction Majt−r × Mint−r
Ellipse Method Using Speeds
Major Axis Speed AbsMajt−r
Minor Axis Speed AbsMint−r
Major Axis Speed+ Maj+t−r
Major Axis Speed− Maj−t−r
Minor Axis Speed+ Min+t−r
Minor Axis Speed− Min−t−r
Wave Fetch Method
Wind Speed (absolute) Speedt−r
First Fetch Term∗ Z2,(t−r)
Second Fetch Term∗ Z3,(t−r)
Third Fetch Term∗ Z3,(t−r)




5.2 Static Binary Models
In this section we construct logistic regression models for Wt. Lagged endogenous and
exogenous predictors are assessed as well as different characterizations of wind speed information.
Predictors in these models will bear static regression coefficients and will later be contrasted
with models that allow for time-varying coefficients.
5.2.1 Static Binary Models with Endogenous Lagged Predictors
The correlation and scatter plots in Chapter 4 indicate that lagged values of Hi,t and Wi,t
are highly informative and the lagged regression models supported including lagged Hi,t−r or
Wi,t−r for 1 ≤ r ≤ 6. We will suppress the i subscript for brevity of notation in what follows.
Table 5.2.1 defines xTt β in (5.1.1) that only include historical wave activity at multiple lags
from r = 1 to r = 6 as predictors. These favor short memory in both the continuous and
binary time series.
Table 5.2.1: Static Models with Endogenous Lagged Predictors
ID Description Linear Form: xTt β
[i] Lagged Wt Order 1 β0 + β1Wt−1
[ii] Lagged Wt Orders 1-6 β0 + β1Wt−1 + ... + β6Wt−6
[iii] Lagged Ht Orders 1-6 β0 + β1Ht−1 + ... + β6Ht−6
Models in this section will be fit using approximate Maximum Likelihood and Fisher-
scoring. The glm() function in the base R installation generates fitted coefficients as well
as Wald test statistics. The p-values for the Wald tests appear in following tables that
summarize results. For models [i], [ii], and [iii] in Table 5.2.1, the AIC and Wald p-values
associated with the endogenous predictors are included in Tables 5.2.2-5.2.5. Note that blank
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“-” entries indicate that the variables were not included as predictors the model. Across all
seasons, we noted that including predictors at higher lags, especially for Ht, yields lower
AICs.
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Table 5.2.2: AIC and p-values
Models (i)-(iii) NOAA #44039
Jan-Mar 2008 for τ = 3ft
Model ID
[i] [ii] [iii]
AIC 756.60 736.90 474.10
p-value
β0 ≈ 0 ≈ 0 ≈ 0
Wt−1 ≈ 0 ≈ 0 -
Wt−2 - 0.1075 -
Wt−3 - 0.1196 -
Wt−4 - 0.3982 -
Wt−5 - 0.0420 -
Wt−6 - 0.0149 -
Ht−1 - - ≈ 0
Ht−2 - - 0.0474
Ht−3 - - 0.3726
Ht−4 - - 0.1677
Ht−5 - - 0.2124
Ht−6 - - 0.5897
Table 5.2.3: AIC and p-values
Models (i)-(iii) – NOAA #44039
Apr-Jun 2008 for τ = 3ft
Model ID
[i] [ii] [iii]
AIC 253.30 239.80 160.30
p-value
β0 ≈ 0 ≈ 0 ≈ 0
Wt−1 ≈ 0 ≈ 0 -
Wt−2 - 0.0140 -
Wt−3 - 0.0803 -
Wt−4 - 0.0458 -
Wt−5 - 0.1900 -
Wt−6 - 0.7640 -
Ht−1 - - 2.2e-11
Ht−2 - - 0.3372
Ht−3 - - 0.4839
Ht−4 - - 0.2350
Ht−5 - - 0.1148
Ht−6 - - 0.1820
Table 5.2.4: AIC and p-values
Models (i)-(iii) – NOAA #44039
Jul-Sep 2008 for τ = 3ft
Model ID
[i] [ii] [iii]
AIC 191.10 191.10 101.40
p-value
β0 ≈ 0 ≈ 0 1.7e-15
Wt−1 ≈ 0 7.0-16 -
Wt−2 - 0.6648 -
Wt−3 - 0.8044 -
Wt−4 - 0.0322 -
Wt−5 - 0.0860 -
Wt−6 - 0.2520 -
Ht−1 - - 8.5e-07
Ht−2 - - 0.0818
Ht−3 - - 0.4328
Ht−4 - - 0.3230
Ht−5 - - 0.9068
Ht−6 - - 0.3318
Table 5.2.5: AIC and p-values
Models (i)-(iii) – NOAA #44039
Oct-Dec 2008 for τ = 3ft
Model ID
[i] [ii] [iii]
AIC 807.00 744.40 512.00
p-value
β0 ≈ 0 ≈ 0 ≈ 0
Wt−1 ≈ 0 ≈ 0 -
Wt−2 - 0.00322 -
Wt−3 - 6.6e-05 -
Wt−4 - 0.03572 -
Wt−5 - 0.58853 -
Wt−6 - 0.00855 -
Ht−1 - - ≈ 0
Ht−2 - - 0.00253
Ht−3 - - 0.23840
Ht−4 - - 0.68365
Ht−5 - - 0.78678
Ht−6 - - 0.27182
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Table 5.2.6: Model Selection Criteria with respect to τ and rolling window parameter m
NOAA #44039 – Model [iii]
Rolling Window parameter m
0hr 6hr 12hr 24hr 36hr 48hr
τ = 3ft
AIC 1656.47 3108.75 3656.46 4193.15 4309.49 4313.67
DIC 1683.04 3236.98 3794.99 4397.83 4509.08 4514.65
WAIC 1683.70 3237.76 3795.75 4398.45 4509.56 4515.04
τ = 4ft
AIC 802.19 1628.26 1973.21 2176.31 2231.43 2212.45
DIC 802.91 1642.80 2030.99 2228.78 2291.80 2262.66
WAIC 803.89 1644.35 2032.20 2229.30 2292.01 2262.67
τ = 5ft
AIC 428.78 775.60 919.94 970.44 1018.52 1027.34
DIC 428.66 777.66 943.52 980.02 1040.56 1051.67
WAIC 431.45 780.43 945.36 980.39 1040.28 1051.27
As an additional inquiry, one might then consider making a model with up to 6 lagged
variables more “actionable” by “rolling” the prediction horizon backward through time
using r = 6 lagged observations. Thus to make a prediction about Wt one would not
take (Wt−1, ...,Wt−6) but rather (Wt−m−1, ...,Wt−m−6). Read row-wise, Table 5.2.6 addresses
this question. Regardless of wave threshold, the wave height process exhibits short memory
so that model quality decays monotonically with respect to prediction horizon. Additional
testing of this type are presented Appendix A.3 and support this conclusion. All discussion
that follows will address the m = 0 case where the prediction horizon starts at t.
5.2.2 Static Binary Models with Ellipse-Based Wind Information
Section 3.4.3 motivated the “Ellipse” interpretation of wind information which may be coded
in terms of velocity or speed. Table 5.2.7 defines static binary regression models which include
these predictors. The AIC and p-values associated with this new set of models are shown
in Tables 5.2.8-5.2.11 for the Central Sound #44039 buoy. Tables 5.2.12-5.2.15 show these
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results for the Western Sound #44040 buoy.
These results show that while the history of Wt is informative and both Wt−1 and wind
speed are statistically significant, wind speed is more informative. Temperature difference is
not significant at short time scales, a result that is consistent with observations in Chapter
4. An analysis of the competing characterization of wind activity indicate that there is
additional information to be gained by a slight increase in model complexity. Model [iv] has
a higher AIC than models with complex wind variables but the more complex models do not
have uniformly small p-values across each and every wind variables. Similar tables may be
constructed for other τ values.
Table 5.2.7: Exogenous Static Model Definitions (Ellipse Method)
ID Description Linear Form: xTt β
[iv] Wind Speeds β0 + βsMNAbsMint−1 + βsMJAbsMajt−1
[v] Wind Speeds and Wave
Event
β0 + βFWt−1 + βsMNAbsMint−1 + βsMJAbsMajt−1
[vi] Wind Speeds, Interaction
and Wave Event
β0 + βFWt−1 + βsMNAbsMint−1 + βsMJAbsMajt−1 +
βsMXM [AbsMinort−1AbsMajor1]
[vii] Maximal Speeds Model β0 + βFWt−1 + βsMNAbsMint−1 + βsMJAbsMajt−1 +
βsMXM [AbsMin1AbsMajt−1] + βDTempDifft−1










[ix] Wind Velocities and
Wave Event






















NOAA #44039 Jan-Mar 2008 for τ = 3ft
Model ID
[iv] [v] [vi] [vii] [viii] [ix] [x]
AIC 1050.80 692.10 687.60 689.40 692.00 692.00 693.80
p-value
β0 ≈ 0 ≈ 0 ≈ 0 ≈ 0 ≈ 0 ≈ 0 ≈ 0
Wt−1 - ≈ 0 ≈ 0 ≈ 0 - ≈ 0 ≈ 0
AbsMajort−1 ≈ 0 7.08e-14 0.000189 0.000165 - - -
AbsMinort−1 ≈ 0 0.0213 0.351101 0.308261 - - -
Interactiont−1 - - 0.011937 0.010874 - - -
PosMajort−1 - - - - ≈ 0 2.2e-14 6.44e-14
PosMinort−1 - - - - ≈ 0 0.05262 0.12649
NegMajort−1 - - - - ≈ 0 0.00165 0.00156
NegMinort−1 - - - - 7.56e-11 0.06216 0.05452
TempDifft−1 - - - 0.652431 - - 0.66375
Table 5.2.9: p-values
NOAA #44039 Apr-Jun 2008 for τ = 3ft
Model ID
[iv] [v] [vi] [vii] [viii] [ix] [x]
AIC 290.30 189.10 187.90 189.90 192.80 192.80 193.70
p-value
β0 ≈ 0 ≈ 0 8.12e-11 1.37e-10 ≈ 0 ≈ 0 ≈ 0
Wt−1 - ≈ 0 ≈ 0 ≈ 0 - ≈ 0 ≈ 0
AbsMajort−1 ≈ 0 7.94e-11 3.75e-06 4.95e-06 - - -
AbsMinort−1 6.37e-13 5.65e-05 0.00345 0.00428 - - -
Interactiont−1 - - 0.06726 0.07960 - - -
PosMajort−1 - - - - ≈ 0 3.86e-10 5.64e-10
PosMinort−1 - - - - 6.37e-12 0.000204 0.000273
NegMajort−1 - - - - ≈ 0 2.04e-10 5.20e-10
NegMinort−1 - - - - 3.22e-10 0.000697 0.000527
TempDifft−1 - - - 0.80815 - - 0.296515
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Table 5.2.10: p-values
NOAA #44039 Jul-Sep 2008 for τ = 3ft
Model ID
[iv] [v] [vi] [vii] [viii] [ix] [x]
AIC 155.00 137.10 133.70 133.80 141.10 141.10 140.70
p-value
β0 ≈ 0 2.91e-16 1.49e-12 1.01e-12 ≈ 0 5.13e-16 ≈ 0
Wt−1 - 1.06e-05 0.000187 0.000224 - 2.60e-05 4.26e-05
AbsMajort−1 ≈ 0 1.53e-09 3.64e-08 2.96e-08 - - -
AbsMinort−1 2.67e-07 4.60e-05 5.19e-05 4.02e-05 - - -
Interactiont−1 - - 0.021364 0.017638 - - -
PosMajort−1 - - - - ≈ 0 2.16e-08 6.79e-08
PosMinort−1 - - - - 3.58e-06 0.000232 8.39e-05
NegMajort−1 - - - - ≈ 0 1.88e-09 6.19e-10
NegMinort−1 - - - - 0.00014 0.000359 0.000982
TempDifft−1 - - - 0.178606 - - 0.123443
Table 5.2.11: p-values
NOAA #44039 Oct-Dec 2008 for τ = 3ft
Model ID
[iv] [v] [vi] [vii] [viii] [ix] [x]
AIC 806.50 612.20 584.40 582.60 773.50 608.70 610.50
p-value
β0 ≈ 0 ≈ 0 ≈ 0 ≈ 0 ≈ 0 ≈ 0 ≈ 0
Wt−1 - ≈ 0 ≈ 0 ≈ 0 - ≈ 0 ≈ 0
AbsMajort−1 ≈ 0 ≈ 0 ≈ 0 ≈ 0 - - -
AbsMinort−1 ≈ 0 ≈ 0 ≈ 0 1.35e-15 - - -
Interactiont−1 - - 2.91e-07 1.25e-07 - - -
PosMajort−1 - - - - ≈ 0 ≈ 0 ≈ 0
PosMinort−1 - - - - ≈ 0 ≈ 0 1.30e-14
NegMajort−1 - - - - ≈ 0 ≈ 0 ≈ 0
NegMinort−1 - - - - ≈ 0 ≈ 0 1.54e-13
TempDifft−1 - - - 0.0564 - - 0.6001
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Table 5.2.12: p-values
NOAA #44040 Jan-Mar 2008 for τ = 3ft
Model ID
[iv] [v] [vi] [vii] [viii] [ix] [x]
AIC 202.56 133.81 126.16 319.55 140.68 108.76 110.33
p-value
β0 ≈ 0 ≈ 0 5.88e-10 ≈ 0 ≈ 0 7.13e-15 1.31e-14
Wt−1 - 4.89e-14 2.14e-13 ≈ 0 - 3.63e-08 3.78e-08
AbsMajort−1 ≈ 0 1.62e-08 8.48e-07 2.11e-07 - - -
AbsMinort−1 0.0474 0.123 0.00123 0.00213 - - -
Interactiont−1 - - 0.00221 ≈ 0 - - -
PosMajort−1 - - - - 3.87e-16 1.62e-07 2.78e-07
PosMinort−1 - - - - 0.0948 0.080133 0.06655
NegMajort−1 - - - - ≈ 0 1.22e-09 1.22e-09
NegMinort−1 - - - - 4.94e-05 0.000498 0.00582
TempDifft−1 - - - 0.27442 - - 0.50936
Table 5.2.13: p-values
NOAA #44040 Apr-Jun 2008 for τ = 3ft
Model ID
[iv] [v] [vi] [vii] [viii] [ix] [x]
AIC 158.48 109.87 110.06 134.64 132.01 95.803 90.139
p-value
β0 ≈ 0 2.37e-10 0.0027 7.54e-06 2.66e-13 9.90e-08 2.60e-07
Wt−1 - 3.50e-10 4.35e-10 - - 7.43e-08 1.65e-06
AbsMajort−1 ≈ 0 1.35e-08 0.0252 7.70e-05 - - -
AbsMinort−1 0.00927 0.0134 0.3425 0.992 - - -
Interactiont−1 - - 0.2288 0.894 - - -
PosMajort−1 - - - - 0.997 0.998305 0.9984
PosMinort−1 - - - - 0.650 0.936746 0.8351
NegMajort−1 - - - - 1.09e-12 2.30e-06 6.36e-06
NegMinort−1 - - - - 7.54e-05 0.000403 0.0142
TempDifft−1 - - - 7.12e-06 - - 0.0092
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Table 5.2.14: p-values
NOAA #44040 Jul-Sep 2008 for τ = 3ft
Model ID
[iv] [v] [vi] [vii] [viii] [ix] [x]
AIC 44.33 35.49 37.291 44.6 35.798 34.395 36.395
p-value
β0 1.19e-06 3.95e-05 0.03901 0.0422 4.34e-05 0.000547 0.00107
Wt−1 - 0.001832 0.00264 - - 0.060584 0.08826
AbsMajort−1 5.43e-07 0.000207 0.07380 0.0577 - - -
AbsMinort−1 0.845 0.552007 0.62029 0.4893 - - -
Interactiont−1 - - 0.66973 0.4423 - - -
PosMajort−1 - - - - 0.999 0.999019 0.99902
PosMinort−1 - - - - 0.858 0.632677 0.63330
NegMajort−1 - - - - 2.95e-05 0.001100 0.00110
NegMinort−1 - - - - 0.458 0.929368 0.93176
TempDifft−1 - - - 0.1283 - - 0.99851
Table 5.2.15: p-values
NOAA #44040 Oct-Dec 2008 for τ = 3ft
Model ID
[iv] [v] [vi] [vii] [viii] [ix] [x]
AIC 106.78 69.779 64.24 73.898 72.173 59.601 60.06
p-value
β0 4.90e-15 6.98e-10 1.13e-05 6.61e-08 2.86e-08 2.86e-06 8.96e-05
Wt−1 - 7.83e-09 0.001024 - - 0.000286 0.00417
AbsMajort−1 1.01e-07 0.000251 0.000972 8.75e-07 - - -
AbsMinort−1 1.34e-07 0.000299 0.000851 4.21e-07 - - -
Interactiont−1 - - 0.009592 7.46e-06 - - -
PosMajort−1 - - - - 0.000327 0.005748 0.00742
PosMinort−1 - - - - 0.003294 0.008573 0.02501
NegMajort−1 - - - - 5.27e-07 0.000352 0.00244
NegMinort−1 - - - - 5.27e-07 0.000236 0.00159
TempDifft−1 - - - 0.188 - - 0.22459
5.2.3 Static Binary Models with Fetch-Based Wind Information
Table 5.2.16 presents three models developed using fetch-based physics. We these include
wind speed squared, the terms from the linearized SMB approximation, and the differential
between the air and water temperatures. AIC values and Wald p-values for each of the
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various terms are broken down by buoy and season. Tables 5.2.17-5.2.20 show results for the
Central Sound buoy and Tables 5.2.21-5.2.24 show results for the Western Sound buoy.
Accross subsets of data, the largest model [xviii] has the lowest AIC value in all cases.
Given that the set of fetch-based predictors was shown to have inconsistent effects on
logit(pt), it is surprising that the increase in predictor count is not punished by AIC. Unlike
AIC, the p-values are very inconsistent across buoy and season, the fetch-related predicitors
are mostly insignificant at the Central buoy but general significant at the Western buoy.
Most notably, at the Western buoy during the winter season the fetch effects are highly
significant but the AIC appears unstable. Further investigation into this period may be
warranted. On the one hand, the Western sound has highly variable fetch length, and the
winter storm season typically presents the mode extreme sea states. On the other hand, if
such effects are being well captured by the fetch terms than extreme jumps in AIC would
be suspicious. Sampling from different years may be able to resolve if this phenomenon is
persistent or merely an artifact.
In the next section we will recast these logistic regressions and Bayesian fixed-effect
models and see whether performance is similar. This will be done with WAIC rather than
AIC. Changing to a Bayesian regime will allow us to add time-varying effects so that the
predictive performance of various models can be compared.
Table 5.2.16: Exogenous Static Model Definitions (SMB Method)
ID Description Linear Form: xTt β
[xii] Squared Wind Speed β0 + βS2Speed
2
t−1




t−1 + β2Z2,(t−1) + β3Z3,(t−1) + β4Z4,(t−1)








NOAA #44039 Jan-Mar 2008 for τ = 3ft
Model ID
[xii] [xvi] [xviii]
AIC 794.07 494.78 490.86
p-value
β0 ≈ 0 ≈ 0 ≈ 0
Speed2t−1 ≈ 0 0.0151 0.00856
Z2,(t−1) - 0.2409 0.15509
Z3,(t−1) - 0.1960 0.12298
Z4,(t−1) - 0.1551 0.09537
TempDifft−1 - - 0.01653
Table 5.2.18: p-values
NOAA #44039 Apr-Jun 2008 for τ = 3ft
Model ID
[xii] [xvi] [xviii]
AIC 250.13 227.44 218.63
p-value
β0 ≈ 0 0.203 0.03045
Speed2t−1 ≈ 0 0.449 0.35492
Z2,(t−1) - 0.509 0.41244
Z3,(t−1) - 0.538 0.46570
Z4,(t−1) - 0.441 0.36939
TempDifft−1 - - 0.00118
Table 5.2.19: p-values
NOAA #44039 Jul-Sep 2008 for τ = 3ft
Model ID
[xii] [xvi] [xviii]
AIC 117.60 116.12 117.63
p-value
β0 ≈ 0 9.18e-07 4.96e-05
Speed2t−1 ≈ 0 0.405 0.349
Z2,(t−1) - 0.431 0.373
Z3,(t−1) - 0.386 0.338
Z4,(t−1) - 0.347 0.305
TempDifft−1 - - 0.486
Table 5.2.20: p-values
NOAA #44039 Oct-Dec 2008 for τ = 3ft
Model ID
[xii] [xvi] [xviii]
AIC 631.12 627.92 619.49
p-value
β0 ≈ 0 ≈ 0 ≈ 0
Speed2t−1 ≈ 0 0.0844 0.12746
Z2,(t−1) - 0.4205 0.58044
Z3,(t−1) - 0.3514 0.47418
Z4,(t−1) - 0.3523 0.45101
TempDifft−1 - - 0.00154
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Table 5.2.21: p-values
NOAA #44040 Jan-Mar 2008 for τ = 3ft
Model ID
[xii] [xvi] [xviii]
AIC 315.6 3758.5 238.38
p-value
β0 ≈ 0 ≈ 0 ≈ 0
Speed2t−1 ≈ 0 ≈ 0 2.42e-07
Z2,(t−1) - ≈ 0 ≈ 0
Z3,(t−1) - ≈ 0 2.00e-11
Z4,(t−1) - ≈ 0 0.199
TempDifft−1 - - 0.072
Table 5.2.22: p-values
NOAA #44040 Apr-Jun 2008 for τ = 3ft
Model ID
[xii] [xvi] [xviii]
AIC 240.71 202.88 168.25
p-value
β0 ≈ 0 9.14e-11 3.39e-10
Speed2t−1 ≈ 0 0.6727 0.05849
Z2,(t−1) - 0.0473 0.00252
Z3,(t−1) - 0.0473 0.00380
Z4,(t−1) - 0.6351 0.42201
TempDifft−1 - - 3.80e-06
Table 5.2.23: p-values
NOAA #44040 Jul-Sep 2008 for τ = 3ft
Model ID
[xii] [xvi] [xviii]
AIC 71.788 65.06 60.71
p-value
β0 ≈ 0 0.995 0.9951
Speed2t−1 8.84e-15 0.667 0.8697
Z2,(t−1) - 0.644 0.9039
Z3,(t−1) - 0.992 0.9946
Z4,(t−1) - 0.510 0.8813
TempDifft−1 - - 0.0265
Table 5.2.24: p-values
NOAA #44040 Oct-Dec 2008 for τ = 3ft
Model ID
[xii] [xvi] [xviii]
AIC 79.127 81.248 79.029
p-value
β0 1.20e-15 0.000227 0.000245
Speed2t−1 6.09e-11 0.659582 0.377981
Z2,(t−1) - 0.319275 0.180006
Z3,(t−1) - 0.494221 0.389930
Z4,(t−1) - 0.815474 0.669589
TempDifft−1 - - 0.042528
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5.2.4 Bayesian Binary Models with Time-Invariant Coefficients
R-INLA (www.r-inla.org) is capable of fitting Bayesian analogs (refer to Tables 5.2.1 and
5.2.7) of the static fixed effects models and generating information criteria summaries. This
allows for consistent comparison between Bayesian models with and without time-varying
coefficients.
Tables 5.2.25 and 5.2.26 show the Watanabe AIC (WAIC) scores for the models defined in
Section 5.2 fit with R-INLA’s inla() function in a Bayesian framework instead of a frequentist
approach using the glm() function in R. Results are presented for both the Central Sound
#44039 buoy as well as the Western Sound #44040 buoy. The terms of the formulas are
the same as before. However, the interpretation of the model is entirely different as the
β terms are now treated as random variables with prior probability distributions involving
hyperparameters and providing posterior distributions as outputs from the estimation procedure.
Due to space restrictions, we do not show detailed results from R-INLA. The output from R-
INLA for fixed effects models consists of a) posterior means and standard deviations of each
parameter and b) 2.5th, 50th and 97.5th posterior quantiles for each parameter. Additional
coding elicits model selection criteria such as the Deviance Information Criterion (DIC) as
well as summaries from the predictive distributions of the data given the parameters.
The results presented in Tables 5.2.25 and 5.2.26 are somewhat inconsistent with the
results of the GLM techniques. More complex models have worse WAIC scores for the
Central buoy but the relationship is inconsistent for the Western. Including fetch-based
effects is not obviously beneficial and, in fact, is not obviously better than using models
arising fromt the naive ellipse-based method. Most notably, model [v] is competitive with
the more complex models. Model [v] is simply a time series investigation with no physical




NOAA #44039 - 2008 - 3ft threshold
Model Description Jan-Mar Apr-Jun Jul-Sep Oct-Dec
[i] Single Wave Event 595.51 213.96 167.89 571.55
[iv] Wind Speed 970.28 275.86 117.35 689.06
[v] Wind Speed and Wave Event 543.67 130.71 89.12 381.25
[vi] Wind Speed, Interaction and Wave Event 496.91 130.71 86.49 379.56
[vii] Maximal Speed Model 901.77 245.37 111.52 664.95
[viii] Wind Velocities 950.40 369.18 116.34 655.30
[ix] Wind Velocities and Wave Event 544.62 133.19 94.42 381.16
[x] Maximal Velocity Model 544.92 134.29 96.08 382.13
[xii] Squared Wind Speed 864.42 250.23 117.76 660.55
[xvi] Squared Wind Speed Fetch 1063.37 559.52 402.83 1053.31




NOAA #44040 - 2008 - 3ft threshold
Model Description Jan-Mar Apr-Jun Jul-Sep Oct-Dec
[i] Single Wave Event 196.30 221.46 67.56 87.78
[iv] Wind Speed 244.54 275.86 44.83 108.30
[v] Wind Speed and Wave Event 169.49 110.34 35.89 71.17
[vi] Wind Speed, Interaction and Wave Event 173.81 111.66 77.34 66.28
[vii] Maximal Speed Model 250.24 135.68 57.93 74.32
[viii] Wind Velocities 194.61 623.04 585.57 73.25
[ix] Wind Velocities and Wave Event 152.31 471.31 307.51 60.86
[x] Maximal Velocity Model 153.38 465.42 2232.20 61.16
[xii] Squared Wind Speed 608.03 240.83 72.28 78.98
[xvi] Squared Wind Speed Fetch 589.81 227.34 350.31 Inf
[xviii] Squared Wind Speed Fetch and Temp 585.06 193.19 350.25 Inf
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5.3 Dynamic Binary Models
This section presents a Bayesian modeling approach for Wt, incorporating different types
of temporal dependence. R-INLA will be used to fit these models and provide insight into
posterior distributions. We will revisit models [i]–[xviii] and additionally consider latent
autoregressive processes for the random model coefficients, which will be time-varying, i.e., of
the form xTt βt instead of x
T
t β in equation (5.1.1). The analysis in Section 5.2 and supporting
appendices shows that, generally, a mixture of short term wave history and weather history
are preferable to a longer wave history with no weather information.
5.3.1 Binary Time-Varying Intercept Models
For each of the models in Table 5.3.1, the intercept β0,t is assumed to be random and time-
varying and is assumed to follow an autoregressive process of order 1 (AR(1) process):
β0,t = φβ0,t−1 + εt (5.3.1)
where εt ∼ N(0, σ2) and |φ| < 1. These are called parameter driven models since the
temporal dynamics is included through a model on the latent (unobserved) intercept.
Results are presented for both the Western and Central Sound buoys. Due to the different
impact of the wave event threshold across buoys and the relatively lower levels of activity
at the Western Sound buoy, Table 5.3.4 is also included to show for τ = 2ft at the Western
Buoy. This additional set of calculations lessens the impact of sparseness on the R-INLA fits.
Overall, it appears that the random effect models offer advantages over fixed effect models.
Furthermore, amongst the various exogenous predictors, it appears than the fetch-based
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Table 5.3.1: Model Descriptions
Random Time-varying Intercept and Static Exogenous Partial Regression Coefficients
Label Description Linear Form: logit(pt) = x
T
t βt = ...
[a] AR(1) Intercept β0,t
[b] Speeds w. AR(1)
Intercept
β0,t + βsMNAbsMinort−r + βsMJAbsMajort−r
[c] Speeds Temp w.
AR(1) Intercept
β0,t + βsMNAbsMinort−r + βsMJ*AbsMajort−r +
βD*TempDifft−r
[d] Velocity w. AR(1)
Intercept
β0,t + βpMNPosMinort−r + βnMNNegMinort−r +
βpMJPosMajort−r + βnMNNegMajort−r
[e] Velocity Temp w.
AR(1) Intercept
β0,t + βpMNPosMinort−r + βnMNNegMinort−r +
βpMJPosMajort−r + βnMNNegMajort−r + βDTempDifft−r
















t−1 + β2Z2,(t−1) + β3Z3,(t−1) + β4Z4,(t−1) +
βDTempDifft−1
predictors are not useful and that a model containing only wind speed squared is best. We
will investigate the predictive power of models with these variables.
For valid WAIC readings in the accompanying tables values may only be compared for
models applied to the same data set. Therefore, one may only compare values where the time
period, buoy, and wave even threshold. Values from the same time windows are presented
as columns. Values may be compared within the same column but should not be compared
across columns because the multi-month periods represent distinct and unrelated input data
sets.
Note that numerical constraints on the R-INLA implementation and computational problems
may affect the model fitting or associated calculation for diagnostics or inference. Three
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Table 5.3.2: WAIC
Random Time-varying Intercept and Static Exogenous Partial Regression Coefficients
NOAA #44039 - 2008 - 3ft threshold
Model Description Jan-Mar Apr-Jun Jul-Sep Oct-Dec
[a] AR(1) Intercept 230.95 59.46 67.68 191.56
[b] Speed w. AR(1) Intercept 350.93 66.29 60.93 296.53
[c] Speed Temp w. AR(1) Intercept 333.85 181.96 59.24 286.11
[d] Velocity w. AR(1) Intercept 322.78 339.34 65.64 303.21
[e] Velocity Temp w. AR(1) Intercept 310.17 1913.40 67.76 290.01
[g] Squared Speed w. AR(1) Intercept 345.97 87.16 61.70 286.15
[h] Squared Speed Fetch w. AR(1)
Intercept
1310.57 538.38 491.66 N-R fails
[i] Squared Speed Fetch Temp w. AR(1)
Intercept
1310.59 538.38 491.66 371.76
types of undesirable outcome include convergence failure of the Newton-Raphson algorithm,
approximations required when INLA is confronted with negative eigenvalues in a Hessian,
and WAIC values that are numerically infinite due to poor optimization. Thus, not all of
the tables can be fully populated with WAIC values.
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Table 5.3.3: WAIC
Random Time-varying Intercept and Static Exogenous Partial Regression Coefficients
NOAA #44040 - 2008 - 3ft threshold
Model Description Jan-Mar Apr-Jun Jul-Sep Oct-Dec
[a] AR(1) Intercept 110.08 64.74 20.67 33.11
[b] Speed w. AR(1) Intercept 162.22 122.23 29.95 57.34
[c] Speed Temp w. AR(1) Intercept 152.00 122.48 32.90 43.52
[d] Velocity w. AR(1) Intercept 175.39 1090.97 824.80 34.07
[e] Velocity Temp w. AR(1) Intercept 168.37 1042.12 2264.52 576.81
[g] Squared Speed w. AR(1) Intercept 315.83 126.85 30.16 58.35
[h] Squared Speed Fetch w. AR(1)
Intercept
635.59 365.86 330.78 Inf
[i] Squared Speed Fetch Temp w. AR(1)
Intercept
635.38 365.69 330.78 Inf
.
Table 5.3.4: WAIC
Random Time-varying Intercept and Static Exogenous Partial Regression Coefficients
NOAA #44040 - 2008 - 2ft threshold
Model Description Jan-Mar Apr-Jun Jul-Sep Oct-Dec
[a] Pure AR(1) Intercept 159.97 133.79 32.29 97.69
[b] Speed w. AR(1) Intercept 240.33 197.36 Inf 131.20
[c] Speed Temp w. AR(1) Intercept 189.65 205.13 1495.10 128.95
[d] Velocity w. AR(1) Intercept 247.20 225.00 10377.46 123.43
[e] Velocity Temp w. AR(1) Intercept 184.46 217.33 Inf 116.97
[g] Squared Speed w. AR(1) Intercept 514.06 207.41 206.01 117.23
[h] Squared Speed Fetch w. AR(1)
Intercept
156.94 N-R fails 423.60 309.39
[i] Squared Speed Fetch Temp w. AR(1)
Intercept
149.86 N-R fails 423.60 309.58
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5.3.2 Binary Time-Varying Coefficient Models
The next class of models, shown in Table 5.3.5, all have a fixed intercept β0. All predictors
bear coefficients modeled as independent, latent AR(1) processes. Note that each such
coefficient bears dual subscripts βt,∗ to clarify that the equations are Dynamic Linear Models
(DLMs). The final class of models leverages the versatility of the R-INLA software.
Table 5.3.5: Model Descriptions
Static Intercept and Random Time-varying Exogenous Partial Regression Coefficients
Label Description Linear Form: logit(pt) = x
T
t βt = ...
[j] Speeds Coefs
AR(1)
β0 + βt,sMNAbsMinort−r + βt,sMJAbsMajort−r
[k] Speeds Temp
Coefs AR(1)
β0 + βt,sMNAbsMinort−r + βt,sMJAbsMajort−r + βt,DTempDifft−r
[l] Velocity
Coefs AR(1)





β0 + βt,pMNPosMinort−r + βt,nMNNegMinort−r +



















t−1 + βt,2Z2,(t−1) + βt,3Z3,(t−1) + βt,4Z4,(t−1) +
βt,DTempDifft−1 ft−r
Results are presented for both the Central buoy (Table 5.3.6) and the Western buoy
(Table 5.3.7). Again, due to the different impact of the wave event threshold across buoys
and the relatively lower levels of activity at the Western Sound buoy, an additional set of
calculations (Table 5.3.8) are offered to lessen the impact of sparseness on the the R-INLA
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fits. In general it appears that the DLM models offer advantages over fixed effect models.
Furthermore, it appears that amongst the various exogenous predictors, wind speed squared
is highly important while fetch is not. However, this is difficult to generalize since there is
variation with respect to season and threshold τ . For more complex models computational
issues increase and inter-class model comparisons cannot easily be made.
Table 5.3.6: WAIC
Static Intercept and Random Time-varying Exogenous Partial Regression Coefficients
NOAA #44039 - 2008 - 3ft threshold
Model Description Jan-Mar Apr-Jun Jul-Sep Oct-Dec
[j] Speed Coefs w. AR(1) 619.73 64.31 55.01 337.70
[k] Speed Temp Coefs w. AR(1) 412.56 63.27 49.20 336.40
[l] Velocity Coefs w. AR(1) 574.40 112.15 59.50 298.03
[m] Velocity Temp Coefs w. AR(1) 431.88 110.83 57.58 295.91
[o] Squared Speed Coefs AR(1) 559.75 67.62 47.89 331.17
[p] Squared Speed Fetch Coefs AR(1) Inf N-R fails 7410.52 698.31
[q] Squared Speed Fetch Temp Coefs AR(1) 548.84 1959.03 1171.43 226.13
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Table 5.3.7: WAIC
Static Intercept and Random Time-varying Exogenous Partial Regression Coefficients
NOAA #44040 - 2008 - 3ft threshold
Model Description Jan-Mar Apr-Jun Jul-Sep Oct-Dec
[j] Speed Coefs w. AR(1) 126.48 118.58 20.30 32.26
[k] Speed Temp Coefs w. AR(1) 126.11 118.47 20.66 32.20
[l] Velocity Coefs w. AR(1) 121.33 118.11 20.32 36.82
[m] Velocity Temp Coefs w. AR(1) 123.85 118.01 22.16 36.78
[o] Squared Speed Coefs AR(1) 114.76 96.09 27.11 64.01
[p] Squared Speed Fetch Coefs AR(1) Inf 855.32 3002.01 Inf
[q] Squared Speed Fetch Temp Coefs AR(1) Inf 416.56 3234.35 20077.08
Table 5.3.8: WAIC
Static Intercept and Random Time-varying Exogenous Partial Regression Coefficients
NOAA #44040 - 2008 - 2ft threshold
Model Description Jan-Mar Apr-Jun Jul-Sep Oct-Dec
[j] Speed Coefs w. AR(1) 280.02 186.97 86.00 94.94
[k] Speed Temp Coefs w. AR(1) 279.42 192.37 85.61 92.59
[l] Velocity Coefs w. AR(1) 290.73 410.99 76.31 145.41
[m] Velocity Temp Coefs w. AR(1) 288.51 374.76 76.69 99.46
[o] Squared Speed Coefs AR(1) 284.00 237.68 156.25 102.64
[p] Squared Speed Fetch Coefs AR(1) 289.45 Inf 1170.22 135.57
[q] Squared Speed Fetch Temp Coefs AR(1) 417.04 821.34 1945.35 134.72
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5.3.3 Model Refinement
Sections 5.3.1 and 5.3.2 both support the use of models including wind speed squared but
fetch is questionable. Based on WAIC performance across the different testing data sets,
Models [xii], [g], [o], and [q] will be considered. It will be shown that time-varying binary
models offer improvement over fixed binary models and that inference tools offered by INLA
indicate that fetch is of limited significance. Table 5.3.9 summarizes the models under
consideration.
Table 5.3.9: Models For Prediction
Label Description Linear Form: logit(pt) =
[xii] Squared Wind Speed β0 + βSSpeed
2
t−1














t−1 + βt,2Z2,(t−1) + βt,3Z3,(t−1) +
βt,4Z4,(t−1) + βt,DTempDifft−1
5.4 Fitted Estimates, Assessment, and Prediction
In this section model fits are presented along with binary classification performance metrics.
Predictions in this section will be in the Bayesian framework and all output will be from
the inla() function in R unless otherwise stated. For each fitted model misclassification
tables are presented. The R-INLA package provides convenient tables summarizing the
posterior distribution of fixed effect. It is also possible to extract time series plots of posterior
means for random effects. The probability cutoff for the prediction of “positive” Wt = 1
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Table 5.4.1: Definitions of Classification Metrics
Prediction Reference Performance Metric
Event No Event Sensitivity = A/(A+C)
Event A B Specificity = D/(B+D)
No Event C D Accuracy = (A+D)/(A+B+C+D)
events is anchored as the ratio of positive events in the sample data to allow for comparison
across models. One may varying this cutoff to generate a Receiver Operating Characteristic
(ROC) curve and then calculate the “area under the curve” (AUC) performance metric.
For an overview of AUC and other metrics in this section see Agresti (2013). Note that
cutoff will change across seasons and buoy and therefore out-of-sample analysis should only
be conducted for fixed three-month periods and locations. Performance metrics will be
computed using the ROCR and caret packages in R. Recall the usual definitions related to
2-by-2 classification tables:
5.4.1 Results For Model [xii]
As it has no time-varying components, candidate model [xii] is the only model with both a
frequentist and Bayesian interpretation. It will also be shown to underpeform models with
time-varying components and is therefore presented separately.
Results indicate that predictions generate more false positives than false negatives. This
is seen the bottom left and top right (off-diagonal) cells of the 2-by-2 tables. The effect is
observed in the Specificity measure as well as the Accuracy measure. For model [xii] the
INLA result for the Western Sound buoy #44040 is an outlier with poor accuracy due to
both types of classification errors. The relative proportion of errors is likely a function of
the wave event threshold τ since a higher threshold will test to drive Wt toward a constant
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Table 5.4.2: Fitted Coefficients - Model [xii]
Logistic and INLA Fixed Effects
NOAA #44039 - 2008 - 3ft threshold
Coefficients -- glm():
Estimate Std. Error z value Pr(>|z|)
(Intercept) -5.16568 0.24222 -21.33 <2e-16
rWSPD2 0.04671 0.00268 17.43 <2e-16
<<>><<>><<>><<>><<>><<>><<>><<>><<>><<>><<>><<>><<>><<>>
Fixed effects -- inla():
mean sd 0.025quant 0.5quant 0.975quant
(Intercept) -4.808 0.217 -5.250 -4.803 -4.397
rWSPD2 0.043 0.002 0.038 0.043 0.048
98
Table 5.4.3: Performance Metrics - Model XII for Wind Speed Squared and Fetch
Logistic and INLA Fixed Effects
NOAA #44039 - 2008 - 3ft threshold
Model XII - glm()









Model XII - inla()









0 throughout the data set.
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Table 5.4.4: Fitted Coefficients - Model XII for Wind Speed Squared and Fetch
Logistic and INLA Fixed Effects
NOAA #44040 - 2008 - 3ft threshold
Coefficients -- glm():
Estimate Std. Error z value Pr(>|z|)
(Intercept) -5.929944 0.343296 -17.27 <2e-16
rWSPD2 0.035171 0.003161 11.12 <2e-16
<<>><<>><<>><<>><<>><<>><<>><<>><<>><<>><<>><<>><<>><<>>
Fixed effects -- inla():
mean sd 0.025quant 0.5quant 0.975quant
(Intercept) -2.343 0.079 -2.501 -2.342 -2.191
rWSPD2 0.004 0.001 0.002 0.004 0.007
Table 5.4.5: Performance Metrics - Model XII for Wind Speed Squared and Fetch
Logistic and INLA Fixed Effects
NOAA #44040 - 2008 - 3ft threshold



















5.4.2 Results For Time-Varying Models
This section will present prediction summaries as well as posterior plots for time-varying
coefficients. These tables suggest that adopting a Bayesian framework using INLA can
increase predictive power over that of the usual logistic regression framework. Wind speed
is far more significant than fetch in both frameworks.
Each row in Table 5.4.6 shows, on the left side, a plot of the posterior probability of a
Wt = 1 wave event with a 2-by-2 table and classification metrics on the right side. Table
5.4.7 follows with similar metric for the same models fitted on data from the Western buoy.
Model [o] outperforms the other candidate models across both buoy locations with high
accuracy, high AUC and a relatively. Like the other models, misclassification errors are
overwhelmingly of the ”false positive” type but the frequency of misclassification is lower in
the case of model [o]. Since model [o] is of the DLM type we next report summary statistics
for the posterior of fixed effect for the intercept term. The time-varying coefficient for Speed2
bears a different posterior at each time index. To visualize the behavior of Speed2 we plot the
means of the indexed posteriors as a time series. These posterior summaries are presented
in Tables 5.4.8 and 5.4.9 for the Central and Western buoys respectively.
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Table 5.4.6: Posterior Mean Probability of a Wave Event


























Table 5.4.7: Posterior Mean Probability of a Wave Event

























* Note that model [q] has numerical failures for some predicted values. Even if the gap was
populated the total error rates could not best model [o] due to the high false positive rate.
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Table 5.4.8: Model [o] Coefficient Posteriors
Intercept and Wind Speed2








Table 5.4.9: Model [o] Coefficient Posteriors
Intercept and Wind Speed2










Combining all of this analysis we can draw numerous conclusions. we see that models [g]
and [o] offer relatively strong performance. Balancing computation failure rates with efficacy
and performance across buoys, the model [o] DLM yields the best predictions and certainly,
the models with dynamic components out perform the static ones. Descriptive, steady state
models like SMB will not necessarily be immediately useful in all time series modeling efforts.
For binary Wt, unlike continuous Ht, fetch does not give rise to useful predictors.
We can also draw general conclusions. First and foremost, for any threshold level, the
meaningful lagged variables burn out after approximately 12 hours. There are seasonal
difference in the data sets and seasonal differences are best treated as different data subsets
rather than including variables to capture seasonality. Second, the information content of
the lagged variables is approximately monotonic and, to the extent that model complexity is
penalized, including more than 6 lags is unnecessary but details depend on the tool chosen
for model assessment. Perhaps unsurprisingly, wave “history” as characterized by continuous
wave height history Ht−r seems to contain more information than “history” as described by
the wave events Wt−r. Third, to the extent that exogenous predictors are included in models,
wind speed is more informative than wind velocity (though both require decomposition into
a coordinate system, either rectangular or polar). The polar fetch-based does not outperform
other models when considering WAIC since the fetch-based information requires three linear
variables. This conclusion is arrived at despite every attempt to include fetch-based SMB
terms of the type used in Chapter 4. Fourth, wave history appears to be nearly as informative
as causal physical variables, especially under a penalization scheme.
For practical prediction purposes, wave heights also exhibit a swift decay relative to the
time scales of data collection for any marine scientist, thus one must consider the utility of
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model results. Were particular predictors important beyond the 12 hour window they would
dominate further model development since such models would be more actionable. However,
our exploratory data analysis and significance testing failed to identify any such predictor.
Therefore, further research into binary models may focus on maximizing the prediction time
horizon despite the swift and monotonic correlation decay. In the spirit of the Appendix
table A.3.3 it may be possible to optimize a model so that predictions as far out as possible
with the understanding (e.g. including lags 4 through 8 for 5 terms) with the understanding
that they will necessarily be less accurate than something with strict AR(6) where lag 1 is
required for the model to be used.
Chapter 6
Quantiles and Expectiles in Wave
Height Modeling
In this chapter we extend regression modeling of the continuous wave height Ht using new
loss functions and computational techniques to model quantiles and extremiles of the wave
height distribution. Fitting more sophisticated regressions allows us to explore the upper
tail of the distribution of Ht, since extreme values are of scientific, engineering, and societal
interest.
6.1 Review of Techniques
This section introduces variations of classical Least Squares (LS) and Least Absolute Deviation
(LAD) techniques allowing for discussion of expectile and quantile regressions respectively.
These model variations range from well-established to very recently developed. Further, we
describe regularized regression, which aids in variable selection in high-dimensional covariate




Quantile regression is the oldest and best known of the techniques of modeling extreme values
of a random variable (Koenker and Bassett, 1978). This method uses a loss function that
generalizes LAD to model an arbitrary τ -th quantile of a response variable’s distribution,
denoted by QY,τ . For τ = 0.5, we model the distribution median, and LAD emerges as a
special case. Let (Yi,xi) i = 1, ..., N denote data on a response and predictors, and let β
denote a p-dimensional vector of model coefficients. For any given τ ∈ (0, 1), and real-valued
u, we construct the “check function” defined by:
ρτ (u) = u(τ − I(u<0)) (6.1.1)
Since I(∗) is the indicator function it follows that
ρτ (u) =

−(1− τ)u if u < 0,
τu if u ≥ 0
We then define the corresponding loss function as
L(QY,τ , Q̂Y,τ ) =
N∑
i=1







ρτ (Yi − xTi β) (6.1.3)
Note that asymmetry is introduced in the check function for cases other than τ = 0.5
and further note that the loss function is convex for all τ ∈ (0, 1). This technique has the
advantages of being very easy to interpret and robust to outlying observations due to the the
`1 error weight. By contrast, `2 minimization occurs in LS and expectile regression. Koenker
(2005) solved computational challenges related to the `1 optimization and the software is
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distributed as the R package quantreg (Koenker, 2018).
6.1.2 Expectile Regression
The `2-norm employed in a least squares setting may be preferable to LAD due to the
increased weight given to extreme values as well as the computational advantage of optimizing
a continuously differentiable loss function. The usual LS loss may be generalized by introducing
a new “check function” Ψτ (u). Expectile regression arises as τ ∈ (0, 1) is varied and the check
function becomes asymmetric. Retaining the conventions that (Yi,xi) i = 1, ..., N denote
data on a response and predictors, β denotes a p-dimensional vector of model coefficients,
and that u is real-valued, we construct the “check function” defined by:
Ψτ (u) = |τ − I(u<0)|u2 (6.1.4)
Since I(∗) is the indicator function it follows that
Ψτ (u) =

(1− τ)u2 if u < 0,
τu2 if u ≥ 0
We then define the corresponding loss function as
L(EY,τ , ÊY,τ ) =
N∑
i=1







Ψτ (Yi − xTi β) (6.1.6)
Equation (6.1.4) shows expectile regression as defined in Newey and Powell (1987). Note
that τ = 0.5th expectile is the mean of the distribution, the target quantity that is estimated
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in the usual LS regression. For other values, τ is not as intuitive as quantiles. Thus, for
clarity, consider a practical description of expectile regression:
The linear combination of predictors is optimized (via β) to estimate the τ -th expectile
EY,τ of the distribution for the response variable Y . Such a point EY,τ , existing on the
distribution support of Y , is the τ -th expectile if the ratio between the expected distance
between the random variable Y and the expectile from below (i.e. for Y’s less than the
expectile) E[|Y − EY,τ | ∗ IY≤EY,τ ] and the overall expected distance between the random
variable and the point E[ |Y − EY,τ | ] equals the τ ∈ (0, 1).
Implementations of expectile regressions in R include mboost (Hothorn et al., 2018) and
SALES (Gu and Zou, 2016). For a comparison of quantile regression and expectile regression
with computational examples see Waltrup et al. (2015).
6.1.3 Regularized Regressions For Variable Selection
One of the original motivations for `1 regularization is that unlike its `2 counterpart, it can
be used for explicit variable selection. LASSO (Tibshirani, 1996) and Elastic Net (Zou and
Hastie, 2005) are able to address over-fitting by not only shrinking the model coefficients
of predictors but driving the coefficients to 0 so that the predictors are effectively dropped
from the model. Advances in statistical computing and optimization, some very recent, have
made it practical to consider high dimensional models with arbitrarily many lags orders.
When the LS loss function is regularized according `1 or `2, the resulting techniques are








yi − xT iβ
)2
+ λ1||β||1 + λ2||β||2 (6.1.7)
Equation (6.1.7) is often called a näıve estimator is “corrected” for more desirable analytical
properties, though this transformation, shown in Equation (6.1.8) is not necessarily standard
in computational implementations. Note that driving penalty weights to 0 in either formulation






yi − xT iβ
)2
α = λ2/(λ1 + λ2) (6.1.8)
with (1− α)||β||1 + α||β||2 ≤ t for some t
The SALES package for R is capable of implementing the elastic net penalty for not only
the symmetric LS loss as seen in Equation (6.1.8) but also for the asymmetric variation
where the loss (before consideration of the penalty) is of the form seen in Equation (6.1.4)
for expectiles. Regularization of the LAD loss function Equation (6.1.9) requires different
techniques. Yi and Huang (2017) developed a semismooth Newton coordinate descent
(SNCD) algorithm implemented as the hqreg package for R. This tool includes the Elastic





|yi − xT iβ|+ λ1||β||1 + λ2||β||2 (6.1.9)
6.2 Regularized Quantile Regression for Wave Heights
In this section we demonstrate quantile regression fitting using quantreg for wave heights
Ht using both a fetch- and ellipse-based characterizations of wind speed information as
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predictors. Section 6.2.1 illustrates quantile regression and the quantreg package for only
two predictors. Section 6.2.2 builds a regularized model for Ht using the hqreg package,
only imposing `1 regularization (LASSO). Section 6.2.3 describes Elastic Net regularization
using hqreg to model Ht. Finally, Section 6.2.4 discusses and summarizes all the results.
6.2.1 Quantile Regression – An Illustrative Example
Consider the following model for wave height quantile:
QHt,τ = β0 + βFFetcht−1 + βSSpeed
2
t−1 + βDTempDifft−1 + βHHt−1 (6.2.1)
Model 6.2.1 is by no means an ideal model and is only presented for discussion. In this
specification QHt,τ is the τ
th quantile of the distribution of continuous wave height Ht. The
wave height distribution and constituent quantiles are conditioned on predictors observed
at times t ∈ 1, ..., T . For convenience, the illustrative model defines the target quantile in
terms of lag r = 1 predictors studied in Chapter 5.
Ht is a time series so that for any τ ∈ (0, 1) the fitted quantile estimate Q̂Ht,τ is also
time-parametrized. Thus, using quantreg, it is possible to create plots such as Figures
6.2.1 and 6.2.2 showing fitted conditional quantiles for various high levels above the median
(τ ≥ 0.50). Both plots use hourly observations for a selected two week window and show
that the median tracks the observed value closely and that the quantile lines are roughly
“parallel” to each other, i.e. offset by a constant value on the y-axis at each point in time.
Note that the fitted distribution is volatile in the upper tail with quantiles stretching
far away from the median during periods with low wave activity. Note also the modeling
artifact where an extreme observed value crosses the extreme quantile lines. This crossing
immediately precedes a rescaling of the tail of the distribution due to the lagged Ht−1 term in
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Figure 6.2.1: Plot of Q̂Ht,τ for Varied τ With Observed Wave Height
the illustrative model. Instances of extreme high-side risk are interesting for marine scientists
but this plot suggests that it is better to define wave height thresholds of concern rather
than use quantile ratios. Upper quantiles are most “extreme” relative to the median during
periods when wave heights are small and do not present a hazard.
With quantreg it is possible to plot the estimates for each predictor along with a
confidence interval as a function of τ . Table 6.2.1 presents 95% confidence intervals for
each variable as well as empirical, unconditional quantiles of wave height Ht during the
observation window. We fit 99 distinct regressions for each target τ ∈ {0.01, ..., 0.99} and
plot the point estimate and standard error continuously with respect to τ . Consistent with
results for binary models, fetch length is generally uninformative with a confidence interval
covering zero. Another interesting observation is that the magnitude of the intercept term
increases nearly linearly with τ . This behavior is not surprising since it is consistent with
the “parallel” shift factor seen to order the fitted quantile time series. There is a dramatic
spike near τ = 0.99 when confidence intervals for some of the predictors cover zero. Clearly
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Figure 6.2.2: Ratio of Q̂Ht,τ to Fitted Median for Varied τ
a more rigorously selected model is necessary.
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Table 6.2.1: Fitted τ th Quantile Regression Coefficients
NOAA #44039 - 2008 - Jan/Feb/Mar
τ presented on the horiztonal axis for all plots
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6.2.2 Regularized Quantile Regression for Wave Height Ht
Plots in Section 6.2.1 support conclusions in prior chapters that there is information in both
lagged wave heights as well as lagged environmental predictors. Including arbitrarily-many
lagged variables will lead to an explosion of predictors, we must induce sparsity. It would
be useful to restrict attention to models that are selected in a systematized way. Although
hqreg does not compute inferential statistics, it is possible to use the `1 and `2 penalty
weights to identify and prioritize candidate models.
In Section 6.2.1 the illustrative model was fit for many specific values of τ , effectively
defining a static “model family” {(Q̂Ht,τ ,xT β̂τ )}τ across all quantiles with a static specification
but β̂ coefficients that change with each fit. A second modeling strategy is to allow the model
specification to change with τ , defining a more flexible model family {(Q̂Ht,τ ,xT β̂τ,λ)}τ,λ of
optimal models repeated for target quantiles within {0.01, ..., 0.99}. This penalized selection
exercise can search a model space that potentially includes the illustrative model 6.2.1 for
any/all τ . Since fetch length is generally insignificant, the illustrative model will not be
returned as optimal for any of the (τ, λ) pair and will thus not be an estimator in the
“better” family of quantile-wise models.
The novelty of allowing the model specification to vary is that we may again consider
the time series of estimates, quantile by quantile, for the “better” family. In this way, quasi-
continuous analysis such as Figure 6.2.1 will allow marine scientists to specify models with
less subjectivity. While this approach is broadly attractive, there is an practical limit as to
which quantiles may be targeted. Extreme quantiles (and expectiles), lying in the tail of a
distribution, will be supported by few observations. Consider Table 6.2.2 showing how many
observations are above particular wave height quantiles for each season in a sample year of
data. In the sections that follow we will consider τ ∈ {0.01, ..., 0.99}
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Table 6.2.2: Count of Observations Over Target Quantile
Central Sound Buoy #44039 - 2008
τ Jan/Feb/Mar Apr/May/Jun Jul/Aug/Sep Oct/Nov/Dec
0.500 944 912 569 909
0.750 453 475 298 475
0.900 176 184 167 184
0.950 78 82 70 82
0.990 20 15 18 15
0.995 9 4 2 4
0.999 1 2 2 2
Table 6.2.3: Count of Observations Over Target Quantile
Western Sound Buoy #44040 - 2008
τ Jan/Feb/Mar Apr/May/Jun Jul/Aug/Sep Oct/Nov/Dec
0.500 807 943 802 447
0.750 360 400 353 215
0.900 149 199 130 98
0.950 77 93 71 33
0.990 19 19 17 9
0.995 10 6 6 3
0.999 0 3 1 2
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Models Using Fetch-based Predictors
The goal in this section is to model QHt,τ using as many lag orders as may be optimal. There
will be an explosion of predictors as each variable will be considered up to lag t − 48. For
four variables this totals p = 288 possible predictors. We are technically agnostic as to which
lagged effects ought to be recovered and included in the sparse model. Wainwright (2009)
and Van de Geer et al. (2014) indicate that the relative sizes of our data n ≈ 2000 and the
predictor count p is good and that (subject to the penalty weight λ) the “true” effects will
be recovered with high probability. In all likelihood the “true” set of predictors is quite a bit
smaller than p = 288 because of the burn-out dynamics seen in the ACF plots in Chapter 4.
These plots indicate that the n vs. p relation will likely lead to a cleaner recovery of “true”
predictors in our case.
We will eventually implement a proper Elastic Net with hqreg, but we first limit ourselves
to a single tuning parameter, λ1, by fixing λ2 = 0. This is effectively the LASSO method.
While LASSO is a convex optimization, it is not strictly convex so the fitted β is not
guaranteed to be unique.













+ βH,rHt−r + βD,rTempDifft−r
(6.2.2)
Hereafter we adopt the following notation:
Z2,(t−r) = Speedt−r
√





For this exercise consider an expanded model 6.2.2 with houly lags order up to an
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Table 6.2.4: Optimized Penalty Weights and Remaining Predictors For Varied τ th
including 48hr. Append the model with Elastic Net penalties as in Equation (6.1.7). Allowing
only λ1 flexible and non-zero, we fit this model iteratively across all quantiles τ ∈ {0.01, ..., 0.99}.
Table 6.2.4 shows the optimized λ1 value and the count of non-zero coefficients remaining in
the model as a function of τ .
There are two distinct notions of an optimally fitted λ, both of which are commonly seen
in the literature. Using k-fold (k = 10) cross-validation, λmin is the penalty weight which
results in the lowest loss metric. In this case the metric is deviance, the loss function as
evaluated with the data and fitted β̂. λ1se is the largest possible weight within one standard
error of the minimizing value. Thus, λ1se will always be larger and, as seen in the results,
will tend to remove more variables resulting in a smaller model. λ1se may be thought of as
the harshest “plausible” penalty.
Additionally, Tables 6.2.5 and 6.2.6 show fitted models for both versions of the penalty
weight. Coefficients for predictors bearing non-zero values are presented and rounded to
four decimal places. If rounding renders as zero then a δ is shown, indicating some value
δ < 0.0001. Overall, it appears that a penalty somewhat harsher than λmin is appropriate
for this particular data set. The common λ1se may be excessively harsh since for all upper
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quantiles models contain an increasingly large β0 intercept term and only predictors at 1hr
lags. Subtle lag effects may be improperly suppressed. Interestingly, temperature difference
appears frequently despite being consistently selected against during the modeling exercises
in Chapters 4 and 5.
The fitted coefficients for the fetch-based predictors Z2, Z3, Z4 all render as δ. This
is because they are all functions of fetch expressed in (many thousands of) meters which
must scale down to a response variable that is some some small number of feet. Upon closer
inspection, the fitted β2, β3, and β4 have absolute values from order 10
−4 to 10−10. However,
the signs are both positive and negative. As in Chapter 4 and 5 we must investigate the net
effect of fetch length by determining whether or not the net effect of a 1000m, 10000m, or
20000m increase in fetch increases the estimate of the target quantile.
This sensitivity test is conducted differently from the two dimensional testing conducted
in Chapter 4 and Chapter 5. Since the regression penalty produces a different set of predictors
for each τ the effective predictor space over which one could take a multidimensional test is
unstable. Rather than exploring a potential predictor space we instead look at the realized
data for the Central and Western buoy. We fit models for τ = 0.70 and τ = 0.95 using the
λmin and λ1se penalty in each case; this includes variable selection. We then use this fitted
model, increase fetch by +1000m (or more), use the new fetch values to update all Zi,(t−r)
throughout the time series, and then make an updated quantile estimate. This shows the net
effect of fetch in the subset of the predictor space “near” real data which. Keep in mind that
large portions of the potential predictor space may not be realizable because of underlying
physical constraints governing real data.
Tables 6.2.7-6.2.9 show the change in quantile estimates for the Central buoy and Tables
6.2.10-6.2.12 show the change for the Western buoy. The sensitivity tests show the λmin
penalty is picking up “extra” terms across the set of lagged Z predictors. These bear very
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Table 6.2.5: Fitted Regression Models for Selected Quantiles
Central Sound Buoy #44039 - Jan/Feb/Mar
(Non-zero coefficients only - Rounded to 4 decimals - δ < 0.0001)
τ λmin; λ1se Fitted Form: QHt,τ =




t−27 + 0.6576Ht−1 +
δZ2,(t−1) + δZ2,(t−47) + δZ4,(t−2) + 0.0029Tempt−1 - 0.0034Tempt−36
0.1044 0.1925 + 0.0077Speed2t−1 + 0.6105Ht−1 + δZ2,(t−1)












0.6334Ht−1 + 0.0264Ht−4 - 0.0001Ht−33 + 0.0001Z2,(t−1) + δZ2,(t−44) +
δZ4,(t−2) + δZ4,(t−5) + δZ4,(t−6) + δZ4,(t−10) + δZ4,(t−15) + δZ4,(t−16)
+ δZ4,(t−19) + δZ4,(t−30) + δZ4,(t−33) + δZ4,(t−39) + 0.0109Tempt−1 -
0.0020Tempt−36
0.0848 0.1931 + 0.0074Speed2t−1 + 0.6410Ht−1 + 0.0001Z2,(t−1)












+ δSpeed2t−35 + 0.6727Ht−1 + 0.0165Ht−2 + 0.0157Ht−4 - 0.0033Ht−27
- 0.0048Ht−33 + 0.0036Ht−44 + δZ2,(t−1) + δZ2,(t−16) + δZ2,(t−44) +
δZ4,(t−2) + δZ4,(t−5) + δZ4,(t−6) + δZ4,(t−10) + δZ4,(t−15) + δZ4,(t−27) +
δZ4,(t−30) + δZ4,(t−37) + δZ4,(t−42) + 0.0109Tempt−1 - 0.0001Tempt−34 -
0.0006Tempt−35 - 0.0037Tempt−36 + 0.0003Tempt−45
0.0707 0.2372 + 0.0086Speed2t−1 + 0.6407Ht−1 + δZ2,(t−1) + 0.0045Tempt−1











t−30 + 0.6726Ht−1 +
0.0121Ht−2 - 0.0004Ht−27 + δZ2,(t−1) + δZ4,(t−2) + δZ4,(t−5) + δZ4,(t−6)
+ δZ4,(t−10) + δZ4,(t−17) + δZ4,(t−27) + δZ4,(t−30) + δZ4,(t−37) +
0.0132Tempt−1 + 0.0039Tempt−34 - 0.0015Tempt−35 + δTempt−36 +
0.0028Tempt−45 + δTempt−47




t−30 + 0.6506Ht−1 +
δZ2,(t−1) + 0.0028Tempt−1





0.0003Speed2t−30 + 0.6700Ht−1 + δZ2,(t−1) + δZ4,(t−10) + 0.0114Tempt−1
0.0639 0.3224 + 0.0081Speed2t−1 + δSpeed
2
t−30 + 0.6510Ht−1 + 0.0001δZ2,(t−1) +
0.0045Tempt−1
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Table 6.2.6: Fitted Regression Models for Selected Quantiles
Central Sound Buoy #44039 - Jan/Feb/Mar
(Only non-zero coefficients presented - Rounded to 4 decimals - δ < 0.0001)
τ λmin; λ1se Fitted Form: QHt,τ =
0.85 0.0291 0.3662 + 0.0084Speed2t−1 -0.0006Speed
2
t−30 + 0.6602Ht−1 + δZ2,(t−1) +
δZ4,(t−10) + 0.0102Tempt−1
0.0584 0.3949 + 0.0077Speed2t−1 + 0.6432Ht−1 + 0.0001Z2,(t−1) + 0.0075Tempt−1





0.6663Ht−1 + δZ2,(t−1) + δZ4,(t−10) + δZ4,(t−11) + δZ4,(t−28) + δZ4,(t−29)
+ 0.0087Tempt−1 - 0.0036Tempt−36
0.0386 0.4770 + 0.0075Speed2t−1 - 0.0003Speed
2
t−29 + 0.6512Ht−1 + δZ2,(t−1) +
δZ4,(t−10) + 0.0065Tempt−1





0.0001Speed2t−39 + 0.6572Ht−1 + δZ2,(t−1) + δZ4,(t−10) + δZ4,(t−11)
+ δZ4,(t−27) + δZ4,(t−28) + δZ4,(t−29) + 0.0028Tempt−1 - 0.0044Tempt−36
0.031 0.6884 + 0.0073Speed2t−1 + 0.6112Ht−1 + δZ2,(t−1) + δZ4,(t−10)
0.99 0.0094 1.0369 + 0.0080Speed2t−1 + 0.5425Ht−1 + δZ4,(t−10) + δZ4,(t−11) +
δZ4,(t−14)
0.0157 1.1886 + 0.0074Speed2t−1 + 0.4966Ht−1 + δZ4,(t−14)
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small coefficients and the signs may flip, a sign of overfitting. When this excessive set of
Zs is evaluated, the effect on the response is insignificant but may be slighly negative. The
λ1se penalty will always result in a small model. When a Z is retained under this penalty,
the effect is very small by indeed positive. For fitted models across all target quantiles, the
Z2 function of fetch dominates Z3 and Z4. Generally speaking, however, the fetch-based
predictors are not impactful.
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Table 6.2.7: Change in Target Quantile Estimate for +1,000m Fetch Increase
Central Sound Buoy NOAA #44039 - 2008

































Table 6.2.8: Change in Target Quantile Estimate for +10,000m Fetch Increase
Central Sound Buoy NOAA #44039 - 2008

































Table 6.2.9: Change in Target Quantile Estimate for +20,000m Fetch Increase
Central Sound Buoy NOAA #44039 - 2008

































Table 6.2.10: Change in Target Quantile Estimate for +1,000m Fetch Increase
Western Sound Buoy NOAA #44040 - 2008








Optimal model contains no fetch-based terms.
Perturbing fetch and updating Z2, Z3, Z4 does not
changed the estimate. All differences are exactly 0.
















Optimal model contains no fetch-based terms.
Perturbing fetch and updating Z2, Z3, Z4 does not
changed the estimate. All differences are exactly 0.









Table 6.2.11: Change in Target Quantile Estimate for +10,000m Fetch Increase
Western Sound Buoy NOAA #44040 - 2008








Optimal model contains no fetch-based terms.
Perturbing fetch and updating Z2, Z3, Z4 does not
changed the estimate. All differences are exactly 0.
















Optimal model contains no fetch-based terms.
Perturbing fetch and updating Z2, Z3, Z4 does not
changed the estimate. All differences are exactly 0.









Table 6.2.12: Change in Target Quantile Estimate for +20,000m Fetch Increase
Western Sound Buoy NOAA #44040 - 2008








Optimal model contains no fetch-based terms.
Perturbing fetch and updating Z2, Z3, Z4 does not
changed the estimate. All differences are exactly 0.
















Optimal model contains no fetch-based terms.
Perturbing fetch and updating Z2, Z3, Z4 does not
changed the estimate. All differences are exactly 0.









Amongst the other predictors, more lags of wave height Speed2t−r appear relative to Ht−r.
Autoregressive information in the two variables seems to be collected from one, the other, or
both variable histories depending on the specific penalty term. Eventually, when the model
is fit with λ1se penalty, the variable exchanges halt. Only the 1hr lag terms remain. The
type of variable exchanged (height or speed) seems somewhat arbitrary but the particular lag
orders do not. There is a hint that the model fit is recovering weak periodicity around lags
r ∈ {12, 24, 36, 48}. This is consistent with the ACF and CCF plots in Chapter 4. Recall
that diurnal patterns were present but could not be shown with high statistical signficance
in the prior analysis.
Further testing could be done with a single tuning parameter to demonstrate whether
some new λmin,τ < λ
∗
τ < λ1se,τ could clarify if there are particular periodicities of interest
but inference may not be productive particularly since this exercise would occur separately
at each τ so that the most important lag orders (other that 1hr) are different for different
quantiles. Instead, we will consider a proper Elastic Net. Cross-validating with some λ2 6= 0
may find a better model using two tuning parameters.
As a final comment, note that while the LASSO variable selections are ”optimal” in a
mathematical sense, there is an important sense in which including, for fixed r, both Ht−r
and {Speed2t−r, Z2,(t−r), Z3,(t−r), Z4,(t−r)} is redundant and possible counterproductive. Recall
that the SMB equations attempt to model Ht deterministically given contemporaneous wind
and fetch information. While the wave height is a real observation with information in
excess of the “SMBt” prediction, dropping have heights from the predictor set will cause
more importance to be placed on the fetch-based terms by the LASSO optimization. A
practical application of this variation of the model arises when marine scientists seek to
retroactively model historical wave heights in circumstances when weather information was
recorded but actual wave heights were not. As an example, consider Table 6.2.13 where
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models have been refit for the Western buoy at two particular quantiles and wave heights
not included in the predictor set.
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Table 6.2.13: Fitted Regression Models (ex. Ht−r) for Selected Quantiles
Western Sound Buoy #44040 - Jan/Feb/Mar
(Only non-zero coefficients presented - Rounded to 4 decimals - δ < 0.0001)
τ λmin; λ1se Fitted Form: QHt,τ =

































δZ2,(t−15) + δZ2,(t−20) + δZ2,(t−21) + δZ2,(t−42) + δZ4,(t−7) + δZ4,(t−8)
+ δZ4,(t−9) + δZ4,(t−15) + δZ4,(t−25) + δZ4,(t−26) + δZ4,(t−40) +
δZ4,(t−46) + δZ4,(t−47) + δZ4,(t−48) + 0.0146Tempt−1 - 0.0001Tempt−15
- 0.0149Tempt−23 - 0.0008Tempt−26 - 0.0153Tempt−27 - 0.0001Tempt−29
+ 0.0123Tempt−41 + 0.0046Tempt−44












0.0002Speed2t−36 + δZ2,(t−20) + 0.0000δZ2,(t−21) - 0.0083Tempt−26 +
δTempt−27 + 0.0010Tempt−41


























+ δZ2,(t−11) - 0.0001Z2,(t−14) + δZ2,(t−16) - 0.0001Z2,(t−18) + δZ2,(t−20)
+ δZ2,(t−21) - 0.0001Z2,(t−23) + δZ4,(t−1) + δZ4,(t−4) + δZ4,(t−11) +
δZ4,(t−19) + δZ4,(t−21) + δZ4,(t−22) + δZ4,(t−25) + δZ4,(t−37) + δZ4,(t−40)
- 0.0237Tempt−26 - 0.0181Tempt−27 + 0.0373Tempt−45

















+ δZ2,(t−18) + δZ2,(t−20) + δZ2,(t−22) - 0.0001Z2,(t−23) + δZ4,(t−19)
+ δZ2,(t−21) + δZ2,(t−25) - 0.0127Tempt−26 + 0.0039Tempt−45 +
0.0126Tempt−46
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Models Using Ellipse-based Predictors
We revisit the “ellipse method” of predictor construction for wave heights. As with the
“fetch method” we include 48hr of lagged predictors. Consider the model 6.2.3:
QHt,τ = β0 +
48∑
r=1
βpMN,rPosMinort−r + βnMN,rNegMinort−r +
βpMJ,rPosMajort−r + βnMN,rNegMajort−r +
βD,rTempDifft−r
(6.2.3)
Furthermore, we apply the Elastic Net penalty used for the fetch-based model again with
freely specified λ1 and a fixed λ2 = 0. Having so specified the model, the plots in Table
6.2.14 show the optimized penalty weights and non-zero variable counts as a function of τ .
While the ellipse-based method for specifying wind information is more verbose than the
fetch-based approach, it is surprising that so many lag orders were retained. In particular,
when the weaker λmin penalty is applied, the variable count is too unwieldy to present as a
table of fitted coefficients.
Table 6.2.14: Optimized Penalty Weights and Remaining Predictors For Varied τ th
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6.2.3 Quantile Regression Elastic Net With λ2 > 0
Regularized quantile regressions for Ht showed when only `1 penalty was considered, the
appropriate penalty weight was somewhere between λmin and λ1se. The Elastic Net with two
penalty terms may strike a better balance and, unlike LASSO, the optimization is strictly
convex so β̂ is unique. The plots that follow show penalty weights and variable counts for
quantile regressions with proper Elastic Net where λ2 > 0. Similar to Equation (6.1.8),
hqreg defines argument α = λ1/(λ1 + λ2) to balance relation between the `1 and `2 penalty.
The LASSO runs in Section 6.2.2 were completed with the α = 1.0 call. For user specified
α, the R package can use cross validation to optimize the pair (λ1,min, λ2,min ≡ α1−αλ1,min).
Note that the optimized weights will be scalar multiples of one another so diagnostic plots
will have the same shape regardless of whether the optimal λ1 or λ2 is used.
Models Using Fetch-based Predictors
Figures 6.2.3-6.2.5 show that transitioning from `2 focused implementation with α = 0.25 to
increasingly more `1 penalty will tend to decrease variable count regardless of whether the
λmin or λ1se scheme is chosen after cross validation. Thus, if in the most restrictive α = 1.00
case λmin produces a bloated model, then it would be better to consider λ1se from a proper
Elastic Net implementation to incorporate more time effects.
Ultimately, marine scientists would be concerned with the predicted quantiles Q̂Ht,τ so
another question one might ask is how do the fitted quantile time series compare? Figures
6.2.6-6.2.13 show a set of eight plots showing fits the combinations α ∈ {0.25, 0.50, 0.75, 1.00}×
{λmin, λ1se}. Only quantiles in the upper half of the distribution are presented. Observations
are reported hourly.
It is clear that, compared to the λ1se cases, λmin describes an estimated distribution with
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Figure 6.2.3: Quantile Regression Penalties and Variable Selection - Elastic Net α = 0.25
Figure 6.2.4: Quantile Regression Penalties and Variable Selection - Elastic Net α = 0.50
Figure 6.2.5: Quantile Regression Penalties and Variable Selection - Elastic Net α = 0.75
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Figure 6.2.6: Plots for Large τ Using λmin With Median and Observed Ht
Figure 6.2.7: Plot for Large τ Using λ1se With Median and Observed Ht
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Figure 6.2.8: Plots for Large τ Using λmin With Median and Observed Ht
Figure 6.2.9: Plot for Large τ Using λ1se With Median and Observed Ht
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Figure 6.2.10: Plots for Large τ Using λmin With Median and Observed Ht
Figure 6.2.11: Plot for Large τ Using λ1se With Median and Observed Ht
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Figure 6.2.12: Plots for Large τ Using λmin With Median and Observed Ht
Figure 6.2.13: Plot for Large τ Using λ1se With Median and Observed Ht
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upper quantiles more tightly bound to the median. Note that the general magnitude of the
extreme upper quantiles such as τ = 0.99 in red and 0.95 in orange are farther from the
median when considering λ1se. The difference in intra-quantile spacing is most pronounced
during periods of lower wave activity when the dotted black (observed) line is low. The tight
spacing of the quantile bands for λmin is possible because the models have greater predictors
counts allowing for more “explanation” of the wave height behavior even if it is possibly
overfit or the predictors are not causal. For smaller α the decreased emphasis on the `1
penalty means that the two possible predictor sets are closer and thus the predictions (and
in turn distribution skewness) track more closely.
Models Using Ellipse-based Predictors
Models with the ellipse-based predictors display the same pattern as the fetch-based set.
Although the ellipse-based models are larger by construction, they were also shown to remain
larger than their fetch-based analogs after α = 1.00 fitting. Figures 6.2.14-6.2.16 show that
as α is lowered, the models grow and for each α the λmin set is almost always larger than the
λ1se set. Furthermore, for each fixed (α, λ) pair, the variable count almost always exceeds
the count for the analogous fetch-based model.
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Figure 6.2.14: Quantile Regression Penalties and Variable Selection - Elastic Net α = 0.25
Figure 6.2.15: Quantile Regression Penalties and Variable Selection - Elastic Net α = 0.50
Figure 6.2.16: Quantile Regression Penalties and Variable Selection - Elastic Net α = 0.75
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Figure 6.2.17: Plots for Large τ Using λmin With Median and Observed Ht
Figure 6.2.18: Plot for Large τ Using λ1se With Median and Observed Ht
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Figure 6.2.19: Plots for Large τ Using λmin With Median and Observed Ht
Figure 6.2.20: Plot for Large τ Using λ1se With Median and Observed Ht
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Figure 6.2.21: Plots for Large τ Using λmin With Median and Observed Ht
Figure 6.2.22: Plot for Large τ Using λ1se With Median and Observed Ht
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Figure 6.2.23: Plots for Large τ Using λmin With Median and Observed Ht
Figure 6.2.24: Plot for Large τ Using λ1se With Median and Observed Ht
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For the ellipse-based model, plots of the fitted Q̂Ht,τ time series show similar skewness
results as the fetch-based models. Generally, the λ1se approach results in upper quantiles
that are farther from the median. However, the α = 0.25 case is dissimilar. In this case, the
more verbose ellipse-based construction is being used and `1 sparsity pressure is lowest.
6.2.4 Summary
The shape of the conditional distribution seems to vary with the absolute level of wave
activity but that fact may not matter in practice for marine scientists. Uncertainty about
the spacing in the upper tail of the distribution, including uncertainty induced by choice of λ,
is most notable during periods of lower wave activity. Practical risk-aversion and parsimony
both favor stronger penalization since potential error during periods of low wave activity is
unimportant. However, it is possible to use the 0.99 quantile as a risk marker for marine
scientists regardless if competing approaches for λ weights yield different estimates. Since
annual data must be divided into separate seasons, the limits of observation count suggest
that the estimates of the very highest targets such as τ = 0.999 are not well supported by
the data.
Conducting a distinct variable selection for each particular τ ∈ 0.01, ..., 0.99 is certainly
an improvement over a static model specification but the instability of the predictor set
within the τ range but out-of-sample testing would be useful. However, we need more data
to a choose a best model that is not only explanatory in-sample, but predictive out-of-sample.
The mechanics of predicting quantiles for new data is a simple calculation but evaluating
the prediction, and thus the similarity and stability of the conditional distribution across
data sets, is tricky (particularly for wave height data). Given training data X and target
quantile τ , we have developed β̂τ . For a second data setX
∗ we may applyX∗β̂τ to calculate
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the estimate for the conditional quantile of the response. In the usual implementation, the
training response and testing response are assumed to have the same conditional distribution.
How would this be verified to confirm that β̂τ is appropriate across data sets and thus the
model is good? Upon investigation, out of sample validation for quantile regression is more
difficult that LS regression.
The simple but impractical solution would be to compute the estimate and then compare
it to the empirical conditional quantile of the out-of-sample data. In other words, subset the
out-of-sample data with respect to unique x observations and compute the quantile over the
associated subset of responses. However, for continuous predictors (like wind speed) this will
not be possible as the subsets will only contain a single observation so that quantiles, unlike
subset means, are undefined. A non-degenerate empirical distribution would only emerge
with a sufficiently large data set and some “binning” strategy to discretize predictors.
What we can do, in-sample at least, is examine the cross validation error and offer
guidance on an optimal α across all τ target quantiles. The λ1se fits will likely generalize
better but are not always satisfying as there is certainly some information that persist beyond
lags of t − 1. Capturing these effects will likely improve any attempt at out-of-sample
prediction. Figures 6.2.25-6.2.26 show a heat map of the error associated with the proper
Elastic Net along with the particular minimum error α at each possible τ .
Since the data is the same and the evaluated loss function has the same units or error,
it is appropriate to compare model runs both within and across the plots. Applying λ1se
and an α < 0.5 is almost never associated with an optimal fit, α = 0.7 would be a good
starting point for predictive models. In fact, a value as high as 0.9 may be servicable if a
marine scientist values sparsity and is focused on the upper half of the distribution. It is
curious that absolute error is lower at extreme quantiles and that such “accuracy” is attained
with relatively small α. Variable count plots at the α ∈ {0.25, 0.50} levels indicated that
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Figure 6.2.25: Quantile Elastic Net - λmin Error For Fetch-Based Model
Figure 6.2.26: Quantile Elastic Net - λ1se Error For Fetch-Based Model
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predictors counts in excess of 25. If similar counts hold across small α then the heatmap
may be recovering evidence of over-fitting. Unfortunately, without more data this cannot
be settled definitively. In future research one could perhaps investigate working around this
practical limit. Perhaps a second, distinct β̂∗ could be fit and some statement made about
the difference from the first β with some sort of likelihood ratio technique. Out-of-sample
methods have not yet been addressed in the literature.
6.3 Regularized Expectile Regression
In this section we estimate expectiles EHt,τ for wave height by fitting expectile regression
models. The analysis will mirror Section 6.2 and there will be model optimization at each
τ th expectile using penalized variable selection. The predictor counts start from similar high
levels and we will induce sparsity by using the Elastic Net penalty as implemented in the
SALES package developed by Gu and Zou (2016).
6.3.1 Regularized Expectile Regression for Wave Height Ht
The goal in this section is, again, to model EHt,τ using as many lag orders as may be optimal
up to and including lag t − 48. Although we will implement a proper Elastic Net with
SALES, we first limit ourselves to a single tuning parameter, λ1, by fixing λ2 = 0. This is
effectively the LASSO method and the subtle differences in their analytic properties have
been as caveated in Section 6.2.
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Models Using Fetch-based Predictors
We define the expectile regression model Equation (6.3.1), analogous to the model in Equation
(6.2.2) for quantile regression, and again appended it with the Elastic Net penalties as in
Equation (6.1.7).













+ βH,rHt−r + βD,rTempDifft−r
(6.3.1)
Allowing only λ1 flexible and non-zero, we fit this model iteratively across all expectiles
τ ∈ {0.01, ..., 0.99}. Table 6.3.1 shows the optimized λ1 value and the count of non-zero
coefficients remaining in the model as a function of τ . Table 6.3.2 shows fitted models for
the λ1se penalty weight. In this case the λmin is clearly inappropriate as the predictor count is
greater than 30 near the τ = 0.50 mean (recall the analysis in Chapter 4). Models of this size
cannot be shown in bulk but investigation in R shows that more recent lags are preferred
but higher order lags appear transiently for all predictors as τ is varied. Coefficients for
predictors bearing non-zero values are presented and rounded to four decimal places. Unlike
the quantile models, fetch-based predictors are consistently among the retained variables
under the λ1se penalty. Therefore, if we relax the LASSO λ or otherwise develop a full
Elastic Net, it is highly likely that fetch will appear in optimal models across arbitrary τ .
The λ1se penalty reduces sources of variability to only a very few, consistent predictors.
At τ is varied the intercept term changes to match the magnitude of the expectile but the
sources of variability, both in terms of predictor but also fitted coefficient, are limited. Time
effects at lag greater than 1hr are suppressed and fetch is never selected. This general trend
150
Table 6.3.1: Optimized Penalty Weights and Remaining Predictors For Varied τ th
does break down in the very upper tail of the distribution but, as in the investigation of
quantiles, it appears that for expectiles, some penalty weight should be selected between the
two common choices for an optimal λ1 in the LASSO setting.
The fitted time series estimates for wave height expectile ÊHt,τ exhibit some interesting
differences for the differing penalty weights. The plots in Figure 6.3.1 for the same set of
data shown throughout Section 6.2. For any τ the wave height corresponding to the target
quantile is typically greater than the target expectile. This observation is useful to develop
and constrast intuition when modeling across the two techniques. There are also differences
between the expectile plots at for large τ ≥ 0.90. The red, orange and yellow lines are bound
much closer to the mean (τ = 0.50) under the λmin penalty weight indicating a different
characterization of the tail of the distribution.
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Table 6.3.2: Fitted Regression Models for Selected Expectiles
Central Sound Buoy #44039 - Jan/Feb/Mar
(Non-zero coefficients only - Rounded to 4 decimals - δ < 0.0001)
τ λ1se Fitted Form: EHt,τ =
0.50 0.0483 0.2152 + 0.0079Speedt−1 + 0.6011Ht−1 + 0.0001Z2,(t−1) + 0.0026Tempt−1
0.60 0.0481 0.2462 + 0.0080Speedt−1 + 0.6054Ht−1 + 0.0001Z2,(t−1) + 0.0033Tempt−1
0.70 0.0449 0.2827 + 0.0080Speedt−1 + 0.6094Ht−1 + 0.0001Z2,(t−1) + 0.0043Tempt−1
0.75 0.0421 0.3035 + 0.0080Speedt−1 + 0.6128Ht−1 + 0.0001Z2,(t−1) + δZ4,(t−10) +
0.0047Tempt−1
0.80 0.0384 0.3267 + 0.0080Speedt−1 + 0.6171Ht−1 + 0.0001Z2,(t−1) + δZ4,(t−10) +
0.0048Tempt−1
0.85 0.0339 0.3585 + 0.0079Speedt−1 + 0.6217Ht−1 + δZ2,(t−1) + δZ4,(t−10) +
0.0048Tempt−1
0.90 0.0302 0.4175 + 0.0078Speedt−1 + 0.6195Ht−1 + δZ2,(t−1) + δZ4,(t−10) +
0.0032Tempt−1
0.95 0.0222 0.5119 + 0.0078Speedt−1 + 0.6130Ht−1 + δZ2,(t−1) + δZ4,(t−10) +
0.0009Tempt−1
0.99 0.0097 0.7778 + 0.0082Speedt−1 + 0.5741Ht−1 + δZ2,(t−1) + δZ4,(t−10)+
δZ4,(t−11)+ δZ4,(t−29)
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Figure 6.3.1: Plots for Large τ Using λmin With Median and Observed Ht
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Models Using Ellipse-based Predictors
Parallel expectile models will constructed as in Equation (6.3.2) with penalty weights appended
as in Equation (6.1.7). These model composed of ellipse-based predictors yield results that
match the results for the fetch-based method very closely.
EHt,τ = β0 +
48∑
r=1
βpMN,rPosMinort−r + βnMN,rNegMinort−r +
βpMJ,rPosMajort−r + βnMN,rNegMajort−r +
βD,rTempDifft−r
(6.3.2)
The plots in Table 6.3.3 show that for the λmin weight the optimal ellipse-based variable
counts are somewhat lower than the count for the fetch-based model and that the associated
weight magnitude is more symmetric about τ = 0.500. Under the more stringent λ1se
implementation the penalty weight for sparser models are roughly the same shape. The fitted
coefficients for the ellipse-based model in Table 6.3.4 make essentially the same physical
statement about the drivers of wave height expectiles as compared with the fetch-based
construction. While the characterization of wind information is different, the ÊHt,τ estimates
will arrive at similar levels and the relative composition of lagged height, wind and temperature
difference (i.e. their relative importance) is approximately the same across the frameworks.
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Table 6.3.3: Optimized Penalty Weights and Remaining Predictors For Varied τ th
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Table 6.3.4: Fitted Regression Models for Selected Expectiles
Central Sound Buoy #44039 - Jan/Feb/Mar
(Non-zero coefficients only - Rounded to 4 decimals - δ < 0.0001)
τ λ1se Fitted Form: EHt,τ =
0.500 0.0220 0.0228 + 0.0577PosMajort−1 -0.0004PosMajort−13 - PosMajort−17 -
0.0005PosMajort−18 + 0.0460NegMajort−1 + 0.0372PosMinort−1 -
0.0008PosMinort−16 + 0.0418NegMinort−1 + 0.7848Ht−1
0.600 0.0248 0.0500 + 0.0570PosMajort−1 - 0.0005PosMajort−15 -
0.0019PosMajort−17 + 0.0448NegMajort−1 + 0.0344PosMinort−1
+ 0.0403NegMinort−1 + 0.7983Ht−1
0.700 0.0239 0.0759 + 0.0595PosMajort−1 + δPosMajort−13 - 0.0024PosMajort−15
- 0.0006PosMajort−17 + 0.0464NegMajort−1 + 0.0345PosMinort−1 +
0.0413NegMinort−1 + 0.8054Ht−1
0.750 0.0228 0.0931 + 0.0608PosMajort−1 - 0.0035PosMajort−15 +
0.0471NegMajort−1 + 0.0343PosMinort−1 + 0.0414NegMinort−1
+ 0.8095Ht−1
0.800 0.0233 0.1253 + 0.0591PosMajort−1 - 0.0032PosMajort−15 +
0.0447NegMajort−1 + 0.0313PosMinort−1 + 0.0387NegMinort−1
+ 0.8202Ht−1
0.850 0.0208 0.1568 + 0.0600PosMajort−1 - 0.0042PosMajort−15 +
0.0444NegMajort−1 + 0.0305PosMinort−1 + 0.0378NegMinort−1
+ 0.8266Ht−1
0.900 0.0172 0.2073 + 0.0613PosMajort−1 - 0.0063PosMajort−15 +
0.0423NegMajort−1 + 0.0283PosMinort−1 + 0.0350NegMinort−1
+ 0.8371Ht−1
0.950 0.0132 0.3228 + 0.0578PosMajort−1 - 0.0086PosMajort−15 +
0.0345NegMajort−1 + 0.0180PosMinort−1 + 0.0243NegMinort−1
+ 0.8672Ht−1
0.990 0.0116 0.7547 + 0.0351PosMajort−1 + 0.8840Ht−1
0.999 0.0056 1.4633 + 0.0414PosMajort−1 + 0.7748Ht−1
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Moreover, the time series plots for the ÊHt,τ time series in Figure 6.3.2 are unremarkable.
Rather than attemping to fine tune a particular λmin < λ
∗
1 < λ1se or modify variable
construction we instead consider a proper Elastic Net with λ2 > 0 as in the quantile
investigation.
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Figure 6.3.2: Plots for Large τ Using λmin With Median and Observed Ht
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6.3.2 Expectile Regression Elastic Net With λ2 > 0
The notion of optimality for Elastic Net models discussed in this section will differ from
the discussion in Section 6.2.3 because of computational differences in hqreg and SALES.
Strictly speaking, hqreg implements a variation of Equation (6.1.8) (where an α is defined)
the while SALES uses Equation (6.1.7) where λ1 and λ2 are not explicitly forced to have such
a scalar relation. In the literature the looser formulation is referred to as a “naive” Elastic
Net. Thus, while a user may hypothetically specify that λ1 =
α
1−αλ2, SALES neither requires
nor “expects” such a relation among the input arguments.
It follows that when hqreg obtains an optimum weight (e.g. the min optimum), the
reported λmin can be construed as a pair (λ,
α
1−αλ)min that not only specifies a proper Elastic
Net but also the “best” Elastic Net according to the cross-validation scheme. In SALES,
however, optimization is contingent on fixed λ2 and only the `1 weight is varied to find
(λmin, λ2). Unless shown a priori, the user-specified λ2 is almost certainly not the correct
value to define a proper Elastic Net and certainly not the “best” such model. The fit will still
be a naive Elastic Net but is only “best” among the naive class in a limited sense. Simply
put, the optimization is conditional not joint, and certainly not joint as required for a proper
Elastic Net.
Despite this shortcoming, SALES can fit β for a specific, proper Elastic Net. Thus we
can conduct a grid search of reasonable scale on a cleverly constructed subset of R+ × R+.
Consider the properties desired of the final model and the observations from the λ2 = 0 case.
Certainly, the λ1 must be relaxed from the values seen in Tables 6.3.2 and 6.3.4 for fitted
λ1se models. To increase model size these penalties weights represent a floor. Furthermore,
given the behavior in the variable count plots, we also know that λmin values should serve
as a ceiling for λ1 since more sparsity is desired.
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With wave height data we are lucky. For both the fetch- and ellipse-based methods the
λ1se was between 10
−2 and 10−3 with λmin well below 0.0500. Since we seek to define λ2
in terms of λ1 we have quite an improvement since even with excessive granularity of α
and τ taken in 0.01 and 0.01 increments respectively the ∼5,000,000 model fits are certainly
tractable with modern parallel computing techniques. However, a smaller set of 1,750 proper
Elastic Nets is more than sufficient to draw meaningful conclusions. Compare the sets:
Full set of ∼35,000,000 models
α{0.01, 0.02, ..., 1.00} × τ{0.00, 0.02, ..., 0.99} × λ1{0.0001, 0.0002, ..., 0.0500}
Limited grid search over ∼1,750 models
α{0.5, 0.6, ..., 1.0} × τ{0.5, 0.6, 0.7, 0.75, 0.90, 0.95, 0.99} × λ1{0.001, 0.002, ..., 0.050}
Models Using Fetch-based Predictors
Though not exhaustive, the model search shows a very definitive result on the reduced tuning
parameter space. In Table 6.3.5 we see that across all studied λ1 the error for models are
higher expectiles is lower (note the green areas of the heat map). We also see that for any
particular τ -th expectile, the α ≥ 0.8 weighting is preferred for for the relation between λs
and α = 1.0 (i.e. LASSO) is commonly optimal. While it is possible that expanding the
granularity of the trial α and λ1 by an order of magnitude may lead to a non-degenerate
Elastic Net with a proper λ2 > 0 there is little chance a large, important λ2 penalty weight
would appear since small α was preferred in all cases.
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Table 6.3.5: Optimal Expectile Elastic Net α For Particular τ
Central Sound Buoy #44039 - Jan/Feb/Mar
Fetch-based Predictors
Minimum Error Points
τ α λ1 Error
0.500 1.0 0.018 0.0261275
0.600 1.0 0.018 0.0259092
0.700 1.0 0.018 0.0242552
0.750 1.0 0.017 0.0228139
0.900 1.0 0.010 0.0149625
0.950 1.0 0.008 0.0102179
0.990 0.8 0.003 0.0033739
Models Using Ellipse-based Predictors
Repeating the limited grid search on models with ellipse-based predictors yields similar
results. Table 6.3.6 clearly shows that LASSO is the appropriate modeling technique. As
with quantile regression, the apparently “better” fits at upper expectiles (the areas of the
heat map that are more green) are likely exhibiting a degree of overfitting with weaker
penalty weights allowing for an “optimal” set of predictors that is more accurate than would
be the case if out-of-sample analysis was conducted.
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Table 6.3.6: Optimal Expectile Elastic Net α For Particular τ
Central Sound Buoy #44039 - Jan/Feb/Mar
Ellipse-based Predictors
Minimum Error Points
τ α λ1 Error
0.500 1.0 0.006 0.03199
0.600 1.0 0.006 0.03204
0.700 1.0 0.005 0.03051
0.750 1.0 0.005 0.02906
0.900 1.0 0.005 0.02070
0.950 1.0 0.004 0.01532
0.990 1.0 0.002 0.00765
0.999 1.0 0.002 0.00292
6.3.3 Summary
The results for expectile regression with a full Elastic Net show that it may not be a
practical model selection tool. While potentially the inclusion of a non-zero `2 penalty would
allow for more time effects to explain wave height expectiles, this was not demonstrated.
Parameter selection on the limited (α, τ, λ) parameter space provided results that were nearly
identical to LASSO and thus our ability to modulate time effects in the linear model resides
only with λ1. The question of if and when penalty weights other than λmin or λ1se are
appropriate remains unanswered. The two approaches yield very different variable counts
and, analytically, a value in between still seems attractive. However, without a method to
assess out-of-sample expectiles and some notion of “accuracy” (empirical, asymptotic, etc.),
the appropriateness and trade-offs among prospective values cannot be characterized further.
Chapter 7
Conclusion
As established in Chapter 1, the state of research into wave heights and their temporal
variability has been limited to classical linear models and physics-based approaches. These
lines of research have had cumulative success and are frequently revisited by marine scientists.
SMB modeling methods discussed in Chapter 3 date from the 1950s (Bretschneider, 1957)
but have been revisited and improved steadily including work in recent years (Gōda, 2010).
Indeed, results in Chapter 4 showed that SMB estimates improve lagged regression models.
Nevertheless, the application of modern time series methods has much to offer. This chapter
recapitulates the sequence of new techniques applied and their results as well directions for
future research.
7.1 Scope of Temporal Correlation
In Chapter 4 wave height time series Ht were defined in order to study claims from Soares
et al. (1996) regarding the predictive significance of lagged wave height in AR(p) models. It
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was shown that lags up to order 6 were informative. Consistent with results in the Soares
research, larger lag orders can be included but in terms of minimizing AIC, smaller models
are better for general analysis. The strength and persistence of correlations between wave
heights and other oceanographic predictors is not documented in the literature, at least in
settings where the results motivate the specification of time series models.
The important research question considered in this investigation is whether and to what
extent models with exogenous predictors are as useful or more useful than AR(p) models
with only endogenous lagged terms as predictors. We showed that both the AR(1) and
AR(6) models are easily improved by including exogenous predictors of lag order 1. We
further showed that the resulting “augmented” models are competitive with one another
despite the greater number of time effects in the larger augmented model. Wind- and fetch-
based variables constructed from SMB methods are particularly useful. This result sets the
scope for inclusion of lagged predictors or embedded stochastic predictors for further modern
modeling techniques. This insight is invaluable when predictors must be selected manually,
though as we showed in Chapter 6, it is possible to include arbitrarily many lags of both
endogenous and exogenous variables and induce sparsity through regularization.
7.2 Comparative Strength of Bayesian Models For Binary
Time Series Wt
In Chapter 5, the wave height time series Ht was compared to wave height threshold τ and
converted to a binary time series Wt, an indicator variable identifying wave-over-threshold
events. Binary time series are not well studied in the marine science literature. Initially,
traditional logistic regressions were fit to develop intuition about which predictors, both
endogenous and exogenous, contained useful explanatory information. These results did not
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entirely agree with the results for lagged regression models in Chapter 4. On the one hand,
the time scales of correlation where similar for continuous and binary models, but on the
other hand fetch-based predictors were not significant. Whether studied as a continuous
response Ht or a binary flag Wt, wave heights are a short memory process with significant
auto-regressive traits. Among exogenous variables, wind speed is by far the most important
predictor. The characterization of wind information can be thought of, roughly, in a polar
or rectangular coordinate framework. The choice of characterization has implications for
the absolute predictor counts and the precision of inference but the two approaches yield
comparable results.
Given that lag orders have been scoped, and that we have some developed some new
intuition about the relative impact of exogenous physical predictors, we proceed to draw
conclusions about how to best characterize temporal correlation. One may use a static
model with lagged predictors or, with the recently developed R-INLA tool, one can easily
implement Bayesian models with autoregressive time-effects or DLM structure with time-
varying coefficients. These three techniques were assessed and Bayesian methods were shown
to be best both in terms of “information criteria” as well binary prediction error. DLMs have
not previously been applied to this area of study and the literature shows no application of
INLA methods to fit Bayesian methods of any sort in marine science.
7.3 Sparse Models Characterizing the Tail Behavior of
Ht
In Chapter 6, we relaxed assumptions about the distribution ofHt, choosing only to investigate
the distribution in terms of quantiles and expectiles. In order to use as much of the buoy data
as possible, our predictor set was increased to include very high lag orders of up to 48 hourly
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observations for each variable. The expanded set was used to model summary statistics of
the wave height time series Ht. Recall that Rayleigh and Weibull distributions are popular
parametric models for wave height, a strong assumption. Our estimation of quantiles and
expectiles did not assume distribution family a priori, only requiring that wave height admits
quantiles and expectiles (i.e. that formal expectations E[ ] may be taken). Regardless of
the form of the conditional wave height distribution, the state of research in this area does
not include efforts to fully characterization of the upper tail of the wave height distribution
with risk metrics (expectiles) used in other domains. Extreme observations are of interest
to marine scientists and new insights into the upper tail of any Ht are welcomed results.
We therefore built sparse models on the median and mean (τ = 0.5 in quantile and
expectile regression respectively) as well as numerous other τ of interest. This general class
of models requires recently developed optimization algorithms (Yi and Huang, 2017; Gu and
Zou, 2016). Thus, this investigation is the first effort to implement quantile and expectile
models with an arbitrary degree of sparsity in this domain.
The results from regularized regression showed that across all quantiles and expectiles,
penalty weights very rapidly remove high order terms and, in the most punitive, parsimonious
construction (λ1se in Chapter 6) lags beyond order 1 are almost never seen and wind speed
and wave height remain dominant. In the construction that minimizes in-sample error (λmin
in Chapter 6), all variables tend to be included at lag 1 but higher order terms are included.
However, the particular lags that seem “unstable” if not arbitrary and hint at over-fitting
but may represent true time effects. Thus, a compromise weighting scheme using Elastic
Net regularization was proposed to allow to modulate the time effects captured.
Subtle distinctions were needed due to computation differences in the quantile and
expectile cases. For the quantile case Elastic Net under λ1se and α ≈ 0.7 was shown to
be optimal in most scenarios. In the expectile case, however, α = 0 was preferred leading
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to an inconclusive result such that some λ1se < λE < λmin is clearly optimal for general
prediction. The optimal value is likely close to the bottom of the limiting range but cannot
be resolved without rigorous out-of-sample analysis. In any event, either of the limiting
bounds are useful for prediction, though λ1se will make attribution analysis easier as the
more punitive framework results in few predictors.
7.4 Future Directions
Broadly speaking, there are a few extensions that will be interesting to explore. In Chapter 3,
the mechanics of data collection was discussed as well as interpolation methods to construct
data sets sufficiently robust for formal time series models. The number and placement of
buoys is a fundamental constraint and, of course, more data is better than less. A larger,
denser, fleet of buoys with greater reliability (“uptime”) would be a useful endeavor in
marine science not only to collect richer sets of environmental data but also allow for more
interpolation in the inevitability of buoy downtime at particular locations.
Extreme weather and sea states are among the most interesting observations and it is
precisely during these episodes when hardware is most vulnerable. This is undoubtedly an
expensive proposition but buoys have numerous sensors and provide useful data for many
research areas. In particular, they measure physics-based notions of “energy”, a conceptual
framework and a possible data stream that may be incorporated future time series models.
New sensors may facilitate new predictors but to the extent that network density is merely
higher sea state data could be studied as a geospatial field rather than as a discrete buoys
with idiosyncratic data. This would enable a range of existing statistical techniques to be
used.
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There are also a few possibilities to advance the statistical methods used herein. The most
interesting of these threads is the possibility of developing a general algorithm to optimize
expectile regression with a proper Elastic Net penalty. In principle, if a user can specify
an appropriate starting value and search algorithm to minimize error in the (λ1, λ2) space,
SALES can be leveraged as an iterative fitting tool. Based on the lagged regression studies,
in Chapter 6 it was clear that the most useful fitted models lay in λ1se < λE < λmin. One
could imagine scenarios where some sparsity was desired (possibly for practical reasons) but
that an analyst was hesitant to drop too many terms. In such a circumstance the new
search space would be unbounded R+ × R+ with λmin < λE , an intractable effort without a
mathematically justified algorithm.
Another interesting possibility is the modeling of extremiles. This new class of statistics is
admitted by most distributions. This is another method by which to characterize the upper
tail (extremiles with τ near 1) of the wave height distribution. This class of statistics was
first proposed by Daouia et al. (2018a). While applications have been presented (Daouia
et al., 2018b) research is still limited and though some code has been shared there is no
public software tool to fit extremile regression models. Given the many computational limits
seen in this entire investigation, developing a general tool may be a formidable undertaking.
The utility of fitted extremiles is, as general proposition, still an open issue.
Appendix A
Appendices
A.1 Correlation and Scatter Plots for Lag Orders
In order to identify which predictors are correlated with wave height, cross-correlation
plots are provided below. Right-hand increments indicate lags of +1 hour with respect to
observed wave height. These plots have been computed with data from Summer 2010 using
the reference buoy. Note that the correlation decays quickly and that decay is generally
monotonic so that lag of order 1 has the strongest correlation in all comparisons. AR(•)




The strength of these correlations can also be seen in scatter plots. Decay is rather quick
and plots are presented with lags of 1, 6, 12 and 24 hours for all predictors.
Major Axis Wind Speed




A.2 AIC and Ljung-Box Plots for Lagged Regression
Models
Time Series Diagnostics for AR(•) Models
Central Long Island Sound Buoy
AR(1) – AIC: -818.6 AR(2) – AIC: -930.7 AR(3) – AIC: -929.5 AR(4) – AIC: -928.4
AR(5) – AIC: -928.7 AR(6) – AIC: -930.8 AR(7) – AIC: -931.9 AR(8) – AIC: -930.1
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AR(9) – AIC: -932.9 AR(10) – AIC: -931.3 AR(11) – AIC: -929.3 AR(12) – AIC: -927.4
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A.3 Information Criteria for Static Models
For the single period the endogenous model [i] presented in Table 5.2.1 as well as the
exogenous models in Table 5.2.7 we vary the lag r as well as the wave height threshould
τ . Note that these are single lag terms of a particular fixed lag and not a set of lags from 1
until a particular fixed lag.
Table A.3.1: Model Selection Criteria vs. τ and r
NOAA #44039 – Model [i]
Lag Length r
1hr 6hr 12hr 24hr 36hr 48hr
τ = 3ft
AIC 1689.37 3171.27 3688.13 4284.55 4404.70 4410.37
DIC 1715.16 3296.71 3826.50 4490.79 4608.62 4620.64
WAIC 1715.17 3296.71 3826.50 4490.79 4608.62 4620.65
τ = 4ft
AIC 819.98 1663.30 2005.79 2226.61 2270.84 2277.46
DIC 820.86 1679.33 2064.47 2282.60 2335.49 2336.18
WAIC 820.88 1679.34 2064.48 2282.62 2335.52 2336.22
τ = 5ft
AIC 441.91 797.80 948.23 1029.37 1039.02 1036.87
DIC 442.34 801.32 972.66 1040.72 1061.70 1061.68
WAIC 442.38 801.35 972.70 1040.77 1061.81 1061.81
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Table A.3.2: Model Selection Criteria vs. τ and r
NOAA #44039 – Model [ii]
Lag Includes 6 Orders t− r – Starting t
1hr 6hr 12hr 24hr 36hr 48hr
τ = 3ft
AIC 3900.00 4011.63 4227.96 4257.37 4309.84 4325.89
DIC 3923.25 4134.32 4366.37 4462.56 4509.95 4525.67
WAIC 3926.60 4136.81 4368.36 4463.45 4510.39 4525.77
τ = 4ft
AIC 1818.96 2004.68 2128.52 2206.57 2229.44 2214.79
DIC 1819.48 2018.41 2186.07 2259.26 2289.84 2264.91
WAIC 1824.19 2021.94 2188.59 2260.29 2289.96 2264.48
τ = 5ft
AIC 794.42 909.74 963.85 983.16 1016.55 1025.88
DIC 794.04 910.76 987.09 992.47 1038.67 1050.11
WAIC 800.19 915.48 990.19 993.61 1038.34 1049.35
Table A.3.3: Model Selection Criteria vs. τ and r
NOAA #44039 – Model [iii]
Lag Includes 6 Orders t− r – Starting t
1hr 6hr 12hr 24hr 36hr 48hr
τ = 3ft
AIC 1656.47 3108.75 3656.46 4193.15 4309.49 4313.67
DIC 1683.04 3236.98 3794.99 4397.83 4509.08 4514.65
WAIC 1683.70 3237.76 3795.75 4398.45 4509.56 4515.04
τ = 4ft
AIC 802.19 1628.26 1973.21 2176.31 2231.43 2212.45
DIC 802.91 1642.80 2030.99 2228.78 2291.80 2262.66
WAIC 803.89 1644.35 2032.20 2229.30 2292.01 2262.67
τ = 5ft
AIC 428.78 775.60 919.94 970.44 1018.52 1027.34
DIC 428.66 777.66 943.52 980.02 1040.56 1051.67
WAIC 431.45 780.43 945.36 980.39 1040.28 1051.27
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Table A.3.4: Model Selection Criteria vs. τ and r
NOAA #44039 – Model [iv]
Lag Includes 6 Orders t− r – Starting t
1hr 6hr 12hr 24hr 36hr 48hr
τ = 3ft
AIC 3899.56 4009.47 4168.18 4210.98 4297.38 4317.71
DIC 3922.04 4130.92 4306.42 4416.02 4497.32 4517.88
WAIC 3930.63 4137.18 4310.89 4417.93 4498.31 4517.97
τ = 4ft
AIC 1818.57 2006.41 2128.69 2193.40 2223.63 2215.52
DIC 1818.01 2019.40 2185.60 2245.96 2284.03 2266.10
WAIC 1836.51 2030.26 2192.25 2248.62 2284.51 2265.34
τ = 5ft
AIC 796.41 894.06 964.33 976.12 1018.52 1026.50
DIC 793.96 893.22 986.63 984.06 1040.69 1050.96
WAIC 830.86 904.54 994.17 986.51 1040.14 1049.66
Table A.3.5: Model Selection Criteria vs. τ and r
NOAA #44039 – Model [v]
Lag Includes 6 Orders t− r – Starting t
1hr 6hr 12hr 24hr 36hr 48hr
τ = 3ft
AIC 1652.06 3106.89 3628.99 4162.59 4298.46 4300.81
DIC 1678.82 3234.75 3767.28 4367.09 4498.03 4502.52
WAIC 1679.60 3236.01 3768.63 4368.50 4499.10 4503.01
τ = 4ft
AIC 803.33 1630.05 1974.83 2169.01 2225.53 2212.73
DIC 804.23 1644.27 2032.22 2221.17 2285.81 2263.45
WAIC 805.53 1646.94 2034.56 2222.93 2286.82 2263.13
τ = 5ft
AIC 430.23 766.14 920.01 966.55 1020.50 1027.91
DIC 429.74 767.33 943.14 974.99 1042.50 1052.34
WAIC 433.89 773.43 946.83 976.56 1042.10 1051.66
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Table A.3.6: Model Selection Criteria vs. τ and r
NOAA #44039 – Model [vi]
Lag Includes 6 Orders t− r – Starting t
1hr 6hr 12hr 24hr 36hr 48hr
τ = 3ft
AIC 1619.02 2968.16 3393.52 3809.60 3850.68 3850.05
DIC 1644.89 3091.85 3523.77 4005.02 4044.09 4044.70
WAIC 1645.33 3092.71 3524.75 4005.77 4044.40 4044.66
τ = 4ft
AIC 781.72 1544.80 1829.13 1980.16 2016.67 2005.65
DIC 782.79 1564.33 1883.80 2028.79 2073.80 2053.51
WAIC 783.71 1566.29 1885.44 2029.70 2073.95 2052.73
τ = 5ft
AIC 419.18 737.11 867.62 899.54 942.06 938.81
DIC Inf Inf Inf Inf Inf Inf
WAIC 863.30 1131.54 1264.38 1240.89 1297.21 1305.79
Table A.3.7: Model Selection Criteria vs. τ and r
NOAA #44039 – Model [vii]
Lag Includes 6 Orders t− r – Starting t
1hr 6hr 12hr 24hr 36hr 48hr
τ = 3ft
AIC 1561.73 2888.28 3307.35 3692.01 3741.01 3801.69
DIC 1586.97 3013.42 3433.82 3889.00 3935.81 3993.76
WAIC 1591.98 3017.61 3436.59 3891.06 3935.72 3994.05
τ = 4ft
AIC 756.81 1523.37 1801.07 1956.23 2009.67 1998.58
DIC Inf 1547.38 1854.55 2006.15 2067.90 2048.44
WAIC 785.06 1551.54 1857.27 2005.63 2065.94 2045.41
τ = 5ft
AIC 427.10 744.01 872.12 887.01 941.82 945.12
DIC NaN NaN NaN NaN NaN NaN
WAIC Inf Inf Inf Inf Inf Inf
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