In this paper, we analyze the end-to-end (e2e) performance of a millimeter-wave (mmWave) multi-hop relay network. The relays in it are decode-and-forward (DF) type. As appropriate for mmWave bands, we incorporate path loss and blockages considering the links to be either line of sight (LOS) or non line of sight (NLOS). The links also experience Nakagami-m fading with different m-parameters for the LOS and NLOS states. We consider two scenarios, namely sparse and dense deployments. In the sparse case, the nodes (relays and the destination) are limited by additive noise only. We derive closed-form expressions for the distribution of equivalent e2e signal-to-noise-ratio (SNR), coverage probability, ergodic capacity, and symbol error rate (SER) for the three classes of digital modulation schemes, namely, binary phase shift keying (BPSK), differential BPSK (DBPSK), and square-quadrature amplitude modulation (QAM). In the dense case, the nodes are limited by interference only. Here, we consider two situations: 1) interference powers are independent and identically distributed (i.i.d.) and 2) they are independent but not identically distributed (i.n.i.d.). For the latter situation, closed-form analysis is exceedingly difficult. Therefore, we use the Welch-Satterthwaite Approximation for the sum of Gamma variables to derive the distribution of the total interference. For both situations, we derive the distribution of signal-to-interference ratio (SIR), coverage probability, ergodic capacity, and SERs for the DBPSK and BPSK. We study how these measures are affected by the number of hops. The accuracy of the analytical results is verified via Monte-Carlo simulation. We show that multi-hop relaying provides significant coverage improvements in blockage-prone mmWave networks.
I. INTRODUCTION
Rapid and continuous growth of data services over wireless networks has been expected for the near future; for example, the worldwide mobile data volume will increase five folds from 2018 to 2024, reaching 136 Exabytes per month [1] . The growth drivers include data-hungry mobile applications, high-definition video, virtual reality applications, and a massive number of Internet of things (IoT) devices connected to fifth generation (5G) networks. To meet this growth, more wireless spectrum is needed, which is available in abundance in millimeter-wave (mmWave) bands . Their use is thus motivated by three fundamental factors: i) congestion and limited bandwidth availability in sub-6 GHz bands,
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ii) the saturation of spectral efficiency of current systems leaving little room for improvement, and iii) the potential of mmWave bandwidths to deliver Gbps data rates.
But there is no free lunch. High path losses, blockages by obstacles (human bodies, buildings, vehicles and others) and poor signal diffraction properties are challenges [2] . For example, 28 GHz mmWave signals suffer 28 dB and 40 dB attenuations due to a 185 cm brick wall and 3.8 cm thick tinted glass, respectively [3] . Such high attenuation levels yield poor coverage in indoor areas, in outdoor areas blocked by buildings and in the non-line-of-sight (NLOS) regions even for short communication distances [4] .
These problems can be mitigated by the use of wireless relays. They can extend the cellular radio range, improve the cell-edge user experience, combat shadowing and reduce infrastructure deployment costs in mmWave networks [3] .
For example, in lognormal shadowing, randomly located amplify-and-forward (AF) relays improve coverage and spectral efficiency [5] , and two-way AF relay networks perform likewise [6] . Relay selection can also yield performance gains. For instance, the selection of a relay that provides minimum path loss to the receiver improves the coverage of a mmWave decode-and-forward (DF) relay [7] . Optimal placement of a relay using unmanned autonomous vehicles can overcome the blockages and enable faster connectivity in mmWave networks [8] . Both the ground reflected signal and LOS signals can be used for relaying, and beamwidth and self interference affect the achievable rate [9] . These works demonstrate the ability of relaying to overcome blockages and improve the rate and coverage of mmWave networks.
Multi-hop relaying comprises of one or more relays placed between the source and destination, which breaks the link into two or more short links (hops), improving the network coverage as well as the end-to-end transmission rate. Line-of-sight (LOS) conditions can be obtained by carefully planning the relay positions, thus improving the data rates. If relay nodes are fairly densely deployed, then the source and destination nodes can be fairly close to one or more relays. Moreover, the major limitation of mmWave is not necessarily the high path loss per se, rather the attenuation due to the blockages because of high penetration loss and poor signal diffraction at mmWave frequencies [10] . Fortunately, the use of multiple hops may mitigate them as these impairments decrease with the reduction of transmission distance. Therefore, seamless coverage in blocked and indoor areas is possible [4] .
A. PERFORMANCE ANALYSIS OF MULTI-HOP RELAYS IN SUB-6 GHz NETWORKS
Multi-hop relaying alleviates outage in conventional networks in sub-6 GHz bands [11] , [12] . For example, reference [11] analyzes the end-to-end (e2e) outage probability of a multi-hop network. In [12] , the authors present an analysis of a multi-hop AF network consisting of a source, a number of relays and a destination, in which the relays and destination are impaired by a fixed number of co-channel interferers. In [13] , the authors analyze the outage probability and symbol error rates (SERs) in a multi-hop network perturbed by Poisson distributed co-channel interferers, taking into account the distance dependent path loss in signal and interference power. Many multi-hop studies demonstrate improved performances [14] - [18] .
B. PERFORMANCE ANALYSIS OF mmWave MULTI-HOP NETWORKS
Although multi-hop mmWave relaying has been studied [19] - [26] , all of them except [26] focus on the upper layers (medium access control and network layers). For example, in [19] , a directional medium access control protocol is provided to select a relay for data forwarding using multi-hop path. Routing protocols for device-to-device multi-hop systems are proposed in [20] for transmitting video. In [21] , dynamic traffic is scheduled for self backhaul networks. Reference [22] proposes a dynamic duplex resource allocation for uplink and downlink transmissions given concurrent co-channel transmissions. All these works show that multi-hop links improve coverage and rate significantly in mmWave networks. For instance, the work in [24] optimizes the performance of large-scale mmWave backhaul networks for multiple mobile network operators. A self-organizing mmWave backhaul link can be established with existing LTE (Long Term Evolution) dual connectivity techniques [25] . Moreover, multi-hop relaying also significantly improves connectivity in mmWave networks affected by random blockages [23] .
Among all the above works, only the work in [26] investigates the multi-hop relay physical layer performance in terms of bit error probability (BEP). This work considers AF relays, and derives exact BEP expressions for two modulation schemes, as well as a tight lower bound of BEP. The diversity and the coding gains are also analyzed. In addition, the power allocation is optimized to minimize BEP. In contrast, our paper focuses on DF relays and thus takes a radically different analytical approach. Our paper does not attempt the power optimization and investigates both sparse and dense mmWave scenarios whereas the work [26] focuses on the dense scenario only. We also derive other performance measures, namely, coverage probability, ergodic capacity, and SER. In addition, all the previous works omit NLOS scenarios, which however are common for mmWave links [2] , [27] . We consider both LOS and NLOS links in this paper.
C. PROBLEM STATEMENT AND CONTRIBUTIONS
Hence, the works in [19] - [24] and other previous mmWave multi-hop contributions have not provided a general, comprehensive analysis of system performance and quality of service (QoS) parameters from the end user perspective. Such an analysis is important for both design and innovation purposes of mmWave networks and for the advancement of wireless research. To fill this missing link, we analyze the e2e performance of a multi-hop mmWave network (Fig. 1 ) by fully considering mmWave specific impairments such as blockages and path losses and small-scale fading. Blockages are considered by allowing each link to be in either LOS or NLOS state with a certain probability that depends on the density and size of the blocking objects and the length of the link. The specific contributions are as follows: 1) We first consider a sparse deployment scenario. The mmWave multi-hop network is then noise limited, and each hop can be in either LOS or NLOS state. We derive the closed-from distribution of e2e signal to noise ratio (SNR) given the DF relays. This is a general result that is applicable to any combination of link states, and special cases such as all links being LOS can be easily evaluated. 2) We also derive the destination coverage probability via complementary cumulative distribution function (CCDF). Moreover, rate coverage probability, ergodic capacity and symbol error rate (SER) for three classes of digital modulation schemes, namely, binary phase shift keying (BPSK), differential BPSK (DBPSK), and square-quadrature amplitude modulation (QAM) are derived. These modulations are widely used in existing 60 GHz systems, such as 802.11ad, IEEE 802.15.3c and ECMA-387, and are expected to be used in future mmWave standards [3] . 3) Next, for dense relay deployment scenarios (interference-limited case), we derive the distribution of signal-to-interference-ratios (SIRs) at the relays and destination. The SIR of each relay has Beta Prime distribution when interference signals are independent and identically Gamma distributed (i.i.d.). However, when they are independent but not identically distributed (i.n.i.d.), the distribution of sum of interference powers is extremely complicated. To overcome this challenge, we use a classical Welch-Satterthwaite approximation for the sum of Gamma variables [28] , [29] . We derive the CCDFs of the SIRs at the relays and destination. 4) However, the analysis of ergodic capacity and SER when relay SIRs are i.n.i.d. is not tractable. Therefore, considering identical SIRs at all relays, we derive the closed-form expressions for ergodic capacity and SER. Due to the high complexity of exact ergodic capacity expressions, we also derive high SNR approximate capacity expressions. 5) We provide extensive simulation results to verify our derivations and to draw broad conclusions on the performance of mmWave multi-hop links. The paper is organized as follows. Section II presents the system model. In Section III, the major performance metric, coverage probability is derived for the noise limited multi-hop system by deriving the closed form expressions for the CCDF of e2e SNR. Analysis of ergodic capacity and SER are derived at the end of Section III. Section IV derives the coverage probabilities in interference limited scenario together with ergodic capacity and SER. 1 Section V presents the numerical results and Section VI presents the conclusion.
Notations: for random variable (r.v.) X , F X (·),F X (·) and f X (·) represent cumulative distribution function (CDF), CCDF and probability density function (PDF), respectively. P(·) and E[·] denote probability and expectation. 1 Noise limited scenario and interference limited scenario are typical scenarios in mmWave analysis. Further details on when these scenarios arise and the transitional behavior of mmWave network from noise-limited to interference-limited regime can be found in [30] .
G(α, λ) denotes a Gamma distribution with PDF f (x) = λ α (α) x α−1 e −λx , x > 0 where λ > 0 and α ≥ 1 are the rate and shape parameters, respectively, and (z) = ∞ 0 x z−1 e −x dx is the Gamma function.
II. SYSTEM MODEL A. NETWORK MODELING
We consider a multi-hop mmWave wireless network with one source (T 0 ), one destination (T K ), and K − 1 intermediate relays so that the total number of hops in the system is K (Fig. 1) . We assume that each node operates at a mmWave band and is capable of directional beamforming [31] , which is a technique to point antenna transmit and receive beams in the desired direction and can be performed using analog, digital, and hybrid methods [3] . Node T k (k = 0, . . . , K − 1) transmits with power P k , the distance between T k−1 and T k (k = 1, . . . , K ) is d k , and G k is the beamforming gain of T k . The small-scale fading coefficient of the k-th hop channel is denoted by h k .
We consider DF relays where each relay decodes the received message, re-encodes it and retransmits it to the next relay until the message reaches the destination. Due to the decoding by each relay, additive noise is not accumulated, which improves the performance compared to that of AF relays. However, decoding error propagation is a potential problem [32] .
B. PATH LOSS MODELING
Path loss can be represented as a function of the propagation distance from the transmitter to the receiver and the operating frequency [10] . Here we use a simple but common model with the path loss being d ν l where d is the distance and ν l ≥ 2 is a path loss exponent (PLE) and the subscript l ∈ {L, N } denotes LOS and NLOS link conditions which have distinct PLEs [2] . The typical values of ν L = 2 and ν N = 3.3 are used in this study. With higher PLE values, NLOS links are weaker compared to LOS links; however, they make communication possible because of the significant power from reflected and scattered components at mmWave frequencies [2] . Therefore, we consider that each link can be in either LOS or NLOS state. In practice, careful planning may increase the LOS probability by the placement of the relays to minimize blockages.
C. DIRECTIONAL BEAMFORMING MODELING
We approximate the antenna gain pattern with the simplified two-sector model [27] , where the main lobe and side lobe gains are G max and G min . With half-power beamwidth of φ, beamforming gain as a function of azimuth angle ϕ is
The typical values of G max = 18 dBi and G min = −2 dBi are used in our study. These gains depend on the number of elements and their geometry in antenna array, and are achievable by simple analog beamforming [33] . We assume perfect beam alignment between the transmitting and receiving nodes (T k−1 and T k ), so that the overall link gain is G eq G 2 max . Nevertheless, beam misalignment errors, which are out of the scope of this paper, can be a topic of future research.
D. BLOCKAGE MODELING
Obstacles (building, vehicles and other objects) in the direct link may block the transmitter-receiver link, making it NLOS. This increases the path loss significantly compared to that of an LOS link. Therefore, blockage inclusion is crucial for realistic performance analyses [34] . To model mmWave blockages, the work in [34] has proposed a geometric stochastic model via the random shape theory. It assumes that obstacles are spatially distributed as a homogeneous Poisson point process (PPP) and their shape, size, and orientation are randomly chosen from a predefined set. With this model, a link of length d will be in LOS or NLOS state with e −βd or 1 − e −βd probability, where β is the blockage parameter [34] . This model may accurately describe a real deployment scenario if β is chosen to match the expected length and width of the obstacles:
where the blockage density η is the number of blocking obstacles or buildings per unit area, and E[L] and E[W ] are average length and width of the objects. Alternatively, the works in [27] , [35] propose a fixed ball LOS model, where an area within a fixed radius from a transmitter is considered to be in LOS with a fixed probability. However, we use the above exponential model, which provides more tractability in multi-hop performance analysis than approximated LOS ball models [27] , [35] .
E. SMALL-SCALE FADING
Empirical results show that mmWave channel exhibits multipath characteristics, especially in NLOS links, leading to small-scale channel fading [2] . However, in an LOS link, the direct path dominates the relatively small multi-path contribution. Thus, to correctly represent the LOS and NLOS links, we model the small-scale fading coefficient h l , l ∈ {L, N } as Nakagami-m distributed with different m-parameters for LOS and NLOS as m L and m N , respectively [27] . To represent the relative degrees of multipath in these two cases, we use m L m N . The corresponding fading power gain |h l | 2 is distributed G(m l , m l ).
F. RECEIVED SIGNAL MODEL
With the described system model and mmWave specific propagation assumptions, average received signal power at T k is given by
where
is a constant where G k and G k−1 are the beamforming gains at T k−1 and T k respectively, c is the speed of light in free space and f is the operating frequency, h k,l , l ∈ {L, N } is the normalized small-scale fading amplitude of the k-th (k = 1, . . . , K ) link which follows Nakagami-m distribution with parameter m l , E |h k,l | 2 , l ∈ {L, N } is the average fading power, d k is the distance between T k−1 and T k , and ν l , l ∈ {L, N } is the path loss exponent, where L and N denote LOS and NLOS link conditions, respectively.
III. PERFORMANCE OF NOISE LIMITED NETWORK
The noise-limited case can occur due to sparse deployment of mmWave nodes. For this case, we derive SNR coverage probability, rate coverage, ergodic capacity, and symbol error rate (where the noise power is dominant and interference is negligible). The received signal at T k can then be written as
where x k−1 is the transmitted symbol from T k−1 and w k is the zero mean Gaussian noise with power N 0 at the input of T k . Considering all these factors, we can write the received SNR at node k (k = 1, 2, . . . , K ) as
whereγ is an average SNR constant applicable to each hop and X k is a Gamma r.v. whose parameters depend on LOS or NLOS state of the hop. With this model, we derive the e2e SNR of the multi-hop network. However, before that, we present two necessary lemmas, which will subsequently help us to derive the distribution of the e2e SNR.
, the lemma follows immediately.
Lemma 1 is sufficient to describe independent Rayleighfading hops only. More generally, Lemma 2 applies for independent Nakagami-fading hops.
Lemma 2: The CCDF of
Proof: See Appendix A. We will next use Lemmas 1 and 2 to derive the distribution of e2e SNRs.
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A. DISTRIBUTION OF e2e SNR
In a DF multi-hop link, independent outages occur in each hop, and the overall e2e outage is dominated by the weakest link [11] . Therefore, the CCDF of equivalent e2e SNR, denoted as γ eq , can be written as
where each X k , k = 1, · · · , K can have one of the two statistical distributions due to the k-th link being in LOS or NLOS condition. In the following, for convenience, we assume that the probability of each hop being in LOS or NLOS state is identical for all hops. This describes a spatially homogeneous blockage distribution. Accordingly, for each hop, we denote the probability of LOS state as p, and the probability of NLOS state as q with p + q = 1.
Theorem 1: The CCDF of equivalent e2e SNR in a multi-hop network when the k-th hop SNRs
(k = 1, . . . , K ) are independently distributed as G(1, λ s k k ) is given bỹ F γ eq (x) = s p w(s) q K −w(s) e − sx γ , 0 ≤ x < ∞,(7)
where w(s) is the Hamming weight of state
. State s will take 2 K distinct values, and s = λ
We start with (6) and illustrate the proof by an example. For example, if K = 3, then s ∈ [000, 001, 010, . . .]. If s = 010, the first and third hops are NLOS and the second hop is LOS. The probability of this state is pq 2 . In this state, the three hop SNRs will be exponential with parameters λ 0 1 , λ 1 2 and λ 0 3 , respectively. By applying Lemma 1, the CCDF of the minimum SNR is e
3 )x/γ . The same process applies to all the other states. Finally, we weigh these CCDFs by their probabilities and sum up over all possible link states s, and then we obtain (7) .
Theorem 1 provides the coverage probability for independent Rayleigh fading hops, i.e., all hop SNRs are exponentially distributed. Incidentally, this is the most common fading model used for sub-6 GHz multi-hop networks. (Fig. 1) . Before proceeding to these analysis, we use Theorem 2 to derive the PDF of e2e SNR in Proposition 1.
Theorem 2: The CCDF of equivalent e2e SNR in a multi-hop network when k-th hop SNR are independently distributed as
Proposition 1: The PDF of the equivalent e2e SNR can be written as
(9) Proof: The PDF in (9) follows by differentiatingF γ eq (x) given in (8) .
With the closed-form PDF in Proposition 1, we derive the performance measures such as ergodic capacity and SER below.
B. SNR COVERAGE PROBABILITY
SNR coverage is the probability that the destination SNR is larger than a predefined threshold, γ th .
Proposition 2: The SNR coverage probability of the noise-limited mmWave multi-hop DF link is given by
Proof: By definition, coverage probability is the CCDF of the e2e SNR at γ th , which is obtained from (8) with x = γ th .
P cov in Proposition (2) provides a quantitative measure on the quality of service and may help network designs. For example, if P cov = 0.8 at γ th = 10 dB, SNR is at least 10 dB for 80% of the time. Thus, link parameters may be fine tuned based on the service quality requirements.
C. RATE COVERAGE PROBABILITY
Rate coverage is the probability that the achievable transmission rate exceeds a predefined threshold R th > 0. Clearly, the number of data bits received per second is an important metric to gauge the link performance. Moreover, since the use of mmWave bands initially targets high transmission rates, rate coverage is a highly relevant performance measure for mmWave communications.
In mmWave networks, large path losses make signal propagation beyond the nearest node highly difficult. With this condition, alternately located relays can co-transmit to their corresponding receiving nodes during the same time slot without causing any significant interference to other nodes [19] . Therefore, K /2 simultaneous transmissions can occur when the number of hops K is even or alternatively (K + 1)/2 and (K − 1)/2 simultaneous transmissions can occur when K is odd. To this end, the achievable rate for the multi-hop relay network can be written as R = W 2 log 2 1 + γ eq bits per second (11) where W is the bandwidth assigned to the typical user and the factor of 1/2 is used because the network can equivalently transmit one symbol per two time slots. Corollary 1: The rate coverage probability of a multi-hop relay transmission is given by
where C = 2 2 R th W − 1. Proof: By manipulating (11), we find P (R > R th ) = P γ eq ≥ C .
Using (12), we can compute the probability of achieving a given minimum data rate at the receiver, which justifies the use of mmWave in multi-hop relaying as the major motive is to achieve higher data rate. In addition, system parameters such as transmit power, beamforming gain, and number of hops can be adjusted to achieve a required rate via (12) .
D. ERGODIC CAPACITY
To compute the e2e ergodic capacity, similar to Section III-C, we assume that alternate relays (T k and T k+2 ) can co-transmit in the same time-frequency slot without causing significant mutual interference [19] . With this setup, a multiplexing gain of 1/2 can be achieved irrespective of the number of hops. The subsequent capacity expressions are stated accordingly.
Theorem 3: For a multi-hop mmWave DF relay network, ergodic capacity (bps/Hz) is given bỹ
is the upper incomplete gamma function.
Proof: See Appendix B. The expression (13) provides the capacity versus average per hop SNR of the multi-hop network and can be easily evaluated using MATLAB. Note that (0, z) is equivalent to exponential integral function E 1 (z) [36] .
1) HIGH SNR CAPACITY APPROXIMATION
Simplification of the exact capacity expression (13) is desirable; for example, simpler high-SNR expressions can be extremely accurate and they allow the study of limiting performances. Therefore, the asymptotic capacity expression is derived next.
Corollary 2: At high SNR, i.e.,γ → ∞, the ergodic channel capacity is given bỹ
is a Digamma function [37, 6.3.1] . Proof: Whenγ → ∞, we have
For a r.v. X > 0, E[ln X ] is equal to the first derivative of the Mellin transform of X evaluated at t = 1. The Mellin transform of X is defined as
where we have X = min{X 1 , · · · , X K }. Theorem 2 yields the PDF of X as
Now, using the PDF (17) to compute the expectation in (16) results in
By differentiating (18) over t, substituting t = 1, and again substituting the resulting expression in (15), we have (14) . The asymptotic capacity in (14) is a function ofγ and represents a straight line with slope (2 ln(2)) −1 and y-intercept that depends on the summation term in s.
E. SER ANALYSIS
Symbol error occurs if the received symbol at destination differs from the transmitted symbol from the source. Thus, SER is the ratio of the number of erroneous symbols received to the total number of transmitted symbols. In a multi-hop network, error in any intermediate hop can cause the error at destination. Hence, the exact computation of SER in DF network needs to consider all possible errors of symbol being erroneously mapped to a different symbol in the given constellation and in each hop. This means that, for higher constellation size such as M-ary quadrature amplitude modulations (M-QAM), e2e SER computation is cumbersome due VOLUME 7, 2019 to large number of possible mapping permutations and it gets complicated with the increased number of hops. Therefore, SER in a multi-hop networks is generally computed assuming that symbol error in any hop will contribute to the overall SER and without forward error correction at intermediate nodes [32] , [38] . However, this approach can only provide an upper bound on the SER which is computed using per hop SER as follows
where P s k k is the SER in k-th hop having state s and (19) simply means that symbol error will occur if error occurs in any of the hops. In the following three propositions, we provide the k-th hop SER for three classes of modulation schemes, namely noncoherent binary signaling, coherent binary signaling, and M-QAM. For the notational simplicity, we omit the superscript s k and simply write k-th hop SER as P k and the Nakagami-m fading parameters as α k and λ k .
Proposition 3: For a class of noncoherent binary signaling, such as differential phase shift keying (DBPSK) and frequency shift keying (FSK), k-th hop SER is given by
where α k and λ k are the fading parameters of k-th hop, and a and b are modulation specific constants, see [39, Table I ]. For example, for DBPSK, we have a = 0.5 and b = 1.
Proof: In this case, SER conditioned on link SNR x can be written as P k (x) = a exp (−bx). Now P k can be computed by averaging P k (x) over the SNR PDF using
The integral can be simplified to (20) using [36, eq. 3.351.3] .
Since the noncoherent signaling schemes do not require the phase information for demodulation, implementation complexity decreases. This is highly desired in low complexity mmWave terminals. Next, we provide the SER for coherent binary signaling schemes in the following proposition.
Proposition 4: For a class of coherent binary signaling, such as binary phase shift keying (BPSK) and FSK, k-th hop SER is given by
where α k and λ k are the fading parameters of k-th hop, a and b are constants depending on the modulation scheme [39] (for BPSK, a = 0.5 and b = 1), and 2 F 1 (·) is the Gaussian hypergeometric function defined in [37, eq.15.1.1] . Proof: In this case, conditional SER conditioned on link SNR x is given by P k (x) = a erfc √ bx , where
dt is the complementary error function. Now (22) can be obtained by averaging P k (x) with SNR PDF using (21) and then solving the integral [40] .
Coherent BPSK maps one bit per symbol and requires the phase information for the demodulator. Although this increases demodulation complexity, the SER improves compared to DBPSK. Next, we provide the SER of multi-level modulations.
Proposition 
1) SER ANALYSIS USING THE PDF OF e2e SNR
In addition to the upper bound of SER using per hop SERs, we also derive SER expressions based on PDF of e2e equivalent SNR (9) , which provides an exact error expression if the error is assumed to occur in the link with worst SNR. This assumption simplifies SER derivations and essentially provides a tight lower SER bound, which converges to exact SER in high SNR region. Therefore, in the following three propositions, we provide the closed form expressions for equivalent SERs.
Proposition 6: For a class of noncoherent binary signaling, such as DBPSK and BFSK, equivalent e2e SER is given by
where a and b are constants depending on the modulation scheme (for DPSK, a = 0.5, and b = 1) [39] . Proof: In this case, SER can be written in the form P e (x) = a exp (−bx). Now P eq can be derived using (21) by replacing f γ k (x) by f γ eq (x) given in (9) . Then the resulting expression can be simplified to (24) 
where a and b are constants depending on the modulation scheme (for BPSK, a = 0.5, b = 1) [39] . Proof: In this case, conditional SER can be written in the form P e (x) = a erfc √ bx . Then (25) can be derived using (21) by replacing f γ k (x) with f γ eq (x). 
where the expression for I 1 is same as the P eq derived in (25) with modified value of a and b depending upon the modulation scheme and I 2 is given by
where J 1 and J 2 are given by
Proof: The proof follows similar to (23) with averaging done over the PDF in (9) . Equation (26) therefore provides a generalized e2e SER expression for a wide range or modulation schemes such as QPSK, MSK, and Square-QAM, which are applicable in mmWave communication. The computation involves the Gauss hypergeometric function which can be easily evaluated via MATLAB.
IV. PERFORMANCE OF INTERFERENCE LIMITED LINKS
Up to now, we ignored the effect of co-channel interference and derived coverage, ergodic capacity and SER. This assumption is valid for mmWave relay deployments where interference signals attenuate significantly due to blockages and high path losses [4] . However, network densification has emerged as a performance enabler of 5G wireless networks. In particular, ultra-dense networks with dense and massively deployed base stations, relays and access points can provide high data rates, better coverage, seamless connectivity and improved energy efficiency [23] , [35] . However, co-channel interference then becomes the fundamental limiting factor, which must be considered in performance analysis [41] .
Therefore, we next consider the interference-limited regime where the total interference is significantly higher than the additive noise. Thus we neglect the latter and focus on the statistical distribution of SIR. To this end, we analyze two distinct cases (i) when interference powers are i.i.d. r.v.s and (ii) when interference powers are i.n.i.d. r.v.s. Now, the received signal model in interference limited relaying is given by
where Q k,l , h k,l and x k−1 are same as in (2), M k is the total number of co-channel interferers at T k , Q n,k is the average received interference power at T k from n-th interferer, h n,k is the normalized fading coefficient from n-th interferer to T k which follows a Nakagami-m distribution, x n,k is the transmit symbol of each interferer which is assumed Gaussian with unit mean power [26] . A schematic diagram of a multi-hop network with multiple co-channel interferers at relays and destination is given in Fig. 2 .
A. CASE 1: INTERFERENCE POWERS ARE I.I.D
In this case, k-th relay is subject to M k number of interferers and the fading parameters of the received interference power
where ζ I k = Q n,k is the average interference power of n-th interferer at T k which is assumed to be equal for all n. It is apparent that the total interference power
. Assuming Nakagami-m fading of the desired signal, the received signal power S k at T k is distributed as S k ∼ G(α k , λ k /ζ k ), with ζ k = Q k,l being the average received signal power at T k . Thus, the instantaneous SIR at T k is the ratio of two independent Gamma r.v.s, i.e., ξ k = S k I k . It is well known that this ratio follows the beta prime distribution [42] . Thus, the PDF of ξ k can be written as 
Lemma 3: For a multi-hop DF network, with independent interference statistics at each relay, the SIR coverage probability is given by
where summation across s is to indicate that each hop can be in an LOS or NLOS state, similar to (10).
Proof:
, by using (32), this follows immediately.
Moreover, if the distinct SIRs are identically distributed, P cov has the convenient closed-form expression:
where the subscript k and the summation across s are omitted since the SIR parameters at each relay are assumed identical and we only consider the state with all hops to be in LOS to study the performance in best link condition. This provides a convenient expression for the e2e coverage of multi-hop mmWave relay network by assuming SIRs have equal statistical distribution across all the hops. Although this case may not be practical, it provides insights on the effect of fading parameters of signal and interference on the coverage. Next, we present some results on coverage when interference powers are not identical across the relays. In this case, we consider a total of M k interferers at T k with M L,k and M N ,k respectively being the number of LOS and NLOS interferers, where
Consider that the interference powers at node T k are distributed with I n,k ∼ G(α n,k , λ n,k /ζ I n,k ) where n ∈ {1, 2, · · · , M k }, α n,k and λ n,k are the channel fading parameters and ζ I n,k is the average interference power from n-th interferer to T k . Similar to the i.i.d. case, we consider the desired signal power at T k to be distributed as S k ∼ G(α k , λ k /ζ k ).
1) APPROXIMATE CDF OF PER HOP SIR
The distribution of total interference I k = M k n=1 I n,k is in general fairly complicated. Moreover, even if all α n,k 's are integers, the exact distribution, which can be derived, is very complicated and cumbersome. To avoid this problem, we may assume that I k is approximately a Gamma r.v. The shape and rate parameters of this r.v. can be obtained by moment matching. This method is known as the WelchSatterthwaite Approximation for the sum of gamma random variables [28] , [29] . The approximation is summarized in the following lemma.
Lemma 4:
, where α I k = α y and λ I k = λ y are obtained from Lemma 4. Now the PDF of k-th hop SIR is given by (31) 
, and the per-hop SIR CDF is given by (32) . Now the e2e coverage probability can be computed using (33) . Simulations show a very close match to this analytical result (Fig. 3) , and consequently, the error due to the Welch-Satterthwaite approximation is negligible.
2) EXACT CDF OF PER HOP SIR
Although the exact expression of the PDF of e2e SIR is difficult to derive in a closed form, we can derive the exact CDF of per hop SIR for any number of interferers at a given relay by considering the signal power to be Gamma distributed with integer valued shape parameter. Then, the e2e SIR CDF can be written in terms of the product of individual hop SIR CDFs. To this end, in the following lemma, we provide the exact CCDF expression for k-th hop SIR.
Lemma 5: The exact expression for the CCDF of k-th hop SIR for integer α k is given bỹ
is the m-th moment of total interference power I k at T k computed at xλ k /ζ k , and
M I k (t) = M k n=1 λ α n,k n,k λ n,k +tζ I n,k α n,k
is the moment generating function (MGF) of I k .
Proof: The proof is given in Appendix D. Now, using Lemma 5, the CCDF of e2e SIR is given bỹ
By substituting x = γ th in (36) , exact e2e coverage probability can be readily obtained. However, using the CCDFs in (33) or (36) to evaluate other performance measures such as ergodic capacity and SER is difficult due to the product of K terms that complicates PDF expression of SIR. 
C. ERGODIC CAPACITY
When evaluating the exact ergodic capacity of the multi-hop network, we make two simplifying assumptions. 
where n † = k(θ − 1) and κ m is the coefficient which can be computed recursively.
Proof: See Appendix E. Lemma 7: The PDF of e2e SIR can be written as
. (38) Proof: We arrive at (38) by differentiating F ξ eq (x) in (37) .
Having the CDF and PDF of e2e SIR, we proceed to derive ergodic and asymptotic capacities below.
1) EXACT ERGODIC CAPACITY
Proposition 9: The ergodic capacity of interference limited multi-hop network is given bỹ
where n = m + σ k − 1.
Proof: See Appendix F. Equation (39) provides the exact ergodic capacity as a function of average per hop SIRξ for interference limited relays. Note that, as the number of hops increases, average per hop SIR also increases due to shorter links.
2) ASYMPTOTIC CAPACITY
To get direct insights on the capacity, we provide Proposition 10.
Proposition 10: Asξ → ∞, the asymptotic capacity of the multi-hop network is given bỹ
Proof: The proof follows similar to (14) and is omitted here.
When compared to (39) , (40) includes only the first summation term in (39) and provides a simplified capacity expression giving insights on SIR dependence of capacity in asymptotic region; clearly, the capacity has a dominant term of ln(ξ ), which shows a logarithmic growth over the average SIR.
D. SER ANALYSIS
To evaluate the SER in interference limited regime, we follow the similar technique as in noise limited analysis of Section III-E and use (19) to evaluate the SER at the receiver with new expressions for per hop SIR PDFs which are specified in the following propositions. 
Proposition 11: For a class of noncoherent binary signaling, such as DBPSK and FSK, k-th hop SER is given by
where U (·) is a confluent hypergeometric function of the second kind [36, eq. 9.211.4] . Proof: The proof follows similar to (20) by replacing
Proposition 12: For a class of noncoherent binary signaling, such as DBPSK and FSK, equivalent e2e SER is given by
The proof follows similar to (20) by replacing f γ k (x) with f ξ eq (x).
2) SER OF COHERENT BINARY SIGNALING
Proposition 13: For a class of coherent binary signaling, such as PSK and FSK, k-th hop SER is given by
Proof: The proof follows similar to (22) by replacing
Proposition 14: For a class of coherent binary signaling, such as PSK and FSK, equivalent e2e SER is given by
Proof: The proof follows similar to (22) by replacing f γ k (x) with f ξ eq (x).
Note that, SER expressions (41) through (44) provide the SER for binary modulations such as DBPSK and BPSK. Due the space limit, we do not analyze the SER of MPSK, M-QAM and other modulations. For this purpose, classical MGF techniques may also be useful [43] , [44] . Thus, further analysis is left as potential future work.
V. RESULTS AND DISCUSSION
Here, we verify our analytical results by comparing with Monte-Carlo simulations. Each simulation run has 10 5 independent channel realizations. Table 1 lists our simulation parameters. In all figures, curves and markers represent the analytical results and simulation results, respectively. In all cases, the analytical and simulation results show a perfect match, verifying the correctness of the analytical derivations. We discuss the results separately for noise-limited and interference-limited regimes.
A. NOISE-LIMITED REGIME
In Fig. 4 , we plot coverage probability (10) as a function of the threshold, parameterized by the number of hops to cover the total distance D = 500 meters for the noise-limited scenario. The total distance is divided equally among K hops and for the fairness in comparison, we use a constant total transmit power P T and use P k = P T /K for k = 0, · · · , K − 1. It is evident that the coverage improves with increasing hops K , which is evident by the right shift in the curves with K . For example, at γ th = 5 dB, SNR coverage improves from 40% to 96% when going from K = 2 to K = 5. However, the improvement in coverage probability diminishes with increasing K . Fig. 5 plots the outage probability versus average per hop SNR for different number of hops and different SNR thresholds for noise-limited case. Outage probability is evaluated using 1 − P cov where P cov is from (10) and is computed for a given value of average SNR and SNR threshold. This figure clearly shows that the outage probability increases significantly with the increase in SNR thresholds. However, the outage increases slightly with the increasing number of hops from 2 to 5. Note that, here the outage probability comparison is performed along average per hop SNR and, as a result, the increase in the number of hops appears to increase the outage probability due to the cumulative effect of outage events in each hop. However, in practice, when the number of hops is increased, average per hop SNR increases which corresponds to the decrease in outage probability (or increase in coverage probability) which is already discussed in Fig 4 . [34] . The increasing number of hops clearly improves coverage for entire range of blockage density. For example, for a blockage environment with density 10 −4 (100 blockage objects/km 2 ), 2 coverage improves from 40% to 90% from two hops to five hops. This remarkable improvement illustrates the effectiveness of multi-hop links to overcome mmWave blockages. However, coverage probability flattens when the blockage density exceeds a threshold. The reason is that when there are too many blocking objects, all the links are likely to be NLOS. The flattening point 2 This blockage density is practical for a typical urban scenario. shifts right with the increased number of hops since the link distance decreases with increasing K and LOS probability is higher for a shorter link. Practically, 10 −2 is a very high density (10,000 blockage objects/km 2 ) and is shown here just to study the coverage in a very high density blockage environment.
To evaluate the data rate achievable with the number of hops, we plot the rate coverage probability (12) versus rate threshold for different number of hops in Fig. 7 . As these plots show, the rate coverage increases with more hops. This is because of the decreased per hop distance resulting in higher SNR. For example, 200 Mbps coverage improves from about 10% to about 87% when increasing K from 2 to 5. However, the coverage gain diminishes as K keeps increasing, which suggests that a careful choice of the number of hops must be based on the required rate coverage. In Fig. 8 , we plot the ergodic capacity (bps/Hz). 3 of the noise limited multi-hop relay link versus the average per hop SNR (13) . We assume that co-channel relay transmission is avoided only between immediate neighbors and alternately located relays can transmit in the same time slot. The plots show that, for a fixedγ , ergodic capacity slightly decreases when the number of hops increases. As expected, the asymptotic capacity lines in (14) appear to converge to exact capacity for higher SNR values.
The effect of multi-hop transmission on the SERs of DBPSK, BPSK and 4-QAM versus average per hop SNR in Section III-E is plotted in Fig. 9 for K = 3. We have plotted P ub and P eq to compare the two classes of SER expressions which consider the error occurring in any link or error occurring in the weakest SNR link. The effect of increasing hops (not shown in the figures) shows that SER increases slightly with increasing K = 3 to K = 5 when SNR per hop is fixed. However, increasing the hops increases the average SNR per hop due to the decreased distance and higher LOS probability per hop, which can compensate for the increased SER due to multiple hops. Fig. 10 plots the effect of total number of hops on ergodic capacity of the multi-hop network (13) for different average SNRs. Clearly, the capacity is higher for higher value ofγ and it decreases with increase in K for givenγ . However, the capacity curves do not fall sharply because we assume that the multiplexing gain is fixed at 1/2 and is independent of K . This signifies the suitability of multi-hop relays in mmWave networks.
B. INTERFERENCE-LIMITED REGIME
In Fig. 11 , we plot coverage probability (33) for a varying number of hops to cover the total distance D = 500 meters for interference-limited scenario. Similar to existing works [12] , [15] dealing with interference-limited multi-hop links, we consider a fixed number of interferers at each relay and the destination independent of the number of hops. 4 Specifically, 5 NLOS interferers located at a distance of 100 meters from each node are assumed. The coverage improves with increasing K , which is evident by the right shift in the SIR curves with K . For example, at γ th = 5 dB, SIR coverage increases from 2% to 88% from two hops to five hops. This trend is due to the smaller path loss in shorter links. We also simulate coverage probability considering both noise and interference (labeled SINR). As expected, the coverage is lower in this case compared to when only interference is considered. But the SINR coverage also improves with increase in the number of hops. The gap between the SIR and SINR curves increases with K because of the following reason. When the number of hops increases, the distance of each hop decreases, which means a larger received power level of desired signal at the receiver of the hop. Since each relay is impaired by a fixed number of interferers, increasing K does not affect much the interference level over a hop. Thus, when K increases, the gap between SIR and SINR for a hop becomes larger. As a result, the gap between the endto-end SIR and end-to-end SINR also increases. Fig. 12 plots the outage probability versus average per hop SIR for different number of hops and different SIR thresholds. Outage probability is evaluated using 1 − P cov where P cov is in (33) and is computed for a given value of average SIR and SIR threshold. We observe that, outage probability curves are almost identical to those for noise-limited scenario. In addition, it is clearly seen that the outage probability increases significantly with the increase in SIR thresholds. However, the outage probability increases slightly with the increasing number of hops from 2 to 5. 4 This setting is reasonable due to the following reason. Consider the density of interferers is fixed, and thus, each node (a relay or the destination in our multiple-hop link) expects to receive a similar amount of interference. Thus, we consider a given number of interferers at each relay and the destination in our system. In Fig. 13 we plot the ergodic capacity (39) of the interference-limited network along average SIR per hop. Similar to noise limited scenario, the capacity decreases by increasing the number of hops when plotted against the average per hop SIR. For example, atξ = 10 dB, it decreases from 1.3 bps/Hz to 1.2 bps/Hz when increasing the number of hops from 2 to 3. However, when K increases, the average SIR increases resulting the capacity to improve.
To study the SER in interference limited scenario, Fig. 14 plots the SER versus SIR of BPSK from Section IV-D.2 for K = 2 and K = 5. SER increases along with the increase in number of hops similar to that of the noise limited case. Likewise, P eq converges to P up for higher SIR values.
VI. CONCLUSION
In this paper, we have analyzed the coverage, capacity and symbol error rates of the mmWave multi-hop link in noise-limited and interference-limited scenarios. For the VOLUME 7, 2019 noise-limited scenario, we first derived the distribution of equivalent e2e SNR considering the LOS and NLOS conditions of the individual links. We also derived the closed-form expressions for coverage probability, rate coverage, ergodic capacity, and symbol error rates for DBPSK, BPSK and Square-QAM modulations. For interference-limited scenario, we first derived per-hop SIR distribution considering i.i.d. and i.n.i.d. interference powers. Then, we derived the e2e capacity and SER for DBPSK and BPSK modulations. Based on our analysis and numerical results, following observations can be made:
• Coverage probability improves significantly when multiple hops are used. However, if the per hop SNR is fixed, outage probability and SER get increased due to cumulative effect of outage events in each hop when the number of hops increases.
• The effect of the density of blocking objects in coverage probability is significant; however, it can be compensated by increasing the number of hops.
• The noise-limited and interference-limited scenarios show similar trend of ergodic capacity (decreasing with increasing number of hops) and symbol error rates (increasing with increasing number of hops) for a given SNR/SIR. However, actual received SNR/SIR is found to increase (Fig. 4, Fig. 11 ) due to shorter link lengths which compensate for decreased performance caused by increased number of hops.
In this paper, we focus on performance of a multi-hop mmWave link. Recently, IEEE 802.11ad standard suggests dual-band communications [46] . In specific, the fast session transfer (FST) adopted in IEEE 802.11ad standard defines an inter-operation policy between 2.4/5 GHz and 60 GHz wireless channels. If the FST-based dual-connectivity technique is applied to our system, the coverage and rate performance can be further improved. For example, if a multi-hop link operates in dual bands, it can be switched from mmWave to sub-6 GHz band when achieved SNR or SIR in mmWave band falls below a required threshold. In this case, the coverage in mmWave band remains the same as derived in our paper. Our analysis in our paper can also be used to derive the coverage of the sub-6 GHz band due to the following reason. For sub-6 GHz channel, Rayleigh fading model is commonly used in the literature which results in exponentially distributed signal and co-channel interference powers. This can be easily adapted in our analysis because we are using Gamma distributed signal and interference powers which convert to exponential distribution when shape parameter of Gamma random variable is set to 1. Denote P cov1 as the coverage probability in mmWave band and P cov2 as the coverage probability in the sub-6 GHz band. Then the overall coverage probability of the dual-band system is given by P cov = 1 − (1 − P cov1 )(1 − P cov2 ), which is larger than both P cov1 and P cov2 . Therefore, including dual bands will further improve the coverage presented in our paper. In a similar way, rate performance can also be improved.
For future work, interference analysis considering the spatial locations of the relays and interferers using the tools from stochastic geometry can be developed. Moreover, our work can be extended to study the SER performance of multi-hop relaying for other modulation schemes.
APPENDIX A: PROOF OF LEMMA 2
Proof: SinceF X min (x) = kF X k (x), α k ∈ N, and F X k (x) = e −λ k x α k −1 n=0 (λ k x) n n! , we find CCDF of equivalent e2e SNR as
where the product term P can be expanded as
where a k n = λ n k k n k ! , k = 1, 2, · · · , K . The above expression is the product of K number of (α k − 1)-th degree polynomials which can be readily computed using the convolution of coefficients. Clearly, P is a polynomial in x of degree α k − K . By symbolically multiplying the K polynomials of P and collecting all the terms corresponding to the coefficient of x m , we get Lemma 2.
APPENDIX B: PROOF OF THEOREM 3
Proof: Since we have the CDF expression of the e2e SNR, we can compute ergodic capacity as 
whereF γ eq (x) is the CCDF of equivalent e2e SNR given in (8) . Now, solving the integral in (47), we obtain (13).
APPENDIX C: PROOF OF PROPOSITION 5
For QPSK, MSK, and Square-QAM modulations, conditional SER can be written in the form P k (x) = a erfc √ bx − c erfc 2 √ bx . Now P k is given by averaging over k-th hop SNR PDF as
where f γ k (x) is same as in (21) , and the first integral I 1 is same as (22) in Proposition 4 with a and b depending on modulation scheme. The second integral I 2 is given by
Now with the help of [47, eq.(28) ] and after some mathematical manipulations, we get + n, 1 + n;
Finally substituting I 1 and I 2 , we obtain (23).
APPENDIX D: PROOF OF LEMMA 5
Consider S k ∼ G(α k , λ k /ζ k ) be the desired signal power and the interference powers are distributed with I n,k ∼ G(α n,k , λ n,k /ζ I n,k ) where n ∈ {1, 2, · · · , M k } with total of M k interferers at T k . Now the CCDF of ξ k is given bỹ
where I k = M k n=1 I n,k is the total interference power at T k and the m-th moment of I k , M m I k (t) can be obtained using the MGF of I k which is given by
where the product in last equality is using the property of MGF of sum of independent gamma random variables.
APPENDIX E: PROOF OF LEMMA 6
Using (34) for identical per hop SIRs, the CDF of e2e SIR can be written as Now, because its second argument is a negative integer, the hypergeometric function in (54) truncates after the θ -th term. Thus, it can be conveniently written as a finite series as follows: where n † = k(θ − 1) and κ m are the polynomial coefficients computed using convolution. Now substituting (56) into (54), we obtain (37).
APPENDIX F: PROOF OF PROPOSITION 9
Proof: By averaging the instantaneous capacity over the e2e SIR PDF in (38) , ergodic capacity can be written as 
where −1 < c < 0. For future use, we define integration path C 1 = c + jx, −∞ < x < ∞. In order to exactly VOLUME 7, 2019 
