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Abstract
The explosion in the amount of data with the development of internet and cloud com-
puting prompted much research to develop systems that are able to store and process
this data efficiently. As data is generated by different sources with un-unified structures,
NoSQL databases emerged as a solution due to their flexibility and high performance.
Key-value stores, one of the NoSQL databases categories, are widely used in many big
data applications. This wide usage is for its efficiency in handling data in key-value
format, and flexibility to scale out without significant database redesign.
In key-value stores, with such huge amount of data, data can not be stored in a single
storage server. Thus, this data has to be partitioned across multiple storage instances.
Key-value queries have to access the information of these partitions to locate the target
key-value pairs, and be directed to the right storage node that physically holds the data.
This scenario introduces further forwarding steps in the path to the target storage node.
These additional forwarding steps affect the query response time.
Recently, the power and flexibility of software-defined networks with the evolution
of the programmable switches lead to a programmable network infrastructure where
in-network computation can help accelerating the performance of applications. This
can be achieved by offloading some computational tasks to the network to improve
data access performance when applications access storage through network. However,
what kind of computational tasks should be delegated to the network to accelerate
applications performance? To solve the partition management problem in key-value
stores, we developed TurboKV, an in-switch coordination model, which utilizes the
programmable switches as partition management nodes and monitoring stations to scale
up the performance of the distributed key-value stores. Our in-switch coordination
model removes the load of routing the requests from storage nodes without introducing
any additional forwarding steps in the path to the target storage node.
Moreover, some key-value stores omit the transaction concepts because of their effect
on the scalability and decreasing the performance of key-value stores, which are the key
targets of any existing key-value store system. This effect is due to the complexity, lock-
ing, starvation introduced by transactions and the interference with the non-transaction
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operations. In order to provide an efficient support for the transactions in key-value
stores, we propose TransKV, an extension to our first work TurboKV, which intro-
duces a networking support for transaction processing in distributed key-value stores.
TransKV utilizes the programmable switches as a transaction coordinator who can de-
cide whether the transaction can proceed to be processed by the storage nodes or just
aborted from the network.
On the storage node side, Seagate developed a new drive called ”Kinetic drive”.
The Kinetic drive is an independent active disk accessible by Ethernet connection. This
enables applications to directly connect to the drive via IP address, and retrieve a piece
of data. Kinetic drive can also carry out key-value pair operations on its own. So in
large scale data management, a set of Kinetic drives can be used to exploit parallelism
in satisfying user requests, and solve the bottleneck caused by queuing of requests in
the storage server which manages multiple HDDs/SDDs. On the other hand, Kinetic
drive has a limited bandwidth and capacity. Therefore, a careful allocation scheme is
needed to allocate key-value pairs to a set of Kinetic drives taking into account each
drive’s limited bandwidth and capacity. To this extent, we developed a key-value pair
allocation strategy for Kinetic drives. This strategy takes into consideration the data
popularity, the limited capacity and the bandwidth of Kinetic drive to avoid queuing
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Through the massive use of mobile devices, data clouds, and the rise of Internet of
Things [6], enormous amount of data has been generated and analyzed for the benefit
of society at a large scale. The amount of this generated data is extremely growing
at a rapid rate. According to EMC Digital Universe with Research & Analysis by
IDC [7], the digital universe is doubling in size every two years, and by 2020 the digital
universe will reach around 44 zettabytes or 44 trillion gigabytes of data. Consequently,
there is a deed need for efficient tools, which can achieve high performance in storing
and processing these large amounts of data. In other words, data management and
processing become essential in the big data research.
Most of nowadays data is generated by different sources with un-unified structures.
This data can be text, image, audio, video, etc. Hence, this data is often maintained in
key-value store, which is widely used due to its efficiency in handling data in key-value
format, and flexibility to scale out without significant database redesign. In key-value
stores, object is treated as an opaque collection. Each object is represented by two
attributes: key and value. The key is used as an unique identifier to store, read, modify
or delete the record. The value is a variable-length object, that can be used to store
any type of data. Examples of popular key-value stores include Amazon’s Dynamo [8],
Redis [9], RAMCloud [10], LevelDB [11] and RocksDB [12].
On the networking side, Software-Defined Network (SDN) simplifies network de-
vices by introducing a logically centralized controller (control plane) to manage simple
programmable switches (data plane). SDN controllers set up forwarding rules at the
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programmable switches and collect their statistics using OpenFlow APIs [13]. As a
result, SDN enables efficient and fine-grained network management and monitoring in
addition to allowing independent evolution of the controller and the programmable
switches. Recently, the Programming Protocol-Independent Packet Processor (P4) [14]
unleashes capabilities that give the freedom to create intelligent network nodes perform-
ing various functions. Thus, applications can boost their performance by offloading part
of their computational tasks to these programmable switches to be executed in the net-
work. Nowadays, programmable networks get a bigger foot in the data center doors.
Google cloud started to use the programmable switches with P4Runtime [15] to build
and control their smart networks [16]. Some Internet Service Providers (ISPs), such as
AT&T, have already integrated programmable switches in their networks [17]. These
switches can be controlled by network operators to adapt to the current network state
and application requirements, to provide more flexibility and high throughput [18,19].
Recently, there is an uptake in leveraging programmable switches to improve dis-
tributed systems, e.g., NetPaxos [20, 21], NetCache [22], NetChain [23], DistCache [24]
and iSwitch [25]. This uptake is due to the massive evolution on the capailities of
these network switches, e.g., Tofino ASIC from Intel [26]. This ASIC provides sub-
microsecond per-packet processing delay with bandwidth up to 6.5 Tbs and throughput
of few billions of packets processed per second. There is also the second generation,
Tofino2 [27], with bandwidth up to 12.8 Tbs. These systems use the switches to provide
orders of magnitude higher throughput than the traditional server-based solutions.
In parallel to the evolution on network devices, the Object Storage Devices (OSD)
and active disks were introduced. These devices can manipulate data in-terms of objects
instead of file blocks. The Kinetic drive is an example of an OSD and active disks
introduced by SeaGate. The Kinetic drive has its own CPU and RAM with built-in
LevelDB [11]. It can perform the basic key-value pair operations efficiently without going
through different stacked layers of software and hardware introduced by the storage
server which manage block based disk drives. Through the Ethernet connection, enabled
in the Kinetic drive, applications can request any data they need by only connecting to
the suitable Kinetic drive, and data will be transferred over this connection. So we can
say that the Kinetic drive is an independent small key-value storage.
Now, as we have control over both network and storage, it is time to think about
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how to improve data access performance when applications access storage through net-
work. In our work, we focus on improving the performance of accessing data from
key-value stores. In key-value stores with such huge amount of data, this data can
not be stored in a single storage server. Thus, it has to be partitioned across different
storage instances. In order to locate a piece of data, data paritions and their storage
node mapping (directory information) are either stored on a single coordinator node,
e.g., the master coordinator in distributed Google file system [28], or replicated over all
storage instances [8, 9, 29]. These approaches increase queries’ response time by intro-
ducing additional forwarding steps in the path between the application and the target
storage nodes. In the first piece of our work, we developed a novel distributed key-
value store architecture that leverages the power and flexibility of the new generation of
programmable switches to scale up the performance of the distributed key-value stores.
Our approach offloads the partitions management and query routing to be carried out in
network switches. It uses in-switch coordination model which utilizes the programmable
switches as: 1) partition management nodes to store and manage the directory infor-
mation of key-value store; and 2) monitoring stations to measure the load of storage
nodes, where this monitoring information is used to balance the load among storage
nodes. Because requests already pass by network switches in their way to the storage
nodes, our in-switch coordination model removes the load of routing the requests from
storage nodes without introducing any additional forwarding steps in the request path
to the target storage node.
Moreover some key-value stores [29, 30] omit the transaction concepts because of
their effect on the scalability and decreasing the performance of key-value stores, which
are the key targets of any existing key-value store system. This effect is due to the
complexity, locking, starvation introduced by transactions and the interference with the
non-transaction operations. However, other key-value stores [8, 9] support transaction
concepts by introducing the notion of transaction coordinator, that is responsible for
aborting or accepting the transaction. This transaction coordinator introduces further
forwarding steps in the processing of key-value queries. To further extend our work with
the programmable switches in improving the performance of key-value stores, in our sec-
ond piece of work, we are proposing a network support for transaction processing using
the programmable switches. We believe that network latency has a significant impact
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on the performance of transactions which have to be processed by the storage system
in order to ensure serializability. Our approach utilizes the programmable switches to
execute the transactions processing logic in the network. We are developing a variation
of the Time Stamp Ordering algorithm (TSO) [31] on the programmable switches. If a
transaction can be pushed to processing according to the TSO logic, it is accepted and
forwarded to the target storage nodes to start processing. Otherwise, the transaction is
aborted early by the programmable switches, and packets are routed back to the client.
On the storage server side, the traditional key-value storage implementation is on
storage servers which manage block-based disk drives. This implementation consists
of multiple layers of software and hardware stacked together in order to enable a data
path between two poorly compatible systems: an object-oriented application layer and
a hardware layer (HDDs, SSDs and tape). When many users share access to a business
application, all requests are sent to the storage server and may build up in the queue.
The response time for each I/O starts to increase, which decreases the server throughput
and leads to a performance bottleneck [32]. By taking the advantage of the Kinetic drive
as being an independent small key-value store, exploiting parallelism using multiple
Kinetic drives removes the server bottleneck and improves system performance [33,34].
However, each Kinetic drive has limited bandwidth and limited capacity. It can only
hold data up to its capacity, and support data access rate up to its bandwidth. In our
third piece of work, we developed a key-value pairs placement scheme which takes the
limited bandwidth and capacity of the drive as factors in the data allocation process.
This scheme allocates key-value pairs to the Kinetic drive which has enough space to
them, and also can satisfy their search requests according to its bandwidth. Our scheme
aims at resolving the disk bandwidth and capacity issue to avoid the queuing at each
drive, and hence avoid the performance bottleneck issue on the level of each drive.
The rest of this thesis is organized as follows. Chapter 2 provides the background
about emerging technologies. Chapter 3 focuses on the details of TurboKV, our in-
switch coordination approach to scale up the performance of distributed key-value stores.
Chapter 4 focuses on the details of TransKV, which is a networking support for transac-
tion processing in distributed key-value stores. Chapter 5 discusses our key-value pairs
allocation strategy for Kinetic drives based key-value stores. Finally, our work will be




Software-Defined Network (SDN) simplifies network devices. It enables efficient and
fine-grained network management and monitoring in addition to allowing indepen-
dent evolution of the controller and programmable switches. Recently, Programming
Protocol-independent Packet Processors (P4) [14] have been introduced to enrich the
capabilities of network devices by allowing developers to define their own packet for-
mats and build the processing graphs of these customized packets. P4 is a programming
language designed to program parsing and processing of user-defined packets using a
set of match/action tables. It is a target-independent language, thus a P4 compiler is
required to translate P4 programs into target-dependent switch configurations.
Figure 2.1(a) represents the five main data plane components for most of modern
switch ASICs. These components include programmable parser, ingress pipeline, traffic
manager, egress pipeline and programmable deparser. When a packet is first received by
one of the ingress ports, it goes through the programmable parser. The programmable
parser, as shown in Figure 2.1(a), is modeled as a simple deterministic state machine,
that consumes packet data and identifies headers that will be recognized by the data
plane program. It makes transitions between states typically by looking at specific fields
in the previously identified headers. For example, after parsing the Ethernet header in
the packet, the next state will be determined based on the Ethertype field, whether it
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Figure 2.1: Primelinries on Programmable Switches
After the packet is processed by the parser and decomposed into different headers,
it goes through one of the ingress pipes to enter a set of match-action processing stages
as shown in Figure 2.1(b). In each stage, a key is formed from the extracted data
and matched against a table that contains some entries. These entries can be added
and removed through the control plane. If there is a match with one of the entries,
the corresponding action will be executed, otherwise a default action will be executed.
After the action execution, the packet with all the updated headers from this stage
enters the next stages in the pipeline. Figure 2.1(c) illustrates the processing inside a
pipeline stage, while Figure 2.1(d) shows an example IPv4 table that picks an egress
port based on destination IP address. The last rule drops all packets that do not match
any of the IP prefixes, where this rules corresponds to the default action.
After the packet finishes all the stages in the ingress pipeline, it is queued and
switched by the traffic manager for an egress pipe for further processing. At the end,
there is a programmable deparser that performs the reverse operation of the parser. It
reassembles the packet back with the updated headers with the same order defined the
7
Figure 2.2: Kinetic Protocol Data Unit Message Packet [4]
original packet so that the packet can be sent back onto the wire through an egress port
to the next hop in the path to its final destination.
2.2 Kinetic Drives Preliminaries
Kinetic drive is a key-value storage active device developed by SeaGate. It is accessible
by an Ethernet connection. It has an open application programming interface (API)
and associated libraries that enable applications to connnect to the target storage de-
vice directly without passing multiple legacy layers in the traditional storage systems.
They enable applications to manipulate objects and manage clusters while letting the
drive control some functionalities. These functionalities include managing key ordering,
handling device to device data migration with peer-to-peer data copy commands, and
managing data security [5]. The initial release of Kinetic drive has a 4TB storage ca-
pacity with 2 Ethernet connection, each of 1Gb/s. The drives can be accessed directly
through an IP address with the Ethernet cable. The key and value sizes supported by
the drive are up to 4KB and 1MB, respectively.
Kinetic drives communicate data in terms of key-value pairs using the Kinetic Proto-
col (KP) which is a network protocol used to transfer data from one host to another over
a TCP-based network, such as the Internet. Host applications communicate with the
Kinetic drives by sending Kinetic Protocol Data Units (Kinetic PDU) over a network
using TCP. A Kinetic PDU is composed of five fields: PDU version, kinetic message
length, value length, kinetic message and value. The Kinetic PDU packet is shown in
Figure 2.2 and the description of each field is shown in Table 2.1
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Starting Offset Type Length Description
0 Byte 1 Byte
PDU Version:
currently hex 46, denoting the beginning of the message.
1 4-byte big Endian Integer 4 Bytes
The number of bytes in the Kinetic Message field.
The maximum length for a kinetic message is 1 MiB (2ˆ20 bytes)
5 4-byte big Endian Integer 4 Bytes
The number of bytes in the value field.
The maximum length for a value is 1 MiB (2ˆ20 bytes)
9 Bytes <1 MiB The Kinetic Message.
9 + length of
kinetic Message
Bytes <1 MiB The value
Table 2.1: Kinetic Protocol Data Unit Structure [4]
Function Name Function Action
put(key,value) stores key-value pair on the drive.
get(key) returns the value associated to the given key.
delete(key) deletes the entry that is associated with the key specified.
getNext(key) gets the entry associated with a key after the given key.
getPrevious(key) gets the entry associated with a key before the given key.
getKeyRange(start,end) gets a list of keys in the given key range.
getMetadata(key) gets entry metadata for the specified key.
Table 2.2: Kinetic Drive API Provided Functions
The Kinetic Protocol also defines a range of operations that can be seen in the
Kinetic API. This API provides some methods to deal with key-value pair data as
shown on Table 2.2 [5].
Chapter 3
TurboKV: Scaling Up The
Performance of Distributed
Key-Value Stores With In-Switch
Coordination [1]
3.1 Introduction
Programmable switches in software-defined network promise flexibility and high through-
put [18,19]. Recently, the Programming Protocol-Independent Packet Processor (P4) [14]
unleashes capabilities that give the freedom to create intelligent network nodes perform-
ing various functions. Thus, applications can boost their performance by offloading part
of their computational tasks to these programmable switches to be executed in the net-
work. Nowadays, programmable networks get a bigger foot in the data center doors.
Google cloud started to use the programmable switches with P4Runtime [15] to build
and control their smart networks [16]. Some Internet Service Providers (ISPs), such as
AT&T, have already integrated programmable switches in their networks [17]. These




Recently, there has been an uptake in leveraging programmable switches to im-
prove distributed systems, e.g., NetPaxos [20, 21], NetCache [22], NetChain [23], Dist-
Cashe [24], Pegasus [35], Concordia [36] and iSwitch [25]. This uptake is due to the
massive evolution on the capailities of these network switches, e.g., Tofino ASIC from
Intel [26] which provides sub-microsecond per-packet processing delay with bandwidth
up to 6.5 Tbs and throughput of few billions of packets processed per second and
Tofino2 [27] with bandwidth up to 12.8 Tbs. These systems use the switches to provide
orders of magnitude higher throughput than the traditional server-based solutions.
On the other hand, through the massive use of mobile devices, data clouds, and
the rise of Internet of Things [6], enormous amount of data has been generated and
analyzed for the benefit of society at a large scale. This data can be text, image, audio,
video, etc., and is generated by different sources with un-unified structures. Hence, this
data is often maintained in key-value storage, which is widely used due to its efficiency
in handling data in key-value format, and flexibility to scale out without significant
database redesign. Examples of popular key-value stores include Amazon’s Dynamo [8],
Redis [9], RAMCloud [10], LevelDB [11] and RocksDB [12].
Such huge amount of data can not be stored in a single storage server. Thus, this
data has to be partitioned across different storage instances inside the data center. The
data paritions and their storage node mapping (directory information) are either stored
on a single coordinator node, e.g., the master coordinator in distributed Google file
system [28], or replicated over all storage instances [8, 9, 29]. In the first approach, the
master coordinator represents a single point of failure, and introduces a bottleneck in
the path between clients and storage nodes; as all queries are directed to it to know
the data location. Moreover, the query response time increases, and hence, the storage
system performance decreases. In the second approach, where the directory information
is replicated on all storage instances, there are two strategies that a client can use to
select a node where the request will be sent to: server-driven coordination and client-
driven coordination.
In server-driven coordination, the client routes its request through a generic load
balancer that will select a node based on load information. The selected node acts like
the coordinator for the client request. It answers the query if it has the data partition
or forwards the query to the right instance where the data partition resides. In this
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strategy, the client neither has knowledge about the storage nodes nor needs to link
any code specific to the key-value storage it contacts. Unfortunately, this strategy
has a higher latency because it introduces additional forwarding step when the request
coordinator is different from the node holding the target data.
In client-driven coordination, the client uses a partition-aware client library that
routes requests directly to the appropriate storage node that holds the data. This
approach achieves a lower latency compared to the server-driven coordination as shown
in [8]. In [8], the client-driven coordination approach reduces the latencies by more than
50% for both 99.9th percentile and average cases. This latency improvement is because
the client-driven coordination eliminates the overhead of the load balancer and skips a
potential forwarding step introduced in the server-driven coordination when a request
is assigned to a random node. However, it introduces additional load on the client to
periodically pickup a random node from the key-value store cluster to download the
updated directory information to perform the coordination locally on its side. It also
requires the client to equip its application with some code specific to the key-value store
used.
Another challenge in maintaining distributed key-value stores is handling dynamic
workloads and coping with changes in data popularity [37, 38]. Frequent requests to
hot data over cold data lead to load imbalance among storage nodes; some nodes are
heavily congested while others become under-utilized. This results in a performance
degradation of the whole system and a high tail latency. The most notable research
in this area using the programmable switches includes NetCache [22] and Pegasus [35].
NetCache tackles the load balancing for high skewed read only workload via caching
the most popular O(nlogn) key-value pairs in the ToR switch. Pegasus solves the
problem of load balancing through the selective replication approach. It maintains a
coherent directory in the ToR switch for the most popular O(nlogn) key-value pairs,
and distributes the load between the storage nodes that have these replicated items.
Although both of NetCache and Pegasus use the programmable switches to handle load
balancing in distributed key-value stores, none of them handle the partition management
problem in this environment. Also, they can only handle point queries and can not
handle queries that ask for a specific key-range scan.
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In this chapter, we propose TurboKV : a novel Distributed Key-Value Store Archi-
tecture that leverages the power and flexibility of the new generation of programmable
switches to overcome the limitations of existing systems. TurboKV scales up the per-
formance of the distributed key-value storage by offloading the partitions management
and query routing to be carried out in network switches. TurboKV uses a switch-driven
coordination which utilizes the programmable switches as: 1) partition management
nodes to store and manage the directory information of key-value store; and 2) moni-
toring stations to measure the load of storage nodes, where this monitoring information
is used to balance the load among storage nodes.
TurboKV adapts a hierarchical indexing scheme to distribute the directory infor-
mation records inside the data plane of the data center network switches. It uses a
key-based routing protocol to map the requested key in the query packet from the client
to its target storage node by injecting some information about the requested data in
packet headers. The programmable switches use this information to decide where to
send the packet to reach the target storage node directly. This in-switch coordination
approach removes the load of routing the requests from the client in the client-driven
coordination without introducing an additional forwarding step introduced by the co-
ordination node in the server-driven coordination. Unlike existing systems [22,35],Tur-
boKV can coordinate the requests for all query types: point queries and range scans.
It also handles two different partitioning techniques: hash partitioning and range parti-
tioning. Applications can choose any of these two partitioning techniques according to
their needs.
To achieve both reliability and high availability, TurboKV replicates key-value pair
partitions on different storage nodes. For each data partition, TurboKV maintains a list
of nodes that are responsible for storing the data of this partition. TurboKV uses the
chain replication [39] model to guarantee strong data consistency between all partition
replicas. In case of having a failing node, requests will be served with other available
nodes in the partition replica list.
TurboKV also handles load balancing by adapting a dynamic allocation scheme that
utilizes the architecture of software-defined network [13,40]. In our architecture, a log-
ically centralized controller, which has a global view of the whole system [41], makes
decisions to migrate/replicate some of the popular data items to other under-utilized
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storage nodes using monitoring reports from the programmable switches. Then, it up-
dates the switches’ data plane with the new indexing records. Overall, our contributions
in this chapter of the thesis are four-fold:
 We propose the in-switch coordination paradigm, and design an indexing scheme
to manage the directory information records inside the programmable switch along
with protocols and algorithms to ensure the strong consistency of data among
replica, and achieve the reliability and availability in case of having nodes failure.
 We introduce a data migration mechanism to provide load balancing between the
storage nodes based on the query statistics collected from the network switches.
 We propose a hierarchical indexing scheme based on our proposed rack scale switch
coordinator design to scale up TurboKV to multiple racks inside the existing data
center network architecture.
 We implemented a prototype of TurboKV using P4 on top of the simple software
switch architecture BMV2 [42]. Our experimental results show that our proposed
architecture improves the throughput and reduces the latency for all query types
in the distributed key-value stores.
The remaining sections of this chapter are organized as follows. The Motivation is
discussed in Section 3.2. Section 3.3 provides an overview of the TurboKV architec-
ture, while the detailed design of TurboKV is presented in Section 3.4 and Section 3.5.
Section 3.6 discusses how to scale up TurboKV inside the data center networks. Tur-
boKV implementation is discussed in Section 3.7, while Section 3.8 gives an experimental
evidence and analysis of TurboKV. Section 3.9 provides a short survey about the related
work to us, and finally, TurboKV is concluded in Section 3.10.
3.2 Why In-Switch Coordination?
We utilize the programmable switches to scale up the performance of distributed key-
value stores with the in-switch coordination because of three reasons. First, pro-
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Figure 3.1: Request Coordination Models
or rack-scale clusters that allow developers to define their own functions for packet pro-
cessing and provide flexibility to program the hardware. For example, Google uses the
programmable switches to build and control their data centers networks [16].
Second, request latency is one of the most important factors that affect the perfor-
mance of all key-value stores. This latency is introduced through the multiple hops that
the request traverses before arriving to its final destination, in addition to the processing
time to fetch the desired key-value pair(s) from that destination. When the key-value
store is distributed among several storage nodes, the request latency increases because
of the latency introduced to locate the desired key-value pair(s) before fetching them
from that location. This process is referred to as partition management and request
coordination, which can be organized by the storage nodes (server-driven coordination)
or by the client (client-driven coordination).
Because client requests already pass through network switches to arrive at their
target, offloading the partition management and query routing to be carried out in
the network switches with the in-switch coordination approach will reduce the latency
introduced by the server-based coordination approach; the number of hops that the
request will travel from the client to the target storage node will be reduced as shown
in Figure 3.1. In-switch coordination also removes the load from the client in the
client-based coordination approach by making the programmable switch manage all the
information for the request routing.
Third, the partition mangement and request coordination are communication-bounded
rather than being computation-bounded. So, the massive evolution in the capailities of
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the network switches, which provide orders of magnitude higher throughput than the
highly optimized servers, makes them the best option to be used as partition mangement
and request cordination nodes. For example, Tofino ASIC from Intel [26] provides few
billions of packets processed per second with 6.5 Tbps bandwidth. Such performance is
orders of magnitude higher than NetBricks [43] which processes millions of packets per
second and has 10-100 Gbps bandwidth [23].
3.3 TurboKV Architecture Overview
TurboKV is a new architecture of the future distributed key-value stores that leverages
the capability of programmable switches. TurboKV uses an in-switch coordination
approach to maintain the partition management information (directory information) of
distributed key-value stores, and route clients’ search queries based on their requested
keys to the target storage nodes. Figure 3.2 shows the architecture of TurboKV which
consists of the programmable switches, controller, storage nodes, and system clients.
Programmable Switches. Programmable switches are the essential component in our
new proposed architecture. We augment the programmable switches with a key-based
routing approach to deliver TurboKV query packets to the target key-value storage
node. We leverage match-action tables and switch’s registers to design the in-switch
coordination where the partition management information will be stored on the path
from the client to the storage node. This directory information represents the routing
information to reach one of the storage nodes (Section 3.4.1). Following this approach,
the programmable switches act as request coordinator nodes that manage the data
partitions and route requests to target storage nodes.
In addition to using the key-based routing module, other packets are processed and
routed using the standard L2/L3 protocols which makes TurboKV compatible with other
network functions and protocols (Section 3.4.2). Each programmable switch has a query
statistics module to collect information about each partition’s popularity to estimate
the load of storage nodes (Section 3.5.1). This is vital to make data migration decisions
to balance the load among storage nodes especially to handle dynamic workloads where
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Figure 3.2: TurboKV Architecture
Controller. The controller is primarily responsible for system reconfigurations includ-
ing (a) achieving load balancing between the distributed storage nodes (Section 3.5.1),
(b) handling failures in the storage network (Section 3.5.2), and (c) updating each
switch’s match-action tables with the new location of data. The controller receives
periodic reports form switches about the popularity of each data partition. Based on
these reports, it decides to migrate/replicate part of the popular data to another storage
node to achieve load balancing. Through the control plane, the controller updates the
match-action tables in the switches with the new data locations. TurboKV controller
is an application controller that is different from the network controller in SDN, and
it does not interfere with other network protocols or functions managed by the SDN
controller. Our controller only manages the key-range based routing and data migra-
tions and failures associated with them. Both controllers can be co-located on the same
server, or on different servers.
Storage Nodes. They represent the location where the key-value pairs reside in the
system. The key-value pairs are partitioned among these storage nodes (Section 3.4.1).
Each storage node runs a simple shim that is responsible for reforming TurboKV query
packets to API calls for the key-value store, and handling TurboKV controller’s data
migration requests between the storage nodes. This layer makes it easy to integrate our
design with existing key-value stores without any modifications to the storage layer.
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Figure 3.3: Logical View of TurboKV Data Plane Pipeline
System Clients. TurboKV provides a client library which can be integrated with the
client applications to send TurboKV packets through the network, and access the key-
value store without any modifications to the application. Like other key-value stores
such as LevelDB [11] and RocksDB [12], the library provides an interface for all key-
value pair operations that is responsible for constructing the TurboKV packets and
translates the reply back to the application.
3.4 TurboKV Data Plane Design
The data plane provides in-switch coordination model for the key-value stores. In this
model, all partition management information and query routing are managed by the
switches. Figure 3.3 represents the whole pipeline that the packet traverses inside the
switch before being forwarded to the right storage node. In this section, we discuss how
the switch data plane supports these functions.
3.4.1 On-Switch Partition Management
Data Partitioning
In large-scale key-value stores, data is partitioned among storage nodes. TurboKV sup-
ports two different partitioning techniques. Applications can choose any of these two
partitioning techniques according to their needs.
Range Partitioning. In range partitioning, the whole key space is partitioned into
small disjoint sub-ranges. Each sub-range is assigned to a node (or multiple nodes
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depending on the replication factor). The data with keys fall into a certain sub-range
is stored on the same storage node that is responsible for this sub-range. The key itself
is used to map the user request to one of the storage nodes. Each storage node can
be responsible for one or more sub-ranges. Each storage node has LevelDB [11] or any
of its enhanced versions installed where keys are stored in lexicographic order on SSTs
(Sorted String Tables). This key-value library is responsible for managing the sub-ranges
associated to the storage node and handling the key-value pair operations directed to the
storage node. The advantage of this partitioning scheme is that range queries on keys
can be supported, but unfortunately, this scheme suffers from load imbalance problem
discussed in Section 3.5.1. Some sub-ranges contain popular keys which receive more
requests than others. The mapping table for this type of partitioning represents the
key range and the associated nodes where the data resides as shown in Figure 3.4(a).
Support of range partitioning in the switch data plane is discussed in Section 3.4.1.
Hash Partitioning. In hash partitioning, each key is hashed into a 20-byte fixed-
length digest using RIPEMD160 [44] which is an extremely random hash function,
ensures that records are distributed uniformly across the entire set of possible hash
values. We developed a variation of the consistent hashing [45] to distribute the data
over multiple storage nodes. The whole output range of the hash function is treated
as a fixed space. This space is partitioned into sub-ranges, each sub-range represents
a consecutive set of hashing values. These sub-ranges are distributed evenly on the
storage nodes. Each storage node can be responsible for one or more sub-ranges based
on its load, and each sub-range is assigned to one node (or multiple nodes depending on
the replication factor). Like the consistent hashing, partitioning one of the sub-ranges
or merging two sub-ranges due to the addition or removal of nodes affects only the
nodes that hold these sub-ranges and other nodes remain unaffected. Each data item
identified by a key is assigned to a storage node if the hashed value of its key falls in
the sub-range of hashing values which the storage node is responsible for. This method
requires a mapping table, shown in Figure 3.4(b), where each record represents a hashed
sub-range and its associated nodes where data resides. Support of hash partitioning in
the switch data plane is discussed in Section 3.4.1. The disadvantage of this technique,
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Figure 3.4: TurboKV Data Partitioning and Replication
the storage nodes side, data is managed in hash-tables and collisions are handled using
separate chaining in the form of binary search tree.
For both partitioning techniques, we assume that there is no fixed space assigned
to each sub-range (partition) on the storage node (i.e., the space that each partition
consumes on a storage node can grow as long as there is available space on the storage
node). Unfortunately, multiple insertions to the same partition may exceed the capacity
of the storage node. In this case, The sub-range of this partition will be divided into two
smaller sub-ranges. One of these small sub-ranges will be migrated to another storage
node with available space. Other storage nodes that have the same divided sub-range
with available space keep the data of the whole sub-range and manipulate it as it is.
The mapping table will be updated with the new changes of the divided sub-ranges.
Data Replication
To achieve high availability and durability, data is replicated on multiple storage nodes.
The data of each partition (sub-range) is replicated as one unit on different storage
nodes. The replication factor (r) can be adjusted according to application needs. The
list of nodes that is responsible for storing a particular partition is called the replica
list. This replica list is stored in the mapping table as shown in Figure 3.4.
TurboKV follows the chain replication (CR) model [39]. Chain replication [39]
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Figure 3.5: Replication Models
This approach is intended for supporting large-scale storage services that exhibit high
throughput and availability without sacrificing strong consistency guarantees. In this
model as shown in Figure 3.5(b), the storage nodes, holding replicas of data, are orga-
nized in a sequential chain structure. Read queries are handled by the tail of the chain,
while write queries are sent to the head of the chain, the head process the request and
forwarded it to its successor in the chain structure. This process continues till reaching
the tail of the chain. Finally, the tail processes the request and replies back to the client.
In CR, Each node in the chain needs to know only about its successor, where it
forwards the request. This makes the CR simpler than the classical primary backup
protocol [46], shown in Figure 3.5(a) which requires the primary node to know about
all replicas and keep track of all acknowledgement received from all replicas. Moreover,
In chain replication, write queries also use fewer messages than the classical primary
backup protocol, (n+1) instead of (2n) where n is number of nodes. With r replicas,
TurboKV can sustain up to (r-1) node failures as requests will be served with other
replicas on the chain structure.
Management Support in Switch Data Plane
In TurboKV, the switch data plane has three types of match-action tables: range parti-
tion management table, hash partition management table and the normal IPv4 routing
table. We will discuss the design of the partition management tables which are related
to the key-based routing protocol for the rack scale cluster shown in Figure 3.6(a). The
design of both tables is the same but the value we used for matching and the value
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Figure 3.6: TurboKV Partition Management inside Switch
we match against are different based on the type of partitioning. We will refer to the
value we use for matching as the matching value, this value represents the key itself in
case of range partitioning and the hashed value of the key in case of hash partitioning.
The partition management match-action table design is shown in Figure 3.6(b). Each
record in the table consists of three parts: match, action and action data. The match
represents the value that we match the matching value against, we refer to it as a sub-
range. This sub-range represents the start and end keys of a sub-range from the whole
key span in range partitioning, or the start and end hash values of a consecutive set of
hash values in hash partitioning. The action represents the key-based routing that will
be executed when a matching value falls within the sub-range. The action data consists
of two parts: chain and length. Chain represents the forwarding information for nodes
forming the chain of the sub-range. This information includes node’s IP address and
the port from the switch to the storage node. Nodes’ information is sorted according to
node’s position in the chain structure (i.e., first node is the head and last node is the
tail), and is used in updating packet during the action execution.
In TurboKV, each node holds the data of one or more sub-ranges. This makes
each node’s forwarding information appears more than once in the match-action table
records. TurboKV uses two arrays of registers in the switch’s data plane to save the
forwarding information: node IP array, and node port array. For each storage node,
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Figure 3.7: TurboKV Packet Format
the forwarding information is stored at the same index in the two arrays as shown in
Figure 3.6(c). For example, the information of storage node S1 is stored at index 1
in the two arrays and the same for the other storage nodes. The index of the storage
nodes in the register arrays is stored as action data in the match-action table records to
form the chain as shown in Figure 3.6(b). The key-based routing uses these indexes to
process the register arrays and fetch the forwarding information for the replica nodes.
This information is used by the query processing module to forward packets to their
next hop.
3.4.2 Network Protocol Design
Packet Format. Figure 3.7(a) shows the format of TurboKV request packet sent from
clients. The programmable switches use the Ethernet Type in the Ethernet header to
identify TurboKV packets, and execute the key-based routing. Other switches in the
network do not need to understand the format of TurboKV header, and treat all packets
as normal IP packets. The ToS (Type of Service) in the IP header is used to distin-
guish between three types of TurboKV packets: range partitioned data packet, hash
partitioned data packet, and TurboKV packet previously processed by the switch. The
TurboKV header consists of three main fields: OpCode, Key, and endKey/hashedKey.
The OpCode is a one-byte field which stands for the code of the key-value operation
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(Get, Put, Del, and Range). Key stores the key of a key-value pair. In Range operation,
Key and endKey/hashedKey are used to represent the start and end of the key range,
respectively. In case of hash partitioning, the endKey/hashedKey is set with the hashed
value of the key to perform the routing based on it instead of the key itself.
After the client packet is processed by the programmable switch, the switch adds
the chain header shown in Figure 3.7(c). This header is used by the storage nodes for
the chain replication model. It includes two fields. The first field is the number of
nodes which the packet passes by in the chain including the client IP (CLength). The
second field has these nodes’ IP addresses ordered according to their position in the
chain followed by the client IP at the end. The packet format of the reply from storage
node to client is a standard IP packet shown in Figure 3.7(b). The result is added to
the packet payload.
Network Routing. TurboKV uses a key-based routing protocol to route packets from
clients to storage nodes. The client sends the packet to the network. Once it reaches
the programmable switch, the switch extracts the Key (in case of range partitioning) or
the endkey/hashedKey (in case of hash partitioning) from TurboKV header, and looks
up the corresponding key-based match-action table using the value of the extracted
field (matching value). If there is a hit, the switch fetches the chain nodes’ information
from the registers based on the specified indexes in the match-action table. Then, the
switch processes this information based on the query type (OpCode). After that, the
switch updates the packet with the target node’s information, and forwards it to the
next hop on the path to this target node. The switch uses the range matching for
table lookup, in which, it matches the matching value against the sub-range in the
corresponding key-based match-action table. If the matching value falls within one of
the sub-ranges (hit), the key-based routing action is processed using the action data.
The programmable switches route the previously processed TurboKV packets and the
storage node to client packets using the standard L2/L3 protocol without passing the
key-based routing and perform the match-action based on the destination IP in the IP
header.
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Figure 3.8: TurboKV KV Storage Operations
3.4.3 Key-value Storage Operations
PUT and DELETE Queries. In chain replication, PUT and DELETE queries are
processed by each node along the chain starting from the head and replied by the tail.
On the switch side, after processing one of the key-based match-action tables with
the matching value and fetching the corresponding chain information from the register
arrays, the query processing module sets the destination IP address in the IP header
with the IP address of the chain head node and changes the ToS value to mark the
packet as previously processed. The egress port is set with the forwarding port of the
chain head node, then the chain header is added to the packet with CLength equals to
the length of the chain and the chain nodes’ IP addresses ordered according to their
position in the chain followed by the client IP at the end as shown in Figure 3.8(a).
Finally, the packet is forwarded to the head of chain node. As shown in Figure 3.8(a),
when the packet arrives at a storage node, it is processed by TurboKV storage library.
The node updates its local copy of the data. Then, it reads the chain header, sets
the destination address in the IP header with the IP of its successor and reduces the
CLength by 1, then forwards the packet to its successor. Packets received by the tail
node, with CLength = 1, have their chain header and TurboKV header removed, and
the result is sent back using the client IP address as the destination address in the IP
header.
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Algorithm 1 Range Query Handling
1: Input pkt: packet entering the egress pipeline
2: matched subrange: the subrange where the start key of the requested range falls
3: Output pkt out: packet to be forwarded to the next hop
4: Output pkt cir: packet to be circulated and sent to ingress pipeline as new packet
5: Begin:
6: pkt out = pkt // clone the packet
7: if pkt.OpCode == range then
8: // check if range spans multiple nodes
9: if pkt.request.endKey ¿ matched subrange.endKey then
10: pkt cir = pkt // clone the packet
11: pkt out.request.endKey = matched subrange.endKey
12: pkt cir.request.Key = Next(matched subrange.endKey)
13: end if
14: end if
15: if pkt cir.exist() then
16: circulate(pkt cir) // send packet to ingress pipeline again
17: end if
18: send to output port(pkt out)
GET Queries. Following the chain replication, GET queries are handled by the tail
of the chain. After performing the matching on the matching value and fetching the
corresponding chain information from the register arrays, the query processing module
sets the destination IP address in the IP header with the IP address of the chain tail
node and changes the ToS value to mark the packet as previously processed. The egress
port is set with the forwarding port of the chain tail node, then the chain header is
added to the packet with CLength equals to 1 and one node IP which represents the
client IP as shown in Figure 3.8(c). Finally, the packet is forwarded to the storage
node. When the packet arrives at the storage node, it is processed by TurboKV storage
library. The query result is added to the payload of the packet. and the client IP is
popped up from the chain header and put in the destination address in the IP header.
The chain and TurboKV headers are removed from the packet and the result is sent
back to the client.
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Range Queries. If the data is range partitioned, TurboKV can handle range queries.
The requested range in the TurboKV header may span multiple storage nodes. Thus, the
switch divides the range into several sub-ranges, each sub-range corresponds to a packet.
Each of these packets contains the start and end keys of the corresponding sub-range.
Each packet is handled by the switch like a separate read query and forwarded to the tail
node of its partition’s chain. Unfortunately, the switch cannot construct new packets
from scratch on its own. Therefore, in order to achieve the previous scenario, we placed
the range operation check in the egress pipeline as shown in Figure 3.3. We use the
clone and circulate operations, supported in the architecture of the programmable
switches and P4, to solve the packet construction problem. When a range operation is
detected in the egress pipeline, the packet is processed as shown in Algorithm 1.
3.5 TurboKV Control Plane Design
The control plane provides load balancing module based on the query statistics collected
in the data plane. It also provide a failure handling module to guarantee availability
and fault tolerance. In this section, we discuss how the control plane supports these
functions.
3.5.1 Query Statistics and Load Balancing
In TurboKV, the data plane has a query statistics module to provide query statistics
reports to the TurboKV controller. Thus, the controller can estimate the load of each
storage node, and make decisions to migrate part of the popular data to one of the under-
utilized storage nodes. As shown in Figure 3.9(a), the switch’s data plane maintains
a per-key range counter for each key range in the match-action table. Upon each
hit for a key range, its corresponding counter is incremented by one. The controller
receives reports periodically from the data plane including these statistics, and resets
these counters in the beginning of each time period. Then, the controller compares the
received statistics with the specifications of the storage nodes. If a storage node is over-
utilized (the number of requests directed to the storage node is greater than its available
bandwidth which results in high tail latency), the controller migrates a subset of the hot











Per-Key Range Counter for each record
Key Range Node IP Node IP Node Specification Current Load S1










Figure 3.9: TurboKV Control Plane
reconfigures the chain of the updated sub-range. Then, the controller updates records
in the match-action table of the switches with the new chain configurations. After the
sub-range’s data is migrated to other storage nodes, the old copy is removed from the
over-utilized one. Currently, the controller follows a greedy selection algorithm to select
the least utilized node where data will be migrated.
TurboKV uses the physical migration of the data to achieve load balancing between
the storage nodes. This approach adapts with all kinds of workloads compared to the
caching approach. In caching [22], the cache absorbs the read requests of the very pop-
ular key-value pairs, which makes it performs well in highly skewed read-only workload,
but the effect of caching in load balancing decreases if the workload’s ratio of updates
increases. This behavior resulted from the invalid cached key-value pairs, which make
the request directed to the target storage node to retrieve the valid pairs.
3.5.2 Failures Handling
We assume that the controller process is a reliable process and it is different from the
SDN controller. We also assume that links between storage nodes and switches in data
centers are reliable and are not prone to failures.
Storage Node Failure. When the controller detects a storage node failure, it re-
configures the chains of the sub-ranges on the failed storage node and updates their
corresponding records in the key-based match-action table through the control plane.
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The controller removes the failed storage node from its position in all chains. In each
chain, the predecessor of the failed node will be followed by the successor of the failed
node, reducing the chain length by 1 as shown in Figure 3.9(b). If the failed node was
the head of the chain, then the new head will be its successor. If the failed node was the
tail of the chain, then the new tail will be its predecessor. Reducing the chain length by
1 makes the system able to sustain less number of failures. That is why the controller
distributes the data of the failed node in sub-range units among other functional nodes,
and adds these new nodes at the end of these sub-ranges’ chains in their corresponding
records in the key-based match-action table. This process of sub-range redistribution
restores the chain to its original length.
Switch failure. The storage servers in the rack of the failed switch would lose access
to the network. The controller will detect that these storage servers are unreachable.
The controller treats these storage servers as failed storage nodes, and distributes the
load of these storage servers among other reachable servers as described before. Then,
the failed switch needs to be rebooted or replaced. The new switch starts with an index
table which contains all the key ranges handled by its connected storage servers.
3.6 Scaling Up to Multiple Racks
We have discussed the in-switch coordination for distributed key-value stores within
a rack of storage nodes with the Top-of-Rack (ToR) switch as the coordinator. We
now discuss how to scale out the in-switch coordination in the data center network.
Figure 3.10 shows the network architecture of data centers. All the servers in the same
rack are connected by a ToR switch. In the highest level, there are Aggregate switches
(AGG) and Core switches (Core).
To scale out distributed key-value stores with in-switch coordination, we develop a
”hierarchical indexing” scheme. Each ToR switch has the directory information of all
sub-ranges located on its connected storage nodes as described before in Figure 3.6.
In addition to the IPv4 routing table, each AGG switch has two range match-action
tables (range and hash), where each table consists of the sub-ranges in its connected
ToR switches. The Core switches have the range match-action tables of sub-ranges in
its connected AGG switches. With each sub-range in either the AGG or Core switches,
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Figure 3.10: Scaling Up inside Data center Network
the action data represents only the forwarding port towards the head or the tail of the
sub-range’s chain. No chains are stored in these switches. When a packet is received
by an AGG switch or core switch, this packet is processed by the key-based routing
protocol without adding any chain header to the packet and forwarded to one of the
ports towards the head or tail of the sub-range chain based on the query (write or read
respectively). When the packet arrives at ToR switch, the switch processes the packet
as discussed in Section 3.4.3. Replicas of a specific sub-range may be located on different
racks. This design leverages the existing data center network architecture and does not
introduce additional network topology changes.
3.7 Implementation Details
We have implemented a prototype of TurboKV, including all switch data plane and
control plane features, described in Section 3.4 and Section 3.5. We have also imple-
mented the client and server libraries that interface with applications and storage nodes,
respectively, as described in Section 3.3.
Due to lack of real hardware, the switch data plane is written in P4 and is compiled
to the simple software switch BMV2 [42] running on Mininet [47]. The key size of the
key-value pair is 16 bytes with total key range spans from 0 to 2128. This range is
30
divided into index records which are saved on the switch data plane. We used 4 register
arrays, one for saving the storage nodes’ IP addresses, one for saving the forwarding
port of the storage nodes, one for counting the read access requests of the indexing
records and the last one for counting the update access requests of the indexing records.
The controller is able to update/read the values of these registers through the control
plane. It also can add or remove table entries to balance the load of the storage nodes.
The switch data plane does not store any key-value pairs as these pairs are saved on the
storage nodes. This approach makes TurboKV consumes a small amount of the on-chip
memory leaving enough space for processing other network operations. The controller
is written in Python and can update the switch data plane through the switch driver
by using the Thrift API generated by the P4 compiler.
The client and server libraries are written in Python using Scapy [48] for packet
manipulation. The client can translate a generated YCSB [38] workload with differ-
ent distributions and mixed key-value operations into TurboKV packets’ format and
send them through the network. We used Plyvel [49] which is a Python interface for
levelDB [11] as the storage agent. The server library translates TurboKV packets into
Plyvel format and connects to levelDB to perform the key-value pair operations. We
used chain replication with chain length equals to 3 for data reliability.
3.8 Performance Evaluation
This section provides the experimental results of TurboKV. We show the performance
improvement of TurboKV on the key-value operations latency and system throughput.
Experimental Setup. Our experiments consist of eight simple software switches
BMV2 [42] connecting 16 storage nodes and 4 clients as shown in Figure 3.11. Each of
the clients (h17, h18, h19, h20) runs the client library and generates the key-value queries.
These clients represent the request aggregation servers who are the clients of the stor-
age nodes in data centers. Each storage node (h1, h2,...., h15, and h16) runs the server
library and uses LevelDB as the storage agent. The whole topology runs on Mininet.
The data is distributed over the storage nodes using the range partitioning described
in Section 3.4.1 with 128 records index table. Each storage node is responsible for 24
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Figure 3.11: TurboKV Experiment Topology
8 sub-ranges).
Comparison. We compared our in-switch coordination (TurboKV ) with server-driven
coordination (S-Coord) and client-driven coordination (C-Coord) described in Section 3.1.
In TurboKV, the directory information is stored in the switch data plane and updated
by TurboKV controller, also the key-based routing is used to route the query from client
to target storage node. In server-driven coordination which is implemented on most of
existing key-value stores [8,29], all the storage nodes store the directory information and
can act as the request coordinator. In client-driven coordination, the client acts as the
request coordinator. The client has to download the directory information periodically
from a random storage node, because, with lots of outdated directory information, the
client-driven coordination tends to act as the server-driven coordination as the wrong
storage node that the client contacts will forward the request again to the target stor-
age node. Both of client-driven and server-driven approaches route the query using the
standard L2/L3 routing protocols.
Note that in our experiments, we compare with the ideal case of the client driven
coordination where the client has the updated directory information and sends the
query directly to the target storage node, ignoring the latency introduced by pulling this
information periodically from a random storage node because this latency will depend
on the client location and also the load of the storage node that the client contacts
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to pull this information. The ideal case of the client-driven coordination represents
the least latency that the client’s request can achieve because it represents the direct
path from the client to the target storage node ignoring any latency resulted from having
outdated directory information which may cause extra forwarding steps in the path from
the client to the target storage node. With lots of updates to the directory information
of the key-value store, the ideal client-driven coordination can not be achieved in real
life systems.
Workloads. We use both uniform and skewed workloads to measure the performance
of TurboKV under different workloads. The skewed workloads follow Zipf distribution
with different skewness parameters (0.9, 0.95, 1.2). These workloads are generated using
YCSB [38] basic database with 16 byte key size and 128 byte value size. The generated
data is stored into records’ files and queries’ files, then parsed by the client library to
convert them into TurboKV packet format. We generate different types of workloads:
read-only workload, scan-only workload, write-only workload and mixed workload with
multiple write ratios.
3.8.1 Effect on System Throughput
Impact of Read-only Workloads. Figure 3.12(a) shows the system throughput
under different skewness with read-only queries. We compare TurboKV vs the server-
driven coordination (S-Coord) and the ideal client-driven coordination (C-Coord). In
Figure 3.12(a), TurboKV performs nearly the same as the ideal client-driven coordina-
tion (C-Coord) in the highly skewed workload (zipf-0.95 and zipf-1.2), and less than the
ideal client-driven coordination (C-Coord) by maximum of 5% in the uniform and zipf-
0.9 workloads. This result is because TurboKV manages all directory information in the
switch data plane and uses the key-based routing to deliver the requests to the storage
nodes directly. Moreover, TurboKV eliminates the load of downloading the updated
directory information periodically from storage nodes, as this part is managed by the
controller who will update the directory information in the switch data plane through
the control plane. In addition, TurboKV outperforms the server-driven coordination (S-
Coord) and improves the system throughput with minimum of 26% and maximum of
39%. This result is because TurboKV eliminates the overhead of the load balancer and
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skips a potential forwarding step introduced in the server-driven coordination (S-Coord)
when a request is assigned to a random storage node.
Impact of Write Ratio. Figure 3.12(b) and Figure 3.12(c) show the system through-
put under uniform and skewed workload with varying the workload write ratio. As
shown in Figure 3.12(b) and Figure 3.12(c), the throughput decreases as the write ratio
increases for the three approaches, because each write query has to update all the copies
of the key-value pair following the chain replication approach before returning the reply
to the client. TurboKV performs roughly the same as the ideal client-driven coordina-
tion (C-Coord) in the workloads with low write ratio, but TurboKV outperforms the
ideal client-driven coordination (C-Coord) as the write ratio increases. This behavior
is because of the chain replication implemented in the system for availability and fault
tolerance. In TurboKV, the switch inserts all the chain nodes in the packet. When
the packet arrives at a storage node, the node updates its local copy and forwards the
request to the next storage node directly without any further mapping to know its chain
successor. But, in the ideal client-driven coordination (C-Coord), the client sends the
write query to the head of chain’s node. When the query arrives at the storage node,
the node updates its local copy and then accesses its saved directory information to
know its chain successor, then forwards the packet to it. So, when the write ratio in-
creases, this scenario is performed for larger portion of queries which affects the system
throughput. Also, TurboKV outperforms the server-driven coordination (S-Coord) by
minimum of 26% and maximum of 44% in case of uniform workload, and by minimum
of 37% and maximum of 47% in case of the skewed workload. This improvement is
because of the elimination of the forwarding step when the request is assigned to a
random storage node and also the elimination of further mapping steps on each storage
node for knowing the chain successor.
3.8.2 Effect on Key-value Operations Latency
Figures 3.13, 3.14 and 3.15 show the cumulative distribution function (CDF) of all
key-value operations latencies under uniform and Zipf-1.2 workloads for TurboKV, ideal
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Figure 3.13: TurboKV Effect on Read Latency
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Read - Uniform Workload (Get) (msec) Read - Zipf1.2 Workload (Get) (msec)
Mean 50th Percentile 99th Percentile Mean 50th Percentile 99th Percentile
In-Switch Coordination (TurboKV) 72.5 71.2 103.3 72.2 71.8 105.3
Client-driven Coordination (C-Coord) 69.8 68.8 98.6 71.4 70.9 104
Server-driven Coordination (S-Coord) 86.6 87.7 127.8 102.8 99.8 206.8



























Figure 3.14: TurboKV Effect on Write Latency
Write - Uniform Workload (Put) (msec) Write - Zipf1.2 Workload (Put) (msec)
Mean 50th Percentile 99th Percentile Mean 50th Percentile 99th Percentile
In-Switch Coordination (TurboKV) 123.5 121.8 165.8 126.8 125.4 172.4
Client-driven Coordination (C-Coord) 117.5 116.1 153.5 119.7 117.2 167.3
Server-driven Coordination (S-Coord) 138.2 138 189 178.3 170.9 330.6



























Figure 3.15: TurboKV Effect on Scan Latency
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Scan - Uniform Workload (Range) (msec) Scan - Zipf1.2 Workload (Range) (msec)
Mean 50th Percentile 99th Percentile Mean 50th Percentile 99th Percentile
In-Switch Coordination (TurboKV) 84.3 80 160.2 87.3 80.3 204
Client-driven Coordination (C-Coord) 80.8 76.5 139 85.6 80 196
Server-driven Coordination (S-Coord) 109 104 184.5 112 104.5 242.6
Table 3.3: TurboKV Scan Request Latency Analysis
analysis of these three figures is shown in Table 3.1, Table 3.2 and Table 3.3, respec-
tively. Figures 3.13(a), 3.13(b), 3.14(a), and 3.14(b) show that the read and write
latencies in TurboKV are very close to the ideal client-driven coordination (C-Coord)
for uniform and skewed workload, because TurboKV skips potential forwarding step like
the ideal client-driven coordination (C-Coord) by managing the directory information
in the switch itself. Compared to server-driven coordination (S-Coord), TurboKV re-
duces the read latency by 16.3% on the average and 19.2% for the 99th percentile for the
uniform workload, and by 30% on the average and 49% for the 99th percentile for the
skewed workload. TurboKV also reduces the write latency by 11% on the average and
12.3% for the 99th percentile for the uniform workload, and by 29% on the average and
48% for the 99th percentile for the skewed workload. The reduction in skewed workload
is larger than the reduction in uniform workload, because TurboKV does not only skip
the excess forwarding step but also removes the load from the storage nodes from being
the request coordinator, which reduces tail latencies at the storage nodes.
Figures 3.15(a), and 3.15(b) show that TurboKV reduces the scan latency by range
of 13 - 23% for uniform workloads, and by 16 - 22% for skewed workloads when com-
pared with the server-driven coordination (S-Coord). But, when compared with the
ideal client-driven coordination (C-Coord), TurboKV increases the latency of the scan
operation by range of 2 - 15% for uniform and skewed workloads, because of the latency
introduced inside the switch from packet circulation and cloning to divide the requested
range when it spans multiple storage nodes.
3.8.3 Comparison with Pegasus - one Rack
We compared the performance of TurboKV and Pegasus [35] on a rack scale topology,
where one programmable switch connects 4 storage nodes and one client. We compiled
both TurboKV and Pegasus on the simple software switch BMV2 running on Mininet.
We used the BMV2 version of Pegasus from their repository on [50].
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Figure 3.16(a) shows the system throughput under different skewness values with
mixed read/write queries (50%read, 50%write). We compare TurboKV, the server-
driven coordination (S-Coord) as the baseline (BL) and Pegasus. As shown in Fig-
ure 3.16(a), TurboKV performs nearly the same as Pegasus under different workload
distributions. Both of TurboKV and Pegasus outperform the BL with minimum of
62% and maximum of 93%. This result is because TurboKV manages the directory
information for all key-value pairs (total key-span) in the switch data plane and uses
the key-based routing to deliver the requests to the target storage nodes directly with-
out any prior knowledge from the client about these storage nodes. TurboKV also can
handle the directory for all types of key-value stores, when data is range partitioned
or hash partitioned. It also supports the easy scaling out of key-value stores for both
types of partitioning techniques. On the other hand, Pegasus stores only the routing
information for O(nlogn) of the most popular keys and uses this information to route
the requests to the least loaded storage node. Other keys are mapped to a home server
using a fixed algorithm. This home server will be responsible for request coordination
(server-driven coordination). Unfortunately, this method introduces extra forwarding
steps if the home server does not have the data.
Figure 3.16(b) shows the CDF for scan latency for the skewed zipf-1.2 workload
for a rack-scale configuration. Pegasus is not shown as it does not support range scan
operation. Figure 3.16(b) shows that TurboKV also outperforms the BL on the rack
scale configuration and reduces the latency of the scan operation.
3.9 Related Work
Distributed Key-value Stores. Key-value storage is widely used to support lots of
large-scale applications. Some key-value stores, e.g., Redis [9], RAMCloud [10], and
memcached [51], manage data in DRAM for faster data access. Other key-value stores,
e.g., Dynamo [8], Cassendra [29], LevelDB [11] and RocksDB [12] are presistent key-
value stores which save data on presistent storage devices, while other key-value stores,
e.g., AeroSpike [30] use hybrid storage(DRAM and SSD). Distributing data over several
key-value store instances has been widely studied. Some systems use hash functions to
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Figure 3.16: Pegasus and TurboKV Comparison - One Rack
hashing, while Redis [9] and Aerospike [30] use a hash function to distribute data into
several hashing slots. Other key-value stores, e.g., LevelDB [11] and RocksDB [12], use
alternate approach to distribute the data, they use the key range partitioning where
keys are on Sorted String Tables. TurboKV supports hash partitioning of the data
and range partitioning. Applications can decide the way to partition the data and the
corresponding directory information will be stored in switches’ data plane.
To achieve durability and high availability, data partitions are replicated over several
storage nodes. Dynamo, Cassendra, Aerospike, and Redis replicate the data partitions
over several storage nodes and save this information on a mapping table which is repli-
cated also on all storage nodes. TurboKV also replicates the data partitions over several
storage nodes and follows the chain replication model to guarantee strong consistency.
It stores the chain of each partition on the switch data plane. All existing key-value
stores use either client-based coordination [8, 30], server-based coordination [8, 9, 29]
or a single elected node coordination [10] to deliver requests from clients to storage
nodes. TurboKV uses in-switch coordination with the key-based routing protocol to
route requests from clients to storage nodes directly.
Hardware Acceleration.Lots of work used hardware to speed up the performance of
the distributed systems. NetPaxos [20,21] implements Paxos on switches. NetCache [22]
implements a rack-scale on-switch cache, while DistCache [24] scales up the NetCache
design to multiple racks in the data center. NetChain [23] uses the switches to implement
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in-network key-value store, but it is bounded by the limited storage in these switches.
Concordia [36] also uses the programmable switches to scale up the performance of
distributed shared memory systems. SwitchKV [52] uses the OpenFlow switches to save
a forwarding rule for each cached key-value pair to route the request to the right caching
node. Pegasus [35] uses the switches along with the selective replication approach for
load balancing, it maintains a coherent in-network directory for the most popular key-
value pairs, and distributes the load between the storage nodes that have these replicated
items. TurboKV uses the programmable switches to solve the partition management
problem; the switches act as the request coordination nodes that save the partition
management information along with the key-based-routing protocol to route the request
to the target storage nodes. In TurboKV, key-value pairs are saved on storage nodes
which makes it not limited to applications of small data sizes.
Other examples that use hardware to scale up the perfromance include, but not
limited to, JoiNS [53] which uses the OpenFlow switches to prioritize I/O packets to
meet their latency SLO, KVDirect [54] that uses programmable NIC and enable remote
key-value access to the main host memory, iSwitch [25] which uses the switches to
improve the performance of the distributed reinforcement learning, and Ibex [55] which
supports advanced SQL offloading using FPGA.
3.10 Conclusion
In this chapter, we presented TurboKV ; a novel distributed key-value store architec-
ture that leverages the power and flexibility of the new programmable switches. Tur-
boKV uses the in-switch coordination approach that utilizes the switches as partitions
management nodes to store the key-value store partitions locations and replicas infor-
mation along the path from clients to storage nodes. The programmable switches use
key-based routing to route packets from clients to storage nodes. TurboKV decreases the
query response time and improve system throughput. We believe that TurboKV can
be deployed on the programmable switches currently integrated in the data center’s
network to improve the performance of distributed key-value stores.
Chapter 4
TransKV: A Networking Support
for Transaction Processing in
Distributed Key-value Stores [2]
4.1 Introduction
Big data has attracted lots of people’s attention. Nowadays, enormous amount of data
has been generated and analyzed for the benefit of society at a large scale. With this
huge amount of generated data, data is distributed among several storage instances,
accessed frequently, retrieved and processed by many applications to extract useful
information. So, it is important to improve the data access performance when data is
accessed from storage nodes through network.
Nowadays data is being generated by many different sources with un-unified struc-
tures, hence this data is often maintained in key-value storage, Which is widely used
due to its efficiency in handling data in key-value format, and flexibility to scale out
without significant database redesign. According to DB-Engines [56], key-value store
is one of the most popular NoSQL databases which are broadly used as the storage
engine for high-traffic websites and other high-performance content. Examples of pop-
ular key-value stores include Dynamo [8], RocksDB [12], Redis [9], Memcached [51].
These key-value store engines have been extensively used by different clients including
Amazon, Facebook, Nokia and Samsung [57].
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Some of the applications built on these key-value stores employ non-trivial concur-
rent transactions from multiple clients. Consequently, managing all of these concurrent
transactions without adequate concurrency control creates significant problems for the
application. For example, in Amazon’s e-commerce platform, the shopping cart service
processes tens of millions requests that come from over 3 million checkouts in a single
day. Each of these requests represents a transaction, that should guarantee the different
ACID (Atomicity, Consistency, Isolation and Durability) properties in order to reach a
correct database state.
Unfortunately, the distributed architecture of key-value stores makes it difficult to
implement the required ACID properties for supporting transactions. Implementing
the transaction concepts has a negative effect on the main two targets of any key-value
store: scalability and predictable perfromance, as shown in Figure 4.1. This effect is due
to the complexity, locking, starvation introduced by transactions and the interference
with other non-transaction operations. That is why, some key-value stores [29, 30, 58]
omit the transaction concepts. However, other key-value stores [9, 59] support transac-
tion concepts by introducing a transaction coordinator. The transaction coordinator is
responsible for the coordination among the key-value storage nodes. Each storage node
implements a concurrency control mechanism to decide whether to accept or reject a
transaction, then the transaction coordinator aggregates these decisions from the partic-
ipating nodes and decides whether to abort or accept the transaction before processing
it. Unfortunately, this model introduces lots of communications and forwarding steps
in key-value queries processing, which is usually carried out through network switches.
These additional steps increase the response time of the key-value queries.
On the networking side, Software-defined Network (SDN) simplifies network devices
by introducing a logically centralized controller (control plane) to manage simple pro-
grammable switches (data plane). Recently, the Programming Protocol-Independent
Packet Processor (P4) [14] unleashes capabilities that give the freedom to create intel-
ligent network nodes performing various functions. Thus, applications can accelerate
their performance by offloading part of their computational tasks to these programmable
switches to be executed in the network. Nowadays, programmable networks get a bigger
foot in the data center doors. Google cloud started to use the programmable switches
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Figure 4.1: Performance of KV Stores w/o Transactions
with P4Runtime [15] to build and control their smart networks [16]. Some Internet Ser-
vice Providers (ISPs), such as AT&T, have already integrated programmable switches
in their networks [17]. These programmable switches are managed by the network ad-
ministrators to adapt with the current network requirements and application needs.
Now, as we have control over both network and storage, it is time to think about how
to improve data access performance when applications access storage through network.
In this chapter, we propose TransKV: a network support for transaction processing using
the programmable switches to further improve the latency of transactional key-value
queries. We believe that network latency has a significant impact on the performance
of transactions which have to be processed by the storage system in order to ensure
serializability. TransKV utilizes the programmable switches as a concurrency control
manager to execute the transaction processing logic in network. We are developing
a variation of the Timestamp Ordering (TSO) [31] algorithm on the programmable
switches. If a transaction can start processing according to the TSO logic, it is accepted
and forwarded to the storage nodes. Otherwise, the transaction is aborted early by the
programmable switches, and packets are routed back to the client.
TransKV adapts a hierarchical caching scheme [60–65] to distribute the hottest key-
value pairs on the data plane of data center’s switches, where higher level of cache
contains the hottest key-value pairs, and the hotness of data decreases while going
down in the hierarchy. TransKV provides a transactional support by injecting some
information about the requested data in packet headers. The programmable switches
use this information along with the timestamps saved for all cached key-value pairs to
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decide whether to accept the submitted transaction and send it to the storage nodes for
processing, or abort the submitted transaction directly from the network and send the
packet back to the client.
TransKV utilizes the architecture of software-defined network [13,40]. In our archi-
tecture, a logically centralized controller has a global view of the whole system [41]. This
logically centralized controller manages the log of all transactions’ history for failure re-
covery. It acts also as the transaction coordinator for the non-cached key-value pairs.
It also updates the cache of each switch by the hottest key-value pairs periodically. Our
Experimental evaluation based on our initial prototype shows that TransKV improves
the throughput by up to 4X and reduces the latency by 35% on average
The remaining sections of this chapter are organized as follows. Quick introduction
about the timestamp ordering algorithm (TSO) is discussed in Section 4.2. Section 4.3
provides the architecture of TransKV, while the detailed design of TransKV is presented
in Section 4.4. TransKV implementation is discussed in Section 4.5, while Section 4.6
gives an experimental evidence and analysis of TransKV. Section 4.7 provides a short
survey about the related work, and finally, our work is concluded in Section 4.8.
4.2 Background
4.2.1 Timestamp Ordering Concurrency Control
Transaction processing systems require high availability and fast response time for thou-
sands of concurrent users. With the concurrent access of hundreds of users, concurrency
control is needed to ensure the correct execution of users’ transactions, when multiple
transactions submitted by various users interfere with one another in a way that pro-
duces incorrect results. Timestamp Ordering (TSO) [31, 66] is a concurrency control
protocol that guarantees serializability using transaction’s timestamps to order trans-
action execution for an equivalent serial schedule. The idea for this timestamp ordering
scheme is to order the transactions based on their timestamps, transaction start time,
then the transaction processing system will only allow the transactions to be processed
according to that timestamp ordering.
The timestamp ordering algorithm must ensure that, for each item accessed by
conflicting operations in the schedule, the order in which the item is accessed does not
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violate the timestamp order. To do this, the algorithm associates with each database
item X two timestamp (TS) values: read timestamp ( R−TS(X) ) and write timestamp
( W − TS(X) ). The read timestamp of item X is the largest timestamp among all the
timestamps of transactions that have successfully read item X. The write timestamp of
item X is the largest of all the timestamps of transactions that have successfully written
item X. The system checks timestamps for every operation. If a transaction tries to
read/write an object from the future, i.e., with greater read/write timestamp than the
transaction’s timestamp, it aborts and restarts. Timestamp ordering is different from
any locking protocol; it determines serializability order of transactions based on their
timestamps before execution without using any locks, and hence it is a deadlock-free
protocol which make it more suitable for the programmable switches architecture.
4.3 TransKV Architecture Overview
TransKV is a networking support for transactions in distributed key-value stores that
leverages the capability of programmable switches. TransKV utilizes the programmable
switches as a transaction manager to coordinate between the submitted transactions.
Figure 4.2 shows the architecture of TransKV within a data center, which consists of the
programmable switches, controller, storage nodes, and clients. We are going to discuss
the role of each component in this section.
Programmable Switches. Programmable switches are the essential component in
our proposed system. We augment the programmable switches with a cache [22] to
store the popular key-value pairs, and leverage match-action tables and registers in
the programmable switches to design the in-switch transaction coordinator where the
values and the timestamps information of cached key-value pairs will be stored. The
programmable switch uses a variation of the TSO along with the stored information
to decide whether the submitted transaction can start processing and be routed to the
target storage node, or can be aborted directly from the network before reaching the
storage node. Following this approach, the programmable switches act as transaction
coordinator nodes that coordinate between the submitted transactions.
In addition to transaction coordination, each programmable switch has a query
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Figure 4.2: TransKV Architecture Overview
the cache with the popular key-value pairs. TransKV can distinguish between packets.
Packets marked as TransKV packets, are processed by our system. Other packets are
processed and routed using the standard L2/L3 protocols which make TransKV com-
patible with other network functions and protocols.
Controller. The controller is responsible for system reconfigurations including (a) log
management for recovering from system failures, (b) transaction coordinator for non-
cached key-value pairs, and (c) updating each switch’s cache with the recent popular
key-value pairs. The controller keeps track with all changes made by the transactions on
a log. In case of any system failure, this log is done/undone in order to restore the system
to a consistent state. Through the control plane, the controller also updates the match-
action tables in the switches with the new popular key-value pairs. TransKV controller
is an application controller that is different from the network controller in SDN, and
it does not interfere with other network protocols or functions managed by the SDN
controller. Our controller only manages the transaction log and the cached key-value
pairs. Both controllers can be co-located on the same server, or on different servers.
Storage Nodes. They represent the location where the key-value pairs reside in the
system. The key-value pairs are partitioned among these storage nodes. Each storage
node runs a simple shim that is responsible for reforming TransKV query packets to
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API calls for the key-value store. This layer makes it easy to integrate our design with
existing key-value stores without any modifications to the storage layer.
Clients. TransKV provides a client library which can be integrated with the client
applications to send TransKV packets through the network, and access the key-value
store without any modifications to the application. Like other key-value stores such
as LevelDB [11] and RocksDB [12], the library provides an interface for all key-value
pair operations (PUT, GET, DELETE) that is responsible for constructing the Tran-
sKV packets and translates the reply back to the application.
4.4 TransKV Design
The data plane provides on-switch cache and transaction coordination model for the
key-value stores to handle concurrency control earlier in network. In this model, all
timestamps for cached key-value pairs are stored on switches, and are used for trans-
action coordination. Figure 4.3 represents the whole pipeline that the packet traverses
inside the switch before being forwarded to the storage node for processing, or aborted
by the switch and forwarded back to the client. As shown in Figure 4.3, when the
packet arrives at the switch, it is parsed with the parser to extract the headers. If
the packet contains TransKV header, it is processed with our TransKV modules in the
ingress pipeline, and then forwarded to the next hop. In this section, we discuss how
the switch supports these functions.
4.4.1 Network Protocol Design
Packet Format. Figure 4.4 shows the format of TransKV request packet sent from
the clients to the storage nodes. The programmable switches use a reserved port num-
ber in the TCP/UDP header to identify TransKV packets, and lookup the cache for
non-transactional packets, or execute the transaction management process for the trans-
actional packets. Other switches in the network do not need to understand the Tran-
sKV header, and treat all packets as normal IP packets. The TransKV header consists
of three main fields: T-TS, TLength, and a list of OP. The T-TS is a 4-byte field which
stands for the submitted transaction timestamp. A packet with T-TS = 0 represents a
47
Text







































Figure 4.3: Logical View of TransKV Data Plane Pipeline
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Figure 4.4: TransKV Packet Format
non-transactional operation. TLength stores the number of key-value operations on the
submitted transaction. The OP list is a list of (key,op) pairs of length equals to TLength,
each pair represents a 4-bit operation followed by a requested key.
After the packet is processed by the programmable switch, the switch either accepts
the packet and sends it to the storage nodes for processing, or aborts the transaction
and sends the reply back to the client. The reply packet is a standard IP packet, and
the result is added to the packet payload.
Network Routing. TransKV uses existing routing protocols to forward clients’ packets
through the network. For a TransKV packet, based on the information of data location,
the client appropriately sets the Ethernet and IP headers and sends the packet to the
storage server where data resides. The programmable switches, placed on the path from




Match Action Action data
Key=A access_registers_arrays     v_index=0,bitmap=111, ts_index=0
Key=B access_registers_arrays     v_index=1,bitmap=110, ts_index=1
Key=C   access_registers_arrays v_index=1,bitmap=001, ts_index=2
Key=D access_registers_arrays    v_index=2,bitmap=101, ts_index=3
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(v_index,bitmap){
  v = ""
  if(bitmap[0]==1)
   v=+ process_array1(v_index);
  if(bitmap[1]==1)
   v=+ process_array2(v_index);
  if(bitmap[2]==1)
   v=+ process_array3(v_index);
}
(b) Cache Lookup with 3 Value Arrays
Figure 4.5: TransKV Design inside Switch Data Plane
transaction, the switch either accepts the packet and sends it to the storage nodes for
processing or aborts the transaction and sends the reply back to the client. If the packet
represents a non-transactional operation, the switch attaches the value to the packet, in
case of cache hit, and sends the reply back to the client, or sends the packet to the storage
nodes if the requested item is not in cache. Other switches simply forward packets based
on the destination MAC/IP address according to the L2/L3 routing protocol. In this
way, TransKV can coexist with other network protocols.
4.4.2 On-Switch Cache
TransKV adopts on switch cache, where hot key-value pairs are stored on switch match-
action table and switch registers. There are two types of match-action tables inside the
switches: the routing match-action table and the key-value cache. In this section we
will discuss the design of the key-value cache. The key-value cache design is shown
in Figure 4.5(a). Each record in the table consists of three parts: match, action and
action data. The match represents the value that we match the requested key against,
TransKV uses the exact-match to match a requested key against a record in the match-
action table. The action represents the transaction management process that will be
executed when a requested key matched a record in the match-action table. The action
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Figure 4.6: Hierarchical Caching inside Data center’s Switches
data consists of three parts: v index, bitmap and ts index. v index and bitmap
are used as in [22] to support storing of variable length key-value pairs in the switch’s
registers.
We use a set of register arrays to store the values of the key-value pairs. Each
register array consists of fixed-length slots. The value associated to a specific key is
divided between these register arrays, and each part of the value is stored at the same
index (v index) in all value arrays. the bitmap is a bit-vector of length equal to the
number of register arrays used to store values. A 1 in position x in the bitmap indicates
that the value array number x has a part of the value associated to the requested
key, and a 0 in position x in the bitmap indicates that the value array number x
doesn’t contribute to the requested key’s value. Figure 4.5(b) shows an example of
3 registers cache and how we use the v index and bitmap to retrieve the value of
a requested key. ts index represents the index of the timestamps associated to a
key-value pair in the switch registers. The timestamps of a record are stored at the
same index in all registers. There are three registers used to store the timestamps as
shown in Figure 4.5(c): read timestamp register, write timestamp register and submitted
transaction timestamp register. The usage of each of these registers will be discussed
in Section 4.4.3.
TransKV uses a hierarchical caching approach based on the Least Frequently Used
(LFU) eviction policy [67] [68] as shown in Figure 4.6, the total cache size equals to
n×m, where n is the number of switches in the data center network and m is the size of
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(a) Ti is the submitted transaction on X
(b) Ti is submitted after Tj was accepted 
Figure 4.7: Acceptance or abortion of Read Operation
each switch cache. Each key-value pair is cached only once on the whole cache (except
for the core switches that hold the same cached key-value pairs), where the hottest
key-value pairs are cached on top level (level 1) where the client requests are submitted,
hot key-value pairs are cached on the middle level (level 2), and warm key-value pairs
are cached on the bottom level (level 3). The controller decides which key-value pairs
reside in each level based on the number of requests submitted on each key-value pair
in a specific time window.
4.4.3 On-Switch Transaction Management
TransKV acts as a transaction manager for the cached key-value pairs. Figure 4.5(d)
shows the transaction management process. A variation of Timestamp Ordering (TSO)
concurrency control protocol is implemented on the programmable switches. TSO is
chosen because it is a deadlock free approach; there is no locking mechanism used on
the records, and hence there is no checking in the dependency graph for cycles, which
makes it suitable for the programmable switch’s match-action pipeline. For each cached
key-value pair, the read timestamp R − TS, the write timestamp W − TS, and the
timestamp of the current accepted transaction T −TS are stored on the switch registers
as shown in Figure 4.5(c).
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(a) Ti is the submitted transaction on X
(b) Ti is submitted after Tj was accepted 
Time
Time
Figure 4.8: Acceptance or abortion of write Operation
Read Operation within a transaction. If there is a submitted transaction Ti with
timestamp TS(Ti) submitted on one of the cached key-value pairs X, where Ti contains
a read operation, the switch will fetch X’s corresponding timestamps from the registers
R−TS(X), and W −TS(X). Then, the switch compares TS(Ti) with X’s timestamps
and decide whether to accept or abort the operation as shown in Figure 4.7(a). If
the timestamp of the submitted transaction (TS(Ti)) is less than the current write
timestamp of X (W − TS(X)), then the transaction Ti will be aborted because it tries
to read an item that was modified by an older transaction (Ti tries to read a value from
the future). If the timestamp of the submitted transaction (TS(Ti)) is greater than the
current write timestamp of X (W − TS(X)), then the transaction Ti reads the item
successfully and return the value to the client. After reading X, the read timestamp of
X (R− TS(X)) will be updated with max (TS(Ti), R− TS(X)).
If there is a previously accepted transaction Tj on X (T − TS > 0) and the value
of X isn’t updated yet by Tj , the switch will fetch TS(Tj) from the register of sub-
mitted transaction, and decide whether to accept or abort the operation as shown in
Figure 4.7(b). Ti will be accepted only if the W − TS(X) < TS(Ti) < TS(Tj), because
the current value of X is still valid for Ti and not updated yet by Tj .
Write Operation within a transaction. If there is a submitted transaction Ti with
timestamp TS(Ti) submitted on one of the cached key-value pairs X, where Ti contains a
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write operation, the switch will fetch X’s corresponding timestamps. Then, the switch
compares these timestamps and decide whether to accept or abort the operation as
shown in Figure 4.8(a). The transactionTi will only be accepted if the timestamp of
the transaction is greater than R − TS(X) and W − TS(X). If there is a previously
accepted transaction Tj on X (T − TS > 0) and the value of X isn’t updated yet by
Tj , the switch will fetch TS(Tj) from the register of submitted transaction, and decide
whether to accept or abort the operation as shown in Figure 4.8(b). Ti will be accepted
also if the TS(Ti) > TS(Tj), because the current value of X should be updated first by
Tj then by Ti.
After the accepted transaction is processed by the storage node, the storage node
sends the transaction back to the switch with a committed status. The switch uses the
value in the packet of committed transaction to update the value stored on the switch.
So the updated value will be available to other transactions submitted on the same
key-value pair.
Transaction that contains multiple key-value operations (Tlength > 1) will be ac-
cepted if all its key-value operations are accepted, and it will be aborted otherwise. The
transaction could pass by several switches in the path to the target storage nodes before
it is accepted or aborted; as the requested key-value pairs may be cached on different
switches.
4.4.4 Query Statistics
In TransKV, the data plane has a query statistics module to provide query statistics
reports to the controller about the popularity of key-value pairs. Thus, through control
plane, the controller updates the cache on each switch with the most popular key-value
pairs. As shown in Figure 4.9, the switch’s data plane maintains a per-key counter for
each key in the match-action table. Upon each hit for a key, its corresponding counter
is incremented by one. The switch also will notify the controller about each cache
miss, so the controller can estimate the popularity of non-cached items. The controller
receives reports periodically from the data plane including these statistics, and resets
these counters periodically. Based on the received statistics, the controller updates the













Figure 4.9: Logical View of The Controller and Query Statistics
4.4.5 Transaction Log Management
One of the main transaction concepts is consistency, which means that data must be in
a consistent state when the transaction starts, and when it ends. If a failure happens
during the processing of any transaction, all changes made by that failed transaction
must be undone to guarantee data consistency. That is why TransKV controller stores
a log of all submitted transactions’ history, this log is used to redo/undo the changes
made by committed/failed transaction. When a transaction is submitted and reaches the
programmable switch, the switch sends a copy of this transaction to the controller, then
the controller fetches the old data from key-value stores that is related to the submitted
transaction, and finally controller creates a record for that transaction with the after
and before images, and append this record to the recovery log. If a failure happens,
the controller rolls back all the changes made by any uncommitted transaction, rolls
back also any transaction that read a value written by the failed transaction (cascading
rollback), and restore the database to a consistent state.
4.4.6 Transaction Management for non-cached KV Pairs
The programmable switches have a limited on-chip capacity, so all key-value pairs can
not be cached on the switches, and hence switches can only cache the most popular
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key-value pairs, and manage the transactions targeting these cached data. For other
non-cached key-value pairs, the controller will take the transaction coordination role.
The controller will act as the transaction coordinator described in [9,59]. The controller
checks with each storage node, participating in the transaction. Each storage node sends
its decision of whether to accept or reject the transaction, then the controller aggregates
these decisions and sends the final decision back to the client. Because of the 80/20 rule
in data science, we can see that only 20% of data is accessed 80% of the time and vise
versa. By applying this rule on TransKV, nearly 80% of submitted transactions will be
managed by the switches and 20% will take the normal path of transaction coordination
via the controller, so the amortized response time for the transactions will be improved.
4.5 Implementation
We have implemented a prototype of TransKV, including all switch data plane and
control plane features, described in Section 4.4. We have also implemented the client
and server libraries that interface with applications and storage nodes, respectively,
as described in Section 4.3. The switch data plane is written in P4, and due to lack
of real hardware, it is compiled to the simple software switch BMV2 [42] running on
Mininet [47]. The key size of the key-value pair is 16 bytes with total key range spans
from 0 to 2128. The cache lookup table has 64K entries. We used 3 registers for storing
the value, each register has a 64K 16-byte slots with value granularity of 16 byte and
up to 48 bytes. We also used 4 registers, each of them has 64K 4-byte slots: 3 of them
for storing the timestamps of all cached key-value pairs, and the other register is used
to count the access requests of cached key-value-pairs for query statistics module. The
controller is able to update/read the values of these registers through the control plane.
It also can add/remove key-value pairs to/from the caching table. The controller is
written in Python and can update the switch data plane through the switch driver by
using the Thrift API generated by the P4 compiler. The total on-chip used memory is
around 5MB leaving enough space for processing other network operations.
The client and server libraries are written in Python using Scapy [48] for packet
manipulation. The client can translate a YCSB [38] workload with different distribu-
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Figure 4.10: TransKV Experiment Topology
network. We used Plyvel [49] which is a Python interface for levelDB [11] as the storage
agent. The server library translates TransKV packets into Plyvel format and connects
to levelDB to perform the key-value pair operations.
4.6 Performance Evaluation
This section provides the experimental results of TransKV. We show the performance
improvement of TransKV on the key-value operations latency and system throughput.
Experimental Setup. Our experiments consist of eight simple software switches
BMV2 [42] running on Mininet (2 Core switches, 2 aggregation switches and 4 ToR
switches). The switches are connected together as shown in Figure 4.10. Each ToR
switch is connected to 4 storage nodes with total of 16 storage nodes. Each core switch
is connected to 2 clients with total of 4 clients. Each of the clients runs the client li-
brary and generates the key-value transactional and non-transactional operations. Each
storage node runs the server library and uses LevelDB as the storage agent. The data
is range-partitioned over the storage nodes, where each storage node is responsible for
handling part of the total key span.
Comparison. We compared our in-switch transaction management model (TransKV)









































(b) Non Transactional Operations
Figure 4.11: TransKV Throughput vs Skewness - Read Only
In TransKV, the hottest key-value pairs are stored on the switch cache. Any submit-
ted transaction on one of the cached key-value pairs is managed by the switch. Other
non-cached key-value pairs are managed by TransKV controller which acts as the trans-
action coordinator. In Tranx-Coor, The transaction coordinator is responsible for the
coordination among the key-value storage nodes. Each storage node implements the
TSO concurrency control mechanism to decide whether to accept or reject a transac-
tion, then the transaction coordinator aggregates these decisions from the participating
nodes and decides whether to abort or accept the transaction before processing it.
Workloads. We use both uniform and skewed workloads to measure the performance
of TransKV under different workloads. The skewed workloads follow Zipf distribution
with different skewness parameters (0.95, 0.99, 1.2). These workloads are generated
using YCSB [38] basic database with 16 byte key size and 48 byte value size. The
generated data is stored into files, then parsed by the client library to convert them
into TransKV packets. We generate different types of workloads: transactional and non
transactional read-only workload, transactional write-only workload and transactional










































Figure 4.12: TransKV Throughput with Different Write Ratios
4.6.1 Effect on System Throughput
Impact of Read-only Workloads. Figure 4.11(a) shows the system throughput un-
der different skewness parameters with transactional read-only workload. We compare
TransKV vs Tranx-Coor. As shown in Figure 4.11(a), TransKV outperforms Tranx-
Coor by minimum of 1.2X in case of uniform workload and by maximum of 4.4X in case
of skewed workload. This result is because TransKV manages the transactions for the
hot key-value pairs directly in the switch data plane. It decides using the TSO whether
to accept or reject the transaction, and eliminates any excessive communication steps
between the transaction coordinator and the storage nodes for decisions aggregation in
case of Tranx-Coor. Moreover, the key-value pairs are stored on the switch data plane,
they are retrieved directly from the switch without the need to go to the storage node
to fetch the value. Also, when the skewness parameter increases, the throughput of the
system increases; more hits occur on the switch cache ,and small amount of key-value
pair misses are coordinated through TransKV controller.
Figure 4.11(b) shows the system throughput under different skewness parameters
for the non-transactional read-only workload. We compare the performance of Tran-
sKV when it caches the hottest key-value pairs in the switches without performing the
TSO logic vs the performance of accessing the key-value pairs normally from the storage
nodes without any caching on the switch side (No Cache). As shown in Figure 4.11(b),
TransKV also outperforms the No Cache approach by 7% in case of uniform workload
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and maximum of 5X in the skewed workload. This result is because frequent requests
to hot data over cold data lead to load imbalance among storage nodes; some nodes
are heavily congested while others become under-utilized. This results in a performance
degradation of the whole system and a high tail latency. But using caching on the switch
side absorbs the hot key-value queries and increase the throughput of the whole system.
So we can conclude from Figure 4.11(a) and Figure 4.11(b) that TransKV improves the
throughput of the key-value storage for both the transactional and non-transactional
key-value operations.
Impact of Write Ratio. Figure 4.12(a) and Figure 4.12(b) show the system through-
put under uniform and skewed workload with varying the workload write ratio for
transactional Operations. As shown in Figure 4.12(a) and Figure 4.12(b), TransKV out-
performs the transaction coordinator (Tranx-Coor) for both the unifrom and skewed
workload by minimum of15% and maximum of 25% in case of uniform workload and by
minimum of 1.5X and maximum of 3X in case of skewed workload. This is because the
management of the concurrency control logic in switch data plane and the elimination
of excessive communication steps between the transaction coordinator and the storage
nodes. We can see also from the same figures that as the workload write ratio increases,
the throughput decreases. This result is because write requests can’t be completed with-
out writing the value in the storage node, so that other requests to the same Key-value
pair can see the latest update. So when the write ratio increases, higher percentage
of the requests will travel longer path to reach the storage node and persist the value
which reduces the throughput of the system.
4.6.2 Effect on Key-value Transactions Latency
Figures 4.13(a), 4.13(b) and 4.13(c) show the Cumulative Distribution Function (CDF)
of read transactions latency on key-value pairs under uniform, Zipf-0.99 and Zipf-1.2
workloads, respectively, for TransKV and Tranx-Coor. The analysis of these three
figures is shown in Table 4.1. Figure 4.13(a) shows that TransKVperforms the same
as the Tranx-Coor with very small latency improvement equals to 8% on average for
the uniform workload; as the effect of caching significantly degrades when the data






































Figure 4.13: TransKV Effect on Read Latency
switch and other transactions will be managed by TransKVcontroller, which is the
normal transaction coordinator path as well in Tranx-Coor. When the skewness of
data increases, the caching effect goes in action with more hits in the switch cache.
This effect makes TransKV outperforms Tranx-Coor with 15% and 32% on average
in the case of zipf-0.99 workload and zipf-1.2 workload as shown in Figures 4.13(b)
and 4.13(c), respectively; as TransKV manages larger number of transactions using
TSO logic in the switch data plane and decides directly whether to accept or abort
them. This approach makes TransKV avoids the excessive communications introduced
by Tranx-Coor. Moreover, for read transactions, the transaction can retrieve the value
directly from the switch cache without the need to go to the storage node to retrieve it.
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Uniform Zipf-0.99 Zipf-1.2
Mean 50 Percentile 99 Percentile Mean 50 Percentile 99 Percentile Mean 50 Percentile 99 Percentile
TransKV 0.07061354 0.072377563 0.104059825 0.063888747 0.067531943 0.099380732 0.053317506 0.048128009 0.095414464
Tranx-Coor 0.076945137 0.075366497 0.104418943 0.075576334 0.074002504 0.104888678 0.078707565 0.076314449 0.111776471

























Figure 4.14: TransKV Effect on Write Latency
Figures 4.14(a) and 4.14(b) show the CDF of write transactions latency on key-
value pairs under uniform and Zipf-1.2 workloads for TransKV and Tranx-Coor. The
analysis of these two figures is shown in Table 4.2. Similar to our observation from the
read latency results, TransKV has no improvement in case of uniform workload, but
TransKV outperforms Tranx-Coor when the data skewness increases as shown in Fig-
ure 4.14(b); this is because hit ratio in switch data plane increases, and TransKV man-
ages the transactions of the cached key-value pairs directly in the switch. TransKV re-
duces the latency by 24% on average and by 34% for the 50th percentile. The latency
improvement in write transactions is less than the read transactions, because the write
transactions need to reach the storage node to update the value and make it accessible
for other transactions.
Uniform Zipf-1.2
Mean 50 Percentile 99 Percentile Mean 50 Percentile 99 Percentile
TransKV 0.081189324 0.080517054 0.120302806 0.0614705 0.051731467 0.11642298
Tranx-Coor 0.080760114 0.076931477 0.116496089 0.080588034 0.078615069 0.114953876
Table 4.2: Write Transactions Latency Analysis Under Different Workloads
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4.7 Related Work
Transactions on Distributed Key-value Stores and NoSQL systems. Key-value
storage is widely used to support lots of large-scale applications. Some key-value stores
manage data in DRAM for faster data access [9, 10, 51]. Other key-value stores are
presistent key-value stores which save data on presistent storage devices [8, 11, 12, 29],
while other key-value stores use hybrid storage(DRAM and SSD) [30].
Most key-value stores and NoSQL Systems like BigTable [58], Dynamo [8], PNUTS [69],
MongoDB [70], CouchDB [71], and Cassandra [29] omit the transactions because of the
negative effect on these systems’ performance, but other key-value stores like Amzon
DynamoDB [59] and Redis [9] use the concept of transaction coordinator to coordiante
between transactions with seperate concurrency control mechanism implemented on the
storage nodes to solve this problem. FoundationDB [72] provides strict serializable ACID
transactions on a scalable key-value store by a lock-free concurrency control combin-
ing Multi Versions Concurrency Control (MVCC) and Optimistic Concurrency Control
(OCC). It uses a timestamp for guarteeing the serial order of transactions. This times-
tamp is generated by a Sequencer. FoundationDB also uses resolvers to resolve conflicts
based on the OCC. Omid [73,74] layered transactional APIs atop key value stores with
snapshot isolation. Cherry Garcia [75,76] enables multi-item transactions with snapshot
isolation across multiple heterogeneous data stores, it uses a client-coordinated transac-
tion commitment protocol that does not rely on a central coordinating infrastructure.
Wrap [77], a transactional system over key-value store, uses a protocol called acyclic
transactions for providing serializable transactions on top of a sharded data store. It
allows multiple transactions to prepare and commit simultaneously. TransKV supports
transactions in distributed key-value stores using the programmable switches without
any extra communications or forwarding steps introduced by the transaction coordi-
nator, conflict resolver or other intermediate servers between the client and storage
servers.
Hardware Acceleration. Emerging hardware technologies are used to speed up
the performance of the distributed systems. Some distributed systems use the pro-
grammable switches to improve their performance [78] like: [22, 24, 35] that use the
programmable switches to balance the load among storage nodes, NetChain [23] that
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uses the switches to implement in-network key-value store, iSwitch [25] which uses
the switches to improve the performance of the distributed reinforcement learning,
JoiNS [53] which uses the OpenFlow switches to prioritize I/O packets to meet their
latency SLO, Concordia [36], a distributed shared memory that use the programmable
switches for in-network cache coherence and finally Gotthard [79] that uses the opti-
mistic concurrency control along with the programmable switches to cache some trans-
action results, and based on that cached history, it aborts some transactions that are
likely to be aborted by the storage server. Gotthard operates only on a single stor-
age server and single switch. TransKV uses the TSO for transaction processing on the
switches. It caches the hot key-value pairs on switch’s data plane to execute the TSO
logic and accept or reject transactions directly from network. Moreover, TransKV is
scalable to the data center network with multiple switches and distributed Key-value
nodes.
4.8 Conclusion
In this paper, we presented TransKV: a networking support for transaction process-
ing in distributed key-value stores, that leverages the power and flexibility of the new
programmable switches to act as a transaction manager. TransKV switches coordi-
nate between the submitted transactions on the key-value pairs that are cached on the
switch data plane, while TransKV controller manages the log for restoring the system to
a consistent state after transactions failure. TransKV also takes the benefit of the data
center’s network structure to design a hierarchical caching mechanism on the switches.
We believe that TransKV can be deployed on the programmable switches currently inte-




Strategy for Kinetic Drives [3]
5.1 Introduction
The demand of achieving high performance in processing enormous amounts of digital
unstructured data opens the door for the NoSQL databases, that provide flexibility and
high performance over the traditional relational databases. NoSQL databases elimi-
nate some performance bottlenecks introduced by the traditional relational databases.
Moreover, the nature of nowadays data makes the default relational databases (RDBs)
to not be a suitable option to process and store this data [80] [81]. Therefore, NoSQL
databases become a competitive alternate to be considered. Key-value (KV) object
storage, one of the NoSQL databases categories, is becoming extremely important; it
treats the data as a single opaque collection which may have different fields for each
record. In key-value storage, the record is represented by two attributes: the key which
is used as an unique identifier to store, read, modify or delete the record and the value
which is the data itself. The value is a variable-length object and can be used to store
any type of data, such as files, database records, medical images, graphs, or multimedia.
However, the length of keys to be stored is limited to a certain number of bytes, there is
a less limitation on the values [82] [83]. This offers considerable flexibility because the
application has full control to decide what gets stored in the value.
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(a) Traditional Stack. (b) Kinetic Stack.
Figure 5.1: Traditional Storage Stack and Kinetic Drive Storage Stack [5]
Key-value object storage also follows modern concepts like object-oriented program-
ming. It is a kind of software driven, as it communicates data in terms of objects rather
than files or blocks. Moreover, key-value storage offers massive scalability. It can scale
out easily on demand using commodity hardware without significant redesign of the
database. To achieve this high scalability, key-value object storage omits some impor-
tant features like consistency and also some analytical features like aggregate and join
queries [80]. Also for structured data, optional values are not represented by placehold-
ers as in most RDBs, which makes key-value stores often use far less memory to store the
same database, which can lead to large performance gain in certain workloads. Many
key-value storage systems are developed to support many large applications and web-
sites like Amazon’s Dynamo [8], Redis [9], RAMCloud [10], LevelDB [11], RocksDB [12]
and project Voldemort [84].
On the storage Industry side, the Object Storage Devices (OSD) and active disks
were introduced that can manipulate data in-terms of objects instead of file blocks. The
Kinetic drive is an example of OSD and active disks introduced by SeaGate. The Kinetic
drive has its own CPU and RAM with built-in LevelDB [11]. It can perform the basic
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key-value pairs operations efficiently without the need to go through different hardware
and software layers introduced by the storage server, shown in Figure 5.1(a). Kinetic
drives have an Ethernet connection, shown in Figure 5.1(b). Using this connection,
applications can request any data they need by only connecting to the suitable Kinetic
drive. Then, data will be transferred over Ethernet to be processed by the applications.
So we can say that the Kinetic drive is an independent active device connected to the
Internet which can be used as a small key-value store.
In the BigData field and with using hundreds of drives, an allocation schema to
place data onto each drive was needed. There is some research done on the Kinetic
drive device [34] [33]. The research efforts in [33] proposed a design for the index table
based on the metadata server. This metadata server stores some information about
the data stored in each Kinetic drive. This index consists of the key range of data
stored and the IP address of the drive that holds this key range. However, the proposed
approaches in these research efforts never take into consideration the limited bandwidth
of the Kinetic drive and the data access frequencies. In this part of our work, we
propose a key-value pairs allocation schema. Our scheme takes the limited bandwidth
and capacity of the drive as factors in data allocation to satisfy user search requests
based on data popularity. To the best of our knowledge, we are the first to explore
the data allocation problem with respect to drive bandwidth and data popularity for
Kinetic drives.
The remaining sections of this chapter are organized as follows. Section 5.2 presents
the motivation of the work with kinetic drives. The problem statement including system
constraints and assumptions will be presented in Section 5.3. In Section 5.4, a heuristic
approach for key ranges placement will be illustrated. In Section 5.5, some experimental
results are presented. Section 5.6 presents the related work for data allocation in several
environments. Finally, the chapter will be concluded in Section 5.7.
5.2 Motivation and Challenges
The traditional key-value storage implementation is on storage server which manages
block storage disk drives. These key-value storages have their own limitations since they
consist of multiple layers of software and hardware stacked together in order to enable a
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(a) Server-based KV Store System
(b) Kinetic-based KV Store System
Figure 5.2: Comparison between Server-based and Kinetic-based KV Stores
data path between two poorly compatible systems: an object-oriented application layer
and a hardware layer (HDDs, SSDs and tape). The transit path from application to
storage requires multiple layers of manipulation like databases, POSIX interfaces, file
systems, RAID controllers, SAS expanders and SATA host bus adapters [5].
In the traditional server based key-value storage, all requests are sent to the storage
server. Then, the storage server handles each request and sends the result back to users
as shown in Figure 5.2(a). The previous scenario makes the server-based storage has
a performance bottleneck issue. This issue appears when many users share access to
a business application, as all requests are sent to the storage server and may build up
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in the queue. The response time for each I/O starts to increase, short delays turn into
terrible waiting times, which decrease the server throughput and lead to a performance
bottleneck [32]. On the side of Kinetic-based key-value storage, shown in Figure 5.2(b),
each Kinetic drive works independently as a small storage server. Requests are sent
to the metadata server to get the IP address of the drive containing the data. Then,
users connect to the drive directly to get the data using the drive’s IP address. By
following the previous scenario, each Kinetic drive serves only the requests of the data
it has. Moreover, in [33], two experiments were conducted to compare the Kinetic-based
storage with the server-based storage. The first experiment was conducted to test the
write throughput. In this experiment, the Kinetic drive achieves high write throughput
in large value size case. The second experiment was to test the data transfer between
two Kinetic drives and between two disk drives. The data transfer between two Kinetic
drives was faster than the traditional disk drives. It reaches 22.45 MB/s compared to
14.6 MB/s in the case of traditional disk drives.
In the current big data world with enormous amounts of generated data, exploiting
parallelism will increase the performance of the storage systems. By taking the advan-
tage of the Kinetic drive as being an independent active device, that can carry out all
key-value pair operations on its own, we can exploit parallelism using multiple Kinetic
drives instead of using a storage server controlling several HDDs/SDDs. Hence, the
server bottleneck is avoided. As a result, the whole storage system performance will
be improved. So our goal is to build a Kinetic drive based key-value store. But each
Kinetic drive has limited bandwidth and limited capacity. It can only hold data up to
its capacity and support data access rate up to its bandwidth. That is why, a careful
placement algorithm is needed to resolve the disk bandwidth and capacity issue to avoid
queuing at each drive, and hence avoid the performance bottleneck issue on the drive
level. On the other hand, the size of the index table, located on the meta-data server,
shouldn’t be big to speed up the lookup operation for the drives’ IP addresses. Having
a small index table can also decrease the overhead on the meta-data server to avoid
creating another bottleneck point. In this work, we developed a heuristic algorithm to
resolve the previous issues. In addition, the algorithm also takes into account decreasing
the cost of building the Kinetic-based key-value storage. It minimizes the number of
Kinetic drives used to build the key-value storage. By achieving the previous goals,
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we will be able to build a low cost Kinetic-based key-value storage, that decreases the
response time in satisfying user requests, and increases the overall performance.
5.3 Problem Statement and Assumptions
5.3.1 Problem Statement
Given a set of N identical Kinetic drives, each of size S and bandwidth B, and given
a big key range where data is represented with (key, value) pairs, each of size s, in
that key range. The distribution of data across that key range is unknown. So the big
key range is divided into a set of small key ranges of size M in order to have the data
uniformly distributed across each of them. These small key ranges R1, R2, ..., RM also
are of different lengths and sizes. Given that users’ search requests are not uniformly
distributed across all the data, but data in some key ranges are searched by users in
high frequencies (hot key ranges) while other data may not be searched frequently like
others (cold key ranges), due to the variation in data popularity factor. Hence, the
amount of user requests across the drives is unbalanced. Given that the probabilities
of accessing data in the small key ranges are p1, p2, ..., pM , respectively, the total
bandwidth needed to satisfy all of concurrent access requests for all data in each small
key range is H, we want to allocate the (key, value) pairs across the drives using the
minimum number of drives to reduce the cost of building the Kinetic drive based KV
store. Also we want to reduce the total number of key ranges saved on the index table
on the meta-data server to speed up the lookup operation for the drives’ IP addresses by
combining adjacent key ranges that can fit on one drive into one key range to represent
only one record in the index table. For example, if we have three key ranges Ri, Rj , Rk,
where 1 ≤ i, j, k ≤ M and Ri, Rj , Rk are consecutive key ranges with ni, nj , nk (key,
value) pairs, and access probabilities pi, pj , pk, respectively. These three key ranges can
be combined into one key range Y = [startKey(Ri), endKey(Rk)] with ny key-value
pairs, where ny = ni + nj + nk, and py access probability, where py = (pi + pj + pk), as
long as ny × s ≤ S and py ×H ≤ B.
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5.3.2 System Assumptions and Constraints
System Assumptions. We build our problem based on the assumption that the keys
across each of the small key ranges are uniformly distributed but the distribution of the
data across the whole key range is unknown. Also the access distribution of the data
(key-value pairs popularity), bandwidth B and size S of the drive are known in advance.
We also assume that the total size of the data is less than or equal to N × S and the
total bandwidth required to access all the data is less than or equal to N ×B, i.e. We
have a large number of drives that can hold all of our key-value pairs.
Constraints. Total size of the (key, value) pairs in each drive is bounded by the size
S of the drive and access distribution of the data stored in each drive is bounded by
the bandwidth B of the drive in order that the drive can handle the user requests
directed to it without delay. For example, if we have three key ranges Ri, Rj , Rk, where
1 ≤ i, j, k ≤ M , with ni, nj , nk (key, value) pairs and access probabilities pi, pj , pk,
respectively. The key-value pairs in the three key ranges can be stored on one Kinetic
drive with three records in the index table associated with the same drive IP if and only
if, conditions (5.1) and (5.2) are true. Also, each Kinetic drive should hold no more
than L key ranges, where L is experimentally determined in order not to increase the
overhead on the drive of managing multiple key ranges.
s ∗ (ni + nj + nk) ≤ S (5.1)
H ∗ (pi + pj + pk) ≤ B (5.2)
5.4 Heuristic Algorithm to Place Key Ranges in Minimum
Number of Drives
Referring to the multi-capacity bin packing problem, we will manipulate each drive as a
bin with 3 capacities: size of the drive S, bandwidth of the drive B and number of key
ranges that the drive can hold L. Each key range is assigned to a drive if it fits through
these 3 capacities. Based on that, we can apply three solutions of the bin packing
problem, namely, Next Fit, First Fit, Best Fit. In case of using the Next Fit solution,
we will not gain the best results as this algorithm takes the next key range from the
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list of key ranges and attempts to place it in the current available Kinetic drive. If this
key range doesn’t fit within the drive, then a new empty drive is taken from the list of
the available empty Kinetic drives to allocate the item to it. So this algorithm doesn’t
take into consideration that there might be a place for the key range within the list of
the non empty drives created before. In case of the First Fit solution, we remove the
restriction of the Next Fit by trying to allocate the next key range in the list into any of
the currently non-empty drives. This solution chooses the first drive it meets to allocate
the key range to it. A new drive will be only picked from the list of the empty drives if
the key range couldn’t be allocated to any of the non empty ones. In case of the Best
Fit solution, it behaves similar to the First Fit solution, however, it is different in the
criteria of how to choose the best candidate drive to place the key range into it. This
solution doesn’t place the item in the first drive it meets, that could fit the item, but it
considers all the drives and chooses the one which will have the least empty space after
placing the item on it. If we directly apply the Best Fit solution, then we could have
unbalanced capacities left in the drive. This may result in consuming one capacity and
leaving the others nearly untouched. So we proposed a heuristic algorithm to allocate
the key ranges into minimum number of Kinetic drives with taking into consideration
the balance among the used size, bandwidth and number of key ranges that the drive
can support and also with minimizing the number of records in the index table saved
on the meta-data server. Our algorithm consists of three steps carried out sequentially:
Preprocessing of Key Ranges, Sorting of Key Ranges and Key Ranges Allocation. We
will discuss each step in details throughout this section.
5.4.1 Preprocessing of Key Ranges
In order to decrease the number of key ranges in the index table for each drive, we
will perform a kind of preprocessing to combine some consecutive key ranges into one
key range with probability of access equal to the sum of the combined key ranges
probabilities and number of key-value pairs equal to the sum of combined key ranges
key-value pairs. The preprocessing step is carried out on two phases: combining based
on access profile and combining based on drive specification as shown in Algorithm 2.
In the phase of combining based on access profile, starting from line 4, the following
steps are carried out:
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 Sorting the key ranges in ascending order according to their starting point.
 Iterating over all key ranges, starting from the first one, and packing multiple key
ranges into one key range if they have close access profile and can fit into one
drive.
 If the drive threshold (bandwidth or size) is met, we start another packing step
over the remaining ranges till we process all key ranges.
If we have 3 consecutive key ranges Ri, Rj , Rk, where 1 ≤ i, j, k ≤ M , with ni, nj ,
nk (key, value) pairs and access probabilities pi, pj , pk, respectively, the 3 key ranges
can be combined if (5.1), (5.2), and (5.3) are true.
pi ≈ pj ≈ pk (5.3)
In the phase of combining based on the drive specification, starting from line 17, we
begin another combining step, based on the drive threshold values only (bandwidth and
size), by iterating over all key ranges, starting from the first one, and packing multiple
key ranges into one key range if they can fit into one drive, i.e., (5.1) and (5.2) are true.
5.4.2 Effect of Sorting of Key Ranges according to a Weighted Func-
tion
There could be different variations of the best fit algorithm based on the different
ordering of the key ranges. However, the ordering should be based on the bandwidth
requirement and the storage requirement of the key ranges. We sort the data in a
descending order according to the weighted function W which is defined in [85] as
a combination of the storage requirement for an item X as sx and the bandwidth






















where Nminaccess is the minimum number of drives needed to satisfy the total bandwidth
requirements for all M key ranges and Nminstorage is the minimum number of drives needed
to store the ni key-value pairs, each of size s, for the M key ranges, where 1 ≤ i ≤ M .
β is a positive integer used to balance the storage load with the concurrent access load
so when treating both loads equally, β should be set to be 1. The cost function W is
adaptive to the key ranges load as it favors the bandwidth requirement if the key ranges
bandwidth requirement is the critical factor, i.e. Nminaccess > N
min
storage, and favors the
storage requirements if the key ranges storage is the critical factor, i.e. Nminstorage > N
min
access
Algorithm 2 Key Ranges Pre-processing
1: Input: key ranges: List of key ranges.
2: Result: key ranges: Combined Key ranges .
3: Begin:
4: Sort the list of key ranges in ascending order according to starting key.
5: for All key ranges in the list do
6: if si + si+1 ≤ S and bi + bi+1 ≤ B then
7: if (bi − bi+1) ≤ δ then
8: combine the key ranges i and i+ 1
9: continue to the whole list starting from the combined key range.
10: else
11: continue to the whole list starting from key range i+ 1
12: end if
13: else
14: continue to the whole list starting from key range i+ 1
15: end if
16: end for
17: for All key ranges in the list do
18: if si + si+1 ≤ S and bi + bi+1 ≤ B then
19: combine the key ranges i and i+ 1
20: continue to the whole list starting from the combined key range.
21: else




5.4.3 Allocation Using Variation of Best Fit Algorithm
To avoid the limitations of the three solutions mentioned above at the beginning of this
section, we propose a best fit-like algorithm, shown in Algorithm 3, which selects the
best candidate drive to allocate the key range based on the following criteria.
Choosing the best candidate criteria. If we have N non empty drives each of them
has bi% used bandwidth of the total bandwidth B and si% used space from the total
space S and Li allocated key ranges, where 1 ≤ i ≤ N , we want to choose one of them
as a candidate to allocate the key range X which has bx% bandwidth and sx% size
requirements, the best candidate is the drive that minimizes the following equation:
|(bi + bx)− (si + sx)| (5.6)
Algorithm 3 Key Ranges Allocation
1: Input: key ranges : List of key ranges.
2: Result: List of drives with allocated key ranges .
3: Begin:
4: for all key ranges in the list do
5: if a candidate non-empty drive is found then
6: Add the key range to the index table associated with drive IP
7: Update the total bandwidth and size used for the drive
8: Continue to the following key range.
9: else
10: if lower bound on number of drives reached then
11: if length(Key range) ≤ minimum length then
12: Add new empty drive to the system.
13: Allocate the key range to the drive.
14: Continue to the following key range.
15: else
16: Divide the key range according to the maximum empty slot in used drives
17: end if
18: else
19: Allocate the key range to one empty drive.
20: Update the new drive’s total used size and total used bandwidth.





Figure 5.3: Example of the best candidate choice
Where bi + bx < 100, si + sx < 100 and Li + 1 ≤ L, i.e the key range can fit into
the drive. Equation 5.6 ensures the balance between the drive used size and used
bandwidth. Figure 5.3 shows an example of two Kinetic drives, each of them can be a
candidate to place the key-range X into it. But according to the best candidate criteria
we discussed in Equation 5.6, the Kinetic drive KD1 is the best candidate for X. If the
used bandwidth percentage or the used size percentage of the drive will be ≤ 70% after
adding the key range X, while the number of key ranges on the drive will be equal to
the maximum number of key ranges/drive L, then this drive will be removed from the
best candidate list because the drive will not be able to hold more key ranges despite
of having unused bandwidth and unused size that could make it the best candidate for
other key ranges. If there is no non-empty drive found as a candidate to allocate the
current key range, then one of the following cases will be applied:
 If the lower bound on number of drives that needed to allocate all key ranges
were consumed without allocating all the key ranges, then the current key range
is divided into two parts: The first part equals to the maximum empty slot on
the non-empty drives, and the second part is the rest of the key range. The first
part is allocated on the drive with the maximum empty slot and the second part
is added to the key ranges list to continue the allocation through the algorithm.
If the minimum length of the key range is reached then we add new drive to the
system to allocate the key range into it.
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 Otherwise, a new empty drive is added to the system to hold the key range.
When the key range needs to be divided into two parts for allocation, then we have
two cases. The first case is when the access requirement is uniformly distributed across
the key range and the key-value pairs are uniformly distributed across the key range. In
this case, the key range is divided into two parts according to the empty slot available.
The second case is when the distribution of the access requirement is unknown. In this
case, the key range is fully replicated with dividing the access requirement between the
two replicas according to the empty slot found on the non empty drive.
5.5 Performance Evaluation
5.5.1 Experiment Setup
In this section, we experimentally evaluate the performance of our key-value pairs allo-
cation approach ”Merge-Divide”. We compare our proposed approach with other two
variants of allocation approaches and the base-line numbers determined theoretically.
In our Comparison, we used different workloads and different distributions for the ac-
cess request and key-value distribution. The first variant called ”NoMerge-NoDivide”
is allocating the key ranges onto the drives without combining phase at the beginning
and also without dividing the key ranges if the optimal number of drives is reached.
The key ranges are allocated on the drives according to the best fit bin packing al-
gorithm using our best candidate criteria defined in 5.4.3. The second variant called
”Merge-NoDivide” is to combine the consecutive key ranges at the beginning but with-
out dividing again when the minimum number of drives is consumed. To the best of our
knowledge, our allocation approach is the first allocation approach specifically designed
for kinetic drives that takes into consideration the limited access request and the limited
size of the drive. The closest competitor to us is the data management approaches for
kinetic drives defined in [33], they design 4 approaches to maintain the index table but
without taking into consideration the limited bandwidth of the kinetic drive and the
data access frequencies. They also didn’t take into consideration how to minimize the
index table to decrease the look up time on the meta-data server.
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Workloads. We generate a large number of key-value pairs, these key-value pairs
are divided into a set of key ranges, each key-range has a size and access request re-
quirements, the access request requirements are generated using the zipf distribution
generator of Yahoo! Cloud Serving Benchmark (YCSB) [86]. For the key-value pair
generation, we generate key-value pairs in different key distributions (zipf and uniform)
using the YCSB generator. Table 5.1 shows the different workloads and the distribution
of key-value pairs and access requests.
Workload No. Key-Value pairs No. Concurrent Access Requests Key-Value Distribution Access Distribution
Workload1 1 Trillion 1 Million Zipf Distribution Zipf Distribution
Workload2 1 Trillion 1 Million Uniform Distribution Zipf Distribution
Workload3 6 Billions 1 Million Zipf Distribution Zipf Distribution
Workload4 6 Billions 1 Million Uniform Distribution Zipf Distribution
Table 5.1: Key-Value pair size and its associated maximum key-value
pairs/drive and maximum access requests/drive
Parameters. The current available model of the kinetic drive ST4000NK0001 [4] has a
storage capacity of 4 TB and can support a transfer rate up to 60 MB/s. The maximum
Key-value pair size supported by the drive is 1 MB. We use this previous configuration
in our simulation steps and we varied the key-value pair size in our simulation that
the drive can support to test our algorithm under different key-value pair sizes. The
key-value pair size with its associated maximum key-value pairs/drive, and maximum
requests/second that the drive can sustain are shown in Table 5.2. We assume that we
have enough number of drives that can hold all the key-value pairs. We also assume that
the maximum number for key ranges/drive is 5 key ranges, and the minimum access
request/key range that we can’t divide the key range again when reaching it is 4. Also
we set the minimum number of key-value pairs/key range to be 500000 key-value pair.
These parameter values are chosen in order to achieve good reduction ration in the
index table size with minimizing also the total number of drives.
Key-value size 1KB 128KB 256KB 512KB 1024KB
maximum kv/drive 4294967296 33554432 16777216 8388608 4194304
maximum access/drive 61440 480 240 120 60
Table 5.2: Key-Value pair size and its associated maximum key-value














































































































































Figure 5.4: Effect on Number of Drives Using Different Distribution for
Key-Value Pairs and Access Requests
Metrics. In all experiments, we use the total number of drives used to allocate the
key ranges and the size of the index table on the meta-data server as our performance
metrics.
5.5.2 Effect on Number of Drives Used
In this section, we compare the performance of our approach ”Merge-Divide” with the
other two variants; ”NoMerge-NoDivide” and ”Merge-NoDivide”, on the total number
of drives used and the base-line lower bound of number of drives determined theoreti-
cally from max{Nminaccess, Nminstorage}, where Nminaccess and Nminstorage can be determined from
Equation 5.5 using the same workloads defined in Table 5.1 and the same configuration
parameters shown in Table 5.2.
78
Using Zipf key and Zipf access distributions. In this case, we use Zipf distribution
for the key-value distribution to test our approach with skewed data, as some key ranges
may be dense that has large number of key-value pairs, and other may be scarce that
has small number of key-value pairs. We also used the Zipf distribution for the access
request which is typically used when modeling data popularity, because data usually
differs in its access popularity, some data is hot and the rest of the data is cold.
Figure 5.4(a) shows the results of the number of drives used in the 4 cases using
workload1 where the total size of the data is the critical factor and the lower bound is
determined by the minimum number of drives to satisfy the size requirement. It shows
that our approach ”Merge-Divide” outperforms the ”Merge-NoDivide” with average of
38459 fewer drives in large key-value pair size (512KB, 1024KB) and with average of
7071 fewer drives in small key-value pair sizes (1KB, 128KB, 256KB). This result is
because we divide some of the small key ranges to fill empty gaps in the non empty
drives instead of using new drives to allocate them. we usually fill the biggest gaps
first in order to minimize the number of divisions and hence minimize the index table.
We found also that our approach outperforms the ”NoMerge-NoDivide” in all cases of
key-value pair sizes with average of 59349 drives, this is because the drives reach their
capacity of the number of key ranges/drive before filling all other capacities, because of
the large number of key ranges that we have without having the merging phase. Figure
5.4(a) also shows that our approach is the closest one to the base-line lower bound with
25588.8 drives above the lower bound on average compared to 45000+ drives in the
other 2 approaches.
Figure 5.4(b) shows the results of the number of drives used in the 4 cases using
workload3 where the total concurrent access requests of the data is the critical factor
and the lower bound is determined by the minimum number of drives to satisfy the
access request requirement. It shows that our approach ”Merge-Divide” outperforms
the ”Merge-NoDivide” with average of 15352 fewer drives. We found also that our
approach outperforms the ”NoMerge-NoDivide” with average of 58436 drives and our
approach is the closest one to the base-line lower bound on average. This is because we
adjust the sorting phase of our algorithm according to the critical factor to allocate the



































































































































































Figure 5.5: Effect on The Size of Index Table Using Different Distribution
for Key-Value Pairs and Access Requests
Using uniform key and Zipf access distributions. In this case, we use uniform
distribution for the key-value pairs to test our approach under different key-value pairs
distribution, while keeping the access request generated by Zipf distribution as a typical
case in most storage access patterns. We tested our 4 cases using workload2 where the
size requirement is the critical factor and workload4 where the concurrent access request
requirement is the critical factor.
Figure 5.4(c) and Figure 5.4(d) show the results of the number of drives used in the 4
cases using workload2 and workload4 respectively, where the lower bound is determined
by the minimum number of drives to satisfy the critical factor requirement. It shows
that our approach ”Merge-Divide” outperforms the other two variants and is the closest
one to the base-line lower bound. We have also tested our approach for other workloads
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where the access request is uniform on all key ranges which is not the typical case in
storage access patterns and it shows that it performs well in other distributions and it
is the closest one to the lower bound.
5.5.3 Effect on The Size of Index Table
In this section, we compare the performance of our approach ”Merge-Divide” with the
other two variants; ”NoMerge-NoDivide” and ”Merge-NoDivide”, on the total size of
the index table resulted after allocation and the starting size of the index table before
the allocation to determine the reduction in the size of the index table using the same
workloads defined in Table 5.1 and the same configurations shown in Table 5.2.
Figure 5.5(a) and Figure 5.5(b) show that reduction in the index table size in case
of ”Merge-NoDivide” approach is higher than the reduction in case of ”Merge-Divide”
on average, where their reduction ratios for workload1 are 66.4% and 53.3%, and their
reduction ratios in workload3 are 70.9% and 57.7%, respectively. This results because we
don’t divide the key ranges again in ”Merge-NoDivide” so we get the highest reduction
result. The two figures also show that the reduction in the index table in case of small
key-value pair size is higher than the reduction in case of large key-value pairs size.
This result is because in small key-value pair sizes the number of key-value pairs and
the number of concurrent access requests that the drive can support are larger than these
numbers in case of large key-value pair sizes. This allows merging large number of key
ranges into one key range and hence reduces the size of the index table records. On the
other hand, the ”NoMerge-NoDivide” approach doesn’t have any reduction performance
in the index table size because it doesn’t have merging phase at the beginning.
Figure 5.5(c) and Figure 5.5(d) show that reduction in the index table size in case
of ”Merge-NoDivide” approach is also higher than the reduction in case of ”Merge-
Divide” on average. Their reduction ratios are 57.3% and 27.2% in case of workload2,
and 62.5% and 41.6% in case of workload4, respectively. These results are because in
large key-value pair size, the ”Merge-Divide” divides the key ranges several times before
reaching the minimum length of the key range to fill the gabs on the non empty drives
to achieve better performance in minimizing the number of drives used. But on average
of all key-value pair sizes, the ”Merge-Divide” still achieves good reduction ratio.
To sum up, the”Merge-Divide” achieves a balance between the reduction in the
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number of drives used and the reduction of the index table size to allocate key-value pairs
on the kinetic drives, while taking into consideration the limited size and bandwidth of
the drives.
5.6 Related Work
The data allocation problem was studied in different fields, to the best of our knowledge,
we are the first to explore this problem with respect to bandwidth on the kinetic drives.
There are a lot of problems related to data allocation which we will discuss in this
section. We will show some related problems and work done in each one of them, then
the differences between related problems and our problem will be conducted.
One of the related problem is data allocation problem for Video On Demand (VOD)
on multimedia servers. In this problem, depending on the popularity of each movie,
a file placement algorithm was needed to allocate the movie files over a number of
magnetic disk arrays such that a given access profile can be supported at a minimum
delay cost. In [85], the previous problem was proved to be NP problem and they
proposed a heuristic gready approach to place the movies on minimum number of disk
arrays and while considering file replication and stripping in their approach. In [87],
They formulated the problem as a transportation problem and solved the problem to
find a near optimal solution.
The second problem is the data allocation for multiple wireless broadcast channels.
In this problem, the broadcast bandwidth is a scarce resource in the mobile computing
environment. Hence, a lot of work done in [88] [89] [90] [91] to efficiently allocate data
on the broadcast channel to speed up the data access for users. In [88], They formulated
the problem as the famous knapsack problem and developed a gready approach to solve
the problem. In [89], They developed a data allocation schema based on replicating
the data items on the wireless channel to satisfy the access requirements from user
queries so users will not wait for the second cycle to access the data. In their approach,
number of replicas of a data item is determined according to the relative frequency
of access between the data item and the least frequent data item in the system to
minimize the overall access latency of the system. In [90], a two-stage scheme of initial
placement generation and placement refinement was developed to solve the placement
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problem. In [91], A heuristic algorithm was proposed to select a range of data items to
be allocated on the broadcast channel. The selected range is the one which achieves the
Minimal Expected Average Access Time (MEAAT) according to a predefined objective
function.
The third problem is the file allocatin problem on disks managed by severs in order
to achieve load balancing across these servers. There is a lot of work done in this
problem as shown in [92] [93] [94] [95].
The previous problems differ from our problem. In our problem, we are allocating
key ranges to each drive according to size and access requirement of each key range.
We also take into consideration the design of the meta-data server index table; we try
to minimize the number of records in the index table to minimize the searching time in
the index table to get the IP of the kinetic drive and not to have bottleneck issue on
the meta-data server itself.
5.7 Conclusion
In the BigData world with its huge amount of data, there was indeed a need for tools
to be able to store and process this huge amount of data efficiently. One of these tools
is the key-value store. With the invention of the kinetic drive and being used as an
independent key-value store, we can exploit parallelism to increase the performance of
the whole storage system. In this paper, we proposed a data allocation approach to
allocate key-value pairs on the kinetic drives taking into consideration the bandwidth
issue of the kinetic drive to avoid queuing on the level of the drive. We also took the
size of the index table into consideration to speed up the search time for the drive’s IP
in the meta-data server. The performance evaluation shows that our proposed approach
is near-optimal in terms of minimizing the number of assigned drives.
Chapter 6
Conclusion
Big Data has drawn lots of people’s attention nowadays. Enormous amount of data
has been generated and analyzed for the benefit of society at a large scale. With this
huge amount of generated data, data is distributed among several storage instances,
accessed frequently, retrieved and processed by many applications to extract useful
information. So, it is important to improve the data access performance when data
is accessed from storage nodes through network. For the nature of nowadays data, it
is usually maintained in key-value stores. In our work, we focused on how to improve
data access performance from key-value stores using some hardware accelerators on the
network side or on the storage side.
In Chapter 2, we focused on the preliminaries of the emerging hardware technologies
we used to enhance the performance of distributed key-value stores. We illustrated the
main components inside the programmable network switches and what is the processing
flow inside them. We also gave a brief summary about the Object storage devices like
kinetic drives and their functionalities and specifications.
In Chapter 3, we presented TurboKV ; a novel distributed key-value store archi-
tecture that leverages the power and flexibility of the new programmable switches.
TurboKV uses the in-switch coordination approach that utilizes the switches as parti-
tions management nodes to store the key-value store partitions locations and replicas
information along the path from clients to storage nodes. The programmable switches
use key-based routing to route packets from clients to storage nodes. We believe that
TurboKV can be deployed on the programmable switches currently integrated in the
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data center’s network to improve the performance of distributed key-value stores.
In Chapter 4, we presented an overview of our proposed networking support for
transaction processing using programmable switches. Our proposed approach utilizes
the programmable switches to execute the transactions processing logic in the network.
If a transaction can be pushed to processing by acquiring all of its needed data, it is
accepted and forwarded to the target storage nodes to start processing. Otherwise,
the transaction is aborted early by the programmable switches. We believe that this
approach will have significant impact on the performance of transactions network latency
has a significant impact on the performance of transactions which have to be processed
by the storage system in order to ensure serializability. We implement a variation of the
Time Stamp Ordering algorithm (TSO) on the programmable switches. by re-writing
the packet header, and routing the packets back to the client.
In Chapter 5, we presented a heuristic algorithm to allocate key-value pairs on the
kinetic drives taking into consideration the bandwidth issue of the kinetic drive to avoid
queuing on the level of the drive. We also the size of the index table, stored on the meta-
data server, into consideration to speed up the search time for the drive’s IP address.
In addition, our proposed algorithm takes into account decreasing the cost of building
the kinetic-based key-value storage. It minimizes the number of kinetic drives used to
build the key-value storage.
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Changhoon Kim, and Ion Stoica. Netcache: Balancing key-value stores with fast
in-network caching. In Proceedings of the 26th Symposium on Operating Systems
Principles, SOSP ’17. ACM, 2017.
[23] Xin Jin, Xiaozhou Li, Haoyu Zhang, Nate Foster, Jeongkeun Lee, Robert Soulé,
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