We examine the challenge of performing accurate electronic structure calculations at high pressures by comparing the results of all-electron full potential linearized augmented-plane-wave calculations with those of the projector augmented wave (PAW) method. In particular, we focus on developing an automated and consistent way of generating transferable PAW data-sets that can closely produce the all electron equation of state defined from zero to arbitrary high pressures.
I. INTRODUCTION
Exploring material properties at extreme conditions is key for modeling planetary interiors [1] [2] [3] [4] . These properties at ultra-high pressure and temperature conditions control the dynamical evolution of planets 5, 6 , and provide important inputs for geodynamics simulations. They are also indispensable for interpretation of Earths seismic tomography models 7, 8 .
In this context, ab initio calculations based on Density Functional Theory (DFT) 9,10 have proved fundamental in predicting material properties at extreme conditions.
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There is a wide variety of available numerical implementations of DFT. The quantitative reproducibility of major solid-state DFT codes around zero pressure has recently been analyzed by Lejaeghere et al. 12, 13 in terms of a "∆-factor" criterion for the elemental materials throughout the Periodic Table. All of the numerical schemes rely on parameters tuned to each atom and method. For example, the pseudopotential method uses a cut-off radii as adjustable parameters to generate psedopotential "data-sets" used in solid state calculations.
Libraries of atomic data-sets such as GBRV, 14 JTH, 15 pslibrary 16 for describing materials near equilibrium are available for many of the numerical schemes and computer codes.
The study of materials under high pressure requires additional numerical considerations.
The all-electron full-potential linearized augmented-plane-wave (AE-FLAPW) method 17 such as implemented in the WIEN2k code 18 is able to treat high pressure materials provided that muffin-tin radii and convergence parameters are adjusted appropriately. In this work, we take the WIEN2k results as our target reference for optimizing atomic data-sets for high-pressure studies. Here, we use the projector augmented wave method 19 (PAW), which takes advantage of the numerical efficiency of pseudopotential-like formalisms while retaining the accuracy of all-electron treatments. By constructing high-quality atomic PAW data-sets, it has been shown that excellent agreement between PAW and WIEN2k results can be achieved. However, extending the capabilities of PAW calculations to high pressure simulations, generally requires adjustments to the atomic PAW data-sets due to the presence of several computational and numerical challenges such as presence of unphysical solutions (ghost states 20 ), alteration of the optimal augmentation radii for computational efficiency, promotion of semi-core electrons to the valence 21, 22 etc.
The construction and testing of robust and soft atomic data-sets for accurate high pressure simulations is generally a time-consuming and patience-challenging task, demanding careful supervision during the simultaneous optimization of accuracy and computational expense.
In this regard, evolutionary computing (EC) techniques 23, 24 can offer powerful alternative tools to find such optimal PAW data-set and to minimize, if not eliminate altogether such user supervisions.
Genetic Algorithms (GA), [23] [24] [25] [26] [27] the most well-known members of EC family, have found relevance in virtually all fields of scientific and technological applications. GAs start by building a population of plausible solutions that are given a chromosomal representation and defining a fitness function. The fitness function produces a numeric score to measure the degree of acceptability of a solution (or individual) being proposed. The individuals in the population tend to evolve through generations (i.e. iterations) towards higher fitness in the fitness landscape (or energy landscape) under suitable genetic operations like selection, crossover, mutation, etc. Selection process enforces the Darwinian Principle of the survival of the fittest, probabilistically favoring individuals with higher quality to become parents for the next generation. Crossover and mutation cause small random unbiased changes to the individuals in a population. More specifically, the crossover operator brings in more viable parts of two chromosomal solutions onto the same member while mutation introduces features that were lost or missing in the current population.
To the best of our knowledge, the first successful examples of evolutionary computing to generate atomic data-sets were reported by Brock et al. 28 and Hansel et al. 29 who used a multi-objective GA to automate a search for Pareto optimal set of pseudopotentials with varying user selectable compromises between accuracy and efficiency. In this contribution we develop an evolutionary computing guided recipe for optimizing PAW atomic data-sets over a wide pressure range. The problem has been formulated as a single objective constrained optimization procedure.
In section II, we represent the formulation of the optimization approach to shape PAW atomic data-sets along with brief descriptions of useful tunable options in the ATOMPAW code. Section III presents the methodologies we have proposed to generate PAW data-sets uniformly optimized up to very high pressures. Section IV shows details of DFT calculations that have been carried out in this work. Next (section V) we investigate the workability of the proposed soft-computing strategy by optimizing PAW basis functions for some important planet forming elements including carbon, magnesium, aluminum, silicon, and iron. In section VI, we present an improved measure of "goodness" of atomic data-sets and compare the new measure with some existing measures. Our conclusions are summarized in section VII.
II. FORMULATION
The involved with the optimization of the PAW data-set: one at the atomic level that sets up a trial data-set and another one that evaluates the data-set ability to represent the behavior that the atom in the solid.
The atomic procedure involves the calculation of the electronic structure of an atom in which the all-electron (AE) and pseudo (PS) functions are setup. As discussed in more detail in the Appendix (A), there are several schemes for constructing the PS functions. Within a given scheme, there are a number (M) of adjustable variables which we will denote as an array s (analogous to a solution string or individual in genetic algorithms) where
The variables v j generally represent various matching radii and basis function energies. For example, a typical input to the ATOMPAW program is shown in Fig. 1 with descriptive commentary. Thus the string (s C ) for carbon is s C = {r c , r shape , r vloc , r core , r c1 , r c2 , r c3 , r c4 , E ref1 , E ref2 }
The meaning of these parameters are explained in Fig. 1 and Appendix A. The value of each parameter in the string s can vary within a certain range specified by:
In addition to the constraints on the range of parameter values, there is an optimization condition on each variable in set s imposed by the behavior of the logarithmic derivative curves of the all-electron and pseudo radial wavefunctions, which should be as similar as possible within a certain energy range. A measure of the accuracy of the logarithmic derivatives for any given variable set s can be defined as follows
where l is the angular momentum quantum number for an atomic orbital and l max is the maximum orbital angular momentum needed. In Eq. (4) the logarithmic derivatives, d l E , for the radial solution of the Kohn-Sham equation of the all-electron (AE) system and of the pseudized (PS s ) system using the variable set s are evaluated at the augmentation radius r c and energy E, for E values defined on a regularly spaced grid within a predefined range.
The second part of the procedure involves solid state electronic structure calculations to assess the performance of the set s in representing the atom in the solid state environment.
The goal is to find the optimized PAW parameters set (s ⋆ ) that best describes the highpressure cohesive and structural properties of solid containing the atom. In general, the target all-electron total energy versus volume curve needs to be reproduced, as closely as possible using the optimum data-set specified by s ⋆ . For quantitative comparisons it is convenient to fit the total energy versus volume curve produced by a data-set s to a finite strain expansion. For the pressure range investigated here, the third order expansion, i.e., the Birch-Murnaghan equation of state 32,33 is adequate:
with the corresponding pressure versus volume relationship:
Here we have defined the zero of the energy as the energy at zero pressure. , are determined in a consistent manner.
The problem of generating PAW atomic files for an arbitrary pressure range can be cast into an equivalent optimization problem: the difference between the equation of state curves (E(V ) or P (V )) generated by AE and the PAW data-set generated by s (subject to optimization) must be minimized within the entire pressure range under consideration. In addition, it is desirable to have uniform performance within the same pressure range. In practice, we may use the following objective function to accomplish this:
Here n is a number of closely spaced equidistant volume points (V i ) at which the pressure has been evaluated according to Eq. (6). The reason for choosing pressure over energy is to accentuate the differences between the AE result and data-set result produced by string s. The weight factors ω i in Eq. (7) can be used to optionally give special attention to a preferred pressure region. Therefore, the optimization problem involves setting and tuning a vector of free parameters (s = r c , r shape , r vloc , r core , r c1 , r c2 , r c3 , r c4 , ...,
, the PAW data-set generator, to minimize the difference between AE and PAW log derivatives (Eq. 4) and difference between equations of state (Eq. 7), subject to the satisfaction of the constraints of Eq. 3 plus a few additional constraints detailed in Sec. IV.
Essentially this is a case of constrained non-linear optimization problem requiring a proper global optimization technique to strike the right balance between computational expense and the accuracy demanded from the optimized data-set.
Over the years, there has been a growing interest in the use of evolutionary computing methodologies in optimization problems owing to their ability to exploit the accumulated information about an initially unknown search space and bias subsequent searches into useful subspaces. 34 In any evolutionary computing algorithm, choosing a proper fitness function is instrumental to explore a large search space more effectively and efficiently. We have employed two different evolutionary computing methodologies: a GA algorithm (left side in Fig.2 ) and an in-house code named Completely Adaptive Random Mutation
Hill Climbing (CARMHC: right side in Fig.2 ), which was previously developed for other optimization problems. [35] [36] [37] [38] The GA starts with a population of potential solutions S = {s} i , i = 1, n p , where n p is the cardinality of the population, that is allowed to undergo a simulated evolution in a sense that in each generation (iteration step) the relatively good solutions are allowed to stay on and reproduce while the bad ones die out, moving the population toward better solutions. The evolution usually starts with a randomly generated population of individuals (candidate solutions). Since the current optimization problem involves very costly ab initio calculations, random starting points may require unnecessarily large number of generations and hence longer time to home into the important region of the search space.
Therefore, we have employed CARMHC together with the atomic PAW data-set generator program ATOMPAW to quickly generate 2 × n p individuals for the starting GA population.
The process, repeated 2 × n p times, starts with a typical string, e.g., a JTH parameter set, For each atom in our study, we have used the corresponding elemental solid structure used by Lejaeghere et al. 12, 13 in the Delta package. 40 The total energies for each solid are evaluated at 15 values of V 1/3 uniformly spaced such that 0.78V
0 . The chosen range of volumes allows us to probe compressed volumes as small as V 0 /2. We have tested different schemes to generate pseudized partial waves, projectors, and local pseudopotential and report only the best results (see Supplemental Material 39 ).
III. METHODOLOGY
We have devised a sequence of steps (see flowchart in Fig. 2 ) based on a variety of algorithms inspired by genetics to find the string s ⋆ specifying the PAW dataset that optimally reproduces the high pressure behavior of solids. The process starts with the following initial information for a given atom:
1. Choose a pseudopotential generation scheme and PAW parameters to use for an atom.
The choice includes the number of variables M (Eq. 1) and their ranges of values as specified in Eq. 3.
2. Choose an initial parameter set s. This can be taken from an existent PAW data-set from various sources (e.g., JTH 15 or ATOMPAW 21, 41 ) or can be generated as a random guess.
3. Determine the all-electron equation of state parameters V The CARMHC algorithm starts with one standard PAW atomic data-set s as initial guess and employs mutation, as the only evolutionary process for minimizing the area between the logarithmic derivative curves generated by all electron and PAW calculations. Mutations may be visualized as little perturbations to s by noise (a function of mutation intensity,
, with a mutation probability p m in a continuous space. Fig. 3 illustrates the process.
Mutation in CARMHC involves two flexible parameters including the mutation probability (p m ) and the mutation intensity (∆ m ), both of which have been dynamically adjusted according to previous experience with this algorithm. For more details about CARMHC algorithm, we refer to the existing literature. 38 The underlying principle is to randomly search for a better solution (s ′ ) in the neighborhood of the current solution (s) by mutating the string s with some chosen meta-heuristics (problem-independent rule to perturb the solution string). The atomic program generates the mutated PAW data-set in every generation and the atomic fitness value f s atom is evaluated according to Eqs. (4) and (8) . If the mutation results in a data-set s ′ with higher fitness compared to the current one, s, the new solution is stored as s, otherwise, the current solution, s, is retained. The process continues until no mutation causes any increase in the fitness of the current solution for a certain number of generations (∼ 50). The solution string at this stage is returned as the result. 2 × n p such runs of the CARMHC code produces 2 × n p individuals or solution strings having different r c values for a given scheme and stored in an external archive. Thus CARMHC is a smartly coded prescription to quickly generate initial trial solutions for the GA. More details can be found in the cited references.
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Once the external archive is populated with 2 × n p solution strings (or individuals, or chromosomes), they are fed into a second in-house GA code's initial population and are operator crossover is then applied with probability p c to randomly selected pairs of solution strings from the mating pool. p c is the probability of using crossover for creating offsprings. It should be noted here that the crossover operator was designed to share information between two individuals (randomly chosen parents) by swapping or intermingling their elements (genetic materials), with the possibility that good chromosomes may generate promising descendants. The operator is applied to randomly selected pairs of individuals until adequate numbers of offsprings are produced. We use two types of crossover operators: 1) for pairs of individuals with different fitness values we choose arithmetic crossover 43 ; 2) for pairs with similar fitness values we choose BLX−α crossover. 44 The arithmetic crossover operates between two randomly selected individuals (s i and s j ) from the mating pool to produce two descendants o 1 and o 2 . This type of crossover helps to speed up the algorithm convergence.
Once the individuals are chosen to undergo crossover, the next step is to select the crossover site(s). In single point arithmetic crossover, one crossover site (t) is randomly selected from 
where α > 0 is constant. Here, we have used two-point arithmetic crossover, where three crossover points (t 1 , t 2 , t 3 ) are chosen at random with no duplicates and sorted into ascending order. The genetic materials of the two parent between the first two points (t 1 & t 2 ) and beyond the third cross site (t 3 ) are combined by taking the weighted sum.
BLX−α crossover expands the range of arithmetic crossover. It generates a single offspring by blending two randomly selected floating point parent vectors, s i and s j , from the mating pool. The k th entry of an offspring is determined as follows:
where
and
is a uniform random number between a and b. The user-defined parameter α is usually set to 0.5. BLX−α crossover is applied to maintain the population diversity since there is a good chance that solution strings having similar fitness value also have similar genetic materials.
The new population of n p offsprings is allowed to undergo mutation ( Fig. 3 ) with probability p m on each string element. p m is the probability of modifying one or more elements of an individual. The new individuals are then subjected to constraints satisfaction. If any variable of the individuals exceeds its predefined maximum (or goes below the minimum), it is truncated to that maximum value (or minimum value). The ATOMPAW program then generates n p different data-sets. Corresponding constraint checks on logarithmic derivatives and wave functions are carried out, such as:
of each generated data-set should not be smaller than that of the initial guess i.e., f s (O s atom ) of JTH or ATOMPAW data-set set as standard.
2. The logarithmic energy derivative of the radial wave functions for the exact atomic problem and the pseudized problem should superimpose as much as possible. There should be no discontinuity in the logarithmic derivative curve in the range of −4.0 ≤
3. Partial and pseudized partial-waves should meet near or after the last maximum (or minimum).
4. Partial-waves, pseudized partial-waves and projector functions should have the same order of magnitude to avoid numerical instability and to promote good transferability.
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The entire process along with execution of ATOMPAW code is repeated until an adequate number (n p ) of PAW data-sets are produced. These n p different data-sets are then utilized for ab initio calculations with the Quantum ESPRESSO. The new individuals (offsprings) are evaluated for their fitness (Eqs. 7 and 8). Solution strings from parents and offsprings form the new mating pool for the next generation through Tournament selection (on 2 × n p individuals). Thus the evolution of the individuals with selection, crossover, and mutation ensure that progressively better and better solutions are discovered as generations elapse.
The process continues until the fitness stops evolving. After a number of such cycles are repeated, usually the average fitness (f av ) and the maximum fitness (f max ) of the population saturates. The string with maximum fitness (super individual) is then hopefully the solution we are looking for. The fitness (Eqs. 8 and 7) of the candidate solutions in the population quantifies the difference between WIEN2k (AE-FLAPW) and PAW results. The flowchart of the complete algorithm is shown in Fig. 2 . The technique is a non-deterministic evolutionary search procedure augmented with deterministic bias from ATOMPAW and Quantum ESPERSSO results. Our goal here is to introduce a hybrid optimization technique to generate PAW data-sets with uniform performance up to or at specific high pressure regions for selected elemental crystal structures from a benchmark set. 13 Therefore the present hybrid algorithm is essentially a goal-directed random search procedure in which the target is set to the WIEN2k equation of state. The target can be given by any other AE-FLAPW implementation.
IV. COMPUTATIONAL DETAILS
The reference all-electron calculations are carried out using the all-electron full-potential linearized augmented-plane-wave approach, 17 as implemented in the WIEN2k code. Table I . In order to ensure the accuracy of all-electron results we chose to use large convergence parameters, e.g., the cut-off wave vector of plane wave expansion in the interstitial region is set to K max = 10.0/R M T , which is 43% larger than the default and well-converged value. The Brillouin zone integrations used the same grid in WIEN2k and PAW calculations.
All-electron and PAW-Quantum ESPRESSO 30 calculations are performed using the Perdew-Burke-Ernzenhof (PBE) functional. 45 In order to focus on the accuracy of PAW calculations without regard for efficiency, we set a very high convergence criterion: a planewave expansion of |k + G| 2 ≤ 100 Ry to represent the wave-function and |G| 2 ≤ 500 Ry to represent the density. A Fermi-Dirac or Gaussian smearing function with width of 0.001 Ry is used for both data-set and AE calculations. The numerical settings for the evolutionary algorithms are given in 
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The constraints on the radial parameters in the solution string s are imposed such that the augmentation radius r c is the largest of all of the matching radii including r shape , r vloc , r core , and r ci . r c should be large enough to make the PAW potential as soft as possible. 21, 22 Again, it is very much essential to have very small augmentation regions (r c ), without resulting in sphere overlap, and inclusion of semi-core electrons in the valence to generate PAW data-sets for materials simulations at high pressures. In general, the energy range for evaluating the logarithmic derivatives in Eq. (4) is taken to be 0 ≤ E ≤ 4 Ry, but a check is necessary in the range of negative energies to make sure that there are no ghost states. The constraints are discussed in section III in more detail.
V. RESULTS AND DISCUSSION
To assess the value of the current approach, we compare the performance of "EPAW" data-sets (Evolutionarily optimized PAW data-sets) with those of GBRV ultra-soft pseudopotentials,
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HGH norm-conserving data-sets, 46,47 the recently released JTH PAW data-sets, 15 and VASP (PAW) 48 . This is done by monitoring the difference between generated EoSs and the allelectron EoS, i.e., |∆P | against V (Eq. 7) predicted by different schemes over an enlarged pressure range.
The first test of this approach concerned a non-magnetic bcc elemental crystal of iron.
The EPAW algorithm used the JTH PAW data-set parameters as the initial string. Fig.   4 , clearly reveals that EPAW data-set outplays all the others, in terms of both |∆P (V )| and performance uniformity throughout the entire range of volume compression. Except for JTH, all the other atomic data-sets perform well around zero pressure, but this picture changes at high pressures. The higher the pressure, the higher the deviation from WIEN2k results. Although GBRV data-set performs well and uniformly, the optimized PAW data-set (EPAW) is a little more accurate. Therefore the proposed approach successfully improves the quality of the PAW data-sets for bcc nonmagnetic iron. The important computational settings for the calculations performed and equation-of-state parameters have been included in Table III . While the optimization calculations are all performed using the Quantum ESPRESSO code, 30 we examined also the performance of the optimal data-sets using the ABINIT code. 31 In principle, these two independent codes have the same formalism implemented. By comparing their performances with the same PAW data-sets we are able to assess numerical errors related with method implementation.
The workability of the GA-based strategy for PAW parameters optimization is illustrated in Fig. 5 showing the evolution of the fitness function of the best evolving string of bcc To inquire about the transferability of the generated EPAW data-set to a greater extent, we first optimize the PAW data-set for carbon in the graphite structure and test its performance in the diamond structure. Figure (6 ) clearly indicates that in both the cases, the optimized PAW data-set (EPAW) performs more uniformly and produces pressures closer in overall to the WIEN2k pressures.
In the previous examples of carbon and iron, the weight factors (ω i ) in Eq. 7 are assigned to 1. To understand the effect of the ω i in Eq. 7 we optimize some PAW data-sets with ω i increasing linearly from ω min at 1.06 a 0 to ω max at 0.78 a 0 . In hcp Mg ω min and ω max are 0.9 and 1.0, while for fcc Al and diamond Si the lower and upper bounds to ω i are 0.95 and 1.0 respectively. As expected, the EPAW data-set performs better at higher pressures (Figs. 7, 8 and 9 ). JTH data-sets are taken as the initial guesses in these cases. Since results using JTH data-sets deviate more from the target at high pressures, we increase the weight on that region for optimizing the set of PAW parameters. This also helps the algorithm to quickly home into the important region of the search space. The overall performance of the resulting EPAW data-sets are improved with respect to the other atomic data-sets. The EPAW data-set for Si shows comparable performance with GBRV, JTH, and VASP data-sets around equilibrium volume and produces smaller pressure differences from WIEN2k results in the high-pressure region. In the case of aluminum (Fig. 9) , GBRV, VASP, and EPAW perform almost equally well compared to the other two data-sets.
VI. GOODNESS MEASURES FOR ATOMIC DATA-SETS
Recently Lejaeghere et al. 12, 13 proposed a numerical measure, ∆, to quantitatively assess the quality of a DFT potential. ∆ is a measure of the distance between energy-volume curves produced by the AE (WIEN2k or any other AE-FLAPW code) and data-set (X)
calculations.
Here E(V ) represents the energy per atom at volume V and the inter-code energy difference is to be integrated between the volume V 1 and V 2 . Jollet et al. 15 further renormalized the ∆ gauge by a factor involving the zero pressure equilibrium volume (V 0 ) and a bulk modulus (B 0 ).
Both of ∆ and ∆ 1 have been implemented in the ∆ calculation package 3.0 40 along with another equivalent prescription 12 (∆ rel ):
All formulations above are based on the root mean square of the area between the AE and atomic data-set energy-volume curves. These measures capture the degree of similarity between results obtained with two different methods. Presently available atomic data-set libraries are tuned in order to reproduce AE-FLAPW results around the zero pressure equilibrium lattice constant(s) and hence they are generated for a small pressure range. The atomic data-sets from standard libraries [14] [15] [16] usually behave in a uniform way around zero pressure. Consideration of an enlarged pressure range introduces large deviations and fluctuating behavior in the performance of these standard data-sets.
In order to extend these ideas and consider the behavior of data-sets under high-pressures, we are motivated to define new "goodness" measures. Fig. 10(a) shows the total energy difference between JTH-PAW and AE-FLAPW results for iron (Fe) for a large volume range, where V 0 is the AE zero pressure volume. ∆E is small around V 0 . However, ∆E can be as large as 500 meV when the volume is compressed to (V 0 /2). Similarly, the pressure difference can also be used to describe the difference between AE-FLAPW and PAW results. In the present work, a much larger volume range of V 1 = 0.475V
is chosen. In the example of silicon (Fig. 8) , GBRV, JTH and VASP data-sets show comparable performances near V 0 . Increase in pressure causes performance degradation for GBRV and VASP data-sets compared to JTH-PAW performance. However, ∆, ∆ 1 and ∆ rel suggest similar performances (Table IV) for VASP and JTH data-sets. The case of aluminum (Al) points to an additional issue: the non-uniform data-set performance (see Fig. 9 ). The distance between GBRV, VASP or EPAW from AE-FLAPW results fluctuates throughout the considered pressure range. Since these measures depend only on the area between the AE-FLAPW and the data-set energy-volume curves, they do not reflect the performance fluctuation of these data-sets over the pressure range under consideration. This suggests that goodness measures for an extended pressure range should include also a uniformity criterion.
We define a new class of goodness measures for an atomic data-set with respect to a reference approach as
where ξ represents either energy (E) or pressure (P ) depending upon the nature of the EoS A(∆ξ) = 1
where, ∆ξ(V ) = ξ
and ξ AE (V ) and ξ X (V ) are the calculated energy or pressure versus volume curve. L(∆ξ) addresses the uniformity of the atomic data-set performance throughout the same compression range. It is the rescaled arc length of the ∆ξ(V ) curve:
with L(∆ξ) ≥ 1.
To calculate A(∆ξ) and L(∆ξ) in Eqs. 18 and 20 we first fit ξ AE (V ) and ξ X (V ) to a 3 rd order finite strain EoS (Eqs. 5 and/or 6). Goodness measure ∆, ∆ 1 , ∆ rel , ∆ U (E) and ∆ U (P ) for Fe (Fig. 4) , C (Fig. 6) , Mg (Fig. 7) , Si (Fig. 8) , and Al ( Fig. 9 ) are shown in Table IV . Except for Mg and Al, all goodness measures indicate that EPAW data-sets perform better than the others. According to ∆ U (E), JTH data-set performs better than EPAW data-set in case of Mg. While for Al, ∆, ∆ 1 , ∆ rel suggest better performance of GBRV than EPAW data-set. However, a closer look at |∆P (V )| curves (Figs. 4, 6, 7, 8, 9) and comparison among the numerical value of these measures indicate that ∆ U (P ) is a more sensitive gauge of goodness. In the specific case of silicon, ∆, ∆ 1 and ∆ rel fail to capture the better performance of the JTH compared to the VASP data-set (see Fig. 8 ). This is because Table IV the latter is not contributing to the ∆ U (E). The difference between the EoS curves is accentuated when pressure is considered instead of energy.
VII. CONCLUSIONS
This communication documents research in the areas of evolutionary computing, electronic structure theory, and their integration to develop an automated recipe for generating uniform, high-quality PAW atomic data-sets throughout an extended pressure range. In addition to minimizing the differences between all electron and PAW atomic logarithmic derivatives, the generation procedure involves the replication of a target all-electron equation of state for elemental solids up to high pressures. These data-sets are generated using similar augmentation radii (r c ) and same core-valence states used to generate the standard PAW data-set libraries. Thus, our data-sets are as efficient as those in the standard libraries and yet they reproduce better the all-electron equations of state at high pressures.
Assessment of the merit of these data-sets for high pressure calculations requires a new goodness evaluation criterion since ∆-gauges frequently used in the extant literature are designed to verify data-set performance around zero pressure. The newly proposed goodness measure argues for using the volume-pressure relation instead of the volume-energy relation over an extended pressure range in assessing the atomic data-set quality. This choice accentuates differences with respect to the target AE-FLAPW equation of state.
The proposed method requires no human supervision once a reliable AE-FLAPW target equation of state for a specific system is defined. We are actively refining as well as extending this work to generate high-quality PAW data-sets for other elements, particularly those abundant in planetary interiors. The present work focuses on improving the accuracy of the results while retaining the computational efficiency of the starting guess. However, this method can also be extended to increase the computational efficiency of the PAW data-sets while retaining their accuracy. Several pseudo-potential schemes from the literature have been implemented into the ATOMPAW code. These typically depend on the following radial parameters:
• r c is the radius beyond which all components of the pseudo functions match the allelectron functions. If there are multiple radii specified, this should be the largest radius. If this augmentation sphere radius is the only radius specified, all the other radii listed below are assumed to have the same value.
• r shape is the radius which defines the extent of the compensation charge shape function. When using the Kresse form of the PAW formalism, 48 such as implemented in the Quantum ESPRESSO code, 30 as opposed to the original Blöchl form 19 , such as implemented in the Abinit code, 31 it is necessary to choose r shape < r c to properly represent the gradient terms in the exchange-correlation functional.
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• r vloc is the radius at which the unscreened local pseudopotential vanishes.
• r core defines the shape of the smoothed core densityñ core (r) for r < r core in terms of the all-electron core density function n core (r) and its first few derivatives evaluated at r core .
Additionally, it is possible to specify a matching radius for the construction of each the pseudo-partial waveφ i (r) such that
where r ci ≤ r c and φ i (r) denotes the all-electron partial wave.
The other most common adjustable parameters in the atomic data-sets are the basis set
... These are chosen separately for each angular momentum channel l in an attempt to make the all-electron and pseudo partial waves as "complete" as possible within the augmentation sphere. Table IV (see text) .
