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Suffkient conditions are given so that bounded and unbounded solutions of the 
Volterra integral equation x(t) = f  (t) - jb a(t, s) g(s, x(s)) ds, are oscillatory or 
nonoscillatory. Asymptotic behaviour of such solutions is also studied. 
1. 
In the theory of ordinary and delay-differential equations, oscillatory and 
nonoscillatory behaviour of solutions play an important role. Active research 
has gone on this field for the last two decades and many interesting results 
are known. Necessary, sufficient, and necessary and sufficient conditions are 
known for oscillation and nonoscillation of solutions of ordinary and delay- 
differential equations. Also asymptotic behaviour of such solutions has been 
studied under various assumptions. It is interesting to note that few papers 
have been written and few results are known in the oscillation theory of 
integral and integro-differential equations. In [ 11, Levin gave sufficient 
conditions so that unbounded solutions of a class of integro-differential 
equations are oscillatory. Ling [2] obtained positive solutions of a class of 
Volterra integral equations of convolution type. In 131, Nakagiri studied the 
asymptotic behaviour of nonoscillatory solutions of a class of Volterra 
integro-differential equations with deviating arguments. 
In this work, we give sufficient conditions so that bounded and unbounded 
solutions of the integral equation 
x(r) =f(t> - j; 46 $1 g(s, x(s)) ds t > 0, W 
are oscillatory or nonoscillatory. We also study the asymptotic behaviour of 
such solutions. In (IE), f: [0, 00) + R is continuous, g: [0, co) x R + R is 
continuous, and a: [0, co) x [0, co+ R is such that a(& s) = 0 if s > t, 
a(t,s)>O for Og t < co, and 0 <s Q t. Let a(& s) be continuous for 
O<tcm andO<s<t. 
137 
0022-247X/83 $3.00 
Copyright B 1983 by Academic Press, Inc. 
All rights of reproduction in any form reserved. 
138 PARHI AND MISRA 
By a solution of (IE) on [0, co) we mean a continuous function 
X: [0, 00) + R such that it satisfies the integral equation (IE). 
We restrict our considerations to those real solutions of (IE) which exist 
on the half line [0, co) and are nontrivial in any neighbourhood of infinity. 
We classify solutions of (IE) as follows: 
A solution x(t) of (IE) is said to be oscillatory if each of the sets 
{t>Olx(t)>O) and {t>Olx(t)<O} is unbounded: it is said to be weakly 
oscillatory if the set {t > 0 1 x(t) = 0} is unbounded; and it is said to be 
nonoscillatory if it is not weakly oscillatory. 
2. 
In this section, we give sufficient conditions so that solutions of (IE) are 
oscillatory or nonoscillatory. 
THEOREM 2.1. Let f(t) be bounded. Let xg(t, x) > 0 if x # 0. If the 
function 
h(t) = 6 a(t, s) ds, O<t<m, 
is bounded for every fixed u > 0, then all unbounded solutions of (IE) are 
weakly oscillatory. 
Proof: If possible, let x(t) be an unbounded solution of (IE) on 10, co) 
such that it is not weakly oscillatory. So the set (t > 0 / x(t) = 0} is bounded. 
Consequently there exists a to > 0 such that x(t) > 0 or (0 for t > t,. 
Suppose that x(t) > 0 for t > 1,. Let (f (t)l < K for t E [0, a). So, for t > t,, 
0 < x(t) < K - If0 a(t, s) g(s, x(s)) ds - f a(& s) g(s, x(s)) ds 
0 10 
J 
to 
<K- a(& s) ds, x(s)) ds 
0 
<K + L 1: a(t, s) ds, 
where L = wtGIO,r,l I d t, x(t))l. Hence x(t) is bounded, a contradiction. 
Let x(t) < 0 for t> to. So 
0 > x(t) > -K - 1; a(t, s) g(s, x(s)) ds 
i 
10 
>----K--L a(& s) ds. 
0 
This proves that x(t) is bounded and hence a contradiction. 
This completes the proof of the theorem. 
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Remark. If, in addition to the conditions of Theorem 2.1, we assume that 
g(t, x) = 0 if x = 0, then all unbounded solutions of (IE) are oscillatory. 
EXAMPLE. 
1 x(t) = - - * s2 
l+t 1 o (1 + 93 x3(s) ds, 
t > 0. 
THEOREM 2.2, Let g(t, x) be monotonic increasing in x for fixed t and 
xg(t, x) > 0 ifx # 0. Let lim,+,f(t) = -too. Let 
I 
t 
lim 
t-cc 8 
a(t, s) g(s, M*) ds < 0~) 
for every fixed 6 > 0 and M* > 0 and let h(t) = ,f; a(t, s) ds, 0 < t < OD, be 
bounded for every fixed o > 0. Then all bounded solutions of (IE) are weakly 
oscillatory. 
Prooj Let x(t), t E [0, co) be a bounded solution of (IE) such that it is 
not weakly oscillatory. So there exists a t, > 0 such that x(t) > 0 or (0 for 
t~~t,.Letx(t)>Ofort~t,.Let~x(t)~~KfortE[O,oo).SoO<x(t)~K 
for t > t,. Consequently, 
x(t) =f (t) -If” a(t, s) g(s, x(s)) ds - 1’ a(t, s) g(s, -4s)) ds 
0 10 
> f (t) - L f’ a(t, s) ds - f a(t, s) g(s, K) ds, 
0 to 
where L = S~p~~t~,~,l 1 g(t, x(t))l. Taking the limit as t-+ co, we get 
lim,, x(t) = co, a contradiction. 
Let x(t) < 0 for t > to. So 
x(t) = f (t) - 1: a(t, s) g(s, x(s)) ds - f a(t, s) g(s, X(S)) ds 
*cl 
>f (t) - c” a(t, s) g(s, x(s)) ds 
0 
> f (t) - L 1’” a(t, s) ds 
0 
implies that x(t) > 0 for large t, a contradiction. 
Remark. Suppose that the conditions of Theorem 2.2 hold. Further, 
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suppose that g(t, x) = 0 if x = 0. Then all bounded solutions of (IE) are 
oscillatory. 
THEOREM 2.3. Let g(t, -x) = -g(t, x> and s(t, x,> > g(t, ~2) if 
0 < x, < x2 for each fixed t. Let I; a(t, s) ds be bounded for each fixed CJ > 0 
and 
I 
I 
lim 
f-m 8 a@, s) g(s, M*) ds = +co 
for each fixed 6 > 0 and M* > 0. If f (t) is bounded, then all bounded 
solutions of (IE) are weakly oscillatory. 
Proof. Let /f (t)i <K for t >, 0. Let x(t) be a bounded nonoscillatory 
solution of (IE) on [0, co). So there exist constants M > 0 and to > 0 such 
that(x(t)[<Mfort>Oandx(t)>Oor <Ofort>t,.Letx(t)>Ofort>tt,. 
Set L = sup rE[o,ro] I dt, x(t>>l. Now 
x(t) = f (t) - 1’” a(t, s) g(s, x(s)) ds - j’ 4, s) g(s, x(s)) ds 
0 to 
I 
fo 
i 
’ <K+L a(& s) ds - a(& s) g(s, M) ds 
0 to 
implies that x(t) < 0 for large t, a contradiction. 
Let x(t) < 0 for t > to. Now 
x(t) =f (t) - 1’” a(t, s) g(s, x(s)) ds - 1’ a(& s) g(s, x(s)), ds 
0 10 
10 
’ >-K-L 
I 
a(t, s) ds + a(t, s) g(s, M) ds 
0 I 10 
implies that x(t) > 0 for large t, a contradiction. 
Hence the theorem. 
In the following we give sufficient conditions so that bounded solutions of 
(IE) are nonoscillatory. 
THEOREM 2.4. Zf lim,-,f(t) = +m, if the function jb a(t, s) ds is 
bounded, and if 4 (t) bounded implies the function G(t) is bounded, where 
G(t) = su~,,~o,t1 I ds, 4(s>)L then all bounded solutions of (IE) are 
nonoscilatory. 
Proof: Let x(t) be a bounded solution of (IE) on [0, co). If possible, let 
x(t) be weakly oscillatory. Thus the set B = (t > 0 1 x(t) = 0) is unbounded. 
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Hence there exists a sequence (fJ G B such that t, -+ co as n + co. From 
(IE) we get 
< W,,) j;” a@,, , s) ds. 
Taking the limit as n + co, we get the required contradiction. 
Hence the theorem. 
THEOREM 2.5. Let lim,,, supf(t) < +co. Let g(t, x) be monotonic 
decreasing in x for each fixed t. If 
lim sup 
t-to3 I 
’ a(t, s) g(s, M*) ds = +a~, 
0 
for each fixed M* > 0, then all bounded solutions of (IE) are nonoscillatory. 
Proof: Let x(t) be a bounded solution of (IE) on [0, co) such that 
Ix(t)1 < K for t > 0. If possible, let x(t) be weakly oscillatory. So there exists 
a sequence (t,) such that x(t,) = 0 and t, --) co as n -+ co. From (IE) we get 
f(t,> = I,‘” a(&, s) & x(s)) ds 
I 
tn 
> 4t,,, s> g(s, W ds 
0 
Taking lim sup as n + co, we get the necessary contradiction. 
THEOREM 2.6. Let f -’ exist and be monotonic increasing. Let O(t) 
bounded imply G(t) Ik a(t, s)ds is bounded, where G(t) = SU~~.,~,,, 1 g(s, #(s))l. 
Then all bounded solutions of (IE) are nonoscillatory. 
ProoJ: Let B= (t>Ojx(t)=O}, where x(t) is a solution of (IE). To 
show that x(t) is nonoscillatory it is enough to prove that the set B is 
bounded. For t E B, 
f(t) = j; a@, s) ds, x(s)) ds 
< I ’ a@, s) I g(s> x@>)l ds 0 
< G(t) j* a(& s) ds < A, 
0 
where A > 0 is a constant. Hence t <f-‘(l). 
This completes the proof of the theorem. 
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Remark. In Theorem 2.6, a(t, s) need not be nonnegative. In that case, 
we should assume that d(t) bounded implies G(t) si la(t, s)l ds is bounded. 
EXAMPLES. (i) x(t) = t + lb [sx’(s)/(l + t)‘] ds, t > 0. 
(ii) x(t) = e’ - j; [sx”(s)/(l + t)*] ds, t 2 0. 
3. 
In this section we study the asymptotic behaviour of oscillatory and 
nonoscillatory solutions of (IE). We begin with a 
Remark. From Theorem 2.1 it follows that under the conditions of the 
theorem all nonoscillatory solutions of (IE) are bounded. From Theorem 2.2 
it is clear that all nonoscillatory solutions of (IE) are unbounded. It follows 
from Theorem 2.4 that weakly oscillatory solutions of (IE) are unbounded. 
THEOREM 3.1. Let f (t) be bounded. Let g(t, x) be monotonic increasing 
in x for each fixed t and g(t, -x) = -g(t, x). Let 
(i) lim,,, o l” a(t, s) ds < 03 for each fixed u > 0, and 
(ii) lim,,, s I’ a(t, s)g(s, M*) ds = +co for ach Jxed 6 > 0 and 
M* > 0. If x(t) is a weakly oscillatory solution of (IE) such that lim,,, x(t) 
exists, then lim,,, x(t) = 0. 
ProoJ If possible, let lim,,, x(t) = A # 0. Let A > 0. So, for 0 < E < A, 
there exists a T > 0 such that x(t) > A- E for t > T. Since x(t) is weakly 
oscillatory, there exists a sequence (t,J such that x(t,) = 0 and t, -+ co as 
n + co. Choose t, > T. Hence, from (IE), we get, 
f (t,) = 1’ a@, , s) g(s, x(s)) ds + 1: a(&, s> g(s, x(s)) ds 
0 
2 -L 1’ a(t,, s) ds + 1” a@,,, s) g(s, A - E) ds, 
0 
where L = supIEIO,T1 1 g(t, x(t))/. So lim,,,f (t,) = +co, a contradiction to 
the boundedness off(t). 
Let A < 0. Choose 0 < E < -A. So there exists a T > 0 such that t 2 T 
implies that x(t) < d + E < 0. This in turn implies that 
g(& x(t)) < g(t, A + E) = -44 -(A + &)I. 
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Now, choosing t, > T, we get 
f(t,> = jT a@,,, 3) g(s, x(s)) ds + jr” a@,,, s) g(s, x(s)) ds 
0 T  
<L jT a@,, s) ds - j’” a(&, s) g(s, -(A + E)) ds. 
0 T  
Taking the limit as n + co, we get a contradiction. 
THEOREM 3.2. In addition to conditions of Theorem 2.4, suppose that 
xg(t, x) > 0 tf x # 0. Then all bouded solutions of (IE) are ultimately 
positive. 
Proof Let x(t) be a bounded solution of (IE). From Theorem 2.4 it 
follows that x(t) is ultimately positive or ultimately negative. If possible, let 
x(t) be ultimately negative. So there exists a to > 0 such that x(t) < 0 for 
t > to. From (IE) we get 
x(t) =f(t) - j: 46 $1 gh x(s)) ds - j’ a@, s) g(s, x(s)) ds 
to 
>f(t) -j: a(& s) g(s, x(s)) ds 
>f(t) - L j’” a(t, s) ds, 
where L = su~~,[~,~,~ 1 g(t, x(t))l. Since boundedness of the function 
J”; ( ) d * pl’ b d d a t, s s rm tes oun e ness of the function j? a(t, s) ds, we get x(t) > 0 
for large t, a contradiction. 
Hence the theorem. 
THEOREM 3.3. Let lim,,, supf (t) < 00. Let g(t, x) be monotonic 
decreasing in x for each fixed t. If 
I 
0 
lim sup 
1-m 
a(t, s) ds < co for eachfixed o > 0 
0 
and 
I 
I 
lim 
t+oo 0 
a(t, sd) g(s, A4*) ds = +a 
for each fixed M* > 0, then all bounded solutions of (IE) are ultimately 
negative. 
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Proof: Let x(t) be a bounded solution of (IE) such that Ix(t)/ < K for 
t > 0. From Theorem 2.5 it follows that x(t) is ultimately positive or 
ultimately negative. If possible, let x(t) be ultimately positive. So there exists 
a t, > 0 such that x(t) > 0 for t > to. From (IE) we get 
x(t) =f(t) -j-T a((, s) g(s, x(s)) ds - I’ a@, s) g(s, x(s)) ds 
to 
<f(t) t L ito a@, s) ds -(I a(& s) g(s, K) ds 
0 ‘0 
Hence 
lim sup x(t) < lim supf(t) t L !\ir sup (” a(t, s) ds 
t-02 I-too 0 
I 
t 
- lim t-cc 46 s> ids, K) ds to 
a contradiction. 
Hence the theorem. 
THEOREM 3.4. Let f (t) be bounded. Let g(t, x) satisfy 
gQ, -x) = -&, x) W,) 
o<x, <x*~s(4x,><g(t,x,) for each fixed t. G-M 
4.f lim,,, sup l: a(& s) ds < co for each u > 0 and lim,,, J’b a((, s) 
g(s, M*) ds = +a~ for each fixed 6 > 0 and M* > 0, then no nonoscillatory 
solution of (IE) is bounded away from zero as t + co. 
Proof: If possible, let x(t) be a nonoscillatory solution of (IE) such that 
it is bounded away from zero as t -+ co. So there exists a to > 0 and E > 0 
such that for t 2 to we have Ix(t)1 > E. Let x(t) be ultimately positive. So 
there exists a t, > to such that x(t) > 0 for t > t, . Hence x(t) > E for t > t, . 
From (IE) we have 
x(0 =f (t) - j+;’ 46 s) g(s, x(s)) ds - i:, a(& s) g(s, x(s)) ds 
11 t 
9K+L 1 a((, s) ds - I 46 s) g(s, E) ds, 0 t1 
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where L = su~~~~~,,,~ 1 g(t, x(t))/ and If(t)1 < K for t > 0. So 
,ll; sup x(t) < K + L !i: sup j;’ a(t, s) ds - ,ll; (’ a(& s) g(s, E) ds 
II 
< 0, 
a contradiction. 
Let x(t) < 0 for t > t, > f,. So -x(t) > E for t > t, . Now, from (IE), we 
have 
x(t) > -K - L j;’ a(& s) ds - f u(t, s) g(s, x(s)) ds 
f! 
But 
so 
x(t) > -K - L (I’ u(t, s) ds + 1’ a(& s) g(s, E) ds 
0 II 
Hence 
lim inf x(r) > -K - L 1”; sup j” a(t, s) ds 
t-r02 0 
I 
I 
+ lim a(& s) g(s, E) ds 
t-* tfl 
> 0. 
a contradiction. 
Hence the theorem. 
THEOREM 3.5. Suppose that the conditions of Theorem 3.4 are satisfied 
with (HJ replaced by 
0 < Xl < x2 * g(t, x,) z g(h x2) for each fixed t. U-b’) 
Then no nonoscillatory solution of (IE) goes to zero us t + CO. 
ProoJ: Let x(t) be a nonoscillatory solution of (IE). If possible let 
lim,, x(t) = 0. So for every E > 0 there exists a T > 0 such that Ix(t)1 < E 
for t > T. Let x(t) be ultimately positive. So there exists a to > T such that 
x(tl>Ofort>to.HenceO<x(t)<sfort>to. 
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Now, from (IE) we get 
x(t) =fW -id” a(& s) g(s, x(s)) ds - i:, a(& s) g(s, x(s)) ds 
<K+L *‘u(t,s)ds-j’ 
I a(& s) g(s, e) ds, 0 10 
where L = su~~~~~,~,l I g(& x(O)1 and If( < K, f > 0. So 
lim sup x(t) < K + L !i”, sup I” a(& s) ds - lim 1’ a(4 s) g(s, E) ds 
I+00 0 ‘-+m2 10 
a contradiction. 
Letx(t)<Ofort>t,>T.SoO<-x(t)<sfort>fo.Hence 
10 
’ x(t)>-K-L I a@, s) ds - I a(& s) g(s, x(s)) ds. 0 10 
But 
0 < -x(t) < E 3 g(t, -x(t)) > g(t, E). 
3 -& x(O) > s(t, E). 
so 
x(t) > - K - L i’” a(& s) ds + i’ a(& s) g(s, E) ds. 
0 10 
Hence lim,_, inf x(t) > 0, a contradiction. 
Hence the theorem. 
THEOREM 3.6. Suppose the conditions of Theorem 3.4 are satisfied. If 
x(t) is a nonoscillutory solution of (IE) such that lim,,, x(t) exists, then 
lim,+, x(t) = 0. 
Proof If possible, let lim,,, x(t) # 0. Let x(t) be ultimately positive. So 
there exists a to > 0 such that x(t) > 0 for t > to. Let lim,,, x(t) = A. So 
A > 0. For 0 < E < 1 there exists a t, > to such that 0 < A - E < x(t) for 
t > t,. Now, for t > t,, 
x(t) =f(t) - j;’ a(& s) g(s, x(s)) ds -i:, 4, s> g(s, x(s)) ds 
t1 I 
<K+L I a(& s) ds - J^ a(& s) g(s, I - E) ds. 0 11 
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so 
lim sup x(t) Q K + L f’m, sup f” a(& s) ds - lim If 
t-w 
a(& s) g(s, A- E) ds 
0 ‘-r=z 1, 
< 0, 
a contradiction. 
Let x(t) < 0 for t > to. So 1 < 0. For 0 < E < -A there exists a t, > to such 
thatx(t)<~+&<O,fort~t,.Now,fort~t,,x(t)>-K-LSbla(t,S)ds- 
s:, a@, s) g(s, x(s)) ds. But 
x(c) < 1 + E * 0 < -(A + E) < -x(t) 
2 g(t, -(A + E)) < g(t, -x(t)) = -g(t, x(t)) 
so 
x(t) > -K - L j” u(t, s) ds t j’ a@, s) g(s, -(i t e)) ds. 
0 *I 
Hence lim,, o. inf x(t) > 0, a contradiction. 
Hence the theorem. 
THEOREM 3.7. Let g(t, x) be monotonic increasing in x for each fixed t. 
Let 1 g(t, x1) - g(t, x,)1 < L(t) Jx, - x2 1, where t belongs CO a compact interval 
and L(t) is integrable. Let u(t) and v(t) be two nonoscillatory solutions of 
(IE) such that t = T, is the lust zero ofu(t) and t = T, is the lust zero of v(t). 
If T, < T,, then u(t) and v(t) cannot meet in the strip [T,, to), where to is 
given by 
I 
T2 
u(t,, s) L(s) ds > 0 
0 
Proof: Let u(t) > 0 for t > T, and v(t) > 0 for t > T,. Clearly, 
u(T,) > v(T2). Suppose that v(t) meets u(t) first at to > T,. So u(t) > v(t) for 
t E [T,, to) and u(t,) = v(to). Now, for t E [T,, to), 
u(t) =f(t) - joT’ 46 s> g(s, u(s)) ds - j’ a(& s) g(s, u(s)) ds T2 
<f(t) -JOT’ u(t, s) g(s, u(s)) ds -1’ u(t, s) g(s, v(s)) ds 
T2 
= v(t) + joT2 46 s> g(s, v(s)) ds - joT2@, s> g(s, u(s)) ds, 
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that is, 
u(t) - 40 < jo7’ 4~ s)l g(s, 4s)) - g(s, u(s)) 1 ds 
7 
,< i ’ a(& s) L(s) / v(s) - u(s)/ ds 0 
where II v - 41,0,?.,I = ~~~~~~~~~~~ I v(t) - 40. So 
0 = 4to) - ~0,) < II u - 41,0.T2, 
I 
“‘a@,, s)W) & 
0 
that is, 0 < j”c a(t,, s) L(s) ds. 
If u(t) > 0 for t > T, and v(r) < 0 for t > T,, then they cannot meet in the 
strip [T2, a) and hence in [T,, to]. The case is similar when u(t) < 0 for 
t>T,andv(t)>Ofort>T,. 
Suppose u(t) < 0 for t > T, and v(t) < 0 for t > T,. So u(T,) < v(T2). If 
to > T, is the first meeting point of v(t) with u(t), then u(t) < v(t) for 
t E [T,, to) and u(t,) = v(t,). Now, for t E [T,, to), we get 
u(t) =f(t> - joT* a@, s) g(s, 4s)) ds - j’ u(t, s) g(s, U(S)) ds 
r2 
>.f(O - joT* 46 s) g(s, 4s)) ds - j;, 46 s) g(s, v(s)) ds 
= v(t) + JOT2 a@, s) g(s, v(s)) ds - 1” a@, s) g(s, u(s)) ds, 
0 
that is, 
u(t) - v(f) > I," a(4 s)[ g(s, v(s)) - g(s, u(s))] ds 
>- I ” a@, s) L(s) 1 v(s) - u(s)1 ds 0 
> - II v - 4l,o,r,, jr’ 4~ s) Us) ds. 
0 
SO 0 = I - v(t,) > - I/V - uJJ~~,~,, 10’2 ~(t,, S) L(s) ds, that is, j12 a([,, s) 
L(s) ds > 0. 
Hence the theorem. 
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