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Introduction
We use Bondy and Murty [3] for terminology and notation not defined here and consider finite simple graphs only. Let G be a graph. If a subgraph G Note that a Hamilton-connected graph (on at least three vertices) is Hamiltonian, that a Hamiltonian graph is homogeneously traceable, and that a homogeneously traceable graph is traceable, but that the reverse statements do not hold in general.
If a graph is connected and P 3 -free, then it is a complete graph, i.e., its vertex set is a clique, i.e., all its vertices are mutually adjacent, and hence it is (homogeneously) traceable, and Hamiltonian if it has order at least 3. In fact, it is not hard to show that the statement 'every connected H-free graph is traceable' only holds if H = P 3 (or H = P 2 , but in that case the statement is trivial). The case with pairs of forbidden subgraphs (different from P 2 and P 3 ) is much more interesting. For a connected graph to be traceable or Hamiltonian, the following theorem is one of the earliest of this kind.
Theorem 1 (Duffus et al. [4] ). Let G be a {K 1, 3 , N}-free graph.
(1) If G is connected, then G is traceable. (2) If G is 2-connected, then G is Hamiltonian.
Obviously, if H is an induced subgraph of N, then {K 1,3 , H}-free instead of {K 1,3 , N}-free yields the same conclusions in the above theorem. In particular, if we exclude P 2 as an induced subgraph, we consider graphs without edges, and we obtain trivial statements only. For this reason, throughout we assume that our forbidden subgraphs have at least three vertices. We also assume that our forbidden subgraphs are connected. A natural problem that, as far as we know, was considered for the first time in the Ph.D. Thesis of Bedrossian [2] , is to characterize all pairs of forbidden subgraphs for hamiltonicity (and other graph properties). Faudree and Gould [6] later refined this approach by adding a lower bound on the number of vertices of the graph G in order to avoid small, more or less pathological, cases. Restricting our attention to traceability, they proved that (apart from trivial cases) the claw and any of the induced subgraphs of the net are the only forbidden pairs for the property of being traceable. [6] ). Let R and S be connected graphs with R, S ̸ = P 2 , P 3 and let G be a connected graph. Then G being {R, S}-free implies G is traceable if and only if (up to symmetry) R = K 1,3 and S is P 4 , C 3 , Z 1 , B or N.
Theorem 2 (Faudree and Gould
In the same paper, they discuss analogous results for other Hamiltonian properties. For many of these properties counterparts of Theorem 2 have been established, but for Hamilton-connectedness only partial results are known to date. We refer to [6] for more details. The property of being homogeneously traceable was not addressed in [6] and, as far as we are aware, has not been considered before. Recently, similar questions related to the existence of perfect matchings and 2-factors have been studied. We refer the interested reader to [8, 9, 1, 5, 7] , respectively, for more details.
In the sequel we solve the analogous problem for homogeneously traceable graphs, so we are going to characterize the pairs of connected forbidden induced subgraphs that imply that a given graph is homogeneously traceable. Note that if a graph contains a cut vertex v, it cannot be homogeneously traceable since there exists no Hamilton path starting at v. So, apart from K 1 and K 2 , all homogeneously traceable graphs are 2-connected. Thus we only consider 2-connected graphs. As noted before, if a connected graph G is P 3 -free, then it is a complete graph, and hence trivially homogeneously traceable, and in fact it is easy to prove the following statement. We postpone the proof of the 'only-if' part of the next statement to Section 3.
Theorem 3. Let S ̸ = P 2 be a connected graph and let G be a 2-connected graph. Then G being S-free implies G is homogeneously traceable if and only if S = P 3 .
A natural and more interesting problem is to consider pairs of forbidden subgraphs for this property. In this paper, we characterize all such pairs by proving the following result. 1, 4 , B 2, 3 or N 1,1,3 . In Section 2, we prove the 'only-if' part of the statements of Theorems 3 and 4, while the 'if' part of the statement of Theorem 4 is deduced from the following three theorems that will be proved in Sections 5-7, respectively.
Theorem 4. Let R and S be connected graphs with R, S ̸ = P 2 , P 3 and let G be a 2-connected graph. Then G being {R, S}-free implies G is homogeneously traceable if and only if (up to symmetry) R = K 1,3 and S is an induced subgraph of B
Let G be a 2-connected graph. Section 4 contains the common set-up for the proofs of the above three theorems and some common preliminary observations. We present some general observations on claw-free graphs in Section 3.
The 'only-if' part of the statements of Theorems 3 and 4
We first sketch some families of graphs that are not homogeneously traceable (see Fig. 2 ). In each of the graphs in Fig. 2 we indicated one of the vertices by a double circle; it is easy to check that this vertex cannot be the starting vertex of a Hamilton path. When we say that a graph is of type G i we mean that it is one particular, but arbitrarily chosen member of the family indicated by G i in Fig. 2 .
If S ̸ = P 2 is a connected graph such that every 2-connected S-free graph is homogeneously traceable, then S must be a common induced subgraph of all graphs of type G 1 , G 2 and G 3 . Note that the largest common induced connected subgraph of graphs of type G 1 , G 2 and G 3 is a P 3 , so we have that S = P 3 . This completes the proof of the 'only-if' part of the statement of Theorem 3.
Let R and S be two connected graphs other than P 2 , P 3 such that every 2-connected {R, S}-free graph is homogeneously traceable. Then R or S must be an induced subgraph of all graphs of type G 1 . Without loss of generality, we assume that R is an induced subgraph of a graph of type G 1 . If R ̸ = K 1,3 , then R must contain an induced P 4 . Note that the graphs of type G 3 and G 4 are all P 4 -free, so they must contain S as an induced subgraph. Since the only common induced connected subgraph of the graphs of type G 3 and G 4 other than P 3 is a K 1,3 , we have that S = K 1, 3 . This implies that R or S must be a K 1, 3 .
Let R = K 1, 3 . Note that the graphs of type G 2 are claw-free, so S must be an induced connected subgraph of all graphs of type G 2 . The common induced connected subgraphs of such graphs have the form P i , Z i , B i,j or N i,j,k . Note that graphs of type G 5 are claw-free and do not contain an induced P 8 , Z 5 or N 1, 1, 4 , and that graphs of type G 6 are claw-free and do not contain an induced N 1,2,2 . So R must be an induced connected subgraph of P 7 , Z 4 , B 1,4 , B 2, 3 or N 1,1,3 . Since P 7 and Z 4 are induced subgraphs of B 1, 4 , R must be an induced connected subgraph of B 1, 4 , B 2, 3 or N 1, 1, 3 . This completes the proof of the 'only-if' part of the statement of Theorem 4.
Preliminaries and general observations
Let G be a graph. For a subgraph H of G, when no confusion can arise we also use H to denote the vertex set of H; and similarly, for a subset S of V (G), we also use S to denote the subgraph of G induced by S. For two vertices u and v of G, we use d H (u, v) to denote the distance between u and v in H, i.e., the length of a shortest path between u and v with all edges in H.
We first prove some easy but useful observations on claw-free graphs. } is a claw, a contradiction. Thus we have
Throughout the remainder of this paper, by the word cut we will always refer to a vertex cut with exactly two vertices. We say that two disjoint subsets or subgraphs S and T of G are joined if at least one vertex of S is adjacent to a vertex of T in G.
Let B and C be two subgraphs of G (possibly not disjoint), and let H be a subgraph of G that is disjoint from B and C . If P is a path with one end vertex x in B, one end vertex y in C , and its internal vertex set V (P) \ {x, y} = V (H), then we call P a perfect path of H to B and C (in G) and we say that H supports a perfect path to B and C ; if B = C , then we call P a perfect path of H to B (in G) and we say that H supports a perfect path to B. We will frequently use the following argumentation in the next sections. Let H be a 2-connected claw-free subgraph of G, and let r, s be a pair of distinct vertices of H. Then H − s is a connected graph. We consider the neighborhood structure of r in H − s by defining, for integers i = 0, 1, . . . ,
For a vertex v ∈ N i (r), the index i is referred to as the level of v. If these neighorhoods are complete or 'nearly' complete, we can deduce the existence of a Hamilton path of H between r and s, as follows. We first assume that one vertex of x and x ′ is not an end vertex of some perfect path. Without loss of generality, we assume that x is not an end vertex of some perfect path. If x ′ is also not an end vertex of some perfect path, then let T be a path of N j ′ from x to y 1 passing through all the vertices in
′ is an end vertex of some perfect path, then without loss of generality, we assume that 
If x and x
′ are end vertices of two distinct perfect paths, then without loss of generality, we assume that x = y 1 and 
So finally we assume that there is only one perfect path R 1 . Without loss of generality, we assume that x = y 1 and x
′ is a perfect path supported by 
Finally we assume that there are only the two vertices x and x
}, then let w be a neighbor of x in N j ′ −1 , and let T be a path of N j ′ from x to y 1 passing through all the vertices in 
, and let T be a path of N j ′ from x to y 1 passing through all the vertices in 
, and let T be a path of N j ′ from x to y 1 passing through all the vertices in
is a perfect path supported by 
A common set-up for the proofs of Theorems 5-7
The three proofs are modeled along the same lines and use the same case distinctions. To avoid too much repetition of the arguments we give the generic set-up for all three proofs and treat some of the subcases simultaneously in this section.
Let G be a 2-connected {K 1,3 , F }-free graph, where F = B 1,4 , B 2, 3 or N 1,1,3 . We are going to prove that G is homogeneously traceable by induction on |V (G)|. If |V (G)| = 3, the result is trivially true. So we assume that |V (G)| ≥ 4 and that the statement holds for any 2-connected {K 1,3 , F }-free graph with order n < |V (G)|.
Let v be an arbitrary vertex of G. It is sufficient to prove that G contains a Hamilton path starting from v.
If G − v is 2-connected, then we consider a neighbor u of v in G. By the induction hypothesis, G − v contains a Hamilton path P starting from u. Then vuP is a Hamilton path of G starting from v, and the statement holds.
So we assume that G − v is separable, i.e., has a cut vertex. We consider the blocks of G − v, i.e., the maximal subgraphs of G − v that do not have a cut vertex, so these blocks are either isomorphic to K 2 or 2-connected. We say that a block is trivial if it is isomorphic to K 2 . An end block is a block containing exactly one cut vertex of G − v; the other blocks are called inner blocks. Except for the cut vertex, all other vertices of an end block are called inner vertices.
Note that every end block of G − v contains an inner vertex adjacent to v, and that G − v has at least two end blocks. Since G is claw-free, we deduce that there are exactly two end blocks of G − v. This implies that the p + 1 ≥ 2 blocks of We distinguish two main cases: there is a nontrivial inner block or all inner blocks are trivial. In the former case we need basically separate approaches except if we assume another nontrivial block. We complete this section by first treating the common subcase that there is a nontrivial inner block and another nontrivial block. We also give some generic observations for the other subcases and treat the subcase that all inner blocks are trivial simultaneously. The other subcases are treated in detail separately in Sections 5-7.
The case with a nontrivial inner block and another nontrivial block
Suppose B q is a nontrivial inner block, where 1 ≤ q ≤ p − 1. Here we deal with the subcase that there is another nontrivial block B r (either inner or end block). In this case, we only need the induction hypothesis. Let Q q be a shortest path in B q from s q to s q+1 , and Q r a shortest path in B r from s r to s r+1 . Since B q (B r ) is nontrivial and 2-connected, Q q (Q r ) must miss some vertices in B q (B r ). Let G q be the subgraph induced by 
The case with one nontrivial inner block and all other blocks trivial
Next we assume that all the blocks of G − v other than B q are trivial. Then the structure of the blocks implies that it is sufficient to show that there exists a Hamilton path in B q between s q and s q+1 . The subcases can be treated by first analyzing the structure of the neighborhoods of s q in B q − s q+1 and then using Lemma 2.
Recall that B q is nontrivial, hence it is 2-connected. First we prove the following easy common observation.
Observation 1. N B q (s q ) is a clique and N B q (s q+1 ) is a clique.

Proof. If there are two neighbors x and x
′ of s q in B q such that xx
} is a claw, a contradiction. Similarly we can prove that N B q (s q+1 ) is a clique.
Note that Observation 1 implies that N 1 is a clique. To analyze the structure of the other N i we use slightly different arguments depending on the forbidden subgraph F . Although there is a lot of commonality, in Sections 5-7 we use the above set-up and notation, and treat the subcase that the inner block B q is nontrivial and all other blocks are trivial separately for Theorems 5-7.
In the three different proofs for this subcase, we will implicitly prove the following technical lemma. We state it here already because we want to apply it in the next subcase as well. It will be clear from Sections 5-7 that the proof of this lemma is different for the different choices of the forbidden subgraph F , and that it would have been a bad idea to include the proof at this point. 
{r} is a clique; (3) there is an induced path P in G of length at least 3 with origin r, with V (P) ∩ V (H) = {r}, and such that in G there are no edges joining V (H) \ {s} and V (P) except the first edge of P; (4) if the distance between r and s in H is at least 4, there is a neighbor of r outside H that is nonadjacent to V (H) \ {r}.
Then H has a Hamilton path between r and s. The case that all inner blocks are trivial
In the final case we assume that all inner blocks of G − v are trivial. If p ≥ 2, we let Q be the (unique) path from s 1 to s p with all internal vertices outside B 0 ∪ B p ; if p = 1, we let Q consist of s 1 . We recall that B 0 is either trivial or 2-connected.
Using the induction hypothesis in the latter case, this implies that there is a Hamilton path in B 0 starting from s 1 The other assertions can be proved in a similar way. 
, then the subgraph induced by {v, s p+1 , x, s 1 } is a claw, a contradiction. Thus we assume that s 1 s p+1 ∈ E(G). This implies s 1 ∈ B p , p = 1, and so there are only two blocks of G − v. Note that vs 1 ∈ E(G), so by our choice Similarly, if we assume
is not a clique, we also get that r 0 = r p+1 = v, p = 1 and vs 1 ∈ E(G). 
∈ E(G).
Now as in the set-up to Lemma 2, we set
By Observation 2, N 1 is a clique. We complete the proof by assuming that there is no Hamilton path in B Proof. If j ≥ 3, then let x be a vertex in N 3 , and let R ′ be a shortest path of By the arguments in this section, it remains to complete the proofs of the three theorems only for the subcase that there is exactly one nontrivial inner block B q and all the other blocks of G −v are trivial. We do this separately for the three theorems in the following three sections.
Proof of Theorem 5 (F = B 1,4 )
Let G be a 2-connected {K 1,3 , B 1,4 }-free graph. Adopting the notation and set-up of the previous section we are going to prove that G has a Hamilton path starting from a vertex v, in case G − v contains a nontrivial inner block B q and all other inner and end blocks of G − v are trivial, so here we assume that all the blocks other than B q are trivial.
Recall that it is sufficient to prove that B q contains a Hamilton path from s q to s q+1 . Suppose to the contrary that there is no such path. Set
We Proof. We use induction on i. For i = 2, the assertion is true by assumption. Thus we assume that N 2 is a clique and that 3 ≤ i ≤ j. Recall that j ≤ 3 and N 3 is P 3 -free, so every component of H ∩ N 3 is a clique. 
′ is a perfect path supported by H to {t, t 
Next we assume that each edge joining C to C ′ is not a good edge. If C is not joined to C ′ , then D ′′ ̸ = ∅; otherwise t will be a cut vertex of G. If C is joined to C ′ , then we also have D ′′ ̸ = ∅, since every edge joining C to C ′ is not good. Recall that we assume that k ′′ is even, so k ′′ ≥ 2.
Note that x
; otherwise they are good edges. Thus ty 
Proof of Theorem 6 (F = B 2,3 )
Let G be a 2-connected {K 1,3 , B 2,3 }-free graph. Adopting the notation and set-up of Section 4 we are going to prove that G has a Hamilton path starting from a vertex v, in case G − v contains a nontrivial inner block B q and all other inner and end blocks of G − v are trivial. Recall that it is sufficient to prove that B q contains a Hamilton path from s q to s q+1 . Suppose to the contrary that there is no such path. Set
Note that N 0 = {s q } and N 1 = N B q (s q ) \ {s q+1 }.
We already know from Observation 1 that N B q (s q ) is a clique and N B q (s q+1 ) is a clique. In particular, this implies that N 1 is a clique. If N 2 = ∅, there is nothing to prove, so we assume N 2 ̸ = ∅. We complete the proof of this case by first proving a number of claims.
Claim 1. vs q ∈ E(G) and vs q+1 ∈ E(G).
Proof. Suppose that vs q ̸ ∈ E(G). Let Q be a shortest path from s q to s p+1 containing vs p+1 and all internal vertices outside B q . Then Q is an induced path containing v with all internal vertices outside B q and of length at least 3.
We consider the structure of N i and prove the following claim. Claim 1.1. For every i with 1 ≤ i ≤ j − 1, N i is a clique, and N j is P 4 -free.
Proof. We use induction on i. We already know that N 1 is a clique, so we assume that 2 ≤ i ≤ j − 1.
Let x be a vertex in N i that has a neighbor y in N i+1 . Let x ′ be a vertex in N i other than x. We first claim that xx 
, then let R be a shortest path of B q − s q+1 from w to s q . Then the subgraph induced by {x, If there is a vertex in C that is nonadjacent to x, then let z be a vertex in C with distance 2 from x in C , let y be a common neighbor of x and z in C , and let y ′ be a neighbor of x in C ′ . Then zyxy ′ is an induced P 4 in H, a contradiction. This implies that x is adjacent to every vertex in C . The above claims and Lemma 2 imply that there exists a Hamilton path of B q from s q to s q+1 , a contradiction. Thus we conclude that vs q ∈ E(G). The second assertion follows by symmetry.
We note here that in the above argumentation we have implicitly proved Lemma 3 in case F = B 2,3 . By Claim 1, vs q , vs q+1 ∈ E(G). If p ≥ 3, G contains a claw centered at v, a contradiction. So p = 2, q = 1, and G − v consists of three blocks. Recall that the two end blocks B 0 and B 2 are both trivial, so vs 0 s 1 v and vs 2 s 3 v are two triangles. We again obtain more information on the structure of N i by proving the following claims.
Claim 2. j ≤ 3, and N 3 is P 3 -free.
Proof. The proofs of the following implications are completely analogous to the proofs of Claims 1.1 and 1.2, and the application of Lemma 2, and are therefore omitted. 
One can prove the uniqueness similarly as in the proof of Claim 4 in Section 5.
By Claim 4, we can partition N 1 into pairs such that each pair is a cut. These pairs have a nice property with respect to perfect paths, as follows. Recall that j ≤ 3 and that N 3 is P 3 -free, so every component of H ∩ N 3 is a clique. The proof of the next observations is completely analogous to the proof of Claim 5.1 in Section 5. We complete the proof of this case by reaching our final contradiction, as follows. 
is a Hamilton path of B 1 from s 1 to s 2 , our final contradiction. = N 1,1,3 ) Let G be a 2-connected {K 1, 3 , N 1,1,3 }-free graph. Adopting the notation and set-up of Section 4 we are going to prove that G has a Hamilton path starting from a vertex v, in case G − v contains a nontrivial inner block B q and all other inner and end blocks of G − v are trivial. Recall that it is sufficient to prove that B q contains a Hamilton path from s q to s q+1 . Suppose to the contrary that there is no such path. Set
Proof of Theorem 7 (F
We already know from Observation 1 that N B q (s q ) is a clique and N B q (s q+1 ) is a clique. In particular, this implies that N 1 is a clique. There is nothing to prove if N 2 = ∅, so we assume N 2 ̸ = ∅. We complete the proof of this case by first proving a number of claims.
Proof. Suppose that vs q ̸ ∈ E(G). Let Q be a shortest path from s q to s p+1 containing vs p+1 and with all internal vertices outside B q . Then Q is an induced path with origin s q and internal vertices outside B q and of length at least 3.
Note that N 1 is a clique. We first show that all N i are cliques. Using the above observations and Lemma 2, we conclude that B q contains a Hamilton path from s q to s q+1 , a contradiction.
Hence we get that vs q ∈ E(G). The second assertion follows by symmetry.
We note here that in the above argumentation we have implicitly proved Lemma 3 in case F = N 1,1,3 . By Claim 1, vs q , vs q+1 ∈ E(G). If p ≥ 3, G contains a claw centered at v, a contradiction. So p = 2, q = 1, and G − v consists of three blocks. Recall that the two end blocks B 0 and B 2 are both trivial, so vs 0 s 1 v and vs 2 s 3 v are two triangles. We again obtain more information on the structure of N i by proving the following claims.
Claim 2. j ≤ 3, and if s 1 s 2 ∈ E(G), then N 3 is P 3 -free.
Proof. We first deduce that N 2 is not a clique by showing the following. By Claim 4, we can partition N 1 into pairs such that each pair is a cut. These pairs have a nice property with respect to perfect paths, as follows. 
