Abstract. In this article, we derive the asymptotic distribution of the bootstrapped Lasso estimator of the regression parameter in a multiple linear regression model. It is shown that under some mild regularity conditions on the design vectors and the regularization parameter, the bootstrap approximation converges weakly to a random measure. The convergence result rigorously establishes a previously known heuristic formula for the limit distribution of the bootstrapped Lasso estimator. It is also shown that when one or more components of the regression parameter vector are zero, the bootstrap may fail to be consistent.
Introduction
Consider the following regression model: where λ n is a regularization parameter. The Lasso estimate was introduced by [Tib96] as an estimation and variable selection method. The Lasso is preferred over the ordinary least squares estimation method (which corresponds to λ n " 0 in (1.2)) as a model selection tool because, with a suitable choice of λ n , it leads to a sparse solution. Many authors have studied the model-consistency properties of the Lasso and investigated conditions under which the Lasso can recover the true sparsity pattern; see [ZY06] , [Wai06] , [Zou06] and the references therein.
In an important paper, [KF00] derived the asymptotic distribution of the Lasso estimator. They showed that under mild regularity conditions on the error variables, the design vectors x i , and the regularization parameter λ n ,
where V p¨q is a random process over R p . Except for some very special cases, no closed form formula for either the limiting random vector or the limit distribution is available. As a result, the use of the asymptotic distribution of the Lasso estimator for constructing confidence intervals or for conducting large sample tests is not very appealing in practice. As an alternative, [KF00] considered using the bootstrap method to approximate the distribution of the Lasso estimator. In the setup of (1.1), the standard bootstrap method is the residual bootstrap of [Fre81] . [KF00] considered the residual bootstrap for the Lasso estimator and sketched out its asymptotic behavior using some heuristic arguments. In this paper, we derive the asymptotic distribution of the bootstrapped Lasso estimator and show that it is given by a random probability measure on R p . We provide a precise description of the random limit distribution. From this, it follows that under the regularity conditions of this paper, the heuristic formula for the limit distribution of the bootstrapped Lasso estimator, given by [KF00] , is indeed valid, thereby proving the conjecture by [KF00] . See Section 3 for details.
As a corollary to the main result (cf. Theorem 3.1), we show that under mild regularity conditions, the bootstrap approximation is inconsistent whenever there are one or more zero-components of the parameter vector β, thereby corroborating the claim of [KF00] . We also use the asymptotic results to identify some important special cases where the limiting random measure is degenerate and the bootstrap approximation is consistent. In the course of the proof of the main result, we also establish strong consistency of the Lasso estimator (cf. Lemma 4.2), which may be of some independent interest.
The rest of the paper is organized as follows. In Section 2, we describe the bootstrap method. In Section 3, we state the main result and the corollaries. The proofs of all the results are given in Section 4.
Description of the bootstrap method
In a regression setup such as (1.1), the standard approach to bootstrapping is the residual bootstrap method (cf. [Fre81] ), which we briefly describe now. Letting p β n denote the Lasso estimator of β given by (1.2), our goal is to approximate the distribution of a centered and scaled version of p β n ,
using the residual bootstrap. To that end, define the residuals
Consider the set of centered residuals te 1´ēn , . . . , e n´ēn u, whereē n " n´1 ř i e i . For the residual bootstrap, one selects a random sample tei u n i"1 , of size n from te i´ēn : i " 1, . . . , nu with replacement. The bootstrap version of (1.1) is now given by yi "
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Then, the bootstrap version of T n is given by
Let p G n p¨q denote the (conditional) distribution of Tn given the observations ty i u n i"1 ; i.e.,
where P˚denotes the bootstrap probability measure conditional on the observations ty i u n i"1 , n ě 1 or, equivalently, conditional on the error variables t i : i ě 1u and where BpR p q denotes the Borel σ-field on R p . Then, p G n p¨q is the residual bootstrap estimator of the unknown distribution G n (say) of T n . The residual bootstrap estimator of a population parameter θ n " ϕpG n q, defined through a functional ϕp¨q of G n p¨q, is given by ϕp p G n q. For example, the bootstrap estimator of the α-quantile (0 ă α ă 1) of the unknown distribution of }T n } is given by the α-quantile of the conditional distribution of }Tn } under P˚; The latter can be computed using the data and may be used for constructing a confidence region for β.
Next, let
i and where λ 0 P r0, 8q. Here and in the following, we write sgnpxq to denote the sign of x P R (cf. (4.1)) and 1 p¨q to denote the indicator function, where 1 pSq " 0 or 1, according to whether the statement S is false or true. [KF00] show that under some regularity conditions,
where T 8 " argmin uPR p V puq. Write G 8 p¨q to denote the distribution of the limiting random vector T 8 . For the bootstrap approximation to be useful, one would expect p G n p¨q to be close to G n p¨q or, equivalently, to be close to the limit distribution G 8 p¨q, for large n. However, in the next section we show that this is not always the case. The bootstrap estimator p G n p¨q may be inconsistent for G 8 p¨q, and thus it may fail to provide a valid approximation to G n p¨q.
Main results
As mentioned in the Introduction, [KF00] considered the residual based bootstrap for the Lasso estimator and sketched out some of its asymptotic properties to indicate that the residual bootstrap approximation may not work properly in this problem. In this section, we obtain a complete description of the limit behavior of the bootstrapped Lasso estimator Tn, which, in particular, pinpoints the situations where the residual bootstrap fails. The weak limit of the conditional distribution of the bootstrapped Lasso estimator Tn is a random probability measure; i.e.,Ĝ n p¨q converges weakly to a random probability measure on R p . To describe it, suppose that the error variables t i : i ě 1u are defined on a probability space pΩ, F, Pq and let W 1 and W 2 be two independent copies of W " N`0, σ 2 C˘, also defined on pΩ, F, Pq. Also, without loss of generality, suppose that β j " 0 for j " 1, . . . , p 0 and β j " 0 for j " p 0`1 , . . . , p for some 0 ď p 0 ď p. Let p 1 " p´p 0 denote the number of components of β that are zero. For u " pu 1 , . . . , u p q
where summation over the empty set is assumed to be zero. (Thus, the second sum is zero if p 0 " p.) For each t P R p , let μ 8 pt,¨q denote the probability distribution of argminpV 8 pt,¨qq. Thus, for each t, μ 8 pt,¨q is a probability measure on pR p , BpR p qq. Let M denote the set of all probability measures on pR p , BpR pand let denote the Prohorov metric (or any other metric metricizing the topology of weak convergence) on M. Let M denote the Borel σ-field on pM, q. Then, it follows (cf. [Kal86] ) that μ 8 pW 2 ,¨q is an pF, Mq-measurable random measure. Similarly, the bootstrap estimator p G n p¨q is also an pF, Mq-measurable random measure. The following result gives the limit distribution of the random measure p G n p¨q.
Theorem 3.1 (Limit distribution of usual bootstrap).
Suppose that
3) The errors t i u n i"1 are iid with Ep 1 q " 0, and Var p 1 q " σ 2 P p0, 8q.
Then, p G n p¨q converges weakly to μ 8 pT 8 ,¨q as random elements of the metric space pM, q, where
Theorem 3.1 shows that under conditions (C.1) -(C.3), the weak limit of the conditional distribution of the bootstrapped Lasso estimator is given by the random measure μ 8 pT 8 ,¨q, where the randomness is driven by the random vector T 8 . Based on their heuristic arguments, [KF00] claimed that p G n p¨q converged weakly to the distribution of the argmin of the random process V˚p¨q, which in our notation is given by
It can be shown that V 8 pt; uq can also be written as
A comparison of (3.2) and (3.3) shows that the heuristic formula of [KF00] is essentially correct if W is replaced by a copy W 1 that is independent of the limiting random variable T 8 of the original Lasso estimator. In addition to providing a correct interpretation to the heuristic formula, Theorem 3.1 also gives regularity conditions that ensure the validity of the conjecture.
From Theorem 3.1, we also note that when β has at least one zero component and λ 0 ‰ 0, the limit μ 8 pT 8 ,¨q is a nondegenerate random measure. Thus, in this case, the bootstrap estimator p G n pBq of the probability G n pBq " PpT n P Bq, instead of converging to the deterministic target G 8 pBq " lim nÑ8 G n pBq, indeed converges (in distribution) to a random variable μ 8 pB,¨q for all B satisfying G 8 pBBq " 0, where BB denotes the boundary of the set B. This, in particular, implies that the residual bootstrap approximation to the distribution of the Lasso estimator is inconsistent, which we state formally in the following corollary.
Corollary 3.2 (Inconsistency of the bootstrap).
Suppose that the conditions of Theorem 3.1 hold. If tj : β j " 0u is nonempty and λ 0 ą 0, then
Corollary 3.2 implies that when β j " 0 for some j, bootstrap confidence regions for β cannot attain the nominal level even when the sample size n is large. Similarly, the bootstrap test for the hypothesis H 0 : β j " 0 for all j P J (for a given nonempty set J) fail to achieve the desired level of significance under the null hypothesis. The latter has some important negative implications in the context of model selection, where one needs to identify the zero components for selecting the true model from an initial larger model with superfluous covariates.
Next we consider some important special cases, where the bootstrap approximation is consistent. Note that if all components of β are nonzero or the regularization factor λ n " opn 1{2 q (i.e. λ 0 " 0 in (C.2)), the function V 8 pt; uq reduces to V puq (cf. (2.2)) for all t, u P R p , and hence μ 8 pt,¨q equals G 8 p¨q for all t and the residual bootstrap is consistent. We state this formally in the following corollary. In situations covered by Corollary 3.3, the bootstrap approximation can be used to construct valid large sample confidence regions for β. This is of much practical importance, as the bootstrap automatically yields a valid confidence region without any analytical work on the part of the user.
Remark. Note that the regression model (1.1) assumes that the underlying regression parameter β is a fixed quantity and does not depend the sample size n. We have limited our study of the bootstrap in this fixed parameter framework. But there can be situations where such a fixed parameter framework is unsuitable. For example, if the underlying parameters are small , it is common to consider a contiguous framework where the underlying β j 's are assumed to change (or decay) with the sample size n. In a series of papers, Pötscher and his co-authors (see [PL09] , [LP08] and the references therein) have studied model selection properties and asymptotics of various penalized regression methods in such contiguous settings and developed interesting impossibility and uniform consistency results, with uniformity over the underlying parameter space. The study of the bootstrap in such contiguous settings is an interesting issue requiring careful analysis and is beyond the scope of the current paper.
Proofs
Let C, Cp¨q denote generic positive constants that depend on their arguments, but not on n. Also, recall that we write 1p¨q to denote the indicator function and
Let pΩ, F, Pq denote the underlying probability space and let E " σx i : i ě 1y denote the sub-σ-field of F generated by t i : i ě 1u. For a random vector Z and a σ-field C, write LpZq and LpZ|Cq to denote the probability distribution of Z and the conditional distribution of Z given C, respectively. For any random vector Y , set LpZ|σxY yq " LpZ|Y q, for notational simplicity. Write X n for the nˆp matrix with rows x 1 i , i " 1, . . . , n, and let C n " n´1X 1 n X n . Unless otherwise indicated, limits in the order symbols are taken by letting n Ñ 8. Recall that P˚denotes conditional probability given E and E˚" E`¨ˇˇE˘.
Our first result proves strong consistency of p β n , which may be of some independent interest.
Lemma 4.1. Suppose that conditions (C.1) and (C.2) hold. Then
Proof of Lemma 4.1. It is enough to show that each component of the vector
lmost surely. Hence, for notational simplicity, suppose that the x i 's are scalar. As a first step, we show that with probability one, (4.3)
By Khinchine-Kolmogorov's 1-series theorem (cf. Theorem 8.34 in [AL06] ), it is enough to show that (4.4) )ˇˇˇ`r log pj`1qs 2 ď 2j log pj`1q " log`1`j´1˘‰`rlog pj`1qs Proof of Lemma 4.2. Suppose β j ‰ 0 for all 1 ď j ď p 0 and β j " 0 for all pp 0`1 q ď j ď p. Let η 1,n and η p,n denote the smallest and largest eigenvalues of C n . Note that ? n´p β n´β¯" argmin u V n puq, where
where W n " n´1 {2 ř n i"1 i x i . Note that W n is a scaled sum of independent random vectors, with mean 0 and finite variance. By Lemma 4.1, we have }W n } " O plog nq , with probability 1.
This implies that for }u} ě C log n ,
log n pą 0q, with probability 1. Since V n p0q " 0, this implies that the minimizer of V n puq can not lie in the set t}u} ě C log nu. Thus, the minimizer of V n puq lies in the set t}u} ă C log nu with probability 1, proving the lemma. 
where¯ n " n´1 ř n j"1 j . Then, we can write, using Lemma 4.2,
e j´ēn s´r j´¯ n s¯2
" o p1q , with probability 1.
Since σ 2 n Ñ σ 2 almost surely, it follows that |s 2 n´σ 2 | " o p1q with probability 1. Next considerμ 3,n . Using the condition on the x i 's, we get (4.7) max
Hence, by the Marcinkiewicz-Zygmund Strong Law of Large Numbers, Lemma 4.2, and (4.7), we have
This completes the proof of the lemma. Proof of Lemma 4.4. Let A P F be such that PpAq " 1 and for every ω P A,
Fix ω P A. For this ω, we will use the Cramer-Wold device to prove the result. Accordingly, consider a t " pt 1 , . . . , 
This completes the proof of the lemma.
Proof of Theorem 3.1. Using Skorohod's theorem (cf. Theorem 1.10.3, [vdVW96] ), without loss of generality, we may suppose that there exists a version T 8 (also denoted as T 8 for notational simplicity) on pΩ, F, Pq such that T n Ñ T 8 a.s. pPq. Let A P F be such that PpAq " 1 and lim nÑ8 ´L´WnˇˇˇE¯p ωq, N`0, σ 2 C˘¯`}T n pωq´T 8 pωq} " 0 for all ω P A,
where Wn " n´1 {2 ř n i"1 x i ei . Recall that M denotes the set of all probability measures on pR p , B pR p qq, equipped with the topology of weak convergence, and p¨,¨q is a metric metricizing the topology of weak convergence on M. Then, pM, q is a complete separable metric space. Then, p G n and p G 8 can be considered pF, Mq measurable, M-valued random elements. By the definition of weak convergence for M-valued random elements and the Bounded Convergence Theorem, Theorem 3.1 will follow if we show that (4.8) lim nÑ8 ´p G n pω,¨q , p G 8 pω,¨q¯" 0 for all ω P A.
To that end, for a " pa j : p 0`1 ď j ď pq P t0, 1u p 1 , define the sets A a " tω P A : T 8,j pωq P Ipa j q, j " p 0`1 , . . . , pu , 
