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A CLASSIFICATION OF SUBSYSTEMS OF A ROOT SYSTEM
TOSHIO OSHIMA
Abstract. We classify isomorphic classes of the homomorphisms of a root
system Ξ to a root system Σ which do not change Cartan integers. We examine
several types of isomorphic classes defined by the Weyl group of Σ, that of Ξ
and the automorphisms of Σ or Ξ etc. We also distinguish the subsystem
generated by a subset of a fundamental system. We introduce the concept of
the dual pair for root systems which helps to study the action of the outer
automorphism of Ξ on the homomorphisms.
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1. Introduction
Root systems were introduced by W. Killing and E. Cartan for the study of
semisimple Lie algebras and now they are basic in several fields of mathematics. In
this note a subsystem of a root system means a subset of a root system which is
stable under the reflections with respect to the roots in the subset. The purpose of
this note is to study subsystems of a root system. It is not difficult to classify the
subsystems if the root system is of the classical type but we do it in a unified way.
The method used here will be useful in particular when the root system is of the
exceptional type.
Let Ξ and Ξ′ be subsystems of a root system Σ. We define that Ξ′ is equivalent
to Ξ by Σ and we write Ξ ∼
Σ
Ξ′ if w(Ξ) = Ξ′ with an element w of the Weyl group
WΣ of Σ. By the classification in this note we will get complete answers to the
following fundamental questions (cf. Remark 10.2 for the answers).
Q1. What kinds of subsystems of Σ exist as abstract root systems?
Q2. Suppose Ξ′ is isomorphic to Ξ as abstract root systems, which is denoted
by Ξ′ ≃ Ξ. How do we know Ξ′ ∼
Σ
Ξ?
Q3. How many subsystems of Σ exist which are equivalent to Ξ?
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Q4. Does the outer automorphism of Ξ come from WΣ?
Q5. Suppose σ is an outer automorphism of Ξ which stabilizes every irreducible
component of Ξ. Is σ realized by an element of WΣ?
Q6. Suppose that Ξ is transformed to Ξ′ by an outer automorphism of Σ. Is
Ξ ∼
Σ
Ξ′ valid?
Q7. Is Ξ equivalent to a subsystem 〈Θ〉 generated by a subset Θ of a fundamental
system Ψ of Σ? How many elements exist in {Θ ⊂ Ψ ; 〈Θ〉 ∼
Σ
Ξ}?
For example, Q4 may be interesting if Ξ has irreducible components which are
mutually isomorphic to each other. An orthogonal system is its typical example
(cf. Remark 8.2).
The first question of Q7 is studied by [1] and the answer is given there when Ξ
is irreducible (cf. Remark 8.3 iii)).
To answer these questions we will study subsystems as follows.
Let Ξ and Σ be reduced root systems and let Hom(Ξ,Σ) denote the set of maps
of Ξ to Σ which keep the Cartan integers 2 (α|β)(β|β) invariant for the roots α and β.
Since the map is injective and its image is a root system, the image is a subsystem
of Σ isomorphic to Ξ.
Let WΞ and WΣ denote the Weyl groups of Ξ and Σ respectively and put
Aut(Ξ) = Hom(Ξ,Ξ) and Aut(Σ) = Hom(Σ,Σ). We will first study the most re-
fined classification, that is, WΣ\Hom(Ξ,Σ) after the review of the standard materi-
als for root systems in §2. In §3 we will give Theorem 3.5 which reduces the structure
of WΣ\Hom(Ξ,Σ) to a simple graphic combinatorics in the extended Dynkin dia-
grams. It is a generalization of the fact that an element ofWΣ\Aut(Σ) corresponds
to a graph automorphism of the Dynkin diagram associated to Σ (cf. Example 3.6)
and will be proved in §5 after the preparation in §4.
In §6 we define the dual pair of subsystems, which helps us to study the action
of Aut(Ξ) on Hom(Ξ,Σ). In §10 we have the table of all the non-empty Hom(Ξ,Σ)
with irreducible Σ. The table gives the numbers of the elements of the cosets
WΣ\Hom(Ξ,Σ), Aut(Σ)\Hom(Ξ,Σ),
WΣ\Hom(Ξ,Σ)/Aut(Ξ), WΣ\Hom(Ξ,Σ)/Aut
′(Ξ)
and the number of the subsystems generated by subsets of a fundamental system of
Σ which correspond to a coset. Here Aut′(Ξ) is the subgroup of Aut(Ξ) defined by
the direct product of the automorphisms of the irreducible components of Ξ. The
table also determines certain closures of Ξ (cf. Definition 6.3, 6.6).
In many cases #
(
WΣ\Hom(Ξ,Σ)/Aut(Ξ)
)
= 1, which is equivalent to say that
the subsystems of Σ which are isomorphic to Ξ form a single WΣ-orbit. We will
also distinguish the orbits when the number is larger than one.
In §8 we give some remarks obtained by our study. For example, Q4 will be
examined for the orthogonal systems of the root systems of type E7 and E8 .
In §9 we give the extended Dynkin diagrams and roots of the irreducible root
systems following the notation in [3], which is for the reader’s convenience and will
be constantly used in this note. A proof of the classification of the root systems is
also given for the completeness (cf. Proposition 9.3 and Remark 9.4 iv)).
Dynkin [4] classified regular subalgebras of a simple Lie algebra in his study
of semisimple subalgebras. The classification is given by Table 9 and Table 11
in [4]. In Table 11, A6 + A2 and the second one of A7 + A1 should be replaced
by E6 + A2 and E7 + A1, respectively. These tables describe the classification of
Aut(Σ)\Hom(Ξ,Σ)/Aut(Ξ) for S-closed subsystems (cf. Definition 6.6) in our table
in §10 (cf. Remark 10.7 ii)) and were obtained from diagrams given by successive
procedures removing roots from extended Dynkin diagrams. The procedure is the
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way to classify maximal S-closed subsystems used by [2] (cf. Remark 8.4). The
maximal S-closed subsystems are also classified by [8]. Our classification based on
Theorem 3.5 gives a more refined classification of WΣ\Hom(Ξ,Σ). In fact we give a
simple algorithm to give the complete representatives of the coset WΣ\Hom(Ξ,Σ).
The author would like to thank E. Opdam for pointing out (8.8) and related
errors in the table in §10.
2. Notation
In this section we review the root systems and fix the notation related to them.
All the materials in this section are elementary and found in [3].
Fix a standard inner product ( | ) of Rn and the orthonormal basis {ǫ1, . . . , ǫn}
of Rn. For α ∈ Rn \ {0} the reflection sα with respect to α is defined by
(2.1)
sα : Rn → Rn
∈ ∈
x 7→ sα(x) := x− 2
(α|x)
(α|α)α
Definition 2.1. A reduced root system of rank n is a finite subset Σ of Rn \ {0}
which satisfies
Rn =
∑
α∈ΣRα,(2.2)
sα(Σ) = Σ (∀α ∈ Σ),(2.3)
2
(α|β)
(α|α)
∈ Z (∀α, β ∈ Σ),(2.4)
Rα ∩ Σ = {±α} (∀α ∈ Σ).(2.5)
In general the rank of a root system Σ is denoted by rankΣ.
Remark 2.2. i) In this note any non-reduced root system, which doesn’t satisfy
(2.5), doesn’t appear except in §9 and hereafter for simplicity a root system always
means a reduced root system.
ii) We use the notation N for the set {0, 1, 2, . . .} of non-negative integers.
Definition 2.3. A fundamental system Ψ of the root system Σ of rank n is a finite
subset {α1, . . . , αn} of Σ which satisfies
Rn = Rα1 + Rα2 + · · ·+ Rαn,(2.6)
α =
n∑
j=1
mj(α)αj ∈ Σ ⇒
(
m1(α), . . . , . . . ,mn(α)
)
∈ Nn or − Nn.(2.7)
The fundamental system Ψ exists for any root system Σ and the root α ∈ Σ is
positive (with respect to Ψ) if mj(α) ≥ 0 for j = 1, . . . , n, which is denoted by
α > 0.
Definition 2.4. Let Θ be a finite subset of Σ and put
WΘ := 〈sα ; α ∈ Θ〉 = the group generated by {sα ; α ∈ Θ},(2.8)
W :=WΣ =WΨ,(2.9)
〈Θ〉 :=WΘΘ,(2.10)
Θ⊥ = Θ⊥ ∩Σ := {α ∈ Σ ; (α|β) = 0 (∀β ∈ Θ)}.(2.11)
The reflection group W generated by sα for α ∈ Σ is called the Weyl group of Σ.
A subset Ξ of Σ is called a subsystem of Σ if sα(Ξ) = Ξ for any α ∈ Ξ. Then Ξ is
a root system with rankΞ = dim
∑
α∈Ξ Rα. Note that 〈Θ〉 and Θ
⊥ are subsystems
of Σ and
(2.12) rank〈Θ〉+ rankΘ⊥ ≤ rankΣ.
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Definition 2.5. A map ι of a root system Ξ to a root system Σ is a homomorphism
if ι keeps the Cartan integers:
(2.13) 2
(ι(α)|ι(β))
(ι(α)|ι(α))
= 2
(α|β)
(α|α)
(∀α, β ∈ Ξ).
In this case ι is injective and ι(Ξ) is a subsystem of Σ.
The set of all homomorphisms of Ξ to Σ is denoted by Hom(Ξ,Σ) and define
(2.14) Aut(Σ) := Hom(Σ,Σ).
Note that WΣ and WΞ naturally act on Hom(Ξ,Σ) and
ι ◦ sα = sι(α) ◦ ι (ι ∈ Hom(Ξ,Σ), α ∈ Ξ).(2.15)
Two homomorphisms ι and ι′ of Ξ to Σ are isomorphic if
(2.16) ι′ = w ◦ ι
for a suitable w ∈ WΣ and we define
Hom(Ξ,Σ) :=WΣ\Hom(Ξ,Σ) ≃WΣ\Hom(Ξ,Σ)/WΞ,(2.17)
Out(Σ) :=WΣ\Aut(Σ) = Hom(Σ,Σ) ≃ Aut(Σ)/WΣ(2.18)
∼
← {g ∈ Aut(Σ) ; g(Ψ) = Ψ}.(2.19)
The root system Ξ is isomorphic to Σ, which is denoted by Ξ ≃ Σ, if there exists
a surjective homomorphism of Ξ onto Σ.
Suppose Σ1 and Σ2 are the subsystems of Σ such that Σ = Σ1∪Σ2 and Σ1 ⊥ Σ2.
Then we say that Σ is a direct sum of Σ1 and Σ2, which is denoted by Σ = Σ1+Σ2.
The irreducible root system is a root system which has no non-trivial direct sum
decomposition. Note that every root system is decomposed into a direct sum of
irreducible root systems and
(2.20) Aut(Σ) ≃ {g ∈ O(n) ; g(Σ) = Σ}
if Σ is an irreducible root system of rank n. Here O(n) is the orthogonal group of
Rn with respect to ( | ).
For root systems Σ1 and Σ2 there exists a root system Σ = Σ
′
1 + Σ
′
2 such that
Σj ≃ Σ′j for j = 1 and 2. This root system Σ is determined modulo isomorphisms
and hence we simply write Σ = Σ1 +Σ2. When Σ1 = Σ2, we sometimes write 2Σ1
in place of Σ1 +Σ2.
For any two elements α and α′ in Ψ, there exists an isomorphism ι of 〈α, α′〉 to
one of the following four root systems with the fundamental system {β, β′} such
that ι(α) = β and ι(α′) = β′:
A1 +A1 = 2A1: (β, β
′) = (ǫ1, ǫ2) 2
(β|β′)
(β|β) = 0, 2
(β|β′)
(β′|β′) = 0
β

β′

A2: (β, β
′) = (ǫ1 − ǫ2, ǫ2 − ǫ3) 2
(β|β′)
(β|β) = −1, 2
(β|β′)
(β′|β′) = −1
β

β′

B2: (β, β
′) = (ǫ1 − ǫ2, ǫ2) 2
(β|β′)
(β|β) = −1, 2
(β|β′)
(β′|β′) = −2
β

β′
+3
G2: (β, β
′) = (−2ǫ1 + ǫ2 + ǫ3, ǫ1 − ǫ2) 2
(β|β′)
(β|β) = −1, 2
(β|β′)
(β′|β′) = −3
β

β′
_ *4
The Dynkin diagram G(Ψ) of a root system Σ with the fundamental system Ψ is
the graph which consists of vertices expressed by small circles and edges expressed
by some lines or arrows such that the vertices are associated to the elements of Ψ.
The lines or arrows connecting two vertices represent the isomorphic classes of the
corresponding two roots in Ψ according to the above Dynkin diagram of rank 2.
Here the number of lines which link β to β′ in the diagram equals −2(β|β
′)
min{(β|β),(β′|β′)} .
The arrow points toward a shorter root.
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Definition 2.6. A root α of an irreducible root system Σ is called maximal and
denoted by αmax if every numbermj(α) for j = 1, . . . , n in Definition 2.3 is maximal
among the roots of Σ. It is known that the maximal root uniquely exists.
Let Ψ = {α1, . . . , αn} be a fundamental system of Σ. Define
α0 := −αmax,(2.21)
Ψ˜ := Ψ ∪ {α0}.(2.22)
The extended Dynkin diagram of Σ in this note is the graph G(Ψ˜) associated to Ψ˜
which is defined in the same way as G(Ψ) associated to Ψ. We call Ψ˜ the extended
fundamental system of Σ. A subdiagram of G(Ψ˜) is the Dynkin diagram G(Θ)
associated to a certain subset Θ ⊂ Ψ˜.
In §9 the extended Dynkin diagrams of all the irreducible root systems is listed,
which are based on the notation in [3]. The vertex expressed by a circled circle in
the diagram corresponds to the special root α0. If the vertex and the lines starting
from it are removed from the diagram, we get the corresponding Dynkin diagram
of the irreducible root system. The numbers below vertices αj in the diagram in
§9 are the numbers mj(αmax) given by (2.7). We define m0(αmax) = 1 and then
(2.23)
∑
αj∈Ψ˜
mj(αmax)αj = 0.
Remark 2.7. i) There is a bijection between the isomorphic classes of root systems
and the Dynkin diagrams.
The irreducible decomposition of a root system Σ corresponds to the decompo-
sition of its Dynkin diagram G(Ψ) into the connected components G(Ψj). It also
induces the decomposition of the fundamental system Ψ = Ψ1∐· · ·∐Ψm such that
Σ = 〈Ψ1〉 + · · · + 〈Ψm〉 is the decomposition into irreducible root systems. Then
we call each Ψj an irreducible component of Ψ.
The irreducible root systems are classified as follows (cf. §9):
(2.24) An(n ≥ 1), Bn(n ≥ 2), Cn(n ≥ 3), Dn(n ≥ 4), E6, E7, E8, F4, G2.
We will also use this notation An, . . . for a root system or a fundamental system.
For example, A2 + 2B3 means a root system isomorphic to the direct sum of the
root system of type A2 and two copies of the root system of type B3 or it means
its fundamental system.
ii) Out(Σ) is naturally isomorphic to the group of graph automorphisms of the
Dynkin diagram associated to Σ. If Σ is irreducible, it also corresponds to the graph
automorphisms of the extended Dynkin diagram which fix the vertex corresponding
to α0. Here we give the list of irreducible root systems Σ with non-trivial Out(Σ):
(2.25)

Out(An) ≃ Z/2Z (n ≥ 2),
Out(D4) ≃ S3 (= the symmetric group of degree 3),
Out(Dn) ≃ Z/2Z (n ≥ 5),
Out(E6) ≃ Z/2Z.
iii) The graph automorphism σ of the extended Dynkin diagram G(Ψ˜) with the
following property corresponds to a transformation by an element of WΣ.
(2.26)

A rotation of G(Ψ˜) (Σ = An, E6),
Any automorphism (Σ = Bn, Cn, E7),
σ
(
(α0, α1, αn−1, αn)
)
= (α1, α0, αn, αn−1) (Σ = Dn),
σ
(
(α0, α1, αn−1, αn)
)
= (αn, αn−1, α1, α0) (Σ = Dn, n : even ≥ 4),
σ
(
(α0, α1, αn−1, αn)
)
= (αn, αn−1, α0, α1) (Σ = Dn, n : odd).
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When Σ is irreducible, we have the bijection:
(2.27)
{w ∈WΣ ; w(Ψ˜) = Ψ˜}
∼
→ {αj ∈ Ψ˜ ; mj(αmax) = 1}
∈ ∈
σ 7→ σ(α0)
To classify subsystems contained in a root system we prepare more definitions.
Definition 2.8. We put
Aut′(Ξ) := Aut(Ξ1)× · · · ×Aut(Ξm) ⊂ Aut(Ξ),(2.28)
Out′(Ξ) := Aut′(Ξ)/WΞ(2.29)
for a root system Ξ with an irreducible decomposition Ξ = Ξ1 + · · ·+ Ξm.
Definition 2.9. Let Ξ, Ξ′ and Θ be subsystems of Σ.
Ξ ∼
Θ
Ξ′ ⇔ ∃w ∈WΘ such that Ξ
′ = w(Ξ),(2.30)
Ξ
w
∼
Θ
Ξ′ ⇔ ∃g ∈ Aut(Θ) such that Ξ′ = g(Ξ).(2.31)
If Ξ ∼
Θ
Ξ′ (resp. Ξ
w
∼
Θ
Ξ′), we say that Ξ′ is equivalent (resp. weakly equivalent) to
Ξ by Θ. Since Aut(Ξ) ≃ {ι ∈ Hom(Ξ,Σ) ; ι(Ξ) = Ξ}, we have
{Ξ′ ⊂ Σ ; sα(Ξ
′) = Ξ′ (∀α ∈ Ξ′) and Ξ′ ≃ Ξ}/∼
Σ
≃WΣ\Hom(Ξ,Σ)/Aut(Ξ)
≃ Hom(Ξ,Σ)/Out(Ξ),
(2.32)
{Ξ′ ⊂ Σ ; sα(Ξ
′) = Ξ′ (∀α ∈ Ξ′) and Ξ′ ≃ Ξ}/
w
∼
Σ
≃ Aut(Σ)\Hom(Ξ,Σ)/Aut(Ξ)
≃ Out(Σ)\Hom(Ξ,Σ)/Out(Ξ),
(2.33)
WΣ\Hom(Ξ,Σ)/Aut
′(Ξ) ≃ Hom(Ξ,Σ)/Out′(Ξ).(2.34)
Definition 2.10 (fundamental subsystems). A subsystem Ξ of Σ is called funda-
mental if there exists Θ ⊂ Ψ such that Ξ ∼
Σ
〈Θ〉.
Remark 2.11. Suppose Σ is of type An. Then it is clear that
any subsystem of Σ is fundamental,(2.35) (
Ξ ∼
Σ
Ξ′ ⇔ Ξ ≃ Ξ′
)
for subsystems Ξ and Ξ′ of Σ.(2.36)
Our aim in this note is to clarify the structure of
Hom(Ξ,Σ), Out(Σ)\Hom(Ξ,Σ), Hom(Ξ,Σ)/Out(Ξ), Hom(Ξ,Σ)/Out′(Ξ),
Out(Σ)\Hom(Ξ,Σ)/Out(Ξ) and fundamental subsystems of Σ.
For this purpose we prepare the following definition.
Definition 2.12. i) A root α ∈ Ψ (resp. Ψ˜) is an end root of Ψ (resp. Ψ˜) if
(2.37) #{β ∈ Ψ (resp. Ψ˜) ; (β, α) < 0} ≤ 1.
A root α ∈ Ψ (resp. Ψ˜) is called a branching root of Ψ (resp. Ψ˜) if
(2.38) #{β ∈ Ψ (resp. Ψ˜) ; (β, α) < 0} ≥ 3.
The corresponding vertex in the (extended) Dynkin diagram is also called an end
vertex or a branching vertex, respectively.
ii) When Σ is irreducible, we put
(2.39) ΣL := {α ∈ Σ ; |α| = |αmax|}
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and denote its fundamental system by Ψ˜L. Then ΣL is a subsystem of Σ and
(2.40)
ALn = An, B
L
n = Dn (n ≥ 2), C
L
n = nA1 (n ≥ 3), D
L
n = Dn (n ≥ 4),
EL6 = E6, E
L
7 = E7, E
L
8 = E8, F
L
4 = D4, G
L
2 = A2.
A root system whose Dynkin diagram contains no arrow is called simply laced.
3. A theorem
In this section we will give a simple procedure to clarify the set Hom(Ξ,Σ) :=
WΣ\Hom(Ξ,Σ) for root systems Ξ and Σ.
Remark 3.1. i) Note that
Hom
(
Ξ,Σ1 +Σ2
)
≃
∐
Ξ′⊂Ξ: component
(
Hom
(
Ξ′,Σ1
)
,Hom
(
(Ξ′)⊥,Σ2
))
,(3.1)
Hom
(
Ξ1 + Ξ2,Σ
)
≃
∐
ι¯∈Hom(Ξ1,Σ)
(
ι¯,Hom
(
Ξ2, ι(Ξ1)
⊥
))
.(3.2)
Here ι is a representative of ι¯ and the component Ξ′ of Ξ is the subsystem of Ξ
such that Ξ = Ξ′ + (Ξ′)⊥. The empty set and Ξ are also components of Ξ.
The identification (3.2) follows from
(3.3) {w ∈WΣ ; w|ι(Ξ) = id} =Wι(Ξ)⊥ ⊂WΣ
for any ι ∈ Hom(Ξ,Σ) (cf. [3]).
ii) The identifications (3.1) and (3.2) assure that we may assume Ξ and Σ are
irreducible. In fact, the study of the structure of Hom(Ξ,Σ) is reduced to the study
of ι¯ ∈ Hom(Ξ,Σ) and ι(Ξ)⊥ for irreducible Ξ and Σ.
iii) We may moreover assume ι(Ξ)∩ΣL 6= ∅ by considering the dual root systems
Ξ∨ :=
{
2α
(α|α) ; α ∈ Ξ
}
and Σ∨ :=
{
2α
(α|α) ; α ∈ Σ
}
in place of Ξ and Σ, respectively.
Definition 3.2. When G(Φ) is isomorphic to a subdiagram G(Θ) of G(Ψ˜) with a
map ι¯ : Φ→ Θ ⊂ Ψ˜, it is clear that ι¯ defines an element of Hom(Ξ,Σ). In this case
we say that ι¯ is an imbedding of G(Φ) into G(Φ˜).
Recalling Definition 2.4, 2.6 and 2.12, we now state a main lemma in this note.
Lemma 3.3. Let Ξ and Σ be irreducible root systems and let Φ and Ψ be their
fundamental systems, respectively. Denoting
Hom′(Ξ,Σ) :=
{
ι ∈ Hom(Ξ,Σ) ; ι(Ξ) ∩ ΣL 6= ∅
}
,(3.4)
Hom
′
(Ξ,Σ) :=WΣ\Hom
′(Ξ,Σ),(3.5)
we have the following claims according to the type of Ξ:
1) Ξ is of type Am.
Hom
′
(Ξ,Σ)
∼
←
{
Imbeddings ι¯ of G(Φ) into G(Ψ˜) with the end vertex α0
}
.
Let ι¯ be this graph imbedding corresponding to ι ∈ Hom(Ξ,Σ). Then
(3.6) ι(Ξ)⊥ ≃
〈
α ∈ Ψ˜ ; α ⊥ ι¯(Φ)
〉
.
In the case #Hom
′
(Ξ,Σ) > 1, we have #Hom
′
(Ξ,Σ) = 3 if (Ξ,Σ) is of type (A3, D4)
and 2 if otherwise. Moreover for ι¯, ι¯′ ∈ Hom
′
(Ξ,Σ)
(3.7)
“ ι¯ and ι¯′ are conjugate under an element of Out(Σ) or Out(Ξ)”
⇔ ι(Ξ)⊥ ≃ ι′(Ξ)⊥.
2) Ξ is of type Dm (m ≥ 4).
Let Φm = {β0, . . . , βm−1} be a fundamental system of Ξ with the Dynkin diagram
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β0
◦
β1
◦
β2
◦
· · · βm−3
◦
βm−2
◦
βm−1◦
and mΣ denote the maximal integer m such that there is
an imbedding ι¯m of G(Φm) into G(Ψ˜
L). We put mΣ = 0 if such imbedding doesn’t
exist. Then
mΣ =

0 (Σ is of type An, Cn, G2),
rankΣ (Σ is of type Bn, Dn, E8, F4),
5 (Σ is of type E6),
6 (Σ is of type E7)
and
Hom′(Dm,Σ) 6= ∅ ⇔ (4 ≤)m ≤ mΣ
⇔ #
(
Hom
′
(Ξ,Σ)/Out(Ξ)
)
= 1.
Σ is of type E6, E7 or E8.
#Hom(Dm,Σ) =
{
2 (m = mΣ),
1 (4 ≤ m < mΣ),
ι(Ξ)⊥ ≃ DmΣ−m +
{
A1 (n = 7),
∅ (n = 6, 8).
Σ is of type Dn, Bn or F4 (m ≤ n).
#Hom
′
(Ξ,Σ) =

6 (Σ : D4 (m = n = 4)),
3 (Σ : Bn and Dn (m = 4 < n)),
2 (Σ : Dn (4 < m = n)),
1 (Σ : F4 (4 = m), Bn (4 < m ≤ n), Dn (4 < m < n)),
ι(Ξ)⊥ ≃

Dn−m (ι ∈ Hom(Dm, Dn)),
Bn−m (ι ∈ Hom(Dm, Bn)),
∅ (ι ∈ Hom(D4, F4)).
3) Ξ is of type Bm (m ≥ 2).
Hom(Ξ,Σ) 6= ∅ ⇔ #Hom(Ξ,Σ) = 1 and

Σ is of type Bn with m ≤ n,
Σ is of type Cn with m = 2,
Σ is of type F4 with m ≤ 4,
ι(Ξ)⊥ ∩ Tn ≃ Tn−m (T = B, C, F, F2 = B2, F1 = A1 and ι(B3)
⊥ ∩ F4 6⊂ Σ
L).
4) Ξ is of type Cm (m ≥ 3).
Hom(Ξ,Σ) 6= ∅ ⇔ #Hom(Ξ,Σ) = 1 and
{
Σ is of type Cn with m ≤ n,
Σ is of type F4 with m ≤ 4,
ι(Ξ)⊥ ∩ Tn ≃ Tn−m (T = C, F, F2 = C2, F1 = A1 and ι(C3)
⊥ ∩ F4 ⊂ Σ
L).
5) Ξ is of type Em (m = 6, 7 and 8).
Hom(Ξ,Σ)
∼
←
{
Imbeddings ι¯ of G(Φ) into G(Ψ˜)
}/
∼,
ι(Ξ)⊥ ≃
〈
α ∈ Ψ˜ ; α ⊥ ι¯(Φ)
〉
.
Here /∼ is interpreted that all the imbeddings of G(Φ) are considered to be isomor-
phic except for (Ξ,Σ) ≃ (E6, E6). Namely #Hom(Ξ,Σ) ≤ 1 if (Ξ,Σ) 6≃ (E6, E6).
6) Ξ is of type G2 or F4.
Hom(Ξ,Σ) 6= ∅ ⇔ #Hom(Ξ,Σ) = 1 and Ξ ≃ Σ.
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Remark 3.4. i) In the proof of Lemma 3.3 2) we will have
ι(Ξ)⊥ ≃
{〈
ι¯mΣ(ΦmΣ)
⊥ ∩Ψ
〉
(mΣ − 1 ≤ m ≤ mΣ),〈
ι¯mΣ(ΦmΣ)
⊥ ∩Ψ, ι¯mΣ(βm), . . . ι¯mΣ(βmΣ−1)
〉
(4 ≤ m ≤ mΣ − 2)
for the imbedding ι¯mΣ with ι¯(βmΣ) = α0 if Σ is of type Dn, E6, E7 or E8.
Let Θm be a subset of Ψ˜ such that 〈Θm〉 ≃ Dm. If Σ is of type Bn or Dn, we
may assume that ιm ∈ Hom(Dm,Σ) satisfies ιm(Ξ) = 〈Θm〉 and then
ιm(Φm)
⊥ =
〈
Θ⊥m ∩ Ψ˜
〉
.(3.8)
Suppose Σ is of type E6, E7 or E8. Let α˜max be the maximal root of 〈ΘmΣ〉. Put
α˜0 = −α˜max and Θ˜mΣ = ΘmΣ ∪ {α˜0}. We may assume ιm ∈ Hom(Dm,Σ) satisfies
ιm(Ξ) = 〈Θm〉 and Θm ⊂ Θ˜mΣ . Then
ιm(Φm)
⊥ =
〈
Θ⊥m ∩ Θ˜mΣ , Θ
⊥
mΣ
∩ Ψ˜
〉
.(3.9)
Note that G(Θ˜mΣ) is the extended Dynkin diagram of 〈ΘmΣ〉 ≃ DmΣ . See Exam-
ple 3.6 viii) and ix).
ii) Using a graph automorphism of G(Ψ˜) corresponding to a suitable element
of WΣ, we may replace α0 by another element αj of Ψ with mj(αmax) = 1 in
Theorem 3.5 and in the remark above (cf. Remark 2.7 ii)).
iii) The image ι(Ξ) corresponding to the graph automorphism ι¯ in Lemma 3.3 is
obtained by Proposition 4.4.
Lemma 3.3 can be summarized in the following form.
Theorem 3.5. Let Σ and Ξ be irreducible root systems and let Ψ and Φ be their
fundamental systems, respectively. Retain the notation given in Definition 2.4–2.6
and 2.12. If Σ is not simply laced, we denote the maximal root in Σ\ΣL by α′max and
the Dynkin diagram of Ψ˜′ by G(Ψ˜′). Here we put α′0 = −α
′
max and Ψ˜
′ = Ψ∪ {α′0}.
i) Suppose Σ is of the classical type or Ξ ≃ Am with m ≥ 1.
When Ξ 6≃ D4 or (Σ,Ξ) ≃ (D4, D4),
Hom(Ξ,Σ)
∼
← {Imbeddings ι¯ of G(Φ) to G(Ψ˜) or G(Ψ˜′)
such that β0 corresponds to α0 or α
′
0 by ι¯}
(3.10)
for a suitable root β0 ∈ Φ. Here we delete G(Ψ˜′) and α′0 in the above if Σ is simply
laced. Moreover β0 is any root in Φ such that the right hand side of (3.10) is not
empty and if such β0 doesn’t exit, Hom(Ξ,Σ) = ∅.
When Ξ ≃ D4,
(3.11) #
(
Hom(Ξ,Σ)/Out(Ξ)
)
≤ 1
and the representative of Hom(Ξ,Σ)/Out(Ξ) is given by the above imbedding ι¯ and
(3.12) #Hom(D4, Bn) = #Hom(D4, Cn) = #Hom(D4, Dn+1) = 3 (n ≥ 4).
For ι ∈ Hom(Ξ,Σ) corresponding to this imbedding ι¯ of G(Φ) we have
(3.13) ι(Ξ)⊥ =
〈
α ∈ Ψ ; α ⊥ ι¯(Φ)
〉
.
Moreover for ι¯, ι¯′ ∈ Hom(Ξ,Σ)
(3.14)
“ ι¯ and ι¯′ are conjugate under an element of Out(Σ) or Out(Ξ)”
⇔ ι(Ξ) ∩ ΣL ≃ ι′(Ξ) ∩ ΣL and ι(Ξ)⊥ ≃ ι′(Ξ)⊥.
ii) Suppose Σ is of the exceptional type and Ξ = Rm with R = B, C, D, E,
F and G. Put mR0 = 2, 3, 4, 6, 4 and 2 according to R = B, C, D, E, F and
G, respectively, and moreover suppose m ≥ mR0 . Let m
R
Σ be the maximal number
m such that the Dynkin diagram G(Rm) of the root system Rm is a subdiagram of
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G(Ψ˜) or G(Ψ˜′). Thus for a subset ΦRΣ of Ψ˜ or Ψ˜
′ we identify G(RmRΣ ) with the
subdiagram G(ΦRΣ). Put m
R
Σ = 0 if such number m with m ≥ m
R
0 does not exists.
When (Σ, Rm) 6≃ (F4, D4), we have (3.11) and
#Hom(Rm,Σ) =

0 (m > mRΣ),
#Out(RmRΣ ) (m = m
R
Σ),
1 (mR0 ≤ m < m
R
Σ),
(3.15)
R⊥m ∩ Σ = (R
⊥
m ∩RmRΣ ) +
〈
(ΦRΣ)
⊥ ∩ Ψ˜ (or Ψ˜′)
〉
(mR0 ≤ m ≤ m
R
Σ)(3.16)
through the natural map G(Rm) ⊂ G(RmRΣ ) ≃ G(Φ
R
Σ) ⊂ G(Ψ˜) (or G(Ψ˜
′)) and
R⊥m ∩RmRΣ is given by i) or Lemma 3.3 5). The coset Hom(D4, F4) consists of the
two elements corresponding to the identifications D4 ≃ FL4 and D4 ≃ F4 \ F
L
4 .
Proof. When Σ is of type R with R = Bn, Cn, F4 or G2, G(Ψ˜
′) is the affine
Dynkin diagram R˜′ given by Proposition 9.3. This theorem follows from Lemma 3.3,
Remark 3.1 iv), Remark 9.4 iii) and Remark 4.2. 
Example 3.6.
(
Hom(Ξ,Σ) and Ξ⊥
)
i) #Hom(A2, An) = 2 and A
⊥
2 ∩An ≃ An−3 (n ≥ 2).
Two elements of #Hom(A2, An) are defined by (α1, α2) 7→ (α0, α1) and (α1, α2) 7→
(α0, αn), respectively. They are isomorphic to each other under Out(A2). Note
that the rotation of the extended Dynkin diagram corresponds to an element of
WAn .
α1
◦
α2
∗
α3
•
· · ·
•
αn−1
•
αn
∗
α0
⊚
TTT
TTT
TT
α1
∗
α2
•
α3
•
· · ·
•
αn−1
∗
αn
◦
α0
⊚
jjjjjjjj
ii) #Hom(A3, D4) = 3, #
(
Out(D4)\Hom(A3, D4)
)
= 1 and A⊥3 ∩D4 = ∅.
The group Out(D4) ≃ S3 corresponds to the graph automorphisms of the extended
Dynkin diagram which fix α0.
α1
◦
α2
◦ α3∗
α4∗
α0⊚
α1
∗
α2
◦ α3∗
α4◦
α0⊚
α1
∗
α2
◦ α3◦
α4∗
α0⊚
iii) #Hom(A3, Dn) = #
(
Out(Dn)\Hom(A3, Dn)/Out(A3)
)
= 2 for n > 4.
α1
◦
α2
◦
α3
∗
α4
•
α5
•
· · ·αn−2
•
αn−1
•
αn•α0⊚
α1
∗
α2
◦
α3
◦
α4
∗
α5
•
· · ·αn−2
•
αn−1
•
αn•α0⊚
A⊥3 ∩Dn ≃ Dn−3 or Dn−4 according to the imbeddings A3 ⊂ Dn.
iv) #Hom(A2, E6) = 1 and A
⊥
2 ∩E6 ≃ 2A2. Then 3A2 ⊂ E6 and #Hom(3A2, E6) =
#Hom(2A2, 2A2) = 8 (cf. §8.2.5) .
α1
•
α3
•
α4
∗
α5
•
α6
•
α2◦
α0⊚
v) #Hom(A4, E6) = 2, #
(
Out(E6)\Hom(A4, E6)
)
= 1 and A⊥4 ∩ E6 ≃ A1.
α1
∗
α3
◦
α4
◦
α5
∗
α6
•
α2◦
α0⊚
α1
•
α3
∗
α4
◦
α5
◦
α6
∗
α2◦
α0⊚
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vi) #Hom(A5, E7) = #
(
Out(E7)\Hom(A5, E7)/Out(A5)
)
= 2.
α0
⊚
α1
◦
α3
◦
α4
◦
α5
∗
α6
•
α7
•
α2◦
α0
⊚
α1
◦
α3
◦
α4
◦
α5
◦
α6
∗
α7
•
α2∗
A⊥5 ∩ E7 ≃ A2 or A1 according to the imbeddings A5 ⊂ E7.
vii) #Hom(4A1, D4) = 6 and #
(
Out(D4)\Hom(4A1, D4)
)
= 1.
α1
•
α2
∗ α3•
α4•
α0⊚
α⊥0 = {±α1,±α3,±α4}
viii) #Hom(D4, En) = 1 (cf. Remark 3.4 i))
α1
∗
α3
∗
α4
◦
α5
∗
α6
∗
α2◦
α0⊚
α˜0⊙
D⊥4 ∩ E6 = ∅
α0
⊚
α1
◦
α3
◦
α4
◦
α5
•
α6
∗
α7
•
α2•α˜0⊙
D⊥4 ∩ E7 ≃ 3A1
α1
∗
α3
•
α4
•
α5
•
α6
∗
α7
◦
α8
◦
α0
⊚
α2• α˜0⊙
D⊥4 ∩ E8 ≃ D4
ix) #Hom(D5, D9) = #Hom(D5, B9) = 1 (cf. Remark 3.4 i)).
α1
◦
α2
◦
α3
◦
α4
◦
α5
∗
α6
•
α7
•
α8
•
α0⊚ α9•
D⊥5 ∩D9 ≃ D4
α1
◦
α2
◦
α3
◦
α4
◦
α5
∗
α6
•
α7
•
α8
•
α0⊚
α9
•+3
D⊥5 ∩B9 ≃ B4
x) #Hom(A2, F4) = 2, (A
L
2 )
⊥ ∩ F4 ≃ AS2 , (A
S
2 )
⊥ ∩ F4 ≃ AL2 .
α0
⊚
α1
◦
α2
∗
α3
•+3
α4
•
α1
•
α2
•
α3
∗+3
α4
◦
α′0
⊚
xi) #Hom(C3, F4) = 1, G(C4) ⊂ G(F˜ ′4), G(C3) ⊂ G(C˜4) and C
⊥
3 ∩ F4 = A
L
1 .
α1
∗
α2
•
α3
∗+3
α4
◦
α′0
⊚
α˜0
⊙ks C4 = {α2, α3, α4, α
′
0}, C3 = {α4, α
′
0, α˜0}.
xii) #Hom(A4 +A2, E8) = 2 and #
(
Hom(A4 +A2, E8)/Out(A4 +A2)
)
= 1.
The two reductions Hom(A2, A
⊥
4 ) and Hom(A4, A
⊥
2 ) given below lead to the same
result (cf. Remark 3.1). In particular (A4 + A2)
⊥ ∩ E8 ≃ A1. Note that (A4, A4)
and (A2, E6) are special dual pairs in E8 (cf. Definition 6.3).
α1
•
α3
•
α4
•
α5
∗
α6
◦
α7
◦
α8
◦
α0
⊚
α2•
→
α1
◦
α3
∗
α4
•
α2
∗
⊙
JJ
JJ or
α1
∗
α3
•
α4
∗
α2
◦
⊙
tttt
α1
•
α3
•
α4
•
α5
•
α6
•
α7
∗
α8
◦
α0
⊚
α2•
→
α1
∗
α3
◦
α4
◦
α5
∗
α6
•
α2◦
⊙
or
α1
•
α3
∗
α4
◦
α5
◦
α6
∗
α2◦
⊙
Corollary 3.7. i) Suppose Σ is not of type A. Let G({α0, αj1 , . . . , αjm−1}) be a
maximal subdiagram of G(Ψ˜) isomorphic to G(Am) such that α0 and αjm−1 are the
end vertices of the subdiagram and αjν are not the branching vertex of G(Ψ˜) for
ν = 1, . . . ,m− 2. Then
#Hom
′
(Ak,Σ) = 1 (k = 1, . . . ,m),
#Hom
′
(Am+1,Σ)
{
= 0
(
αjm−1 is not a branching vertex of G(Ψ˜)
)
> 1
(
αjm−1 is a branching vertex of G(Ψ˜)
)
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with
m =

2 (Σ = Bn, n ≥ 3), 1 (Σ = B2, Cn),
2 (Σ = Dn, n ≥ 4),
3 (Σ = E6), 4 (Σ = E7), 6 (Σ = E8),
3 (Σ = F4), 2 (Σ = G2).
Here αjm−1 is the branching vertex if Σ = Bn (n ≥ 3), Dn (n ≥ 4), E6, E7 or E8.
ii) We consider the following procedure for a Dynkin diagram X:
If X is connected, we replace it by the subdiagram X ′ of the extended
Dynkin diagram X˜ of X where the vertices of X ′ correspond to
the roots orthogonal to the maximal root of X˜. If an irreducible
component of X ′ has no root with the length of the maximal root,
we remove the component.
If X is not connected, we choose one of the connected component
of X and change the component by the above procedure.
Then Hom
′
(rA1,Σ) corresponds to the r steps of the above procedures starting
from G(Ψ). The existence of these steps implies Hom′(rA1,Σ) 6= ∅ and in this
case Hom
′
(rA1,Σ) = 1 if and only if any non-connected Dynkin diagram does not
appear except for the final step. In particular, we have the following:
Let r(Σ) be the maximal integer r satisfying Hom′(rA1,Σ) 6= ∅. Then
r(Σ) = 1 +
∑
j
r(Σ′j).(3.17)
Here {Σ′j} is the set of irreducible components of α
⊥
0 such that Σ
′
j ∩Σ
L 6= ∅ and
r(An) = 1 + r(An−2) = [
n+1
2 ] (n ≥ 2), r(A1) = 1, r(A0) = 0,
r(Bn) = 2 + r(Bn−2) = 2[
n
2 ] (n ≥ 4), r(B3) = r(B2) = 2,
r(Cn) = 1 + r(Cn−1) = n (n ≥ 3), r(C2) = 2,
r(Dn) = 2 + r(Dn−2) = 2[
n
2 ] (n ≥ 4), r(D3) = r(D2) = 2,
r(E6) = 1 + r(A5) = 4, r(E7) = 1 + r(D6) = 7,
r(E8) = 1 + r(E7) = 8,
r(F4) = 1 + r(C3) = 4, r(G2) = 1.
Remark 3.8. i) If Σ is of type A, D or E, then Hom(rA1,Σ) is figured as follows
according to the procedures in Corollary 3.7 ii) and the notation in §9.
An An−2// An−4// An−6// · · ·// Dn Dn−2 +A1// · · ·//
E6 A5
α0 // A3
ǫ1+···+ǫ4−ǫ5+ǫ6+ǫ7−ǫ8
2 // A1
ǫ4 − ǫ1 // ∅
ǫ3 − ǫ2 // E8 E7
−ǫ7 − ǫ8//
E7 D6
ǫ7 − ǫ8// D4 +A1
−ǫ5 − ǫ6 //
D4
ǫ6 − ǫ5
))RRR
RRR
R
4A1−ǫ3 − ǫ4 55llllll
3A1//
3A1//
=&
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
=
2A1
p2?pppp pppp
pppp
N,
NN
NN
NN
NN NN
NN
A1+3 ∅//
There appears 3A1 twice in the above. They are distinguished by the structure of
(3A1)
⊥ ∩ E7 but isomorphic in E8 (cf. §7.2, §7.3 and §8.2.3).
For example, it follows from the procedures shown above that
#Hom(5A1, E7) = #Hom(4A1, D6) = #Hom(3A1, D4 +A1)
= #Hom(2A1, D4) + #Hom(2A1, 4A1)
= #Hom(A1, 3A1) + 4#Hom(A1, 3A1) = 3 + 4 · 3 = 15.
(3.18)
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ii) For an irreducible root system Σ, we can easily calculate #Hom(Ξ,Σ) and
Ξ⊥ ∩ Σ for any root system Ξ in virtue of Theorem 3.5 together with Remark 3.1
(cf. Example 3.4 x)). The complete list for non-trivial Hom(Ξ,Σ) is given in §10.
More refined structures related to the actions of Out(Σ) and Out(Ξ) etc. are also
given in §10, which will be studied in later sections.
4. Lemmas
In this section we always assume that Ψ is a fundamental system of an irreducible
root system Σ and Ψ˜ is the corresponding extended fundamental system.
First note that for α ∈ Ψ˜ ∩ ΣL we have
(4.1) 2
(α|β)
(α|α)
∈
{
{0,−1} (∀β ∈ 〈Ψ \ {α}〉 and β > 0),
{0, 1} (∀β ∈ 〈Ψ \ {α}〉 and β < 0).
Here we put Ψ \ {α} = Ψ if α /∈ Ψ.
Lemma 4.1. If a subset Θ of Ψ˜ contains α0 and the diagram G(Θ) is connected,
(4.2) Θ⊥ =
〈
α ∈ Ψ˜ ; α ⊥ Θ
〉
.
Proof. Note that (αi|αj) ≤ 0 for 0 ≤ i < j ≤ n.
We will prove the lemma by the induction on #Θ.
We may put Θ = {α0, α1, . . . , αm} and we may assume Θ
′ := {α0, α1, . . . , αm−1}
is empty or forms a connected subdiagram.
Let α =
∑n
j=1mj(α)αj ∈ Θ
⊥ with mj(α) ≥ 0. Then the induction hypothesis
for Θ′ implies mj(α) = 0 for j ≤ m and
0 = (αm|α) =
∑n
j=m+1mj(α)(αm|αj).
Hence (αm|αj) 6= 0 means mj(α) = 0. 
Remark 4.2. In Lemma 4.1 we may replace α0 by any element α
′
0 satisfying (α
′
0|α) ≤
0 for all α ∈ Ψ. Then the Dynkin diagram G(Ψ˜′) of Ψ˜′ = Ψ ∪ {α′0} is an affine
Dynkin diagram in Proposition 9.3.
Lemma 4.3. Fix Θ ⊂ Ψ and m ∈ Z#Θ \ {0}. Define the map
pΘ : Σ → Z#Θ
∈ ∈
β =
∑
αi∈Ψ
mi(β)αi 7→
(
mi(β)
)
αi∈Θ
.
Then p−1Θ (m)∩Σ
L is empty or a single WΨ\Θ-orbit. Moreover p
−1
Θ (m) \Σ
L is also
empty or a single WΨ\Θ-orbit.
Proof. Fix 0 6=m = (mi)α∈Θ in the image of pΘ.
Let g be the complex simple Lie algebra with the root system Σ and let Xα ∈ g
be a root vector for α ∈ Σ. We denote by gΨ\Θ the semisimple Lie algebra generated
by {Xα ; α ∈ Ψ \Θ}. Then the space
Vm :=
∑
α∈p−1Θ (m)
CXα ⊂ g
is a gΨ\Θ-stable subset under the adjoint representation of g, which is an irreducible
representation of gΨ\Θ as is shown in [6, Proposition 2.39 ii)].
Let πΘ be the orthogonal projection of Rn onto
∑
α∈Ψ\Θ Rα with respect to ( | ).
Put vm =
∑
αi∈Θ
miαi − πΘ(
∑
αi∈Θ
miαi). Then
πΘ(α) = α− vm, (πΘ(α)|πΘ(α)) = (α|α) − (vm|vm) (∀α ∈ p
−1
Θ (m)).
The set of the weights of the irreducible representation (gΨ\Θ, Vm) is πΘ(p
−1
Θ (m))
and the set of the weights with the longest length is πΘ(p
−1
Θ (m) ∩ Σ
L). Hence
p−1Θ (m) ∩ Σ
L is a single WΨ\Θ-orbit.
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When p−1Θ (m) 6⊂ Σ
L, we have the last statement in the lemma by combining the
above argument with [6, Proposition 2.37 ii)]. 
Proposition 4.4. For a proper subset Θ of the extended fundamental system Ψ˜ of
Σ we have
(4.3) 〈Θ〉 =
{
p−1Ψ\Θ
(
0
)
(α0 /∈ Θ),
p−1Ψ\Θ
(
{0,±pΨ\Θ(α0)}
)
(α0 ∈ Θ)
under the notation in Lemma 4.3.
Proof. Note that 〈Θ〉 ⊃ p−1Ψ\Θ
(
0
)
. We assume α0 ∈ Ψ because the claim is clear
when α0 /∈ Θ. Then (4.1) implies 〈Θ〉 ⊂ p
−1
Ψ\Θ
(
{0,±pΨ\Θ(α0)}
)
. Let Θ0 be the irre-
ducible component of Θ containing α0. Since 〈Θ〉 is WΘ\{α0}-invariant, Lemma 4.3
implies that
〈Θ〉 \ p−1Ψ\Θ
(
0
)
= p−1Ψ\Θ
(
{±pΨ\Θ(α0)}
)
or p−1Ψ\Θ
(
{±pΨ\Θ(α0)}
)
∩ ΣL.
Hence the proposition is clear if Σ is simply laced or if Θ0 is of type Bn or Cn.
It is also easy to check p−1Ψ\Θ
(
pΨ\Θ(α0)
)
⊂ ΣL in any other case when (Ψ,Θ0) =
(Bn, Am−1), (Bn, Dm), (Cn, A1) or (F4, Ak) with m ≤ n and k ≤ 3. 
Lemma 4.5 (roots orthogonal to the end root). Suppose α1 is an end root of Ψ
with α1 ∈ ΣL. Then the set
(4.4) Q =
{
α = α1 +m2(α)α2 +m3(α)α3 + · · ·+mn(α)αn ∈ Σ
L ; (α|α1) = 0
}
is empty if Ψ is of type A and it is a single WΨ∩α⊥1 -orbit if otherwise.
Proof. We may assume #Ψ > 1. Then there is a unique β ∈ Ψ with (α1|β) < 0.
We may assume β = α2 and we have
Q =
{
α = α1 + 2α2 +m3(α)α3 + · · ·+mn(α)αn ∈ Σ
L
}
.
Then Q = ∅ if and only if Ψ is of type A. If Ψ is not of type A, Lemma 4.3 assures
that Q is a single WΨ\{α1,α2}-orbit. Note that Ψ ∩ α
⊥
1 = Ψ \ {α1, α2}. 
Lemma 4.6 (special imbeddings of A2 and A3). Let Ψ
′ ⊂ Ψ. If Ψ′ 6= Ψ, we
assume that we can choose α′ ∈ Ψ ∩ ΣL with α′ /∈ Ψ′. If Ψ′ = Ψ, we put α′ = α0.
Define
Q1 :=
{
β ∈ 〈Ψ′〉 ∩ ΣL ; (β|α′) < 0
}
,
Q2 :=
{
(β1, β2) ∈ 〈(Ψ
′〉 ∩ ΣL)× (〈Ψ′〉 ∩ ΣL) ;
(β1, α
′) = (β2|α
′) < 0 and (β1|β2) = 0
}
,
Θ :=
{
α ∈ Ψ′ ; (α|α′) < 0
}
,
ΘL := Θ ∩ ΣL.
Then ΘL is the set of complete representatives of Q1/WΨ′\Θ. Moreover if Ψ
′ 6= Ψ,
Q2/#WΨ′\Θ = #Θ
L
(
#ΘL − 1
)
+
{
α ∈ ΘL ; G(Ψ′α) is not of type A or not an end root of G(Ψ
′
α)
}
.
Here Ψ′α is the irreducible component of Ψ
′ containing α ∈ Θ.
Proof. Let β ∈ Q1. It follows from (4.1) that there exists αm ∈ Ψ′ satisfying
β = αm +
∑
αj∈Ψ′\Θ
mj(β)αj ,(4.5)
(αm|β) < 0.(4.6)
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If αm /∈ ΣL, Ψ′αm is of type A or C and therefore β of the form (4.5) does not
belong to ΣL. Hence αm ∈ ΘL and αm ∈ WΨ′\Θβ by lemma 4.3.
Let αm, αm′ ∈ ΘL with m 6= m′. We have αm′ 6∈ WΨ′\Θαm and therefore Θ
L is
the set of complete representatives of Q1/WΨ′\Θ.
Let (β1, β) ∈ Q2. We may assume β1 = αk ∈ ΘL by the argument above and β
is of the form (4.5) with αm ∈ ΘL.
If k 6= m, we may similarly assume β = αm and (αk, αm) ∈ Q2.
αk
◦
α′
◦
αm
◦
α′
◦
αm
k=m
◦ ◦
α′
◦
αm
k=m
◦
αp
◦qqqq
αq
◦
MM
MM
Suppose k = m. If αm is the end root of Ψαm , it follows from Lemma 4.5 that Ψ
′
αm
is not of type A and (αk, β) corresponds to a unique element of Q2/WΨ′\Θ.
If αm is not the end root of Ψ
′
αm
, Ψ′αm is of type A and it is easy to see that
(αk, β) also corresponds to a unique class in Q2/Wψ′\Θ. In fact, we may put
{α ∈ Ψαm ; (α|αm) < 0} = {αp, αq} and
β = αm + αp + αq +
∑
αj∈Ψ′\{αm,αp,αq}
mj(β)β ∈ Σ.
Note that the roots β with this expression are in a single WΨ′\{αm,αp,αq}-orbit.
Thus we have the lemma. 
5. Proof of the main Lemma
Retain the notation in Lemma 3.3 to prove it.
1) Let Ξ be of type Am+1 with the fundamental system Φ = {β0, . . . , βm} and
the Dynkin diagram β0◦
β1
◦
· · ·
◦
βm−1
◦
βm
◦ .
First note that ι¯ naturally corresponds to an element of Hom′(Ξ,Σ) and then
(3.6) follows from lemma 4.1. We will prove the lemma by the induction on m.
Let ι ∈ Hom′(Ξ,Σ). Since {α ∈ Σ ; |α| = |αmax|} = WΣαmax, the lemma is
clear when m = 0. Suppose m ≥ 1. By the induction hypothesis we may assume
that there exists a unique sequence (α0, . . . , αm−1) of element of Ψ˜ and an element
w ∈WΣ such that w ◦ ι(βj) = αj for j = 0, . . . ,m− 1.
w ◦ ι :
β0
◦
β1
◦
· · ·
◦
βm−1
◦
βm
◦
α0
⊚

α1
◦
· · ·
◦ αm−1
◦
•mmmm
•V
VVV
 
Put α′m = w ◦ ι(βm) and
Ψ′ = {α ∈ Ψ˜ ; (α|αj) = 0 (j = 0, . . . ,m− 2)},
Θ = {α ∈ Ψ′ ; (α|αm−1) < 0}.
Since (α′m|αj) = 0 for j = 0, . . . ,m − 2, α
′
m ∈ 〈Ψ
′〉. Applying Lemma 4.6 to
α′ := αm−1, we have αm ∈ Θ∩Σ
L and w′ ∈WΨ′\Θ such that w
′(α′m) = αm. Hence
w′w ◦ ι corresponds to a required imbedding of G(Φ) into G(Ψ).
The uniqueness of αm ∈ Θ ∩ ΣL is proved as follows. Suppose there exists
w ∈WΣ such that
wαj = αj for j = 0, . . . ,m− 1 and wαm ∈ Θ ∩ Σ
L.
Then w ∈ WΨ′\Θ and Lemma 4.6 assures wαm = αm.
Thus we have proved the first claim and then Lemma 4.1 assures (3.6). The
last claim is easily obtained by applying the claims we have proved to the extended
Dynkin diagrams in §9.
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2) Let Ξ is of type Dm with m ≥ 4. We may assume that Σ is of type Bn, Dn,
En or Fn. Let ι ∈ Hom
′(Ξ,Σ). Lemma 3.3 1) assures that there exists a unique
sequence α0, αj1 , . . . , αjm−3 in Ψ˜ and an element w ∈WΣ such that
(5.1) w ◦ ι(βν) = αjν (ν = 0, . . . ,m− 3) with j0 = 0.
Putting
Ψ′ =
{
α ∈ Ψ, (α|αjν ) = 0 (ν = 0, . . . ,m− 4)
}
,
Θ =
{
α ∈ Ψ′ ; (α, αjm−3 )) < 0
}
,
α′ = αjm−3 ,
(β, β′) =
(
w ◦ ι(βm−2), w ◦ ι(βm−1)
)
,
βm−4
◦
βm−3
◦
βm−2
◦
βm−1◦
we have β, β′ ∈ 〈Ψ′〉 and we can apply Lemma 4.6 as in the case when Ξ is of type
A. Thus
#WΣ\
{
ι ∈ Hom′(Ξ,Σ) ; ∃w ∈ WΣ such that (5.1) is satisfied.
}
=
(
#(Θ ∩ ΣL)
)(
#(Θ ∩ ΣL)− 1
)
+#
{
α ∈ Θ ∩ ΣL : the irreducible component of
Ψ′ containing α is not of type A or α is not an end vertex of the component
}
.
Hence Hom′(Dm,Σ) = ∅ if Σ is of type An, Cn or G2 or m > rankΣ. Moreover we
have #Hom(Dm,Σ) shown in the following table under the notation in §10.
Σ Ξ Ψ′ #
D4 D4 {α1, α3, α4} ≃ 3A1 6
D5 D4 Ψ \ {α2} ≃ A1 +A3(∋ α3 : not an end root) 3
Dn (n≥6) D4 Ψ \ {α2} ≃ A1 +Dn−2 3
B4 D4 Ψ \ {α2} ≃ A1 +B2 3
F4 D4 Ψ \ {α1} ≃ C3 1
Dn (4<m=n) Dm {αn−1, αn} ≃ 2A1 2
Dn (4<m=n−1) Dm {αn−2, αn−1, αn} ≃ A3(∋ αn−2 : not an end root) 1
Dn (4<m≤n−2) Dm {αm−1, . . . , αn} ≃ Dn−m+1 1
Bn (4<m≤n) Dm {αm−1, . . . , αn} ≃ Bn−m+1 1
E6 D4 Ψ \ {α2} ≃ A5(∋ α4 : not an end root) 1
D5 {α1, α3, α5, α6} ≃ 2A2 2
E7 D4 Ψ \ {α1} ≃ D6 1
D5 {α2, α4, . . . , α7} ≃ A5(∋ α4 : not an end root) 1
D6 {α2, α5, α6, α7} ≃ A1 +A3(∋ α5 : an end root) 2
E8 D4 Ψ \ {α8} ≃ E7 1
D5 {α1, . . . , α6} ≃ E6 1
D6 {α1, . . . , α5} ≃ D5 1
D7 {α1, α2, α3, α4} ≃ A4(∋ α4 : not an end root) 1
D8 {α2, α1, α3} ≃ A1 +A2 2
Here mΣ is the rank of the maximal subdiagram of type Dm contained in the
extended Dynkin diagram of ΣL and then
(5.2) mΣ =
{
n (Σ is of type Bn or Dn),
5, 6, 8 (Σ is of type E6, E7 or E8, respectively).
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(5.3)
α1
◦
α2
◦
α3
◦
α4
◦ ◦
αn−2
◦
αn−1
◦
α0⊚ αn◦
α1
◦
α2
◦
α3
◦
α4
◦ ◦ ◦
αn−1
◦
α0⊚
αn
◦+3
α1
∗
α3
◦
α4
◦
α5
◦
α6
∗
α2◦
α0⊚
α0
⊚
α1
◦
α3
◦
α4
◦
α5
◦
α6
∗
α7
•
α2◦
α1
∗
α3
◦
α4
◦
α5
◦
α6
◦
α7
◦
α8
◦
α0
⊚
α2◦
Fix ι ∈ Hom(D4, F4). Since Hom(D4, F4) is a single WF4 -orbit, for any g ∈
Aut(D4) there exists wg ∈WF4 with ι ◦ g = wg ◦ ι. Here wg is uniquely determined
by g because rankF4 = rankD4. Hence we have
Aut(D4) ≃WF4 ⊃ Aut(B4) =WB4 ⊃WD4 ,
Out(D4) ≃ S3, WB4/WD4 ≃ Z/2Z.
(5.4)
Let ι : D4 ⊂ Dn (⊂ Bn) be the natural imbedding given by the realization in §9
and let g ∈ Aut(D4) be a non-trivial rotation of G(D4). Then it is easy to see
ι ◦ g 6= w ◦ ι for any w ∈WBn . Hence if n ≥ 4, we have
(5.5) #
(
Hom(D4, Dn)/Out(D4)
)
= #
(
Hom(D4, Bn)/Out(D4)
)
= 1
because #
(
Hom(D4, Dn)
)
= #
(
Hom(D4, Bn)
)
= 3 and moreover we have
(5.6) D⊥m ∩Dn ≃ Dn−m, D
⊥
m ∩Bn ≃ Bn−m
for m = 4. Here D0 = D1 = B0 = ∅, D2 ≃ 2A1, B1 ≃ AS1 and A
S
1 is the root space
of type A1 such that A
S
1 ∩ (Bn)
L = ∅.
Note that
(5.7) Aut(Dn) ≃WBn and Out(Dn) := Aut(Dn)/WDn ≃ Z/2Z (n ≥ 5)
under the natural imbedding Dn ⊂ Bn of root spaces. Thus we have
(5.8) #
(
Hom(Dm,Σ)/Out(Dm)
)
= 0 or 1 if m ≥ 4 and Σ is irreducible
and therefore {ι(Dm)⊥ ; ι ∈ Hom(Dm,Σ)} is a single WΣ-orbit if it is non-empty.
Thus we have (5.6) for 4 ≤ m ≤ n since it does not depend on the imbedding of
Dm.
Let n ∈ {6, 7, 8} and put m = mEn . There exists ι ∈ Hom(Dm, En) such that
ι corresponds to the imbedding of ΦmΣ to Ψ˜ with ι(β0) = α0. Then we have
D⊥5 ∩ E6 = ∅, D
⊥
6 ∩ E7 ≃ A1 and D
⊥
8 ∩ E8 = ∅ from Lemma 4.1.
Moreover there exists ι′ ∈ Hom(Dm−1, En) such that
ι′(Dm−1) =
{
ι(β0), . . . , ι(βm−3), ι(βm−3) + ι(βm−2) + ι(βm−1)
}
and it is clear that D⊥m−1 ∩En ≃ D
⊥
m ∩ En.
Let 4 ≤ k ≤ 6. Then D⊥k ∩ E8 ⊃ D
⊥
k ∩ D8 ≃ D8−k and we can conclude
D⊥k ∩ E8 ≃ D8−k because rank(D
⊥
k ∩ E8) ≤ 8 − k and there is no root system
containing D8−k as a proper subsystem such that its roots have the same length
and its rank is not larger than 8− k.
Since D⊥6 ∩ E7 ≃ A1 and D
⊥
4 ∩ D6 ≃ 2A1, D
⊥
4 ∩ E7 ⊃ 3A1 and we have
D⊥4 ∩ E7 ≃ 3A1 by the same argument as above.
Thus we have obtained the claims in the lemma and therefore Remark 3.4 i) is
also clear.
3) Suppose Ξ is of type Bm with m ≥ 2.
Note that for any β ∈ Ξ \ΞL, there exists β1, β2 ∈ ΞL such that β =
1
2 (β1+ β2)
and (β1|β2) = 0. Hence ι ∈ Hom(Ξ,Σ) is determined by ι|ΞL . Note that Ξ
L is of
type Dm with D2 ≃ 2A1 and D3 ≃ A3.
Then Hom(Ξ,Σ) 6= ∅ means Σ is of type Bn (n ≥ m) or F4 if m > 2.
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If m > 2 or if Σ is of type F4, #Hom(Ξ
L,Σ) = 1 and therefore #Hom(Ξ,Σ) = 1.
If m = 2 and Σ = Bn or Cn, it is easy to see that{
ι ∈ Hom(2A1,Σ) ;
1
2
(
ι(β1) + ι(β2)
)
∈ Σ
}
is a single WΣ-orbit and we have also #Hom(Ξ,Σ) = 1. Here Ξ
L = 〈β1〉 + 〈β2〉 ≃
2A1.
4) When Σ is of type Cn, we have the lemma from the case 3) by considering
the dual root systems Ξ∨ and Σ∨.
5) We first examine Hom(E6, E8) and Hom(E7, E8) under the notation in §9.
Since #Hom(A5, E8) = #Hom(A6, E8) = 1, we may assume
Eo6 ⊃ ΨA5 = {α0 = −ǫ7− ǫ8, α8 = ǫ7− ǫ6, α7 = ǫ6− ǫ5, α6 = ǫ5− ǫ4, α5 = ǫ4− ǫ3}
for the imbedding E6 ≃ Eo6 ⊂ E8. Let α˜ ∈ Φ \ΨA5 . We have
α˜ =
8∑
j=1
cjǫj ∈ E
o
6 ⊂ E8 : 〈α˜, αj〉 =
{
0 (j = 0, 8, 6, 5),
−1 (j = 7).
Thus
α˜ = c1ǫ1 + c2ǫ2 + c(ǫ3 + ǫ4 + ǫ5) + (c− 1)(ǫ6 + ǫ7 − ǫ8).
Since α˜ is a root of E8, we have c =
1
2 and hence
α˜ = α± :=
1
2 (±(ǫ1 + ǫ2) + ǫ3 + ǫ4 + ǫ5 − ǫ6 − ǫ7 + ǫ8).
Since α2 = ǫ1 + ǫ2 is orthogonal to αj (j = 0, 5, 6, 7, 8) and sα2α+ = α−, we have
#Hom(E6, E8) = 1 and
(Eo6)
⊥ ∩ E8 ≃ Ψ
⊥
A5
∩ α⊥+ ∩ E8
= (〈α1, α3〉+ 〈α2〉) ∩ α
⊥
+
= 〈α1, α3〉 ≃ A2.
α1
∗
α3
∗
α4
∗
α5
◦
α6
◦
α7
◦
α8
◦
α0
⊚
α2∗ α˜◦
Let E7 ≃ Eo7 ⊂ E8. Then we may moreover assume α4 = ǫ3 − ǫ2 ∈ E7 and the
condition α˜ ⊥ α4 implies α˜ = α+. Hence #Hom(E7, E8) = 1 and
(Eo7 )
⊥ ∩ E8 ≃ 〈α1, α3〉 ∩ α
⊥
4 = 〈α1〉 ≃ A1.
Now we examine Hom(E6, E7). Since A5 ⊂ E6 ≃ Eo6 ⊂ E7, the argument in 1)
assures that we may assume
Eo6 ⊃ Ψ
′
A5
:= ΨA4 ∪ {α2 = ǫ1 + ǫ2} or E
o
6 ⊃ ΨA5 := ΨA4 ∪ {α5 = ǫ4 − ǫ3}
ΨA4 := {α0 = ǫ8 − ǫ7, α1 =
1
2 (ǫ1 − ǫ2 − ǫ3 − ǫ4 − ǫ5 − ǫ6 − ǫ7 + ǫ8),
α3 = ǫ2 − ǫ1, α4 = ǫ3 − ǫ2}.
Then there exists α˜ =
∑8
j=1 cjǫj ∈ E
o
6 ⊂ E7 such that
(α˜|αj) = 0 (j = 0, 1, 4),
(α˜|α3) = −1,
(α˜|α2)(α˜|α5) = 0.
α0
⊚
α1
◦
α3
◦
α4
◦
α5
◦
α6
∗
α7
∗
α2◦α˜◦
Then the condition (α˜|α0) = 0 implies c7 = c8 = 0 and
α˜ = (c+ 1)ǫ1 + c(ǫ2 + ǫ3) + c4ǫ4 + c5ǫ5 + c6ǫ6,
1− c− c4 − c5 − c6 = 0,
(2c+ 1)(c− c4) = 0.
Hence c = 0, E06 ⊃ ΨA5 and α˜ = ǫ1 + ǫ5 or ǫ1 + ǫ6. Since
Ψ⊥A5 ∩ E7 = 〈α7〉 = 〈ǫ6 − ǫ5〉
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and sǫ6−ǫ5(ǫ1 + ǫ5) = ǫ1 + ǫ6, we have #Hom(Ξ,Σ) = 1 and (E
o
6)
⊥ ∩ E7 = ∅.
If #Hom(Ξ,Σ) = 1, any element of Hom(Ξ,Σ) is isomorphic to the imbedding
ι corresponding to the graphic imbedding ι¯ given in the claim. Since ι(Ξ)⊥ ⊃
〈Ψ ∩ ι¯(Ξ)⊥〉 and ι(Ξ)⊥ ≃ 〈Ψ ∩ ι¯(Ξ)⊥〉, we have ι(Ξ)⊥ = 〈Ψ ∩ ι¯(Ξ)⊥〉.
6) If Ξ is of type G2 or F4, the lemma is clear and thus we have completed the
proof of the lemma.
6. Dual pairs and closures
Definition 6.1. For a subsystem Ξ of a root system Σ and a subgroup G of Aut(Σ)
we put
NG(Ξ) := {g ∈ G ; g(Ξ) = Ξ}, ZG(Ξ) := {g ∈ G ; g|Ξ = id},(6.1)
AutΣ(Ξ) := NWΣ(Ξ)/ZWΣ(Ξ) ⊂ Aut(Ξ),(6.2)
OutΣ(Ξ) := AutΣ(Ξ)/WΞ ≃ NWΣ(Ξ)/(WΞ ×WΞ⊥) ⊂ Out(Ξ).(6.3)
Note that the isomorphism in (6.3) follows from the equality ZWΣ(Ξ) =WΞ⊥ .
Proposition 6.2. Let Ξ1 be a subsystem of Σ. Put Ξ2 = Ξ
⊥
1 . Then there is a
homomorphism
̟ : OutΣ(Ξ1)→ OutΣ(Ξ2) ≃ OutΣ(Ξ
⊥
2 )(6.4)
and
̟ is bijective if Ξ⊥2 = Ξ1,(6.5)
OutΣ(Ξ1)
∼
→ Out(Ξ1) if #
(
Hom(Ξ1,Σ)/Out(Ξ1)
)
= #Hom(Ξ1,Σ),(6.6)
OutΣ(Ξ2)
∼
→ Out(Ξ2) if #
(
Hom(Ξ2,Σ)/Out(Ξ2)
)
= #Hom(Ξ2,Σ).(6.7)
Proof. Since NWΣ(Ξ1) ⊂ NWΣ(Ξ2) and Ξ
⊥
2 ⊃ Ξ1, (6.4) is well-defined and (6.5)
is clear. Suppose #
(
Hom(Ξ1,Σ)/Out(Ξ1)
)
= #Hom(Ξ1,Σ). Then for any g ∈
Aut(Ξ1) there exists w ∈ WΣ with w|Ξ1 = g|Ξ1 and (6.6) is clear. We similarly have
(6.7). The isomorphism in (6.4) follows from (6.5) and the relation (Ξ⊥2 )
⊥ = Ξ2. 
Definition 6.3 (dual pairs). A pair (Ξ1,Ξ2) of subsystems of a root system Σ is
called a dual pair in Σ if
(6.8) Ξ⊥1 = Ξ2 and Ξ
⊥
2 = Ξ1.
If (Ξ1,Ξ2) is a dual pair, the map ̟ in Proposition 6.2 is an isomorphism. The
dual pair is called special if the map ̟ is the isomorphism
(6.9) ̟ : Out(Σ1)
∼
→ Out(Σ2).
For a subsystem Ξ of Σ, its ⊥-closure Ξ is defined by Ξ := (Ξ⊥)⊥. Then (Ξ,Ξ⊥)
is a dual pair if and only if Ξ is ⊥-closed (i.e. (Ξ⊥)⊥ = Ξ) and hence (Ξ,Ξ⊥) is
always a dual pair. We say that Ξ is ⊥-dense in Σ if Ξ⊥ = ∅.
Corollary 6.4. Let (Ξ1,Ξ2) be a dual pair in Σ. Then
(6.10) Out(Ξ1) 6≃ Out(Ξ2) ⇒

#
(
Hom(Ξ1,Σ)/Out(Ξ1)
)
< #Hom(Ξ1,Σ)
or
#
(
Hom(Ξ2,Σ)/Out(Ξ2)
)
< #Hom(Ξ2,Σ).
Suppose #Hom(Ξ2,Σ) = 1. Let ι ∈ Hom(Ξ1,Σ). Then we have
(Ξ1,Ξ2) is a special dual pair ⇔ #Out(Ξ1) = #Out(Ξ2),(6.11)
∃w ∈WΣ such that ι(Ξ1) = w(Ξ1) ⇔ ι(Ξ1)
⊥ ≃ Ξ2.(6.12)
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Proof. Note that (6.10) is the direct consequence of Proposition 6.2.
Suppose #Hom(Ξ2,Σ) = 1. Then Proposition 6.2 implies
Out(Ξ1) ⊃ OutΣ(Ξ1)
∼
→ Out(Ξ2)
and (6.11) is clear. Then if ι(Ξ1)
⊥ ≃ Ξ2, there exists w ∈ WΣ with ι(Ξ⊥1 ) = w(Ξ2)
and therefore ι(Ξ1) = w(Ξ1), which implies the claim. 
Example 6.5. i) The followings are examples of the triplets (Σ,Ξ1,Ξ2) such that
(Ξ1,Ξ2) are special dual pairs in Σ.
(Dm+n, Dm, Dn) (m ≥ 2, n ≥ 2, m 6= 4, n 6= 4),
(E6, A3, 2A1), (E7, A5, A2), (E7, A3 +A1, A3), (E7, 3A1, D4),
(E8, E6, A2), (E8, A5, A2 +A1), (E8, A4, A4), (E8, D6, 2A1), (E8, D5, A3),
(E8, D4, D4), (E8, D4 +A1, 3A1), (E8, 2A2, 2A2),
(E8, A3 +A1, A3 +A1), (E8, 4A1, 4A1), (F4, A2, A2).
In these examples except for (D4, 2A1, 2A1) and (E8, 4A1, 4A1), #Hom(Ξ2,Σ) = 1
and the triplet is uniquely determined by the data (Σ,Ξ1,Ξ2) up to the automor-
phisms defined byWΣ. If the imbedding 4A1 ⊂ E8 satisfies (4A1)⊥ ≃ 4A1, we have
a special dual pair (4A1, 4A1) in E8, which is also uniquely defined. The imbedding
2A1 ⊂ D4 is unique up to Aut(D4).
ii) The isomorphism ̟ ∈ Out(2A2) defined by the dual pair (2A2, 2A2) in E8
satisfies
(6.13) ̟
(
Out(A2)×Out(A2)
)
6= Out(A2)×Out(A2)
because #
(
Hom(4A2, E8)/Out
′(4A2)
)
= #Hom(2A2, E8) = 1. See §8.2.5.
iii) It happens that any dual pair of E8 is special. But for example, if (Σ,Ξ1,Ξ2)
is (E6, A5, A1) or (E7, D6, A1), (Ξ1,Ξ2) is a dual pair in Σ satisfying Out(Ξ1) 6≃
Out(Ξ2) and #Hom(Ξ2,Σ) = 1, which implies #Hom(Ξ1,Σ) > 1.
Definition 6.6 (S-closure and L-closure). Let Ξ be a subsystem of Σ. Then Ξ is
S-closed if and only if
(6.14) α, β ∈ Ξ and α+ β ∈ Σ ⇒ α+ β ∈ Ξ
and L-closed if and only if
(6.15) β ∈ Σ ∩
∑
α∈Ξ
Rα ⇒ β ∈ Ξ.
The smallest S-closed (resp. L-closed) subsystem of Σ containing Ξ is called the
S-closure (resp. L-closure) of Ξ.
Remark 6.7. i) We have the following relation for a subsystem Ξ of Σ:
(6.16) ⊥-closed ⇒ L-closed ⇒ S-closed.
ii) Let g be a complex semisimple Lie algebra with the root system Σ and let Xα
be root vectors corresponding to α ∈ Σ. Then the root system of the semisimple
Lie algebra gΞ generated by {Xα ; α ∈ Ξ} is the S-closure of Ξ.
Let Ξ1 and Ξ2 be S-closed subsystems of Σ. Then
(6.17) [gΞ1 , gΞ2 ] = 0 ⇔ Ξ1 ⊥ Ξ2.
Hence if (Ξ1,Ξ2) is a dual pair with rankΞ1 + rankΞ2 = rankΣ, the dual pair of
root systems gives a dual pair in semisimple Lie algebras (cf. [7]).
iii) Suppose Σ is irreducible and there exist α, β ∈ Σ with α+ β ∈ Σ \ Ξ. Then
〈α, β, α+ β〉 is of type B2 or of type G2, which implies that Σ is not simply laced.
For example, Dn ⊂ Cn is not S-closed and the S-closure of Dn equals Cn (n ≥ 2).
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iv) Let Ξ be an L-closed subsystem of Σ. Then for any subsystem Ξ′ of Σ
(6.18) WΞ ∩WΞ′ =WΞ∩Ξ′ .
This is proved as follows. Choose a generic element v of the orthogonal complement
of
∑
α∈Ξ Rα in
∑
α∈ΣRα so that {α ∈ Σ ; (α|v) = 0} = Ξ. Since WΞ = {w ∈
WΣ ; wv = v}, WΞ ∩WΞ′ = {w ∈WΞ′ ; wv = v} =W{α∈Ξ′ ; (α|v)=0} =WΞ∩Ξ′ .
v) Put Ξ = {±ǫ1 ± ǫ2,±ǫ3 ± ǫ4} ≃ 4A1 and Ξ′ = {±ǫ1 ± ǫ3,±ǫ2 ± ǫ4} ≃ 4A1.
Then the subsystems Ξ and Ξ′ of D4 under the notation in §9 do not satisfy (6.18).
When Σ = Bn, Cn, F4 or G2 and Ξ = Σ
L and Ξ′ = Σ \ Ξ, (6.18) is not valid.
7. Making tables
We are ready to answer the questions in the introduction by completing the
tables in §10. In this section we do it when the root system Σ is of the exceptional
type. Following the argument in §3, we easily get all Ξ satisfying Hom(Ξ,Σ) 6= ∅
together with #Hom(Ξ,Σ) and Ξ⊥ by Theorem 3.5. In fact, we start from the
irreducible Ξ and then examine other Ξ by using (3.2) in a suitable lexicographic
order (as in the tables) to avoid confusion (cf. Example 3.6 xii)).
As a result we finally get (Ξ⊥)⊥ and the dual pairs. Moreover (6.11) tells us
whether the dual pair is special or not. We will calculate #{Θ ⊂ Φ ; 〈Θ〉 ≃ Ξ} in
§7.5.
Now we prepare the lemma to examine the action of WΣ on the imbeddings of
a root system Ξ into Σ.
Lemma 7.1. Let Ξ1 and Ξ2 be subsystems of Σ with Ξ2 ⊂ Ξ⊥1 . Then
#
(
Hom(Ξ1,Σ)/Out(Ξ1)
)
= #
(
Hom(Ξ2,Ξ
⊥
1 )/Out(Ξ2)
)
= 1
⇒ #
(
Hom(Ξ1 + Ξ2,Σ)/Out(Ξ1 + Ξ2)
)
= 1,
(7.1)
#
(
Hom(Ξ1,Σ)/Out
′(Ξ1)
)
= #
(
Hom(Ξ2,Ξ
⊥)/Out′(Ξ2)
)
= 1
⇒ #
(
Hom(Ξ1 + Ξ2,Σ)/Out
′(Ξ1 + Ξ2)
)
= 1,
(7.2) {
#
(
Hom(Ξ1,Σ)/Out(Ξ1)
)
= #
(
Out(Ξ⊥1 )\Hom(Ξ2,Ξ
⊥
1 )/Out
′(Ξ2)
)
= 1,
Out′(Ξ1) ≃ Out(Ξ1) and (Ξ1,Ξ⊥1 ) is a special dual pair
⇒ #
(
Hom(Ξ1 + Ξ2,Σ)/Out
′(Ξ1 + Ξ2)
)
= 1,
(7.3)
#
(
Hom(Ξ1,Σ)/Out(Ξ1)
)
= #
(
Hom(Ξ2,Ξ
⊥
1 )/Out(Ξ2)
)
= 1
and ι(Ξ2)
⊥ ≃ Ξ1 (∀ι ∈ Hom(Ξ2,Σ)) ⇒ #
(
Hom(Ξ2,Σ)/Out(Ξ2)
)
= 1.
(7.4)
Proof. The claims (7.1) and (7.2) are clear because for ι ∈ Hom(Ξ1 + Ξ2,Σ) the
assumptions assure that there exists w ∈ WΣ such that ι(Ξ1) = w(Ξ1) and hence
we may assume ι(Ξ1) = Ξ1 in Hom(Ξ1 + Ξ2,Σ). Under the assumption in (7.3)
there exists w ∈ WΣ such that w ◦ ι stabilizes every irreducible component of Ξ2
and therefore it also stabilizes Ξ1 and we have (7.3).
The claim (7.4) is also clear because for ι ∈ Hom(Ξ2,Σ), ∃w ∈ WΣ such that
w ◦ ι(Ξ2)⊥ = Ξ1, which implies w ◦ ι(Ξ2) ⊂ Ξ⊥1 . 
7.1. Type E6. The automorphism group of G(Ψ˜) is of order 6, which is generated
by a rotation and a reflection. Since the rotation has order 3, it corresponds to an
element of WE6 and the reflection corresponds to a non-trivial element of Out(E6).
α1
◦
α3
◦MM
α4
◦MM α5
◦qq
α6
◦qq
α2◦
α0⊚
◦
∗
∗
◦88qq
∗qq
◦
OO
◦
OO
−→ ◦
∗
∗
◦xx qq
∗qq
◦
◦
−→ ◦
∗
∗
◦xx qq
◦xx qq
◦
∗
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The set Hom(A4, E6) has two elements which are shown in Example 3.6 v). It
also shows that Out(E6) non-trivially acts on this set. If A4 is imbedded to E6
given as in the above imbedding G(A4) ⊂ G(E˜6) with the starting vertex {α0},
the non-trivial action by Out(A4) changes the starting vertex as is shown above.
Then by an element of WA5 with A5 = 〈α0, α2, α1, α5, α6〉 the imbedding is trans-
formed as is shown by the second arrow. Then the result corresponds to a reflec-
tion, which implies that Out(A4) also acts non-trivially on Hom(A4, E6) and hence
#
(
Hom(A4, E6)/Out(A4)
)
= 1.
The same argument works for Ξ = A5, A2 + A1 and A3 + A1. Similarly
(α2, α0, α5, α6) is transformed to (α6, α5, α0, α2) by an element of WA5 and fur-
thermore to (α0, α2, α4, α3) by a rotation. Hence a non-trivial element of Out(A2)
for A2 = 〈α0, α2〉 induces the transposition of two irreducible components of
A⊥2 ≃ A2 +A2, which implies #
(
Hom(2A2, E6)/Out
′(2A2)
)
= 1.
From our construction of the representatives of Hom(Ξ, E6) it is obvious to have
#
(
Hom(Ξ, E6)/Out
′(Ξ)
)
= 1 for Ξ = D5 (cf. (5.3)) and E6 and we can easily
calculate #
(
Out(E6)\Hom(Ξ, E6)
)
. Put Σ = E6 and let (Ξ1,Ξ2) be any one of the
pairs (A2 + A1, A1), (2A2, A1), (2A2, A2), (2A1, A3), (A4, A1) and (A5, A1). Then
applying (7.2) to Σ and (Ξ1,Ξ2), we have #
(
Hom(Ξ1+Ξ2,Σ)/Out
′(Ξ1+Ξ2)
)
= 1.
7.2. Type E7. Note that G(E˜7) has an automorphism of order 2 and it corresponds
to an element of WE7 because WE7 = Aut(E7).
Let Σ = E7 and let (Ξ1,Ξ2) be any one of (A1, D6), (A2, A2), (A2, A2 + A1),
(A2, A3), (A2, A3 + A1), (A3, A3) and (A3, A3 + A1). We have #
(
Hom(Ξ1 +
Ξ2,Σ)/Out
′(Ξ1 + Ξ2)
)
= 1 by (7.2). Here we note that A⊥1 ≃ D6, A
⊥
2 ≃ A5
and A⊥3 ≃ A3 + A1. We can apply (7.3) to (Ξ1,Ξ2) = (D4, kA1) with 1 ≤
k ≤ 3 and we have the same conclusion. Applying (7.1) to (A3, 3A1), we have
#
(
Hom(A3 + 3A1, E7)/Out(A3 + 3A1)
)
= 1.
The subsystems Ξ of E7 which are isomorphic to 3A1 and satisfy Ξ
⊥ ≃ 4A1 are
mutually equivalent by Σ. Hence Ξ⊥ ≃ 4A1 also have this property. Namely
#
(
WE7\{ι ∈ Hom(4A1, E7) ; (ι(4A1)
⊥)⊥ = ι(4A1)}/Aut(4A1)
)
= 1.
Put (A1)o = 〈α0〉. We have G
(
(˜A1)⊥o
)
as is given in the following first diagram.
Put (2A1)o = 〈α0, αp〉. Then the extended Dynkin diagrams of the components
of (2A1)
⊥
o = 〈α2, α3, α4, α5, α7〉 ≃ D4 + A1 are also given by the following second
diagram. These diagrams correspond to the last figure in Remark 3.8 i). Here
−αp := (α2 + α3 + · · ·+ α7) + (α4 + α5 + α6) = ǫ5 + ǫ6,
−αq := α2 + α3 + 2α4 + α5 = ǫ3 + ǫ4,
α0
•
α1
∗
α3
◦
α4
◦
α5
◦
α6
◦
α7
◦
α2◦ αp⊚
→
α0
•
α1
∗
α3
◦ ◦
α5
◦
α6
∗
α7
⊚
α2◦ αp•
αq⊚
→
α0
•
α1
∗
α3
⊚ ∗
α5
⊚
α6
∗
α7
⊚
α2⊚ αp•
αq•
α0
•
α1
∗
α3
◦ ◦
α5
◦
α6
∗
α7
•
α2◦ αp•
αq⊚
In the above diagrams the vertices expressed by asterisks are considered to be
removed and the diagrams are (extended) Dynkin diagrams for other roots.
There are two equivalence classes in the imbeddings of 3A1 to E7, whose repre-
sentatives are
(3A1)1 = 〈α0, αp, αq〉, (3A1)2 = 〈α0, αp, α7〉,
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which satisfy
(3A1)
⊥
1 = 〈α2, α3, α5, α7〉 ≃ 4A1, (3A1)
⊥
2 = 〈α2, α3, α4, α5〉 ≃ D4.
Thus the image of the imbedding of 4A1 to E7 is equivalent to one of the following
subsystems (4A1)j of E7:
(4A1)1 = 〈α0, αp, αq, α7〉, (4A1)
⊥
1 = 〈α2, α3, α5〉,
(4A1)2 = 〈α0, αp, αq, α5〉, (4A1)
⊥
2 = 〈α2, α3, α7〉,
(4A1)3 = 〈α0, αp, αq, α2〉, (4A1)
⊥
3 = 〈α3, α5, α7〉,
(4A1)4 = 〈α0, αp, αq, α3〉, (4A1)
⊥
4 = 〈α2, α5, α7〉.
In view of Remark 3.4 ii) the above procedures for 3A1 ⊂ E6 can be also explained
by the following isomorphic ones.
α0
◦
α1
◦
α3
◦
α4
◦
α5
⊚
α6
∗
α7
•
α2◦αr◦
→
α0
◦ ◦
α3
⊚
α4
∗
α5
•
α6
∗
α7
•
α2⊚αr◦
αs◦
→
α0
⊚ ∗
α3
•
α4
∗
α5
•
α6
∗
α7
•
αr⊚ α2⊚
αs⊚
α0
◦ ◦
α3
⊚
α4
∗
α5
•
α6
∗
α7
•
αr◦ α2•
αs◦
Here αr = −αp and αs = −αq. In fact αp, αr ∈ 〈α2, α3, α4, α5, α7〉⊥ = (D4 +
A1)
⊥ ≃ A1. As m7(αp) < 0 and m7(αr) > 0, we have αr = −αp. Similarly we have
αs = −αq from αq, αs ∈ 〈α0, α2, α3, α5, α7, αp〉⊥ ≃ A1. This is also easily verified
by the Dynkin diagrams with the coefficients mj(−α0) in §9.
Note that
〈α2, α3, α5〉 ∼
〈α5,α6,α7〉
〈α2, α3, α7〉 ∼
〈α1,α2,α3,α4〉
〈α1, α4, α7〉 ∼
〈α1,α3,··· ,α7〉
〈α3, α5, α7〉.
Thus we can conclude
(7.5)
(
(4A1)
⊥
j
)⊥{≃ 〈α3, α5, α7〉⊥ = 〈α0, α2, αr, αs〉 ≃ 4A1 (j = 1, 2, 3),
= 〈α0, α1, α3, αr, αs〉 ≃ D4 (j = 4).
Since (4A1)
⊥
j for j = 1, 2, 3 are equivalent to each other by E8, so are the subsystems
(4A1)j = ((4A1)
⊥
j )
⊥ for j = 1, 2, 3. Moreover we have
(7.6) 〈α0, αp, αq, α3〉 ∼
〈α2,α3,...,α7〉
〈α0, α2, αq, α7〉 ∼
〈α2,α3,α4,α5〉
〈α0, α3, α5, α7〉.
Put PΞ = {Θ ⊂ Ψ ; 〈Θ〉 ≃ Ξ}. It is easy to see that if Θ ∈ P3A1 satisfies
Θ ∩ {α1, α3} 6= ∅, 〈Θ〉 ∼
E7
(3A1)1. Moreover if Θ ∈ P3A1 satisfies Θ ∩ {α1, α3} = ∅,
then Θ = {α2, α5, α7}. We will have #B3A1 = 11 in §7.5.
Applying (7.4) to (Ξ1,Ξ2) = (2A1, 5A1) and (A1, 6A1) with Σ = E7, we have
#
(
Hom(Ξ2,Σ)/Out(Ξ2)
)
= 1, respectively. Similarly applying (7.1) to (Ξ1,Ξ2) =
(5A1, A1) and (5A1, 2A1), we have #
(
Hom(Ξ1+Ξ2,Σ)/Out(Ξ1+Ξ2)
)
= 1, respec-
tively.
7.3. Type E8. Applying (7.4) to (3A1, 5A1) and then (7.1) to (5A1, A1), (5A1, 2A1)
and (5A1, 3A1), respectively, we have #
(
Hom(kA1, E8)/Out(kA1)
)
= 1 for k =
5, 6, 7 and 8. See §8.2.3 to get further results on Hom(kA1, E8) with 1 ≤ k ≤ 8.
If (Ξ1,Ξ
⊥
1 ) is any one of the pairs (A2, E6), (A4, A4), (D4, D4), (D5, A3) and
(D6, A1), we have
Hom(Ξ2,Ξ
⊥
1 ) 6= ∅ ⇒ #
(
Hom(Ξ1 + Ξ2, E8)/Out
′(Ξ1 + Ξ2)
)
= 1
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by applying (7.3). Hence if Ξ contains A2, A4, D4, D5 or D6 as an irreducible
component, the value of the column indicated by #Ξ′ equals one. Moreover (7.1)
can be applied to (Ξ1,Ξ2) = (A3, 3A1), (A3, 4A1) and (A5, 2A1). The number
#
(
Hom(Ξ, E8)/Out
′(Ξ)
)
for Ξ = A3 + 3A1, A3 + 4A1 and A5 + 2A1 is easily
obtained from (A3 +A1)
⊥ ≃ A3 +A1 and A⊥5 ≃ A2 +A1.
Put
(A7)o = 〈α1, α3, . . . , α8〉 ⊂ (A8)o = 〈(A7)o, α0〉,
(D6)o = {±ǫi ± ǫj ; 3 ≤ i < j ≤ 8} = {α2, α3}
⊥,
PΞ = {Θ ⊂ {α1, . . . , α8} ; 〈Θ〉 ≃ Ξ}.
Then we note the following for Θ1, Θ2 ∈ PΞ.
Θ1 ∼
Σ
Θ2 if Θj ⊂ (A8)o for j = 1, 2 and Θ1 ≃ Θ2.
If Θ1 ∋ {α2, α3}, then Θ⊥1 = Θ
⊥
1 ∩ (D6)o.
Using these facts, we can easily examine PΞ. For example, any Θ ∈ P4A1 satisfies
〈Θ〉 ∼
E8
(4A1)o := 〈α2, α3, α6, α8〉. Here (4A1)⊥o = 〈α6, α8〉
⊥ ∩D6 ≃ 4A1.
7.4. Type F4 and G2. It is easy to examine the cases when Σ = F4 and G2 by
using Theorem 3.5 together with Remark 3.1, (2.40) and (5.4).
7.5. Fundamental subsystems. We will give the number of the elements PΞ :=
{Θ ⊂ Ψ ; 〈Θ〉 ≃ Ξ} for a subsystem Ξ of Σ when Σ is of the exceptional type. If
#Θ = #Ψ − 1, it is easy to specify Ξ that is isomorphic to 〈Θ〉 and we get the
corresponding #PΞ. Other 〈Θ〉 are fundamental subsystems of these maximal ones
and hence it is also easy to know whether PΞ = ∅ or not. Note that rank〈Θ〉 = #Θ.
The number #PΞ can be inductively calculated as follows. Let denote the num-
ber by [Ξ,Σ]. For simplicity
∑
jmjAj may be denoted 1
m1 · 2m2 · · · with omitting
the terms satisfying mj = 0.
If Σ is of type En, we divide PΞ into the subsets according to the relation with
the end root αn. For example, suppose Σ = E6 and Θ ⊂ Ψ satisfies 〈Θ〉 ≃ 2A1.
Then if α6 ∈ Θ, the other element of Θ is in α⊥6 ≃ A4. If α6 6∈ Θ, Θ is contained
in Ψ \ {α6} ≃ D5. Thus we have [12, E6] = [1, A4] + [12, D5]. Now it is quite easy
to have [1, A4] = 4 and [1
2, D5] = 6. Note that [1
2, D5] = [1, A2 + A1] + [1
2, A4] =
3 + 3 = 6. We will show such calculations except for quite easy cases.
[12, E6] = [1, A4] + [1
2, D5] = 4 + 6 = 10,
[12, E7] = [1, D5] + [1
2, E6] = 5 + 10 = 15,
[12, E8] = [1, E6] + [1
2, E7] = 6 + 15 = 21,
[13, E6] = [1
2, A4] + [1
3, D5] = 3 + 2 = 5,
[13, E7] = [1
2, D5] + [1
3, E6] = 6 + 5 = 11,
[13, E8] = [1
2, E6] + [1
3, E7] = 10 + 11 = 21,
[14, E7] = [1
3, D5] + [1
4, E6] = 2 + 0 = 2,
[14, E8] = [1
3, E6] + [1
4, E7] = 5 + 2 = 7,
[2 · 1, E6] = [1, A2 +A1] + [2, A4] + [2 · 1, D5] = 3 + 3 + 4 = 10,
[2 · 1, E7] = [1, A4] + [2, D5] + [2 · 1, E6] = 4 + 4 + 10 = 18,
[2 · 1, E8] = [1, D5] + [2, E6] + [2 · 1, E7] = 5 + 5 + 18 = 28,
[2 · 12, E7] = [1
2, A4] + [2 · 1, D5] + [2 · 1
2, E6] = 3 + 4 + 5 = 12,
[2 · 12, E8] = [1
2, D5] + [2 · 1, E6] + [2 · 1
2, E7] = 6 + 10 + 12 = 28,
[2 · 13, E8] = [1
3, D5] + [2 · 1
2, E6] + [2 · 1
3, E7] = 2 + 5 + 0 = 7,
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[22, E7] = [2, A4] + [2
2, E6] = 3 + 1 = 4,
[22, E8] = [2, D5] + [2
2, E7] = 4 + 4 = 8,
[22 · 1, E8] = [2 · 1, D5] + [2
2, E6] + [2
2 · 1, E7] = 4 + 1 + 4 = 9,
[22 · 12, E8] = [2 · 1
2, D5] + [2
2 · 1, E6] + [2
2 · 1, E7] = 1 + 1 + 0 = 2,
[3 · 1, E7] = [1, A2 +A1] + [3, D5] + [3 · 1, E6] = 3 + 4 + 4 = 11,
[3 · 1, E8] = [1, A4] + [3, E6] + [3 · 1, E7] = 4 + 5 + 11 = 20,
[3 · 12, E8] = [1
2, A4] + [3 · 1, E6] + [3 · 1
2, E7] = 3 + 4 + 3 = 10,
[3 · 2, E8] = [2, A4] + [3, D5] + [3 · 2, E7] = 3 + 4 + 3 = 10,
[3 · 2 · 1, E8] = [2 · 1, A4] + [3 · 1, D5] + [3 · 2, E6] + [3 · 2 · 1, E7]
= 2 + 1 + 0 + 1 = 4,
[32, E8] = [3, A4] + [3
2, E7] = 2 + 0 = 2,
[4 · 1, E7] = [1, A1] + [4, D5] + [4 · 1, E6] = 1 + 2 + 2 = 5,
[4 · 1, E8] = [1, A2 +A1] + [4, E6] + [4 · 1, E7] = 3 + 4 + 5 = 12,
[4 · 2, E8] = [2, A2 +A1] + [4, D5] + [4 · 2, E7] = 1 + 2 + 1 = 4.
8. Some remarks
8.1. Some results from the tables. In this section we always assume that Ξ is
a subsystem of an irreducible root system Σ.
By our classification we have the following remarks.
Remark 8.1. i) The numbers of equivalence classes of certain subsystems Ξ (cf. Re-
mark 8.4) and their pairs are as follows. Here we don’t count the empty subsystem.
Σ E6 E7 E8 F4 G2
equivalence (isomorphic) classes 20 (20) 46 (40) 76 (71) 36 (22) 6 (4)
S-closed subsystems 20 46 76 23 5
L-closed (⊥-closed) subsystems 16 (7) 31 (13) 40 (18) 11 (9) 3 (3)
Ξ⊥ = ∅ (rankΞ = rankΣ) 10 (3) 19 (7) 33 (13) 20 (16) 4 (4)
maximal (S-closed) subsystems 3 (3) 4 (4) 5 (5) 3 (3) 3 (2)
dual pairs (special dual pairs) 3 (1) 6 (3) 11 (11) 5 (4) 1 (1)
ii) Let σ be an outer automorphism of Σ. Then σ(Ξ) ∼
Σ
Ξ if (Σ,Ξ) does not
satisfy the following condition.
(8.1) Σ ≃ Dn with an even n, Ξ ∼
Σ
∑
jmjAj and
∑
j(j + 1)mj = n.
iii) Suppose Ξ is irreducible. Then Ξ⊥ ∩ Σ is also irreducible if (Σ,Ξ) is not
isomorphic to any one in the following list:
Σ Ξ Ξ⊥ Σ Ξ Ξ⊥
Bn (n≥3) A1 Bn−2 +A1 or Bn−1 Cn (n≥3) A1 Cn−2 +A1 or Cn−1
Dn (n≥4) A1 Dn−2 +A1
D5 A3 2A1 or ∅ D6 A3 A3 or 2A1
Dn (n≥7) An−3 2A1 Dn (n≥6) Dn−2 2A1
E6 A2 2A2 E6 A3 2A1
E7 A3 A3 +A1 E7 D4 3A1
E8 A5 A2 +A1 E8 D6 2A2
iv) The L-closure Ξ˜ of Ξ in Σ (cf. Definition 6.6 and Remark 6.7) can be easily
obtained from the table in §10. Note that Ξ˜ is the maximal subsystem satisfying
(8.2) Ξ ⊂ Ξ˜ ⊂ (Ξ⊥)⊥ and rankΞ = rank Ξ˜.
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Remark 8.2 (orthogonal systems). A subsystem Ξ of Σ or the fundamental system
of Ξ is called an orthogonal system of Σ if Ξ is isomorphic to mA1 with a certain
positive integer m. An orthogonal system Ξ is called maximal if Ξ⊥ = ∅ and called
strongly orthogonal if Ξ is S-closed.
Suppose Σ is irreducible. Let Ξ = 〈α1, . . . , αm〉 and Ξ′ = 〈α′1, . . . , α
′
m〉 be or-
thogonal systems of Σ with rank m.
i) The rank of a maximal orthogonal system is given in Corollary 3.7 i) when Σ
is simply laced. If Σ is not simply laced, the rank equals rankΣ.
ii) If one of the following conditions is satisfied, then Ξ ∼
Σ
Ξ′.
Ξ and Ξ′ are strongly orthogonal maximal systems,(8.3)
Σ is of type An, E6, E7 or E8 and (Σ,Ξ) is not isomorphic to(8.4)
(E7, 3A1), (E7, 4A1) or (E8, 4A1).
iii) Let ι be a bijective map of Ξ to Ξ′ with (ι(αj)|ι(αj)) = (αj |αj) for j =
1, . . . ,m. Suppose m ≥ 2. Then there exists w ∈ WΣ with ι = w|Ξ if one of the
following conditions is satisfied.
Σ is of type An, B2, E6, F4 or G2.(8.5)
Σ is of type E7 with m ≤ 2.(8.6)
Σ is of type E8 with m ≤ 3.(8.7)
See §8.2.2 and §8.2.3 for more details.
Remark 8.3 (fundamental subsystem). i) We have
Ξ is L-closed ⇔ Ξ is fundamental,(8.8)
Ξ is ⊥-closed ⇒ Ξ is fundamental.(8.9)
The minimal fundamental subsystem containing Ξ is the L-closure of Ξ.
ii) For a subset Θ ⊂ Ψ
(8.10) 〈Θ〉 ≃ Ξ and 〈Θ〉 ∩ ΣL ≃ Ξ ∩ ΣL ⇒ 〈Θ〉
w
∼
Σ
Ξ
if (Σ,Ξ) is not isomorphic to any one of the following list.
Σ is of type Bn (n ≥ 2), Cn (n ≥ 3) or Dn (n ≥ 4)
and Ξ has at least one A3-component or two A1-components.
(8.11)
(E7, 4A1), (E7, A3 + 2A1), (E7, A5 +A1),
(E8, 4A1), (E8, A3 + 2A1), (E8, 2A3), (E8, A5 +A1), (E8, A7).
(8.12)
(E7, 3A1), (E7, A5), (E7, A3 +A1).(8.13)
If (Σ,Ξ) is isomorphic to one of the pairs in (8.12) and Ξ is a fundamental
subsystem, then (8.10) is valid.
If (Σ,Ξ) is isomorphic to one of the pairs in (8.13), there exist Θ1, Θ2 ⊂ Ψ such
that Ξ ≃ 〈Θ1〉 ≃ 〈Θ2〉, 〈Θ1〉 6∼
Σ
〈Θ2〉 and Ξ ∼
Σ
〈Θ1〉 or 〈Θ2〉.
Hence if (Ξ,Σ) is not isomorphic to any one of the pairs in (8.11) and (8.12),
(8.14) 〈Θ〉 ≃ Ξ and 〈Θ〉 ∩ ΣL ≃ Ξ ∩ ΣL ⇒ ∃Θ′ ⊂ Ψ such that 〈Θ′〉 ∼
Σ
Ξ.
Note that (8.14) is still valid even if Σ is of type Dn except for the case
(8.15) Σ is of type Dn (n ≥ 4) and m1 + 2m3 ≥ 4,
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where mj is the number of Aj-components of Ξ. In fact the subsystems
〈ǫ1 ± ǫ2, ǫ3 ± ǫ4〉 ∼
Dn
2D2 ≃ 4A1,
〈ǫ1 ± ǫ2, ǫ3 − ǫ4, ǫ4 ± ǫ5〉 ∼
Dn
D2 +D3 ≃ 2A1 +A3,
〈ǫ1 − ǫ2, ǫ2 ± ǫ3, ǫ4 − ǫ5, ǫ5 ± ǫ6〉 ∼
Dn
2D3 ≃ 2A3
(8.16)
of Dn and the subsystems
〈ǫ1 ± ǫ2〉 ∼
Bn
D2 ≃ 2A1,
〈ǫ1 − ǫ2, ǫ2 ± ǫ3〉 ∼
Bn
D3 ≃ A3
(8.17)
of Bn are not fundamental.
iii) Given a subset Φ of Σ, we examine the condition
(8.18) ∃w ∈WΣ such that w(Φ) ⊂ Ψ,
namely, the condition that Φ can be extended to a fundamental system of Σ.
A subset Φ of Σ is called a Π-system by [4] if Φ satisfies the two conditions
α ∈ Φ, β ∈ Φ⇒ α− β /∈ Σ,(8.19)
the elements of Φ are linearly independent.(8.20)
It is easy to see that (8.18) implies that Φ is a Π-system.
Suppose Φ is a Π-system of Σ. Put Ξ = 〈Φ〉. Then Φ is a fundamental system
of Ξ, which is shown by [4, Theorem 5.1]. Hence we note that the fundamental
system of a subsystem of Σ is a Π-system if and only if the subsystem is S-closed.
Therefore if G(Φ) is a subdiagram of the Dynkin diagram of Σ and the condition
(8.21)
{
(Σ,Ξ) is isomorphic to one of (8.15) and (8.12),
or Σ is of type Bn with (8.11)
is not satisfied, it follows from our table that (8.18) is valid. When Ξ is irreducible,
(8.21) is equivalent to the condition that (Σ,Ξ) ≃ (E8, A7) or (Bn, A3), which
coincides with the result given by [1].
Remark 8.4 (maximal subsystems). i) A proper subsystem Ξ of Σ is calledmaximal
if there is no subsystem Ξ′ satisfying Ξ $ Ξ′ $ Σ. We have the following list of the
maximal subsystems of irreducible root systems.
Σ Ξ: maximal, rankΞ = rankΣ rankΞ = rankΣ− 1
An Am−1 +An−m = Ξm (2≤2m≤n+1)
Bn Bm +Bn−m (2≤2m≤n), D
L
n
Cn Cm + Cn−m (2≤2m≤n), D
S
n
Dn Dm +Dn−m = Ξm (4≤2m≤n) Dn−1 = Ξ1, An−1 = Ξn
E6 A1 +A5 = Ξ2, 3A2 = Ξ3 D5 = Ξ1
E7 A1 +D6 = Ξ1, A7 = Ξ2, A2 +A5 = Ξ3 E6 = Ξ7
E8 D8 = Ξ1, A8 = Ξ2, 2A4 = Ξ5,
A2 + E6 = Ξ7, A1 + E7 = Ξ8
F4 C4, A
L
2 +A
S
2 , B4
G2 A
L
1 +A
S
1 , A
L
2 , A
S
2
Note that D2 ≃ 2A1 and D3 ≃ A3 in the above.
ii) A proper subsystem Ξ of Σ is called a maximal S-closed subsystem if Ξ is
S-closed and if there is no S-closed subsystem Ξ′ satisfying Ξ $ Ξ′ $ Σ. The list
of the maximal S-closed subsystems of the irreducible root system Σ is same as in
i) if Σ is simply laced. In the other cases we have
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Σ Ξ: S-closed maximal, rankΞ = rankΣ rankΞ = rankΣ− 1
Bn D
L
m +Bn−m = Ξm (2≤m≤n) Bn−1 = Ξ1
Cn Cm + Cn−m = Ξm (2≤2m≤n) A
S
n−1 = Ξn
F4 A
L
1 + C3 = Ξ1, A
L
2 +A
S
2 = Ξ2, B4 = Ξ4
G2 A
L
1 +A
S
1 = Ξ1, A
L
2 = Ξ2
They are studied by [2] and [8] (cf. [4]) and the Dynkin diagram of Ξ is
(8.22)
{
G(Ψ \ {αj}) (mj(αmax) = 1),
G
(
Ψ˜ \ {αj}) (mj(αmax) is a prime number ≥ 2)
with a suitable αj ∈ Ψ satisfying mj(αmax) = 1, 2, 3 or 5.
iii) Let Ξj be the maximal subsystem of Σ defined by (8.22) with αj ∈ Ψ. Then
Proposition 4.4 (cf. [8, Theorem 3.1]) implies
(8.23) Ξj =
{
α =
∑
αν∈Ψ
mν(α)αν ∈ Σ ; mj(α) ≡ 0 mod max{2,mj(αmax)}
}
.
Note that ι(Am) ∩ Ξj 6= ∅ for any ι ∈ Hom(Am,Σ) if m ≥ max{2,mj(αmax)}.
This claim follows from the following fact with putting ni = mj
(
ι(ǫi− ǫi+1)
)
for
the i-th root ǫi − ǫi+1 in the fundamental system of Am.
For a positive integer m ≥ 2 and a sequence of integers n1, . . . , nm we can choose
1 ≤ k ≤ k′ ≤ m such that nk + nk+1 + · · ·+ nk′ ≡ 0 mod m.
For example, when Σ = E8, we have Ξ5 ≃ 2A4, m5(αmax) = 5 and
(8.24) E8 \ Ξ5 ⊃ Ξ
′ :=
〈
000
0
1000, 012
1
1100, 111
0
1110, 001
1
1111
〉
≃ A4
under the notation in §10. Here the roots α ∈ Σ are indicated by the numbers
mν(α) arranged according to the Dynkin diagram of Σ. We have WΞ5 ∩WΞ′ = {e}
because Ξ′ is L-closed in Σ (cf. Remark 6.7 iv)).
8.2. Further study of the action of the Weyl group. As for Q4 in §1, that is,
“Is Out(Ξ) realized byWΣ?” can be answered from the table in §10 by the condition
# = #Ξ and the answer is “yes” in most cases in the table. We will consider the
cases when the answer is “no”, namely, we will study the group OutΣ(Ξ) in Out(Ξ)
(cf. Definition 6.1). Under the notation in §10 we have
(8.25) #
(
Out(Ξ)/OutΣ(Ξ)
)
= #/#Ξ.
If Σ is of the classical type, it is easy to analyze OutΣ(Ξ) because the action of
WΣ is easy. If Ξ is irreducible, WΣ(Ξ) is understood well by Theorem 3.5 using
Dynkin diagrams. Moreover since NWΣ(Ξ) ⊂ NWΣ(Ξ + Ξ
⊥), we have
(8.26) OutΣ(Ξ) ≃ {g ∈ OutΣ(Ξ + Ξ
⊥) ; g(Ξ) = Ξ}
by (6.3) and therefore the group OutΣ(Ξ) is described by OutΣ(Ξ+Ξ
⊥). Hence we
may assume Ξ is ⊥-dense.
8.2.1. Dual pairs. If Ξ is not irreducible, OutΣ(Ξ) may be understood as a dual
pair. For example the dual pair (D6, 2A1) in E8 is special and the imbedding
D6 + 2A1 ⊂ E8 is unique up to the transformations by WE8 . Hence there exists
w ∈ NWE8 (D6 + 2A1) which swaps two A1’s. Then w always defines a non-trivial
element of Out(D6). Namely OutΣ(Ξ) is the diagonal subgroup of Out(D6 + 2A1)
through the isomorphism Out(D6) ≃ Out(2A1). The following cases are understood
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in this way.
Dm +Dn ⊂ Dm+n (m ≥ 2, n ≥ 2, m 6= 4, n 6= 4),
A3 + 2A1 ⊂ E6,
2A3 +A1 ⊂ E7, A5 +A2 ⊂ E7, D4 + 3A1 ⊂ E7,
E6 +A2 ⊂ E8, A5 +A2 +A1 ⊂ E8, A4 +A4 ⊂ E8, D6 + 2A1 ⊂ E8,
D5 +A3 ⊂ E8, D4 +D4 ⊂ E8, A2 +A2 ⊂ F4.
For the imbedding Ξ ⊂ Σ in this list, a still more concrete description of OutΣ(Ξ)
is desirable if Out(Ξ) 6≃ Z/2Z× Z/2Z.
For the imbedding Dm+Dm ≃ D0m+D
m
m ⊂ D2m under the notation in §10, the
swapping of twoDm’s under the generators given there is in OutD2m(D
0
m+D
m
m) and
therefore OutD2m(Dm +Dm) is clear. Similarly for 2A4 ⊂ E8, if we fix A3 +A4 ⊂
A4+A4 ⊂ E8 and A3+A4 ⊂ A8 ⊂ E8, we can also specify the swapping of two A4’s
in OutE8(2A4). Other cases in the list are described by the study of the imbedding
of 7A1 ⊂ E7 and 8A1 ⊂ E8 through 4A1 ⊂ D4 as is shown later.
8.2.2. Strongly orthogonal systems of the maximal rank. Suppose Σ is of type An,
Bn, Cn, Dn, E6, F4 or G2 and put m = 2[
n
2 ]. Under the notation in §9 the strongly
orthogonal system 〈ΘΣ〉 of Σ with the maximal rank is weakly equivalent to
ΘAn := {ǫ1 − ǫ2, ǫ3 − ǫ4, . . . , ǫ2m−1 − ǫ2m},(8.27)
ΘDn := {ǫ1 − ǫ2, ǫ1 + ǫ2, ǫ3 − ǫ4, ǫ3 + ǫ4, . . . , ǫ2m−1 + ǫ2m},(8.28)
ΘBn :=
{
ΘDn (n = 2m),
ΘDn ∪ {ǫn} (n = 2m+ 1),
(8.29)
ΘCn := {2ǫ1, . . . , 2ǫn},(8.30)
ΘE6 := ΘF4 := {ǫ1 − ǫ2, ǫ1 + ǫ2, ǫ3 − ǫ4, ǫ3 + ǫ4},(8.31)
ΘG2 := {ǫ1 − ǫ2, ǫ1 + ǫ2 − 2ǫ3}.(8.32)
Then OutΣ(ΘΣ) := OutΣ(〈ΘΣ〉) is identified with the subgroup of the permuta-
tion group of ΘΣ, which is also identified with the permutation group S#ΘΣ of
{1, . . . ,#ΘΣ} according to the expression of ΘΣ by the above ordered set. Then
OutΣ(ΘΣ) ≃ S#ΘΣ (Σ is of type An, Cn, E6, F4),
OutG2(ΘG2) = {1},
OutDn(ΘDn) =

〈
(1 2)(3 4), (1 3)(2 4),
(1 3 · · · 2m− 1)(2 4 · · · 2m)
〉
≃WDm (n = 2m),〈
(1 2), (1 3)(2 4),
(1 3 · · · 2m− 1)(2 4 · · · 2m)
〉
≃WBm (n = 2m+ 1).
Here the generators of OutDn(ΘDn) are expressed by products of circular permuta-
tions. Note that the group OutDn(ΘDn) is isomorphic to WDm or WBm if n = 2m
or 2m+ 1, respectively.
8.2.3. 8A1 ⊂ E8 and 7A1 ⊂ E7. Since Out(8A1) is isomorphic to the symmetric
group S8, OutE8(8A1) is identified with a subgroup of S8. Since #/#Ξ = 30,
#OutE8(8A1) = 8!/30 = 1344 = 2
6 · 3 · 7. To be more precise, we fix 8A1 ⊂ E8:
(8A1)o := {±α2,±α3,±α5,±αq ± α7,±αp,±α
7
0,±α
8
0} ⊂ E8,
α2 = ǫ1 + ǫ2, α3 = ǫ2 − ǫ1, α5 = ǫ4 − ǫ3, α7 = ǫ6 − ǫ5,
αp = −ǫ5 − ǫ6, αq = −ǫ3 − ǫ4, α
8
0 = −ǫ7 − ǫ8, α
7
0 = ǫ7 − ǫ8.
(8.33)
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α70
•
α1
∗
α3
◦
α4
◦
α5
◦
α6
◦
α7
◦
α8
∗
α80
•
α2◦ αp⊚
α1
◦
α3
◦
α4
◦
α5
◦
α6
◦
α7
◦
α8
◦
α80
◦
α2◦ αt⊚
(8.34)
Here we used the notation in §7.2 and §10. In particular E7 ⊂ E8. Note that α80
and α70 are negatives of maximal roots of E8 and E7, respectively. We identify
S8 with the permutation group of the set {1, 2, 3, 4, 5, 6, 7, 8} of numbers and this
ordered set is also identified with the ordered set given as generators of (8A1)o in
(8.33).
Since (α80)
⊥ = E7, the left figure above corresponds to the first diagram in §7.2.
Since (D8)o := 〈α2, α3, . . . , α8, α80〉 is of type D8, its extended diagram is given in
the right figure of (8.34) with the negative αt of its maximal root. Here we note that
α70 < 0 and αt > 0. Since (D6)
⊥
o ∩ (α
8
0)
⊥ ≃ A1 by denoting (D6)o := 〈α2, . . . , α7〉,
we have αt = −α70. Then Out(D8)o
(
(8A1)o
)
is generated by
g1 = (1 3 5 7)(2 4 6 8),(8.35)
g2 = (1 3)(2 4),(8.36)
g3 = (1 2)(3 4).(8.37)
Here the generators gj are expressed by products of cyclic permutations in S8.
Note that #Out(D8)o
(
(8A1)o
)
= 23 · 4! = 26 · 3.
Now we will consider the other diagram in §7.2.
α70
◦ ◦
α3
⊚
α4
∗
α5
•
α6
∗
α7
•
α8
∗
α80
•
α2⊚αr◦
αs◦
αr = −αp, αs = −αq
This shows that the element
(8.38) g4 = (2 4)(6 7)
which corresponds to an element of the W〈α70,α1,α3,αr〉 ≃WD4 is in OutE8
(
(8A1)o
)
and not in Out(D8)o
(
(8A1)o
)
. Then we can conclude that OutE8
(
(8A1)o
)
is gener-
ated by gj (j = 1, 2, 3, 4), which is clear by considering the order of the groups.
Put (7A1)o = (8A1)o \ {±α8o}. Since E7 = (α
8
0)
⊥, it is easy to see that
OutE7((7A1)o) is generated by g2, g3, g4 and
(8.39) g′1 = (1 3 5)(2 4 6).
Here we naturally identify Out(7A1) with S7 and we have
OutE8
(
(8A1)o
)
= 〈g1, g2, g3, g4〉, #OutE8
(
(8A1)o
)
= 26 · 3 · 7 = 1344,(8.40)
OutE7
(
(7A1)o
)
= 〈g′1, g2, g3, g4〉, #OutE7
(
(7A1)o
)
= 23 · 3 · 7 = 168.(8.41)
Put (6A1)o = {±α2,±α3,±α5,±αq,±α7,±αp} ⊂ {α70, α
8
0}
⊥ ≃ D6 and (5A1)o =
{±α2,±α3,±α5,±αq,±α7} ⊂ {αp, α7o, α
8
o}
⊥ ≃ D4 + A1. Note that (D6, 2A1) and
(D4 + A1, 3A1) are special dual pairs in E8 and therefore OutE8(D6) = Out(D6)
and OutE8(D4 +A1) = Out(D4 +A1). Then we have easily
OutE8
(
(7A1)o
) ∼
← OutE7
(
(7A1)o
)
,(8.42)
OutE8
(
(6A1)o
)
=
〈
g′1, g2, (1 2)
〉
≃WB3 , #OutE8
(
(6A1)o
)
= 48,(8.43)
OutE7
(
(6A1)o
)
=
〈
g′1, g2, g3
〉
≃WD3 , #OutE8
(
(6A1)o
)
= 24,(8.44)
OutE8
(
(5A1)o
)
=
〈
(1 2), (2 3), (3 4)
〉
≃WA3 , #OutE8
(
(5A1)o
)
= 24,(8.45)
OutE7
(
(5A1)o
)
=
〈
g2, (1 2)
〉
≃WB2 , #OutE8
(
(5A1)o
)
= 8.(8.46)
Put (4A1)o = {±α2,±α3,±α5,±αq} and (4A1)1 = {±α2,±α3,±α5,±α7}. Then
(4A1)
⊥
o ∩E8 ≃ D4, (4A1)
⊥⊥
o ≃ D4 and (4A1)
⊥
1 ∩E8 ≃ 4A1 and (4A1)
⊥⊥
1 = (4A1)1.
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8.2.4. 2D4 ⊂ E8, D4 + 4A1 ⊂ E8 and D4 + 3A1 ⊂ E7. Retain the notation in the
previous section (cf. (8.34)) and put
(2D4)o = 〈α2, α3, α4, α5, αq〉+ 〈α7, αt, α8, α
8
0, αp〉 ⊂ E8,(8.47)
(D4 + 4A1)o = 〈α2, α3, α4, α5, αq〉+ 〈α7, αt, α
8
0, αp〉 ⊂ E8,(8.48)
(D4 + 3A1)o = 〈α2, α3, α4, α5, αq〉+ 〈α7, αt, αp〉 ⊂ E7.(8.49)
Then we have the natural identification
OutE8
(
(2D4)o
)
⊃ OutE7
(
(D4 + 3A1)o
)
≃
{
g ∈ OutE8
(
(8A1)o
)
; g(αq) = αq and g(α
8
0) = α
8
0
}
together with (2.19) and therefore OutE7
(
(D4 + 3A1)o
)
is generated by
(1 2)(5 6) : α2 ↔ α3, α7 ↔ α
7
0 and (1 3)(6 7) : α2 ↔ α5, α7 ↔ αt.
Here the first element corresponds to an element in W(D8)o and the second el-
ement equals g2g4. Moreover OutE8
(
(2D4)o
)
contains (1 5)(2 6)(3 7)(4 8) and
OutE8
(
(D4 + 4A1)o
)
contains Out(2D4)o
(
(D4 + 4A1)o
)
. Hence
OutE7
(
(D4 + 3A1)o
)
=
〈
(1 2)(5 6), (1 3)(6 7)
〉
,
#OutE7
(
(D4 + 3A1)o
)
= 6,
OutE8
(
(2D4)o
)
=
〈
(1 2)(5 6), (1 3)(6 7), (1 5)(2 6)(3 7)(4 8)
〉
,
#OutE8
(
(2D4)o
)
= 12,
OutE8
(
(D4 + 4A1)o
)
=
〈
(5 6)(7 8), (5 8)(6 7), OutE8
(
(2D4)o
)〉
,
#OutE8
(
(D4 + 4A1)o
)
= 48.
8.2.5. 4A2 ⊂ E8, 3A2 ⊂ E7 and 3A2 ⊂ E6. First note that as groups, Out(4A2)
and Out(3A2) are isomorphic to WB4 and WB3 and their orders of the groups are
24 · 4! and 23 · 3!, respectively. Fix a representative 4A2 ⊂ E8:
α2 = ǫ1 + ǫ2, α
6
0 = −
1
2 (ǫ1 + ǫ2 + ǫ3 + ǫ4 + ǫ5 − ǫ6 − ǫ8 + ǫ8),
α3 = ǫ2 − ǫ1, α1 =
1
2 (ǫ1 + ǫ8)−
1
2 (ǫ2 + ǫ3 + ǫ4 + ǫ5 + ǫ6 + ǫ7),
α5 = ǫ4 − ǫ3, α6 = ǫ5 − ǫ4,
α8 = ǫ7 − ǫ6, α
8
0 = −ǫ7 − ǫ8,
(4A2)0 =
〈
{α2, α
6
0, α3, α1, α5, α6, α8, α
8
0}
〉
,
(3A2)0 =
〈
{α2, α
6
0, α3, α1, α5, α6}
〉
.
α4
∗
α3
•
α1
•MM α5
•
α6
•qq
α2•
α60•
α7
∗
α8
•
α80
•
Then the permutation group of the 8 generators of (4A2)o is identified with S8 as
in the case of (8A1)o ⊂ E8. Then Out
(
(4A2)o
)
= 〈g1, g2, g3〉 and Out(3(A2)o
)
=
〈g′1, g2, g3〉 (cf. (8.35)–(8.39)). Note that
#OutE6
(
(3A2)o
)
= #Out
(
(3A2)o
)
/8 = 6,
#OutE7
(
(3A2)o
)
= #Out
(
(3A2)o
)
/4 = 12,
#OutE8
(
(4A2)o
)
= #Out
(
(4A2)o
)
/8 = 48,
OutE6
(
(3A2)o
)
⊂ OutE8
(
(4A2)o
)
.
Since (2A2, 2A2) is a special dual pair in E8, we have
(8.50)
(
∃2A2 ⊂ (4A2)o such that w|2A2 = id
)
⇒ w = id
for w ∈ OutE8
(
(4A2)o
)
. We will choose elements in OutE8
(
(2A2)o
)
. The rotation
of the extended Dynkin diagram of E6 comes from WE6 and therefore the element
(8.51) h1 = (1 3 5)(2 4 6)
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is contained in OutE6
(
(3A2)o
)
. The argument §7.1 shows that in view of the trans-
formation of an element of W〈α80,α2,α4,α5,α6〉, (1 6)(2 5) or (1 6)(2 5)(3 4) should be
in WE6
(
(3A2)o
)
. Owing to (8.50), we can conclude that
(8.52) h2 = (1 6)(2 5)(3 4)
is contained in the group and OutE6
(
(3A2)o
)
= 〈h1, h2〉.
Since Hom(E6, E7) = 1, OutE7
(
(3A2)o
)
contains
(8.53) h3 = (3 5)(4 6).
Considering in (A8)o = 〈α1, α3, α4, α5, α6, α7, α8, α80〉 ≃ A8, there is an element
w ∈W(A8)o such that
w(α1) = α1, w(α3) = α3 w(α4) = α6, w(α5) = α7, w(α6) = α4, w(α7) = α5.
Then it also follows from (8.50) that
(8.54) h4 = (1 2)(5 7)(6 8)
is in OutE8
(
(4A2)o
)
. Calculating the order of the group, we have
OutE6
(
(3A2)o
)
= 〈h1, h2〉, #OutE6
(
(3A2)o
)
= 6,(8.55)
OutE7
(
(3A2)o
)
= 〈h1, h2, h3〉, #OutE7
(
(3A2)o
)
= 12,(8.56)
OutE8
(
(4A2)o
)
= 〈h1, h2, h4〉, #OutE8
(
(4A2)o
)
= 48.(8.57)
9. List of irreducible root systems
An
α1
1

α2
1

α3
1

· · · αn−2
1

αn−1
1

αn
1

1
α0
 
RR
RR
RR
RR
RR
RR
RR
RR llllllllllllllll
A1
α0
1
 
α1
1

Σ =
{
±(ǫi − ǫj) ; 1 ≤ i < j ≤ n+ 1
}
, #Σ = n(n+ 1),
αj = ǫj − ǫj+1 (j=1,...,n), α0 = ǫn+1 − ǫ1, #W = (n+ 1)!.
Bn
α1
1

α2
2

α3
2

· · · αn−2
2

αn−1
2

αn
2
+3
1 α0 
B2 = C2
α0
1
 
α2
2
+3
α1
1
ks
Σ =
{
±(ǫi − ǫj), ±(ǫi + ǫj), ±ǫk ; 1 ≤ i < j ≤ n, 1 ≤ k ≤ n
}
, #Σ = 2n2,
αj = ǫj − ǫj+1 (j=1,...,n−1), αn = ǫn, α0 = −ǫ1 − ǫ2, α
′
0 = −ǫ1, #W = 2
n · n!.
Cn
1
α0
 
α1
2
+3
α2
2

· · · αn−2
2

αn−1
2

αn
1
ks
Σ =
{
±(ǫi − ǫj), ±(ǫi + ǫj), ±2ǫk ; 1 ≤ i < j ≤ n, 1 ≤ k ≤ n
}
, #Σ = 2n2,
αj = ǫj − ǫj+1 (j=1,...,n−1), αn = 2ǫn, α0 = −2ǫ1, α
′
0 = −ǫ1 − ǫ2, #W = 2
n · n!.
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Dn
α1
1

α2
2

α3
2

· · · αn−3
2

αn−2
2

αn−1
1

1 α0  αn1 
D4
α1
1

α2
2

α3
1

α41 
α01  
Σ =
{
±(ǫi − ǫj), ±(ǫi + ǫj) ; 1 ≤ i < j ≤ n
}
, #Σ = 2n(n− 1),
αj = ǫj − ǫj+1 (j=1,...,n−1), αn = ǫn−1 + ǫn,
α0 = −ǫ1 − ǫ2, #W = 2
n−1 · n!.
E6
α1
1

α3
2

α4
3

α5
2

α6
1

α22 
α01  
Σ =
{
±(ǫi − ǫj), ±(ǫi + ǫj), ±
1
2 (ǫ8 − ǫ7 − ǫ6 +
∑5
k=1(−1)
ν(k)ǫk) ;
1 ≤ i < j ≤ 5,
∑5
k=1 ν(k) is even
}
, #Σ = 72,
α1 =
1
2 (ǫ1 + ǫ8)−
1
2 (ǫ2 + ǫ3 + ǫ4 + ǫ5 + ǫ6 + ǫ7),
α2 = ǫ1 + ǫ2, αj = ǫj−1 − ǫj−2 (3 ≤ j ≤ 6),
α0 = −
1
2 (ǫ1 + ǫ2 + ǫ3 + ǫ4 + ǫ5 − ǫ6 − ǫ7 + ǫ8), #W = 2
7 · 34 · 5.
E7
1
α0
 
α1
2

α3
3

α4
4

α5
3

α6
2

α7
1

α22 
Σ =
{
±(ǫi − ǫj), ±(ǫi + ǫj), ±(ǫ7 − ǫ8), ±
1
2 (ǫ7 − ǫ8 +
∑6
k=1(−1)
ν(k)ǫk) ;
1 ≤ i < j ≤ 6,
∑6
k=1 ν(k) is odd
}
, #Σ = 126,
α1 =
1
2 (ǫ1 + ǫ8)−
1
2 (ǫ2 + ǫ3 + ǫ4 + ǫ5 + ǫ6 + ǫ7),
α2 = ǫ1 + ǫ2, αj = ǫj−1 − ǫj−2 (3 ≤ j ≤ 7),
α0 = ǫ7 − ǫ8, #W = 2
10 · 34 · 5 · 7.
E8
α1
2

α3
4

α4
6

α5
5

α6
4

α7
3

α8
2

α0
1
 
α23 
Σ =
{
±(ǫi − ǫj), ±(ǫi + ǫj),
1
2
∑8
k=1(−1)
ν(k)ǫk ; 1 ≤ i < j ≤ 8,∑8
k=1 ν(k) is even
}
, #Σ = 240,
α1 =
1
2 (ǫ1 + ǫ8)−
1
2 (ǫ2 + ǫ3 + ǫ4 + ǫ5 + ǫ6 + ǫ7),
α2 = ǫ1 + ǫ2, αj = ǫj−1 − ǫj−2 (3 ≤ j ≤ 8),
α0 = −ǫ7 − ǫ8, #W = 2
14 · 35 · 52 · 7.
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F4
α0
1
 
α1
2

α2
3

α3
4
+3
α4
2

Σ =
{
±(ǫi − ǫj), ±(ǫi + ǫj), ±ǫk, ±
1
2 (ǫ1 ± ǫ2 ± ǫ3 ± ǫ4) ;
1 ≤ i < j ≤ 4, 1 ≤ k ≤ 4
}
, #Σ = 48,
α1 = ǫ2 − ǫ3, α2 = ǫ3 − ǫ4, α3 = ǫ4, α4 =
1
2 (ǫ1 − ǫ2 − ǫ3 − ǫ4),
α0 = −ǫ1 − ǫ2, α
′
0 = −ǫ1, #W = 2
7 · 32.
G2
α0
1
 
α1
2

3
α2
_ *4
Σ =
{
±(ǫi − ǫj), ∓(2ǫ1 − ǫ2 − ǫ3), ∓(2ǫ2 − ǫ1 − ǫ3), ±(2ǫ3 − ǫ1 − ǫ2) ;
1 ≤ i < j ≤ 3
}
, #Σ = 12,
α1 = −2ǫ1 + ǫ2 + ǫ3, α2 = ǫ1 − ǫ2, α0 = ǫ1 + ǫ2 − 2ǫ3, α
′
0 = ǫ2 − ǫ3, #W = 12.
Remark 9.1. i) There are natural identifications of root systems
D1 = ∅, D2 ≃ A1 +A1, D3 ≃ A3, A1 ≃ B1 ≃ C1, B2 ≃ C2(9.1)
and Weyl groups
Sn ⋉ (Z/2Z)n
∼
→ WBn =WCn
∈ ∈(
σ, (c1, . . . , cn)
)
7→ wσ,c : Rn ∋ ǫj 7→ (−1)cjǫσ(j) (j = 1, . . . , n),
WDn = {wσ,c ∈WBn ; (−1)
P
cj = 1},
WAn−1 = {wσ,c ∈WBn ; c1 = · · · = cn = 0}.
(9.2)
ii) For the fundamental system Ψ of an irreducible root system Σ we have
#WΨ = #Σ
L ·#WΨ∩α⊥0(9.3)
= (#Ψ)! ·#{αj ∈ Ψ˜ ; mj(αmax) = 1} ·
∏
αj∈Ψ˜
mj(αmax).(9.4)
iii) There exist roots αi ∈ Ψ satisfying mi(αmax) = 1, which are determined by
(2.27). Moreover we have
(9.5) mj(αmax) =
∑
αν∈Ψ˜\{αj}
mν(αmax)
(
−
(αν |αj)
(αj |αj)
)
(αj ∈ Ψ˜)
because of (2.23). In particular
(9.6) 2mj(αmax) =
∑
αν∈Ψ˜\{αj}
(αν |αj) 6=0
mν(αmax) (αj ∈ Ψ˜ ∩Σ
L).
Note that these conditions determine the extended Dynkin diagrams with the num-
bers {mj(αmax) ; αj ∈ Ψ˜} as in the following proposition, from which the classifi-
cation of the root systems follows.
Definition 9.2. A diagram G consisting of finite vertices and lines and/or arrows is
an affine Dynkin diagram if G satisfies the following conditions. Each line or arrow
links a vertex to another vertex and each arrow has a stem formed by multiple
lines. Moreover each vertex has an attached positive real number with the following
property.
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Fix any vertex P in G and let m be the number attached to P . Let L1, . . . , Lp
be the lines and arrows linking P to other vertices. We denote the vertices and
their attached numbers by Q1, . . . , Qp and m1, . . . ,mp, respectively. Then
2m = k1m1 + · · ·+ kpmp(9.7)
by putting
kj =
{
1 if Lj is an arrow starting from P or a line,
the number (≥ 2) of lines in Lj if Lj is an arrow pointing toward P
and the minimal number attached in any connected component of G equals 1.
Then we have the following proposition, which is probably known. Its proof is
elementary and easy and we give it for the completeness.
Proposition 9.3. The connected affine Dynkin diagram G is R˜ with an irre-
ducible root system of type R or one of the following diagrams (cf. Remark 9.4 iii)).
B˜′n
−ǫ1
1
⊚
1
◦ks
1
◦
··· 1
◦
1
◦
1
◦+3 C˜
′
n (n ≥ 3)
1
◦
2
◦
2
◦
··· 2
◦
2
◦
1
◦ks
1 −ǫ1 − ǫ2⊚
C˜′2 ≃ B˜
′
2
1
⊚
1
◦ks
1
◦+3
F˜ ′4
1
◦
2
◦
3
◦+3
2
◦
1
−ǫ1
⊚ G˜
′
2
1
◦
2
◦_*4
1
ǫ2 − ǫ3
⊚ B˜Cn 1
−2ǫ1
⊚
2
◦+3
2
◦
··· 2
◦
2
◦
2
◦+3 B˜C1
1
⊚
2〉◦
Here R˜ denotes the extended Dynkin diagram of type R with the numbers mj(αmax)
attached to αj ∈ Ψ˜, which has been given in this section.
Proof. Fix any vertex P in G and retain the notation in Definition 9.2.
If p ≥ 2 and Q1 = Q2, then 2m ≥ 2m1 and we similarly have 2m1 ≥ 2m and
hence k1 = k2 = 1 and p = 2. This only happens when G = A˜1.
Now we may assume m1 ≥ · · · ≥ mp and Qi 6= Qj if i 6= j.
Claim: Let P1, . . . , Pℓ be vertices in G such that for any j = 2, . . . ℓ−1, Pj is linked
only to both Pj−1 and Pj+1 and no arrow points to Pj . Then the corresponding
attached numbers m1, . . . ,mℓ form an arithmetical progression series.
Since 2mj ≥ m, the relation (9.7) assures
∑
kj ≤ 4.
Note that if 2mj = m, Qj is an end vertex to which no arrow points.
Case
∑
kj = 4: Then m1 = · · · = mp =
m
2 , Qj are end vertices and there is
no arrow starting from P . We may assume k1 ≥ · · · ≥ kp. Hence (k1, . . . , kp) =
(1, 1, 1, 1), (2, 1, 1), (2, 2), (3, 1) or (4) and G = D˜4, B˜′2, B˜2, G˜
′
2 or B˜C1, respectively.
Case
∑
kj = 3 and p = 1: We have k1 = 3 and m =
3
2m1. Then there exists a
vertex Q′ ∈ G \ {P} with the number m′ ≥ m12 such that Q
′ is linked to Q. Since
2m1 ≥ m+m′, m′ =
1
2m1 and Q
′ is an end vertex. Hence G = G˜2.
Case
∑
kj = 3, p ≥ 2 and m1 ≥ m: Note that k1 = 1 and p = 2 or 3. When p =
2, k2 = 2 and (m1,m2) = (m,
1
2m). When p = 3, k2 = k3 = 1 and (m1,m2,m3) =
(m, 12m,
1
2m). Hence if 2 ≤ j ≤ p, Qj is an end vertex as follows.
p = 2
Q2
m
2
◦
P
m
◦+3
Q1
m
◦ p = 3
Q2
m
2
◦
P
m
◦
Q1
m
◦
m
2 Q3◦
Denoting P1 = P and P2 = Q1, we choose the maximal sequence of vertices
P1, . . . , Pℓ given in the above claim. The numbers attached to these vertices are m.
If an arrow links Pℓ−1 to Pℓ, it has double lines and points toward the end vertex
Pℓ and hence G = B˜Cn or B˜n according to p = 2 or 3, respectively.
Now we may assume that Pj is linked to Pj+1 by a line if 1 ≤ j < ℓ. Then Pℓ is
not an end vertex and therefore Pℓ is a branching vertex or there exists an arrow
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pointing toward Pℓ. Applying the argument we have done to the vertex Pℓ in place
of P , we conclude the following. If Pℓ is a branching vertex, Pℓ is linked to two end
vertices together with Pℓ−1 by lines and we have C˜
′
n or D˜n according to p = 2 or 3,
respectively. If Pℓ is not a branching vertex, an arrow starting from an end vertex
points toward Pℓ and we have accordingly G = C˜n or C˜′n.
Case
∑
kj = 3, p ≥ 2 and m1 < m: Fix j with 1 ≤ j ≤ p and let P1, . . . , Pℓj be
the maximal sequence given in the claim such that P1 = P and P2 = Qj . The
corresponding attached numbers m′1 = m,m
′
2 = mj ,m
′
3, . . . ,m
′
ℓj
form a strictly
decreasing arithmetical progression series and the argument in the preceding case
assures that Pℓj is not a branching vertex. Moreover Pℓj is not linked to any arrow
but it is an end vertex. Therefore mj =
ℓj−1
ℓj
m. If p = 3, (9.7) implies
(9.8) 1
ℓ1
+ 1
ℓ2
+ 1
ℓ3
= 1, ℓ1 ≥ ℓ2 ≥ ℓ3
and hence (ℓ1, ℓ2, ℓ3) = (3, 3, 3), (4, 4, 2) or (6, 3, 2) and G = E˜6, E˜7 or E˜8, respec-
tively. Similarly if p = 2, we have k1 = 2, k2 = 1 and (ℓ1, ℓ2) = (3, 3) or (4, 2) and
G = F˜ ′4 or F˜4, respectively.
Other cases: Now we may assume that G has no branching vertex and moreover
that if G contains an arrow, the arrow has double lines and points toward an end
vertex. Hence it follows from the claim that G equals B˜′n if G contains an arrow
and A˜n (n ≥ 2) if otherwise. 
Remark 9.4. Retain the notation in Proposition 9.3.
i) A˜1 is sometimes denoted by
1
 
1
ks +3 or
1
 
1
 or
1
 
1

∞ .
ii) The proposition is known as the classification of the generalized Cartan ma-
trices of affine type (cf. [5, Ch. 4]), where R˜, B˜′n, C˜
′
n, B˜Cn, F˜
′
4 and G˜
′
2 are denoted
by R(1), D
(2)
n+1, A
(2)
2n−1, A
(2)
2n , E
(2)
6 and D
(3)
4 , respectively.
iii) Suppose R is not simply laced and let α′max be the maximal root in Σ \ Σ
L
and put α′0 = −α
′
max. Then the root α
′
0 corresponds to the vertex in R˜
′ indicated
by ⊚ and we get the Dynkin diagram of type R by deleting the vertex.
If we change the arrows in R˜′ by those with the opposite directions, R˜′ is changed
into the extended Dynkin diagram of the dual root system of R.
The root system
(9.9) {±(ǫi − ǫj), ±(ǫi + ǫj), ±ǫk, ±2ǫk ; 1 ≤ i < j ≤ n, 1 ≤ k ≤ n}
in Rn is the non-reduced root system of type BCn. If we denote the maximal
root of the non-reduced root system of type BCn by αmax, the root α0 := −αmax
corresponds to the vertex in B˜Cn indicated by ⊚.
Note that for an irreducible root system Σ with a fundamental system Ψ, the set
{β ∈ Σ ; (α|β) ≤ 0 (∀α ∈ Ψ)} is the complete representatives of the orbits under
the action of its Weyl group or equivalently the decomposition of Σ according to
the length of the roots. The attached numbers in the above diagrams are the
coefficients mj(−α0) in the expression −α0 =
∑
αj∈Ψ
mj(−α0)αj for the element
α0 in the set. Here we don’t assume Σ is reduced.
iv) We easily get a realization of G in an Euclidean space as follows. For example,
if G = E˜8, we first realize 〈α2, . . . , α8, α0〉 ≃ D8 as in the standard way given in
this section and then α1 is determined by (2.23) and moreover E7 = {α0}⊥ and
E7 = {α0, α8}⊥. If G = F˜4, we first realize 〈α0, α1, α2, α3〉 ≃ B4 and then α4.
v) The connected diagram G corresponds to an indecomposable finite subset Φ
of Rn \ {0} with #Φ = n+ 1 such that
(9.10) α ∈ Φ, β ∈ Φ and α 6= β ⇒ −2
(α|β)
(α|α)
∈ {0, 1, 2, . . .}.
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Here the subset Φ of Rn is indecomposable if there exists no non-trivial decompo-
sition Φ = Φ1 ∪Φ2 with Φ1 ⊥ Φ2.
vi) The diagram G with arrows is constructed as a quotient under the action of
an automorphism of an extended Dynkin diagram of a simply laced root system.
The arrow between two vertices in the quotient represents the difference of the
numbers of the corresponding original vertices as follows.
A˜2n−1 ⇒ B˜
′
n (n≥2) :
1
◦
1
◦ee
··· 1
◦ 1◦YY◦YY ◦ee →
1
◦
1
◦ks
··· 1
◦
1
◦+3
D˜2n ⇒ B˜n ⇒ B˜Cn−1 (n≥3) : ◦
2
◦rrr
1
◦ RR ··· 2
◦ 2◦YY
◦
◦rrr
◦ RR ◦ee → ◦
2
◦ee
1
◦ YY ··· 2◦
2
◦+3 →
1
◦
2
◦+3
··· 2
◦
2
◦+3
D˜n+1 ⇒ C˜
′
n ⇒ C˜n−1 (n≥3) : ◦
2
◦ll
1
◦ RR ··· 2◦
1
◦ee
◦YY → ◦
2
◦ee
1
◦ YY ··· 2◦
1
◦ks →
1
◦
2
◦+3
··· 2
◦
1
◦ks
D˜4 G˜
′
2
_*4 : ◦ ◦
1
◦
◦ ll
1
◦ 2RR
→
1
◦
2
◦_*4 1◦ D˜4 〉B˜C1 :
1
◦ 2
◦
LLL◦ YY
◦ ee
◦
rrr
→
1
⊚
2〉◦
E˜6 ⇒ F˜
′
4 :
1
◦
2
◦ 3◦YY◦ ◦ ee
2
◦
1
◦ →
1
◦
2
◦
3
◦+3 2◦ 1◦ E˜6 G˜2
_*4 : ◦ ◦ ◦
◦ ◦
1
◦
2
◦
ll
3RR
→
1
◦
2
◦
3
◦_*4
E˜7 ⇒ F˜4 :
1
◦
2
◦
3
◦ 4◦YY◦ ◦ ◦ ee
2
◦ →
1
◦
2
◦
3
◦
4
◦+3
2
◦ E˜8 :
2
◦
4
◦
6
◦
5
◦
4
◦
3
◦
2
◦
1
◦
3◦
vii) Allowing a line linking a vertex to the same vertex in G, we have the following
extra ones.
(9.11)
1
◦
2
◦
2
◦
··· 2
◦
2
◦
1◦
1
◦
1
◦ks 1◦
··· 1
◦
1
◦
1
◦
2
◦+3 2◦
··· 2
◦
2
◦
1
◦
1
◦
··· 1
◦
1
◦
1
◦
viii) If the assumption of the finiteness of the vertices is dropped in the proposi-
tion, we moreover have the following G, which easily follows from the proof of the
proposition.
A+∞
1
◦
2
◦
3
◦ A∞
1
◦
1
◦ D∞
1
◦
2
◦
2
◦
1◦
B∞
1
◦
1
◦ks 1◦ C∞
1
◦
2
◦+3 2◦ 1◦ 1◦ 1◦
···
(9.12)
10. Tables
In this section we assume that Σ is an irreducible and reduced root system. We
will classify the elements of Hom(Ξ,Σ) under a suitable isomorphisms for every
root system Ξ.
Definition 10.1. For ι, ι′ ∈ Hom(Ξ,Σ) we define that ι is weakly equivalent to ι′
if and only if there exists g ∈ Aut(Σ) = Hom(Σ,Σ) with ι′(Ξ) = g ◦ ι(Ξ), that it,
ι′(Ξ)
w
∼
Σ
Ξ. Then Hom(Ξ,Σ) is decomposed into the equivalence classes.
In many cases Hom(Ξ,Σ) itself is the equivalence class but if it is not so, we will
identify every equivalence class Hom(Ξ,Σ)o contained in Hom(Ξ,Σ) by a suitable
geometric condition.
In the tables in this section we will list up all Ξ with Hom(Ξ,Σ) 6= ∅ and classify
them with some data under the following notation.
Aut(Ξ) := Hom(Ξ,Ξ), Aut(Σ) := Hom(Σ,Σ),
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Aut′(Ξ) :=
m∏
j=1
Aut(Ξj) ⊂ Aut(Ξ) for the irreducible decomposition
Ξ = Ξ1 + · · ·+ Ξm,
# : #
(
WΣ\Hom(Ξ,Σ)o
)
,
#Ξ : #
(
WΣ\Hom(Ξ,Σ)o/Aut(Ξ)
)
,
#Ξ′ : #
(
WΣ\Hom(Ξ,Σ)o/Aut
′(Ξ)
)
,
#Σ : #
(
Aut(Σ)\Hom(Ξ,Σ)o
)
,
Ξ⊥⊥ :

◦
(
(Ξ⊥)⊥ = Ξ and (6.9) is valid
)
,
×
(
(Ξ⊥)⊥ = Ξ but (6.9) is not valid
)
,
(Ξ⊥)⊥
(
(Ξ⊥)⊥ 6= Ξ
)
,
P :

#{Θ ⊂ Ψ ; 〈Θ〉
w
∼
Σ
Ξ}
(
if Ξ is fundamental
)
,
←
(
L-closure of Ξ is given by (Ξ⊥)⊥
)
,
→
(
L-closure of Ξ is given in the right column
)
,
L : L-closure
(
if rank(Ξ⊥)⊥ > rankΞ and Ξ is not L-closed
)
,
S : S-closure
(
if Ξ is not S-closed (cf. Definition 6.6)
)
,
〈j1, . . . , jm〉 : 〈αj1 , . . . , αjm〉
(
under the notation in §9
)
,
〈\j〉 : 〈Ψ \ {αj}〉,
For subsystem Ξ ⊂ Σ and a subgroup G of Aut(Σ) we put
Hom(Ξ,Σ)o := {ι ∈ Hom(Ξ,Σ) ; ι(Ξ)
w
∼
Σ
Ξ},
OwΞ := {Θ ⊂ Σ ; WΘΘ = Θ and Θ
w
∼
Σ
Ξ} (cf. Definition 2.8),
OΞ := {Θ ⊂ Σ ; WΘΘ = Θ and Θ ∼
Σ
Ξ},
NG(Ξ) := {g ∈ G ; g(Ξ) = Ξ}.
Then
OwΞ ≃ Hom(Ξ,Σ)o/Aut(Ξ) ≃ Aut(Σ)/NAut(Σ)(Ξ),
OΞ ≃WΣ/NWΣ(Ξ),
#OwΞ /#OΞ = #
(
WΞ\Hom(Ξ,Σ)o/Aut(Ξ)
)
= (#Ξ),(10.1)
(#)/(#Ξ) = #
(
WΣ\Hom(Ξ,Σ)o
) /
#
(
WΣ\Hom(Ξ,Σ)o/Aut(Ξ)
)
(10.2)
= #
(
Out(Ξ)/OutΣ(Ξ)
)
= #
(
Out(Ξ)
/ (
NWΣ(Ξ)/(WΞ ×WΞ⊥)
))
,
#OΞ = (#) ·#WΣ
/ (
(#Σ) ·#Out(Ξ) ·#WΞ ·#WΞ⊥
)
.(10.3)
Here (#), (#Ξ), (#Ξ′) and (#Σ) are numbers given in the columns indicated by #,
#Ξ, #Ξ′ and #Σ in the table below, respectively. Since 1 ≤ (#Ξ) ≤ (#Ξ′), (#Ξ)
may not be written if (#Ξ′) = 1. If Out(Σ) is trivial, (#Σ) = (#) and therefore
(#Σ) may not be written.
Note that (9.3) corresponds to the special case of (10.3) with Ξ = {±α0}.
Remark 10.2. We obtain the answers to the questions in the introduction from the
table in this section as follows.
Answers to Q1 and Q2 are given by the table.
The number in Q3 is given by (10.3) with the table.
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The answer to Q4 is yes if and only if (#Ξ) = (#) (cf. Remark 8.2 iii), Re-
mark 10.7 iii) and §8.2).
The answer to Q5 is yes if and only if (#Ξ′) = (#).
The answer to Q6 is yes if and only if (#Ξ) = 1 (cf. Remark 8.1 ii)).
The answer to the first question of Q7 is given by Remark 8.3 and the number
in Q7 is obtained from the column P in the table.
10.1. Classical type. (Σ : An, Bn, Cn, Dn)
Ξ : Irreducible
Σ Ξ # #Ξ #Σ Ξ
⊥ Ξ⊥⊥ P
An A1 1 1 1 An−2 × n
An (1<m≤n−2) Am 2 1 1 An−m−1 × n−m+ 1
An (n≥3) An−1 2 1 1 ∅ Σ 2
An (n≥2) An 2 1 1 ∅ Σ 1
Σ (n ≥ 5) Ξ # #Ξ #Σ Ξ⊥ Ξ⊥⊥ P
Dn A1 1 1 1 Dn−2 +A1 × n
Dn A2 1 1 1 Dn−3 A3 n− 1
Dn A3 1 1 1 Dn−4 D4 n− 2
(D3) 1 1 1 Dn−3 (n6=7) ◦ 1
D4 (n=7) ×
Dn (4≤k≤n−3) Ak 1 1 1 Dn−k−1 Dk+1 n− k + 1
Dn An−2 1 1 1 ∅ Σ 3
Dn (n:odd) An−1 2 1 1 ∅ Σ 2
Dn (n:even) 2 2 1
Dn D4 3 1 3 Dn−4 (n≥6) 2 1
∅ (n=5) Σ
Dn (4<k≤n−2) Dk 1 1 1 Dn−k ◦ (k 6=n−4) 1
× (k=n−4)
Dn (n≥6) Dn−1 1 1 1 ∅ Σ 1
Dn Dn 2 1 1 ∅ Σ 1
Σ (n ≥ 2) Ξ # #Ξ #Σ Ξ⊥ Ξ⊥⊥ P
Bn A
L
1 1 1 1 Bn−2 + A
L
1 ◦ n− 1
AS1 1 1 1 Bn−1 ◦ 1
Bn (n≥3) A2 1 1 1 Bn−3 B3 n− 2
Bn (n≥4) A3 1 1 1 Bn−4 B4 n− 3
Bn (n≥3) (D3) 1 1 1 Bn−3 B3 ←
Bn (4≤m<n) Am 1 1 1 Bn−m−1 Bm+1 n−m
Bn (n≥4) D4 3 1 3 Bn−4 B4 ←
Bn (4<m≤n) Dm 1 1 1 Bn−m Bm ←
Bn (2≤m≤n) Bm 1 1 1 Bn−m ◦ 1
Σ (n ≥ 2) Ξ # #Ξ #Ξ′ Ξ⊥ Ξ⊥⊥ P
Cn A
S
1 1 1 1 Cn−2 +A
S
1 ◦ n− 1
AL1 1 1 1 Cn−1 ◦ 1
Cn (n≥3) A2 1 1 1 Cn−3 C3 n− 2
Cn (n≥4) A3 1 1 1 Cn−4 C4 n− 3
Cn (n≥3) (D3) 1 1 1 Cn−3 C3 ← S : C3
Cn (4≤m<n) Am 1 1 1 Cn−m−1 Cm+1 n−m
Cn (n≥4) D4 3 1 3 Cn−4 C4 ← S : C4
Cn (4<m≤n) Dm 1 1 1 Cn−m Cm ← S : Cm
Cn (2≤m≤n) Cm 1 1 1 Cn−m ◦ 1
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The symbol (D3) is the above table corresponds to D3 in (10.4). The subsystems
AL1 and A
S
1 of Bn in the above table correspond to A1 and B1 in (10.4), respectively.
Applying Remark 3.1 iii) to the table for Σ = Bn, we have the table for Σ = Cn.
Suppose n > 4. Then #Hom(An−1, Dn) = 2 and the non-trivial element g ∈
Out(Dn) maps its element to the other. Let An−1 ⊂ Dn by the notation in §10.
Then h ∈ Aut(Dn) defined by h(ǫj) = −ǫj (j = 1, . . . , n) induces the non-trivial
element of Out(An−1). Here h is not an element of WDn if and only if n is odd.
Hence #
(
Hom(An−1, Dn)/Out(An−1)
)
= 1 if and only if n is odd.
Σ = D4
Σ Ξ # #Ξ #Ξ′ #Σ Ξ
⊥ Ξ⊥⊥ P
D4 A1 1 1 1 1 3A1 × 4
D4 A2 1 1 1 1 ∅ Σ 3
D4 A3 3 3 3 1 ∅ Σ 3
D4 D4 6 1 1 1 ∅ Σ 1
D4 2A1 3 3 3 1 2A1 ◦ 3
D4 3A1 6 1 6 1 A1 × 1
D4 4A1 6 1 6 1 ∅ Σ ←
Σ: not of type D4
We still assume that Σ is irreducible and of classical type. We will examine
Hom(Ξ,Σ) when Ξ may not be irreducible. It is not difficult because the root
system and its Weyl group are easy to describe. The subsystems of Σ can be
imbedded in the root space BN with a sufficiently large N . We should distinguish
two subsystems which are isomorphic as root systems but they are not equivalent
by BN .
Under the notation in §9 they are the followings:
A1 = {±(ǫ1 − ǫ2)},
B1 = {±ǫ1} ≃ A1,
D2 = 〈ǫ1 − ǫ2, ǫ1 + ǫ2〉 ≃ 2A1,
A3 = 〈ǫ1 − ǫ2, ǫ2 − ǫ3, ǫ3 − ǫ4〉,
D3 = 〈ǫ1 − ǫ2, ǫ2 − ǫ3, ǫ2 + ǫ3〉 ≃ A3.
(10.4)
Let {ǫ1, . . . , ǫN} be an orthonormal basis of RN with a sufficiently large positive
integer N . Let σ be an element of O(N) defined by σ(ǫj) = ǫj+1 for 1 ≤ j < N
and σ(ǫN ) = ǫ1. Let An, Bn, Cn and Dn denote the corresponding root spaces
given in §9 and we identify them with finite subsets of RN and put Qin := σi(Qn)
for Q = A, B, C and D. For example
A34 = 〈ǫ4 − ǫ5, ǫ5 − ǫ6, ǫ7 − ǫ8, ǫ8 − ǫ9〉 ⊂ R
N
For m = (m1,m2, . . .), k = (k1, k2, . . .), n = (n1, n2, . . .) ∈ NN with
(10.5) k1 = 0 and
∞∑
j=1
|mj + kj + nj | <∞
define
Ξm :=
⋃
j≥1
kj−1⋃
ν=0
A
(j+1)ν+
Pj−1
i=1 (i+1)mi
j ≃
∑
j≥1
mjAj ,
M(m) :=
∑
j≥1
(j + 1)mj ,
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Ξm,k = Ξm ∪
⋃
j≥2
ki−1⋃
ν=0
D
M(m)+jν+
Pj−1
i=1 iki
j with D2 = 〈ǫ1 − ǫ2, ǫ1 + ǫ2〉,
M(m,k) :=M(m) +
∑
j≥2
jkj ,
pD(m,k) :=
(
(m1 + 2k2,m2,m3 + k3,m4, . . .), (0, 0, 0, k4, k5, . . .)
)
,
Ξm,k,n := Ξm,k ∪
⋃
j≥1
ki−1⋃
ν=0
B
M(m,k)+jν+
Pj−1
i=1 iki
j with B1 = 〈ǫ1〉
∼
BN
∑
j≥1
mjA1 +
∑
j≥2
kjDj +
∑
j≥1
njBj ,
M(m,k,n) :=M(m,k) +
∑
j≥1
jnj =
∑
j≥1
(j + 1)mj +
∑
j≥1
j(kj + nj),
pB(m,k,n) :=
(
(m1 + n1 + 2k2,m2,m3 + k3,m4, . . .), (0, 0, 0, k4, k5, . . .),
(0, n2, n3, . . .)
)
.
Suppose n ≥M(m,k,n). Then Ξm,k,n is naturally a subsystem of Bn and
(10.6) Ξ⊥m,k,n ∩Bn ≃ k1A1 +Bn−M(m,k,n)
and if there exists w ∈ Aut(Bn) =WBn such that
Ξm,k,n = w(Ξm′,k′,n′),
then (m,k,n) = (m′,k′,n′).
Fix elements m¯ = (m¯1, m¯2, . . .), k¯ = (k¯1, k¯2, . . .) and n¯ = (n¯1, n¯2, . . .) in NN
satisfying
(10.7) k¯1 = k¯2 = k¯3 = n¯1 = 0.
Proposition 10.3 (type Bn (n ≥ 2)). Let
(10.8) Ξ
m¯,k¯,n¯ =
∑
j≥1
m¯jAj +
∑
j≥4
k¯jDj +
∑
j≥2
n¯jBj .
Then
Hom(Ξm¯,k¯,n¯, Bn) =
∐
pB(m,k,n)=(m¯,k¯,n¯)
M(m¯,k¯,n¯)≤n
Hom(Ξm¯,k¯,n¯, Bn)(m,k,n),(10.9)
Hom(Ξ
m¯,k¯,n¯, Bn)(m,k,n) := {ι ∈ Hom(Ξm¯,k¯,n¯, Bn) ; there exists
w ∈ WBnsuch that w(Ξm,k,n) = ι(Ξm¯,k¯,n¯}}
and
(10.10) Hom(Ξm¯,k¯,n¯, Bn)(m,k,n) 6= ∅
⇔ pB(m,k,n) = (m¯, k¯, n¯) and M(m,k,n) ≤ n.
Assume Hom(Ξ
m¯,k¯,n¯, Bn)(m,k,n) 6= ∅. Then
#
(
WBn\Hom(Ξm¯,k¯,n¯, Bn)(m,k,n)
)
=
3k4 · (m1 + n1 + 2k2)! · (m3 + k3)!
2k2 ·m1! · n1! · k2! ·m3! · k3!
,(10.11)
#
(
WBn\Hom(Ξm¯,k¯,n¯, Bn)(m,k,n)/Aut(Ξm¯,k¯,n¯)
)
= 1,(10.12)
Ξ⊥
m,k,n ∩Bn ≃ m1A1 +Bn−M(m,k,n),(10.13)
Ξ¯m,k,n = Ξm,k,n ⇔ m2 = m3 = · · · = k2 = k3 = · · · = 0,
∑
j≥1 nj ≤ 1,(10.14)
Ξm,k,n is fundamental ⇔ k2 = k3 = · · · = 0 and
∑
j≥1 nj ≤ 1.(10.15)
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The S-closure of Ξm,k,n equals Ξm,k,(δν,Pj jnj )ν . Here
∑
njBj changes into BP
j jnj
.
The L-closure of Ξm,k,n equals the fundamental subsystem Ξm,0,(δν,Pj j(kj+nj))ν .
Here
∑
kjDj +
∑
njBj changes into BP
j j(kj+nj)
.
Considering the dual root systems, we have the proposition for Cn:
Proposition 10.4 (type Cn (n ≥ 3)). Let
(10.16) Ξm¯,k¯,n¯ =
∑
j≥1
m¯jAj +
∑
j≥4
k¯jDj +
∑
j≥2
n¯jCj .
Then the statements in Proposition 10.3 with replacing Bn and Bn−M(m,k,n) by Cn
and Cn−M(m,k,n), respectively, are valid except for the last statement on S-closure.
The S-closure of this Ξm,k,n is Ξm,0,(n1,k2+n2,k3+n3,...), which is obtained by
replacing
∑
kjDj by
∑
kjCj.
We have the following propositions when Σ is of type Dn or of type An.
Proposition 10.5 (type Dn (n ≥ 5)). Let
(10.17) Ξm¯,k¯ =
∑
j≥1
m¯jAj +
∑
j≥4
k¯jDj .
Then
Hom(Ξ
m¯,k¯, Dn) =
∐
pD(m,k)=(m¯,k¯)
M(m,k)≤n
Hom(Ξ
m¯,k¯, Dn)(m,k),(10.18)
Hom(Ξ
m¯,k¯, Dn)(m,k) := {ι ∈ Hom(Ξm¯,k¯, Dn) ; there exists w ∈WBn
such that w(Ξm,k) = ι(Ξm¯,k¯)},
Hom(Ξm¯,k¯, Dn)(m,k) 6= ∅ ⇔ pD(m,k) = (m¯, k¯) and M(m,k) ≤ n.(10.19)
When Hom(Ξm¯,k¯, Dn)(m,k) 6= ∅,
#
(
WDn\Hom(Ξm¯,k¯, Dn)(m,k)
)
= ε1
3k4 · (m1 + 2k2)! · (m3 + k3)!
2k2 ·m1! · k2! ·m3! · k3!
,(10.20)
#
(
WDn\Hom(Ξm¯,k¯, Dn)(m,k)/Aut(Ξm¯,k¯)
)
= ε2,(10.21)
#
(
Aut(Dn)\Hom(Ξm¯,k¯, Dn)(m,k)/Aut(Ξm¯,k¯)
)
= 1,(10.22)
Ξ⊥m,k ≃ mA1 +Dn−M(m,k),(10.23)
Ξ¯m,k = Ξm,k ⇔ k2 = k3 = · · · = 0 and M(m,k) 6= n− 1,(10.24)
Ξm,k is fundamental ⇔
∑
j≥2 kj ≤ 1 ⇔ Ξm,k is L-closed.(10.25)
Here
ε1 =
{
2 if M(m,k) = n,
1 if M(m,k) < n,
ε2 =
{
2 if M(m,k) = n and m2ν = kν+1 = 0 (ν = 1, 2, . . . ),
1 otherwise.
The L-closure of Ξm,k is obtained by replacing
∑
j≥2 kjDj by D
P
j≥2 jkj
.
Proposition 10.6 (type An). Let Ξm =
∑
j≥1mjAj. Then
(10.26) Hom(Ξm, An) 6= ∅ ⇔ M(m) ≤ n+ 1
and if M(m) ≤ n+ 1, we have
#Hom(Ξm, An) = 2
P
j≥2mj ,(10.27)
#
(
Hom(Ξm, An)/Out(Ξm)
)
= 1,(10.28)
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#
(
Out(An)\Hom(Ξm, An)
)
=
{
1 (
∑
j≥2mj = 0),
2(
P
j≥2mj)−1 (
∑
j≥2mj > 0),
(10.29)
Ξ⊥m ∩An ≃ An−M(m),(10.30)
Ξ¯m = Ξm ⇔
∑
j≥1mj ≤ 1 and M(m) 6= n.(10.31)
Any subsystem of An is fundamental and hence L-closed.
10.2. Exceptional type. (Σ : E6, E7, E8, F4, G2)
Σ Ξ # #Ξ′ #Σ Ξ
⊥ Ξ⊥⊥ P
E6 A1 1 1 1 A5 × 6
E6 A2 1 1 1 2A2 × 5
E6 A3 1 1 1 2A1 ◦ 5
E6 A4 2 1 1 A1 A5 4
E6 A5 2 1 1 A1 × 1 〈\2〉
E6 D4 1 1 1 ∅ Σ 1
E6 D5 2 1 1 ∅ Σ 2 〈\1〉, 〈\6〉
E6 E6 2 1 1 ∅ Σ 1
E6 2A1 1 1 1 A3 ◦ 10
E6 3A1 1 1 1 A1 A5 5
E6 4A1 1 1 1 ∅ Σ → L : D4
E6 A2 +A1 2 1 1 A2 2A2 10
E6 A2 + 2A1 2 1 1 ∅ Σ 5 ⊂ 3A2
E6 2A2 4 1 2 A2 × 1
E6 2A2 +A1 4 1 2 ∅ Σ 1 〈\4〉 ⊂ 3A2
E6 3A2 8 1 4 ∅ Σ ← §8.2.5
E6 A3 +A1 2 1 1 A1 A5 4
E6 A3 + 2A1 2 1 1 ∅ Σ → §8.2.1, L : D5
E6 A4 +A1 2 1 1 ∅ Σ 2 〈\3〉, 〈\5〉
E6 A5 +A1 2 1 1 ∅ Σ ←
Σ Ξ # #Ξ #Ξ′ Ξ
⊥ Ξ⊥⊥ P
E7 A1 1 1 1 D6 × 7
E7 A2 1 1 1 A5 ◦ 6
E7 A3 1 1 1 A3 +A1 ◦ 6
E7 A4 1 1 1 A2 A5 5
E7 A5 ]
′′ 1 1 1 A2 ◦ 1 〈2, 4, 5, 6, 7〉
]′ 1 1 1 A1 D6 2 〈3, 4, 5, 6, 7〉
E7 A6 1 1 1 ∅ Σ 1 〈\2〉
E7 A7 1 1 1 ∅ Σ ←
E7 D4 1 1 1 3A1 ◦ 1
E7 D5 1 1 1 A1 D6 2
E7 D6 2 1 1 A1 × 1 〈\1〉
E7 E6 1 1 1 ∅ Σ 1 〈\7〉
E7 E7 1 1 1 ∅ Σ 1
E7 2A1 1 1 1 D4 +A1 × 15
E7 3A1 ]
′′ 1 1 1 D4 ◦ 1 〈2, 5, 7〉
]′ 1 1 1 4A1 × 10 〈3, 5, 7〉
E7 4A1 ]
′′ 4 1 4 3A1 × 2 〈2, 3, 5, 7〉
]′ 1 1 1 3A1 D4 ←
E7 5A1 15 1 15 2A1 D4 +A1 ← §8.2.3
E7 6A1 30 1 30 A1 D6 ← §8.2.3
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E7 7A1 30 1 30 ∅ Σ ← §8.2.3
E7 A2 +A1 1 1 1 A3 A3 +A1 18
E7 A2 + 2A1 1 1 1 A1 D6 12
E7 A2 + 3A1 1 1 1 ∅ Σ 1
E7 2A2 2 1 1 A2 A5 4
E7 2A2 +A1 2 1 1 ∅ Σ 3 ⊂ 3A2
E7 3A2 4 1 1 ∅ Σ → §8.2.5, L : E6
E7 A3 +A1 ]
′′ 1 1 1 A3 ◦ 2 〈2, 5, 6, 7〉
]′ 1 1 1 2A1 D4 +A1 9 〈3, 5, 6, 7〉
E7 A3 + 2A1 ]
′′ 2 1 2 A1 D6 3 ∃(A3 + A1)⊥ = A3
]′ 1 1 1 ∀(A3 + A1)⊥ = 2A1
→ ⊂ D3 + D2 L : D5
E7 A3 + 3A1 3 1 3 ∅ Σ ⊂ 2A3 + A1
→ L : D5 +A1
E7 A3 +A2 2 1 1 A1 D6 3 ⊂ 2A3 + A1
E7 A3 +A2 +A1 2 1 1 ∅ Σ 1 〈\4〉 ⊂ 2A3 + A1
E7 2A3 2 1 1 A1 D6 ← ⊂ 2A3 + A1
E7 2A3 +A1 2 1 1 ∅ Σ ← §8.2.1
E7 A4 +A1 1 1 1 ∅ Σ 5
E7 A4 +A2 1 1 1 ∅ Σ 1 〈\5〉
E7 A5 +A1 ]
′′ 1 1 1 ∅ Σ 1 A⊥5 = A2, 〈\3〉
]′ 1 1 1 ∅ Σ → A⊥5 = A1, L : E6
E7 A5 +A2 2 1 1 ∅ Σ ← §8.2.1
E7 D4 +A1 3 1 1 2A1 × 1
E7 D4 + 2A1 6 1 1 A1 D6 ←
E7 D4 + 3A1 6 1 1 ∅ Σ ← §8.2.4
E7 D5 +A1 1 1 1 ∅ Σ 1 〈\6〉
E7 D6 +A1 2 1 1 ∅ Σ ←
Σ Ξ # #Ξ #Ξ′ Ξ
⊥ Ξ⊥⊥ P
E8 A1 1 1 1 E7 ◦ 8
E8 A2 1 1 1 E6 ◦ 7
E8 A3 1 1 1 D5 ◦ 7
E8 A4 1 1 1 A4 ◦ 6
E8 A5 1 1 1 A2 +A1 ◦ 4
E8 A6 1 1 1 A1 E7 3
E8 A7 ]
′′ 1 1 1 A1 E7 ←
]′ 1 1 1 ∅ Σ 1 〈\2〉
E8 A8 1 1 1 ∅ Σ ←
E8 D4 1 1 1 D4 ◦ 1
E8 D5 1 1 1 A3 ◦ 2
E8 D6 1 1 1 2A1 ◦ 1
E8 D7 1 1 1 ∅ Σ 1 〈\1〉
E8 D8 2 1 1 ∅ Σ ←
E8 E6 1 1 1 A2 ◦ 1
E8 E7 1 1 1 A1 ◦ 1 〈\8〉
E8 E8 1 1 1 ∅ Σ 1
E8 2A1 1 1 1 D6 ◦ 21
E8 3A1 1 1 1 D4 +A1 ◦ 21
E8 4A1 ]
′′ 1 1 1 D4 D4 ←
]′ 1 1 1 4A1 ◦ 7 〈2, 3, 6, 8〉
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E8 5A1 5 1 5 3A1 D4 +A1 ← §8.2.3
E8 6A1 15 1 15 2A1 D6 ← §8.2.3
E8 7A1 30 1 30 A1 E7 ← §8.2.3
E8 8A1 30 1 30 ∅ Σ ← §8.2.3
E8 A2 +A1 1 1 1 A5 ◦ 28
E8 A2 + 2A1 1 1 1 A3 D5 28
E8 A2 + 3A1 1 1 1 A1 E7 7
E8 A2 + 4A1 1 1 1 ∅ Σ → L : A2 +D4
E8 2A2 1 1 1 2A2 ◦ 8
E8 2A2 +A1 2 1 1 A2 E6 9
E8 2A2 + 2A1 2 1 1 ∅ Σ 2 ⊂ 4A2
E8 3A2 4 1 1 A2 E6 ←
E8 3A2 +A1 4 1 1 ∅ Σ → ⊂ 4A2 L : E6 + A1
E8 4A2 8 1 1 ∅ Σ ← §8.2.5
E8 A3 +A1 1 1 1 A3 +A1 ◦ 20
E8 A3 + 2A1 ]
′′ 1 1 1 A3 D5 ←
]′ 1 1 1 2A1 D6 10 〈2, 3, 4, 6, 8〉
E8 A3 + 3A1 3 1 3 A1 E7 → L : D5 +A1
E8 A3 + 4A1 3 1 3 ∅ Σ → ⊂ A3 + D5 L : D7
E8 A3 +A2 1 1 1 2A1 D6 10
E8 A3 +A2 +A1 2 1 1 A1 E7 4
E8 A3 +A2 + 2A1 2 1 1 ∅ Σ ⊂ D6 + 2A1
→ L : D5 +A2
E8 2A3 ]
′′ 1 1 1 2A1 D6 ←
]′ 1 1 1 ∅ Σ 2 〈2, 3, 4, 6, 7, 8〉
E8 2A3 +A1 2 1 1 A1 E7 ←
E8 2A3 + 2A1 2 1 1 ∅ Σ ← ⊂ D6 + 2A1
E8 A4 +A1 1 1 1 A2 E6 12
E8 A4 + 2A1 1 1 1 ∅ Σ 5
E8 A4 +A2 2 1 1 A1 E7 4
E8 A4 +A2 +A1 2 1 1 ∅ Σ 1 〈\4〉 ⊂ 2A4
E8 A4 +A3 2 1 1 ∅ Σ 1 〈\5〉 ⊂ 2A4
E8 2A4 2 1 1 ∅ Σ ← §8.2.1
E8 A5 +A1 ]
′′ 1 1 1 A2 E6 ←
]′ 1 1 1 A1 E7 3 〈1, 4, 5, 6, 7, 8〉
E8 A5 + 2A1 2 1 2 ∅ Σ ⊂ A5 + A2 + A1
→ L : E6 +A1
E8 A5 +A2 2 1 1 A1 E7 ←
E8 A5 +A2 +A1 2 1 1 ∅ Σ ← §8.2.1
E8 A6 +A1 1 1 1 ∅ Σ 1 〈\3〉
E8 A7 +A1 1 1 1 ∅ Σ ←
E8 D4 +A1 1 1 1 3A1 ◦ 2
E8 D4 + 2A1 3 1 1 2A1 D6 ←
E8 D4 + 3A1 6 1 1 A1 E7 ←
E8 D4 + 4A1 6 1 1 ∅ Σ ← §8.2.4
E8 D4 +A2 1 1 1 ∅ Σ 1
E8 D4 +A3 3 1 1 ∅ Σ → ⊂ 2D4 L : D7
E8 2D4 6 1 1 ∅ Σ ← §8.2.4
E8 D5 +A1 1 1 1 A1 E7 3
E8 D5 + 2A1 1 1 1 ∅ Σ → L : D7
46 TOSHIO OSHIMA
E8 D5 +A2 2 1 1 ∅ Σ 1 〈\6〉 ⊂ D5 + A3
E8 D5 +A3 2 1 1 ∅ Σ ← §8.2.1
E8 D6 +A1 2 1 1 A1 E7 ←
E8 D6 + 2A1 2 1 1 ∅ Σ ← §8.2.1
E8 E6 +A1 1 1 1 ∅ Σ 1 〈\7〉
E8 E6 +A2 2 1 1 ∅ Σ ← §8.2.1
E8 E7 +A1 1 1 1 ∅ Σ ←
Σ Ξ # #Ξ #Ξ′ Ξ
⊥ Ξ⊥⊥ P
F4 A
L
1 1 1 1 C3 ◦ 2
AS1 1 1 1 B3 ◦ 2
F4 A
L
2 1 1 1 A
S
2 ◦ 1
AS2 1 1 1 A
L
2 ◦ 1
F4 A
L
3 1 1 1 ∅ Σ → L : B3
AS3 1 1 1 ∅ Σ → L, S : C3
F4 D
L
4 1 1 1 ∅ Σ ←
DS4 1 1 1 ∅ Σ ← S : F4
F4 B2 1 1 1 B2 ◦ 1
F4 B3 1 1 1 A
S
1 ◦ 1 〈\4〉
F4 C3 1 1 1 A
L
1 ◦ 1 〈\1〉
F4 B4 1 1 1 ∅ Σ ←
F4 C4 1 1 1 ∅ Σ ← S : F4
F4 F4 1 1 1 ∅ Σ 1
F4 2A
L
1 1 1 1 B2 B2 ←
2AS1 1 1 1 B2 B2 ← S : B2
AS1 +A
L
1 1 1 1 A
L
1 +A
S
1 × 4
F4 3A
L
1 1 1 1 A
L
1 C3 ←
3AS1 1 1 1 A
S
1 B3 ← S : B3
AS1 + 2A
L
1 1 1 1 A
S
1 B3 ←
2AS1 +A
L
1 1 1 1 A
L
1 C3 ← S : B2 +A
L
1
F4 4A
L
1 1 1 1 ∅ Σ ←
4AS1 1 1 1 ∅ Σ ← S : F4
2AS1 + 2A
L
1 1 1 1 ∅ Σ ← S : B2 + 2A
L
1
F4 A
L
2 +A
S
1 1 1 1 ∅ Σ 1 〈\3〉
AS2 +A
L
1 1 1 1 ∅ Σ 1 〈\2〉
F4 A
S
2 +A
L
2 1 1 1 ∅ Σ ←
F4 B2 +A
L
1 1 1 1 A
L
1 C3 ←
B2 +A
S
1 1 1 1 A
S
1 B3 ← S : B3
F4 B2 + 2A
L
1 1 1 1 ∅ Σ ←
B2 + 2A
S
1 1 1 1 ∅ Σ ← S : B4
F4 2B2 1 1 1 ∅ Σ ← S : B4
F4 A
S
3 +A
L
1 1 1 1 ∅ Σ ← S : C3 +A
L
1
F4 A
L
3 +A
S
1 1 1 1 ∅ Σ ←
F4 C3 +A
L
1 1 1 1 ∅ Σ ←
F4 B3 +A
S
1 1 1 1 ∅ Σ ← S : B4
G2 A
L
1 1 1 1 A
S
1 ◦ 1 〈\2〉
AS1 1 1 1 A
L
1 ◦ 1 〈\1〉
G2 A
L
2 1 1 1 ∅ Σ ←
AS2 1 1 1 ∅ Σ ← S : G2
G2 G2 1 1 1 ∅ Σ 1
G2 A
S
1 +A
L
1 1 1 1 ∅ Σ ←
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We explain some symbols used in the above table.
Remark 10.7. i) In the table we use following notation.
ΣL := {α ∈ Σ ; |β| ≤ |α| (∀β ∈ Σ)},
ASm ≃ A
L
m ≃ Am, A
L
m ⊂ Σ
L, ASm ∩ Σ
L = ∅,
DSm ≃ D
L
m ≃ Dm, D
L
m ⊂ Σ
L, DSm ∩ Σ
L = ∅.
ii) The symbols ]′ and ]′′ in the column Σ.
Suppose Σ is irreducible and of exceptional type. Then #Hom(Ξ,Σ)/Out(Ξ) ≤ 2.
When #Hom(Ξ,Σ)/Out(Ξ) = 2, Σ is of type E7 or E8 and then the symbols [Ξ]
′
and [Ξ]′′ are used in [4] to distinguish the equivalence classes of the imbeddings
Ξ ⊂ Σ. Then [Ξ]′ means that there is a representative Ξ in the equivalence class
such that
(10.32) Ξ ⊂ An ⊂ Σ = En
with n = 7 or 8. For example, #Hom(4A1, E7)/Out(4A1) = 2 and the symbols
[4A1]
′ and [4A1]
′′ are used in [4], which are expressed by ]′ and ]′′ respectively
in the column Σ in our table (cf. (7.6)).
In [4] the distinction of the elements of Out(Σ)\Hom(Ξ,Σ)/Out(Ξ) such as ]′
and ]′′ is not discussed but it is stated there that the distinction is due to actual
calculation.
iii) The structure of OutΣ(Ξ).
If (#) = #Out(Ξ) or (#) = 1 in the table, it follows from (10.2) that #OutΣ(Ξ) =
1 or OutΣ(Ξ)
∼
→ Out(Ξ), respectively. In the column P in the table, a reference
such as §8.2.3 gives the description of OutΣ(Ξ) for other non-trivial cases.
If Ξ = Ξ1 + Ξ2 ⊂ Ξ′ = Ξ1 + Ξ⊥1 ⊂ Σ and Out(Ξ)
∼
← Out(Ξ1) × Out(Ξ2) and
Ξ⊥ = ∅, we have
(10.33) OutΣ(Ξ) ≃ NAutΣ(Ξ′)(Ξ2)/WΞ.
The symbol “⊂ Ξ′” is indicated in the column P if OutΣ(Ξ) is easily obtained
by this relation. For example, OutE8(D5 + A2) is isomorphic to OutE8(D5 + A3)
through the imbedding D5 +A2 ⊂ D5 +A3 ⊂ E8.
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