The aim is to find a bound on the degree d of polynomial solutions P (x) if such solutions and a bound exist.
It is worth to note that there are difference equations which are solvable by a polynomial of any degree (therefore, no bound exists), e.g.:
P (x)P (x − 2)P (x − 3) − 2P (x − 1) 2 P (x − 3) + P (x − 1)P (x − 2) 2 + P (x)P (x − 1)P (x − 3) − 2P (x)P (x − 2) 2 + P (x − 1) 2 P (x − 2) = 0.
It is solved by any factorial power g n (x) = (x + a)(x + a − 1) . . . (x + a − (n − 1)). The proof resembles the technique for differential equations from the article van den Essen (1992) and can be found in the technical report Shkaravska and van Eekelen (2010) . Moreover, the statement can be checked by a direct substitution using a computer algebra system. In the present article the equations of form (1) are called algebraic difference equations with constant coefficients. The terminology "with constant coefficients" is used because one considers polynomials G(x 1 , . . . , x s ) with coefficients which are independent of x. The authors believe that extending the proposed method to difference equations where the coefficients of x i 1 1 · · · x i s s depend on x will require only some technical adjustments. However it is left to future work because the results even for constant coefficients require technically involved computations.
Notation
The present article involves reasoning about symbolic vectors, products of powers and indexed polynomials whose coefficients are polynomials as well. Therefore technical overhead in formal reasoning is inevitable. The following list of the most frequently used notation, which can be used as a general reference, should help to handle this overhead: The computations supporting the presented results are mainly computer-aided. This means that reading some formulae might not be easy. Moreover, this explains why such results could not appear a few decades ago or earlier: the field of computer algebra was not developed enough.
The approach in a nutshell and the outline of the paper
Let d denote the degree of a solution P (x) ∈ K[x] of Eq. (1). Our aim is to construct a degree polynomial for Eq. (1), that is a univariate polynomial for which d is a root. Degree polynomials for linear recurrence relations with polynomial coefficients are defined, e.g., in the book Petkovsek et al. (1996) .
The approach presented in this article is based on equating the corresponding coefficients on the right-and left-hand side of an identity between two polynomials. This approach is applied not to Eq. (1), but to the equivalent Eq. (3) below: 
The framework lemma in Section 2 gives a sufficient condition for such an elimination to be possible. In Sections 3 and 4, respectively, we consider two independent cases for which the conditions of the framework lemma hold and therefore the degree d can be bounded: Theorem 4 and the example in Section 5),
In Section 6 we sum up the results and outline future work. Technical details of the proofs can be found in the Appendix or the technical report Shkaravska and van Eekelen (2010 
Related work
ordinary difference equations of the form G(P (x), P (x − 1)) = 0 where the polynomial G(x 1 , x 2 ) is irreducible in rational field extension and D is the total degree of G, see Feng et al. (2008) . The latter gives the precise degree of a polynomial solution for an irreducible polynomial G whereas we give just an upper bound. However, we do not demand irreducibility of G. Since G is the product of its irreducible factors, applying the result of the article Feng et al. (2008) for each of them gives d D.
In the article Tang et al. (2010) the authors investigate the global behaviour of solutions of nonlinear difference equations of the form
, where n 0, the parameters are positive real numbers and the initial conditions x −k , . . . , x 0 are non-negative real numbers, k 2.
One of the results is that every solution is bounded from above and from below by positive constants. In Öcalan (2009) one gives necessary and sufficient conditions for the oscillation of solutions x n of nonlinear difference equations of the form
. . , −2, −1} and p i < 0 for 1 i m. Moreover, the result is generalised to equations with non-constant coefficients, p in .
A bound on the degree of polynomial solutions of linear homogeneous recurrence relations with polynomial coefficients P (n) = G(n, P (n − 1), . . . , P (n − s)) is obtained in the article Abramov (1989) .
It is done via a degree polynomial. In the article Mezzarobba and Salvy (2010) a similar problem is considered for complex polynomials, satisfying linear recurrence relations with rational-polynomial coefficients. The authors constructively define a real sequence that dominates the absolute value of the complex polynomial sequence. In Borcea et al. (2011) one gives the asymptotic ratio lim n→∞ 
Coefficients of x in
in such a way that, for instance, the coefficient a 2,0 of x 2 1 = x 1 x 1 becomes α (τ 1 ,τ 1 ) and the coefficient a 1,1 of x 1 x 2 becomes α (τ 1 ,τ 2 ) . Consider
where τ (i) denotes τ repeated i times. Clearly, I is a bijection since the τ i are pairwise distinct.
With this reindexation we write
Let the polynomial P be represented via its roots: (Macdonald, 1979) in the standard way: (Macdonald, 1979) :
One can easily check by the definition of p κ and the binomial formula, that 
Proof. We prove the lemma by induction on using the Newton-Girard formulae on the induction step.
immediately by the definitions.
For > 0, combining identity (4) with the Newton-Girard formulae, where (y 1 , . . . , y m ) is replaced
From this and identity (6) it follows that
Using the induction assumption ε −κ (t,
) by the definition. The lemma is proven. 2
Using the functions E , one can symbolically compute ε (t, r) for any > 0. For instance, ε 1 (t, r) = −dp 1 (t) − Dp 1 (r).
Now we are ready to combine Definition 1 and Lemma 1. This is expressed via the following definition and lemma.
Lemma 3. If a polynomial P of degree d solves Eq. (3) and d
Proof. By Lemma 2 and the definition of S one has
Yet, from the point of view of bounding the degree d, Lemma 3 is too general. We will figure out the cases when for some non-negative integer number L 0 the identities
To be more precise, we are looking for L such that Q (u 0 ) = S L (u 0 , (0, . . . , 0) 
The proof follows by induction on . This property is used when one wants to give the complete list of all coefficients of the powers of the variables u , when
Using Definition 3 it is easy to obtain the representation of S (u 0 , u ) as a polynomial in u :
In its turn, each of the 
Proof. Since for any 0 L − 1 the polynomial S (u 0 , 0 ) is everywhere zero, it follows that for any
Now, plugging identity (10) into identity (9), we obtain that for any 
It turned out that a property stronger than identity (10) holds for E(v 0 , v , u 0 , u ), where 1 5. It is stated in the following lemma.
< L in the script lemma-7.mw (see Section 1 for the url). Linear algebra suffices to obtain − a) , of the same degree. Now, for a = 0 assume the opposite: for all 0 5 the polynomials S (u 0 , 0 ) for G(P (x), 
Proof. The computations of H i 6 , ,μ are performed as in the proof of Lemma 7. The coefficients
can be found using linear algebra, except those for A (0, 1, 0, 0, 0, 0) and 2, 0, 0, 0, 0, 0) . As in the proof of Lemma 5, all
Therefore the sums t∈T A i 6 (D, p 6 (t), u 0 )α t vanish as well, if i 6 = (0, 1, 0, 0, 0, 0) and i 6 = (2, 0, 0, 0, 0, 0). The linear systems of the form MH = F for A (0, 1, 0, 0, 0, 0) and A (2, 0, 0, 0, 0, 0) are not solvable over
one can obtain the alternative systems M H = F which are solvable for A (0, 1, 0, 0, 0, 0) The proof can be found in the technical report Shkaravska and van Eekelen (2010) .
Difference equations with a single shift
Consider difference equations of the form 
From this one obtains the following recurrent formulae:
We refine the upper limit on κ of the sum in the identities for B 0 ,μ in the following way. From the definition of B 0 −κ ,μ−1 , due to 0 μ − 1 − κ, we obtain κ − μ + 1.
Lemma 9. For = 0, μ = 0, and for all > 0, 1 μ
Proof. For = 0, μ = 0 we have B ( ),0 = 1, and therefore C 0,0 = 1. For > 0 we prove the lemma by induction on . To begin with, for = 1 one has
By the induction assumption the statement of the lemma holds for all
From this it follows that C ,μ = (1/ )
Now we can prove Theorem 5. 
Example
The equation 
Compute the values p (t) (for non-vanishing α t ):
As one can see from the equation, the coefficients α t for t that are not mentioned in the table vanish. Now, by the substitutions v := p (t) one obtains 
Conclusions and outlook
The present article concerns polynomial solutions P (x) of difference equations of the form An obvious direction of future research is applying the presented technique to polynomial difference equations with polynomial non-constant coefficients. A more challenging problem is to check if there are connections between the obtained results and Galois theory.
From the application point of view the obtained result improves polynomial resource analysis of computer programs developed in article Shkaravska et al. (2009) . There the authors consider the size of an output as a polynomial function on the sizes of inputs. In the Charter project the authors developed the ResAna tool (Kersten et al., 2012 ) that applies polynomial interpolation to generate an upper bound on Java loop iterations. The tool requires the user to input the degree of the solution. The results of this article will help to automatically obtain the degree of the polynomial in many cases. 
