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Abstract
Solutions of an nth order differential inequality with n boundary conditions are
compared to solutions of an nth order disconjugate differential equation. It is shown the
ratios of certain of these solutions are monotone.  2002 Elsevier Science (USA). All
rights reserved.
1. Introduction
In [1], Eloe and Henderson study solutions of
(−1)n−ky(n)  0, (1)
y(j)(0)= 0, for j = 0,1, . . . , k − 1,
y(j)(1)= 0, for j = 0,1, . . . , n− k − 1, (2)
by underestimating them by a piecewise polynomial p. In fact,
p(t)=
{
p1(t), when 0 < t < t1,
p2(t), when t1 < t < 1,
(3)
where the polynomials p1 and p2 are specified polynomial solutions of
y(n) = 0.
E-mail address: gjones@math.mursuky.edu (G.D. Jones).
0022-247X/02/$ – see front matter  2002 Elsevier Science (USA). All rights reserved.
PII: S0022-247X(02)0 00 28 -8
G.D. Jones / J. Math. Anal. Appl. 269 (2002) 454–461 455
Elias [2] observed that
(y/p1)
′  0 on (0,1) (4)
while
(y/p2)
′  0 on (0,1). (5)
Further, he showed that similar results hold if y(n) is replaced with any linear
differential operator that is disconjugate on [0,1]. In addition, test functions other
than p1 and p2 can be used.
In [3] Eloe and Henderson obtain the same kind of underestimation of solutions
of (1) replacing (2) with a multipoint boundary condition. In this paper results like
those of Elias [2] are obtained for the multipoint boundary value problem. The
method of proof here will be different from the earlier papers.
We replace y(n) with a general linear disconjugate differential operator Ln and
write Ln, as is always possible for disconjugate operators, as a product of first
order linear operators. To be precise [4], let
L0y = ρ0y, Liy = ρi(Li−1y)′, i = 1, . . . , n,
with ρi > 0 and ρi ∈ Cn−i for i = 0,1, . . . , n. The multipoint boundary value
problem studied by Eloe and Henderson [3] can be stated as
Lny  0, 0 t  1, (6)
y(ai)= 0, i = 1,2, . . . , n, (7)
with
0 a1  a2  · · · an  1. (8)
We will compare solutions of (6) with solutions of
Lny = 0. (9)
We have, as in [3],
(−1)n−iy(t) > 0, ai < t < ai+1. (10)
If ai−1 < ai = ai+1 = · · · = ai+ni−1 < ai+ni , then y has a zero of order ni at ai ,
i.e., y(j)(ai) = 0 for j = 0, . . . , ni − 1. In that case, of course, the intervals
(aj , aj+1) are empty for j = i, i + 1, . . . , i + ni − 2. When ai−1 < ai and with a
zero of order ni at ai ,
(−1)n−ni−i+1y(ni)(ai) > 0. (11)
Since (y/p)′ = W(p,y)/p2, where W(p,y) is the Wronskian of p and y ,
to study the sign of (y/p)′ we need only consider the sign of the Wron-
skian W(p,y). Also, it is easy to show that if Ly is written in the factored form
above or as Ly = any(n) + an−1yn−1 + · · · + a0y with an > 0, then Ly  0 if
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and only if W(u0, u1, . . . , un−1, y)  0, where {u0, u1, . . . , un−1} is a basis for
the solution space of Ly = 0 such that W(u0, u1, . . . ,wn−1) > 0.
In view of the observations above, we will state our results in terms of
Wronskians.
2. Main result
Theorem 1. Let y be a solution of (6) and (8). Using the notation that a0 = 0
and an+1 = 1, there are linearly independent solutions p1,p2, . . . , pn−1 of (9) so
that
pi(aj )= 0, i = 1, . . . , n− 1, j = 1, . . . , i,
pi(ai+1) = 0,
where
ypi  0
for 0 t  ai+1 and
W(pi, y) 0
for 0 t  ai+2 and i = 1, . . . , n− 1.
Also, there are linearly independent solutions q1, q2, . . . , qn−1 of (9) so that
qi(an+1−j )= 0, i = 1, . . . , n− 1, j = 1, . . . , i,
qi(an−i ) = 0,
where
yqi  0
for an−i  t  1 and
W(pi, y) 0
for an−1−i  t  1 and i = 1, . . . , n− 1.
Our method of proof involves induction on the order of the operator Ln and
the derivative of the quotient of Wronskians.
Let {u0, u1, . . . , un−1} be a Descartes system (see [5]) of solutions of Lny = 0
on (a, b), where 0 a < b 1, such that
uij (a)= 0, for i = 0, . . . , j − 1,
uij (b)= 0, for i = 0, . . . , n− j − 2. (12)
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Theorem 2. With uj defined by (12), the Wronskian W(u0, u1, . . . , un−2, y)
is a nonsingular disconjugate linear operator on [a, b). If y satisfies (6) with
y(b)= 0, then W(u0, u1, . . . , un−2, y) 0 on [a, b).
Proof. Since {u0, . . . , un−1} is a Descartes fundamental system for Lny = 0 on
(a, b), W(u0, . . . , un−2, y) is a nonsingular disconjugate linear operator on [a, b).
If y satisfies (6) with y(b)= 0,(
W(u0, . . . , un−2, y)
W(u0, . . . , un−1)
)′
= W(u0, . . . , un−2)W(u0, . . . , un−1, y)
(W(u0, . . . , un−1))2
 0 on [a, b).
Now W(u0, . . . , un−2, y)(b) = 0 and W(u0, . . . , un−2, un−1) > 0. Thus, W(u0,
. . . , un−2, y) 0 on [a, b). ✷
Corollary 2.1. With uj and y as in Theorem 2, and with vj ≡ uj/(b − x) and
z≡ y/(b−x), W(v0, . . . , vn−2,w) is a nonsingular disconjugate linear operator
with W(v0, . . . , vn−2, z) 0 on [a, b].
Proof. For a  x < b, it follows form rules for determinants that
W(v0, . . . , vn−2, z)=
(
1
b− x
)n
W(u0, . . . , un−2, y).
Consequently, it follows that sgnW(v0, . . . , vn−2, z) = sgnW(u0, . . . , un−2, y)
on [a, b). Since
lim
x→b−
u(x)
b− x =−u
′(b),
vj has a zero of order n − 2 − j at x = b. Hence, W(v0, . . . , vn−2) > 0 and
W(v0, . . . , vn−2,w) is a nonsingular disconjugate linear operator with W(v0,
. . . , vn−2, z) 0 on [a, b]. ✷
Theorem 3. With uj defined by (12), the Wronskian W(u1, u2, . . . , un−1, y)
is a nonsingular disconjugate linear operator on (a, b]. If y satisfies (6) with
y(a)= 0, then W(u1, u2, . . . , un−1, y) 0 on (a, b].
Proof. Since {u0, . . . , un−1} is a Descartes fundamental system for Lny = 0 on
(a, b), W(u1, . . . , un−1, y) is a nonsingular disconjugate linear operator on (a, b].
If y satisfies (6) with y(a)= 0,
(−1)n−1
(
W(u1, . . . , un−1, y)
W(u1, . . . , un−1, u0)
)′
= (−1)n−1W(u1, . . . , un−1)W(u1, . . . , un−1, u0, y)
(W(u1, . . . , un−1, u0))2
 0
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on (a, b]. NowW(u1, . . . , un−1, y)(a)= 0 and (−1)n−1W(u1, . . . , un−1, u0) > 0.
Thus, W(u1, . . . , un−1, y) 0 on (a, b]. ✷
Corollary 3.1. With uj and y as in Theorem 3, and with vj ≡ uj/(x − a) and
z≡ y/(x−a), W(v1, . . . , vn−1,w) is a nonsingular disconjugate linear operator
with W(v1, . . . , vn−1, z) 0 on [a, b].
Proof. For a < x  b, it follows form rules for determinants that
W(v1, . . . , vn−1, z)=
(
1
x − a
)n
W(u1, . . . , un−1, y).
Consequently, it follows that sgnW(v1, . . . , vn−1, z) = sgnW(u1, . . . , un−1, y)
on (a, b]. Since
lim
x→a+
u(x)
x − a = u
′(a),
vj has a zero of order j − 1 at x = a. Hence, W(v1, . . . , vn−1) > 0 and
W(v1, . . . , vn−1,w) is a nonsingular disconjugate linear operator with W(v1, . . . ,
vn−1, z) 0 on [a, b]. ✷
To be able to complete our inductive proof, we will made the following as-
sumption.
H 1 (Hn). A solution of (6) will have either exactly n zeros as in (7) or exactly
n−1 zeros, with a1 (an) missing from the interval [0,1]. We will still assume (10)
and (11), replacing a1 with zero (an with 1) in (10) in the case it is missing from
the interval [0,1].
We begin our inductive proof by considering the case n= 2.
Theorem 4. Let y be a solution of (6) for n= 2 satisfying (Hn). If p1 is a solution
of (9) with n = 2 such that p1(a1) = 0 and p′1(a1) < 0, then W(p1, y)  0
on [0,1].
Proof. Let {u0, u1} be the fundamental system for L2y = 0 on [a1,1] defined
by (12). By Theorem 3, W(u1, y)  0 on (a1,1]. If {v0, v1} is the fundamental
system on [0, a1] defined by (12), then by Theorem 2, W(v0, y) 0 on [0, a1].
Now v0(a1)= u1(a1)= 0, v′0(a1) < 0 while u′1(a1) > 0. Since both v0 and u1
satisfy (9) with n= 2 on [0,1], v0 =−ku1 for k > 0. Thus the conclusion of the
theorem follows with p1 = cv0 for c > 0. ✷
Theorem 5. Let y be a solution of (6) for n = 2 satisfying (H1). If q1 is a
solution of (9) with n= 2 such that q1(a2)= 0 and q ′1(a2) > 0, then W(q1, y) 0
on [0,1].
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Proof. Let {u0, u1} be the fundamental system for L2y = 0 on [a2,1] defined
by (12). By Theorem 3, W(u1, y)  0 on (a2,1]. If {v0, v1} is the fundamental
system on [0, a2] defined by (12), then by Theorem 2, W(v0, y) 0 on [0, a2].
Now v0(a2)= u1(a2)= 0, v′0(a2) < 0 while u′1(a2) > 0. Since both v0 and u1
satisfy (9) with n= 2 on [0,1], u1 =−kv0 for k > 0. Thus the conclusion of the
theorem follows with q1 = cu1 for c > 0. ✷
Theorem 6. Let y be a solution of (6) satisfying (Hn). If pn−1 is a solution of (9)
such that pn−1(ai) = 0 for i = 1, . . . , n − 1, where ypn−1  0 for 0  t  an
and ypn−1  0 for an  t  1 (in the case an is in the interval [0,1]), then
W(pn−1, y) 0 on [0,1].
Proof. In the case n= 2, this is Theorem 4. We will assume the result holds for
a differential operator of order n− 1 and show that it follows for an operator of
order n.
Let {u0, u1, . . . , un−1} be the fundamental system of solutions for (9) on [a1,1]
defined by (12). By Corollary 3.1, W(u∗1, u∗2, . . . , u∗n−1,w) is a nonsingular
disconjugate operator of order n− 1 on [a1,1], where u∗j ≡ uj/(x − a1). Further,
if z ≡ y/(x − a1), then W(u∗1, u∗2, . . . , u∗n−1, z)  0 on [a1,1]. Thus, by the
inductive hypothesis, there is a function p∗n−1 in span{u∗1, u∗2, . . . , u∗n−1} with
p∗n−1(ai) = 0 for i = 2, . . . , n − 1 such that zp∗n−1  0 for a1  t  an and
zp∗n−1  0 for an  t  1, where W(p∗n−1, z) 0 on [a1,1]. Letting p¯n−1 = (x−
a1)p∗n−1, p¯n−1 is in the span{u1, u2, . . . , un−1}. Since (x − a1)2W(p∗n−1, z) =
W((x − a1)p∗n−1, (x − a1)z)=W(p¯n−1, y), W(p¯n−1, y) 0 on [a1,1].
Now let {v0, v1, . . . , vn−1} be the fundamental system of solutions for (9)
on [0, an−1] defined by (12). By Corollary 2.1, W(v∗0 , v∗1 , . . . , v∗n−2,w) is a
nonsingular disconjugate operator of order n − 1 on [0, an−1], where v∗j ≡
vj /(an−1 − x). Further, if z∗ ≡ y/(an−1 − x), then W(v∗0 , v∗1 , . . . , v∗n−2, z) 0
on [0, an−1] and W(v∗0 , v∗1 , . . . , v∗n−2,−z∗)  0 on [0, an−1]. Thus, by the
inductive hypothesis, there is a function q∗n−1 in span{v∗0 , v∗1 , . . . , v∗n−2} with
q∗n−1(ai) = 0 for i = 1, . . . , n − 2 such that −z∗q∗n−1  0 for 0  t  an−1,
where W(q∗n−1,−z∗)  0 on [0, an−1]. Letting q¯n−1 = (an−1 − x)q∗n−1, q¯n−1
is in the span{v0, v1, . . . , vn−2}. Since (an−1 − x)2W(q∗n−1,−z∗) =W((an−1 −
x)q∗n−1, (an−1 − x)(−z)) = W(q¯n−1,−y), W(q¯n−1,−y) = W(−q¯n−1, y)  0
on [a1,1].
Both p¯n−1 and q¯n−1 are solutions of (9) with exactly n − 1 zeros which
are in common. Thus p¯n−1 = kq¯n−1 for some constant k. Since yp¯n−1  0
for a1  t  an−1 and −q¯n−1y  0 for 0  t  an−1, k < 0 and the result
follows. ✷
Theorem 7. Let y be a solution of (6) satisfying (H1). If qn−1 is a solution of
(9) such that qn−1(ai) = 0 for i = 2, . . . , n, where yqn−1  0 for a1  t  1
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and yqn−1  0 for 0  t  a1 (in the case a1 is in the interval [0,1]), then
W(qn−1, y) 0 on [0,1].
Proof. As was the case in Theorem 6, for n = 2, this is Theorem 5. We will
assume the result holds for a differential operator of order n− 1 and show that it
follows for an operator of order n.
Let {u0, u1, . . . , un−1} be the fundamental system of solutions for (9) on
[0, an] defined by (12). By Corollary 2.1, W(u∗0, u∗1, . . . , u∗n−2,w) is a nonsingular
disconjugate operator of order n− 1 on [0, an], where u∗j ≡ uj /(an− x). Further,
if z ≡ y/(an − x), then W(u∗0, u∗1, . . . , u∗n−2,−z)  0 on [0, an]. Thus, by the
inductive hypothesis, there is a function q∗n−1 in span{u∗0, u∗1, . . . , u∗n−2} with
q∗n−1(ai) = 0 for i = 2, . . . , n − 1 such that −zq∗n−1  0 for a1  t  an and
zq∗n−1  0 for 0  t  a1 (if in fact a1 ∈ [0,1]), where W(q∗n−1,−z)  0
on [0, an]. Letting q¯n−1 = (an − x)q∗n−1, q¯n−1 is in the span{u0, u1, . . . , un−2}.
Since (an− x)2W(q∗n−1,−z)=W((an− x)q∗n−1, (an− x)(−z))=W(q¯n−1,−y)= W(−q¯n−1, y), it follows that W(−q¯n−1, y)  0 on [0, an], −q¯n−1y  0 for
a1  t  an and −q¯n−1y  0 for 0 t  a1.
Now let {v0, v1, . . . , vn−1} be the fundamental system of solutions for (9) on
[a2,1] defined by (12). By Corollary 3.1, W(v∗1 , v∗2 , . . . , v∗n−1,w) is a nonsingular
disconjugate operator of order n− 1 on [a2,1], where v∗j ≡ vj/(x − a2). Further,
if z∗ ≡ y/(x − a2), then W(v∗1 , v∗2 , . . . , v∗n−1, z∗)  0 on [a2,1]. Thus, by the
inductive hypothesis, there is a function p∗n−1 in span{v∗1 , v∗2 , . . . , v∗n−1} with
p∗n−1(ai) = 0 for i = 3, . . . , n such that z∗p∗n−1  0 for a2  t  1, where
W(p∗n−1, z∗)  0 on [a2,1]. Letting p¯n−1 = (x − a2)p∗n−1, p¯n−1 is in the
span{v1, v2, . . . , vn−1} and W(p¯n−1, y) 0 on [a2,1].
Both p¯n−1 and q¯n−1 are solutions of (9) with exactly n − 1 zeros which are
a2, a3, . . . , an. Since (9) is disconjugate, it follows that p¯n−1 = kq¯n−1 for some
constant k. Since yp¯n−1  0 for a2  t  1, −q¯n−1y  0 for a1  t  an, and
−q¯n−1y  0 for 0 t  a1, k < 0 and the result follows. ✷
Using Theorems 6 and 7, we now complete the proof of Theorem 1.
By Theorems 4 and 5, the conclusions of Theorem 1 are valid for n = 2.
For n > 2, suppose the conclusions hold for n − 1. Let {u0, u1, . . . , un−1} be
the fundamental system of solutions for (9) on [0, an] defined by (12). By
Corollary 2.1, W(u∗0, u∗1, . . . , u∗n−2,w) is a nonsingular disconjugate operator of
order n − 1 on [0, an], where u∗j ≡ uj/(an − x). Further, if z≡ y/(an − x),
then W(u∗0, u∗1, . . . , u∗n−2,−z)  0 on [0, an]. Thus, by the inductive hypoth-
esis there are linearly independent functions p∗i for i = 1, . . . , n − 2 in
span{u∗0, u∗1, . . . , u∗n−2} with the following properties:
p∗i (aj )= 0, i = 1, . . . , n− 2, j = 1, . . . , i,
where
p∗i (ai+1) = 0,
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with
−z∗p∗i  0, for 0 x  ai+1, where i = 1, . . . , n− 2.
Letting pi =−(an−x)p∗i , then for i = 1, . . . , n−2 we have the desired solutions
of (9). Now pn−1 is guaranteed by Theorem 6. Since pn−1(an) = 0 while
pi(an)= 0 for i < n− 1, it follows that the pi are linearly independent.
The proof of the second half of Theorem 1 follows the same pattern and will
be omitted here.
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