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Abstract
In atmospheric chemistry modelling increasing attention has been paid to the effects of
aqueous phase chemistry in the last decade. Even though wet deposition is a consider-
able sink in the atmospheric budgets of several trace species, it has been parameterised
with highly simplified approaches. With increasing computer capacity global atmospheric
chemistry and climate models have become more comprehensive allowing more detailed
consideration of aqueous phase chemistry. The chemical processes within clouds and pre-
cipitation droplets do not only contribute to sinks for gas phase constituents, they can
alter the chemical composition because reaction pathways can be quite different from the
gas phase. Products, formed in the droplets, can be released into the gas phase and un-
dergo reactions with other gaseous species. The droplets futhermore provide a surface for
heterogeneous surface reactions. Additionally, precipitation can vertically redistribute gas
phase trace species due to uptake and subsequent release back into the gas phase.
An adequate simulation of the hydrological cycle is a basic requirement for cloud and
precipitation chemistry modelling. Since convective clouds cannot be resolved by the
coarse grid size of global models, atmospheric convection is described with parameteri-
sations. From a variety of available schemes for the calculation of convection, four have
been selected and implemented into the atmospheric chemistry general circulation model
ECHAM5/MESSy. The effects of the alternative convection schemes on the hydrological
cycle and consequently on the simulated climate system have been analysed. A strong
dependence of the precipitation distribution on the selected convection parameterisation
has become apparent from the comparison with global observations. A similar comparison
for water vapour columns obtains consistent results. The temperature distribution can be
sensitively modified, resulting in substantial local average surface temperature changes,
while the overall energy budget of the atmosphere is hardly affected. Generally, convection
is of major importance for the distribution of trace species in the atmosphere, owing to
enhanced vertical transport, the production of reactive nitrogen species in the upper tro-
posphere by lightning, and scavenging and wet deposition. In this thesis these processes
are analysed with different convection schemes and different descriptions of the scavenging
process. To also address multiphase chemistry the new scavenging submodel SCAV has
been developed, and has been applied in several studies under idealised as well as realistic
conditions, including comprehensive gas and aqueous phase chemistry. The main factor
that alters wet deposition distributions as a result of replacing the convection scheme is the
modified precipitation distribution, both in the occurence and the intensity of rain events.
The observed wet deposition patterns of nitrate, ammonia, and sulphate are captured
accurately by the model with respect to the location and the approximate total amount.
Comparisons of the model results with observed vertical profiles of trace gases show that
the most comprehensive aqueous phase chemistry representation reproduces the mixing
ratios and distributions of gaseous compounds most realistically.
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Chapter 1
Introduction
The lower atmosphere of the Earth is a highly complex system undergoing continuous
changes. It is on the one hand characterised by the effects studied in the field of meteo-
rology, dealing with the motion and thermodynamics of air, and on the other hand by its
chemical composition. The major chemical constituents are N2, O2, noble gases (mainly
Argon), water vapour and carbon dioxide (CO2). The first three compounds hardly par-
ticipate in radiation absorption and chemical reactions in the lower atmosphere, whereas
the latter two have large impact, since both contribute significantly to the greenhouse
effect. Especially the increasing CO2 content of the atmosphere, caused by anthropogenic
emissions, has led to an increase of the global mean surface temperature (Houghton et al.
(2001), IPCC). However, the atmosphere contains such a large amount of these two com-
pounds that short term changes of their mixing ratio have only little effect. The changes
induced by mankind in the gaseous envelope of the Earth instead lead to a higher burden
of methane (CH4), nitrious oxide (N2O) and tropospheric ozone (O3). After the emission
restrictions of chlorofluorocarbos (CFCs) through the Montreal Protocol in 1990, which
are responsible for the stratospheric ozone hole (e.g., Goodman, 2005), these three trace
species gained increasing importance since they also act as greenhouse gases (e.g., Lelieveld
et al., 1993; Bru¨hl, 1993; Stevenson et al., 1998; Brasseur et al., 1998). Their combined
influence is similar to the impact of CO2.
As a feedback process, the observed temperature increase results in a higher atmospheric
storage capacity for water vapour. Consequently, enhanced cloud formation and precip-
itation can occur. The uncertainty in the different processes causing climate change, as
published in the IPCC-report (Houghton et al., 2001), includes not only the by now well
known effects of the greenhouse gases, but also the effects of the atmospheric aerosol (di-
rect and indirect effects (e.g., Ramanathan et al., 2001; Lohmann and Feichter, 2005)),
for which a lower level of scientific understanding is noted. Furthermore, the effects of
clouds resulting from a possible higher atmospheric burden of water vapour, which are not
included in the indirect aerosol effects, are even more uncertain (Houghton et al., 2001).
A substantial fraction of all precipitation originates from convective events. The descrip-
tion of convection in the atmosphere goes back to Bjerkness (1938). From the 1970s on,
when global modelling of the atmosphere became an increasingly important topic in at-
mospheric sciences, convection has been described with the help of parameterisations, i.e.,
the description of a subgrid-scale processes based on grid resolved quantities. Even though
there has been a large development within the last 40 years (Arakawa, 2004), the problem
of convection modelling is not yet solved (Randall et al., 2003). Since the occurence of
more and stronger precipitation events causing floods in future due to climate change is
1
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very likely (at least in the northern hemisphere, Houghton et al. (2001)), an adequate de-
scription of precipitation is required, not only for weather forecasting, but also for climate
impact studies.
Atmospheric chemistry is generally dominated by oxidation processes that involve trace
gases, i.e., compounds with low mixing ratios in the troposphere. The main oxidant is
the OH radical produced mainly by the reaction of O(1D)+H2O→ 2OH with the O(1D)
originating from ozone photolysis. Nitrogen oxides (NO and NO2, often treated together
as NOx) together with volatile organic compounds (VOCs) are important for the forma-
tion of tropospheric ozone. Additionally, the NOx species are a main source of acidity in
the atmospheric aerosol, clouds and precipitation, because they can react to nitric acid
(HNO3), which is a major component of acid rain. These nitrogen oxides are emitted nat-
urally from soils and lightning (about 20 %) and anthropogeneously by industry and traffic
(about 80 %). With growing industrialisation the anthropogenic emissions of sulphuric
compounds, mainly sulphur dioxide (SO2), which is also degassed from volcanoes into the
atmosphere, led to an increased sulphur content of the atmosphere. These emissions also
contribute efficiently to the acidity.
Figure 1.1: Sketch of meteorological (left, graphic from:
http://meted.ucar.edu/mesoprim/mesodefn/print.htm ) and chemical (right,
graphic from: http://www.msc-smc.ec.gc.ca/arqp/process e.cfm ) atmospheric
processes influencing trace gas budgets.
In the natural atmosphere chemical trace species are influenced by a large variety of mete-
orological and chemical processes, which are sketched in Figure 1.1. The left panel depicts
mainly the meteorological aspects such as dynamics and turbulence and thermodynam-
ics (energy fluxes, cloud processes), while the right one highlights the direct interactions
among compounds (chemical reactions) and with the environment (photolysis, emission,
and deposition).
Generally, the atmosphere reacts on a large scale to a change in a trace gas constituent,
since many trace species interact with each other through rapid transport and mixing
processes. Even if there is no direct connection between them, there may be an indirect
coupling by common reaction precursors or products. An analysis of individual reactions
and the interactions of single compounds is possible in a laboratory under controlled con-
ditions. However, in the real atmosphere only measurements of the atmosphere as a whole
entity, i.e., of individual species given the mixing ratios of all species and meteorological
3parameters, can be performed. Therefore, observations are sometimes ambigious. Since
a variety of processes influences the individual trace gas budgets, studies involving sev-
eral processes together, but analysing their effects separately, can only be performed with
computer model simulations of the atmosphere. Furthermore, only with computer models
feedback studies of individual processes can be performed. However, measurements are
required for testing and verifying the model results.
The role of clouds in atmospheric chemistry has been investigated in detail for almost two
decades. The environmental problems arising from liquid phase chemistry, mainly acid
rain and fog, were more serious in the 1980s and early 1990s; but even though they are
no longer in the public media, the problems which they are causing are still not solved.
Acid deposition results mainly from the dissolution of sulphuric and nitric acid. With
increasing industrial emissions, the atmospheric load of these species has become higher,
resulting in increased acid deposition. The first occurence of acid rain and its relationship
with industrial pollution has been determined in 1852 in England, when Angus Smith
analysed the chemical composition of rainwater and found a high sulphate content in a
region with heavy industry. A notorious event of acid fog occured in London in December
1952 (Wilkins, 1954), when the meteorological situation has been characterised by foggy
conditions, that together with the smoke from coal burning industries with high sulphur
content led to sulphuric acid formation. This resulted in disasterous conditions, later on
referred as London-type smog, causing the immediate death of more than 4000 people.
After the rapid determination for the reasons for these conditions and the further increase
of the industrial emissions it has been concluded that acid deposition is an international
problem. Consequently, 1979 the ’Long-Range Transboundary Air Pollution Treaty’ has
been signed in Europe and reverified in 1983. In the following years several protocols have
been signed to reduce the emissions of sulphur and nitrogen oxides. In eastern Asia, these
reductions have been hardly considered in the last century, but from the year 2001 on-
wards at least continous measurements have been performed. However, the environmental
damage dealt by acid rain is tremendous, affecting forests, lakes and swamp regions, but
also the structure of buildings and human health. This damage did not only occur close
to the pollution emission sources, but even long distances away, e.g., in Scandinavia the
emissions are relatively low, but the transport of pollutants from England and other coun-
tries substantially contributes to acid deposition and the destruction of forest and lake
ecosystems.
Additionally, the effect of cloud and precipitation chemistry might be important for an-
other type of atmospheric pollution, i.e., photo-smog, resulting from the high emissions
of VOCs leading to high ozone (O3) surface concentrations under high NOx conditions.
Ozone is a toxic agent, affecting plants and also human health (e.g., Mauzerall et al.,
2005; Bates, 2005). However, the influence of these processes on ozone is still not deter-
mined, since the previous studies came to ambigious conclusions. For instance, Lelieveld
and Crutzen (1991) assigned a large importance for ozone to liquid phase chemistry in
contrast to Liang and Jacob (1997), who deduced a minor impact. By now, only very
few studies exist (e.g., Dentener, 1993), in which the cloud and precipitation chemistry is
treated in detail on the global scale.
The increasing burden of aerosol particles in the atmosphere (e.g., Huebert et al., 2003),
most pronounced in East Asia, substantially decreases the visibility and air quality. Ad-
ditionally, the aerosol particles have a major impact on human health (e.g., Kaiser, 2005).
The particles originate both from natural (dust) and anthropogenic (nitrate, sulphate)
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sources, while the first supply reaction surfaces for the latter (Sun et al., 2005). Both,
soluble and insoluble aerosol particles are removed from the atmosphere efficiently by
clouds and precipitation, providing an additional process of anthropogenic pollution and
its interactions with the liquid phase in the atmosphere.
1.1 Convection in the atmosphere
Convection plays a major role in the global meteorology of the Earth’s atmosphere, even
though it is mostly a small scale phenomenon. Single convective clouds are usually not
larger than about 25 km2, and non precipitating cumulus clouds not larger than a few
km2. The process of convection stabilises the atmosphere, i.e., it changes the energy dis-
tribution and affects the stratification within the atmosphere by exchange of air masses
and latent heat. Strong convection is usually accompanied by precipitation. In the tropics
most of the precipitation results from convection, but also in the midlatitudes a significant
fraction of the total amount of precipitation originates from convective events.
Convection occurs almost everywhere in the Earth’s troposphere. The most important
regions for convection are the tropics, especially the Inner Tropical Convergence Zone
(ITCZ). Here large cumulonimbus tower-like clouds are formed, regularly reaching up to
the top of the troposphere. They can occur as single cells, but also in organised forms
(multicells, squall lines). The causes for the strong convection are relatively high tem-
peratures near the surface, strong evaporation (i.e., high content of water vapour in the
atmosphere) and the resulting large fluxes of latent heat from the surface into the atmo-
sphere. These can destabilise the atmosphere leading to the exchange of air resulting in
convection. Other important regions for convection are the midlatitude storm tracks. In
these mean flow patterns the air is often mixed from different sources with different mois-
ture contents, also leading to a possible destabilisation of the atmosphere. Additionally,
extratropical cyclones are generally characterised by frontal systems. These fronts can
force the quick lifting of air, leading to condensation, and thus being a trigger mechanism
for convective activity. Therefore, both the convection and the synoptic scale processes
contribute to the precipitation formation.
In Figure 1.2 the circulation of one hemisphere (e.g., the northern hemisphere) is sketched.
There are two convergence zones, first the ITCZ close to the equator and second in the
midlatitudes where warm air currents from the subtropical regions meet cold air masses
from the polar regions. These are the two major regions where strong convection occurs.
In the subtropics at around 30◦ there is a strong downward motion of air effectively sup-
pressing convective activity.
The ITCZ is the region with the strongest convection, being part of a larger scale phe-
nomen, the Hadley circulation. This circulation is characterised by the transfer of heat
from the tropics (highest incoming radiation leads to heat source) in the upper tropo-
sphere, and the transport of moisture in the lower troposphere towards the equatorial
regions (e.g., Trenberth and Stepaniak, 2003). Due to the high moisture content the
atmosphere tends to be conditionally unstable. The Hadley cell is a symmetrical phe-
nomenon in both hemispheres with the ITCZ at its center. According to the convergent
flow of air and the moisture transport into the ITCZ from both hemispheres convection is
triggered. As mentioned above, convection occurs in a conditionally unstable atmosphere,
and because of the transport of heat into the middle and upper troposphere and the drying
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Figure 1.2: Sketch of the circulations of the northern hemisphere (graphic from:
http://www.srh.weather.gov)
by precipitation in the convective clouds, the atmosphere is ’on average’ pushed towards
a so-called ’radiative-convective equilibrium state’ (Manabe and Strickler, 1964).
Since convective clouds in the tropics occur in regions with the highest incoming solar
radiation and additionally tend to spread out over large areas in their anvil regions, they
are important for the radiation budget of the atmosphere (Fu et al., 1995).
Convection is known for creating gravity waves that propagate through the troposphere
into the stratosphere (Eitzen and Randall, 2005), where these waves can influence the flow
patterns. In the troposphere the gravity waves can act to reduce convective activity, but
also trigger new convective events. Mapes (1993) found that there is an organisation of
convective cells, originating from these gravity waves. This is proven valid and quantified
by Liu and Moncrieff (2004).
In the midlatitudes the role of convection is still uncertain. Stensrud and Anderson (2001)
discuss the forcing of midlatitude convection by the mean flow and the feedback on the
flow itself, but do not come to an unambigious answer whether convection is responsible
for characteristics of the mean extratropical flow. Over the South American continent
the influences from both tropical convection and frontal systems contribute significantly
to the variability of convective events in that region (Siqueira and Machado, 2004, and
references therein).
The process of convection in the atmosphere has been described since several decades.
The basic aspects can be reviewed from parcel theory. The simplest way of understanding
this process is considering a bubble of warm air. The most important aspect of convection
is that this bubble is warmer than the surrounding air. This might result from various
sources, e.g., differential heating, because of different soil albedo, evaporation, orograph-
ically forced lifting, lifting forced by air currents in frontal systems, etc.. Because of its
higher temperature and because the pressure of an air parcel is in rapid equilibrium with
its surroundings (due to the expansion of sound waves) the air has a lower density (ideal
gas law):
ρ = R · T/p, (1.1)
with p denoting the pressure, T the air temperature, R the gas constant and ρ the air
density. Therefore it is buoyant and wells up. During its ascent it finally reaches a point in
the atmosphere where this buoyancy is balanced by the gravitational force and no further
lifting occurs.
An additional aspect to consider is that this air ’parcel’, as it is usually called, mixes with
6 CHAPTER 1. INTRODUCTION
Figure 1.3: Vertical temperature profiles of an air parcel (yellow line), the environment
(red line), and the humidity (green line) on Skew-T-Diagram. The orange area represents
the CAPE (see text and Equation 1.2)(graphic from: http://meted.ucar.edu).
surrounding air. It entrains air from the environment around the parcel and together with
air molecules also water vapour and trace gases. Therefore the air parcel can change its
composition and water content.
It is important to recall that this is a very simplified view of the events occuring in deep
convection and that the reality is much more complex (e.g., Warner, 1970; Baker et al.,
1980; Doswell and Markowski, 2004).
Usually one differentiates between shallow and deep convection. The major difference is
the height of the convective cloud tops and their vertical extension. Shallow and also
shallow mid-level convection, i.e., convection that has its cloud base at higher altitude,
usually consist only of small clouds, with a vertical extension of not more than 1 km, while
deep convection results in high cumulonimbus cloud towers with their tops at a maximum
height of up to 16 km in the tropics.
The other major difference is the production of precipitation: shallow convective clouds
are usually non-precipitating, while deep convection is able to produce large amounts of
precipitating water.
This difference, the efficient production of liquid water and ice, is responsible for the
development of the individual types of convective clouds. With the idealised parcel theory
the process can be described as follows (see Figure 1.3, where the yellow line depicts the
temperature of the parcel and the red one of the environment). If an initially cooler air
parcel is forced to rise, it will expand and therefore cool (its temperature following the
yellow line). Since the air parcel is only slowly diluted compared to the upward air motion,
it still contains most of the water vapour from its original source. With decreasing air
temperature the saturation mixing ratio for water vapour can be reached and the water
condenses. This results in a release of latent heat which additionally warms the air parcel
and therefore increases its bouyancy. Due to this process the upward motion can continue.
Above the crossing of the yellow and the red line, which is called the level of free convection
(LFC), the parcel is buoyant relative to the environment and rises spontaneously. In this
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example sounding the air parcel needs an external forcing to start its ascent because it is
colder than the environment in the boundary layer.
If the temperature decreases further the freezing point of water is reached and the liquid
water starts to freeze or the water vapour directly condenses onto ice crystals. The freezing
enthalpy is an additional source of latent heat. A fraction of the liquid and frozen water
precipitates. The upward motion is finally stopped if the surrouding air temperature
decreases more slowly than the temperature of the air parcel or is even constant. This
happens if the surrounding air shows an inversion in the temperature profile: it can be
the inversion at the top of the planetary boundary layer (common for shallow convection),
but finally all convection will stop at the strong inversion at the tropopause. As can
be seen from Figure 1.3 this happens close to the 200 hPa isosurface. Even though in
shallow convection the condensation and consequently cloud formation also takes place,
the released energy is not sufficient for the air parcel to reach the LFC. Consequently, the
convection does not become deep, but the ascent is stopped by the stable temperature
profile.
A quantification of the strength of convection based on the stability of the atmosphere
can only be determined theoretically. A common measure is CAPE (Convective Available
Potential Energy) in J/kg which can be calculated from:
CAPE =
ETL∫
LFC
T uv − T ev
T ev
gdz. (1.2)
In this equation LFC is the ’level of free convection’, the altitude from where the parcel
can rise from its own buoyancy, ETL the ’equilibrium temperature level’ (also known as
equilibrium level (EL) or level of neutral buoyancy (LNB)), where parcel temperature and
environment temperature are equal, Tuv is the virtual temperature of the upward moving
parcel, and Tev the virtual temperature of the environment. By using the virtual temper-
ature Tv (Tv ≈ (1 + 0.61q)T ) with T the temperature and q the specific humidity, the
influence of humidity on the parcel density can be considered. Graphically CAPE can be
interpreted as the orange region between the yellow and red line in Figure 1.3.
An additonal process necessary to consider is the formation of downward moving air, orig-
inating from the evaporation of some of the precipitating water. This evaporation requires
heat, and therefore the air is cooled. If it is cooler than the environment, the air becomes
negatively buoyant and starts sinking.
1.2 Scavenging and aqueous phase chemistry
The process of scavenging desribes the uptake of gas phase and aerosol species into cloud
and precipitation droplets and snow/ice crystals. As a direct consequence of the uptake a
fraction of the scavenged species is deposited to the surface by precipitation. Therefore,
wet deposition and scavenging must be treated together in one common approach. In the
budget of a chemical species c this is usually described by one term:
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Additionally, the release of species from the droplets/crystals has to be taken into account,
either during evaporation or as an equilibrium process (see next paragraph).
Taking into account the process of scavenging in global chemistry climate modelling is
very important, because it has many direct and indirect effects:
 Large sink term in the budget of many trace gases and aerosols of the atmosphere;
 The oxidation of reduced and partly oxidised gases, leading e.g., to the production
of acid rain;
 Chemical composition of the cloud condensation nuclei influences precipitation for-
mation;
 Aqueous phase chemistry can alter the mixing ratios of gas phase consituents by
both alternative reaction pathways, and by providing sources and sinks of reactants.
 Vertical re-distributions of species.
These processes do not only depend on the properties of the species that are scavenged
(solubility, chemical reactivity in the liquid phase, i.e., reaction rate coefficients, available
chemical reaction partners, i.e., mixing ratios in both gas and liquid phase), but also of
those of the scavenger (droplet size, shape and number, concentrations of dissolved species,
liquid water content). This results in a large number of required input values to describe
this process properly. However, some of these can be parameterised, especially for the
microphysical parameters, or are well documented in the literature (e.g., reaction rates).
1.2.1 Henry’s law
Clouds and precipitation can contain of a considerable amount of liquid water. According
to Henry’s law
[A]aq = KHpg (1.4)
after an infinite time the gas phase concentration of a species can be assumed in equilibrium
with the concentration in the liquid phase. Therefore a fraction of the gas phase species
will be transferred into the liquid. In this equation [A]aq denotes the liquid concentration
of a species A, KH the Henry coefficient of that species and pg the partial pressure of that
species in the gas phase.
The detailed treatment of this process is described in Section 6.2.1. Since in Equation 1.4
the gas phase as well as the aqueous phase content of a species are used, the equilibrium
is dependent on concentration changes due to gas phase and liquid phase chemistry. For
instance, if a chemical reaction takes place that effectively decreases the aqueous phase
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concentration, the effective uptake increases. This effect is discussed in Section 1.2.2.1.
The droplets, in which the chemical gaseous species can be taken up, can vary in size by
orders of magnitude, from cloud droplets with an approximate radius < 20 µm to rain
droplets with a radius of up to several mm.
1.2.2 On aqueous phase chemistry
Since the transition of gas phase species into the droplets depends on the concentration
in the liquid phase, aqueous phase chemistry determines the scavenging potential. Two
different types of reactions are of main importance:
1. Acid - Base - Equilibria;
2. Redox - Reactions.
The theories of these reactions can be found in common textbooks of chemistry in liq-
uid solutions (e.g., Riedel, 1999). In addition, other reactions, e.g., the heterogeneous
reactions on surfaces or photolysis reactions in the liquid phase, are possible, too (see
Section 1.2.2.3). The importance of aqueous phase chemistry for the atmosphere has been
reviewed by Jacob (2000).
1.2.2.1 Acid - Base - Equilibria
These reactions describe the deprotonisation of an acidic species in a water containing
solution and do not include any electron transfer, i.e., the oxidation numbers of any atom
in the participating molecules do not change. The reaction can generally be described by:
HA + H2O⇀↽ H3O+ +A−. (1.5)
In this equation HA denotes a proton donating acid with H as the proton and A the
residual base. Together with water (H2O) a positively charged Hydronium - Ion (H3O+)
and a negatively charged anion of the base are formed in the solution. These ions are
stabilised by a surrouding cluster of water molecules. On the other hand an alkaline
component B reacts with water as a proton acceptor according to:
B + H2O⇀↽ OH− +HB+. (1.6)
Since water itself can act either as an acid or a base, a neutralisation reaction in droplets
is always possible.
2H2O⇀↽ OH− +H3O+. (1.7)
Since not every acid and base have the same strength of dissociation, each follows an
individual dissociation equilibrium. A list with the applied dissociation coefficients can be
found in Appendix C. Additionally, each dissociation reaction is linked via the H3O+-ion
concentration, e.g. if there is an acid with high dissociation tendency and one with a low
one, the one with the low one will dissociate only to a smaller fraction as if it is the only
acid in the solution. In descriptions of chemical reactions usually only H+ is used (also
in this thesis), even though in the solution only H3O+-ions exist. A common measure for
the H3O+-ion concentration is is the pH - value, defined as follows:
pH = − log10 [H3O+]aq. (1.8)
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The most abundant acidic species in the atmosphere is carbon dioxide (CO2). In the
aqueous phase it dissociates:
CO2 +H2O ⇀↽ H+ +HCO−3 (1.9)
HCO−3 ⇀↽ H
+ +CO2−3 .
Even though carbonic acid is a relatively weak acid, it leads to an average pH - value
of cloud and precipitation water of about 5.5 (in equilibrium state of unpolluted air and
droplets) and is therefore a source of ’natural’ background acidity. Dissociation of stronger
acids like nitric acid (HNO3) or sulphuric acid (H2SO4) result in much lower pH - values.
For these acids the dissociation equilibrium is almost complete on the side of the dissociated
products. One aspect to consider is the buffering effect of the weak acids. If the solution
becomes more acidic than the equilibrium value for CO2, the effective pH - value does not
change much at the beginning. First the equilibrium 1.9 is shifted towards the production
of CO2 which is released to the gas phase. If the acidification is too strong the same will
happen also to other weak acids, e.g., formic acid (HCOOH) or acetic acid (CH3COOH).
Even the strong hydrochloric acid can act as a buffer as shown by Kerkweg (2005) for
liquid aerosols, releasing HCl to the gas phase.
Neutralisation of the acidic species in the atmosphere mostly originates from ammonia
emissions. Even though NH3 is only moderately soluble, in an acidic solution it dissociates
into ammonium:
NH3 +H2O⇀↽ OH− +NH+4 (1.10)
The produced OH− reacts with H+ according to Equation 1.7 to water. Thus Equilibrium
1.10 is pushed towards the side of the products (principle of LeChatelier). When no acids
or much more ammonia than acidifying compounds are available Equation 1.10 can lead
to even higher pH values than 7 (neutrality).
An additional source of alkalinity for clouds and precipitation is the scavenging of freshly
emitted sea salt aerosol containing hydrogen carbonate compounds (e.g., Kerkweg, 2005;
von Glasow et al., 2002a,b).
The dissociation equilibria also determine the phase transfer of species, as mentioned in
section 1.2.1, e.g., due to the almost complete dissociation of HNO3 the effective concen-
tration of HNO3(aq) is close to zero, resulting in an almost complete uptake from the gas
phase. Only if the solution becomes very acidic, the dissociation comes to an equilibrium
resulting in a constant HNO3aq concentration, that limits the uptake. This is even more
important for species of only moderate solubility, e.g., NH3. Because of Equation 1.10 the
NH3(aq) concentration in acidic droplets is very low, resulting in a very efficient uptake
of ammonia into acidic droplets according to Equation 1.4.
1.2.2.2 Redox - Reactions
For these reactions there is no general description possible. The aspect they have in
common is that one participating reagent is reduced while another one is oxidised (Redox).
Therefore in these reactions, there is a change of the oxidation numbers of at least two
reacting atoms. A large variety of reactions exist with their reaction speed determined by
the potential difference of the reacting compounds.
In this work one of the main aspects is the oxidation of sulphuric components. These
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mainly originate from SO2. The oxidation of this component by the OH radical (the main
reaction partner) in the gas phase is rather slow and therefore only of minor importance
(Warneck, 1999). In the aqueous phase, however, this species first reacts as an acid, which
then can be oxidised at much higher rate by H2O2 and ozone:
SO2 +H2O ⇀↽ H+ +HSO−3 (1.11)
HSO−3 ⇀↽ H
+ + SO2−3
HSO−3 +H2O2 → HSO−4 +H2O
HSO−3 +O3 → HSO−4 +O2
This reaction path is much faster and leads to sulphate formation in the droplets. Inter-
actions between nitrate and sulphate occur in the solution as well as reactions containing
organic species. Even reactions with transition metals take place in the droplets, but they
will not be considered in this study. A complete list of the considered Redox reactions can
be found in Appendix C.
1.2.2.3 Additional types of reactions
Heterogeneous reactions on the surface of droplets are also of importance. The best
understood important example is the conversion of gaseous N2O5 on the droplet surface
into nitrate, that is dissolved in the droplet according to:
N2O5 ↓ +H2O→ 2 H+ + 2 NO−3 . (1.12)
Additionally, photolysis reactions can occur in the liquid phase. Due to the multiple
scattering and reflection of photons it is assumed that the effective photolysis rates are
higher than the equivalent rate would be in the gas phase. Therefore, as commonly done
in aqueous phase chemistry models (e.g., von Glasow et al., 2002b), photolysis rates are
multiplied by a factor according to the work of Ruggaber et al. (1997).
1.2.3 Aerosol scavenging
The scavenging of aerosol particles can usually be divided into two parts: the activation
of soluble aerosol particles and their subsequent growth to cloud droplets, which is known
as ’Nucleation Scavenging’ (NS) and the incorporation of soluble and insoluble aerosol
particles in falling precipitation, known as ’Impaction Scavenging’ (IS). Both processes
will be explained in detail in Section 6.2.2.
1.3 Thesis structure
This thesis is divided into two parts. The first one deals with convection and its parame-
terisations in global models, and the second one with scavenging, aqueous phase chemistry
and wet deposition. Both topics are closely linked, since deep convection is usually char-
acterised by strong precipitation events.
The scavenging is dependent on the precipitation distribution. In contrast to a box or
column model in which the precipitation can be used as a prescribed input value, in global
model studies of scavenging and aqueous phase chemsitry an accurate description of the
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rainfall patterns is a requirement. Since some weaknesses in the precipitation distribu-
tion of the general circulation model ECHAM5 (Roeckner et al., 2003, 2004) have been
analysed in a previous study (Hagemann et al., 2006), a replacement of the convection
parameterisation, responsible for a part of the precipitation formation, is an attempt to
either improve the rainfall distribution or at least to systematically determine the uncer-
tainties originating from this process. Since generally the use of parameterisations implies
several simplifications, the impact of these can be analysed.
Several other processes in global atmospheric chemistry modelling are linked to the results
from the convection parameterisations.
1. The convective clouds are characterised by strong upward motion, resulting in an
effective transport mechanism in the troposphere. The strength of this transport is
difficult to determine absolutely. However, applying several convection parameteri-
sations uncertainties in the transport processes can be addressed directly. Since the
convective mass fluxes are not accessible by observations, the transport of tracers,
e.g., 222Rn, provides a good possibility for the analysis.
2. The parameterisation of lightning activity is essential for the NOx modelling, because
it causes in situ production of NO in the upper troposphere due to the high temper-
ature of the flashes. However, the flashes cannot be resolved explicitely. Therefore
the frequency is calculated either from the convective cloud top height, the updraft
velocity or the convective precipitation formation.
3. The nucleation and impaction scavenging of trace species are highly dependent on the
available convective cloud and precipitation water. This affects not only the mixing
ratios of the compounds themselves, but also the vertical transport, especially for
soluble compounds.
This thesis is structured as follows: Chapter 2 briefly describes the Atmospheric Chem-
istry General circulation Model (AC-GCM) ECHAM5/MESSy applied. In Chapter 3 the
issue of convection parameterisations is analysed and the results of several simulations
with alternative convection schemes are presented. The transport of trace gases is ad-
dressed in Chapter 4. Simulations of global lightning distributions are briefly analysed
in Chapter 5, taking into account the uncertainties arising from the convection parame-
terisations. The main focus of Chapter 6 is on scavenging, aqueous phase chemistry and
wet deposition, divided into three parts. First, a description of the newly developed com-
prehensive scavenging scheme (see Section 6.2 and Tost et al. (2006)) is given, followed
by an application of this scheme under idealised atmospheric conditions (Section 6.3) and
an application of this scheme under realistic atmospheric conditions (Section 6.4). Final
remarks, conclusions and an outlook are presented in Chapter 7.
Chapter 2
Model description
2.1 ECHAM5
The General Circulation Model (GCM) ECHAM, developed at the Max Planck Institute
for Meteorology (MPI-MET) in Hamburg, Germany, is originally based on the weather
predicition model of the European Centre for Medium-range Weather Forecasts (ECMWF)
in Reading, United Kingdom. The modifications implemented at the MPI-MET aim at
the transformation into a climate model. The version 5.3.01 of this model (further denoted
as ECHAM5 (Roeckner et al., 2003)) is used and extended at the Max Planck Institute for
Chemistry (MPI-C) in Mainz, Germany. The climate model simulates the dynamics and
thermodynamics of the atmosphere. At the MPI-C ECHAM5 has been combined with
the Modular Earth Submodel System (MESSy) (Jo¨ckel et al., 2005). MESSy mainly deals
with either questions of atmospheric chemistry or extend the ECHAM5 model, both by
coupling of the chemical processes to the dynamics or extending the model physics with
respect to aspects that are relevant for investigations of atmospheric chemistry.
Simulations with ECHAM5 can be performed in several resolutions. As the dynamical core
calculations are performed in spectral space, the resolution is defined by the triangular
truncation of the waves. The coarsest applicable resolution is T21 (T for the triangular
truncation) which corresponds to a grid box size of about 5.6 x 5.6 degrees. Technically,
every truncation is possible, but only some designated are used. These range from T21 to
T159. Higher resolutions are possible, but rarely used for application in a climate model.
The vertical coordinate is a hybrid pressure grid, which uses terrain-following levels close
approximated approximated
Resolution Number of Boxes Box Width Box Width Time Step
lon x lat ◦ x ◦ km s
T21 L19 64 x 32 5.6 x 5.6 621 2400
T31 L31 96 x 48 4.2 x 4.2 467 1800
T42 L31 128 x 64 2.8 x 2.8 311 1200
T63 L31 192 x 96 2.1 x 2.1 233 720
T85 L31 256 x 128 1.4 x 1.4 156 480
T106 L31 320 x 160 1.1 x 1.1 122 360
T159 L31 480 x 240 0.7 x 0.7 81 180
Table 2.1: The standard resolutions of the ECHAM5 model for tropospheric studies.
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to the surface, and constant pressure levels for the upper troposphere and stratosphere.
Standard vertical resolutions cover 19, 31 or 60 levels for tropospheric model simulations
up to a height of 10 hPa. Additionally, a middle atmosphere mode of ECHAM5 (MA-
ECHAM5) is selectable with 39 or 90 layers reaching up to 0.01 hPa. The time step length
for the model simulations is dependent on the horizontal and vertical resolution to fulfill
the Courant-Friedrich-Levi criterion and can be seen from Table 2.1 for the tropospheric
resolutions.
For numerical reasons a semi-implicit time integration scheme with two time levels, the
so-called ’leapfrog scheme’, is applied. Prognostic variables calculated with the set of
primitive equations for a moist atmosphere are temperature, divergence and vorticity, the
logarithm of the surface pressure, and water vapour, cloud water and cloud ice. Advection
is performed with a semi-lagrangian flux form scheme (Lin and Rood, 1996), but other
advection algorithms are additionally available in the ECHAM5 model. This advection
algorithm has the advantage of being mass conserving by definition, but the application
on the ECHAM5 vertical grid may cause small errors as described by Jo¨ckel et al. (2001).
The microphysical and moist processes of large scale condensation and convection of the
ECHAM5 model will be explained later in detail because they are of special importance
within this work and also part of MESSy submodels.
More detailed information about the ECHAM5 model can be found in Roeckner et al.
(2003) and on the ECHAM5 website of the MPI-MET1.
2.2 MESSy
2.2.1 Overview
The Modular Earth Submodel System (MESSy), developed at the MPI-C, with contri-
butions from the Deutsches Zentrum fu¨r Luft und Raumfahrt (DLR), has been described
in detail by Jo¨ckel et al. (2005). The fundamental idea is to build up a comprehensive
Earth System Model in a highly structured, modularised way. With the same structure
many different scientific tasks within the Earth system can be adressed. The currently im-
plemented processes focus mainly on the atmosphere, comprising emissions, atmospheric
chemistry, transport mechanisms and diagnostic tools. MESSy is generally structured into
four layers: the base model layer (BML), consisting of the base model, which is currently
the GCM ECHAM5. The second layer is the base model interface layer (BMIL), which
includes the central management interface of the MESSy submodels and the data inter-
face that collects the required data for each of the individual submodels and allows the
exchange of data within the submodels. Additionally, the data import interface is part of
this layer. The submodels are included in the third and the fourth layer: the submodel
interface layer (SMIL) and the submodel core layer (SMCL). The SMIL comprises the
internal procedure for the submodels, e.g., the call of individual routines contained within
a submodel, and the internal data handling for each individual submodels, e.g., unit trans-
formations. In addition to this the communication via the BMIL is coordinated for each
submodel individually within the SMIL module of the respective submodel. The fourth
layer, the SMCL, contains the main calculations of each submodel independently of the
the layers above, e.g., they can be applied for a box model as well as for a GCM as a
base model. The data transfer, i.e., the results of the SMCL routines, is only allowed via
the submodel interface and from there the results can be accessed via the MESSy data
1http://www.mpinet.mpg.de/en/extra/models/echam/echam5.php
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interface.
The present MESSy version 1.1. was released in January 2006. The system is currently
undergoing an extensive evaluation process (Jo¨ckel et al., 2006). The model studies in this
work are performed with an extended version of the evaluation version ECHAM5/MESSy
1.1.
Table 2.2: List of MESSy submodels currently available in MESSy-version 1.1. Submodels
used in this study are in bold face. People responsible for the respective submodels are
from MPI-C, contributions of other institutes are listed in footnotes.
Submodel Name Function Responsible
AIRSEA air-sea exchange over oceans A. Pozzer
CLOUDa CLOUD model H. Tost
CONVECTb CONVECTion model H. Tost
CVTRANS new ConVective tracer TRANSport H. Tost
DRADON 222Rn (diagnostics) P. Jo¨ckel
DRYDEP DRY DEPosition of gases and aerosols A. Kerkweg
EMDEP EMissions and DEPosition L. Ganzefeld
H2O stratospheric H2O and feedback C. Bru¨hl
HETCHEM HETerogeneous CHEMistry (reaction rates) B. Steil
JVAL calculates J-VALues R. Sander
LNOX Lightning NOx P. Jo¨ckel
M7c Modal aerosol model A. Kerkweg
MECCA calculation of gas phase chemistry R. Sander
MECCA-MBL calculation of aerosol phase chemistry A. Kerkweg
OFFLEM OFFLine EMissions P. Jo¨ckel
ONLEM ONLine EMissions (gas and aerosol) A. Kerkweg
PHOTO calculation of PHOTOlysis rate coefficients C. Bru¨hl
PSC Polar Stratospheric Clouds J. Buchholz
PTRAC Passive TRACer (diagnostics) P. Jo¨ckel
QBOd ‘Quasi Biannual Oszillation’ nudging P. Jo¨ckel
SCAV SCAVenging and wet deposition of gases and
aerosols
H.Tost
SEDI SEDImentation of aerosols A. Kerkweg
TNUDGE Tracer NUDG(E)ing P. Jo¨ckel
TROPOP diagnostic of TROPOPause and boundary layer
height
P. Jo¨ckel
athe original routines have been part of ECHAM5
bsome of the routines have originally been part of ECHAM5
coriginal box model from Vignati et al. (2004), see section 2.2.2.5
doriginal code from MPI-MET
In Table 2.2 an overview of the available submodels is presented. For the present work
not all of them were required and used. Therefore only the used submodels (bold in the
table) will be explained in detail in the next section.
As a major part of this thesis four new submodels were developed, either by the devel-
opment and implementation of a new process description, or by modifying existing code.
These are the submodels CLOUD, CONVECT, CVTRANS and SCAV.
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CLOUD covers the calculation of the large-scale microphysical properties and cloud cover
(see Section 2.2.2.8).
CONVECT, as described in Section 3.2, deals with the topic of convection and the imple-
mentation of several convection parameterisation schemes.
CVTRANS addresses the transport of trace species within the convective clouds and is
described in Section 4.2.
SCAV, explained in detail in Tost et al. (2006) and Section 6.2, contains a parameterisation
of scavenging and wet deposition of trace gases and aerosols in clouds and precipitation.
Additionally, cloud and precipitation chemistry can be calculated.
Currently, MESSy is connected to ECHAM5, which is further denoted as ECHAM5/MESSy.
More information can be found on the MESSy website2 and in the literature (Jo¨ckel et al.,
2005).
2.2.2 MESSy - Submodels
2.2.2.1 MECCA - The Gas Phase Chemistry Submodel
The gas phase chemistry in MESSy is calculated with MECCA (Module Efficiently Calcu-
lating the Chemistry of the Atmosphere). It has been developed by Sander et al. (2005).
The basic entity of this submodel is a box, and the implementation in a three dimensional
global model is straightforward.
MECCA consists of a coupled set of differential equations automatically coded and solved
by the Kinetic PreProcessor (KPP) (Damian et al., 2002). The species and reactions
to be considered have to be selected before the simulation. The user can choose from
a wide range of chemical compounds and their reactions. All of these are selectable
from an equation set that describes stratospheric chemistry following Steil et al. (1998)
(ECHAM4/CHEM), and tropospheric chemistry including Non-Methane HydroCarbon
(NMHC) species following von Kuhlmann et al. (2003). Additionally, sulphur and halogen
chemistry from von Glasow et al. (2002b) is included. Kerkweg (2005) added the option
to calculate liquid phase aerosol chemistry on a prognostic aerosol distribution, but this
is not used in this work. The reactions to be considered for a specific model simulation
are selected from the comprehensive chemical equation set with an automated shell-script.
Therefore the MECCA submodel can be applied to a wide range of tasks in the field of
atmospheric chemistry.
Each chemical reaction requires a rate coefficient that can be dependent on meteorological
and chemical parameters, e.g., temperature, pressure, concentration of a species X. All
required values are collected and the rate coefficients are calculated before the chemical
integration.
Photolysis reactions require the photolysis rate for the individual species that have to be
imported from another submodel which calculates these rates (currently JVAL or PHOTO,
see Section 2.2.2.3).
Simplified heterogeneous chemistry on aerosol surfaces can be considered in addition. The
reaction coefficients for those reactions are calculated in the HETCHEM module which
uses very simplified assumptions for describing the aerosol properties. This approach is
less detailed than the aerosol chemistry of Kerkweg (2005) for the sake of higher compu-
tational efficiency.
The chemical integration is performed within the KPP generated code. It requires a nu-
2http://www.messy-interface.org
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merically stable integration method. Tests by Sandu et al. (1997a,b) have shown that
Rosenbrock solvers are suited best for this task. Since the same integration method is
used in the SCAVenging submodel, this will be explained in detail in Section 6.2.
More details about the MECCA submodel can be found in Sander et al. (2005), the elec-
tronic supplement therein, or on the MECCA website3. A list of the chemical gas phase
reactions used in this work can be found in Appendix D.
2.2.2.2 Radiation
The radiation routines of ECHAM5 have been adapted and slightly modified in the sub-
model RAD4ALL (B. Steil, unpublished, see also the MESSy-website4). The original code
is as well selectable as an interactive coupling to trace gases (instead of climatological
values). The processes and parameterisations of the original code are described in the
ECHAM5 documentation (Roeckner et al., 2003).
2.2.2.3 Photolysis
As mentioned above the photolysis rates for the chemical integration scheme have to be
provided by an external module. In this work the submodel JVAL is used for this purpose.
Its core routines are based on the work of Landgraf and Crutzen (1998). Using a spectral
approach the photolysis rate coefficient JX of the species X can be determined by the
following integral:
JX =
∫
I
σX(λw)ΦX(λw)F (λw)dλw. (2.1)
In this equation, F (λw) is the actinic flux, λw the wavelength, σX(λw) the absorption cross
section for the species X and ΦX(λw) the quantum yield. For computational purposes the
photochemical active spectral interval, i.e., 178.6 nm < λw < 752.5 nm, is subdivided into
eight spectral bands. This selection of bands is based upon the simplificating assumption
that each of those bands can be calculated individually. With this approach, Equation 2.1
can be written for each band i:
Ji,X =
∫
Ii
σX(λw)ΦX(λw)F (λw)dλw. (2.2)
Since the photolysis rate is dependent on absorption and scattering, this has to be con-
sidered, too. Except for the Schumann-Runge-Band (178.6 nm < λw < 202.0 nm) this
effect is taken into acount by modifying the actinic flux for a purely absorbing atmosphere
F a(λw,i) at an adequate fixed wavelength for each of the bands with a factor δi to get the
actual actinic flux F (λw,i):
F a(λw,i) = δi · F (λw,i). (2.3)
With this assumption the total photolysis rate of a species can be approximated by the
following equation:
JX = Ja1,X +
8∑
i=2
Jai,X · δi. (2.4)
A great advantage of this technique is that the J-values for the purely absorbing atmo-
sphere Jai,X can be precalculated, and only the factor δi has to be determined during the
3http://www.mpch-mainz.mpg.de/~sander/messy/mecca/
4http://www.messy-interface.org
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integration depending on the meteorological conditions in the particular grid box of the
model atmosphere. This is done by radiative transfer modelling, considering absorption
and scattering by gas molecules, particles, cloud droplets and the earth’s surface. A more
detailed description can be found in the original work of Landgraf and Crutzen (1998).
2.2.2.4 Emissions
Emissions in MESSy are treated by the four submodels OFFLEM, ONLEM, LNOX and
TNUDGE. A distinction is made between emissions from precompiled emission inventories,
that are independent of the actual model state of the atmosphere, and those emissions, that
do depend on actual meteorological conditions. The first are treated with the OFFLEM
submodel, the latter with the ONLEM submodel. TNUDGE comprises pseudo-emissions
of long lived species. Instead of an emission flux, a mixing ratio is provided as an external
source. The tracer mixing ratio is relaxed towards this prescribed value, resulting in a
pseudo-emission. Detailed descriptions of those three submodels can be found in Kerkweg
et al. (2006) and on the MESSy website5. NOx emissions from lightning are calculated
separately in the additional submodel LNOX.
The OFFLEM submodel provides multi-dimensional fields, e.g. an emission flux or a mix-
ing ratio field in the required model resolution. For that purpose the NCREGRID tool
(Jo¨ckel, 2006) is applied. An emission flux can be applied directly by adding a tendency
to the tracer’s mixing ratio in the respective grid box, or by converting it into a lower
boundary condition which is processed by the calculations for boundary layer meteorology
and vertical diffusion.
Offline emissions are used for CO, HCHO, HCOOH, CH3OH, higher hydrocarbons (i.e.,
C2H4, C2H6, C3H6, C3H8, C4H10, CH3CHO, CH3COOH, CH3COCH3, CH3COC2H5),
SO2, NH3 and anthropogenic NOx.
Most of the data is taken from the EDGAR-database6 (version 3.2 FASTTRACK 2000).
The emissions from biomass burning are also from the EDGAR - database and already
included in the trace gase specific emission fluxes.
NH3 emission data are fom the GEIA inventory emission set7 according to Bouwman et al.
(1997).
Additionally, NOx emissions from aircraft based on Schmitt and Brunner (1997) are ap-
plied.
The NOx is distributed to NO and NO2, dependent on a selection in the OFFLEM namelist
(see manual of Kerkweg et al. (2006)).
The ONLEM submodel calculates those emissions that are dependent on the meteorolog-
ical parameters. In this work those are:
 the emission of Dimethylsulphide (DMS), depending on the DMS seawater concen-
tration (a climatological distribution is provided by OFFLEM) and the windspeed
(Liss and Merlivat, 1986),
 the emission of biogenic produced NO in the soil, depending on soil parameters,
radiation, precipitation, etc. (Ganzeveld et al., 2002a,b),
5http://www.messy-interface.org
6http://www.arch.rivm.nl/env/int/coredata/edgar/
7http://www.geiacenter.org
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 the emission of isoprene, also depending on soil properties, radiation, precipitation,
etc. (Ganzeveld et al., 2002a,b),
 aerosol emission of sea-salt, depending on the windspeed (Monahan, 1986; Guelle
et al., 2001),
 aerosol emission of dust, depending on the windspeed and soil properties (Balkanski
et al., 2004).
Additionally, pseudo-emissions are calculated from prescribed boundary conditions with
the submodel TNUDGE. This is applied for the methane (CH4), the chlorofluorocarbons
(CFCs), N2O and H2. However, the latter compounds are mainly important in strato-
spheric chemistry, and are not analysed in detail within this thesis work.
The LNOX submodel calculates the emission of NOx during lightning activity based on
the calculated flash frequency. Two paraterisations following different approaches are im-
plemented.
One applies an empirically determined relationship between observed flashes and con-
vective cloud top height with different parameters over land and sea, comprehensively
described in Price et al. (1997). The other uses a relation between the updraft strength
within the convective clouds to determine the flash frequency (Grewe et al., 2001).
Both approaches distinguish between intra-cloud (IC) and cloud-to-ground (CG) flashes.
Since there are large uncertainties in the amount of nitrogen atoms produced in a light-
ning strike, this parameter can be adjusted in the LNOX namelist to adjust the calculated
amount of NOx source from lighting within the expected range of 2 to 10 Tg N/yr.
Vertically, the lightning emissions are distributed following a C-shape profile proposed
by Pickering et al. (1998). This approach is desirable because of the process splitting
in ECHAM5/MESSy: the convection and the convective tracer transport tendencies are
calculated earlier, so that without the C-shape approach a wrong vertical emission profile
is predicted due to neglect of the influence of convection.
2.2.2.5 Aerosol Microphysics - M7
A submodel for calculation of aerosol microphysical processes is M7. This is originally
a box model developed at the Joint Research Center of the European Comission (JRC)
in Ispra, Italy (Wilson et al., 2001; Vignati et al., 2004), and has been implemented into
MESSy by Kerkweg (2005). This submodel distributes the atmospheric aerosol particles
into seven lognormal modes: four soluble and three insoluble modes. For each mode
independently the mass and number density are determined prognostically, as well as the
mean dry and ambient radius. The standard deviations of the radius distributions are
constant (σ = 2.0 for the coarse mode and σ = 1.69 for the other modes). The four
soluble modes include the nucleation mode (r < 5 nm), the Aitken mode (5 nm < r <
50 nm), the accumulation mode (50 nm < r < 500 nm) and the coarse mode (r > 500
nm). The nucleation mode consists of sulphate aerosol only and therefore the particles
are completely soluble. The other modes contain sulphate, organic and black carbon, dust
and seasalt, the latter two only in the two larger modes. In the insoluble modes there is
organic and black carbon in the Aitken mode and dust in the accumulation and coarse
mode.
M7 calculates the nucleation of sulphate particles in the nucleation mode. The mechanism
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for this process can be found in Vehmaka¨ki et al. (2002). Additionally, the condensation
of sulfuric acid H2SO4 on all modes is considered. This can result in a growth of the
mean radius as well as a transfer from an insoluble to a soluble mode. The coagulation of
aerosol particles of different and the same sizes is possible. The resulting aerosol particle
is of the same size for equal sized coagulation partners or of the size of the larger one in
other cases. If a soluble and an insoluble aerosol particle coagulate the resulting particle
is soluble. Since the particle radius can increase, the aerosol particles can shift from one
mode to the other, which maintains the lognormal modal structure.
More details about this submodel can be found in the work of Wilson et al. (2001) and
Vignati et al. (2004). Additionally, the M7 module is implemented into ECHAM5 in a
different way by Stier et al. (2005) at the MPI-MET.
2.2.2.6 Sedimentation
The sedimentation of aerosol particles is treated by the submodel SEDI. It is based on
the theory of aerosol sedimentation presented in Pruppacher and Klett (2000) and was
developed by Kerkweg (2005). It determines the terminal velocity vt of aerosol particles
of a given size by:
vt = vStokes · fSlinn · fCun (2.5)
with
vstokes =
2
9
r(k)2
g
η
(ρaero(k)− ρair) (2.6)
fCun = 1 + 1.257
λ
r(k)
+ 0.4
λ
r(k)
exp
(
−1.1
/
λ
r(k)
)
(2.7)
fSlinn =
{
1 for bins
σ(k)2 lnσ(k) for lognormal modes .
(2.8)
In this set of equations k represents the aerosol mode, r(k) the ambient aerosol radius
of the individual modes, σ(k) the standard deviation of the aerosol radius distribution
and ρaero(k) the aerosol density; η denotes the viscosity of air, λ the mean free path of
air molecules and g the graviational acceleration. The Cunningham-slip-flow correction
FCun is applied to take into account that the aerosol particles may be non-spherical and
therefore their aerodynamic behaviour deviates from ideal spheres. For the lognormal
aerosol distribution the Slinn factor (Slinn and Slinn, 1980) is applied to consider the
difference between the mean settling velocity and the settling velocity of a particle with
the mean radius.
2.2.2.7 Dry Deposition
The process of dry deposition, i.e., the loss of gas molecules and aerosol particles from the
atmosphere onto the earth’s surface by turbulent transfer and uptake processes in absence
of precipitation or clouds is calculated with the submodel DRYDEP. This sink process in
the surface layer is implemented following Ganzeveld and Lelieveld (1995) for gas phase
species and Stier et al. (2005) for aerosol tracers.
Gas Phase species
Dry deposition of trace gases is applied according to the ’Big-Leaf Approach’ following
Ganzeveld et al. (1998). The submodel calculates a dry deposition velocity for specific
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gases, namely O3, NO, NO2, HNO3 and SO2. This velocity for the species X is determined
using a multi-resistance approach:
vd(X) =
1
Raero +Rqbr(X) +Rsurf
(2.9)
Raero represents the physical state of the atmosphere, i.e., the atmospheric resistance tak-
ing into account atmospheric stability, roughness length, friction velocity and additional
parameters determined from the boundary layer meteorology calculations. Rsurf denotes
the chemical, physical and biological properties of the surface to allow an uptake of a
gas molecule. It has to be determined individually for different surface classes: a) wa-
ter (with distinction between sea-ice cover and open water) and land (with distinction
between snow/ice covered, water in the wet skin reservoir, bare soil, and vegetation. De-
tailed information can be found in the literature (e.g., Ganzeveld and Lelieveld, 1995, and
references therein). Rqbr(X) considers the molecular diffusion of a species X and is mostly
much smaller than the other two resistances and therefore often neglected.
With this dry deposition velocity for a specific species X (vd(X)) a deposition flux Fdrydep
can be determined by multiplying the velocity with the surface layer concentation of this
species cg(X):
Fdrydep = cg(X) · vd(X). (2.10)
For other trace gases the dry deposition velocity and the uptake resistance are interpolated
according to their solubility and reactivity compared to SO2 and O3.
Aerosol particles
Dry deposition of aerosol particles is also applied following the ’Big-Leaf Approach’. The
implementation is based on the work of Stier et al. (2005). This is only suitable for aerosol
distributions with lognormal modes. The deposition velocity is calculated accounting for
six different surface types, the mean ambient aerosol radius, the standard deviation of the
corresponding radius distribution, and the meteorological parameters.
2.2.2.8 Cloud microphysics
The cloud processes associated with large-scale upshift are treated in the CLOUD sub-
model, developed as a part of this thesis, and it integrates a number of routines available in
ECHAM5. This submodel provides an interface for selectable cloud microphysical schemes.
It calculates the cloud droplet number concentrations, the large-scale cloud cover, conden-
sation, and precipitation formation and evaporation. Water vapour, cloud water and cloud
ice are prognostic variables in the ECHAM5 model and their changes due to the processes
mentioned above result in a tendency that is applied in the ECHAM5 integration scheme.
At present only the original cloud and cloud cover calculating parametrisations from the
ECHAM5 model are implemented. These are described in detail by Roeckner et al. (2003),
based on work by Lohmann and Roeckner (1996). The prognostic cloud cover scheme is
derived from Tompkins (2002).
The scheme provides the liquid/ice water content and the precipitation formation and
evaporation rates, precipitation flux from each model level and cloud cover, which are all
required for the scavenging scheme. Currently, the cloud droplet number concentration is
constant and independent of the aerosol distribution, being the default in ECHAM5.
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2.2.2.9 Radon
The submodel DRADON, developed by P. Jo¨ckel (unpublished), describes the source
and decay of radioactive Radon 222Rn. This trace species is emitted over land surfaces
according to the emission inventory of Schery and Wasiolek (1998), or with a constant flux
selectable in the namelist, e.g., a flux of 1 atom/(cm2 s) as applied in several other model
studies (e.g., Jacob and Prather, 1990; Jacob et al., 1997). Since its sources and the decay
as the only sink are relatively well known and it is not chemically reactive, the tracer
222Rn is well suited for studying transport processes in the atmosphere (e.g., Jacob and
Prather, 1990). The decay of 222Rn can be calculated either as a first order loss process
or, as applied in this work (Section 6.3), as the complete decay chain to lead 210Pb. For
the mathematical description of this decay chain the general Bateman (1910) solution of
a radioactive decay chain is applied (Pressyanov, 2002).
2.2.2.10 Data Assimilation
A simplified type of data assimilation of the meteorological quantities, i.e., the tempera-
ture, surface pressure, vorticity and divergence is possible. Its aim is to push the model
towards an observed state. For that purpose this data can be introduced from an external
source, e.g., ECMWF analysis or reanalysis data (ERA15, ERA40). The assimilation of
these quantities is performed by adding an additional tendency ∂X/∂t to the respective
variables, which is the difference of the (re-)analysed to the modelled value Xanaly − X
and a certain relaxation coefficient G(X), that includes the relaxation time.(
∂X
∂t
)
nudge
= G(X) · [Xanaly −X] (2.11)
This so-called ’nudging’ can be applied in various strength for each model layer, depending
on the relaxation coefficients. More of the method can be found in Jeuken et al. (1996).
Its application and implementation are described in more detail in van Aalst (2005) and
Buchholz (2005).
However, in such a nudged simulation the model physics are disturbed by this additional
tendencies, that might lead into instabilities or discrepancies compared to simulations
without nudging (Hagemann et al., 2002; Bengtsson et al., 2004).
Chapter 3
Convection
3.1 Overview
As mentioned in the introduction, convection plays a key role in atmospheric thermody-
namics with strong feedbacks on the general circulation. A major problem is its description
in a large-scale model, e.g., a general circulation model (GCM). In such a model, as can be
seen from Chapter 2.1, the grid box size is much larger than the single convective clouds.
Therefore a parametrisation, i.e., an approximate description of the small scale process
influenced by and feeding back on the grid-scale variables, is required. The problem be-
comes even worse when the microphysical effects in those convective clouds are considered,
which then comprises processes of a length-scale of several orders of magnitude from the
µm size of cloud droplets to the 400 km size of the model grid box.
A second aspect of the problematic description of convection is that in contrast to the
commonly used approach of individual convective cells, these are often connected and or-
ganised into mesoscale convective systems (Houze, jr., 2004). Although a comprehensive
solution for this aspect is still not found, Donner et al. (2001) and Yano et al. (2004) try
to overcome it by modifying the mass flux approach with an additional term describing
the influence of mesoscale effects.
Over the last fifty years different parameterisations have been tested, but the perfect
solution for the problem has not yet been found (Randall et al., 2003). Especially in
numerical weather prediction (NWP) models, but also in climate models it is crucial to
achieve realistic precipitation from the convective clouds as well as water vapour transport
into the upper troposphere. For coupled chemistry climate models (CCMs) the require-
ments are even stronger because the convection is linked to vertical tracer redistribution,
scavenging, cloud and radiation properties and other physical processes, e.g., lightning ac-
tivity. A comprehensive overview of the development of convection theories can be found
in Arakawa (2004) and will be reviewed only shortly in this thesis.
The first convection parameterisations have been based on the concept of ’moist adiabatic
adjustment’ (e.g., Manabe et al., 1965). Parameterisations of that type try to adjust the
atmosphere’s unstable temperature profile to a neutral or almost neutral stratification by
changing the temperature and water vapour, but nowadays they are rarely used, though
sometimes in combination with other convection schemes.
The principles of ’mass-flux schemes’, first proposed by Arakawa and Schubert (1974),
which explicitely treat the vertical mass transport due to convective overturning, is the
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theoretical basis of several contemporary convection parameterisations. Large differences
occur in the closure assumptions of these schemes, required to achieve an applicable algo-
rithm for a computer model. The closure assumptions of the parameterisations used here
will be explained in detail in the relevant descriptions (see Chapter 3.2). Arakawa (2004)
tries to classify these schemes according to their closure asumptions, but some schemes
cannot be unambigiously categorised. These categories are:
 Diagnostic closure schemes based on large-scale moisture or mass convergence, or
vertical advection of moisture (e.g., Kuo (1974), Tiedtke (1989))
 Diagnostic closure schemes based on quasi-equilibrium (e.g., original Arakawa and
Schubert (1974), Donner et al. (2001))
 (Virtually) instantaneous adjustment schemes (e.g., modified Arakawa and Schubert
(1974), modified Manabe et al. (1965))
 Relaxed and/or triggered adjustment schemes (e.g., Hack (1994), Zhang and McFar-
lane (1995), Bechtold et al. (2001))
 Prognostic closure schemes with explicit formulations of transient processes (e.g.,
Emanuel and Zivkovic-Rothman (1999))
 Stochastic closure schemes (e.g., Lin and Neelin (2000, 2002, 2003)).
Most of these schemes can show reasonable agreement with observations with respect to
temperature profiles in GCMs and to a somewhat lesser extent also moisture sinks and
humidity profiles, but fail in the treatment of the mesoscale processes associated with deep
convection (Donner et al., 2001). According to Donner et al. (2001) the agreements with
observations might originate from some compensating errors, e.g., neglecting the proper
description of cloud microphysics or radiative effects in convective clouds. Instead of an
ensemble of mass fluxes as assumed by Arakawa and Schubert (1974), Donner et al. (2001)
describe a spectrum of clouds in their approach.
The alternative, a cloud resolving model (CRM) with a resolution of about 1 km, to
compute the properties of convective clouds performs quite well, but these models are
computationally expensive and therefore they are mostly not applicable on a global scale,
especially not on the timescales of a climate model. Consequently, a convection parame-
terisation is still required at present and also in the near future.
Krishnamurti and Sanjay (2003) propose a new approach by using a superensemble, i.e.,
they use a set of six convection parameterisations that are non-uniformly weighted, depen-
dent on the location of the convective grid column. These weights are calculated with a
’training set’ of 85 model simulations. This weighted superensemble achieves good forecast
skill rankings according to Krishnamurti and Sanjay (2003). However, this scheme has the
disadvantage that it was trained on model output. For NWPs, which simulate the real
atmosphere at present conditions, this is acceptable, but for climate models, calculating
future scenarios with unknown meteorological conditions there is no evidence that those
weights remain acceptable under future conditions.
Grell and Deeveny (2002) propose a combination of ensemble and data assimilation tech-
niques, but since there is no data for future calculations available this also does not seem
to be a solution for the problem.
Naveau and Moncrieff (2003) address the description of the convective mass flux by a
probabilistic approach, based on extreme-value theory. They use the vertical velocity as
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a key parameter. Since this is a prognostic variable only in non-hydrostatic models, the
application in a GCM is not appropriate at the present.
A completely different approach is proposed by Nober and Graf (2005). Instead of develop-
ing a parameterisation based on observations, they use a theoretical concept: an ensemble
of clouds is treated from the view of self-organisation. This is done by calculating cloud
properties, followed by applying interactions on the basis of population dynamics. The au-
thors show that their approach works without much tuning in the climate model ECHAM5
(Roeckner et al., 2003), but it is not yet tested for long term climate simulations.
Another new approach, the so-called ’superparameterisation’, introduced by Grabowski
and Smolarkiewicz (1999) and Grabowski (2004), makes use of the better process descrip-
tion of convection by CRMs. For this approach, a (simplified, two dimensional) CRM
is used in every grid-box of the global model. This is computationally very expensive,
but might become a future perspective for global climate models (Randall et al., 2003)
with increasing computer power. The application in a chemistry climate model has to be
delayed further into the future, because the chemistry and tracer transport calculations
are usually very expensive and the additional costs of a CRM in such a model do not seem
affordable within the next few years.
In the past convection scheme comparisons have been performed in several studies (e.g.,
Mahowald et al., 1995; Xie et al., 2002). However, mostly the different parameterisation
schemes are implemented in single column models (SCMs), and their results are then
compared to results from cloud resolving models or meteorological observations. Typical
convection simulation experiments are performed, e.g., tropical oceanic convection, or con-
tinental convection in a time frame that is also covered by observations. As a result specific
convection schemes are judged as good performing, but these results must be treated with
care, since the objective result is good performing under the given conditions.
Xie et al. (2002) conclude that some of the large discrepancies of some convection schemes
are associated with the deficiencies in the triggering of convection.
In none of the comparisons mentioned above the influence of convection on the larger
scales is assessed. This can only be done with a larger scale model, specifically a global
model. Only in such a model framework the interaction of the convection scheme with
the large-scale cloud scheme due to the transport of water vapour can be taken into ac-
count. Under certain conditions the large-scale cloud scheme stands in for the convection
parameterisation resulting in modelled precipitation fields that are close to observations.
Mapes et al. (2004) compare several convection parameterisations in a regional model over
a 10-day period. This model is applied in a tropical region covering ocean as well as conti-
nental areas. Even though the outer regions of their model domain are strongly influenced
by the boundary conditions (reanalysis data from ECMWF), the core region is more de-
pendent on the selected convection scheme. Mapes et al. (2004) find large differences in
precipitation and wind divergence, but are not able to define an overall ’best convection
scheme’ for their model domain and simulation period.
A study by Mahowald et al. (1997) investigates, how the two convection schemes of Tiedtke
(1989) and Arakawa and Schubert (1974) behave in the ’offline’ chemistry transport model
(CTM) MATCH (Rasch et al., 1997), driven by different reanalysis data, but the perfor-
mance of the schemes concerning the hydrological cycle is not discussed in detail.
A global study covering a simulation period of 32 months with different convection pa-
rameterisations has been done by Lee et al. (2003). They conclude that the tropical
intra-seasonal oscillations (strong convective activity periods (e.g., Madden and Julian,
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1994, and references therein), stretching from the Indian Ocean to the central Pacific and
the South Pacific Convergence Zone (SPCZ)) are highly dependent on the choice of the
scheme, both for an aqua-planet, on which they perform most of their investigations, as
well as in the real Earth’s atmosphere. Additionally they admit that the ’cumulus para-
materisation remains a key issue for improving GCM simulations of both mean tropical
rainfall and its intraseasonal variability’.
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3.2 Convection Schemes: Model description
As one part of this thesis the submodel CONVECT was developed. MESSy provides an
interface to handle the data transfer required by a convection scheme. In the submodel
Interface Layer (SMIL) the required input parameters for the selected scheme are calcu-
lated and supplied. The submodel currently comprises four different convection schemes
with several additionally selectable characteristics. These schemes are all fully coupled
to the other physical processes of the model, using input parameters from the GCM, and
returning their ouput to the GCM. Therefore, only one scheme can be used at the same
time to give a consistent view of the behaviour of the convection parameterisation in the
global model.
The different schemes are:
 The convection scheme of Tiedtke (1989) with the additions of Nordeng (1994),
which is the default for the ECHAM5 model. Additionally, two different closure
assumptions are selectable: the original closure of Tiedtke (1989) and a so-called
hybrid closure.
 The convection scheme of the ECMWF operational global weather forecast model
(Tompkins et al., 2004) (IFS cycle 29r1b), originally also based on the Tiedtke (1989)-
scheme.
 The convection scheme of Zhang and McFarlane (1995) and Hack (1994), as applied
in the chemistry transport model MATCH (e.g., Rasch et al., 1997; Lawrence et al.,
1999).
 The convection scheme of Bechtold et al. (2001), with only slight modifications.
Figure 3.1: Sketch of the CONVECT submodel
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This is sketched in Figure 3.1. Since none of the schemes is a new development, they will
be explained only shortly referencing to the literature. The main difference between the
schemes will be outlined.
3.2.1 The Tiedtke - Scheme
As mentioned above, this scheme is based on the work of Tiedtke (1989). The standard
scheme of ECHAM5 is developed further by the additions of Nordeng (1994). It contains
most of the assumptions of the original work, but also several updates. First the basic
Tiedtke scheme (also still included in the original ECHAM5 model), is explained, followed
by the additions.
Following the approach of Arakawa and Schubert (1974) the convection is described by an
ensemble of clouds modifying the equations for the large-scale budget of the environmental
dry static energy s¯ (s = cpT + gz) and the specific humidity q¯:
∂s¯
∂t
+ v¯ · ∇s¯+ w¯ ∂s¯
∂z
= −1
ρ
∂
∂z
(
Musu +Mdsd − (Mu +Md)s¯
)
(3.1)
+L(cu − ed − e˜l − e˜p)
−1
ρ
∂
∂z
(ρ¯w′s′)tu + Q¯r
∂q¯
∂t
+ v¯ · ∇q¯ + w¯ ∂q¯
∂z
= −1
ρ
∂
∂z
(
Muqu +Mdqd − (Mu +Md)q¯
)
(3.2)
+(cu − ed − e˜l − e˜p)
−1
ρ
∂
∂z
(ρ¯w′q′)tu
In these equations v¯ denotes the two-dimensional, horizontal windfield, w the vertical wind
velocity, ρ the air density, Mu the upward and Md the downward mass flux, L the latent
heat of condensation. The condensation of water vapor in the updraft is represented by
cu, while the three terms ed, e˜l and e˜p represent the evaporation of detrained water, cloud
water, and precipitation, respectively. The boundary layer turbulence is considered by
−1ρ ∂∂z (ρ¯w′s′)tu and Q¯r denotes the impact of radiation. Barred quantities represent the
environmental state of the atmosphere.
Even though a cloud ensemble is assumed, only bulk values for a steady state are
calculated in the scheme. These are:
∂Mu
∂z
= Eu −Du (3.3)
∂(Musu)
∂z
= Eus¯−Dusu + Lρ¯cu (3.4)
∂Muqu
∂z
= Euq¯ −Duqu − ρ¯cu (3.5)
∂Mul
∂z
= −Dul + ρ¯cu − ρ¯Gp (3.6)
Entrainment Eu and detrainment Du of the updraft consist of a turbulent and an ’organ-
ised’ part. The turbulent part is parameterised with constant values times the mass flux.
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The liquid water l has the precipitation formation Gp as an additional loss term. For the
downdrafts Md the equations 3.3 to 3.5 can be formulated analogously:
∂Md
∂z
= Ed −Dd (3.7)
∂(Mdsd)
∂z
= Eds¯−Ddsd + Lρ¯ed (3.8)
∂Mdqd
∂z
= Edq¯ −Ddqd − ρ¯ed (3.9)
Entrainment Ed and detrainment Dd in the downdrafts are assumed with a constant value
times the mass flux.
The Tiedtke-scheme differentiates between three types of convection:
1. penetrative or deep convection, i.e., convection, mostly triggered in the boundary
layer by convergent flow, reaching several kilometers in altitude,
2. shallow convection, mostly triggered by subcloud layer turbulence,
3. midlevel convection, i.e., convection with its origin at higher altitudes, e.g., frontal
convection in extratropical cyclones.
The organised entrainment and detrainment for all three respective types are parame-
terised differently:
1. The entrainment is proportional to large-scale moisture convergence.
2. 70 % of the updraft air mass is detrained in the cloud top layer, the rest in the layer
above.
3. Here, the same assumptions are made as for penetrative convection, the cloud base
mass flux is determined by the large-scale flow.
This formulation of the entrainment rate contains the required closure assumptions, i.e.,
the convection of the Tiedtke-scheme is highly dependent on large-scale moisture conver-
gence.
The precipitation formation Gp is parameterised in a very simplified way from the amount
of cloud water:
Gp = K(z)l, with : (3.10)
K(z) =
{
0, if z < Zb + 1500 m
2.0 · 10−3 if z > Zb + 1500 m. (3.11)
This leads to a total precipitation of
P (z) =
cloud top∫
z
(Gp − ed − e˜p)ρ¯dz, (3.12)
with ed the detrained precipitation and e˜p the evaporation of precipitation in subcloud
layers.
The convection scheme is triggered by determining the temperature of an air parcel and
comparing it with the environmental temperature in the LFC. If it is warmer by 0.5 K,
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i.e., bouyant to the surrounding air, the convection scheme is activated.
The additions of Nordeng (1994) contain a new treatment of organised entrainment and
detrainment for penetrative convection, as well as a new closure assumption based on
CAPE and a relaxation time. Additionally, the vertical transport of momentum is imple-
mented, assuming a similar behaviour compared to moisture.
The organised entrainment is now defined by the bouyancy b, vertical velocity w0, air
density ρ and the mass flux M :
Eorg =
{
b
2(w20 +
z∫
0
b dz)
+
1
ρ¯
∂ρ¯
∂z
}
·M, (3.13)
with w0 = 1 m/s and b = g/T¯ (Tv − T¯ ) − gl. Organised detrainment can be calculated
from the fractional cloud cover σcv and the mass flux:
Dorg = −M
σcv
∂σcv
∂z
. (3.14)
The cloud cover is estimated from the levels where detrainment starts and the cloud top
by:
σcv = σcv,0 cos
(
pi
2
z − zd
zt − zd
)
. (3.15)
Additionally the closure assumption has been replaced, which could be easily done after
changing the entrainment/detrainment. This is done with an adjustment closure using
CAPE. This is defined differently than in equation 1.2 by additionally considering the
effect of liquid water l:
CAPE =
ETL∫
LFC
(
Tv − T¯v
T¯v
g − gl
)
dz. (3.16)
With the help of this equation the cloud base mass flux can be defined by:
MB =
CAPE
τ
M∗B∫
cloud
(
(1+δq)
cpT ev
∂s¯
∂z + δ
∂q¯
∂z
)
M∗ gρ¯dz
(3.17)
HereM∗ is an estimated starting value for the first computation of the updraft. From this
computation CAPE is approximated, and the real updraft with the correct cloud base
mass flux can be calculated. For the value of M∗ the old calculation from the moisture
convergence approach is used.
3.2.2 The ECMWF - Scheme
This convection scheme, introduced by Tompkins et al. (2004), is used operationally in the
global weather forecast model of the ECMWF, Reading. It is based on the same scheme
of Tiedtke (1989), but it has been modified according to Gregory et al. (2000). These are
similar to the modifications of the above mentioned scheme by Nordeng (1994), but they
result in a slightly different formulation of the updraft mass flux MB at the cloud base.
MB =
CAPE
τ∫
g(ηu − 0.3ηd)
(
1
T¯
(∂T¯∂z +
g
cp
) + 0.6081+0.608q¯
∂q¯
∂z
)
dz
(3.18)
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The symbols ηu and ηd denote the variation of the mass fluxes with height, derived from
the entraining/detraining plume model of convection. Additionally, the turbulent entrain-
ment rates for deep and shallow convection have been slightly modified, i.e., for deep
convection it was increased while for the shallow convection formulation a decrease of the
entrainment rate was assumed.
In addition to this, the triggering of deep convection has been modified according to Bech-
told et al. (2004), based on the updraft velocity. First, a check for shallow convection is
made, considering a strongly entraining parcel, followed by a check for weakly entraining
deep convection. If successful, the shallow convection result is replaced by this.
Furthermore, the precipitation conversion factor is increased.
The shallow convection can be used with two closure assumptions: first, a classical closure,
depending on the temperature and humidity profiles, and second an approach calculating
a characteristic velocity w∗ using the sensible heat and moisture flux as input parameters
(Grant and Brown, 1999).
3.2.3 The Zhang - McFarlane - Hack - Scheme
The convection scheme of Zhang and McFarlane (1995) for deep and of Hack (1994) for
shallow and midlevel convection has been initially developed for the Community Climate
Model (CCM3). Considering deep convection, the equations 3.1 and 3.2 are also valid for
this scheme.
Additionally, the standard equations for the convection scheme 3.4 to 3.6 are applied
with minor modifications. The differences occur in the formulations of entrainment and
detrainment and the precipitation formation. In this scheme the ensemble approach is
much more visible. The updraft is defined as:
Mu = Mb
λ0∫
0
1
λ
eλ(z−zb)dλ (3.19)
=
(
Mb
λ0(z − zb)
)
(exp{λd(z)(z − zb)} − 1)
Mb symbolizes the ensemble cloud base mass flux, while λd(z) is the fractional entrain-
ment rate of the updraft plume that detrains at height z. λ0 is the maximum allowed
entraining rate and zb the height of the cloud base. λd(z) is evaluated from the difference
in moist static energy of the ambient and saturated air. With this expression the updraft
detrainment Du can be calculated:
Du(z) = −Mb
λ0
∂λd
∂z
exp{λd(z)(z − zb)}. (3.20)
The corresponding entrainment Eu is calculated from the equations 3.19 and 3.20 in the
equation 3.3:
Eu =
∂Mu
∂z
−Du. (3.21)
The precipitation formation is parameterised by:
Rr = C0Mul, (3.22)
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with C0 as a constant.
Downdraft formulation is analogous to 3.19:
Md =
( −αMb
λm(zd − z)
)
(exp(λm(z)(zd − z))− 1). (3.23)
λm, the maximum downdraft entrainment rate, is fixed to λm = 2λ0, but limited by
λm < 2/(zd−zb) with zd as the height of the convective downdraft top layer. Evaporation
of precipitation can occur in the downdraft to maintain a state of saturation.
For the closure it is again assumed that CAPE is consumed within a relaxation time τ ,
defining the cloud base mass flux:
Mb =
CAPE
τF
, (3.24)
with F as the CAPE-consumption rate.
The shallow and midlevel convection are parameterised according to Hack (1994). Mass
flux and precipitation are calculated using the moist static energy h from the theory of
adjustment. It is important to note that the Hack scheme always uses three layers to deter-
mine the convective adjustment of each model level. These three layers are subsequently
applied to all model levels, calculating the effective convection all over the atmosphere.
The updraft mass flux for each layer is assumed to be:
Mu,k = (h− h¯∗k)
(
gτ
{
1 + γk
∆pk
{(s− s¯k+ 1
2
+ Llk) (3.25)
−β(s− s¯k− 1
2
)} − 1
∆pk+1
(h¯k+ 1
2
− h)
})−1
The index k in this equation denotes the vertical layers. Due to the discretisation, the
values at the interfaces of the three layers are required. The liquid water of this layer is
represented by lk, and ∆p is the pressure difference of this layer.
Rain water production R for each layer and precipitation P are similary approached:
L ·R = (L(1− β)Mul (3.26)
= 1− βMu
(
s¯− s+ 1
1 + γ
(h− h¯∗)
)
P =
1
ρH2O
∫
cloud
Rdz. (3.27)
In these equations β is the detrainment parameter, γ represents (L/cp)(∂q¯∗/∂T¯ )p, and the
quantities with an ∗ denote the saturated state. The parameter β can be determined from
the buoyancy and the liquid water budget.
The actual calculation is working as follows: first β is determined by a first guess from
buoyancy, then the mass flux is calculated using 3.25, the budget of all quantities are
checked and then adjusted.
Additionally, Wilcox (2003) proposed an enhanced evaporation of convective precipitation
for the CCM3 model because of the unsaturated areas in mesoscale convective cloud
systems. Since this convection scheme does not take into account the organisation of
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convective clouds, it is a proposal to adjust the precipitation fluxes with respect to that
issue. This evaporation can be calculated following the equation
Evap = ke(1−RH)R1/2r , (3.28)
in which Evap denotes the rate of evaporation, RH the relative humidity, ke = 10−5 and
R the precipitation formation rate. This equation is only applied in grid cells with low
total cloud cover.
In the CCM3 the effect of this is an enhancement of evaporation of surface precipitation
of 10%, corresponding to a better representation of mesoscale convective systems in the
tropics, as described by Gamache and Houze, jr. (1983). This results in less light rain,
but an enhancement of strong precipitation events. Lang and Lawrence (2005a) applied
this additional evaporation in the MATCH model (Rasch et al., 1997) and found an im-
provement in the precipitation and integrated water vapour columns (IWVC) compared
to satellite data.
3.2.4 The Bechtold - Scheme
This scheme (Bechtold et al., 2001), applied in the French Meso-NH model, was also
developed originally for the global scale. It uses the same equations 3.1 and 3.2 as basic
assumptions. Also all quantities considered to be changed by convection follow, slightly
modified, the approach of 3.4 to 3.6. This scheme has many similarities with the convection
scheme of Kain and Fritsch (1990).
The triggering of convection is determined by checking the stability of an air parcel at the
Lifting Condensation Level (LCL). This is done by evaluating:
Θmixv −Θv +∆T/Π > 0 (3.29)
Θmixv represents the virtual potential temperature in a more than 60 hPa deep layer above
ground, Π is the Exner function (Π = (p/p0)Rd/cp), and ∆T is proportional to the large-
scale vertical motion.
The updraft computations originate from the LCL with starting parameters for the moist
static energy (h = s+ Lq), water and the mass flux defined by:
Mu(LCL) = ρ¯wLCLpiR20, (3.30)
with wLCL = 1 m/s and R0 = 1500 m updraft radius for deep and R0 = 50 m updraft
radius for shallow convection.
Simplified cloud microphysics allows glaciation of water in the temperature range of
248-268 K. Precipitation is formed by converting cloud ice and cloud water to precip-
itation P :
∆rr +∆rs = (rcu + r
i
u){1− exp(−cpr∆z/wu)} (3.31)
P =
CTL∑
LCL
=Mu(∆rr +∆rs), (3.32)
with cpr = 0.02 s−1, rr as the liquid and rs the ice precipitation formation rate, and a
detailed calculation of the vertical velocity wu. rcu denotes the cloud water and r
i
u the
cloud ice mixing ratio in the updraft.
The entrainment and detrainment for the updraft are described following an approach of
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Kain and Fritsch (1990), that uses fractional entrainment f rates defined by a gaussian
distribution:
Eu = ∆M tf, (3.33)
with : ∆M t = Mucetr∆z/R0, (3.34)
with : cetr = 0.2
f(z) = A(exp{−(z −m)2/2σ2b} − k), (3.35)
with : A = (0.97σb
√
2pi)−1,
σb = 1/6
k = e−4.5,
m = 0.5.
The equations for the detrainment are derived analogously.
Calculations for the downdraft are highly dependent on the total downdraft precipitation
evaporation rate. The downdraft properties are described by:
Ed = −Md(LFS)cetr∆z/R0 (3.36)
Dd = 0, except in the detrainment layer (3.37)
∆Md = Ed (3.38)
∆(MdΘe,d) = EdΘ¯e (3.39)
∆(Mdrw,d) = Edr¯w. (3.40)
Evaporation occurs wherever the relative humidity sinks below a threshold of 90%. In
case of no evaporation in the whole column no downdrafts are allowed.
The closure assumption is again based on the decrease of CAPE. However, in contrast to
other CAPE closures, here the equivalent potential temperature is used. Finally, all the
quantities are adjusted with the change in CAPE over the adjustment time.
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3.2.5 Differences between the schemes
In the following Table 3.1 the main differences of the used convection schemes are shortly
summarised:
Table 3.1: Differences between the convection schemes
- Tiedtke ECMWF Zhang-
McFarlane-Hack
Bechtold
Closure
(deep)
CAPE / mois-
ture convergence
CAPE CAPE CAPE
Entrainment turbulent and
organised
turbulent turbulent turbulent
Closure
(shallow)
moisture
convergence
1.) CAPE
2.) w∗ (Grant
and Brown, 1999)
moist static
energy
CAPE
Triggering
T pv +∆T > T
env
v
∆T = 0.5 K
wu > 0 with
wu from entrain-
ment and buoy-
ancy (Jakob and
Siebesma, 2003)
Zhang-McFarlane:
T pv +∆T > T
env
v
∆T = 0.5 K
Hack:
hc − h∗k > 0
Θpv+
∆T
Π > Θ
env
v
∆T = 6 · |w¯|1/3
Precipitation
formation
∆r =
rcu/(1 + ct ·∆z)
more detailed de-
cription, includ-
ing the ’Bergeron-
Findeisen’ process
Zhang-McFarlane:
∆r = c0 · rcu
Hack:
∆r = (1− β) · rcu
∆rr + ∆rs =
(rcu + r
i
u) · {1 −
exp(−cpr∆z/wu)}
This table is far from being complete, but shows the major differences between the pa-
rameterisations.
The computational costs of each scheme are very similar, only the Bechtold scheme is a
little more expensive (< 5% compared to the other convection schemes), but still much
cheaper than other processes of a GCM, e.g., radiation calculations.
36 CHAPTER 3. CONVECTION
3.3 Convection Scheme Comparisons
3.3.1 Simulation setup
The aim of this study is to investigate the dependence of rainfall patterns, and in more
general the hydrological cycle, including the integrated water vapour columns, evaporation
and the effect on temperature using different convection schemes. All simulations for this
part of the thesis are performed under the same conditions. The horizontal resolution is
T42 with 31 layers in the vertical. In addition to the basic ECHAM5 without the original
cloud and cover (calculating large-scale microphysics), radiation and convection routines,
the MESSy submodels CLOUD, RAD4ALL and CONVECT are used. Additionally the
CVTRANS and LNOX submodels are applied for diagnostic purposes, even though there
have been no tracers in the simulation setup.
The simulations start in October 1994 and end in January 2001. However, these dates are
artificial, since no nudging is applied and the GCM runs in a climatological mode. The
first three months are used as ’spin-up time’ of the model and are not taken into account
for the results. Initial conditions are derived from ERA40 data.
All simulations of this study are performed with the same executable. The only differences
are the applied convection schemes that can be selected via the namelist of the submodel
CONVECT.
Those are, as described in Section 3.2:
 T1 - the default convection scheme of ECHAM5, following Tiedtke-Nordeng;
 T2 - the original Tiedtke scheme;
 T3 - the Tiedtke scheme with the so-called ’hybrid closure’;
 EC - the scheme of the integrated forecasting system (IFS) at ECMWF with the
closure for shallow convection according to Grant and Brown (1999);
 EC2 - the scheme of the integrated forecasting system (IFS) at ECMWF with the
traditional shallow convection closure;
 ZH - the convection scheme following Zhang-McFarlane-Hack;
 ZHW - the convection scheme following Zhang-McFarlane-Hack with the extended
evaporation routine according to Wilcox (2003);
 B1 - the convection scheme of Bechtold without treatment of ice;
 B2 - the convection scheme of Bechtold including the treatment of ice.
In all schemes the different types of convection (shallow, deep, and if treated differently
midlevel) are allowed. Updrafts and downdrafts are considered. There are differences in
the formation of precipitation, but these are part of the individual convection schemes.
For all simulations except for ZH and ZHW (due to a lack of the corresponding routine)
the transport and change of momentum is considered.
All simulations are performed with climatological sea surface temperatures (SST) (average
SST from 1990 to 2000 from the Atmospheric Model Intercomparison Project1 (AMIP)).
1http://www-pcmdi.llnl.gov/projects/amip/
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3.3.2 Results
3.3.2.1 Comparison of the precipitation with climatological observations
First the precipitation at the surface is compared between the simulations with the differ-
ent convection schemes and with observations from the Global Precipitation Climatology
Project (GPCP) (Huffman et al., 1997). The observational data is a composite of rain-
gauge and satellite measurements. A detailed description of the observational dataset can
be found on the project website2. The version-2 of the dataset, that is applied in this
study, is presented by Adler et al. (2003). The observations are regridded to the same
resolution as the model.
Although the convective precipitation can be modeled separately, in the observations a
distinction between large-scale and convective rain is difficult. On the other hand, this
distinction is partly artificial from the model calculations and dependent on the grid size
of the model. Furthermore, often weak precipitation from the convection scheme in the
model is compensated by large-scale precipitation, which results together in a stabilised
atmosphere with realistic water vapor content. Therefore only the total precipitation is
analysed, consisting of large-scale rain, snow and graupel, and convective rain and snow.
First, the global precipitation intensity is compared in Figure 3.2. This figure shows the
horizontally integrated precipitation in Tg/s, calculated as monthly mean values averaged
over the whole simulation time. The main conclusion drawn from this figure is that com-
pared to the observations (dark blue with crosses), all schemes produce substantially too
much precipitation: the largest overestimation is up to 20%. Both ZH and EC simulations
with and without their additional modifications achieve values closer to the total amount
of observed precipitation.
The simulation with the default convection scheme of the ECHAM5 model (T1, black)
is one of the strongly overestimating ones, while with the other closures of the Tiedtke-
scheme the performance is slightly better with respect to the total precipitation amount.
2http://precip.gsfc.nasa.gov/
Figure 3.2: Total precipitation climatology (Tg/s) of the different simulations and obser-
vations. The bar in the upper left corner indicates the average monthly standard deviation
(σ) of all schemes.
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The simulations with the Bechtold scheme (B1 and B2, red with crosses and green with
crosses) perform even worse.
All schemes produce a strong annual cycle with a pronounced maximum during boreal
summer, which is not evident from the observations. The average variability within each
month of all simulations is indicated by the bar in the upper left corner of Figure 3.2.
Since the global total precipitation hardly gives any evidence for the judgment of ’poor
simulation’ results, the spatial distribution of precipitation is investigated in Figure 3.3
and Figure 3.4. All data is averaged over the six year simulation time. The resulting
values are given in mm precipitation per day at the surface.
Figure 3.3 shows the zonal (averaged over all longitudes) temporal averaged precipitation
for the four seasons. Almost all simulations reproduce the general shape of the observa-
tions, i.e., low precipitation in the polar regions, a relative maximum in the midlatitudes
(storm tracks), a minimum in the subtropical regions and the maximum of precipitation in
the ITCZ. The maximum is shifted from about 15◦S in winter to about 15◦N in summer,
Winter Spring
Summer Autumn
Figure 3.3: Zonal average precipitation in mm/day for the four seasons (6 year average):
for boreal winter (DJF), spring (MAM), summer (JJA) and autumn (SON).
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with intermediate positions in the two other seasons. This means that the annual cycle of
the ITZC is well captured by all simulations.
One of the main characteristics in all seasons is that almost all schemes overestimate the
maximum precipitation in the tropics, sometimes by more than 25%. This contributes
significantly to the total overestimation shown in Figure 3.2.
However, in comparison with the observations the model simulations are highly correlated
with respect to the zonal precipitation distribution. Since the same base model, i.e., the
same formulation of all other processes, is applied, the differences between the individ-
ual simulations in the zonal averages which are determined by the global circulations are
small. Despite the overestimation in the tropics by most of the convection schemes, in the
midlatitudes the simulations with the different schemes behave even more similar to each
other.
In the Figure 3.4 the horizontal precipitation patterns are presented for the different sim-
ulations. All schemes are able to reproduce the main characteristics of the observations.
These include a sharply discernable ITCZ in the equatorial Pacific, and the maximum
precipitation over the land masses in the Indonesian region. Additionally, high precipi-
tation values are observed in Amazonia. Over the tropical central Africa there is also a
maximum, but this is smaller than in the other tropical continental areas. Several regions
that link the tropical with extratropical flow are distinct: from the Pacific warmpool to
the storm tracks in the North and South Pacific and the South Pacific Conversion Zone
(SPCZ). In the Atlantic such regions are less intense. In the midlatitudes the highest
rainfall rates are observed over the oceans in the storm track areas. Most of the schemes
produce high precipitation values in the tropics, especially over the warm pool region in
southeast Asia.
T1 shows a region with very high rainfall over Indonesia and the Pacific Ocean east of the
islands. Over the Central Pacific the ITCZ is clearly detectable and sharply separated from
the surrounding regions. Heavy rainfall is simulated in Central America and the north-
ern part of South America. Additionally, in Central Africa there is strong precipitation,
even though it is significanly less than in Amazonia. An area with very high precipitation
values can be found in the Himalaya and the Tibetean plateau. In the midlatitudes on
the northern hemisphere the storm tracks are easy to identify: following the Gulf Stream
in the North Atlantic to the Norwegian coast and from the islands of Japan to the West
coast of northern Canada, describing the flow from the tropical to extratropical regions
with high content of moisture evaporated from the oceans. In the southern hemisphere a
precipitation band is detected at the southern end of the continents at about 50◦S, with
inflow regions from the Pacific warm pool and South America. The simulation T2 shows
a similar picture. In contrast to T1 the heavy precipitation east of Indonesia is reduced,
but in this simulation heavy rainfall west of Indonesia is calculated. The model simulation
using the T3 scheme yields results close to the other two Tiedtke schemes, with no specific
additional characteristics.
Applying the EC scheme in the model, there are no large differences between the EC and
EC2 simulations. Therefore only EC is presented here. The strongest precipitation can be
found in the Pacific ITCZ. In the Indian Ocean from Indonesia to northern Madagascar
high values are uniformly simulated. In Indonesia there is much less precipitation, espe-
cially over the islands than in the other simulations, even compared to the observations.
Over the tropical contintents of South America and Central Africa a good representation
of the observations is found. The ITCZ in the Pacific, Atlantic and in the Indian Oceans
is clearly defined, but not characterised by such strong precipitation as in the Tiedtke sim-
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GPCP T1
T2 T3
EC ZH
ZHW B2
Figure 3.4: Observed and simulated horizontal distribution of precipitation in mm/day
(6 year average). The upper left panel shows the GPCP (observational data), the other
panels the individual simulations.
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ulations. Comparable to all simulations, the ITCZ in the Atlantic is underestimated. The
strong rainfall in the Himalaya reagion does not occur. The patterns in the midlatitudes
are similar to the Tiedtke simulations and the observations.
In the ZH simulation again strong precipitation occurs over the land masses of Indonesia,
but weaker rainfall over the ocean. In Central Africa and Amazonia high precipitation
values are calculated, too. The identification of the ITCZ in the Pacific and the Indian
Ocean is possible even though it is weaker than in the Tiedtke simulations, but in the
Atlantic it can hardly be seen. Again strong rainfall in the Himalaya region is detected.
The precipitation in the northern hemispheric storm tracks is a bit weaker than in the
other schemes. The additional evaporation that is applied in the ZHW simulation reduces
the maxima of the ZH simulation. This becomes most obvious in Amazonia and Central
Africa, but also in the ITCZ in the Pacific and over the warm pool. The precipitation
in the storm tracks, mostly produced by the Hack convection is very similar to the ZH
simulation. Again, high values in the Himalaya region are calculated.
The simulations with the Bechtold schemes B1 and B2 are very similar. Thus, only B2 is
shown in Figure 3.4. Again heavy rainfall over the land in the Indonesian area is computed.
The ITCZ with strong rainfall is defined more sharply in the western part of the Pacific
and is clearly separated over all tropical oceans. In the Indian Ocean stronger precipita-
tion occurs, similar to T3, but it is located almost as much in the West as in EC. Central
Africa and Amazonia are characterised by weaker rainfall than in the other schemes, but
still significantly higher than in EC. Again, in the Himalaya highest precipitation values
are simulated. The midlatitudes are captured likewise as in the Tiedtke simulations.
An evaluation of the hydrological cycle, using the convection scheme applied in T1, has
been done by Hagemann et al. (2006). They conclude that the model captures the cli-
matological precipitation quite well, but do not further investigate the overestimation in
the tropics or other problems. Since the T1 simulation is almost identical to their model
setup except for the resolution (they use T106 L31), similar conclusions as presented in
the article of Hagemann et al. (2006) can be drawn. In their results they also mention the
overestimation at steep mountain slopes (e.g., Himalaya) and the overestimation in the
tropics. Therefore, the reduced horizontal resolution cannot be the major reason for the
weaknesses of most simulations.
For detailed investigations of the discrepancies, the differences between the observations
and the model results are shown in Figure 3.5.
For comparison the upper left panel depicts again the observations, this time on a slightly
different scale. The other pictures show analogously the different model simulations, but
this time the absolute difference to the observations (model simulation minus GPCP).
Each difference higher than ±5 mm/day is displayed as a difference of the highest cate-
gory.
As in Figure 3.4, the T1, T2 and T3 simulations show almost the same patterns. T1
shows the strongest overestimation east of Papua New Guinea, in the Himalayan area,
northeast of Madagascar in the Indian Ocean and in Central Africa. Additionally, in
the western part of Amazonia and west of the coast of Central America too high rainfall
values are simulated. On the other hand, west of Indonesia and in the tropical Atlantic,
higher precipitation amounts are observed than predicted by the model. T2 and T3 show
only similar differences to the observations as T1. In south-east Asia, the model tends
to underestimate the precipitation locally, while it overestimates in the vicinity. In the
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Figure 3.5: Differences (model simulation - GPCP) of the horizontal precipitation distri-
bution in mm/day (differences between 6 year averages). The upper left panel shows the
observational data, the other panels denote the differences for the individual simulations.
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northern Pacific there is an underestimation detectable. On the other hand, over west
Africa and also in the central Pacific an overestimation is diagnosed. The region between
20◦ to 40◦S and 125◦ to 160◦E is characterised by an underestimation compared to the
observations of the GPCP dataset.
Even though the differences in the formulations of these three convection schemes are
very small they lead to significant differences in the results. Since the formulation of the
precipitation production is identical this can only be a result from the different treat-
ment of entrainment and detrainment and the closure assumptions. Especially the frontal
convection in the storm tracks of the northern hemisphere are captured better in the T1
simulation. Since the convection requires less moisture for precipitation production than
the large-scale cloud parameterisation as a subgrid-scale process, it seems that the convec-
tion is significant for the total amount of rainfall in those regions, too. The more effective
triggering in the T1 simulation leads to a more realistic precipitation formation.
In the simulation with the EC scheme the strong overestimation north of Madagascar is
as obvious as in the tropical central Pacific. Over the Indonesian islands as well as over
the tropical Atlantic a slight underestimation is simulated. On the other hand, over a
large area in the SPCZ, but also several subtropical subsidence regions the precipitation
is generally overestimated. This is a result of the interaction with the large-scale cloud
scheme: in the subtropical subsidence areas this computes light, drizzle-like precipitation,
which is not observed. Even though an overestimation in east Asia is observed it is not in
the Himalaya region as in the other simulations and less significant.
The ZH scheme is characterised by the strongest differences compared to the observa-
tions: heavy overestimation over the tropical continents, but underestimation in the ITCZ
over the ocean. Additionally, with this scheme the highest underestimations of all simu-
lations in the northern Pacific storm tracks occur. To a somewhat lesser extent this can
also be detected in the North Atlantic storm track close the American coast. Again in
the Himalaya region too high rainfall values are simulated compared to the observations.
Since this scheme consists of two separate parts (Zhang-McFarlane and Hack) it is not
easy to identify which one is in general responsible for the differences to the observations.
Roughly the Zhang-McFarlane part is dominant in the tropical precipitation production,
while the Hack scheme has more relevance in the midlatitudes. Since the Hack scheme
is basically an adjustment scheme, the moisture is adjusted until a more stabilised state
of the atmosphere is reached. This happens before the precipitation production of this
model simulation becomes efficient enough to reflect the observations. The differences in
the tropics, mostly produced by the Zhang-McFarlane part, might originate again from
the different triggering: over the continents the triggering is too fast, resulting in overesti-
mated rainfall, while over the oceans the convection scheme is activated not often enough.
Since the planetary boundary layer (PBL) height is used as one of the input parameters
in the triggering, a parameterised value (the PBL height) is used as input for a second pa-
rameterisation. This is a source for large uncertainties. In the simulation with the ZHW
scheme, the overestimations of ZH in South America and Central Africa are lower and
cover smaller areas. On the other hand, the underestimation over the tropical oceans is
more severe. The Himalaya overestimation is similar to the ZH simulation. However, the
midlatitude storm tracks, especially in the North Pacific, are captured much better. Since
the additional evaporation leads to a higher content of moisture in the atmosphere, which
is not reduced by precipitation that efficiently, in the overestimation areas the model
calculation gets closer to the observations. In the regions of underestimation the same
mechanism increases the discrepancies to the observations.
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The Bechtold simulations B1 and B2 (again only B2 is shown) suffer from the problem in
the Himalaya region as well. Northeast of Madagascar the overestimation is as obvious
as in Central Africa and in the ITCZ west of Central America. To some extent in South
America there is an overestimation, too, though this is not in Amazonia, but rather shifted
more to the south. On the other hand, underestimations occur as in T2 and T3 in south-
east Asia and especially in the Atlantic ITCZ. In the central Pacific there is a tendency
to overestimate the total rainfall. The drizzling precipitation that also occurs in the EC
scheme from the large-scale cloud parameterisation is responsible for some overestimation
in the subtropics.
Summary of the precipitation analysis
Most of the schemes tend to overestimate precipitation in the tropics, especially over the
warm pool region in Southeast Asia. Almost all schemes behave quite similar in the mid-
latitudes. Even though in those regions the large-scale precipitation plays a significant
role in the total rainfall, still a large fraction of the rain is produced by convective activity.
Over Europe and North America almost all simulations are able to reproduce the annual
average daily precipitation values of the observations. A weak point in almost all parame-
terisations can be found in the northern storm tracks over the Pacific Ocean. Even though
its end at the North American coast is simulated well, the precipitation is underestimated
in the flow from the islands of Japan to the middle of the Pacific. All simulations pro-
duce strong precipitation at the southern end of Chile on the South American coast that
cannot be seen in the observations. This is independent of the choice of the convection
scheme, and must therefore either be attributed to an effect caused by other components
of the ECHAM5 model (an input parameter for the convection) or to a common flaw of
all parameterisations. A severe problem occurs in the Himalya region for the simulations
T1, T2 and T3, as well as for ZH, ZHW, and B1 and B2. There, the convection is heavily
overestimated. This may be due to the orographic effects of the Tibetean plateau leading
to too effective triggering of convection in that region. As already mentioned above, in the
EC and Bechtold simulations the areas with very weak precipitation (< 0.5 mm/day) are
not that sharply separated. These are the regions west of the southern hemisphere con-
tinent borders and also at the Californian coast, all dominated by large-scale subsidence.
Additionally, light precipitation is calculated over the Arabian peninsula (also in the ZH
simulations). The light precipitation in those regions originates from the large-scale cloud
scheme. In the simulations this can be seen directly when only the large-scale rainfall is
considered (not shown here). This may be a result of the lack or the underestimation of
convection in those regions that leads to too high water vapor mixing ratios. These will
trigger the large-scale cloud scheme. Almost all schemes have problems in representing the
observations well based on the timescale and resolution of this model experiment. Never-
theless, the simulations EC and ZH seem to be closest to the observations in describing the
total precipitation amount, while T1, EC and B2 are better with respect to the horizontal
distribution. Overall, the EC scheme seems to be best suited to simulate precipitation
patterns.
3.3.2.2 Statistical analysis
To achieve a more objective view of the performance of the different convection schemes,
a statistical analysis (see Appendix A) is performed, calculating the mean values, the bias
and the root mean square error (RMSE) compared to the observations, as well as the
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Data Mean Bias Bias RMSE Correlation Slope Intercept
[mm/day] [mm/day] % [mm/day] R2 with y-axis
GPCP 2.62 - - - - - -
T1 3.00 0.38 14.5 1.52 0.70 1.13 -0.01
T2 2.91 0.29 11.0 1.43 0.69 1.07 0.05
T3 2.93 0.31 11.7 1.37 0.72 1.09 0.03
EC 2.87 0.25 9.5 1.11 0.72 0.90 0.40
EC2 2.86 0.24 9.0 1.12 0.70 0.88 0.45
ZH 2.82 0.20 7.6 1.52 0.57 0.87 0.42
ZHW 2.71 0.09 9.0 1.44 0.60 0.87 0.36
B1 3.14 0.52 19.8 1.32 0.68 0.98 0.43
B2 3.21 0.59 22.5 1.33 0.67 0.98 0.46
Table 3.2: Statistics of the precipitation analysis from the model simulations compared
with the GPCP observations.
correlation and the corresponding linear regression. The results are presented in Table
3.2.
The mean value of the observations is 2.62 mm/day. As already shown above in Figure 3.2,
all schemes overestimate this value. The simulations EC, EC2, ZH and especially ZHW
have much lower biases. The RMSE of all simulations is relatively high with the best
values for the EC simulations. This indicates that the horizontal distribution is captured
best by those schemes. None of the simulations is highly correlated (R2 > 0.8) with the
observations. Additionally, in Figure 3.6 a Taylor diagram (Taylor, 2001) is shown for the
precipitation analysis relating the representation of the spatial patterns and the amplitude
of the spatial variability using the standard deviation and the correlation (see Appendix
A). Even though T3 and EC have the highest correlation, they are not best with respect
to slope and intercept. These two parameters are best in the T2 simulation, but T3 and
EC are not significantly different. However, in none of the simulations this slope is close
to 1. The normalised standard deviation is close to 1 for both the EC simulations, and
as mentioned above the RMSE (the distance to the point perfectly representating the
observations with normalised σ = 1 and R = 1) is smallest. Since none of the schemes is
able to perfectly reproduce statistically the precipitation observations, it is difficult to rate
the ’best’ convection scheme from this analysis. Each simulation tends to perform well in
some regions of the Earth while in others the performance is rather poor. Nevertheless,
again the EC schemes seem to perform ’relatively best in this study’ because of the highest
correlation together with a low bias and the best capturing of the amplitude of the spatial
variation.
3.3.2.3 Integrated water vapour column
The next parameter under investigation is the vertically integrated water vapour column
(IWVC). With the help of this quantity it is possible to decide whether the whole hy-
drological cycle is still in balance or if the atmosphere in general becomes too moist or
too dry. The IWVC can be observed from space with satellite measurements and there-
fore a complete global dataset can be retrieved. Since the water vapour concentrations
in the stratosphere are very low, it can be assumed that almost 100% of the vertically
integrated H2O is located in the troposphere. The observational data originate from the
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Figure 3.6: Taylor diagram for the average total global precipitation. The standard devi-
ation of the model calculations is normalised with the observational standard deviation.
The various simulations are indicated by different colors.
Global Ozone Monitoring Experiment (GOME, Burrows et al. (1999)) on the Second Eu-
ropean Remote Sensing Satellite (ERS-2). The retrieval of the water vapour is described
by Noe¨l et al. (1999). In addition to the GOME measurements, data from Special Sensor
Microwave/Imager (SSM/I, Wentz (1997, and references therein) is used in the dataset.
A detailed description of the dataset of the IWVC can be found in Lang and Lawrence
(2005b, and references therein). The observational data is given as monthly average values
starting in August 1995 until August 2002. Climatological values are compiled from the
data as well as from the model simulations.
In Figure 3.7 the zonal average of the modelled and observed IWVC from a six year clima-
tology is shown. In winter (left panel), in the southern hemisphere all the simulations fit
quite well to the observations. Only in the tropics the observed values are a bit higher than
in the simulations, with ZHW and the ECs being the exception, instead overestimating
the observed IWVC values. The T1 simulation is closest, while in most other simulations
the total value is underestimated by almost 0.5 cm, i.e., about 10%. Additionally, the
maximum water vapour column is shifted by 5◦ to 10◦ northwards to the equator. In the
northern hemisphere at about 40◦N all the simulations overestimate the observed IWVC.
Except in the tropics, the shape of the observations is reproduced almost identically by
all the applied convection schemes. In summer, on the other hand (right panel of Figure
3.7), the simulations with exchanged convection schemes behave differently. First of all,
in the southern hemisphere at about 40◦S they overestimate by almost 0.5 cm, which is
close to 30%. In the tropics, some schemes are able to correctly reproduce the maxima
(T2, B1) while others overestimate (T1, T3, EC, EC2, and significantly ZHW) or under-
estimate (B2 and ZH). In the northern hemisphere north of 40◦N the simulations with
the individual convection schemes are not that uniform any more, but show a spread of
almost 0.6 cm, which is up to 40%. Some schemes fit well with the observations (B1 and
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Winter Summer
Figure 3.7: Zonal average values of the IWVC in cm for winter (DJF) (left) and summer
(JJA) (right).
B2) in that region, others overestimate significantly (T1 and ZH, ZHW even worse) and
others underestimate the absolute values of the observed IWVC (EC). Especially in the
polar regions there are large discrepancies, but these should be treated with care, since
also the observations close to the pole with satellite retrievals have high uncertainties.
All simulations produce a secondary maximum in summer around 40◦N, not found in the
observations.
Additionally, the horizontal distribution is examined here. For that purpose the 6 year
annual average IWVC of the observations and the model simulations are shown in Fig-
ure 3.8. The isolines depict the observations from the GOME/SSMI dataset. The upper
left panel shows the highest water vapour column values in the tropics, as expected from
Figure 3.7. The maximum values are above 5.5 cm. Polewards the IWVC values show
a strong gradient. The subsidence regions, characterised by almost no precipitation in
Figure 3.4, can also be detected in this figure. They are characterised by low IWVC val-
ues. Because of the subsidence, the exchange of moisture with higher altitude is limited,
even though the evaporation is substantial. The highest values occur over the ocean in
the convergence regions (ITCZ, warm pool, and SPCZ), where the ocean as an unlimited
reservoir of atmospheric moisture representing a strong source overlaps with the effects of
the transport of moisture from the subtropics (Trenberth and Stepaniak, 2003). Especially
the warm pool east of Indonesia, characterised by strongest convection, i.e., convergence
of air masses, shows the highest moisture content.
The T1 simulation creates a pattern that looks quite similar and captures all the char-
acteristics of the observations. Nevertheless, in most of the tropics the IWVC is slightly
higher than in the observations, especially over the warm pool and most parts of the ITCZ
over the oceans. This is also the case over central Amazonia. In the midlatitudes even
smaller regional patterns are simulated well compared to the satellite data, e.g., the low
values over North America originating from the influences of dry polar air currents.
Again the mean characteristics can be reproduced by the EC simulations. Even though in
these simulations in the tropics the horizontal distribution is spatially consistent with the
observations, slightly higher values are achieved. These higher values in the tropics cause
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Figure 3.8: Horizontal distribution of the annual average of the IWVC (cm) of the model
simulation (colors) and the observations (isolines). The observations are displayed in the
upper left panel, the individual model simulations in the other panels.
consistently higher values further polewards, too. This is consistent with the modelled
weaker precipitation compared to the T1 simulation (compare Figure 3.4).
With the ZH convection scheme lower values are calculated in the tropics, but a good
representation is found in the midlatitudes and polar regions. In the tropics the underes-
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Name Mean Bias Bias RMSE Correlation Slope Intercept
[cm] [cm] % [cm] R2 with y-axis
GOME 2.33 - - - - - -
T1 2.51 0.17 7.4 0.30 0.94 1.01 0.13
T2 2.44 0.11 4.8 0.28 0.94 0.97 0.16
T3 2.48 0.15 6.3 0.27 0.94 0.99 0.14
EC 2.66 0.33 14.2 0.36 0.94 1.09 0.09
EC2 2.62 0.28 12.2 0.33 0.94 1.07 0.08
ZH 2.26 -0.07 -3.0 0.35 0.91 0.86 0.23
ZHW 2.67 0.34 14.4 0.31 0.95 1.09 0.10
B1 2.31 -0.02 -0.7 0.33 0.93 0.90 0.19
B2 2.25 -0.09 -3.7 0.35 0.92 0.87 0.19
Table 3.3: Statistics of the IWVC analysis of the model simulations compared with the
GOME/SSMI observations.
timation is significant, as already seen in Figure 3.7 for all seasons. Again, the meridional
distribution patterns are similar to both observations and the other model simulations. In
the ZHW simulation the patterns of the observations are reproduced, too. Especially in
the tropics, but also in midlatitudes generally the IWVC has much higher values than in
the other simulations. The effect is most obvious in the tropics and from there it spreads
out into the midlatitudes of both hemispheres. This feature is also visible in Figure 3.7.
The B2 simulation also exhibits the problem of underestimation of the IWVC over the
tropical oceans while over the continents the values are almost correct. Again, this is
self-consistent, because the precipitation is generally overestimated (compare Figure 3.4):
too much rain is produced, resulting in too low values of the remaining water vapour.
All simulations are able to reproduce the observational patterns of the IWVC even though
the values are usually a bit lower in the tropics. Overall it seems that the ZH and the
B2 scheme tend to underestimate the IWVC, while the EC schemes and especially ZHW
overestimate the moisture content of the atmosphere. It is remarkable that the exchange
of the convection scheme, which yields strong effects in the precipitation, seems to have
only a small effect on the average IWVC spatial distribution patterns. On the other hand,
the absolute values are highly dependent on the choice of the convection scheme.
Table 3.3 shows the statistical analysis for the integrated water vapour column values.
The mean value for the observation is 2.33 cm. Except the ZH, B1 and B2 simulations
all the others show a positive bias in the order of a few %. As mentioned above, ZHW
heavily overestimates and therefore shows a large positive bias, but the EC simulation is
almost similar in the overestimation resulting from more widespread higher IWVC values.
The overestimation is located mainly in the tropics, but the decreasing gradient towards
the poles is of similar strength in the observations and all simultaions leading to a shift of
higher values polewards. The RMSE is relatively small (best for T3) and the correlation
with all values being above 0.91 quite high (best for ZHW), indicating a good represen-
tation of the patterns. This is further supported by almost unity slope and only small
offsets (best for T1 and T3). A remarkable result from the statisical analysis is that the
correlation is best for the ZWH simulation, with the slope much worse than other simu-
lations: this confirms that a high correlation on its own does not necessarily mean best
results; the bias needs to be taken into account as well. Even though in Figure 3.8 the B2
50 CHAPTER 3. CONVECTION
simulation seems to heavily underestimate the IWVC values, the statistical analysis shows
that the underestimation is less significant; only the maximum values in the tropics are
underestimated while in the extratropics the IWVC is overestimated. A best performing
scheme cannot be derived from this analysis, although it must be mentioned that only the
EC and ZHW schemes have biases in excess of 10%.
3.3.2.4 Evaporation
To ’close’ the atmospheric hydrological cycle, the evaporation is also analysed. This quan-
tity can be measured only locally and shows a strong heterogeneity. A global dataset of
evaporation fluxes to evaluate a GCM does not exist at present. Therefore only the differ-
ent simulations can be compared. For the statistical analysis the T1 simulation is chosen
as the reference, since this convection scheme and its performance have been validated in
the climate studies of Roeckner et al. (2004).
The upper left panel of Figure 3.9 shows the daily average evaporation flux of the T1
simulation taken from the six year climatology. The main water vapour sources for the at-
mosphere, i.e., regions with high evaporation fluxes, are over the quasi-unlimited moisture
reservoir of the oceans. They are located in regions with high sea surface temperature
(SST): the tropical and subtropical areas, but not directly in the ITCZ. As mentioned
above the water vapour is transported towards the ITCZ from the subtropics. Addi-
tionally, relatively high evaporation is calculated over the rain forest of Amazonia. The
Sahara, the deserts of Arabia and Mongolia as well as the North and South American
deserts are characterised by almost zero evaporation. With the decrease of solar radiation
fluxes towards the poles the evaporation shows a corresponding gradient. White regions,
which occur on the map in Greenland and Antarctica, depict areas where the evaporation
is negative, i.e., water vapour does not evaporate from the ice, but rather condenses on it.
However, the latter fluxes are very small. The isolines in all pictures show the evaporation
from the T1 simulation as a reference.
Even though the T2 simulation also uses the Tiedtke approach, the evaporation shows dif-
ferences, mostly calculating lower values. The maxima are located in the same positions.
The simulation with the EC scheme (middle left panel) yields slightly different results. In
the Indian Ocean the evaporation is lower by more than 10%; this is similar in the west
Pacific and in the SPCZ region. In the east Pacific of the northern hemisphere even higher
values than in the T1 simulation occur. The evaporation over the tropical continents is
slightly lower explaining the smaller precipitation fluxes of these regions, which correspond
better to the observations of the GPCP data (compare Figure 3.4).
The ZH simulation, presented in the middle right panel, shows the same patterns as T1,
but has remarkably lower values than the reference simulation. Since the maxima are
located in the same positions there is only a significant bias resulting in overall lower
total evaporation. Again, this is consistent with the overall lower simulated precipitation
fluxes. The evaporation in the ZHW simulation is even lower than in the ZH simulation,
and therefore significantly lower than in T1, though the patterns are still well-correlated.
Especially over the tropical continents the evaporation yields lower values than ZH, re-
sulting in the reduction of the precipitation in those regions (compare Figure 3.4).
The patterns of T1 are also produced by the B2 simulation (lower right panel). How-
ever, the areas with low evaporation are not as sharply distinct as in the T1 simulation,
resulting in the weak precipitation that is diagnosed for these regions. The maxima are
located in the same positions, even though they are lower than in T1, too. However, the
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Figure 3.9: 6 year average evaporation fluxes of the model simulations in mm/day for the
different simulations. The isolines depict the values of the reference simulation T1.
poleward gradient is not that steep in this simulation, resulting in stronger evaporation in
the midlatitudes.
Overall, the patterns are reproduced very similarly, but with the alternative convection
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Data Mean Bias Bias RMSE Correlation Slope Intercept
[mm/day] [mm/day] % [mm/day] R2 with y-axis
T1 3.00 - - - - - -
T2 2.90 -0.10 -3.2 0.42 0.97 0.94 0.08
T3 2.93 -0.07 -2.4 0.34 0.98 0.96 0.05
EC 2.94 -0.06 -1.9 0.52 0.95 0.93 0.16
EC2 2.91 -0.09 -3.0 0.55 0.94 0.91 0.18
ZH 2.83 -0.17 -5.8 0.74 0.91 0.84 0.25
ZHW 2.68 -0.32 -10.7 0.62 0.94 0.82 0.20
B1 2.95 -0.05 -1.7 0.59 0.94 0.88 0.23
B2 3.05 0.05 1.7 0.57 0.94 0.92 0.23
Table 3.4: Statistics of the evaporation analysis of the model simulations compared to the
T1 simulation.
schemes the total evaporation seems to be lower than in the reference simulation T1. To
quantifiy these results, the statistics are summarised in Table 3.4. The highest mean val-
ues are calculated in the B2 simulation, the reference T1 is slightly lower. The differences
in the global means show relatively a high variability (about 15% differences from the low-
est (ZHW) to the highest average evaporation (B2)). This results in a different moisture
source for the atmosphere, which consequently explains some of the variability detected in
the precipitation analysis. The patterns are reproduced very well, resulting in high corre-
lations (R2 > 0.9) and a good linear regression for all the simulations. Only the extreme
values of the T1 scheme are less sharply distinct in most of the other simulations, e.g., the
maximum evaporation of the B2 simulation is significantly lower than in T1, although the
mean value is even higher.
3.3.2.5 Effects on temperature
Since the exchange of the convection scheme is generally a strong modification of the model
physics of a GCM, it must be investigated how strongly the simulated climate system is
affected. Therefore, in addition to the hydrological cycle, the three dimensional temper-
ature fields are analysed. For that purpose, the results of T1 are taken as the reference,
since it is very similar to the climate setup of the investigations by Roeckner et al. (2004).
During the evaluation process, this model is ’tuned’ to reflect a temperature distribution
and an energy budget close to observations by modifications of the longwave radiation
parameterisation. Note that the SSTs are prescribed and the same for all simulations,
which suppresses some of the model differences.
In order to investigate the ’climate change’ resulting from the application of alternative
convection schemes the 3D - temperature is analysed. This is done by a correlation analy-
sis of the monthly mean temperatures at all altitudes. Since the schemes T1, T2, T3 and
B1, B2 and EC, EC2 do not differ much in terms of precipitation and T1 is used as the
reference climate, this analysis is shown for the EC, ZH, ZHW and B2 simulations only.
In Figure 3.10 the monthly mean temperatures of T1 on the horizontal axes are com-
pared with the corresponding values of EC, ZH, ZHW and B2 on the vertical axes. For
this graph, all the temperatures are averaged onto a 10◦ × 10◦ grid in all model levels.
Additionally the correlation and the linear regression between reference simulation (T1)
and one with an alternative scheme are shown. Since the linear regression is very close
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Figure 3.10: Correlation of the monthly mean temperatures with the reference simulation
T1, color-coded with the pressure altitude for the simulations EC, ZH, ZHW, and B2.
to the ideal (one-by-one, black line) correlation with no offset, their differences are hardly
distinguishable. The color-coding represents the corresponding pressure height (in hPa)
of the grid boxes.
This analysis is performed for the whole model atmosphere, even though the stratosphere
is probably less influenced directly by the selected convection scheme. If there would be
large differences that will deteriorate the simulated climate of the stratosphere, the scheme
will not be applicable in this model setup. As a consequence, the correlation at higher
altitudes should be almost equal to 1. However, the transport of water vapour into the
upper troposphere by convection is dependent on the selected parameterisation, and con-
sequently a different distribution in the lower tropical stratosphere is possible.
The overall correlation is very high (R2 > 0.993) for all simulations. The slope of the
linear regression is close to one, with small variation for the individual simulations. The
differences in the intercept are slightly higher, except for B2 with almost no offset. This
shows that the overall temperature is not significantly disturbed (< 5 K variability) when
a different convection parameterisation is used. On the other hand the varying offset in-
dicates that there is some variation due to the selected scheme.
The upper left panel of Figure 3.10 depicts a high variation in the tropopause region and
a little aloft. This refers to a different injection of tropospheric air masses into the upper
troposphere and lower stratosphere (UTLS). A possible consequence is a changed water
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Simulation Correlation Slope Intercept
Name R2 with y-axis
T1 - - -
T2 0.997 0.999 0.50
T3 0.997 0.996 1.10
EC 0.994 0.988 2.57
EC2 0.995 0.992 1.76
ZH 0.996 0.993 1.63
ZHW 0.997 0.992 1.73
B1 0.996 0.992 2.27
B2 0.995 1.001 0.11
Table 3.5: Statistics of the temperature (as in Figure 3.10) of the model simulations
compared with the T1 reference simulation.
vapour content in this UTLS region, that can result in strong changes of the temperature
patterns influenced by the radiation. The panel on the upper right (T1 ./ ZH) shows a
slightly stronger variation and a shift to higher temperatures above 295 K. This is equiva-
lent to the lower troposphere regions, especially the surface and the boundary layer. Since
convection and its triggering play a major role in the formulation of boundary layer pa-
rameterisations there is a strong coupling with the exchange of sensible and latent heat
and a feedback on the intensity of the convection itself. Again, there is large variation in
the UTLS region.
The correlation plot in the lower left panel of Figure 3.10 shows a slightly lower varia-
tion in the lower atmosphere, while in the upper atmosphere the picture is is very similar
compared to the ZH correlation. This means that the temperature changes of the surface
temperature will be less significant.
The lower right panel again shows only small variation in the lower atmosphere, but high
variation in the upper troposphere and lower stratosphere.
As will be explained in detail in the transport section (see Chapter 4), the Tiedtke scheme
indeed shows weaker transport of air into the tropical tropopause region and the convec-
tion does not reach up that deep as in the simulations with the alternative convection
parameterisations. This is consistent with higher values of water vapour in the UTLS
region (pictures are not shown), that occur in most other simulations.
The corresponding statistics (for all model layers) for all the simulations are listed in Table
3.5. In summary, the overall correlation is almost one, indicating a weak dependence of
the global temperature on the choice of the convection scheme.
The small differences in the mean, vertically averaged temperature of the model atmo-
sphere and the small bias show that the energy budget of the atmosphere is not severely
disturbed. These results are presented in Table 3.6. The almost perfect correlation and
the low RMSE values indicate that the global climate is not changed much by the exchange
of the convection scheme.
However, the intercept with the y-axis shows high offset of up to 25 K, indicating some
influence on the local temperature, even though it is not of that magnitude.
A second indication for local temperature changes originates from the broadness of the
correlation plots of Figure 3.10. Even though the linear regression is almost perfect, a
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Simulation Mean Bias RMSE Correlation Slope Intercept
Name [K] [K] [K] R2 with y-axis
T1 245.8 - - - - -
T2 245.6 -0.14 0.39 0.998 1.04 -9.24
T3 245.9 0.11 0.44 0.999 1.05 -11.59
EC 246.6 0.79 0.82 0.998 1.10 -24.72
EC2 246.2 0.46 0.72 0.998 1.09 -21.10
ZH 246.0 0.27 0.55 0.997 1.05 -12.93
ZHW 246.1 0.30 0.42 0.997 1.02 -4.15
B1 245.3 -0.50 0.30 0.998 0.98 3.42
B2 245.0 -0.78 0.32 0.999 0.98 4.02
Table 3.6: Statistics of the vertical average temperature analysis of the model simulations
compared with the T1 simulation.
Simulation Mean Bias RMSE Correlation Slope Intercept
Name [K] [K] [K] R2 with y-axis
T1 287.3 - - - - -
T2 287.2 -0.10 0.49 0.99 1.01 -3.64
T3 287.3 -0.00 0.42 0.99 1.01 -3.17
EC 287.0 -0.30 0.97 1.00 1.01 -3.74
EC2 286.8 -0.49 0.96 1.00 0.99 2.47
ZH 287.0 -0.26 0.94 0.99 1.00 -1.33
ZHW 287.1 -0.19 0.85 0.99 1.00 -0.59
B1 286.9 -0.40 0.65 0.99 0.99 1.14
B2 286.6 -0.66 0.80 0.99 1.00 -1.17
Table 3.7: Statistics of the temperature in the lowest model level of the model simulations
compared with the T1 simulation.
range of ±5 K is visible.
Therefore, the change in the temperature close to the surface is investigated next. Table
3.7 lists the calculated statistics for the temperature of the lowest model level, i.e., usually
about 70 m above the surface. The maximum change in the mean ’surface’ temperature
is 0.7 K globally, but most of the simulations calculate smaller differences. The correla-
tion is almost one, and the RMSE is relatively small. Even though a direct comparison
is not possible, the observations of the last century of climated change indicated by an
increasing temperature of 0.6 ± 0.2 K over the last 100 years as referenced in the IPCC
report (Houghton et al., 2001), are of the same magnitude as the calculated values from
the different model simulations. This indicates that the uncertainties resulting from the
convection parameterisations are as high as from several other processes and should be
considered for climate modelling.
The horizontal temperature differences close to the surface compared to the T1 simula-
tion are shown in Figure 3.11. As before, climatological 6-year averages of the different
simulations are compared.
For an overall impression on the average ’surface’ temperature field, the values of the ref-
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Figure 3.11: Climatological temperature in the lowest model level of the reference simu-
lation (upper left panel) and the differences (Alternative convection scheme - Reference
Setup) to the simulations with other convection schemes for T2, EC, ZH, ZHW and B2.
erence simulation are shown in the upper left panel.
The T2 simulation (upper right panel) results locally in differences of already up to 2
K, even though the convection parameterisation is very similar to the reference T1. The
largest changes are in western Russia and eastern Siberia as well as in central North
3.4. DISCUSSION 57
America, i.e., in these regions the T2 simulation results in lower temperatures. Higher
temperatures than in the reference experiment are calculated in Alaska, Central Africa
and eastern China.
The changes, using the EC simulation, are much more distinct. As seen from the statistics
of Table 3.7 the global mean is only 0.3 K lower. Nevertheless, regions with differences of
about ±5 K occur. Lower values are calculated in Antarctica, the warm pool region east
of Indonesia, Amazonia and to lesser extent Central Africa. On the other hand higher
temperatures than in the reference simulation are calculated for northern Canada and
central Asia, especially the Tibetean plateau, and central Europe. Over almost all oceans
the temperature is slightly lower than in the reference simulation. The local differences
are much higher than indicated by the 0.3 K of the global mean value.
The simulation with the ZH scheme, with almost the same bias as the EC scheme, shows
again some regions with considerably lower values (up to 4 K difference) than T1 in north-
ern Africa and Australia. As before, over the oceans the surface temperature is lower as in
the T1 reference, except in the northern and southern storm tracks. On the other hand,
higher values are obtained in central Asia, Siberia, North America and central South
America.
The results for ZHW are similar, but the absolute differences are mostly lower both for in-
creases and decreases of the ’surface’ temperature. Neither the changes in northern Africa
nor in Siberia are that large. Only north of India, locally higher temperatures than in ZH
are simulated.
The B2 simulation with the highest bias of -0.66 K shows almost nowhere regions with
higher surface temperatures than the reference simulation. The largest differences in the
temperature fields of the B2 simulation occur in northern Australia, northern Africa and
Siberia. On the other hand, only in the subsidence regions at continental shores slightly
higher temperatures than in the reference simulation are calculated. Even though all over
the globe the differences are less extreme, the lower values almost everywhere cause the
calculated bias.
It should be mentioned that the sea surface temperature is consistently prescribed as a
boundary condition in all the simulations. Therefore, the main differences in the temper-
ature of the lowest model level consequently occur over the continents as analysed. In the
EC simulation the differences over the oceans are larger than in the other calculations.
This can be explained by the different treatment of the sensible and latent heat fluxes and
their importance for the convection triggering using the Grant and Brown (1999) closure.
Overall, the global ’surface’ temperature shows strong variations dependent on the choice
of the convection scheme, but represents still a very sreasonable, stable state of the atmo-
sphere within the uncertainties of global long-term measurements. No drift to higher or
lower temperatures during the simulation period has been detected.
3.4 Discussion
The present investigations show the dependence of precipitation patterns on the convec-
tion parameterisation. A large dependence has been detected, not only on a day-to-day
basis, but also for long-term averages. For consistency, the IWVC and temperature have
been analysed.
First of all, it is important to mention that all alternative convection schemes are applied
without any ’tuning’ of the GCM to predict present day climate. Note that the T1 scheme
is applied as standard scheme in the ECHAM5 model and therefore the model system has
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been tuned (Roeckner et al., 2004). This has been the reason for selecting T1 as reference
simulation in the comparisons. Usually, during the evaluation procedure of a GCM, some
parameters in the longwave radiation scheme are modified, until a realistic energy budget
of the atmosphere is achieved. This ’tuning’ is always critical, because in principle it is
only valid for one specific simulation setup. A change in solar activity, an increasing CO2
concentration, a different land-use inventory or the application of nudging techniques can
destroy this tuning by efficiently modifying existing or even adding an additional energy
term (positive or negative) into the system. Especially for calculating scenarios, such a
’tuning’ is not possible because of the lack of knowlegde about the future state of the
atmosphere. Therefore its influence should be as small as possible. The result that no
additional tuning of the energy budget is required to maintain stability of the simulated
present day climate with different convection parameterisations supports the physical con-
sistence of the ECHAM5/MESSy model system.
In none of the simulations a long term drift towards higher or lower temperatures or pre-
cipitation values has been detected. Therefore it is concluded that all schemes are able to
produce a stable atmospheric state.
Even though the system maintains stability, the global average temperature close to the
surface is changed significantly (see Figure 3.11) by exchanging the convection parameter-
isation. This illustrates some of the uncertainty in modelling the present day atmosphere.
A question that comes up should be mentioned here is: How do the alternative convection
schemes perform under perturbed conditions, e.g., a CO2-doubling? From this study this
cannot be answered and therefore an extrapolation of the variation in the surface temper-
atures of this study to future scenario calculations is not allowed.
The temperature changes for present day calculations with alternative convection schemes
are in the same range as the observed temperature increase within the last century as men-
tioned by Houghton et al. (2001). Therefore, it should be an aspect considered carefully
that a change of the same magnitude is proposed as a possible change of surface tem-
peratures in the calculation of future scenarios with other climate models, as mentioned
in the IPCC-report (Houghton et al., 2001). Relative changes owing to model forcings
may still be relevant and significant. However, if a modification of the model physics by
exchanging the convection parameterisation yields results that show uncertainties of the
same magnitude without any ’tuning’ of the model, the absolute values of such a scenario
temperature change may not be (statistically) significant. This study tries to points out
the uncertainties in the model physics dependent on only one of the parameterised pro-
cesses, i.e., the subgrid-scale convection.
Even if the model with an alternative convection scheme is ’tuned’ in the usual way, it
cannot be guaranteed, that a similar change in the surface temperatures is achieved due
to the reasons mentioned above. For long time integration periods over several hundred
years, such a tuning is probably useful or required, but at least on the relatively short
timescales of this study, this seems not necessary.
In addition to the temperature, the dependence of the precipitation patterns on the choice
of the convection scheme is substantial. Although an interannual variability is present,
no trend of decreasing or increasing global precipitation from year to year in any of the
schemes occured. Therefore it seems that in terms of the water budget the system is also
stable.
With respect to the precipitation it is difficult to judge which scheme performs best under
the given conditions of this simulation. Even though the T1 and B2 simulations overesti-
mate the total precipitation by far, the patterns of the observations are reproduced quite
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well. On the other hand, the ZH schemes (ZH and ZHW) which reproduces best the total
precipitation amount show weaknesses in the horizontal distribution. The EC simulations
(EC and EC2) perform best in this study when both the total amount and the horizontal
distribution are taken into account, both qualitatively and by statistical analysis.
The analysis for the detailed reasons for the large local differences go beyond the scope of
the study. However, the different trigger mechanisms for the individual schemes (i.e., one
scheme might activate the convection calculations in a specific gridbox and another does
not, even though the vertical profile is identical) and the different simplified descriptions
of the microphysical processes are likely the sources of discrepancies. Such an evaulation
would be better performed in single column model experiments, with fixed prescribed
boundary conditions, because in a GCM a difference to a reference simulation occuring in
one timestep in one grid box will result in different conditions in every grid box later on
because of the non-linearity of such a coupled model. However, Xie et al. (2002) in their
SCM study also conclude that the different trigger mechanisms play an important role.
Additionally, it must be admitted that the GPCP dataset for precipitation is not the
only global rainfall observation inventory. There is also the Merged Analysis of Precipita-
tion dataset from the Climate Prediction Center (CMAP) (Xie and Arkin, 1997), which
additionally includes model simulation output. If this dataset were to be taken as the
reference observations, the results of the comparison with observations possibly would be
different. Nevertheless, the differences of the results between the individual schemes would
still remain. This is true also for the water vapour column as compared with the selected
satellite data set.
The extension of Wilcox (2003) in the ZHW simulation results in an improvement in the
precipitation patterns compared to ZH, but in contrast to the results of Lang and Lawrence
(2005a) the IWVC is notably overestimated, though better correlated to the observations.
Therefore this extension seems not to be generally appropriate, but apparently depends
on the interactions with other physical parameterisations in the model.
This issue seems to be important for all applied convection schemes, because most of them
require input parameteres from other physical processes, e.g., exchanges of moisture and
energy with the surface, boundary layer processes, interactions with large-scale conden-
sation processes and radiation. Therefore it is difficult to judge a convection scheme in a
global model on its own.
In conclusion, it can be stated that an exchange of the convection parameterisation yields
a stable system of the atmosphere with large local variations compared to the standard
ECHAM5 model. This indicates the large uncertainty resulting from the convection pa-
rameterisations that could be conceived as an ’error bar’ for the influence of convective
activity. Especially for regional climate impact studies, the high variability of the ’sur-
face’ temperature requires a detailed analysis of the uncertainties originating from the
convection parameterisations to improve the models performance with respect to convec-
tive activity.
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Chapter 4
Convective Transport
4.1 Overview
The issue of convective tracer transport is less frequently addressed in the literature than
convection itself. Generally, chemical species are transported following the same mech-
anism as water vapour and air masses along with the calculated convective mass fluxes,
e.g., as described for momentum in the modifications of the Tiedtke (1989) scheme by
Nordeng (1994).
This approach using bulk quantities originates from the concept of Yanai et al. (1973) and
is applied in most GCM convection transport mechanisms. As a result from combined
observations and model studies it is concluded, that most of the properties of convective
clouds can be described sufficiently well by using their bulk quantities. Convection schemes
using ’the ensemble of convective plumes’ approach of Arakawa and Schubert (1974) can
determine the bulk qunatities by summing up the effects of all plumes. Although initially
derived for moisture and energy, it is assumed that this approach is also applicable for
trace species.
In general, the convection parameterisations are developed with the goal to represent the
hydrological and energetic aspects of subgrid-scale clouds, and less effort is spent on a
realistic vertical redistributions of trace species in the atmosphere. Since the original
implementations for clouds do not necessarily imply that the vertical redistribution is
positive definite, though tracer mixing ratios have only positive values, an extension for
the Tiedtke (1989) - Nordeng (1994) scheme has been developed by Brinkop and Sausen
(1996) to guarantee positive definite tracer mixing ratios.
Lawrence and Rasch (2005) propose in contrast to the commonly used bulk transport a
plume ensemble approach, following the basic idea of Arakawa and Schubert (1974) of
an ensemble of mass fluxes. They show that their new approach results in significantly
different tracer mixing ratios in the upper troposphere, and generally different vertical
profiles.
The chemical tracer 222Rn has proven a useful quantity to investigate the vertical transport
by convection (Jacob and Prather, 1990), since it is chemically inactive and not soluble.
The only sink is its radioactive decay. A similar indicator, methyl iodide (CH3I) is pro-
posed by Bell et al. (2002) for convection in marine environment, but since its sources are
hardly known, it is of more limited value. Since 222Rn is mostly restricted to land and
CH3I to marine regions, both species complement each other as indicators for convective
activity.
One of the first steps to include the transport of trace species within convective clouds
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into photochemical models has been proposed by Gidel (1983). Even though the model
applied in that study is very simple compared to state-of-the-art modelling, the author is
able to reproduce observed vertical profiles.
Mahowald et al. (1997) show strong differences for the distribution of 222Rn between var-
ious simulation setups. Due to the fact that not only different convection schemes, but
also different analysis data are used to drive their offline CTM, the relative effect of the
selected convection parameterisation cannot directly be addressed.
A study by Collins et al. (2002) shows that using a Lagrangian model with two different
descriptions of convective transport, the vertical distribution of 222Rn is highly dependent
on the choice of the scheme, but a conclusion on which scheme is overall performing better
was not possible.
A large model intercomparison focusing on vertical transport of trace species, especially
using 222Rn, is described by Jacob et al. (1997). One of the main conclusions is that the
vertical mixing by convection is essential. The problem of such a model intercomparison
is that it is difficult to distinguish the origin of the differences of tracer mixing ratios.
Even though several different convection parameterisations are applied, it is not possible
to attribute the deviations directly to the convection scheme and its effects on the trans-
port, since each model produces its own state of the atmosphere. On average all compared
models calculate similar Radon mixing ratios. The two-dimensional models participating
in this study however, tend to heavily underestimate the vertical transport.
Since convective transport for soluble species must always be addressed together with
scavenging these two processes and their interaction are described together in Chapter 6,
while in the next section the convective transport is analysed on its own, as for insoluble
compounds.
4.2 CVTRANS: Submodel description
The submodel CVTRANS, which was developed as a part of this thesis, treats the Con-
Vective tracer TRANSport. This is an online transport submodel for vertical transport
in convective columns, using the bulk approach. It is based on Lawrence and Rasch
(2005), but has been extensively modified. The modifications include a conversion to
FORTRAN90 and the application to mass fluxes, entrainment, and detrainment rates in-
dependent of the convection scheme. It requires the mass fluxes (upward and downward)
and the corresponding entrainment and detrainment rates at each model level as input
parameters. These have to be provided by the convection scheme. Using the MESSy
structure a straightforward coupling of this submodel with the CONVECT submodel is
applied.
This submodel is equipped with a closure routine that guarantees that the mass fluxes in
each model level k are properly closed, i.e.:
F ku = F
k+1
u + E
k
u +D
k
u. (4.1)
In this equation F ku denotes the updraft mass flux, F
k+1
u the mass flux from the layer
below, Eku the entrainment flux and D
k
u the detrainment flux in this layer. All fluxes are
in kg/(m2s). This closure had to be reformulated as well, and now it is more robust. The
scheme is monotonic, positive definite and mass conserving. To assure this, the mass flux
of air in a grid box must not exceed the available grid mass in one model timestep. If
this occurs a priori, the scheme adjusts the mass fluxes and entrainment and detrainment
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Figure 4.1: Sketch of the convective tracer tranport scheme for upward (left) and downward
(right) transport.
rates so that this limit is reached.
The transport routine itself calculates the tracer mixing ratio in the updraft and downdraft
(i.e., the tracer mass fluxes) and the detrained tracer mass fluxes, considering entrainment
in each layer. Additionally, a fraction of the entrained tracer mixing ratio can directly be
detrained in the same level. This can be seen in Figure 4.1. Theoretically detrainment
from the updraft is possible in each layer, but usually significant detrainment occurs
only in the upper troposphere. For downward transport in the convective downdrafts the
calculations are performed analogously. The detrainment from the convective downdrafts
usually occurs in the lowest model layers only.
The calculations for the updraft are described by the following equations (downdrafts
follow the same principle):
Mku (X) =
(F k+1u − (Dku − pe · Eku)) ·Mk+1u (X) + (1− pe) · Eku ·Mkenv(X)
F k+1u
(4.2)
Mkud(X) =
(Dku − pe · Eku) ·Mk+1u (X) + pe · Eku ·Mkenv(X)
Dku
(4.3)
In these equations Mku (X) denotes the tracer updraft mixing ratio of species X in level
k. In this case, it is irrelevant if these ratios are given in mol/mol or kg/kg. Mkenv(X)
represents the environmental mixing ratio of species X outside of the convective plume.
The parameter pe specifies the fractions of the entrained air which is detrained immediately
in the same model layer. Mkud(X) is the mixing ratio in the updraft detrainment flux.
The equations for the downdraft mixing ratio Mkd (X) und downdraft detrained mixing
ratio Mkdd(X) are derived analogously. With those quantities the new tracer mixing ratio
of the species X in each layer, Mk(X), can be described by:
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Mk(X) =
{
(Mkair − (Mku −Mkd +Dku +Dkd) ·∆t) ·Mk(X) (4.4)
+(Mku −Mkd ) ·∆t ·Mk−1(X)
+Dku ·∆t ·Mkud(X)
+Dkd ·∆t ·Mkdd(X)
}
/Mkair.
In this equation ∆t denotes the model timestep and Mkair the column air mass per m
2
within that particular grid box.
The first term on the right hand side in this equation determines the amount of the tracer
X that is not affected by the convective activity, the second term the influence of air
subsidence around the convective plume, the third the effect of the detrained updraft
mixing ratio of the species and the fourth the detrainment from the downdraft.
This process is calculated sequentially for all trace species.
The largest benefit from this submodel is, that it can be used with various convection
schemes. These might have their own transport schemes, but with this submodel the user
can be sure that any difference analysed in trace gas mixing ratios originate only from the
differences in the convection parameterisations, since the transport mechanism used for
all the studies is identical. This is specifically valid for the simulations of Section 4.3.
The effect of scavenging and wet deposition on the convective transport and the coupling
to those processes will be addressed in Section 6.2.
4.3 Comparisons of Convection Schemes - Implications on
vertical transport
4.3.1 Simulation setup
For the analysis of convective transport five simulations with idealised tracers have been
performed. Gas phase chemistry is neglected. The effect of the differences in tracer
transport can be analysed with the help of the DRADON submodel with its corresponding
tracer 222Rn. The submodels used in this study are CLOUD, CONVECT, CVTRANS,
(SCAV), OFFLEM, DRADON, DRYDEP, SEDI, LNOX and TROPOP. LNOX is used for
diagnostics (see Chapter 5), and TROPOP for the calculation of the planetary boundary
layer (PBL) height, which is required for the Zhang-McFarlane-Hack scheme, and the
diagnostics of the tropopause height.
These simulations are:
 Simulation with the Tiedtke convection scheme T1 (C T1), the reference simulation;
 Simulation with the ECMWF convection scheme EC2 (C EC);
 Simulation with the Zhang-McFarlane-Hack convection scheme ZH (C ZH);
 Simulation with the Zhang-McFarlane-Hack convection scheme with the additional
evaporation of precipitation ZHW (C ZHW);
 Simulation with the Bechtold convection scheme B2 (C B2).
The convection schemes and their respective names are the same as in Chapter 3. Since
the differences within the groups of the convection schemes T1, T2, T3 and EC, EC2 and
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B1, B2 (see Section 3.3.2) are small, only one of each group is used here, namely T1, EC2
and B2, respectively.
The simulations are performed with climtological sea surface temperatures. The simulation
period is 15 months, but only the last 12 months are used for the data analysis to avoid
potential model spin-up effects.
The focus of this study is on the 222Rn tracer and its three dimensional distribution.
4.3.2 Results
4.3.2.1 Convective mass fluxes
First, the zonal distributions of the updraft mass fluxes calculated with the different con-
vection schemes are presented. Since this quantity is virtually impossible to observe, usu-
ally the Radon tracer mixing ratios are investigated to analyse the mass fluxes. However,
these mixing ratios can also be influenced by other processes, e.g., advection. Therefore
the analysis of the updraft mass fluxes are suitable for a model intercomparison to address
vertical upward transport in a model as presented in Figure 4.2. The figure shows the
annual zonal average of the updraft mass fluxes as calculated by the various convection
schemes. Close to the surface the average zonal orography is displayed in dark grey. In the
upper troposphere the simulated average tropopause height is marked with the turquoise
line.
The C T1 simulation, the reference simulation, shows the expected distribution of con-
vection: deep convection in the tropics, only shallow upward motion in the subtropics
and a more convectively active region in the midlatitude storm tracks, characterised by a
combination of shallow and deep convection. Usually, the convection starts already at al-
titudes in or slightly above the planetary boundary layer (PBL). If convection is triggered
considerably above the PBL this is described by the so-called midlevel convection of this
scheme.
The shallow convection is characterised by stronger upward mass fluxes. It seldomly
reaches higher than 800 hPa, a typical convective boundary layer height. Above this al-
titude, the mass flux shows much lower values of about half the strength only. In the
C T1 simulation the mass fluxes decrease with increasing altitude, due to detrainment of
air from the mass fluxes and the dilution by entrainment, which reduces the buoyancy
and consequently the strength of the vertical upward mass fluxes. The convective upward
motion ends at about 200 hPa on average in the tropics with lower altitudes up to 400
hPa in the polar regions. This is effectively below the average tropopause height, denoted
by the turquoise line, which ultimately limits convection due to the temperature inver-
sion. There is hardly any convective transport across the tropopause, constraining the
injection of tropospheric air into the stratosphere and vice versa. The subtropical regions
with very rare convective activity are characterised by much lower upward motion. This
can be explained by the subsidence in the Hadley circulation taking place in these regions
(compare Figure 1.2).
In the C EC simulation, the situation is different. Even though the horizontal zonal dis-
tribution is similar (highest values in the tropics and two secondary maxima), in this case
the shallow convection is much stronger. In the southern storm tracks, the shallow con-
vection is much more intense than in the northern hemisphere. The absolute values in
the shallow convection are considerably higher, as noted by Grant and Brown (1999) and
Tompkins et al. (2004). However, not only the shallow convection is stronger but also
the deep convective mass fluxes reach values that are on average almost twice as high,
66 CHAPTER 4. CONVECTIVE TRANSPORT
C T1
C EC C ZH
C ZHW C B2
Figure 4.2: Annual zonal average of the convective updraft mass fluxes in g/(m2s). The
grey area depicts the zonally averaged orography.
resulting in more effective upward transport. The mass fluxes of C EC reach up to almost
500 hPa in the midlatitudes with values twice as high as in the C T1 simulation. In the
tropics there is hardly any decrease of the mass flux strength with altitude up to 400 hPa.
Above this height a decrease can be detected, but the vertical gradient of the mass flux is
less step compared to C T1. This results in upward mass fluxes of more than 6 g/(m2s)
compared to C T1 with only 2 g/(m2s) in an altitude of about 400 hPa. In the tropics two
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separate updraft regions can be detected for C EC, which are less distinct in the C T1
simulation. Additionally, there is almost no convection above 800 hPa at the poles in
C EC, while the shallow convection is stronger than in C T1 in the northern hemisphere.
Since the shallow convection scheme of the ECMWF-scheme is substantially different from
the Tiedtke-Nordeng-scheme, some discrepancies must be expected, but the strength of
the shallow convective mass fluxes is almost a factor of two larger. The shallow convection
closure of Grant and Brown (1999), known to produce even stronger shallow mass fluxes,
is not applied in this study. It seems, that the applied entrainment formulation (turbulent
entrainment only) hardly affects the updraft, resulting in deeper convection. The midlevel
and deep convection of the extratropics is much more effectively triggered and stronger
due to a different calculation of the cloud base mass flux. The tropopause is diagnosed
at almost the same altitude, again providing an effective transport barrier, which is not
crossed by significant convective updrafts.
For the C ZH simulation, the tropical upward mass fluxes are calculated similarly com-
pared to C T1, but somewhat lower values for the middle troposphere can be detected
(right panel in the middle row of Figure 4.2). In the tropics the convection reaches up
to substantially higher levels, but still fades below the tropopause. Close to 200 hPa is
a region where the mass fluxes even increase again. A possible explanation is, that this
results not only from the Zhang-McFarlane scheme, but additionally from the Hack part,
further stabilising the upper troposphere with high water vapour content transported by
the Zhang-McFarlane part. The shallow convection and also the convection of the mid-
latitudes, mostly originating from the Hack scheme, are significantly stronger than in the
C T1, but weaker than in the C EC simulation. This is partly due to the fact that the
Hack scheme determines convective mass fluxes for each layer individually. With the help
of the detrainment parameter β these layers are connected to achieve a total mass flux
(Hack, 1994), but a direct plume ascent is not calculated. In the midlatitudes, where
the tropopause height decreases as in the other simulations, convective mass fluxes are
calculated which on average reach or even cross the average tropopause, leading to a pen-
etration of the transport barrier. Even though the mass fluxes are relatively small and the
subsequent transport of trace species and moisture into the lower stratosphere might be
weaker compared to the exchange along the isentropes in those specific regions, this likely
has an effect on the composition of the lower stratosphere.
The C ZHW simulation shows a very similar mass flux distribution compared to C ZH
in the midlatitudes and also for the shallow convection with a little higher values than
C ZH. The convection of the tropics is stronger than in C ZH, reaching similar values as
C EC in the middle troposphere. The upper tropopspheric maximum, as simulated by
C ZH, is even stronger while lower values occur between 500 and 350 hPa. Similar to the
C ZH simulation, the tropopause is almost reached in the tropics by average mass fluxes
of about 1 g/(m2 s) and in the midlatitudes convective transport across the tropopause
occurs.
The Bechtold scheme applied in C B2 shows again the maximum mass flux in the tropics,
and a weak secondary maximum in the southern storm tracks, though the northern storm
tracks are not characterised by such strong upward mass fluxes. Since the precipitation in
these regions is captured quite well (compare Figure 3.4), this mainly results from large-
scale precipitation. The shallow convection is weaker than in the other schemes. This
must partly be attributed to the rather different descriptions of shallow convection. Addi-
tionally, in this simulation a much longer relaxation time (4 hours) compared to the other
schemes for both shallow and deep convection is applied, resulting in weaker mass fluxes.
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Simulation Mean Bias RMSE Correlation Slope Intercept
Name [g/(m2s)] [g/(m2s)] [g/(m2s)] R2 with y-axis
C T1 2.53 - - - - -
C EC 4.01 1.48 1.32 0.74 1.23 0.70
C ZH 2.81 0.28 1.21 0.62 0.81 0.67
C ZHW 3.45 0.92 1.14 0.77 1.16 0.42
C B2 1.93 -0.60 0.91 0.79 0.75 -0.06
Table 4.1: Statistics of the annual zonal updraft mass flux averaged over all model levels
of the individual model simulations compared with the C T1 simulation.
Since the general shape of the mass fluxes is similar to most of the other simulations, a
shorter relaxation time would result in mass fluxes of the same magnitude as in the other
simulations. The two peaks in the tropics are much sharper than in the other convection
schemes. The convective mass fluxes reach higher than in the C T1 simulation, but do
not reach or cross the tropopause as in C ZH and C ZHW.
The statistics of the mass fluxes using C T1 as the reference are shown in Table 4.1. All
schemes except for C B2 calculate stronger upward mass fluxes than C T1. On the other
hand, the correlation R2 is always higher than 0.6 indicating a similar spatial distribution.
The slope and correlation indicate that C B2 is closest to the reference C T1, which is
also a model result and not necessarily represents ’reality’.
In summary, the five simulations show large differences in the average updraft mass fluxes.
Especially the differences in the shallow convection, which determines partly the mixing of
the lower troposphere, have a substantial effect on water vapour and tracer concentrations.
However, in the ECHAM5 model an additional process calculating the vertical mixing of
compounds in the boundary layer is implemented. Therefore, the differences in the lower
troposphere might not be that significant. An increased strength of the deep convective
mass fluxes in the tropics will result in significantly higher concentrations of trace species
and water vapour in the tropical tropopause region. This is critical, especially for the
schemes that cross the average tropopause with convective mass fluxes, resulting in a
much enhanced convective exchange of air masses between troposphere and stratosphere.
This affects not only by the injection of tropospheric air into the lower stratosphere, but
also the movement of stratospheric air into the upper troposphere by the mass balancing
subsidence. Additionally, higher water vapour contents in the upper troposphere can lead
to enhanced cirrus formation with feedbacks on radiation and therefore on the energy
budget of the Earth.
4.3.2.2 Radon distributions
Next, the vertical distribution of Radon (222Rn) is analysed. The zonal average vertical
distribution of Radon with the different convection schemes is presented in Figure 4.3.
The upper left panel in addition shows the annual average horizontal distribution in the
surface layer. Since significant emission of 222Rn occurs only over land, if it is not covered
by ice, the highest values can be found over the land masses of the northern hemisphere.
The mixing ratios are highest in the Sahara, because in the subtropics the winds close to
the surface are lower than in the midlatitudes. As a consequence 222Rn is less ventilated
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Figure 4.3: Simulated 222Rn mixing ratio during summer (JJA) in 10−21 mol/mol. The
upper left panel shows the annual average of the surface layer mixing ratio of the C T1
simulation, the other panels show the zonal averages of the various simulations. The
contour lines display the simulated mixing ratios of the individual simulations, the colors
show the differences to the C T1 reference simulation. The grey area close to the surface
is the mean orography.
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by advection from the source regions. Additionally, there is little convection in this region
and therefore 222Rn accumulates in the boundary layer.
The other panels show the zonal average mixing ratios. For comparison with the model
results from the model intercomparison by Jacob et al. (1997), the average mixing ratio
for the summer season (JJA) is displayed. The contour lines show the simulated mxing
ratios for the individual simulations. In the upper right panel the colors show the same
as the contour lines for the C T1 simulation. In the other pictures the colors denote the
difference to the C T1 simulation.
The general shape is similar for all simulations: the highest 222Rn abundance occurs in
the northern hemisphere between 40◦N and 75◦N, resulting from the relatively large land
masses in these latitudes. The emitted atoms are also vertically transported yielding signif-
icant mixing ratios in the upper troposphere of the northern hemisphere. The convection
of the midlatitudes is indicated by the two peaks at about 40◦N and 40◦S. The ITCZ is
not sharply reflected in the 222Rn distribution.
The colors of the four lower panels of Figure 4.3, which show the differences to the C T1
simulations, illustrate the differences in the vertical transport. As already seen in Figure
4.2, the transport into the upper troposphere is more effective in all simulations compared
to the reference. This is mostly a direct effect of the convective vertical transport. Even
though the Hadley circulation might be stronger in these simulations compared to C T1,
the mixing ratios cannot be affected by long-range transport because of the radon life time
of only a few days. Only in regions close to convective activity, e.g., parts of the upper
troposphere in subtropics, this can have a slight impact. In general, the circulation follows
the pathways indicated in Figure 1.2. However, except for the convective updraft, which
occurs within a timeframe of a few hours, most of the other transport processes are too
slow (especially meridional transport), to substantially influence the tracer mixing ratios
in the upper troposphere. These differences to C T1 are lower in the B2 simulation than
in the others.
The details, e.g., the height of the ’10 · 10−21 mol/mol isoline’ of all simulations differ
substantially. Especially in C ZH and C ZHW this contour line reaches up to almost 200
hPa, while in the C T1 simulation is is mostly located below 600 hPa. For comparison,
in the study of Jacob et al. (1997) the 222Rn distributions of the participating models
with their different convection parameterisations differ as much. For instance, ECHAM3
shows a lower ’10 · 10−21 mol/mol isoline’ than the TM2 or GFDL models. In contrast,
the ’2 · 10−21 mol/mol isoline’ has an almost comparable shape in all simulations of this
study, which is not the case in the analysis of Jacob et al. (1997). This must therefore
be attributed to other differences in the model physics of the participating models of the
intercomparison, and cannot necessarily be explained by the different convection schemes
alone.
Despite the high reaching mass fluxes of the C ZH and C ZHW simulations as diagnosed
in Figure 4.2, the gradient at the tropopause and in the lower stratosphere is almost
identical in all five simulations. This underlines that the differences in the 222Rn mixing
ratios are mostly due to the differences in the convective transport. Additionally, the
uniform shape of the isolines plays down the importance of injection of tropospheric air
into the stratosphere by convection. Even though this might occur, it is not reflected in
the zonal average mixing ratios. First, this can be explained by the limited importance of
this convective injections compared to the large-scale isentropic troposphere-stratosphere
exchange. Moreover, in Figure 4.2 annual averages are shown, while in Figure 4.3 the
summer mixing ratios are displayed. In general, in late autumn and winter, the convective
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Figure 4.4: Vertical profile of the 222Rn mixing ratio during the NARE campaign in 10−21
mol/mol as observed and simulated.
activity in the northern storm tracks is stronger than in boreal summer, probably result-
ing in no such cross-tropopause transport during this season. In the southern hemispheric
storm tracks the occurence of a possible cross-tropopause transport in this seasson (winter
in the southern hemisphere) is not obvious, since the mixing ratios are generally lower.
Vertical profiles of 222Rn have been measured at various locations in the last fifty years.
The compilation of data by Liu et al. (1984) is helpful for a general overview, but this
data is not very useful for the comparison with model results, since the average profiles
presented are constructed from measurements taken over long or not explicitly specified
time periods. For the comparisons of model results with observations, measurement data
from several field campaigns are used, adapted from the work of Olivie´ (2005).
For this purpose, the average mixing ratios of the model calculations within the region and
time period of the campaign are calculated. Based on the observations a time averaged
vertical profile is determined (dashed line). In addition, the individual measurements are
marked with symbols. Since data of the years of the individual campaigns are compared
with a simulation performed with a free running GCM forced by climatologcial sea sur-
face temperatures only, a perfect match of observations and model calculations cannot be
expected.
Figure 4.4 shows the observed radon mixing ratios (black symbols) with their average
profile (black dashed line) from the NARE campaign (1993) over the North Atlantic and
Canada as described by Zaucker et al. (1996). The colored lines show the corresponding
results from the model simulations with the different convection schemes. Note the log-
arithmic scale on the horizontal axis. For the boundary layer, all simulations are within
the variability of the observations, although some differences are apparent. This mainly
reflects the differences in the description of the source of 222Rn. Above about 1 km altitude
the curves of the model simulations are very similar. Between 2 and 3 km the different
simulations increasingly deviate, reflecting the transition to the free troposphere. Never-
theless, all simulations are within the variability of the observations. Above 5 km, where
no observations are available, the profiles deviate significantly from each other, showing
the effect of the different detrainment descriptions and strength of the convective mass
fluxes.
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Figure 4.5: Vertical profile of the 222Rn mixing ratio during the MOFFET campaign in
10−21 mol/mol.
Figure 4.6: Vertical profile of the 222Rn mixing ratio in the western USA (Moore et al.,
1973) in 10−21 mol/mol.
A similar picture as above can be made for a flight campaign at Moffet Field, California, in
summer 1994 (Kritz et al., 1998). For this data, a model calculation with a regional model
has been performed by Stockwell et al. (1998). Again, the simulations are very similar in
the boundary layer and the lower troposphere. All calculated mixing ratios are at the high
end of the variability of the observations. Above 3 km the model calculations differ in-
creasingly. While the mixing ratios of T1 are highest higher from 2 to 4.5 km they become
much lower than the values of the other simulations above 6 km. They are, however, still
in the range of observations, because the variability is very high for this campaign, but
deviate most from the observational average. C EC and C B2 show a very similar shape,
being somewhat lower than the observational average, while C ZH and C ZHW calculate
slightly higher mixing ratios. At 12 km, the maximum altitude of the observations, the
measured average shows an increase that is not found in any of the simulations.
Moore et al. (1973) provide an additional 222Rn dataset. Observations took place in the
western United States and the profiles originate from all seasons. This is presented in Fig-
ure 4.6. On average, the profiles are very similar below 6 km. Below 2 km altitude with
only fery few measurements all the simulations show higher 222Rn mixing ratios than the
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Figure 4.7: Vertical profile of the 222Rn mixing ratio during the STEP campaign in 10−21
mol/mol.
observations. The shape is similar to the other profiles, reflecting the emissions and the
PBL. Above 2 km the model results are slighlty lower than the observational average. As
indicated above, the C T1 simulation shows lower values above 6 km and does not capture
the upper tropospheric maximum in the observations. Even though this maxmium is not
sharply distinct in the other simulations the upper tropospheric mixing ratios are closer
to the observations, especially for the C ZH and C ZHW simulation.
Also for the upper troposphere and lower stratosphere some vertical profiles are available.
Those are from the STEP campaign (Kritz et al., 1993), north of Australia in January and
February 1987 and shown in Figure 4.7. This time the mixing ratios are shown on a linear
axis versus the pressure altitude ranging from 140 hPa to 40 hPa, representing the upper
troposphere lower stratosphere region. In comparison to these observations the C B2 sim-
ulation shows the highest values being at the upper limit of the observed variability. The
other simulations calculate lower mixing ratios closer to the observational average, but
also with distinct differences. Above 70 hPa the mixing ratios of all simulations decrease
drastically, with a gradient much steeper than observed. This can partly be due to the
fact that the upper limit of the model domain is at 10 hPa. Therefore, the stratospheric
circulation is only roughly reproduced by the model. Furthermore, close to the model
domain boundaries the results should be treated with care. Already the results between
140 hPa and 80 hPa are based on only few model levels and are interpolated linearly on
the pressure axis. Even though convection can contribute to the injection of tropospheric
air into the stratosphere (Mullendore et al., 2005), this does not occur regularly. Even
if such a case was captured during the STEP measurements, it is highly unlikely that a
model simulation without nudging reproduces such an event of extreme convection.
In summary, it can be stated, that all simulations are overall able to predict a reasonablly
realistic average vertical profile of 222Radon, but show significant differences between each
other. The C T1 simulation shows lower concentrations in the upper troposphere as a
result of the weaker vertical transport.
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4.4 Discussion
The aim of this study is to shed light onto the differences in convective transport as di-
agnosed by replacing the convection parameterisation. Again, it is not possible from the
simulations to designate one of the schemes as ’best performing’ with respect to reproduc-
ing observed vertical profiles of trace species influenced only by transport.
It is difficult to compare observed profiles and model simulations, especially if the local
model meteorology is not identical to the observed conditions. For that purpose a simu-
lation series with the nudging technique applied for the time of the individual campaigns
would be required, but this is beyond the scope of this study. Especially for the STEP
campaign focussing on troposphere-stratosphere-exchange processes, a higher model res-
olution in the vertical direction, e.g., the 90 layer middle atmosphere version, would be
helpful.
The comparison of the results with the model intercomparison of Jacob et al. (1997) can
only be used qualitatively, because in contrast to their results the differences in the 222Rn
mixing ratios of the simulations of this chapter can directly be assigned to the influence,
i.e., the occurence and strength of convective events. A direct comparison with the find-
ings of Jacob et al. (1997) is not possible because the model setup of both simulation
series is not identical. Additionally, their simulations do not differ solely with respect to
convection, but also more generally with respect to the model physics.
The issue of the transport of air masses across the tropopause by convection in some of
the simulations must be considered. However, average mass fluxes are analysed as well as
the average tropopause height. Therefore it cannot be guaranteed from this comparisons
that there has actually been transport across the tropopause and exchange of air. How-
ever, a higher content of moisture in the upper troposphere originating from convection is
simulated (these figures are not shown). This partly explains the temperature variations
seen in Figure 3.10 because water vapour contributes to radiative cooling. The higher
water vapour content also has feedbacks on the dynamics, partly due to more formation
of cirrus clouds by the large-scale cloud scheme, and high ice clouds generally contribute
to radiative heating. This may partly explain the instabilities in the upper tropical tro-
posphere, which activate the Hack convection parameterisation in the C ZH and C ZHW
simulations, as analysed in Figure 4.2.
In the midlatitudes the exchange of air across the tropopause occurs mostly along isen-
tropes, while the effect of convection is thought to be of minor importance (Holton et al.,
1995). Nevertheless, a recent model study by Mullendore et al. (2005) shows the occurence
of tracer transport across the tropopause in extreme midlatitude convection and compared
their results with observations from the STEP campaign (Kritz et al., 1993), concluding
that locally convection can contribute to the injection of air from the troposphere into the
stratosphere. However, it is questionable, if the very deep convection of the C ZH and
C ZHW simulation in the midlatitudes predicts this process.
Chapter 5
Lightning
Lightning is of special importance in a global atmospheric chemistry climate model, since
it is a source for NOx in the upper troposphere. Due to this process reactive nitrogen
can participate in the chemistry of the remote atmosphere, e.g., through effective ozone
formation far from anthropogenic emission sources (Stockwell et al., 1999). Since the NO
is produced at higher altitude, it is relatively slowly converted to soluble HNO3 that would
be efficiently scavenged. In contrast to surface NOx emissions different reaction paths are
possible in the upper troposphere, e.g., the formation of PAN which is thermally labile
in the lower troposphere. Even though these NOx emissions are less than 10% of the
total nitrogen oxide emissions, they are important for the upper tropospheric chemical
composition. Several studies (e.g., Stockwell et al., 1999; Tie et al., 2001; Labrador et al.,
2004) show that lightning NOx emissions have large effects on atmospheric chemistry in
the upper troposphere.
Although global observations of lightning are available from the Lightning Imaging Sensor
(LIS) and the Optical Transient Detector (OTD) a link with meteorological quantities is
required for predicting flash rates in prognostic models.
5.1 Simulation setup
Since a GCM usually does not include the electrical circuit of the atmosphere and the
process of electrification is still associated with large uncertainties, the flashes cannot
be explicitely calculated by the model. Moreover, since the convective thunderstorms
themselves are mainly unresolved on the coarse grid of a global model, the lightning
can only be derived indirectly from resolved or parameterised quantities. In the applied
model this process is parameterised following the approach of Price and Rind (1992) and
Price et al. (1997) (see Section 2.2.2.4). As mentioned earlier, the parameterisation is
derived from an empirical relationship of observed flash frequencies and convective cloud
top heights, differentiating between continental and ocean grid boxes. This is expressed
by the Equations 5.1 and 5.2, respectively:
Fc = 3.44 · 10−5 ·H4.90 (5.1)
Fm = 6.40 · 10−4 ·H1.73 (5.2)
Fc and Fm denote the flash frequencies in flashes per minute for continental and marine
regions, respectively, and H is the convective cloud top height in km. Price and Rind
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(1994) discuss that the calculated flash frequencies depend on the horizontal resolution
and introduce a resolution dependent rescaling parameter to overcome this issue. This
parameter has been multiplied by 1.5, as determined from previous studies of this model
during the setup of the evaluation simulation (see Section 6.4.1). However, since in that
simulation a different vertical resolution and nudging is applied, this parameter is not
necessarily suitable for a different model setup.
The production of NOx resulting from the modelled and observed lightning is even more
uncertain, since, even if the flash frequency is simulated correctly, the rate of NOx pro-
duction per flash is highly uncertain. Neither the ratio of inter-cloud, intra-cloud and
cloud-to-ground flashes is known and can be quantitavely determined from observations,
nor the efficiency of each type for producing NOx. These production estimates vary by
two orders of magnitude in the literature. Furthermore, usually an average amount of
NOx production per flash is given, but the flashes themselves vary in their energy, and
consequently in their potential of NOx formation. This formation varies from 0.3 · 1021 to
6.1·1021 molecules/flash (Ridley et al., 1996) to values of 1.8·1021 to 30·1021 molecules/flash
(Beirle et al., 2004) or even to 300·1021 molecules/flash (Franzblau and Popp, 1989). Price
et al. (1997) assume a value of 67 · 1021 molecules/flash for cloud-to-ground and 6.7 · 1021
molecules/flash for intra-cloud flashes. Due to these uncertainties the estimates of global
NOx production from lighting vary between 2 and 12 Tg N/yr (e.g., Tie et al., 2001;
Labrador, 2005, and references therein).
Since the cloud top height is a diagnosed value from the convection scheme, an exchange
of the convection parameterisation affects the simulated flash frequencies. The model sim-
ulations evaluated in this section are described in Section 4.3.1. The diagnostic output of
the LNOX submodel is evaluated in this section.
5.2 Model calculated flash frequencies
Flash frequency data, used to test the ECHAM5/MESSy model results have been derived
from a combined data set of LIS and OTD observations. A gridded data set with a
horizontal resolution of 2.5◦ with daily values of the flash frequency can be obtained from
the Global Hydrology Resource Center1. A description of the two instruments and the
respective data can be found in Christian et al. (1999) and Thomas et al. (2000) for LIS,
and Christian et al. (2003) for OTD data, respectively.
Table 5.1: Rescaling parameter and statistics of the lightning simulation
Data Total Frequency Rescaling Correlation
flashes/s Factor RF R2
LIS & OTD 44.59 1 -
C T1 14.42 3.09 0.342
C EC 41.13 1.08 0.614
C ZH 120.3 0.37 0.477
C ZHW 135.9 0.33 0.445
C B2 86.47 0.52 0.556
1http://ghrc.mfsc.nasa.gov
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Since there are large differences between the simulated flash frequencies applying the
various convection simulations with respect to intensity and distribution a rescaling factor
RF has been calculated first. This is derived from the global total number of flashes per
second of the observations ffobs divided by the total number of flashes per second of the
simulations ffmodel .
RF = ffobs/ffmodel (5.3)
Since the simulated frequencies are derived from empirical coefficients such a rescaling
factor can be seen as a requirement for the selected convection scheme. The calculated
values for RF are listed in Table 5.1.
This factor is very important, and it varies between 0.33 and more than 3, indicating a
strong underestimation for one scheme (C T1) and a strong overestimation for another
(C ZH and C ZHW). The horizontal flash frequency distribution shown in Figure 5.1 are
the simulated frequencies multiplied with RF for an investigation of the average spatial
distribution of the lightning events.
The upper left panel depicts the observed flash frequencies per km2 and year, i.e., the
combined satellite observations (LIS & OTD), on a logarithmic scale. It shows the high-
est values over the tropical continents of Central Africa, South America and Indonesia.
Also, in the southeastern USA and southeast Asia relatively high values are observed. In
Europe, northern Asia, and Canada the flash frequency is typically more than an order
of magnitude lower. Over the oceans there is much less lightning activity. Close to the
continents the flash frequencies decrease by a factor of more than 10 while in remote ma-
rine regions it is lower by a factor of more than 100, even in the ITCZ and the SPCZ
with high convective activity. There is only very little lightning activity in the southern
storm tracks. This is due to the fact that there are no continents which induce stronger
updrafts, higher cloud tops and increased lightning. From 75◦ polewards no data is avail-
able, because the orbital track of LIS is limited to ±35◦ (Christian et al., 1999) and the
observations by OTD are restricted to ±75◦ by the orbital inclination and the instrument
field of view (Christian et al., 2003).
The upper right panel shows the flash frequencies for the C T1 simulation. Even though
the rescaling has been applied, it differs from the observations. As in the observations,
over the continents the values are higher than over the ocean. However, the maximum
is not found in Africa, but in Indonesia and southeast Asia. There much higher values
compared to the observations are obtained (more than a factor of 5). In Central America
a weaker overestimation occurs. While in Amazonia a slight overestimation is found in
the model simulation, in the southern part of the continent an underestimation occurs.
An even stronger underestimation (50% compared to the observed values) is detected in
Central Africa, where the observations show a maximum. The distribution in the ex-
tratropical northern hemisphere shows an overall underestimation. Therefore the spatial
distribution is not represented well by this model configuration as can be seen from the
relatively low correlation (R2 = 0.342) in Table 5.1. The high rescaling factor required to
obtain a similar global total flash frequency indicates an underestimation of the convective
cloud top height, consistent with the results from the mass flux analysis (compare Figure
4.2).
A comparison of the C EC simulation with the observations yields better results. Over
the continents the main characteristics are represented relatively well. The maximum val-
ues are simulated in Central Africa, followed by South America. The spatial distribution
from Amazonia to Argentina is captured better than in C T1. Over Indonesia also an
overestimation occurs, but this is not as strong as in the C T1 simulation. In Europe and
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LIS & OTD C T1
C EC C ZH
C ZHW C B2
Figure 5.1: Observed and simulated annual average flash frequencies in 1/(km2 yr).
northern Asia as well as in North America there is a slight underestimation, similar to
the C T1 simulation. Again, over the oceans, generally lower values are simulated than
observed, especially close to the coasts. Additionally, there are some differences in the
southern storm tracks, where more lightning is simulated than observed, and Antarctica
and north of 70◦ N, where observations are missing. Nevertheless, with a rescaling factor
of 1.08 the simulation with the C EC convection scheme shows the highest correlation
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(R2 = 0.61).
The C ZH simulation (right panel in the middle row) also shows relatively high values,
e.g., in southeast Asia, thus requiring a rescaling factor of 0.37. A similar overestimation is
simulated for Central America, while in Africa the observed maximum is not represented
properly. On the other hand in the USA the model underestimates the lightning activity
significantly. Similar as in the C T1 simulation there is an underestimation in northern
Asia. As in the previous panels, over the oceans the flash frequency is underestimated.
For this simulation the rescaling factor is 0.37, indicating a much higher average cloud top
height predicted by the convection scheme, i.e., much deeper convection. This is consistent
with the analysis of Figure 4.2. The spatial distribution with a correlation of R2 = 0.48
is much better than in C T1, but not as good as in the C EC simulations.
A similar conclusion can be obtained for the C ZHW simulation. The distribution looks
similar to C ZH, with slightly lower values in Amazonia and Central Africa. On the other
hand, in southeast Asia the overestimation is even stronger. In northern Asia slightly lower
flash frequencies are calculated. This results in a slightly reduced correlation (R2 = 0.45),
and a smaller rescaling factor (0.33 compared to 0.37).
The Bechtold scheme (lower right panel of Figure 5.1) is able to reproduce the maximum
in Central Africa with the secondary maximum in South America of almost similar range.
The lightning activity over Indonesia is overestimated as in the other simulations. How-
ever, in India, Thailand, Vietnam, Bangladesh, and southern China almost correct values
are simulated. In Europe and northern Asia the observed flash frequency is slightly under-
estimated, while similar to the other simulations, the underestimation in North America
is more significant. The lightning activity in the northern and southern storm tracks is
comparable to the C EC simulation, again too high in the southern storm tracks. Further
polewards this cannot be evaluated due to the lack of observations. The rescaling factor of
0.52 indicates deeper convection as with the C T1 scheme, but not as deep as in the C ZH
or C ZHW simulation, again consistent with the mass flux analysis of Section 4.3.2.1. The
spatial distribution is represented almost as good as in the C EC simulation.
The statistical details are presented in a Taylor diagram in Figure 5.2. According to the
statistics, with respect to both the normalised standard deviation and the correlation the
C EC simulation performs best. The simulation with the Bechtold scheme shows an over-
stimation of the amplitude of the spatial variation. This is even larger for the simulations
using the ZH and ZHW convection scheme. The standard convection scheme T1 shows an
even higher normalised standard deviation. The ranking with respect to the correlation is
identical. The ’best’ spatial representation of the observed flash frequencies is found in the
C EC simulation while with the C T1 the correlation is significantly lower. Furthermore,
C EC is also ’best’ with respect to the rescaling factor with RF close to 1.
5.3 Discussion
In summary, the additional rescaling factor dependent on the selected convection scheme
is a requirement for a realistic simulation of flash frequencies. Since it is very dependent
on the specific model setup a fixed number cannot be given, but must be determined
individually. It may well be possible that the rescaling factors required by the alternative
convection parameterisations are resolution dependent. This must not be mixed up with
the resolution dependent rescaling parameter for the Price et al. (1997) lightning param-
eterisation.
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Figure 5.2: Taylor diagram for the modelled flash frequencies.
Evaluating the details of the spatial distribution is difficult. However, compared with a
previous study (Labrador et al., 2005), the lightning over Indonesia, Europe and northern
Asia is captured much better. Allen and Pickering (2002) compare three different param-
eterisations of lightning based on cloud top height, updraft mass fluxes and precipitation
formation respectively. Since in this study no global statistical evaluation is performed,
these results can be compared only qualitatively with the lightning distribution from the
individual simulations. The differences with the different lightning parameterisations are
much larger than the differences resulting from different convection schemes. In none of
their simulations the maximum in Africa is captured appropriately, and both the mass flux
and precipitation formation based scheme overestimate the lightning activity in the warm
pool region and the Bay of Bengal. The cloud top height simulation of Allen and Pickering
(2002) underestimates the lightning activity in South America and Central Africa. Again,
the simulations of the present study capture these features much better.
As mentioned above, all simulations show problems in describing the observed flash fre-
quencies over the ocean. This is a known problem of the Price and Rind (1992) parame-
terisation, discusssed in Grewe et al. (2001), in which a dependence of the flash frequency
proportional to the updraft velocity rather than the cloud top height is proposed. Since
this approach has not been applied in this study, it cannot be determined whether this
would overcome this problem.
A possible improvement for future applications, especially with the Price and Rind (1992)
parameterisation, would be a weighting of the simulated flash frequency with the fractional
land-sea mask. At present time a grid box is considered as continental if the land frac-
tion exceeds 10%. Especially for the Indonesian region in the relatively coarse horizontal
resolution, this might substantially decrease the overestimation analysed for most of the
simulations with the individual convection schemes.
Additionally, the model results are all from free-running simulations of only one year
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with prescribed climatological sea surface temperatures as boundary conditions. A longer
time series of simulated flash frequencies is a requirement for a more robust statistical
performance analysis of the individual convection schemes with respect to lightning. Nev-
ertheless, the presented analysis already gives some strong indications. Furthermore, the
LNOX submodel has been applied in the simulations of Section 3.3, but only instantaneous
values have been evaluated in the output. An average of these indicated the same results,
but shows worse correlation. This is due to the fact that the ouput is restricted to specific
times of the day, e.g., in Africa it is always in the evening hours while in South America
it is about noon, distorting the real daily flash distribution.
Even though the total NOx production is uncertain, a representation of the observed
flashes by the model is a requirement for the correct spatial distribution of the emissions
of reactive nitrogen species affecting the chemistry of the atmosphere, which is sufficiently
achieved compared to state-of-the-art modelling.
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Chapter 6
Scavenging and aqueous phase
chemistry
6.1 Overview
Two approaches of cloud and scavenging atmospheric chemistry modelling have been fol-
lowed in the past, i.e., the explicit calculation of the uptake of species in droplets, some-
times including aqueous phase chemistry, and the parameterisation of the effects of scav-
enging by applying scavenging ratios or efficiencies to trace gas concentrations in clouds
and precipitation. These two approaches will be briefly reviewed.
An explicit calculation of the uptake of species has so far applied only in smaller scale
models, i.e., in box models for the analysis of the chemical effects of clouds and in par-
cel models, and within the last decade also in regional models, for studies of chemistry,
scavenging and deposition (e.g., Jacob (1986); Lelieveld and Crutzen (1991); Bott and
Carmichael (1993); Monod and Carlier (1999); Fahey and Pandis (2001); von Glasow
et al. (2002b); Ervens et al. (2003); Leriche et al. (2003)).
The theoretical basis for the phase transitions and its applicability to modelling is de-
scribed in Schwartz (1986). One of the first model studies has been performed by Levine
and Schwartz (1982). In this work the nucleation and impaction scavenging of nitric acid
by clouds and rain is discussed based on a box model study, and a mathematical approach
for the process decription is derived.
Flossmann et al. (1985) investigate the wet removal of atmospheric pollutants. In the first
of a five paper series they restrict themselves to aerosol particles, but in the follow-up
articles (Flossmann et al., 1987; Flossmann and Pruppacher, 1988; Alheit et al., 1990;
Respondek et al., 1995), the uptake and oxidation of SO2 is considered for liquid and
mixed phase clouds. Additionally, feedbacks of the scavenging on the cloud properties are
analysed.
Simplified cloud chemistry averaged over the whole cloud is calculated in the model of
Chang et al. (1987). Even though some crude assumptions have been made (e.g., uniform
distribution of all trace species within a cloud even though it contains several model lay-
ers), the basic aqueous phase chemistry was properly calculated.
Detailed cloud chemsitry has been calculated by Lelieveld and Crutzen (1991) in box model
studies with cloud parameters derived from a statistical dataset. They find a significant
reduction of several gaseous species, e.g., NOx and H2O2, leading to a major influence on
the ozone budget of the troposphere. This is contradictory to the results of Liang and
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Jacob (1997) who conclude from box model studies that the effect on the ozone mixing
ratios is only minor. By applying their box model in the regional model of Jacob et al.
(1993), they did not find large differences compared to the original results without the
aqueous phase chemistry.
The importance of the aqueous sulphur oxidation of SO2 to SO2−4 is well known (e.g.,
Warneck (1999)). Wang and Chang (1993b) point out the importance of the pH - value
for this oxidation, and the relevance of the vertical redistribution of those trace species
is shown, too (Wang and Chang, 1993a). Applying the same model, Wang and Crutzen
(1995) find a significant reduction of SO2 after a convective storm event with nucleation
scavenging and impaction scavenging almost equally efficient. In their study the conver-
sion of SO2 to sulphate is of minor importance, but as the authors admit the mixing ratio
of the main oxidant H2O2 is relatively low in their calculations.
Barth et al. (2002) analyse that a weakness of most of the detailed chemistry model studies
is an insufficient description of the microphysical properties of the clouds and precipita-
tion. They use a regional chemistry transport model to discuss the effect of cloud chemistry
on ozone concentrations. In contrast to the studies mentioned above (e.g., Lelieveld and
Crutzen, 1991; Chang et al., 1987) a detailed chemistry together with a detailed micro-
physical treatment of clouds is applied. They derive an ozone reduction by clouds between
6 and 17% in the cloud layers. Additionally, other trace gases, e.g., HCHO, CH3OOH and
HO2 are depleted substantially by aqueous phase chemistry.
Barth et al. (2001) and Yin et al. (2001) investigate the effect of the vertical redistribution
within convective clouds with different models for several artificial tracers with various sol-
ubility (ranging from the solubility of the almost insoluble CO to the very soluble HNO3).
The uptake of soluble species into clouds and the subsequent washout is important for the
upper tropospheric composition. In the work of Yin et al. (2001), not only artificial tracers,
but also atmospheric gases and their uptake and chemical reactions are considered. They
show that for species with low solubility (e.g., NO or O3) a much higher concentration
can be found at the cloud top as for species like HNO3 or H2O2.
Salzmann (2005) analyses from a series of simulations with a cloud resolving model that
the uptake of soluble species is significant for the upper tropospheric composition, not
only considering the liquid but also the ice phase. This corresponds with the results of
Barth et al. (2001). Fahey and Pandis (2003) show that for a regional three dimensional
model the aqueous phase chemistry can be calculated droplet size-resolved without too
much extra computational effort, resulting in some variability in the trace gas mixing ra-
tios (small differences over land, where comparisons with measurements are possible, but
large over the oceans in areas without available observations).
Several more models with bulk aqueous phase chemistry exist (e.g., Chang et al. (1987);
Hass et al. (1993); Liu et al. (1997); Matthijsen et al. (1997)), mostly using similar ap-
proaches as those mentioned above. The application of cloud and precipitation chemistry
in a global model has not been studied yet in detail. Lawrence and Crutzen (1998) cal-
culate the uptake of gaseous trace species in cloud and rain droplets acording to Henry’s
law, but do not consider chemical reactions in the aqueous phase. They include the grav-
itational settling of cloud droplets and show that it helps to reduce the overestimation
of some trace species mixing ratios in the upper troposphere. The dissociation of acidic
species is parameterised by applying a modified Henry coefficient. In a follow-up paper
Crutzen and Lawrence (2000) present the effect of scavenging for the vertical transport of
several species under different conditions, e.g., a varied pH - value. This affects the effec-
tive Henry coefficient, but chemical interactions or an online calculation of the pH is not
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possible. Nevertheless, they conclude that the removal of several trace gases, e.g., SO2, is
highly dependent on the pH - value within the clouds and precipitation. The expansion of
the same model to the chemistry of non-methane-hydrocarbons (NMHCs) (von Kuhlmann
et al., 2003) uses the same algorithm for the organic acids, e.g., CH3COOH.
The aqueous phase chemistry of sulphur in a global model is applied by Feichter et al.
(1996), but the neglect of the presence of HNO3 and neutralising compounds is a major
weakness of their study. The first approach with basic aqueous phase chemistry in a global
model is undertaken by Dentener (1993). Roelofs and Lelieveld (1995) explicitely calculate
the uptake and dissociation equilibria of several species (e.g., HNO3, H2SO4, H2O2, O3),
and the SO2 oxidation. The disadvantage of this scheme is that it is hardly expandable
since its programming structure is very topic specific. Some parts of this thesis are based
on this work (Roelofs and Lelieveld, 1995).
As mentioned above, some model calculations use simplified parameterisations, applying
scavenging efficiencies. This is commonly done for the aerosol scavenging, but in some
model studies also for gaseous components. An example is the work of Stier et al. (2005),
where the sulphur oxidation is simplified to achieve a realistic sulphate aerosol. A similar
approach is described in Yu et al. (2003). Since the focus for both models is mainly the
atmospheric aerosol, the liquid phase chemistry is of minor importance for their investi-
gations. On the other hand, only with a properly described liquid phase chemistry the
composition of the atmospheric aerosol can be simulated accurately, as will be explained
later.
6.2 Scavenging Scheme: Model description
The SCAV submodel (also published in Tost et al. (2006)) calculates the process of scav-
enging of gas molecules and aerosol particles by clouds and precipitation. Additionally,
aqueous phase chemistry and the chemical processing of aerosols in the clouds and the
precipitation flux can be investigated.
The SCAV submodel is highly structured, and all calculations are performed in the small-
est meaningful entity. For the physico-chemical process ’scavenging’ this is a vertical
column since the chemical composition of the rainwater that enters a grid box from above
affects the scavenging in that particular layer as well as the layers below. The input for the
SCAV submodel has to be provided by an external source, e.g., from a larger scale model
or through prescribed values. If available, liquid water content and an average droplet size
can be used as input data, otherwise they can be estimated from precipitation rates or
fluxes, e.g., following Mason (1971). Calculation of scavenging for each droplet or even for
droplet size bins is not feasible within most models over a longer simulation period due
to computational constraints. Therefore, a monodisperse droplet spectrum is assumed for
cloud droplets. For liquid precipitation a rain droplet size distribution according to Best
(1950) has to be assumed, because of reasons to be described later (see Section 6.2.1).
In this work the often used terms of ’in-cloud’ and ’below-cloud’ scavenging are avoided
as they do not represent a physical process but only its location. Instead the terms nucle-
ation scavenging (NS) and impaction scavenging (IS) are used, providing a more accurate
process description. NS represents the dissolution of species during the nucleation and
growth of cloud droplets by microphysical processes that can result in precipitation for-
mation. The term IS is used for falling rain droplets that impact with gas molecules and
aerosols resulting in their uptake. This is more suitable because precipitation, formed at
a higher altitude and falling into a cloud layer, leads to IS even though this may happen
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Figure 6.1: Schematic representation of the scavenging and multiphase chemistry scheme.
within a cloud. Both processes have to be strictly distinguished because the droplet di-
ameter can differ by orders of magnitude.
Within the column, the scavenging process starts in the uppermost layer where a cloud is
located (NS). In the layer below, the IS by the incoming precipitation flux is calculated
first, followed by NS in that particular layer. If there are no clouds in this layer, the NS
is neglected and only IS is calculated.
SCAV also calculates the aqueous phase chemistry in cloud droplets. Many reactions (e.g.,
the oxidation of SO2) proceed at rates very different from those in the gas phase. The
aqueous phase chemistry is calculated for both, precipitating and non-precipitating clouds,
accounting for the chemical cloud processing of aerosols and air (for the latter after cloud
evaporation).
The technical realisation for the scheme is sketched in Figure 6.1. The coloured boxes
describe the new approach compared to the fixed coefficients commonly used in former
models. The sketch also shows that input values (liquid water content (LWC), rain rate,
etc.) for the clouds and precipitation are required. The coding standard defined by the
MESSy structure (Jo¨ckel et al., 2005) is strictly followed. The submodel interface layer
(SMIL) organises the necessary data flow from the base model, which can be either a
column model or a GCM, into the calculation of the scavenging process in the submodel
core layer (SMCL).
The required input parameters are: temperature (K), pressure (Pa), cloud liquid water
content (kg/kg), precipitation formation (kg/kg), cloud ice content (kg/kg), snow forma-
tion (kg/kg), rain and snow flux (kg/(m2s)), cloud cover, tracer mixing ratios (mol/mol),
aerosol radius (m) and mode width (for modal aerosol modules), photolysis rates for indi-
vidual species (1/s), and some quantities describing the grid box (mass, volume, horizontal
size). The submodel has its own species structure, as defined and used in the SMCL. The
’translation’ into this structure is done in the SMIL and is largely automated by prepro-
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cessing scripts.
User interaction controls the internal complexity of the submodel by setting switches in
the FORTRAN90 namelist, namely:
 IS and / or NS
 gas phase and / or aerosol species scavenging
 scavenging by liquid water and / or ice
Additionally, the complexity of the scheme is selectable by both the choice of the aqueous
phase chemistry mechanism (described later) and the scavenging parametrisations.
The output are tendencies for the tracer mixing ratios, the wet deposition fluxes for the
considered species, and pH - values in clouds and precipitation.
6.2.1 Gas scavenging and liquid phase chemistry
The scavenging of gases can be calculated following two different approaches: First, in the
classical approach with empirically determined, fixed scavenging coefficients (estimated
from previous studies and Henry’s law coefficients), and second by a system of coupled or-
dinary differential equations (ODE), explicitly describing the processes involved. The first
has the advantage of being computationally efficient, e.g., in long-term climate simulations,
whereas the second resolves feedback mechanisms between the multi-phase chemistry and
transport processes involved. For the second approach the Kinetic PreProcessor (KPP) is
applied including an adequate numerical equation solver (Damian et al., 2002; Sandu and
Sander, 2005).
The processes of uptake and release of gases from the cloud or rain droplets is formulated
following the Henry’s law equilibrium and a correction for gas phase diffusion limitation
and the accommodation coefficients.
Additional processes taking place in the liquid phase are:
 Transfer reactions (described in detail below);
 Dissociation of acidic and alkaline species (acid-base equilibria, see section 1.2.2.1);
 Redox reactions in the liquid (as mentioned in section 1.2.2.2);
 Photolysis reactions in the liquid phase (e.g., of H2O2);
 Heterogeneous reactions on the surface of the droplets (e.g., gaseous N2O5 reacts on
an aqueous surface with H2O to dissolved HNO3).
These processes are described by a coupled system of ODEs. Using KPP, the chemical
reaction system can easily be altered without changes in the code (only automated scripts
need to be run) and therefore it is applicable to a wide range of tasks of various com-
plexity. The available liquid phase reaction set is identical to that of Sander et al. (2005),
with some additions from Ervens et al. (2003). The reaction rates are calculated at each
model time step and in each model level, depending on the meteorological input data
(i.e., temperature, pressure, liquid water content (LWC)). The selection is possible from a
comprehensive set of chemical reactions, but very detailed liquid phase chemistry becomes
computational intensive.
An adequate minimum scavenging mechanism for current tropospheric chemistry systems
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contains the transfer of about 35 species into and out of the droplets, their dissociation
equilibria and the liquid phase oxidation of SO2 to SO2−4 by O3 and H2O2 (45 reactions).
This is still computationally efficient while simulating the major known influences on tro-
pospheric photochemistry. For further improvements and tests it is possible to calculate a
comprehensive aqueous phase chemistry considering more than 70 inorganic and organic
species with up to 130 reactions, or selecting even more chemical reactions, e.g., including
transition metal chemistry.
A list of all reactions of the SCAV submodel used in this studies can be found in Appendix
C. Those that are labeled with an ’Scm’ are used in the smallest mechanism suitable for
long term model simulations.
Technically, a liquid chemistry mechanism has to be selected before a simulation. This is
done by an automated script similar to that described by Sander et al. (2005). This script
applies the KPP software and automatically creates FORTRAN90 code for the calcula-
tion and solution of the chemical mechanism. Additionally, it builds the chemical species
structure of the SMCL and creates the routines that manage the transfer from a different
species structure into that of the submodel (part of the SMIL). The new liquid phase
chemistry calculation code is part of the SMCL, too. After compilation the simulation
takes into account scavenging as well as the cloud and precipitation chemistry of all se-
lected reactions.
Because the model time step of global models is relatively long for chemistry integrations
a model time step has to be subdivided into several sub-time-steps. Tests have shown
that a Rosenbrock solver with automatic time step control is best suited for this specific
task, since it can be applied to very stiff ODE systems (see also Sandu et al. (1997b,a)).
Therefore in this work a 3rd order Rosenbrock solver with automatic time stepping con-
trol is used. Its most important feature is not the order, but the automatic time stepping
control, allowing very small timesteps (e.g., 10−10 s) if required.
For every time step of the base model the entire tropospheric column of the model domain
needs to be taken into account. This is essential, because the uptake of species from the
gas phase is also limited by the amount which is already dissolved in the precipitation.
For each layer the chemical composition of the precipitation falling from the layers above
determines the starting concentrations in the liquid phase, while the gas phase concen-
trations are determined by the ambient values of the actual layer. The wet deposition
flux from the lowest model layer represents the chemical composition of rain water. Since
usually only a small fraction of a grid box is affected by clouds and precipitation, only
the cloud covered part, or the part, in which the precipitation occurs, contributes to the
scavenging, while the rest of the grid box remains unchanged. The cloud cover is one
of the required input values. This bulk approach does not take into account the cloud
structure in the grid box, since this information is often not provided by models, not even
for cloud microphysics.
For very simple test cases also fixed scavenging coefficients are implemented in the scheme
and can be selected in the namelist controlling the SCAV submodel. However, this ap-
proach is not recommended for regular atmospheric chemistry applications.
Within the chemical mechanism the reaction rates also include the transfer coefficients.
These are limited by gas phase diffusion, which can be calculated from the atmospheric
conditions and the molar mass of individual species following:
Dg =
v¯ · λ
3
(6.1)
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Here v¯ represents the mean molecular velocity from the Boltzmann velocity distribution
(in m/s) and λ the mean free path (in m) at the particular atmospheric conditions resulting
in the diffusivity Dg of the respective gas in the air in m2/s.
For cloud droplets the transfer coefficient can be described by the following equation
(Schwartz, 1986):
kmt = v¯/
(
r ·
(
r
λ
+
4
3α
))
(6.2)
In this equation the transfer coefficient kmt has the unit s−1, r, the droplet radius is given
in m and the accommodation coefficient α, is dimensionless. Even though the assumption
of an average cloud droplet radius does not reflect the reality, the error made by this
approach is sufficiently small, since the transfer velocity of gaseous species does not differ
much in the size range of cloud droplets.
For falling rain droplets the equation originally derived by Fro¨ssling (1938) is used:
vtr =
Dg
2r
·
2 + 0.6√2 · r · u
ν
(
ν
Dg
)1/3 (6.3)
Here vtr is the transfer velocity across the droplet surface in m/s, u (the terminal velocity
of the falling droplets) is given in m/s and ν is the kinematic viscosity of air in m2/s. Since
the precipitation is not monodisperse, a droplet size distribution has to be assumed because
an average droplet size would underestimate the effective transfer coefficient. Therefore an
integrated transfer velocity over all droplet sizes weighted with the distribution function
of Best (1950) is calculated. To obtain the same transfer coefficient as in Equation 6.2
a geometry factor has to be applied to transform the velocity across the surface into a
reaction rate coefficient:
kmt =
3vtr
r
(6.4)
For the determination of the transfer reaction rate coefficients (kexf:f (forward) and kexf:b
(backward), both in s−1), kmt has to be multiplied with the LWC (in m3water / m3air) for
the forward and with the dimensionless Henry coefficient Hx for the backward reaction
rate (Sander, 1999).
kexf:f = kmt · LWC (6.5)
kexf:b = kmt ·Hx (6.6)
The dissociation reactions follow the Arrhenius formula, and the oxidation reaction rates
are taken from the literature (see Appendix C). In this place it is emphasized that these
chemical calculations are separated from the calculation of gas phase chemistry and are
independent of it.
6.2.2 Aerosol scavenging
For this process SCAV also contains the dual approach using fixed coefficients or alterna-
tively online calculated scavenging coefficients. The latter calculation, being recommended
for atmospheric chemistry applications is dependent on aerosol and droplet radius. Dif-
ferent parametrisations are implemented for nucleation and impaction scavenging: the
nucleation scavenging takes into account Brownian motion (following Seinfeld and Pandis
(1998)) while the nucleation and growth to cloud droplets is parametrised with an empiric
function shown in Figure 6.2. The aerosol nucleation scavenging ratio is plotted versus
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Figure 6.2: Nucleation scavenging based on an empirically fitted curve as a function of
aerosol diameter (compare Equations 6.7 and 6.9; solid line: total scavenging efficiency;
dashed line: effect of Brownian motion in a cloud with a LWC of 1 g/kg; dotted line:
parametrisation by Stier et al. (2005)).
the aerosol radius. For the small particles the Brownian motion (dashed line) is dominant.
For the larger particles, above a threshold of about 0.1 µm, the nucleation and growth of
cloud droplets is dominant, rapidly reaching 100% aerosol scavenging ratio. The function
for the larger aerosol particles has been empirically determined by measurements within
clouds. Both processes in combination result in a ratio shown by the solid line. The dotted
line shows a recently used parametrisation for NS in water clouds by Stier et al. (2005).
For the small particles of the nucleation and Aitken mode the latter parametrisation yields
much higher values.
Impaction scavenging depends on Brownian motion, interception, and impaction following
a formula originally described by Slinn (1983). Its applicability has also been shown by
Andronache (2003, 2004). Figure 6.3 shows the three major processes that control im-
paction scavenging, depicting the collection efficiency as a function of the aerosol radius
for rain droplets with 1 mm radius. The double dashes show the Brownian motion in-
duced scavenging, again dominant for the smallest particles. The dotted line depicts the
interception and the short dashes the results of impaction. Impaction and interception are
clearly dominant for the larger particles. The solid line shows the net effect. For compar-
ison, a constant collection efficiency of 0.7 for all aerosol sizes, which is a commonly used
parameter in simple parametrisations, is plotted (medium dashes). It is obvious that this
does not represent the physical processes involved.
Both figures show the well known ’scavenging gap’, being slightly shifted to the smaller
particles for nucleation scavenging compared to impaction scavenging.
Since there is a dependency on rainfall intensity and droplet size, Figure 6.4 shows the
scavenging coefficient for five rain rates (0.5 mm/h, 1 mm/h, 2 mm/h, 5 mm/h, 10 mm/h
from lower to the upper curve, respectively). Following Mason (1971), the mean rain
droplet radius depends on the rain rate, yielding radii of 0.32 mm, 0.37 mm, 0.42mm, 0.51
mm and 0.59 mm, respectively.
The parametrisations described above are part of the SMCL. The calculated aerosol con-
centrations in the base model are transferred in the SMIL into local fields of the SMCL,
6.2. SCAVENGING SCHEME: MODEL DESCRIPTION 91
Figure 6.3: Impaction scavenging and the effect of contributing processes on the collection
efficiency as a function of aerosol diameter as calculated by Equation 6.10 (solid line: total
collision efficiency; double-dashed line: Brownian motion; dotted line: interception; short
dashed line: impaction; medium dashed line: constant efficiency (for comparison only)).
similarly to the gas phase species. In each grid box NS and IS are calculated in the same
way as described for the gas phase scavenging adopting the required input values in sub-
routines of the SMIL. Again the scavenged fraction is stored in the wet deposition flux
separately for each aerosol species.
Within the SMCL for nucleation scavenging the Brownian motion effect is determined by
the semi-empirical formula from Pruppacher and Klett (2000):
ΛB =
1.35 · LWC ·Dp
r2cloud
(6.7)
Here ΛB represents the scavenging coefficient for Brownian motion in s−1, the LWC is in
g/cm3, Dp is the diffusivity of the particle in m2/s and the unit of the cloud droplet radius
rcloud is m. This coefficient is applied in an exponential approach for each aerosol species:
C(t0 +∆t) = C(t0) · exp(−ΛB ·∆t) (6.8)
C is the concentration of a species and ∆t the model time step in s. The empirical function
for the nucleation of cloud droplets is applied in a different way. In this case it is not the
scavenging coefficient, but the scavenging ratio, calculated by:
C = C0 · (1− arctan((5.0 · 106 · raer)6) · 2/pi) (6.9)
For this parametrisation the aerosol radius raer is used in m. The scavenging ratio C/C0
resulting from this equation is shown in Figure 6.2. The equation is derived from the
measurements presented by Svenningsson et al. (1997) and Martinsson et al. (1999). While
Equation 6.9 describes only the uptake of aerosol particles in cloud droplets, the actual
removal of aerosol particles by the cloud depends on the ratio of precipitation production
to the liquid water content of the cloud. Since the uptake is formulated without using cloud
droplet attributes, an assumption about the cloud droplet distribution is not required.
It is assumed that the microphysical properties of the cloud and precipitation for-
mation are already calculated by other submodels and can be used as input values. If
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Figure 6.4: Impaction scavenging coefficient for various rain rates calculated according to
Equation 6.10 (from bottom to the top: 0.5 mm/h, 1 mm/h, 2 mm/h, 5 mm/h, 10 mm/h)
as a function of aerosol diameter.
the aerosol distribution is already used for this purpose and modified by this process, the
aerosol nucleation scavenging of the submodel SCAV should not be applied. A formulation
of aerosol-cloud interactions considering the supersaturation and chemical composition of
the aerosol would be useful, but has not been implemented in the model system yet. Due
to this lack, the simplified approach has been made.
For impaction scavenging the scavenging coefficient is calculated from the collision effi-
ciency shown in Figure 6.3. This dimensionless efficiency E is determined by:
E =
4
ReSc
(1 + 0.4Re1/2Sc1/3 + 0.16Re1/2Sc1/2) + (6.10)
4Φ(ω−1 + (1 + 2Re1/2)Φ) +(
St− S∗
St− S∗ + 2/3
)3/2
Re is the Reynolds number of the rain droplet, Sc the Schmidt number of the collected
aerosol particle, St the Stokes number of the collected particle, Φ the ratio of radii of
particle and droplet (rparticle/rdroplet), and ω the viscosity ratio of water to air. The
parameter S∗ is derived from the Reynolds number by:
S∗ =
1.2 + 112 ln(1 +Re)
1 + ln(1 +Re)
(6.11)
For this calculation the terminal velocity of the raindrops is computed following Beard
and Pruppacher (1969). Parametrisations and definitions of all other required parameters
can be found in the textbooks of Pruppacher and Klett (2000) and Seinfeld and Pandis
(1998). Subsequently, the scavenging coefficient can be calculated by:
Λ =
E
rrain
· 0.75 · Frain (6.12)
Here again Λ is the scavenging coefficient in s−1, rrain, the radius of the droplet, is given
in mm, the effective precipitation flux Frain in kg m−2 s−1, pertaining to the fractional
dimensionless part of the grid box covered by precipitating clouds. The coefficient Λ is
applied as in Equation (6.8).
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6.2.3 Coupling of aerosol scavenging and liquid phase chemistry
In case of a calculation of the chemical composition of the aerosol a coupling between the
aerosol and gas phase scavenging is required because of the chemical interaction in the
aqueous phase. Note that it is irrelevant whether a specific molecule originates from a
dissolved aerosol particle or from gas phase species (e.g., sulphate, which can be trans-
ferred by sulphate aerosol particles, by the dissolution of gaseous H2SO4 or by the liquid
phase oxidation of SO2). Furthermore, the chemical cloud processing of aerosol particles
which have not been removed from the atmosphere by wet deposition, but rather have
been released through droplet evaporation can thus be addressed explicitly.
Technically, this is achieved as follows. The calculations in each column are performed
stepwise. First, as described above, NS is calculated for aerosol species, afterwards the
chemically active, scavenged fractions are used as initial concentrations for the species
in the liquid. Effectively, there is only a different transfer mechanism for these species
(dissolution of aerosol particles compared to diffusive uptake from the gas phase). Next,
the gas phase concentrations from the base model are fed into the chemical core and as-
signed to the selected chemical species. Now the actual chemical integration is performed
including the reactions and transfer mechanisms from and into the gas phase. If species
of limited solubility enter a model layer with low gas phase concentration these can partly
be transferred to the gas phase. Additionally, the aqueous phase chemistry in the droplets
may cause a release of species produced within the droplets, e.g., chloride ions that have
been reduced in chemical reactions can be released as volatile chlorine species to the gas
phase. At the end of each time step it is assumed that the cloud completely evaporates
and all volatile species will be released to the gas phase, while the ions are transferred to
the aerosol phase, thus affecting the aerosol properties. As an example, the SO2 oxidation
to SO2−4 can significantly increase the aerosol sulphate amount. The evaporation approach
is used for numerical reasons, because the model would become computationally very ex-
pensive if in addition to the gas phase species all aqueous phase species including ions
were to be transported together with the cloud water. Since usually longer time steps are
used for transport compared to the chemistry substeps, the difference in the uptake time
is expected to be of less importance. The ratio of the precipitation formation to the total
cloud water content within one time step determines the fraction of the species actually
scavenged, entering the next lower grid-box by the precipitation flux.
For the impaction scavenging the procedure is similar. First the aerosol impaction scaveng-
ing is calculated. Subsequently, for chemically active species (determined by the selected
mechanism) the transformation of scavenged aerosol material into the rain water is per-
formed and subtracted from the aerosol wet deposition flux. Then the chemical integration
is performed and the species concentrations are stored in the wet deposition flux for the
layer below.
Several degrees of coupling can be selected by the user, depending how detailed the infor-
mation of the chemical composition of the aerosol can be provided. If there is no aerosol
submodel available, assumptions are made to create a set of passive aerosol tracers (e.g.,
aerosol sulphate, nitrate, H+ and ammonium) to ensure mass conservation. These are af-
fected by the typical aerosol sinks, but microphysical aerosol properties are not assigned.
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6.2.4 Evaporation of rain and release of dissolved species
If cloud or falling rain droplets evaporate completely the dissolved species are released.
Any neutral, volatile compound is transferred to the gas phase. Scavenged aerosol particles
are redistributed into the aerosol distribution. In many previous model approaches, the
ions were neglected, assuming that they would stay attached to aerosols and eventually
be scavenged by precipitation before they would be released back to the gas phase. Alter-
natively they were transferred back into the gas phase species from which they originate
(e.g., NO−3 is released as gaseous HNO3). The former approach is not mass conserving
and neither assumption is physically and chemically realistic. Due to the coupling with
the aerosols this weakness has been overcome in the new scheme.
Note that the commonly used approach to release part of the dissolved species according
to the effective evaporation rate (Roelofs and Lelieveld, 1995) is not applied. Rather a
more mechanistic approach is followed. As long as there is liquid water available (LWC
greater than a threshold value), the liquid phase chemistry is calculated as described above.
In case of higher liquid phase concentrations than allowed according to Henry’s law for
equilibrium, these species are released into the gas phase via the phase change mechanism
described above with respect to the gas phase diffusion limitation. For ions, the lower
water content raises their concentrations. This changes the dissociation equilibria and the
rates of reaction pathways. In case of the complete evaporation, i.e., if the LWC decreases
below the threshold (droplet must then be considered as deliquesced aerosol), non-volatile
species and ions produced by liquid phase chemical processes are transferred to aerosol
species of the largest available mode. This also depends on the degree of coupling between
the aerosol composition and the SCAV scheme. As a consequence new aerosol particles
can be created. The volatile compounds are either directly released to the gas phase or
through the chemistry scheme of the aerosol submodel, again dependent on the availability
of a scheme that performs the process calculations.
6.2.5 Large-scale and convective precipitation
Usually global models distinguish between large-scale (i.e., grid size resolved) and convec-
tive (i.e., subgrid-scale) precipitation. Since in reality there is no difference in those types
of rainfall, scavenging occurs in both. Therefore the same routines of the SCAV submodel
can be applied with input parameters from the respective precipitation parameterisation.
In convective clouds and precipitation it is necessary to consider the strong upward motion
of the air and the tracers within. This is taken into account by the submodel CVTRANS
(see Section 4.2). In such a case the upward motion of a soluble tracer is counteracted
by the downward motion of the dissolved tracer in the precipitation. Therefore a simple
application of the operator/process-splitting is not feasible, because either the soluble ma-
terial will be transported along the clouds without any interference (first transport, then
scavenging), or the scavenging and the vertical redistribution will be underestimated (first
scavenging, then transport), since a large part of a soluble tracer will be scavenged only
in the lowest layers, where the temperature is higher resulting in a lower solubility.
Therefore in the CVTRANS submodel it is selectable which process order should be ap-
plied. Even an iterative process sequence is possible, and in this work a scheme is used
that allows convective transport to the top layer of rain production, then the scavenging
and finally the transport of the modified tracer concentrations from the layer above the
freezing point to the convective cloud top.
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6.3 Scavenging: Idealised case studies
In this section the interaction of the different convection schemes with scavenging and
wet deposition is investigated. The intention of this study is not to determine the scav-
enging rates for the individual components, but to show the dependence on the selected
convection scheme contributing to convective transport and scavenging under ’almost re-
alistic atmospheric conditions’. Since trace gas mixing ratios are modified by chemistry
depending on the mixing ratios of almost all other species, in this idealised study the gas
phase chemistry is neglected. Therefore, the differences between the simulations originate
only from the effects of the different convection parameterisations. This includes both di-
rect effects of transport and scavenging and the modified dynamics and thermodynamics
of the atmosphere. Since it has been shown in Chapter 3 that replacing the convection
parameterisation does not disturb the general circulation, as tested with the help of the
temperature distribution, a significant part of the differences occuring in the study of this
section can be assigned to the direct effects of transport and scavenging.
6.3.1 Simulation setup
The simulations performed for this study are described in Section 4.3.1. The analysed
species are ’idealised’ gas phase constituents, which have similar properties (molar mass,
solubility, reactions in the liquid phase) as HNO3, NH3, HCOOH, HCHO, O3 and CO.
CO is not affected by scavenging at all. The scavenging is calculated with minimum aque-
ous phase chemistry (marked with Scm in Appendix C). To achieve realistic atmospheric
concentrations of each component they are initialised with data from a comprehensive
chemistry simulation and are continuously emitted (except for O3) at the surface (OF-
FLEM). The applied emission rates are, however, different from those proposed by the
EDGAR emission database, to take into account the chemical production.
Additionally, 210Pb, the product from the radioactive decay of 222Rn, is used for the anal-
ysis of aerosol scavenging, since it is known to stick to aerosol particles (e.g., Sanak et al.,
1981; Liu et al., 2001).
For convenience the simulations and their respective abbreviations are repeated here:
 Simulation with the Tiedtke convection scheme T1 (C T1), the reference simulation;
 Simulation with the ECMWF convection scheme EC2 (C EC);
 Simulation with the Zhang-McFarlane-Hack convection scheme ZH (C ZH);
 Simulation with the Zhang-McFarlane-Hack convection scheme with the additional
evaporation of precipitation ZHW (C ZHW);
 Simulation with the Bechtold convection scheme B2 (C B2).
Again, only the one year data after the spin-up period of three months is used. It is
emphasised, that the gas phase species O3, HCHO, HNO3 and NH3 in these simulations
are idealised tracers, even though in the following this is not always noted.
6.3.2 Idealised studies: Results
First, average profiles of the idealised tracers are analysed, followed by the associated wet
deposition fluxes.
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6.3.2.1 Vertical profiles of idealised tracers
The annual average vertical profiles of the mixing ratios (in nmol/mol) of the species
comparable to O3, HCHO and HNO3 are shown as zonal average in the tropics (10◦S to
10◦N). This region is generally characterised by strong convection, including both convec-
tive updrafts and scavenging by convective clouds and precipitation.
O3 HCHO HNO3
Figure 6.5: Annual average vertical profile in the tropics of idealised O3, HCHO and
HNO3 in the simulations with the individual convection schemes (denoted by the color).
The magenta line depicts the initial profile for all simulations (for O3 multiplied by 2 to
stay within the scale).
The left panel of Figure 6.5 shows the ozone mixing ratio. Since no gas phase chemistry is
applied, and the solubility of ozone is low, it is hardly affected by scavenging, also because
aqueous phase oxidation of SO2 is not considered. Furthermore, the dry deposition of O3
is neglected. Therefore, the differences between the simulations are mainly a consequence
of the different convective transport. Due to convection an efficient mixing occurs in the
troposphere. Above 200 hPa, the mixing ratio increases substantially because of the higher
values in the stratosphere originating from the initialisation. However, the tropospheric
values, especially close to the surface, are substantially higher for all simulations than the
initial mixing ratios. This results from downward transport of ozone rich air from the
stratosphere. According to Equation 4.4 the air raised by convection must be balanced
outside the plume. In the UTLS region with increasing ozone mixing ratios with alti-
tude this balancing leads to a downward transport of O3. Depending on the strength of
the convective upward motion of air containing less ozone, the mass balancing subsidence
within the grid cell is enhanced. Therefore the highest mixing ratios occur in the C ZHW
(dark blue) simulation with the most intense convection in the tropics (compare Figure
4.2). Even though the C ZH (green) simulation shows similar strong convection reaching
almost as high, the tropospheric mixing ratios are lower than in the C T1 (black) simu-
lation. Therefore the O3 values cannot be explained by convective transport alone. The
strong convective activity in the C ZH simulation is mostly restricted to the continents as
analysed from the precipitation patterns. Therefore, on a global average the C T1 simula-
tion with a more uniform spatial distribution is as effective in the downward transport of
ozone rich air from the UTLS region. The C EC simulation (red line) shows slightly lower
values in the middle troposphere, but similar O3 mixing ratios near the surface. In the
C B2 simulation the ozone mixing ratios are slightly lower. The gradient is as steep as for
the other simulations, indicating again a well mixed troposphere. Without the chemical
sink processes, this can be explained only by weaker exchange with the stratosphere. Fur-
thermore, it must be remembered that the values in Figure 6.5 are annual average vertical
profiles. Since there is almost no loss process for ozone in this study (no chemistry and no
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dry deposition), it can be transported from the stratosphere into the troposphere through
tropopause folds in the midlatitudes, and then subsequently in the lower troposphere to-
gether with water vapour (Trenberth and Stepaniak, 2003) towards the equator.
The middle panel of Figure 6.5 depicts the vertical average profiles of idealised formalde-
hyde. HCHO is of medium solubility and therefore partly affected by the scavenging by
clouds and precipitation. The initialisation and the emissions at the surface lead to a
profile with decreasing values with altitude for all simulations. The upper tropospheric
mixing ratios are in the range of 10% to 50% of the surface and boundary layer mixing ra-
tios. In all simulations an increase in the boundary layer can be detected. This originates
from the emissions and almost no sink processes in the lower troposphere. Even though
there is impaction scavenging, the uptake into the droplets is relatively low due to the sol-
ubility and the warm air temperatures. There are hardly any precipitating clouds below
850 hPa, resulting in no effective nucleation scavenging and subsequent wet deposition in
the lower troposphere. Above 850 hPa the mixing ratios in all simulations decrease almost
linearly with altitude. Even though this is consistent with the initial profile, it reflects
only a compensation of the reduced emissions and the neglection of gas phase chemistry.
The C T1 and the C B2 simulations show a secondary maximum at about 100 hPa, that
does not occur with the other convection schemes. Both the C ZH and C ZHW HCHO
profiles are almost identical above 400 hPa. The C EC scheme shows the highest mixing
ratios in the lower troposphere. This is because of the lower total precipitation amount
(compare Figure 3.4) in the tropics compared to C T1 and C B2, which results in a less
efficient scavenging in C EC of this compound. The C ZH and C ZHW show even lower
total precipitation, but as mentioned above, the convection with strong precipitation is
restricted to smaller areas over the continents. Since these are the same regions, in which
emissions of this compound occur, this results in a more efficient scavenging and lower
mixing ratios than in C EC. The gradient is steeper for C B2 indicating less influence of
the scavenging in this simulation. In the upper troposphere, this might be a consequence
of the explicit treatment of convective cloud ice, that is not considered with respect to
scavenging. The positive or zero gradient in the upper troposphere occuring in all simu-
lations can also be explained by the weaker scavenging in the upper troposphere due to
lower liquid water content. While for the C EC simulation almost no change in mixing
ratio occurs above 300 hPa and for both simulations applying the ZH convection scheme
above 250 hPa, the upper boundary of scavenging above is possibly lower for the C B2 and
the C T1 simulation. The increase of the HCHO mixing ratios is consequently a result of
the convective outflow.
The highly soluble HNO3-like compound is shown in the right panel, with mixing ratios
on a logarithmic axis. Similar to HCHO it shows increasing mixing ratios in the bound-
ary layer, but a strong decrease in the middle troposphere and high values in the lower
stratosphere. Since there is no chemical production of this compound, only the emissions
are responsible for the high values in the boundary layer. The high values in the lower
stratosphere originate mostly from the initialisation. Because of the chemical production
the initial values in the stratosphere are much higher than in the troposphere, but also in
the middle troposphere they are not as low as in the average profiles of the simulations. All
simulations show an almost complete scavenging in the middle troposphere with mixing
ratios decreased by more than two orders of magnitude, except for the C T1 simulation.
Even for the latter one the reduction is substantial. This is a consequecne of both nucle-
ation and impaction scavenging of HNO3. Subsidence and slow diffusion are responsible
for the increasing mixing ratios above 200 hPa. In this region all simulations are very
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similar. In the middle troposphere the shape of the profiles is analogue, too. For most of
the simulations (except C T1) the mixing ratios are also very similar. Even though the
uptake of nitric acid on ice particles is neglected, this seems to be of minor importance
for the total scavenging in this simulation setup, since the HNO3 source is restricted to
the surface and consequently mostly scavenged in the lower troposphere where sufficient
liquid water is available. If gas phase chemistry would be considered, there would also
be chemical production in the upper troposphere and the uptake on ice might be more
significant.
Concluding, the convective transport alone determines the vertical mixing of insoluble
trace species like O3, while for soluble compounds the interaction of convective transport
and scavenging determines the resulting vertical profiles. This results in an efficient mix-
ing of the first type of species, while for the latter the scavenging dominates the vertical
profiles. In case of higher values in the stratosphere, the intrusion of stratospheric air influ-
ences the troposphere; the strength of this effect is dependent on the convective transport
as well.
6.3.2.2 Wet deposition fluxes of idealised tracers
Analysing the wet deposition fluxes, the first species under investigation is the tracer with
similar characteristics as nitric acid (HNO3). It represents a highly soluble tracer, that is
scavenged very efficiently and acts as a strong acid in liquid solution. For that purpose,
the one year accumulated wet deposition flux of nitrate (NO−3 ) and nitric acid from the
C T1 simulation as a reference is shown in Figure 6.6 in the upper left panel and the
absolute differences of the other simulations to that reference in the lower left panels. On
the right side of Figure 6.6, the same pictures are shown for the wet deposition flux of
ammonia and ammonium (NH3 and NH+4 ), again absolute values in the upper panel and
the differences of the various simulations to C T1 below.
Since the tracers used in this study are idealised, a comparison with measurements is
not feasible. In order to get a realistic distribution, emissions have been assigned to the
individual species comparable to their chemical formation (see Section 6.3.1).
Accordingly, the nitrate wet deposition is highest in the regions of high emissions, i.e., in
eastern North America, Europe, India, China and Central Africa. As the upper left panel
uses a logarithmic scale the wet deposition over the oceans remote from the sources is
substantially lower.
The other panels of the left column of Figure 6.6 show the differences in the wet deposition
flux of nitrate to the C T1 simulation. In the simulation with the EC convection scheme
significantly higher amounts are deposited over Europe, the USA and Central Africa. Ad-
ditionally, there are significant differences west of the Californian coast, the African and
Australian west coast. In these regions the deposition fluxes of the C T1 simulation are
relatively low. On the other hand, in C EC significantly lower deposition fluxes are cal-
culated for most parts of the ITCZ region and in the outflow regions from the continents
in both hemispheres. The C ZH simulation shows a similar picture. The largest differ-
ences with higher values are found in the US, Central Europe and Central Africa, but
also in India and the same regions over the oceans as above. Lower values occur again in
the tropics, the continental outflow regions and in northern Canada. Comparing the two
simulations with the schemes based on the ZH convection scheme (C ZH and C ZHW)
only small differences occur. The C B2 simulation shows a different picture: even though
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Figure 6.6: Annual sum of the wet deposition flux of nitrate (left) and NHx (right) in mg
N/m2 of the simulation T1 (upper panels), and differences of the wet deposition fluxes to
the reference simulation in mg N/m2 (lower panels).
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in Central Africa and the USA higher deposition values are simulated, the maxima of
the differences are locally shifted more to the South or West respectively, compared to
the other simulations. In Europe and eastern Canada lower values than in the reference
simulation are calculated. The ITCZ and the outflow regions are again characterised by
minimally lower wet deposition fluxes of nitrate than in C T1.
The differences in the precipitation distribution (Figure 3.5) are mainly responsible for
the shift of the wet deposition patterns, e.g., precipitation occuring in one specific region
leads to effective deposition in that region because of the high solubility of nitrate species.
Consequently, deposition of this species cannot occur further downwind, because it has
been depleted almost completely during precipitation events, since the lifetime of nitrate
with respect to scavenging and wet deposition is less than one model timestep during
precipitation (Levine and Schwartz, 1982). The strength of the precipitation events is of
minor importance, because generally moderate rainfall is sufficient for the efficient deple-
tion of this compound.
The right column of Figure 6.6 shows the corresponding diagrams for a species similar
to the reduced nitrogen compound NHx (NH3 + NH+4 ), including the dissociation and
neutralising capabilities. As for nitrate, the emission patterns dominate the deposition
flux distribution. In the upper right panel the absolute deposition values are presented
for the C T1 simulation. The fluxes are highest in China and India, and slightly lower in
the eastern USA and Europe. Additionally, some remarkable deposition is found in the
northernmost part of South America and in Central Africa. The latter two regions are
characterised by strong precipitation (compare with Figure 3.4 in Section 3.3.2.1). The
simulation C EC shows substantially higher values of NHx deposition in China and slightly
higher values in Europe and the western USA. Almost everywhere over the ocean, with
generally lower wet deposition, the absolute difference is small, with a tendency to higher
values than in the reference simulation. In the eastern USA, Amazonia, the Bay of Bengal
and the storm tracks of the northern hemisphere slightly lower values are calculated. The
differences to the simulation with the ZH convection scheme indicate higher deposition
fluxes again in China, Europe, the USA and some parts of South America and southern
Africa. In the ITCZ region lower values occur. In contrast to the C EC simulation not
only the northern, but additionally the southern storm tracks are characterised by lower
deposition fluxes than in the reference simulation. As for the nitrate-like compound, the
differences of the C ZHW simulation to the C ZH are very small and occur mostly in the
tropics due to the modified precipitation distribution because of the enhanced evapora-
tion. In the C B2 (lowest right panel) much higher deposition values occur in Arabia and
eastwards to India. Additionally, more wet deposition than in the reference simulation is
calculated for the western USA and southern Africa. Lower values are obtained in Central
Africa, southeast Asia, and Amazonia. Furthermore, slightly less deposition is simulated
over most of the oceans.
Since both compounds (HNO3 and NHx), if dissociation and neutralisation are considered,
are highly soluble and effectively scavenged, the main differences between the individual
simulations can be assigned to the simulated different precipitation distributions. Gener-
ally, the strength of the precipitation has a minor influence on the wet deposition patterns.
Nevertheless, in some areas of high deposition the differences are up to 50%, resulting lo-
cally in strongly modified conditions. Generally, the overall deposition patterns are similar
between all the simulations. Both species have emission sources at the surface. In contrast
to 222Rn (compare Section 4.3.2.2) these two compounds are influenced by both convec-
tive transport and scavenging. Therefore the effect of the differences in transport interact
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with those in the precipitation distributions. Due to the effective scavenging a substantial
fraction of the highly soluble compounds does not reach the upper tropsophere.
The differences in the precipitation become more important for species with lower sol-
ubility. The wet deposition fluxes of two of such compounds are investigated in Figure
6.7: the left column shows an almost insoluble species similar to O3 without emission and
chemical source, but realistic initial conditions from a previous simulation including com-
prehensive chemistry calculations with substantially higher values in the stratosphere and
lower values in the troposphere. On the right, the wet deposition fluxes for a species with
the characteristics of formaldehyde (HCHO) are shown. HCHO is of moderate solubility,
and in this simulation setup it has an emission source at the surface.
The scavenging and wet deposition of O3 is globally of almost negligible significance,
especially if aqueous oxidation of sulphuric compounds is neglected. Therefore the wet de-
position of this species in the individual simulations is an indicator for both the occurence
of precipitation and its strength. The nucleation scavenging of O3 reveals the occurence
of precipitation producing clouds. Since the aqueous phase concentration depends on the
gaseous mixing ratio according to Henry’s law, it can be used as an indirect analysis tool
for the gas phase concentrations.
The upper left panel of Figure 6.7 shows the annual wet deposition flux of ozone in µg/m2.
As expected the distribution patterns look very similar to the precipitation distribution
(compare Figure 3.4), but weighted with the O3 mixing ratios. Since there is no local
chemical production and the import of ozone from the stratosphere is relatively slow,
the absolute values on both hemispheres are similar, with slightly higher deposition in
the northern hemisphere due to the intra-hemispheric asymetry of the gas phase mix-
ing ratios originating from the initialisation. In the subsidence regions, with almost no
precipitation in the T1 convection, only low deposition values occur while in the storm
tracks with significant rainfall and ozone from the pollution centers of North America,
Europe and Asia (also from the initialisation) higher values are calculated. Furthermore,
ozone is transported from the stratosphere into the troposphere along isentropes and at
tropopause folds in the midlatitudes. Even though there is strong precipitation in the
tropics, the deposition values are lower because of lower ozone mixing ratios. Neither in
the initialisation high mixing ratios occur, nor significant transport from the stratosphere
occurs because the general circulation is characterised by upward motion of tropospheric
air into the stratosphere in the tropics and subsidence further polewards with the intru-
sion of stratospheric air into the troposphere at tropopause folds, exchange on isentropes
or propably small influences of convection (Holton et al., 1995). As identified in Section
4.3.2.1, the convection in the Tiedtke scheme does not reach up into the highest tropo-
sphere. Consequently, the mass balancing subsidence is not very effective as a transport
process of ozone rich air from the UTLS region into the lower troposphere, especially in
the tropics.
The differences that occur in the C EC simulation show generally lower O3 deposition
values in the midlatitudes while there is more scavenging in the tropics. An exception are
the regions where a significant overestimation of precipitation occurs in the T1 simulation
(Figure 3.5), i.e., the warm pool east of Indonesia and Central and South America. The
lower deposition in these regions is due to the lower precipitation water content leading
to a reduced scavenging according to Henry’s law. The lower deposition fluxes in the
midlatitudes and higher ones in the remaining tropical regions can be attributed to lower
and higher ozone mixing ratios, respectively. These originate partly from the downward
transport by subsidence as mentioned above. Additionally, from the middle troposphere
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Figure 6.7: Annual sum of the wet deposition flux of ozone (left) in µg/m2 and HCHO
(right) in mg/m2 of the simulation T1 (upper panels), and differences of the wet deposition
fluxes to the reference simulation in µg/m2 and mg/m2, respectively (lower panels).
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ozone can be carried to the lower troposphere by convective downdrafts, leading to higher
mixing ratios in the lower troposphere.
This becomes more obvious in the C ZH simulation with extremely deep convection over
the tropical continents and less deep convection over the tropical oceans: over the conti-
nents significantly more ozone is deposited in rain compared to the C T1 simulation, while
over the oceans this is less significant. As for the C EC scheme the lower precipitation
values over the warm pool region lead to lower deposition in that region. As seen in the
Figure 4.2 the updraft values in the uppermost troposphere in the tropics are substantially
higher than in the other simulations. The mass-balancing results in stronger ozone down-
ward transport in the regions of the extremely deep continental convection. Additionally,
the precipitation in these regions is much stronger than in the reference simulation, and
therefore increases the differences. Since this effect is reduced in the ZHW convection
setup, the deposition values of the C ZHW simulation are lower in these regions, but still
higher than in the reference, since the convection is still much deeper.
Similar conclusions are drawn for the Bechtold simulation. Since there is much more
precipitation in the tropics compared to the C EC simulation, the effect of larger wet
depositon fluxes in the tropics is even more obvious. In Central Africa, where the deepest
convection occurs, substantial more ozone is scavenged than in the reference simulation.
The reason for the lower deposition values in the storm tracks compared to the reference
simulation occuring in all simulations is twofold. The differences can partly result from
the precipitation patterns and the partitioning of the precipitation into rain and snow,
modifying the liquid water available for the uptake and aqueous phase chemistry.
The right column of Figure 6.7 depicts the annual wet deposition of the formaldehyde-like
compound in mg/m2. Similar to the compounds analysed in Figure 6.6, the wet deposi-
tion is characterised on the one hand by the precipitation fluxes and on the other hand
by the emissions. Since the emissions are mostly of industrial origin they are strongest in
the northern hemisphere. The wet deposition flux shows highest values in the continental
outflow regions of the storm tracks of the northern hemisphere, where both conditions
are optimally fulfilled. Without active gas phase chemistry the decomposition of higher
hydrocarbons does not contribute to the HCHO formation. Therefore, only the higher
precipitation values in the southern storm tracks and over the tropical continents are the
main reason for the high wet deposition in this regions.
The differences occuring in the C EC simulation with significantly lower values over the
Pacific in the northern storm tracks and over the warm pool reaching even into the SPCZ
can be attributed to the weaker total precipitation in this specific region than in C T1,
as analysed in Figures 3.4 and 3.5. In the other parts of the ITCZ the wet deposition is
stronger in the C EC simulation, compensating the lower values of the warm pool. The
weaker deposition in the warm pool region increases the atmospheric lifetime with respect
to the considered processes, resulting in enhanced long-range transport. A similar expla-
nation can be given for the northern storm tracks with lower values over the Pacific and
the northern Atlantic but higher values over Canada and eastern Siberia. In the polar
regions the differences in scavenging are caused by the different partitioning into snow and
liquid precipitation. In the simulation using the ZH convection, much higher values occur
in India, China, and Central Africa. The higher values in the tropics and in Asia are a
direct consequence of the higher precipitation amount calculated in the C ZH simulation.
The differences in the polar region on the northern hemisphere as well as in the southern
storm tracks are a consequence of no differentiation of the precipitation between liquid
and solid type. Since the snowfall does not effectively take part in the scavenging, but
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all convective precipitation produced by this scheme is liquid, higher deposition fluxes
result. This occurs similarily also in the C ZHW simulation. Since in Central Africa the
convective precipitation is reduced relative to the C ZH simulation, but still significantly
higher than in C T1, the wet deposition is accordingly higher than in the reference, but
lower than in the C ZH setup. In most other regions this simulation behaves similar to
the C ZH. The HCHO wet deposition in the C B2 simulation (lowest panel on the right
of Figure 6.7) shows lower values in the warm pool region and both storm tracks: in the
Pacific this is a consequence of the reduced, more realistic precipitation (compare Figure
3.5), while in the subpolar regions the reduced deposition can be explained by the explicit
treatment of convective cloud ice and snowfall. In the tropics almost everywhere, slightly
higher values than in the reference are calculated. This results from the compensation of
the lower values over the warm pool and the resulting extended transport. Furthermore,
the total precipitation amount is higher than in the reference simulation (see Figure 3.2).
In the subsidence regions of the subtropics in this simulation setup light precipitation is
produced, which is less pronounced in the reference. Therefore there is hardly any wet
deposition in C T1, though some in this simulation setup.
Overall, for the species with low and medium solubility the differences in the wet deposi-
tion fluxes are a consequence of the shifted precipitation patterns as well as for the highly
soluble compounds. However, even though these differences are small with respect to pre-
cipitation, they can have a much stronger impact on the less soluble trace species and their
sinks. In contrast to the very soluble constituents, which are often completely depleted
during precipitation, the strength of the precipitation events determines the wet deposi-
tion fluxes for species like HCHO and O3. For the less soluble compounds the importance
of convective transport for the vertical redistribution is largest. For O3 the height of the
convective cloud towers effectively determines the strength of the downward transport of
ozone from the UTLS region, resulting in higher mixing ratios in the lower troposphere
and boundary layers, if the convection penetrates deeper.
6.3.2.3 Wet deposition of 210Pb
The tracer 210Pb is known to stick to aerosol particles. Since in this study there is no real
aerosol available, it is for simplicity assumed that there is an uniform aerosol with a radius
of 0.75 µm, that is sedimenting, scavenged and dry and wet deposited. In Figure 6.8 the
wet deposition is shown for the five simulations, again adopting C T1 for the reference
values and compare the differences for the simulations with the alternative convection
schemes.
The wet deposition of lead in the C T1 simulation is largest in Central Africa. Secondary
maxima are found in India, China and Amazonia. Additionally, in North America there
are two regions with more than 50 µg Pb/m2, in agreement with the 222Rn surface mixing
ratios as presented in the upper left panel of Figure 4.3. In contrast to its precursor,
210Pb is not restricted to the continents where the emission occurs, since deposition (dry
and wet) is the only sink and the lifetime is longer than the radioactive decay of 222Rn.
Therefore the long-range horizontal transport of lead becomes more important than for its
precursor. Downwind, i.e., west of northern Africa with a high radon load, in the ITCZ
substantial wet deposition occurs over the Atlantic. This is similar for the northern storm
tracks, both in the Pacific and the Atlantic. In the southern storm tracks this effect is less
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C ZHW - C T1 C B2 - C T1
Figure 6.8: Wet deposition of 210Pb
pronounced, because of the smaller continental masses and consequently the lower 222Rn
emission and subsequent 210Pb production.
In the C EC simulation wet deposition is more important over the continents while over
the ocean the values are lower. In general, there is more wet deposition than in the ref-
erence simulation. This is, comparable to the gaseous compounds, mostly dependent on
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Simulation Wet Deposition Dry Deposition Sedimentation Total Deposition Burden
Name [kg/month] [kg/month] [kg/month] [kg/month] [kg]
C T1 0.76 0.07 0.26 1.09 0.11
C EC 0.87 0.04 0.19 1.11 0.08
C ZH 0.95 0.03 0.12 1.10 0.06
C ZHW 0.92 0.04 0.14 1.10 0.05
C B2 0.85 0.05 0.18 1.09 0.08
ECHAM4 0.91 0.11 - 1.02 0.23
CCM Ω 1.07 0.11 - 1.18 0.32
TOMCAT 1.10 0.07 - 1.20 0.32
Table 6.1: Deposition of 210Pb of the five simulations and some reference values from
another intermodel comparison (Rasch et al., 2000).
the different precipitation patterns, e.g., the lower rainfall in the warm pool region re-
sults in lower wet deposition fluxes of 210Pb. The absolute strength of the precipitation
is of secondary significance, since the precipitation flux enters only linearly in Equation
6.12. The dependence of the droplet radius, which has stronger influence on the scav-
enging efficiency, is relatively weak above a certain threshold value of the precipitation
flux (about 1 mm/h). Even though the total precipitation is lower, the rainfall covers a
larger area. Consequently, the total wet deposition is higher than in C T1. The stronger
upward transport as indicated in Figure 4.2 seems not to be reflected in the wet deposition
fluxes. The largest differences occur in regions where in the reference simulation almost
no wet deposition of lead occurs. A comparable conclusion can be drawn from the right
panel in the middle row of Figure 6.8. Over the tropical oceans where less precipitation
is calculated a slight reduction in the wet deposition flux of this compound is simulated,
while over the continents the deposition is higher. As for the gaseous compounds the lack
of differentiation between convective rain and snow in C ZH leads to substantially higher
scavenging in the northern hemisphere. In the southern hemisphere this is less pronounced
because of the lower atmospheric burden of the precursor 222Rn. However, in Amazonia
and in Central Africa lower values are seen over parts of the continents, even though the
precipitation is much stronger than in the reference simulation. This is a consequence of
the more effective upward transport in the convective clouds without complete scavenging.
The simulation C ZHW shows in general the same picture as the C ZH simulation. Small
scale differences result from the modified precipitation patterns compared to C ZH.
The C B2 simulation yields an almost completely different result. In large regions slightly
lower deposition values are calculated. The main differences result again from the pre-
cipitation distribution, e.g., the calculated light precipitation in northern Africa leads to
scavenging that does not occur in the reference simulation, and in the Atlantic ITCZ
higher precipitation occurs in this model setup leading to slightly higher depostion values.
In Table 6.1 the values from a model intercomparison (Rasch et al., 2000) for the scavenging
of 210Pb are compared with the results from the simulations of this study.
All five simulations C T1 to C B2 show a comparable total global deposition of about
1.09 to 1.11 kg/month. However, this total is composed of the individual sink processes
and in each simulation each has different importance: in C ZH the wet deposition is
strongest, but sedimentation and dry deposition are lower than in the other model setups.
Furthermore, the burden is lowest in C ZH and C ZHW. The reference simulation shows
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the lowest global total wet deposition and consistently the highest burden. Even though
the identical emission conditions are applied, the effective emissions differ slightly, partly
influencing the differences in the burdens. In comparison with some exemplary selected
models from the comparison of Rasch et al. (2000), the total deposition is in the same range
(1.02 to 1.20 kg/month) as for the other models. Unfortunately, for these a separation for
aerosol sedimentation and dry deposition does not exist.
The total load of 210Pb is significantly lower in the simulation series of this study. Because
of the lower load the residence time, calculated as burden divided by total deposition is
lower than in most of the other models of the intercomparison. The most imporant
difference is that the aerosol particles in this study have a constant radius for all regions
and altitudes, while some of the models used in Rasch et al. (2000) apply a separate module
to calculate the properties of the atmospheric aerosol in detail. Since the deposition in
the studies of this thesis is similar, one reason must be assigned to the emissions. Even
though in the referenced study also an emission of 1 atom/(cm2 s) is applied, differences
can occur in the ice covered regions where no emissions are calculated in the studies of this
section. Even though the emissions in Rasch et al. (2000) occur only in ice-free regions,
the applied ice mask (online or offline calculated) is not identical. Additionally, Rasch
et al. (2000) propose lower emissions from 60◦ to 70◦ N of 0.5 atoms/(cm2 s).
6.3.2.4 Summary
The influence of the exchange of the convection parameterisation results in obvious modifi-
cations in both the vertical profiles and wet deposition fluxes. For a low soluble compound
like O3 the convective transport determines the vertical redistribution. Additionally, the
downward transport of stratospheric ozone resulting in a higher mixing ratios in the tropo-
sphere is dependent on the convection parameterisation. In all simulations there is almost
no gradient within the troposphere, which is identical to a well mixed lower atmosphere.
For highly soluble species like HNO3 the scavenging leads to an almost complete depletion
in the middle troposphere in all simulations. Even though this is less pronounced for the
C T1 simulation, it is still substantial (more than one order of magnitude). Differences
in both convective transport and modifications due to altered precipitation patterns are
hardly noticeable. For species of intermediate solubility like HCHO these differences are
more important.
For highly soluble compounds the wet deposition distribution shows a high dependence on
the occurence of precipitation, while for species with lower solubility the strength of the
precipitation events has more significance. Furthermore, a smaller sink of a specific com-
pound in one region results in more long-range transport and subsequent wet deposition
further downwind.
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6.4 Scavenging: Global chemistry studies
6.4.1 Long term simulation
6.4.1.1 Simulation setup
The ECHAM5/MESSy model has been used for a simulation from January 1998 to October
2005 (EVAL), with a horizontal resolution of T42 and 90 vertical layers up to 0.01 hPa. The
data assimilation (nudging) technique is applied below 100 hPa with ECMWF - analysis
data to represent the real state of the troposphere. All submodels described in Section
2.2 are used, except for an aerosol submodel. Additionally, some submodels that perform
calculations only in the stratosphere are used. A detailed description of this simulation
can be found in Jo¨ckel et al. (2006). It is aimed at describing the atmospheric chemistry
from the surface up to the mesosphere with one consistent model. The applied convection
scheme is T1, being the default for the ECHAM5 model, for which the meteorology of
the climate model has been evaluated (Roeckner et al., 2004). In this simulation the
SCAV submodel is applied with a minimum number of reactions in the aqueous phase,
the SCAV SCM setup (as in the studies of Section 6.3, compare also Section 6.4.2 and
Appendix C).
6.4.1.2 Results - Wet deposition fluxes
The wet deposition fluxes of the simulation period are compared with measurement data.
There are some average values from measurements available for data from Europe and the
USA from the years 1974 to 1998 gridded on a 0.5◦ x 0.5◦ grid1. A comparison with these
values is shown in the Figures 6.9 and 6.10 for aqueous nitrate (NO−3 (aq) and HNO3(aq))
and total dissolved ammonium (NH3(aq) and NH+4 (aq)), respectively, from the National
Atmospheric Deposition Program (NADP) network (in the USA). No statistical compar-
ison is performed for this data, it is only shown as a first impression of the performance
of the SCAV submodel. Even though in the EVAL simulation emission data for the year
2000 from the EDGAR 3.2 FASTTRACK database are applied, the nitrate wet deposition
values from the simulation agree very well with the observations, both, with respect to the
horizontal distribution and the absolute values (see Figure 6.9). The maximum is slightly
higher in the model results and somewhat shifted eastward. However, since the resolution
of the simulation with 2.8◦ is relatively coarser than the grid of the observations, the ten-
dency of the model to artificially disperse the pollutants cannot be avoided. Nevertheless,
the eastward increasing values east of 95◦W are represented well by the model. Assuming
that the emissions of nitrogen oxides in the USA did not change substantially over the
simulation period, and the conversion of NOx to nitrate is represented well, the model is
able to capture well both the observed deposition patterns and absolute values.
A similar conclusions can be drawn from the comparison of the ammonium wet deposition
of Figure 6.10. Again, the maximum west of the Great lakes is reproduced well by the
model with respect to position and absolute value. The west-east gradient is simulated as
well as the north-south distribution over the USA, although the pollution transport may
be somewhat too efficient.
Recent global observations are provided by Dentener (2006, personal communication).
With this data the wet deposition from the EVAL simulation is compared and a statisti-
1http://daac.ornl.gov/CLIMATE/guides/nitrogen_deposition.html
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Model results Observations
Figure 6.9: Average annual wet deposition flux of Nitrate in mg N/m2 for the model
sinulation (left) and observations (right) in the USA.
Model results Observations
Figure 6.10: Average annual wet deposition flux of Ammonium and Ammonia in mg N/m2
for the model sinulation (left) and observations (right) in the USA.
cal analysis is performed.
The measurement data is usually derived from a chemical analysis of the collected rain
water. Data from several measurement networks is used, notably in the USA the extensive
’National Atmospheric Deposition Program’ (NADP) network, in Europe the much less
extensive ’Convention on Long-range Transboundary Air Pollution’ (EMEP) network, in
East Asia the smaller ’Acid Deposition Monitoring Network in East Asia’ (EANET), and
in Africa the limited ’Monitoring Network of Atmospheric Chemistry in Africa’ (IDAF),
plus additional data from South America and India. The data is mostly provided as av-
erages of several years within the last decade. Nevertheless, there is no global coverage of
measurement data available. Especially in Russia, Australia and Antarctica there are no
measurements available. Even in Africa and South America there are only few measure-
ment stations. The number of stations of each network used in this analysis is listed in
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Table 6.2: Measurement stations of the individual networks with wet deposition data
Species ALL NADP EMEP EANET IDAF India S. America
Nitrate 371 227 41 23 8 44 16
Ammonium 359 227 39 23 8 34 16
Sulphate 366 228 41 13 8 48 16
Model results Observations
Correlation Taylor diagram
Figure 6.11: Average annual wet deposition flux of Nitrate in mg N/m2 for the model
sinulation (left) and observations (right) (upper panels) and statistical analysis (lower
panels).
Table 6.2. Over the oceans (islands) hardly any long-term observations exist.
First, the nitrate wet deposition is investigated. The upper left panel of Figure 6.11 rep-
resents the average annually accumulated wet deposition flux of nitrate (i.e., NO−3 and
HNO3(aq)) in mg N/year (a logarithimic scale is selected below 100 mg N/yr, above linear
scale). There are four regions with substantially enhanced values: Central Africa, China
and east India, the North American east coast, and western Europe.
The relatively high values in Africa are a consequence of the high biomass burning emis-
sions in the region. Additionally, they are caused by biogenic soil emissions from the rain
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forest. The lightning activity that produces NOx relatively effectively in this region is
about one order of magnitude lower than the biomass burning source. Due to oxidation
(mostly by NO2 +OH → HNO3) a major part is converted to gaseous HNO3. As a very
soluble species HNO3 is very effectively taken up by clouds and removed by precipitation
(mostly of convective origin). The efficient scavening process determines the wet deposi-
tion, since there are hardly any reducing mechanisms in the aqueous phase that can affect
the liquid phase concentrations. In Europe, North America and east Asia the nitrate is
mostly a product of the industrial emissions of nitrogen oxides. These are transformed by
the same chemical mechanisms as the biomass and soil emissions. Wet deposition is the
main sink, too.
The upper right panel of Figure 6.11 shows the observational data from the individual
measurement stations. In North America, as already seen in Figure 6.9 a good agreement
between the model and the observations can be detected. In Europe the simulated values
are generally lower than the observations. The high simulated values in Africa are not
evident from the observations. On first sight, the simulated values in South America and
India agree well with the observations, while for the EANET data large differences are
found.
The lower left panel of Figure 6.11 shows a scatter plot of the annual nitrate wet deposi-
tion of all observations on the x-axis and the model results (averaged over the simulation
years) on the y-axis. The black line is the perfect linear regression, while the red line is
the actual linear regression, calculated as decribed in Appendix A. A major contribution
of the points originates from the NADP network, where a good representation can be
found. These points are close to the perfect linear regression. The scatter is relatively
large, leading to an overall linear regression of y = 0.51 ∗ x+ 85.63. The correlation of all
data is R2 = 0.393.
The lower right panel (Figure 6.11) shows a Taylor diagram, comparing each individual
year of the model simulation with the observational data. The color coding represents
the simulation year. In addition to the statistics for all stations together, the data from
each network are indicated separately by the different symbols. The pentagons depict
the data from all stations. As calculated above, the correlation for each of the years is
slightly above 0.6 (note that the angle depicts R and not R2). The amplitude of the spa-
tial variation, as defined by the normalised standard deviation is above 0.8. The analysis
of the individual measurement networks shows large differences in the different regions.
As indicated above, the correlation of the NADP data (marked as circles) is above 0.8
and the normalised standard deviation close to 1, showing a good agreement between
the distribution patterns of model and observations. The EMEP data, denoted with Xs,
show a much smaller correlation and also the normalised standard deviation is below 0.5.
This means that the spatial variation is underestimated by the model. The EANET data
(quadrates) is correlated only with R = 0.5, but shows good agreement in the amplitude
of the spatial variation. The data from Africa (triangles) is scattered relatively far from
the other points. As mentioned above, the model fails in the description of the depostion
patterns and values in this specific region. Additionally, it has to be noted that the in-
terannual variability is largest for this data. The data from South America and India are
both correlated only low and underestimate the spatial variation, too.
A similar analysis is performed for the wet deposited reduced nitrogen compounds (NH3
and NH+4 ). Similar as in Figure 6.11, the upper left panel of Figure 6.12 shows the average
annual sum of the simulated wet deposition of NHx in mg N/year on a similar scale. The
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Figure 6.12: Average annual wet deposition flux of Ammonium / Ammonia in mg N/m2 for
the model sinulation (left) and observations (right) (upper panels) and statistical analysis
(lower panels).
highest simulated values occur in India and China. Secondary maxima are found in Eu-
rope, Central Africa, the northern South America and the region around the Great Lakes
in North America. Some of these patterns can be attributed to high emissions, e.g., in
Europe, especially in the Netherlands, but also in India and China, from both industrial
and agricultural sources. The source in the USA is mostly industrial. The relatively high
values in South America and Central Africa are mostly due to biomass burning. In the
upper left panel of Figure 6.12 the precipitation distribution is more obvious than above
for the nitrate deposition. This is a consequence of the fact that NH3 does not participate
in the gas phase chemistry and is therefore only affected by emissions (sources), transport,
and dry and wet deposition (sinks). The ITCZ is clearly characterised by higher deposi-
tion values than the subtropics. Some of the regions with very high values (north of India,
northernmost part of South America) are also regions in which very high precipitation
rates occur with the selected convection scheme (T1), as analysed in Figure 3.5.
The observational data (upper right panel of Figure 6.12) shows similar values in East
Asia and North America. In Europe higher values than in the simulation are observed.
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The data in Africa and South America is similar to the model simulation, but again there
are not enough measurements available to infer a good agreement.
The scatter plot in the lower left panel shows a large number of points close to the one-by-
one line, but also several points where the observed values are much higher than calculated
by the model. These are likely points from the EMEP network, where the two upper fig-
ures indicate an underestimation of the simulated values. The overall linear regression
and correlation are of similar quality as for nitrate: y = 0.44 ∗ x+109.79 and R2 = 0.356.
Especially the high offset confirms the underestimation of the spatial variation by the
model.
The Taylor diagram in the lower right panel shows for all stations (pentagons) only minor
interannual variability. The overall correlation R is around 0.6, while the normalised stan-
dard deviation is around 0.75. Again there is a large range in the data from the individual
measurement networks. The NADP data (circles) shows little scatter over the years with
R close to 0.8 and an almost ideal standard deviation. The EMEP data (marked with X)
are still relatively high with respect to the correlation with an R of about 0.7, but the
standard deviation varies over the years between 0.2 to 0.6, denoting an underestimation
of the horizontal variation. Such an underestimation is also found for the data from east
Asia. However, this model data is less correlated with the observations. In the compar-
ison with the data from India and Africa the correlation is even worse, while for Africa
(triangles) the normalised standard deviation is around 1. The accurate biomass burning
emissions of NH3 obviously are the reason for this good agreement. Consequently the
correlation with the South American data R > 0.7 is relatively good, even though there
the spatial variation is slightly overestimated.
A third compound usually analysed in rainwater is sulphate (SO2−4 and HSO
−
4 ), which
is a product of the aqueous phase oxidation of dissolved SO2 follwing the reactions 1.11.
The gas phase oxidation of SO2 to H2SO4 and subsequent uptake of sulphuric acid is of
less relevance. Nevertheless, due to its high solubility gaseous H2SO4 is very effectively
scavenged and removed from the atmosphere. Even though SO2 is less soluble, it is quickly
transformed into sulphite and sulphate, causing a relatively efficient scavenging. The re-
action partners H2O2 and O3 have very different scavenging behaviour. While H2O2 is
highly soluble and efficiently removed from the atmosphere by scavenging, the scavenging
of O3 is almost negligible. Nevertheless, due to the relatively high concentrations of ozone
there is sufficient available for the aqueous oxidation of sulphur dioxide.
The upper left panel of Figure 6.13 shows the simulated sulphate wet deposition flux. It
shows strong maxima in the industrial regions of North America, Europe, India and East
Asia. These are regions with strong emissions. Especially in Europe, the highest values
of sulphate deposition occur in eastern Europe, where brown coal with a high sulphur
content is used for energy production. The globally highest values are simulated in China
as a consequence of air pollution from industry. Though the emissions are representative
for the year 2000, they have high uncertainties, especially in China. The dependence on
the precipitation distribution is less dominant as for the NHx compounds.
The observations (upper right panel) show a very similar distribution pattern. Addition-
ally, the absolute values are captured quite well for the USA and Europe. Despite the
low numbers of measurements in India, a maximum is observed in the same region as in
the model simulation. Since there is almost no data in China (only one point with very
high values in the southern part), it is not possible to evaluate the model in that specific
region.
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Figure 6.13: Average annual wet deposition flux of Sulphate in mg S/m2 for the model
sinulation (left) and observations (right) (upper panels) and statistical analysis (lower
panels).
The scatter plot of all measurements and the corresponding averaged model values is
shown in the lower left panel of Figure 6.13. Even though again a scattering around the
one-by-one regression is found, it is more uniform than for the other analysed compounds.
Also for the lower values observations and model correspond quite well. The overall re-
gression can be described by: y = 0.68 ∗ x+ 130.56 and R2 = 0.555.
The relatively good performance of the model is displayed by the Taylor diagram (lower
right panel). The correlation R of all the stations is R > 0.7 with the normalised stan-
dard deviation close to 1. The data from the NADP network again has higher correlation
values of more than 0.85, and the normalised standard deviation, determining the spatial
variation, is slightly above one. As before, for the other measurement networks the model
calculations deviate more from the observations. The European data show a correlation
R between 0.4 and 0.5 and underestimate the spatial variation. The Asian data are cor-
related with an R = 0.6 and a slight underestimation of the spatial variation. The remote
African stations, which are not affected by strong local industrial emissions, are also cor-
related relatively well. Here, a higher interannual variability is found. The distribution
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patterns over South America are not well represented by the model, indicated by a low
correlation.
Overall, the scavenging scheme appears to be able to realistically represent the global wet
deposition patterns, compared to the observations. Even though there are some weak
points, these cannot directly be attributed to a weakness of the scheme, but can be due
to uncertainties in the emissions, local chemistry and transport. Especially in eastern
Asia, the emissions are rather uncertain. Furthermore, the wet deposition measurement
network provides a detailed and comprehensive database only for the USA, while there
are large data gaps in other regions. Nevertheless, in comparison with other models the
obtained agreement with the measurements is very good. Especially because the model
performs very well for the USA, where both emission data and measurements are of high
quality and representativeness, it can be concluded, that the model representation of wet
deposition processes is quite accurate.
6.4.2 Simulations with different scavenging mechanisms
6.4.2.1 Simulation setup
For this study three simulations have been performed. All use the submodels described
in Section 2.2. The selected convection scheme is T1, since it is the default of the
ECHAM5/MESSy model. The horizontal resolution is T42 with 31 vertical layers (the
model top layer is at 10 hPa). The integration period is the year 2000, with three months
of spin-off in advance. A weak data assimiliation technique is applied, only prescribing the
sea surface temperature and nudging the surface pressure using meteorological data from
ECMWF - analyses. The differences between the simulations are only in the description
of the scavenging of the gas phase species:
 The SCAV SCM simulation: scavenging and cloud and precipitation chemistry is
explicitely calculated using the KPP mechanism with a so-called minimum set of
chemical reactions (see the reactions labeled with Scm in the SCAV reaction tables
in Appendix C);
 The SCAV EASY simulation: the scavenging is simplified, and described by as-
suming only Henry’s law gas partitioning for all considered species, not taking any
chemical reaction and interaction between the species in the aqueous phase into
account;
 The SCAV COM simulation: a comprehensive set of chemical and uptake reactions
are considered using the KPP differential equation solver (see the reactions labeled
with Sc in the SCAV reaction tables in Appendix C).
The scavenging submodel applied in the three simulations is an improved version of the
one used in the EVAL simulation with a better description of the precipitation liquid wa-
ter content and the pH - value analysis. It is described in Section 6.2 and in Tost et al.
(2006).
Since the simulation setup is slightly different from the simulations described in the Sec-
tions 3.3.1 and 6.3.1, and the nudging technique is applied in the simulations of this
chapter, modifications of the precipitation patterns compared to Section 3.3.2 may occur,
and the precipitation distribution is presented in Figure 6.14. For the detailed analysis of
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Figure 6.14: Total rain flux and fraction of large-scale compared to total precipitation
the precipitation patterns the reader is referred to Chapter 3. Since it is important for the
scavenging and wet deposition, these graphics are merely a reminder of the precipitation
distribution. Additionally, it shows only the liquid precipitation at the surface (neglecting
snow), indicating the regions with effective aqueous phase chemistry. The right panel of
Figure 6.14 shows the fraction of the large-scale rain of the total liquid precipiptation.
In the tropics the convective precipitation is dominant (> 90%), while further polewards
the large-scale rainfall becomes increasingly important. In some regions of the subtropics
there is almost no convective precipitation and also in the central Pacific ITCZ the large-
scale scheme contributes substantially to the total rainfall. With the help of this figure
the importance of the contribution of the individual precipitation producing parts of the
model to the wet deposition can be addressed. Additionally, a weighting factor for the
total precipitation pH can be calculated and applied (see Section 6.4.2.2.2).
6.4.2.2 Results
6.4.2.2.1 Wet deposition fluxes
In this section the differences in the wet deposition fluxes between the individual simula-
tions are analysed.
For this purpose the annual deposition of nitrate, NHx, and sulphate are compared to the
observations, previously used in Section 6.4.1. A statistical analysis is performed with the
help of a Taylor diagram in Figure 6.15. The ’star’ symbol denotes the standard deviation
- correlation - relationship of the SCAV SCM, the ’plus’ for the SCAV EASY and the ’dia-
mond’ for the SCAV COM simulation. Red denotes nitrate, blue NHx and green sulphate.
For all three compounds the SCAV SCM and SCAV COM simulation show similar val-
ues while the SCAV EASY simulation shows significantly lower values for the normalised
standard deviation, indicating an underestimation of the spatial variation. However, for
nitrate and sulphate the correlation is still similar to the other two simulations. For the
NHx compounds, the SCAV EASY simulation fails completely, since the symbol is close
to the origin. Even though the data is correlated with R > 0.5, the normalised standard
deviation is very small.
With this improved scheme (relative to the EVAL simulation of Section 6.4.1), the nor-
malised standard deviation is close to one for nitrate and sulphate in the simulations using
liquid phase chemistry, while for ammonia and ammonium it is 0.91 for SCAV COM and
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Figure 6.15: Taylor diagram for the three simulations compared with the observations
described in Section 6.4.1 for nitrate, NHx and sulphate.
0.85 for SCAV SCM. The correlation R is above 0.6 for nitrate, 0.63 for ammonia, and
0.72 for sulphate for both SCAV SCM and SCAV COM. With respect to the correlation
SCAV EASY is similar for nitrate and sulphate, but significantly lower for NHx. Com-
pared with Section 6.4.1 for the EVAL simulation there is a significant improvement with
respect to the variation in terms of the normalised standard deviation. The corrections in
the scheme result in a much better description of the amplitude of the spatial variation.
However, the correlation achieves comparable values.
The SCAV EASY simulation indicates considerable weaknesses especially for NHx, but
also worse results for nitrate and sulphate with respect to the amplitude of the variation.
Table 6.3: Global sink processes for several species in the individual simulations
Species SCAV SCM SCAV EASY SCAV COM
DRY WET DRY WET DRY WET
Nitrate Tg N/yr 22.53 32.30 34.76 14.99 22.48 32.10
NHx Tg N/yr 19.05 37.09 41.00 0.21 19.03 37.01
Sulphate Tg S/yr 5.64 48.54 3.59 32.01 5.47 43.66
H2O2 Tg/yr 195.0 94.75 213.0 103.1 173.9 77.88
HCHO Tg/yr 43.1 1.10 43.84 1.11 41.73 0.95
HCOOH Tg/yr 13.82 6.01 18.18 0.16 17.32 9.88
In addition, the global total deposition is analysed in Table 6.3. Since sometimes differ-
ences in the wet deposition are compensated by dry deposition the values for both sink
processes are presented. In this table the sedimentation part is included in the dry depo-
sition.
For nitrate, the wet deposition is the main contribution in the SCAV SCM and SCAV COM
simulation, while in the SCAV EASY simulation the wet deposition is reduced by half,
and dry deposition is much more important. Nevertheless, the total deposition sums up
to about 54 Tg N/yr for the first two simulations, and 49 Tg N/yr for SCAV EASY.
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Since in the SCAV EASY simulation the dissociation of nitric acid is ignored, the total
wet deposition, including aqueous phase HNO3 and NO−3 , is weaker. This dissociation de-
creases the aqueous concentration of HNO3; otherwise the uptake into the aqueous phase
is determined by Henry’s law only, considering gas phase diffusion limitations. However,
even for a species with a high solubility such as nitric acid, the dissociation is of relevance
since without it the wet deposition is substantially reduced.
For NHx the wet deposition of SCAV EASY is almost negligible, as indicated in Figure
6.15. The total deposition is significantly lower, even though the dry deposition partly
compensates the failure of the wet deposition scheme. This is a consequence of the lower
solubility of ammonia. Without dissociation, NH+4 cannot be formed. Consequently, the
uptake into the droplets is less efficient. However, in reality in an acidic environment
almost all NH3 is converted to NH+4 , allowing enhanced uptake of gaseous ammonia. The
sulphate dry deposition is of minor importance in all simulations, originating from the
aerosol sedimentation. Since in the SCAV EASY simulation there is no conversion of SO2
into SO2−4 in the liquid phase, the wet deposition in this simulation is significantly lower
than in the other two simulations, again underestimating the absolute values. For H2O2
dry deposition is more important than wet deposition in all simulations. The wet deposi-
tion in the SCAV COM simulation is lowest, because in the comprehensive aqueous phase
chemistry mechanism several reactions consuming this compound (including the photolyt-
ical destruction within the droplets) are taken into account. While in SCAV SCM there is
only the SO2 oxidation (Equation 1.11), in SCAV EASY there is no chemical sink in the
aqueous phase. The lower consumption in the liquid phase leads to higher gas phase con-
centrations and consequently higher dry deposition. Taking into account aqueous phase
chemical sinks does not only modify the importance of the other sink processes, but also
the total sink (about 290 Tg for SCAV SCM, 316 Tg for SCAV EASY, and only 250 Tg
for SCAV COM).
Formaldehyde with only medium solubility shows very similar values in all simulations.
Since there is no difference in the considered reactions in the simulations SCAV SCM and
SCAV EASY, the values are very similar. In SCAV COM there are reactions consuming
HCHO in the liquid phase, and the lower gaseous H2O2 concentrations lead to slightly
lower gas phase production and subsequent wet deposition.
Formic acid, finally, shows a similar behaviour as NHx because it is also of medium solu-
bility. By ignoring the dissociation only very limited uptake is possible (in SCAV EASY).
The SCAV COM simulation shows significantly higher values for both dry and wet de-
position resulting from the modified oxidation capacity of the atmosphere in the gas phase.
In addition to the statistical analysis and the global total values, the absolute values of
the annual wet deposition for the same compounds as in Table 6.3 of the SCAV COM
simulation are presented in the left panels of the Figures 6.16 to 6.21. The middle panels
show the differences to the SCAV COM simulation of the SCAV SCM simulation, while
the right panels depict the absolute values for the SCAV EASY simulation. Due to the
partly very high differences to the SCAV COM simulation a difference plot of these two
simulations dose not give much information.
The nitrate wet deposition in Figure 6.16 shows a similar picture as in Figure 6.11 with
slightly higher values east of the North American east coast. The deposition in Central
Africa is significantly lower than in the EVAL simulation, corresponding better with local
observations. In Europe slightly higher values are calculated, again in better agreement
with the observations. The regions of main differences of SCAV SCM to SCAV COM
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Figure 6.16: Nitrate annual wet deposition in mg N / m2 of the SCAV COM simulation
(left), the absolute difference of SCAV SCM to SCAV COM (middle), and the absolute
values for the SCAV EASY simulation (right).
are in the eastern USA and western Europe with lower values in SCAV SCM and higher
values in Central Africa, northeastern North America and eastern Europe. Even though
there are differences in many locations, these are mainly small compared to the absolute
values of the nitrate deposition. The SCAV EASY simulation shows almost everywhere
significantly lower values for the reasons mentioned above.
SCAV COM (abs. values) SCAV SCM (difference) SCAV EASY (abs. values)
Figure 6.17: NHx annual wet deposition in mg N / m2 of the SCAV COM simulation
(left), the absolute difference of SCAV SCM to SCAV COM (middle), and the absolute
values for the SCAV EASY simulation (right).
Figure 6.17 shows similar pictures for ammonia and ammonium. As for nitrate, the
SCAV COM simulation seems to capture better the values over western and central Eu-
rope than the EVAL simulation. The maximum deposition occurs in East Asia. The main
differences between the SCAV COM and SCAV SCM simulation occur in eastern Europe,
India, and on the Chinese east coast with higher values in SCAV SCM, and lower values
over the Mediterranean and southern China. The deposition differences over the Pacific
are twofold. In the storm tracks and the ITCZ there is more deposition in SCAV SCM
while there is less in the subtropics and north of the northern storm tracks. Since the
precipitation patterns are quite similar in these two simulations, these differences cannot
be attributed to differences in precipitation. A possible indication can rather be found
in the pH - value which is presented and anaylsed in Section 6.4.2.2.2. There is slightly
more acidity in the precipitation in those regions in the SCAV SCM simulation, leading
to a faster production of NH+4 and therefore a possibly higher uptake of gaseous NH3.
However, this explanation is arguable. The differences in the maximum deposition regions
of East Asia are hard to evaluate since the emissions in this region are highly uncertain
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and the observational data is scarce. Therefore it is difficult to determine which simu-
lation performs better compared to observations in that region. As already mentioned,
the SCAV EASY simulation fails completely in describing NHx wet deposition. However,
ammonia does not affect the other gaseous consitutents due to the selected gas phase
chemistry mechanism and no aqueous phase reactions in SCAV EASY.
SCAV COM (abs. values) SCAV SCM (difference) SCAV EASY (abs. values)
Figure 6.18: Sulphate annual wet deposition in mg S / m2 of the SCAV COM simulation
(left), the absolute difference of SCAV SCM to SCAV COM (middle), and the absolute
values for the SCAV EASY simulation (right).
For sulphate (Figure 6.18), the highest wet deposition is calculated for East Asia with
secondary maxima in the eastern USA and central Europe. The overall picture looks
quite similar as in the EVAL simulation (compare Figure 6.13). The correlation with
the observations is similar and the normalised standard deviation close to one, leading
to a relatively good match of model and observations. There is globally more sulphate
wet deposition in the SCAV SCM simulation as a consequence of neglecting the sulphate
consuming reactions in the simplified aqueous phase chemistry. The main regions with
significantly lower sulphate deposition in the SCAV COM simulation are eastern Canada,
eastern Europe and East Asia, while over western Europe and the western USA lower
values than in the SCAV COM simulation are simulated. Since these are the same regions
where the differences in the nitrate deposition occur, the interactions of sulphate and ni-
trate in the aqueous phase have an impact. Additionally, the differences in H2O2 as one
of the main oxidants of sulphur dioxide are an considerable factor. In the SCAV EASY
simulation the spatial distribution of the wet deposition is similar, but again the fluxes
are much smaller. This can be explained by the missing aqueous phase oxidation. The
reaction pathway of oxidising SO2 to H2SO4 in the gas phase is much slower and less
efficient, leading to lower concentrations to be scavenged.
The general distribution of hydrogen peroxide (H2O2, shown in Figure 6.19) wet deposi-
tion looks relatively similar for all three simulations. With decreasing complexity of the
scavenging mechanism the absolute values increase. This is explained by neglecting the
H2O2 consuming reactions in the liquid phase. However, this has a strong impact on
the gas phase, due to the changed oxidising capacity of the atmosphere, i.e., higher OH
radical concentrations in the gas phase. There are only very few regions with lower depo-
sition fluxes in the SCAV SCM simulation. The largest differences occur in regions with
strong precipitation. This is a consequence of the more efficient uptake of reaction part-
ners and consequently faster H2O2(aq) consuming reactions in SCAV COM. Additionally,
in the tropics with strong incoming solar radiation the photolysis of hydrogen peroxide
in the liquid phase is an important additional sink in the SCAV COM simulation. The
SCAV EASY simulation has no chemical loss of H2O2 in the aqueous phase and therefore
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Figure 6.19: H2O2 annual wet deposition in mg / m2 of the SCAV COM simulation (left),
the absolute difference of SCAV SCM to SCAV COM (middle), and the absolute values
for the SCAV EASY simulation (right).
shows the highest deposition fluxes.
SCAV COM (abs. values) SCAV SCM (difference) SCAV EASY (abs. values)
Figure 6.20: HCHO annual wet deposition in mg / m2 of the SCAV COM simulation
(left), the absolute difference of SCAV SCM to SCAV COM (middle), and the absolute
values for the SCAV EASY simulation (right).
The main wet deposition of formaldehyde occurs in Amazonia, Central Africa and south-
east Asia, as can be seen in Figure 6.20. This is consistent with the gas phase concen-
trations, which are highest over the tropical continents as a result of isoprene oxidation.
Additionally, HCHO is directly emitted into the atmosphere. Due to its longer lifetime
(several hours to days, depending on incoming solar radiation (Jacobson, 2002)), and only
moderate solubility it can be transported into the storm tracks where it is finally de-
posited. As already indicated in Table 6.3 the wet deposition of HCHO is almost identical
in all simulations. Since there is only one reaction consuming HCHO in the liquid phase
(HCHO + OH → HCOOH + HO2) in the SCAV COM simulation, and the OH(aq) con-
centration is relatively small, this is only of minor importance. This reaction results in
small differences between SCAV SCM and SCAV COM. In addition, the modified oxidis-
ing capacity induced by the aqueous phase chemistry affects the gas phase mixing ratios
and results in differences between the individual simulations much stronger, resulting in
the differences seen in the other panels of Figure 6.20.
Last, but not least, the wet deposition of formic acid is analysed in Figure 6.21. The
highest values are calculated in the tropics, i.e., consistently in regions with the highest
precipitation fluxes. Since the sources are mainly continental, the wet deposition is high-
est over the continents of Amazonia, Southern Asia and Indonesia. It is chemically more
reactive and more soluble than HCHO, at least if the dissociation of this weak acid is
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Figure 6.21: HCOOH annual wet deposition in mg / m2 of the SCAV COM simulation
(left), the absolute difference of SCAV SCM to SCAV COM (middle), and the absolute
values for the SCAV EASY simulation (right).
considered. Therefore, the wet deposition occurs closer to the sources. The SCAV SCM
simulation shows significantly higher values over the tropical continents of Amazonia and
Central Africa than the SCAV COM simulation. In the northern hemisphere slightly
higher deposition fluxes are calculated in the SCAV SCM simulation. On the other hand,
over Indonesia and almost everywhere over the ocean the wet deposition is lower than in
the SCAV COM simulation, especially in the tropics where the difference is substantial.
This is again a consequence of the additional chemical reactions in the liquid phase that
are neglected in the SCAV SCM simulation, both having a direct and indirect influence
on the oxidation capacity of the atmosphere. Similar to NHx, the SCAV EASY simula-
tion fails in the wet deposition because of the missing dissociation of this only moderately
soluble compound leading to an overestimation of gaseous HCOOH. However, compared
to the SCAV SCM simulation this is mainly balanced by a higher dry deposition.
6.4.2.2.2 pH - value analysis of clouds and precipitation
Figure 6.22 compares the annual zonal averages of the large-scale (upper row) and convec-
tive (lower row) cloud pH - value for the SCAV SCM simulation (left) and SCAV COM
(right). In contrast to previous studies the H+ concentration is not diagnosed from the
sum of the anions but determined directly as a result of the dissociation and neutralisation
reactions. To compute an average H+ concentration in the clouds, the individual values
are weighted with the cloud water content. Finally, the average pH is calculated according
to Equation 1.8 from this average H+ concentration in the cloud water.
Due to the CO2 content of the atmosphere and less ammonia emissions than acidic pol-
lutants the cloud pH is always acidic. The scale reaches from pH - values of three to six,
with pH 7 representing neutral water.
Low acidity, i.e., high pH - values, occur in the southern hemisphere and the tropics,
while lower pH - values dominate the northern hemisphere. This is mostly due to the fact
that most of the anthropogenic, industrial pollutants (NOx and SO2) are emitted in the
industrialised countries of the northern hemisphere. With increasing altitude the acidity
increases, since with lower temperatures the liquid cloud water decreases, because the
clouds mostly consist of ice particles. Therefore the amount of available water is smaller,
resulting in higher concentrations of pollutants. This is also the reason for a poleward de-
crease of the cloud pH. In the zonal average, the large-scale clouds can reach the surface.
In the model this is similar to fog, which is not treated separately by the microphysical
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Figure 6.22: Annual zonal average of the cloud pH - values in the vertical cross section for
the SCAV SCM (left) and SCAV COM (right) simulation. The upper row shows the pH -
value of large-scale clouds, and the lower row of convective clouds. The grey area depicts
the zonal average orography.
cloud routines. Since fog is mostly more acidic than actual clouds, an increase in the pH
- value can be found in the more polluted northern hemisphere from the surface to the
levels between 800 and 600 hPa altitude.
The convective cloud pH shows a sharp cutoff at about 850 hPa. Below this level there
are no or not enough values to calculate a zonal average. This results from a simplification
in the current scheme. The convective cloud water is not calculated explicitely in some
convection parameterisations. Therefore, only the fraction of the cloud water which is
converted to precipitation is used instead. In the T1 convection scheme no precipitation is
formed below 1500 m altitude above the surface (compare Equation 3.10). This results in
an underestimation of the convective cloud water, and therefore in too low nucleation scav-
enging. However, for the wet deposition the nucleation scavenging is correctly calculated,
since only this fraction of the scavenged compounds is incorporated in the wet deposition
flux. Therefore, only the cloud processing of air is underestimated by this simplification.
As for the large scale, a difference in the acidity can be seen from the South to the North:
on the southern hemisphere the pH - values are generally higher. In the tropics, where
deep convection is dominant and a large amount of water is available, the pH - values are
highest. Further northwards there is an increase in the acidity in the subtropics, where
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almost no convection occurs. In the northern storm tracks (40◦ to 60◦N) with substantial
convective activity, the pH slightly increases above 700 hPa. In the polar regions the
convective cloud water content is very low, resulting in low pH - values.
The differences in both convective and large scale cloud pH between the SCAV SCM and
SCAV COM simulation are very small. Overall, in the SCAV COM simulation the cloud
water is slightly more acidic. This results from taking into account more chemical species
and reactions in the aqueous phase. However, the differences are small, and with respect to
the cloud pH the computationally cheaper (see Section 6.4.2.2.4) SCAV SCM simulation
seems to give almost the same results.
Due to the dissolved acidic species in the precipitation, resulting from scavenging and
precipitation chemistry, the pH - value can also be determined for rain water. Figure 6.23
shows the large-scale (upper row) and convective (middle row) precipitation pH for the
SCAV SCM (left) and SCAV COM (right) simulation. The lower row depicts the total
rain pH, as a precipitation-weighted average from both types of rainfall. Similar to the
analysis for the cloud acidity a precipitation weighted average H+ concentration is calcu-
lated and from that the pH is determined. Similar to the pictures for cloud pH the scale
is defined from 3.5 to 6.5, i.e., completely in the acidic regime.
The large-scale precipitation shows high values of acidity (red color) over the eastern USA,
over Europe and east Asia. Additionally, there are low pH - values in Central and South
Africa and over the Sahara. It is important to distinguish the two factors controlling the
pH. There are high, acid producing emissions in America, Europe and east Asia on the
one hand, and on the other hand very low precipitation amounts occur in northern Africa
and northern Europe, where there is either no rain or the precipitation is mostly falling
as snow. In the tropics pH - values are mostly higher, especially over the ocean.
The convective rain pH shows high acidity in North America, Europe, and parts of East
Asia. Additionally, there are low pH - values at the South American and African east
coast. The latter regions as well as the polar regions are characterised by low convective
precipitation values (compare Figure 6.14). The regions in the northern hemisphere are
more strongly influenced by the industrial emissions. The lower pH - values in Central
Africa result mostly from the NOx emissions from biomass burning.
The lower row of Figure 6.23 depicts the composite of both the convective and large-scale
parts. This is comparable to measurements, because in reality a distinction between large-
scale and convective rain is not possible. Indeed, the total rain pH - value is, similar to
the fractions, mostly dominated by the acidic emissions in the northern hemisphere.
The differences between the two simulations are relatively small. They are most pro-
nounced in the Sahara, where almost no precipitation occurs at all. In the tropical Pacific
the pH is slightly higher in the SCAV SCM simulation, while over Australia the precipi-
tation is more acidic. In the generally more acidic regions of North America and Europe
the pH values are slightly lower in the SCAV COM simulation.
Note however, that in these simulations aerosol chemistry is not considered. Even though
the scavenging of aerosol sulphate, nucleated from the gas phase, or generated from evapo-
rating precipitation and clouds is treated, the chemical composition of the seasalt particles
is ignored. This includes the release of HCl and HBr from the aerosol into the gas phase
and their subsequent scavenging, and the alkaline composition of the seasalt aerosol itself
due to the content of HCO−3 (Kerkweg, 2005). Nevertheless, compared to the amount
of acidity originating from oxidated sulphur and nitrogen, it is expected that this is less
significant for the precipitation pH. Moreover, the lowest pH - values are calculated mostly
over land, where seasalt aerosol has no major influence. Furthermore, alkaline components
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Figure 6.23: Rain pH - values at the surface for the SCAV SCM (left) and SCAV COM
(right) simulation. The upper row shows the pH - values of large-scale rain, the middle
row the pH - values of convective rain and the lower row the precipitation weighted total
rain pH - values.
of mineral dust aerosols are also neglected.
A comparison with observed pH - values is presented in Figure 6.24 using data from the
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SCAV SCM SCAV COM
Observations SCAV COM (CV)
Data Correlation Slope Intercept
R2
SCM 0.4395 0.4904 2.130
COM 0.3675 0.4130 2.513
Figure 6.24: Rain pH - values at the surface for the SCAV SCM (upper left) and
SCAV COM (upper right) simulation in the USA. In the lower row the corresponding
observed average pH (left) and the statisical comparison (right) is shown.
NADP network for the simulation year 2000. Since the meteorology is nudged for this
year, a detailed point to point comparison of the annual average pH is possible. From
the observations of the wet deposition flux of H+ and the observed precipitation amount
an annual average pH of the precipitation is calculated. The same values as in Figure
6.23 are shown in the upper row for the SCAV SCM (left) and SCAV COM (right) for
the USA. In the lower row, the precipitation pH calculated from the observations is pre-
sented. Additionally, the corresponding statistics are shown in the table in the lower right
panel. For comparison, the station observations are gridded and interpolated on a 1◦ x 1◦
grid. The pictures in the upper row show only small differences: SCAV SCM has slightly
lower values in the eastern USA, while in the westerly regions there is less acidity than in
SCAV COM. However, the observations look very different: in the eastern USA the low
pH - values are represented by the model, but in the western USA the observations show
significantly higher pH - values of almost one pH unit, especially in the midwestern regions
and California. An analysis of the individual factors controlling the pH (wet deposition
of H+ and precipitation, both not displayed) shows that both are not represented well by
the model: the simulated wet deposition of H+ is effectively larger from 100◦ to 110◦W by
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a factor of more than two. In the coarse resolution of the model this affects the midwest
in general. Additionally, in Texas and the surrounding states the precipitation is under-
estimated by the model, while further north in the midwest the precipitation is captured
sufficiently well, taking into account the coarser model resolution. Close to the west coast
some observations of high precipitation, leading to high pH - values, are considered which
are not captured by the model at all. A similar feature occurs in the observations around
105◦W from 36◦ to 42◦N. Overall, the lower pH - values in the western USA predicted
by the model, but not occuring in the observations, are mostly in regions with very low
precipitation.
The statistics are slightly better for the SCAV SCM simulation with a higher correlation
of R2 = 0.44 compared to R2 = 0.37. A slope closer to 1 is calculated for the SCAV SCM
simulation. This is a consequence of the better performance in the west and midwest USA.
In summary, the general features of the pH - value distribution are represented in regions
with high rainfall, while in regions with low precipitation the performance is worse.
6.4.2.2.3 Influence on gas phase constituents
In this section the influences of the different scavenging mechanisms on gas phase species
are investigated. Since wet deposition is most effective in the lower troposphere due the
precipitation falling through this layers and many species have their sources at the surface,
the annual average surface mixing ratios are compared. For this purpose the SCAV COM
simulation is used as a reference and relative differences are shown for the other simulations
with the exception of SO2, for which absolute differences are shown.
Ozone
SCAV COM SCAV SCM (rel. diff) SCAV EASY (rel. diff)
Figure 6.25: Average surface layer mixing ratios of O3 in nmol/mol of the SCAV COM
simulation (left) and the relative difference in % of SCAV SCM (middle) and SCAV EASY
(right).
The ozone distribution shows highest annual average values in the Middle East and over
Tibet (partly related to the high altitude of the latter region) with secondary maxima
in California and the Mediterranean. The values are very similar to the results from the
long-term EVAL simulation (Jo¨ckel et al., 2006), even though a vertical resolution only
roughly representing the stratosphere is selected in the studies of this section.
The middle panel of Figure 6.25 shows the relative differences in % of the surface ozone of
the SCAV SCM to the SCAV COM simulation. There are some regions where less ozone is
simulated than in the reference simulation, especially in eastern Europe and northwestern
Siberia, southeast Asia and the Indian Ocean with maximum differences of about 10% to
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15%. Almost everywhere in the ITCZ there are only small differences of ±2%. In the east-
ern USA and northern Argentina more than 20% more ozone occurs. In western Europe
the surface ozone mixing ratio is higher by more than 10% in the SCAV SCM simulation.
Over most of the extratropical oceans slightly higher ozone mixing ratios occur in the
range of 5%.
The differences of the SCAV EASY to the SCAV COM simulation are much more uni-
form. With the exception of very few regions (Europe, especially the eastern parts, south
west of Indonesia) almost everywhere higher mixing ratios are calculated in the simula-
tion with the simplified scavenging approach. Only in eastern Europe approximately 10%
lower mixing ratios occur, while elsewhere more than 5% higher O3 are predicted by the
model. In some regions of the ITCZ and the SPCZ (regions, where convective scavenging
is substantial) the differences reach more than 15%. In the eastern USA the differences
are even higher than 20%.
Most of the differences correlate with differences in formic acid wet deposition and similar
compounds. As a consequence of the different scavenging of the ozone precursors, the
ozone formation is affected.
In contrast to the other species treated in detail in this section, O3 does not have decreas-
ing but increasing mixing ratios with altitude, due to the strong ozone formation in the
stratosphere. Therefore in addition to the surface distribution the vertical distribution of
zonal average mixing ratios is analysed in Figure 6.26.
SCAV COM SCAV SCM (rel. diff) SCAV EASY (rel. diff)
Figure 6.26: Vertical cross section of the zonal and annual averaged O3 mixing ratios
in nmol/mol of the SCAV COM simulation (left) and the relative difference in % of
SCAV SCM (middle) and SCAV EASY (right). The grey area depicts the zonal mean
orography.
The left panel shows the absolute values of the SCAV COM simulation. The increasing
values with altitude are reproduced well. Mixing ratios of more than 100 nmol/mol mark
the tropopause region. In the tropics air with low mixing ratios of ozone is transported up
into the upper troposphere by convection. The region around 20◦S and 30◦N are charac-
terised by the large scale subsidence of the Hadley cell, transporting O3-rich air downwards
combined with efficient photochemical ozone formation in the subtropics. This seems to
be more efficient in the northern hemisphere due to the coincidence of this transport and
higher surface mixing ratios as seen in Figure 6.25. Towards the north pole the gradient
towards the stratosphere is less steep, compared with the cleaner southern hemisphere,
resulting from more pollution and subsequent photochemical ozone production.
The middle panel of Figure 6.26 shows the differences simulated with the less compre-
hensive aqueous phase chemistry in the SCAV SCM simulation. Whereas in the surface
mixing ratios of Figure 6.25 it was unclear whether there is more or less O3 in the reference
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simulation, this graph shows generally higher ozone values in the SCAV SCM simulation.
Although in the zonal average the difference is less than 5%, for specific longitudes this
differences can be larger. The difference in ozone hardly changes with altitude in the trop-
ics and midlatitudes, while in the polar region the effect above 300 hPa is much stronger.
However, in these region this altitude already represents the lower stratosphere. Even
though there is hardly any liquid water for aqueous phase chemistry, some modifications
in the lower troposphere can propagate into the UTLS region and have a strong impact
there.
The comparison of the SCAV EASY simulation shows all over the troposphere higher val-
ues than in SCAV COM. The differences are most pronounced in the midlatitudes and
tropics, while in the subtropics with only little precipitation they are less distinct. They
result from the overall change of the chemical composition of the atmosphere induced by
the altered scavenging of some ozone precursors, e.g., HCOOH and HNO3, oxidants, e.g.,
H2O2 and to a minor part also from the neglection of e.g., SO2 oxidation in clouds and
precipitation by ozone in the liquid phase. As a consequence of the modified chemical
composition in the UTLS the ozone mixing ratios in the lower stratosphere are lower by
up to 10% in the extratropical regions.
HCHO
SCAV COM SCAV SCM (rel. diff) SCAV EASY (rel. diff)
Figure 6.27: Average surface layer mixing ratios of HCHO in nmol/mol of the SCAV COM
simulation (left) and the relative difference in % of SCAV SCM (middle) and SCAV EASY
(right).
Since formaldehyde is moderately soluble and therefore scavenged, but also important
for ozone formation, the similar pictures as for ozone at the the surface are presented
in Figure 6.27. The left panel shows the absolute values in nmol/mol. Highest values
are obtained in India and southeast Asia, Amazonia and Central Africa. Additionally,
medium values are obtained in the southern USA and Middle East. HCHO is directly
emitted from industrial sources (responsible for the values in China and the USA), but it
is also a product of the oxidation chain of almost all higher hydrocarbons and therefore also
strongly influenced by isoprene emissions (responsible for the high values in the tropics).
Further polewards the OH concentrations decrease, leading to a weaker chemical HCHO
production. Furthermore, the biogenic emissions of the NMHCs are lower in these regions,
also leading to a weaker chemical source of formaldehyde.
As seen in Figure 6.20 the wet deposition fluxes do not differ much between the individual
simulations. Similarly, the HCHO gas phase mixing ratios in the tropics do not differ
by more than 5% for SCAV SCM. Only in Central Europe and the eastern USA, the
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differences reach values higher than 20%. South of 45◦S and north of 60◦N the relative
differences become larger due to the low absolute values in these regions.
The comparison with the SCAV EASY simulation yields in general a similar result. The
differences in the tropics are in the ITCZ up 10%. In China and eastern North America
more than 20% higher values are simulated, while in the polar regions the differences exceed
even 50% to 100%, resulting in an overall higher surface mixing ratios in the SCAV EASY
simulation. Only very few and small regions are characterised by lower values compared
to the SCAV COM simulation.
Overall, the effect of a different description of the aqueous phase chemistry on HCHO is
substantial in the regions with significant concentrations, even though the direct effect is
relatively small. It is the indirect effect of a modified oxidising capacity of the atmosphere
which affects the surface mixing ratios of this compound.
H2O2
SCAV COM SCAV SCM (rel. diff) SCAV EASY (rel. diff)
Figure 6.28: Average surface layer mixing ratios of H2O2 in nmol/mol of the SCAV COM
simulation (left) and the relative difference in % of SCAV SCM (middle) and SCAV EASY
(right).
H2O2 is of special importance since it is highly soluble and therefore efficiently influenced
by the scavenging and aqueous phase chemistry. It is a main oxidant in the liquid phase,
especially for SO2. In the gas phase, it is an oxidant as well as a source for the main oxi-
dant OH. Figure 6.28 shows in the left panel the surface mixing ratio in the SCAV COM
simulation. Corresponding to the water vapour content of the atmosphere and the in-
coming solar radiation, highest mixing ratios occur in the tropics. Since one of the main
sources is the self-reaction of HO2 (HO2 + HO2 → H2O2 + O2), and HO2 is a product
of oxidation by OH, the highest values occur in the regions of strong VOC emissions and
their subsequent oxidation by OH, i.e., the tropical continents (in order of abundance:
Amazonia, Central Africa and southeast Asia).
As already seen in Figure 6.19 the wet deposition fluxes are substantially different between
SCAV COM and SCAV SCM. Similar results occur in the surface gas phase mixing ratios.
Only in the subsidence regions with only very weak precipitation very low differences are
detected. In eastern Europe and over the ocean between northern Canada and Greenland
lower values of more than 20% are simulated in the SCAV SCM simulation. Almost ev-
erywhere else, significantly higher values occur in this simulation: in the tropical ITCZ
and the SPCZ these differences are higher than 30%. In the eastern USA and the polar
regions even differences of more than 100% occur. However, it must be emphasised that
in the polar regions the absolute values are very small.
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In the SCAV EASY simulation this is even more pronounced. First there are no regions
with substantially lower values than in the SCAV COM simulation, and second in the
tropics the values are up to 30% higher than in SCAV COM. Further polewards the re-
gions with large differences (> 100%) are much more widespread.
This is a general result of the combined gas phase and aqueous phase chemistry. Due
to the comprehensive interactions and feedbacks, it cannot be directly attributed to one
specific process or reaction. In general it is concluded that there is a high dependence of
the surface mixing ratios of H2O2 on the scavenging description.
SO2
SCAV COM SCAV SCM (abs. diff) SCAV EASY (abs. diff)
Figure 6.29: Average surface layer mixing ratios of SO2 in nmol/mol of the SCAV COM
simulation (left) and the absolute difference in nmol/mol of SCAV SCM (middle) and
SCAV EASY (right).
The last compound analysed in this section is SO2. Since the absolute values are spatially
very variable, relative differences are not very insightful, because they reach numbers of
several thousand % in regions with almost negligible absolute mixing ratios. Therefore, in
Figure 6.29 the absolute differences are shown. The left panel depicts the absolute values
of the sulphur dioxide surface mixing ratio. The highest values occur in eastern China,
with secondary maxima in Europe and Chile. These secondary maxima are mostly very
punctual and caused by local emission sources. In most parts of Europe and the USA, as
well as in the Middle East, India and the western part of Russia lower mixing ratios are
found.
The comparison with the SCAV SCM shows only small differences, less than 2 nmol/mol
in the maximum regions. The only regions with significant differences are in the eastern
USA, Europe and China, while in the other regions the differences are mostly much smaller
(± 0.1 nmol/mol). Overall, the conversion of SO2 to sulphate and subsequent scavenging
is considered in both simulations. The small differences result from slightly different up-
take into the aqueous phase caused by a different rate of the oxidation to sulphate. This
originates from the altered H2O2 and O3 mixing ratios in the gas phase and consequently
the aqueous phase. Additionally, the small differences in the acidity of the cloud and rain
water modify the reaction speed.
The SCAV EASY simulation shows everywhere higher mixing ratios for SO2. In Europe
and China the differences are larger than 3 nmol/mol, but also in the USA and more
generally in the entire northern hemisphere higher values are calculated by this model
simulation. This results from a weaker uptake into the liquid phase. Since the gas phase
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oxidation to H2SO4 is much slower and the scavenging is significantly reduced, the atmo-
spheric lifetime of SO2 is increased, and transport into remote regions is possible. However,
transport across the ITCZ into the southern hemisphere cannot be detected in the surface
regions, because for such long-range transport via the upper troposphere in the tropics
and subsequent subsidence in the southern hemisphere (about one year for the interhemi-
spheric exchange time) the lifetime is not long enough.
In summary, a high dependence of the surface mixing ratios on the choice of complexity
for the scavenging and aqueous phase chemistry has been found. Since all species interact
directly or indirectly with each other, some of the distinctions and reasons are somehow
artificial. For ozone, taking into account both surface mixing ratios and the zonal average
vertical distribution, the more comprehensive the liquid phase chemistry is calculated the
lower are the obtained mixing ratios. The variations are mainly around 5 to 10%, but
in some regions they are substantially higher. Since the scavenging and wet deposition
is relatively small due to its low solubility, the major differences result from the indirect
effects of an altered oxidation capacity of the atmosphere. The SO2 oxidation contributes
slightly to the differences. The effects of the scavenging description on HCHO also result
mainly from the altered gas phase composition and are therefore only indirect effects. The
processes in the aqueous phase contribute even less than for O3, since it hardly takes part
in chemical reactions in the droplets. The differences between the individual simulations
are less pronounced than for most of the other compounds. For H2O2 the gas phase surface
mixing ratios decrease significantly with a more detailed cloud and precipitation chemistry,
partially up to 30% in the regions with the highest absolute values. This results from both
reactions in the liquid phase and altered gas phase composition. The surface mixing
ratios of SO2 are similar in both SCAV COM and SCAV SCM because both consider
the dissociation and liquid phase oxidation to sulphate. Neglecting this processes, as in
SCAV EASY, results in substantially higher mixing ratios close to the emission sources
and further downwind. Therefore, the aqueous phase chemistry is mainly responsible for
the differences between the three simulations. A further discussion and comparison with
measurements follows later on in Section 6.5.
6.4.2.2.4 Computational costs
The computational requirements can roughly be estimated from the average time used
per time step for the three simulations on a 128 CPU supercomputer (IBM P4) for a
horizontal resolution of T42 with 31 vertical layers presented in Table 6.4. Surprisingly,
the SCAV EASY simulation is even slightly slower than the SCAV SCM simulation, even
though in SCAV EASY the KPP generated code is not used. This can be explained by the
used gas phase mechanism. Due to an inconsistent removal of some gaseous constituents,
the chemical differential equation system solved in the MECCA submodel becomes more
stiff, and therefore more integration steps, using longer computation time, are required
for the numerical solution. It cannot be guaranteed that the times in Table 6.4 are not
influenced by other processes running on the computer, since they result from logfile output
only. No detailed flow trace analysis has been performed. However, the differences between
these two simulations are sufficiently small on this specific architecture that the use of at
least SCAV SCM is recommended for future calculations. The higher computational costs
for SCAV COM are required by the larger number of species and reactions in the liquid
phase chemical mechanism. Especially because this differential equation system has to
be solved several times (convective and large scale clouds and precipitation) the increase
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in the complexity of the process description leads to the higher computational costs. It
must be individually decided for a specific study if the impact of clouds and precipitation
chemistry is of importance.
Table 6.4: Computational Costs for the three simulations.
Simulation average time used per time step
SCAV SCM ≈ 3.50 s
SCAV EASY ≈ 3.55 s
SCAV COM ≈ 4.15 s
6.4.3 Aerosol scavenging
The scavenging and wet deposition of aerosols is investigated for seasalt particles. In
contrast to the 210Pb deposition in Section 6.3 sticking to an idealised aersosol, in this
section the aerosol is calculated explicitely with the M7 (Section 2.2.2.5) submodel. The
emissions originate from the ONLEM (Section 2.2.2.4) submodel using a wind speed de-
pendent parameterisation (Guelle et al., 2001). While M7 calculates the microphysical
properties and distributes the emissions onto the individual modes, the sink processes
are calculated by the submodels DRYDEP (dry deposition), SEDI (sedimentation), and
SCAV (wet deposition).
Since there is no global observational dataset available, the model results from SCAV SCM
simulation are compared with other model results from the AEROCOM project2. Since
the meteorology of the other two simulations (SCAV COM and SCAV EASY) is very sim-
ilar due to the nudging and the seasalt aerosol is chemically inactive in this studies, their
results are almost identical.
ECHAM5/MESSy AEROCOM MEDIAN
Figure 6.30: Average seasalt column burden in mg/m2 of the
SCAV SCM simulation (left), and the AEROCOM median (right, from:
http://nansen.ipsl.jussieu.fr/AEROCOM/data.html ).
Figure 6.30 shows the simulated seasalt column burdens in mg/m2 for the simulation
2http://nansen.ipsl.jussieu.fr/AEROCOM
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SCAV SCM in the left panel, and the median from the AEROCOM Experiment A simu-
lations (right panel). This Experiment A is a model intercomparison of global atmospheric
chemistry climate and chemistry transport models, with each model using their own emis-
sions, boundary conditions, etc., to simulate the atmospheric aerosols. Since the data is
not publically available, only a comparison of the pictures on almost the same color scale
is possible. The mean value of the seasalt burden of ECHAM5/MESSy is 17.15 mg/m2,
while the AEROCOM A median is slightly lower with 13.53 mg/m2. Ignoring the most
extreme simulations the mean values show a high variability of 8.91 mg/m2 to 35.66 g/m2.
The overall features of the aerosol column burden of the AEROCOM median are also pro-
duced by ECHAM5/MESSy. The highest values are found in the northern and southern
storm tracks. However, in the SCAV SCM simulation, higher values are found in the sub-
sidence regions of the subtropics, i.e., regions with almost no precipitation. Since there is
consequently almost no wet depostion in these areas, the main sink is reduced. Almost ev-
erywhere over the contintents the values of the SCAV SCM simulation are higher, denoted
by the next color category. Since the values over the continents are in general relatively
low because of the lack of emissions, this is a consequence of the general high bias (see
global average above), which is more pronounced for the lower values over the continents
on the logarithmic color scale. Overall, the spatial distribution patterns are represented
rather similarly.
The high bias cannot be explained by the emissions only. For the SCAV SCM simulation
the global mean value is about 10.97 g/(m2 yr), while in the AEROCOM simulations it
ranges between 4.28 g/(m2 yr) to 236.55 g/(m2 yr). For the AEROCOM Experiment B
(i.e., with prescribed identical emissions) a global mean value of 15.72 g/(m2yr) is pro-
posed. Unfortunately there is no median column burden available for this experiment, but
the pictures for the individual simulations (not shown here) indicate even slightly higher
values than in the SCAV SCM simulation. Summarising, it can be concluded that the
column burden is acceptably represented by the model assuming the AEROCOM median
as a reference.
ECHAM5/MESSy AEROCOM Exp A
Model Global Mean
(Selection of partici-
pating models of
Seasalt wet
deposition
AEROCOM) [g / (m2 yr)]
ECHAM5/MESSy 5.59
ARQM 8.90
GISS 1.57
KYU Sprintars 4.19
LOA Lille 2.21
LSCE INCA 4.74
UMI 2.14
MPI HAM 5.43
Figure 6.31: Annual seasalt wet deposition flux in g/m2 of the SCAV SCM simulation
(left) and global average values for several models participating in AEROCOM (right)
(from: http://nansen.ipsl.jussieu.fr/AEROCOM/data.html).
An analysis of the wet deposition flux for seasalt aerosol is performed with the help of
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Figure 6.31. The left panel depicts the annual wet deposition of the coarse and accumula-
tion mode seasalt aerosol particles in g/m2. As for most of the gaseous species the highest
deposition values are found in areas where both the concentrations are high and addi-
tionally high precipitation fluxes occur. Both conditions are fulfilled in the storm track
regions resulting in the highest wet deposition fluxes. Due to the strong precipitation in
the ITCZ there are much higher deposition values than in the subtropics. Especially in
the subsidence regions, the wet deposition is smaller by a factor of up to 10, resulting
from the very low precipitation in these regions. Over the continents the wet deposition
is much lower, due to the lower seasalt concentrations. There is almost no wet deposition
of seasalt over Antarctica, since there is only very weak precipitation. Especially, because
in the polar regions the precipitation is falling as snow, the scavenging of aerosol particles
is less effective. In Australia, there is only light precipitation resulting in low deposition
fluxes, even though a considerable amount of seasalt is transported from the oceans over
the continent. This corroborates that wet deposition is the most important sink process,
because in absence of precipitation higher burdens are calculated over the continents,
where no emission occurs, than over other continents where rainfall is simulated.
For an analysis of this issue, the global mean wet deposition is calculated. The comparison
with some wet deposition amounts from the AEROCOM Experiment A are shown in the
table in the right panel of Figure 6.31. The wet deposition of seasalt in SCAV SCM is 5.59
g/(m2 yr). The dry deposition sink is about 3.64 g/(m2 yr), with additional 1.78 g/(m2
yr) from sedimentation, showing that the total wet deposition is more than 50% of all
the sinks. The sinks sum up to 11.01 g/(m2 yr), balancing the emissions of 10.97 g/(m2
yr). Roughly, the spatial distribution is similar in most of the AEROCOM Experiment A.
The absolute values range from 1.57 g/(m2 yr) to 8.90 g/(m2 yr), showing also that the
absolute value of ECHAM5/MESSy is within the range of other models.
Concluding it can be stated that the wet deposition of aerosol species can be simulated
properly, with a high dependence on the aerosol concentrations and the precipitation
patterns. The simulation of aerosol content of the atmosphere is within the range of other
state-of-the-art global aerosol models.
6.5 Discussion
One weakness of the scavenging scheme is the neglect of the scavenging of gaseous com-
ponents by snow and the uptake on cloud ice. Due to the treatment of supercooled water
in the large-scale cloud scheme, there is mostly a mixture of both liquid and solid water
in the large-scale precipitation. Therefore, there is almost always a small reduction of the
gas phase mixing ratios by large-scale precipitation, independent of whether it is snow or
water. Only in the polar regions, where almost no rainfall occurs, the scavenging of gas
phase species is underestimated. The convective precipitation formation lacks the explicit
microphysical processes. Therefore, either rain or snow is produced determined by the
environmental temperature around the convective cloud. To overcome this problem, it
is assumed that a fraction of the convective cloud ice and snow consists of supercooled
water. This fraction is linearly decreasing with temperature, reaching zero at minus 35◦
C. At this low temperature usually all water is frozen (Pruppacher and Klett, 2000). A
scavenging scheme that includes the uptake of gaseous species by snow and ice into a cloud
resolving model has been applied in the studies of Salzmann (2005), showing an impor-
tant dependence on the profile of the species to be scavenged. The approach of Lawrence
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and Crutzen (1998), who assume a similar process sequence as in the aqueous phase, but
with a lower ’Henry coefficient’, might be appropriate, but the value of this coefficient is
highly uncertain. Additionally, the retention coefficient, i.e., the amount of a tracer that
stays inside a freezing droplet and is not released into the gas phase, is not known for
most compounds. This has been discussed by Barth et al. (2001) for convective events.
However, in their studies idealised tracers of various solubility are used and they find a
high dependence on this coefficient, while Lawrence and Crutzen (1998) assign minor im-
portance to such a factor. Salzmann (2005) shows that it is very much dependent of the
initial vertical profile of such a species. If the scavenging affects the tracers already in
the lower atmosphere, a significant fraction of the species is directly scavenged and wet
deposited. Therefore it cannot be transported into the upper troposphere.
This leads to another key problem in a model system using the operator-splitting tech-
nique. If the convective transport is treated independent of the scavenging, the wet de-
position is either over- or underestimated. If scavenging is followed by the convective
transport, the vertical distribution of a species with its source in the boundary layer is
not represented correctly, and the uptake can only occur in the lowest troposphere. Al-
ternatively, if the tracer is transported first and afterwards the scavenging is calculated, a
large fraction of the tracer is already transported into the upper troposphere by convec-
tion and the scavenging is too weak due to the low water content in the high altitudes.
A better approach combines information of transport and scavenging. However, since the
scavenging depends on the aqueous concentrations from the layers above, and the upward
transport on the mixing ratios from the layers below, this issue can only be solved itera-
tively. In the combination of the submodels SCAV and CVTRANS a first order iteration
is applied (see Section 6.2.5). First the transport is calculated to the top level of rain
production, then the scavenging scheme is applied, and subsequently, the second part
of the transport calculation is performed. For a direct coupling of both processes, the
transport being a direct source or sink for each species, the whole column must be treated
at once for the aqueous phase chemistry, but this becomes computationally very expensive.
The studies of Section 6.3 do not represent a real atmosphere since the chemical pro-
duction and loss of the species are neglected. These species are idealised, but have the
characteristics, e.g., the solubility, of the real compounds. Both, the different precipita-
tion distributions and the different convective transport affect the mixing ratios and wet
deposition of the idealised compounds. For species with low solubility the different trans-
port is of highest importance. For species of high solubility the occurence of precipitation
determines the wet deposition patterns, while the strength of the rain events is of sec-
ondary relevance. The species of medium solubility are both affected by the differences in
transport and the precipitation both strength and spatial distribution.
In contrast to the studies of Doherty et al. (2005), in which the influence of convective
transport on ozone and its precursors is investigated by either applying convective trans-
port or not, the studies of Section 6.3 investigate the differences arising from the transport
using different convection parameterisation schemes, and are therefore not comparable.
The low importance of the ice scavenging as discussed by Salzmann (2005) and mentioned
above for the HNO3-like species is confirmed in this study.
The transport and scavenging of soluble and insoluble compounds in a convective cloud is
investigated by Mari et al. (2000). They confirm the importance of the scavenging of H2O2
in the liquid phase. The scavenging of SO2 is highly dependent on the pH, due to the
dependance of the oxidation rate on the aqueous H+ concentration. A direct comparison
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is not possible, since in contrast to Section 6.3 Mari et al. (2000) apply comprehensive
chemistry and the effect of single clouds, while in Figure 6.5 a long term average profile
of three species is shown. However, qualitatively the decrease of the mixing ratios by the
clouds, partly assigned to impaction and partly to nucleation scavenging are even higher
for HCHO than in their study. For an insoluble tracer like CO and O3 the transport
into the upper troposphere results in a well mixed state throughout the troposphere if no
chemical sinks are taken into account. In contrast, the mixing ratios of HNO3 are almost
completely depleted in the middle and upper troposhere, as analysed in the studies of
Section 6.3 and of Mari et al. (2000).
In studies using comprehensive gas phase chemistry, but an alternative scavenging mech-
anism, the real state of the atmosphere is simulated. The results shown in Figures 6.25
and 6.26 are consistent with the conclusions of Barth et al. (2002), that ozone is approxi-
mately reduced by 6% in the cloud capped boundary layer if cloud chemsitry is taken into
account. In the SCAV EASY simulation with only a rough description of aqueous phase
chemistry, the O3 mixing ratios are about 5% higher. Even though the simulations setups
are very different (global and cloud resolving model), the results of Barth et al. (2002)
are generally confirmed. The pH dependence of ozone depletion by liquid phase chemistry
cannot be confirmed in detail. This would require a detailed analysis of data with a very
high temporal resolution to investigate the short-term fluctuations in the ozone produc-
tion dependent on variations of the cloud pH, which are not available from the simulations
of this thesis. Globally, the O3 surface mixing ratios are less decreased by the compre-
hensive aqueous phase chemistry than in Barth et al. (2002), but the latter simulations
only cover a 20◦ by 20◦ region around Hawaii, and are therefore not representative for the
whole globe. Nevertheless, the global influence of the aqueous phase chemistry on ozone
is within the same range.
Compared with the results of Liang and Jacob (1997), the effect of using a comprehen-
sive cloud and precipitation chemistry is stronger in the simulations of Section 6.4.2.
Even though both simulations, SCAV COM and SCAV SCM include a basic liquid phase
chemistry, the differences of the simulated annual average surface mixing ratios are larger
than in the results of Liang and Jacob (1997). They support their results by three-
dimensional calculations for North America, where the differences between the two simu-
lations (SCAV COM and SCAV EASY) of the present is study are largest. While in the
model results of Liang and Jacob (1997) the summer maximum is located around 100◦W
with a secondary maximum in California, the highest mixing ratios of the SCAV COM
simulation are at the American west coast. In the SCAV SCM simulation a second max-
imum occurs in summer at about 100◦W, but the mixing ratio is a few nmol/mol lower
than in California. Overall, the amplitude of the seasonal cycle is larger, but in all sea-
sons higher ozone mixing ratios are calculated compared to the study of Liang and Jacob
(1997). However, as Barth et al. (2001) stated, the cloud properties are only crudely
parameterised in the work of Liang and Jacob (1997). This affects the cloud chemistry
because of the dependence of the transfer reaction speed on the droplet properties. In
contrast, the aqueous phase chemistry mechanism is even more comprehensive than in the
SCAV COM simulation, though all the major reactions are similar.
The results of Lelieveld and Crutzen (1991) show a higher dependence of O3 on cloud
chemistry. Since they compare results without cloud chemistry with the effects of clouds
and liquid phase chemistry, a comparison with the differences between the simulations of
this section (SCAV COM, SCAV SCM, and SCAV EASY) is difficult because the different
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scavenging schemes both take the effects of clouds and simplified cloud and precipitation
chemistry into account. The findings of Lelieveld and Crutzen (1991) can be compared
better to the differences of SCAV COM to the SCAV EASY simulation, even though this
simulation considers an effective sink of HNO3 and N2O5. Therefore the effect of clouds
on the tropospheric chemistry appears to be much stronger in the work of Lelieveld and
Crutzen (1991) than indicated in the results of this thesis. Similar to the studies men-
tioned above, the cloud properties are only roughly parameterised and the studies are
performed with box models and varying cloud properties from a global cloud data set.
This is hardly comparable with the results of a consistent global atmospheric chemistry
general circulation model. Consequently, the global influence of liquid phase chemistry
on O3 is concluded to be smaller than proposed by Lelieveld and Crutzen (1991), but
has more importance than described by Liang and Jacob (1997), especially under specific
conditions on a local to regional scale.
The results of the effect on ozone are comparable with the study of Matthijsen et al.
(1997) who find reductions of O3 induced by cloud chemistry effects of about 5% overall,
but locally in the boundary layer these can reach almost 20%. In their model studies,
the aqueous phase chemistry contains also reactions with Cu+ and Fe2+, which are not
considered in the SCAV COM reaction set. Overall, they find higher influence of the cloud
and precipitation chemistry than Liang and Jacob (1997), comparable to the findings in
this Section. Additionally, they mention cloud pH values over Europe, ranging from 3 to
6, again comparable to the results of Section 6.4.2.2.2. However, the results of Matthijsen
et al. (1997) are also obtained with a regional model.
The studies of Liu et al. (1997) analyse the effect of individual clouds and precipitation
events and also the effect of cloud processing of air masses by passing through a series of
clouds and precipitations events. Since the latter process represents better the real atmo-
spheric conditions, their results are comparable with the findings of the present section.
It is shown that in the vertical profiles of H2O2 the precipitation removal is substantial
in both daytime and in nighttime conditions by a single cloud. The scavenging of hy-
drogen peroxide is taken into account in all three simulations SCAV COM, SCAV SCM
and SCAV EASY. Since hydrogen peroxide is highly soluble, its depletion by scavenging
is comparable with the results for HNO3. In Section 6.3.2.1 an almost complete depletion
in the middle troposphere has been analysed for this compound. The influence of de-
tailed cloud chemistry on the differences in hydrogen peroxide surface mixing ratios is still
substantial as analysed from Figure 6.28. For ozone Liu et al. (1997) conclude that one
single cloud event is almost negligible due to its low solubility, but a series of clouds (pre-
cipitating and non-precipitating), comparable with real atmospheric conditions in which
air undergoes several times the processing by clouds, can have a significant (not directly
quantified) impact on O3 mixing ratios. This is comparable to the result from the ozone
mixing ratio analysis of Section 6.4.2.2.3.
Vertical profiles from several measurement campaigns, compiled by Emmons et al. (2000),
are compared with the model results of Section 6.4.2. The individual observed profiles
are averaged for each measurement campaign (temporally) and region (spatially). Since,
there is only one year of simulation, but the measurement campaigns have been performed
in various years, no point-to-point comparison can be performed. However, the average
vertical profiles for one region of the measurements are compared with average profiles
for the model results in the same region. Since many compounds are highly variable, the
standard deviation of both observations and model are taken into account while determin-
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ing the correlation and normalised standard deviation as well as for the bias (variability
weighted statistical analysis).
Figure 6.32: Taylor diagram for O3, HNO3 and HCHO of the Emmons et al. (2000)-
database correlated to the individual SCAV simulations.
Table 6.5: Bias in units of geometric average standard deviation of both model and ob-
servations for the individual species in the three simulations.
Species SCAV COM SCAV SCM SCAV EASY
O3 0.25 0.30 0.38
O3 below 9 km 0.10 0.15 0.25
H2O2 -0.01 0.03 0.16
HCHO 0.13 0.21 0.29
HNO3 -0.22 -0.22 0.41
HCOOH -0.37 -4.59 -0.04
SO2 -1.18 -1.01 1.81
The correlation and normalised standard deviation for all three simulations are displayed
in Figure 6.32 for total O3, O3 below 9 km, HNO3, HCHO, HCOOH, and SO2 in a Taylor
diagram for the three simulations of Section 6.4.2. These are marked with the different
symbols, while the individual species are marked with different colors. In addition to the
correlation and the standard deviation, the bias is listed in Table 6.5. These three quan-
tities provide a general view of the model performance.
For O3 the calculations are performed for all values (red) and the values below 9 km (dark
red), separately. While the values including measurements up to 12 km altitude show a
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correlation above 0.85, but a normalised standard deviation of more than 1.5 for all three
simulations, the data considering values from the lower and middle troposphere only are
correlated more strongly (almost 0.9) with the normalised σ of almost 1. From the hori-
zontal patterns and the amplitude of the temporal and spatial variability there is hardly
any difference between SCAV COM, SCAV SCM and SCAV EASY. However, the more
comprehensive liquid phase chemistry in the model the smaller is the bias. This shows
that for a good representation of tropospheric ozone in the model system the aqueous
phase chemistry is a requirement.
The comparison of the H2O2 (orange) observations with the model results yield a very
high correlation (> 0.99). The normalised standard deviation decreases from around 1.2
for the SCAV EASY simulation to 1.05 for SCAV COM. Additionally, there is almost no
bias for the SCAV COM model setup, while in SCAV EASY a substantial overestimation
occurs.
The HCHO (green) mixing ratios are captured well by the model in the SCAV COM and
SCAV SCM simulation (correlation around 0.95 and normalised σ around 0.9). In the
SCAV EASY simulation the amplitude of the variability in time and space is much higher
(> 1.8). The bias is lowest in the SCAV COM simulation compared to SCAV SCM and
SCAV EASY.
The gaseous nitric acid (yellow) is simulated best in the SCAV EASY simulation with
respect to correlation and normalised standard deviation, but SCAV SCM is almost iden-
tical and the SCAV COM simulation only slightly worse (all correlated higher than 0.93
and σ between 0.9 and 1.0). The bias is identical in SCAV COM and SCAV SCM, both
slightly underestimating the atmospheric mixing ratios. The bias of SCAV EASY is higher
and shows an overestimation of HNO3.
The model performance for formic acid HCOOH (blue) is less satisfying in all three sim-
ulations. Even though the correlation is higher than 0.8 in all cases, the spatial and
temporal variability is substantially underestimated. However, the SCAV EASY simula-
tion performs best with a σ around 0.6, while for SCAV COM it is only around 0.35 and
for SCAV SCM even only 0.1. The bias is worst for SCAV SCM, while in SCAV COM
it is much smaller and even smaller in SCAV EASY. Even though formic acid wet depo-
sition is only very weak in the SCAV EASY simulation (compare Figure 6.21), the gas
phase mixing ratio seems to be captured best in this setup. This is expected to result
from compensating errors in the complex chemical system. An additional reason for the
high bias in the simulations taking aqueous phase chemistry into account might be the
underestimation of the direct HCOOH emissions.
The last analysed compound is SO2. Since the normalised σ for SCAV EASY is about 6, it
is not displayed in Figure 6.32. The correlation is also worse for this simulation compared
to the very high values of R (> 0.99) in both simulations taking the liquid phase oxidation
into account. The amplitutde of the variability in time and space is captured better in
SCAV COM and SCAV SCM, with improved performance for SCAV COM. The bias is
relatively high compared to the other compounds. Both SCAV COM and SCAV SCM
underestimate the gas phase mixing ratios, while SCAV EASY overestimates it.
As shown in Section 6.4.2.2.1, the representation of the wet deposition fluxes of the
three major compounds (NO−3 , NHx and SO
2−
4 ) is very similar in both SCAV COM and
SCAV SCM, with a slightly better correlation in SCAV SCM, but a better representation
of the amplitude of the spatial variation in SCAV COM. The results of SCAV EASY are
much worse with respect to the total amount and the amplitude of the spatial variation.
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The robustness of the results of Section 6.4.2 is supported by the application of the
SCAV SCM scheme in the long-term coupled chemistry climate simulation EVAL (Jo¨ckel
et al., 2006) and the analysis in Section 6.4.1.
With respect to both wet deposition and gas phase mixing ratios, the SCAV COM sim-
ulation using comprehensive aqueous phase chemistry is overall rated as best simulation
in representing the observed values. For long-term chemistry simulations, the computa-
tionally cheaper SCAV SCM setup might be sufficient, while the SCAV EASY scavenging
mechanism might be acceptable only if the impact of the tropospheric chemistry is less
important for the results of a particular study. However, since it is not computationally
cheaper, at least on the architecture used in this thesis work, its application is not recom-
mended. A possible improvement for the SCAV EASY scheme would be the application of
’effective Henry coefficients’, which include the dissociation of species in the liquid phase.
However, this also induces errors, since the effective dissociation is dependent on the pH -
value of the solution, determined by the concentrations of the dissolved acidic species. In
a previous version of the SCAV EASY mechanism, constant (estimated) scavenging coef-
ficients have been applied for individual species, but this resulted in even worse agreement
with the observations. Potentially, parameterised scavenging coefficients for trace gases,
as proposed by Asman (1995), are useful to determine the sink process by wet deposition,
but are less appropriate to investigate the influence of cloud and precipitation chemistry
on the trace gas budgets of the atmosphere.
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Chapter 7
Conclusions
The results of Section 3 show that replacing the convection parameterisation in a global
chemistry climate model is possible without major consequences for the atmospheric global
vertically averaged temperature over the given simulation period of 6 years, even though
the precipitation patterns are highly dependent on the selected convection scheme. While
generally the zonal and the main features of the longitudinal precipitation distribution,
as derived from observations, are reproduced by all convection schemes considered, some
parameterisations yield better results than the others. The “best performing” convection
scheme of this study is that of the ECMWF (IFS cycle 29r1b) (Tompkins et al., 2004)
with both shallow convection closures (traditional and Grant and Brown (1999)), because
it compares most closely with the GPCP observational dataset.
On the other hand, the water vapour column values are slightly overestimated with the
ECMWF convection scheme, whereas the best agreement with observational data from
GOME/SSMI is obtained with the Tiedtke-Nordeng (Tiedtke, 1989; Nordeng, 1994) con-
vection scheme. However, the results of most of the other schemes show only small dif-
ferences, that are consistent, e.g., the Bechtold et al. (2001) scheme which produces more
precipitation in the tropics, shows lower water vapour columns in these regions.
The evaporation patterns are similar in all simulations with the different convection pa-
rameterisations; however, the absolute values differ substantially.
The effects of the modified hydrological cycle result in changes in the 3-D temperature
fields. For the surface temperature the replacement of the convection scheme results in
global changes that are of the order of the observed temperature increase over the last cen-
tury, with locally substantially larger differences. No “tuning” of the model energy budget
has been applied for the individual simulation setups, since the main focus of this study
was to test the robustness of the simulated hydrological cycle and meteorology against
changes in the convection parameterisation.
The changes in convective transport caused by the alternative convection parameterisa-
tions do not greatly alter the overall distribution of trace compounds, as analysed with
222Rn, even though the calculated convective mass fluxes show significant differences.
However, although the vertical profiles of radon compared with observations differ sub-
stantially, they are within the range of the observed high variability.
A high dependence of the convective cloud top height on the selected convection param-
eterisation is determined in Chapter 5. The resulting lightning distribution shows large
differences among the individual simulations. An acceptable agreement of the simulated
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flash frequency distributions with observations has been achieved, even though with none
of the convection parameterisations the observations and model results are highly corre-
lated; the best performance with respect to the simulated flash frequency is obtained with
the ECMWF scheme. In all case studies, the overall flash frequency has to be rescaled
as in most models (i.e., “tuned”), depending on resolution and the selected convection
parameterisation.
A new comprehensive submodel (SCAV) for scavenging and cloud and precipitation chem-
istry of aerosols and trace gases has been developed (Tost et al., 2006). Compared to pre-
vious approaches the new scheme is physically more consistent, thus a subject to a larger
number of feedbacks, and accounts for a larger number of multiphase processes. Its appli-
cation under idealised conditions shows general agreement with other model studies. The
influence of atmospheric convection parameterisations on scavenging and wet deposition
is determined by the varying precipitation distribution and its intensity, and the variable
strength of the convective transport. The differences in the wet deposition between the
individual simulations are substantial for both highly and moderately soluble compounds,
while species with a low solubility are less affected. The vertical redistribution in regions
where convection plays a dominant role is more variable for species of low and medium
solubility, while for highly soluble compounds the average vertical profiles are very similar.
If these species are emitted at the surface, they hardly reach the upper troposphere, but
are efficiently removed by nucleation and impaction scavenging in the lower and middle
troposphere.
Under realistic conditions, acceptable agreement with observations of wet deposition is
achieved in a comprehensive simulation over several years (Section 6.4.1). The analysis of
the model results for several regions of the globe, comparing with data from the respective
measurement networks, yields a much better representation of the wet deposition fluxes
in the dense observation network of the USA, while e.g., in Europe only the main charac-
teristics of the deposition patterns are captured.
Based on this analysis the SCAV submodel has been improved. Three different simulations
with various complexity of the scavenging and liquid phase chemistry have been performed
and analysed: SCAV COM includes comprehensive aqueous phase chemistry, SCAV SCM
reduced (minimum) liquid phase chemistry, and SCAV EASY simulates scavenging based
on Henry’s law, only. The wet deposition patterns of these three simulations are analysed
as well as the effect on gas phase species. The simulated wet deposition with SCAV SCM
and SCAV COM of the main acidic and alkaline compounds nitrate, NHx, and sulphate is
very similar. In both simulations a better representation of, both, the correlation and the
spatial variability has been achieved compared to the simulation of Section 6.4.1. A dis-
tinction between better performance with respect to the wet deposition is hardly possible
for the SCAV COM and SCAV SCM simulation for the compounds for which observations
are available. The SCAV EASY simulates much reduced wet deposition due to neglecting
the acid-base-reactions in the liquid phase; for dissociating compounds of medium solu-
bility (NH3 and HCOOH) it fails completely. Therefore, it is not recommended for future
studies.
The differences resulting from the different scavenging mechanisms lead to a modified
chemical composition of the atmosphere, including the oxidation capacity of the atmo-
sphere by altered H2O2 and consequently OH mixing ratios. Therefore, differences in the
gas phase constituents have been analysed. For ozone the SCAV COM simulation with
the comprehensive aqueous phase chemistry results in generally lower ozone mixing ratios.
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However, this effect is globally smaller than expected from a previous study (Lelieveld and
Crutzen, 1991), but larger than proposed in another (Liang and Jacob, 1997).
A comparison with observed vertical profiles shows a good agreement for several com-
pounds. For most of the species the bias is lowest in the simulation with the SCAV COM
mechanism. Likewise, the correlation is highest and the normalised standard deviation
is close to 1. This indicates that a detailed description of the liquid phase chemistry
is relevant for the trace gas budgets of the troposphere. This also includes the UTLS
region, in which the chemical composition is affected through both convective transport
and scavenging. Due to the interaction with the stratosphere, a detailed description of
the aqueous phase chemistry is therefore important for the chemical trace gas budget of
the entire atmosphere. The SCAV SCM has proven applicable in a long-term chemical
simulation, and, since the differences to the SCAV COM simulation are mainly within a
few %, it can be applied in future studies, in which the main focus is on other aspects of
atmospheric chemistry. However, the SCAV EASY scheme results mostly in higher devi-
ations from the observed gas phase mixing ratios, in addition to weaknesses with respect
to wet deposition as mentioned above.
The simulation of the wet deposition of the atmospheric aerosol is compared with other
state-of-the-art models, and an acceptable agreement has been obtained. Even though
in previous studies with simplified parameterisations of scavenging and aqueous phase
chemistry the simulated trace gas budgets have been in ’acceptable’ agreement with ob-
servations, comparisons with measurement data have been based on a limited number of
compounds. The present scheme accounts for a much larger range of compounds and
processes, so that model tuning becomes redundant, thus establishing a much improved
framework for prognostic studies.
Outlook
The convection scheme intercomparison can be improved by applying identical input pa-
rameters to all convection schemes at the same time. This would eliminate the differences
in the dynamics which originate from the different convection parameterisations. However,
only one of the schemes of such a simulation can couple back to the model dynamics. From
this approach also an ensemble calculation of convection from different parameterisations
can be achieved.
The description of the convective transport as a plume ensemble, as proposed by Lawrence
and Rasch (2005), for all convection parameterisations might be better suited to simulate
the effect of convection on the mixing ratios of trace gases in the convective clouds and
the outflow regions.
A direct effect of the individual convection schemes on chemical trace species can be re-
vealed only in a simulation series with comprehensive gas and aqueous phase chemistry.
In contrast to the idealised studies, these results can be compared with observations to de-
termine the “best performing” convection scheme with respect to trace gas distributions.
The additional implementation of the scavenging and uptake of trace species on snow and
ice crystals is a desirable future development, improvement and completion of the scav-
enging submodel, as developed in this thesis work.
The process of aerosol nucleation scavenging will be improved in future, when the aerosol
is not diagnostically removed by the clouds, but prognostically considered in the conden-
sation process by determining the number of cloud condensation nuclei (e.g., Lohmann
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et al., 1999). The amount of cloud condensation nuclei removed from the atmosphere
can be calculated from the precipitation formation process. However, even though the-
oretically such an approach is possible, given an accurate description of the atmospheric
aerosol, its application in a coupled chemistry climate model will likely result in significant
changes in the cloud and consequently precipitation distributions.
The aqueous phase chemistry mechanism will be further developed, including transi-
tion metal chemistry, which might be of importance for liquid phase oxidation processes
(Deguillaume et al., 2004). Furthermore, simulations with comprehensive multiphase
chemistry in the atmospheric aerosol (Kerkweg, 2005), as well as in cloud and precipi-
tation (this thesis work) will reveal the overall impact of, both, the aerosol and cloud
chemistry on the atmospheric trace gas budgets.
Even though the meteorological and chemical conditions are rather complex by them-
selves, the atmospheric sciences should not be treated as an isolated field of science. The
future of modelling is likely to move towards comprehensive Earth System Models (ESM),
which comprise not only the atmosphere, but other subsystems of the Earth, e.g., the
ocean, vegetation and land cover, and the cryosphere. Especially the interaction with the
biosphere will gain importance in the field of atmospheric sciences, since it is known that
atmosphere-surface interactions, affected by the terrestrial and marine biota, strongly in-
fluence meteorological and chemical conditions, and vice versa. Additionally, the impact
of mankind on the atmospheric climate system will be subject to a growing interest, as well
as the effects of climate change on mankind due to health effects of atmospheric pollution,
acid deposition and socio-economic aspects.
Appendix A
Description of the statistical
methods
The statistics that are applied in this thesis are mostly standard. For completeness they
are shortly presented in this section, based on basic text books of statistical analysis (e.g.,
Wilks, 2005). Additionally, it is referred to the article of Taylor (2001).
The used quantities are:
 The mean value f :
It is defined by the sum of all values fn, divided by the number of valid points N :
f =
1
N
N∑
n=1
fn. (A.1)
 The bias E:
It is defined by the difference of the mean values of the simulation f and the reference
r.
E = f − r. (A.2)
 The root mean square RMS E:
It is defined by the square-rooted sum of the squared differences of the values of the
simulation fn and the reference rn:
E =
√√√√ 1
N
N∑
n=1
(fn − rn)2. (A.3)
This quantity can be resolved into two components: the bias E and the centered
RMSE E′, defined as follows:
E′ =
√√√√ 1
N
N∑
n=1
[(fn − f)− (rn − r)])2. (A.4)
These two components add quadratically to yield E:
E2 = E2 + E′2. (A.5)
In this work, always E′ is used, when the RMSE is mentioned.
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 The linear regression (Y = m · x + b) with m as the slope and b the intercept with
the Y-axis. These two parameters are calculated by:
m =
N∑
n=1
fnrn −Nfr
N∑
n=1
r2n −Nr2
(A.6)
b = f −mr (A.7)
Additionally, the Taylor diagrams (Taylor, 2001) are applied using the geometrical rela-
tionship between the correlation R, the RMSE E′ and the standard deviations σf and σr,
that are defined by:
σf =
√√√√ 1
N
N∑
n=1
(fn − f)2 (A.8)
The correlation R (in the tables usually R2 is used) is defined by:
R =
1
N
N∑
n=1
(fn − f)(rn − r)
σfσr
(A.9)
The relationship
E′2 = σ2f + σ
2
r − 2σfσrR (A.10)
and the law of cosine result in a geometric relationship between the four quantities of
Equation A.10. It is common to use the standard deviation of the observations to normalise
the standard deviation of the model calculations. Therefore the standard deviation in a
Taylor diagram is ideally around 1 resulting in a more limited range on the radius axis. A
typical Taylor diagram is shown in Figure A.1. The distance from the origin determines
Figure A.1: Taylor Diagram, showing the correlation and normalised standard deviation
of two datasets.
the normalised standard deviation. Therefore the perfect match would be on the circle
with radius 1 (red line). The angle depicts the correlation. A perfect match between the
two datasets would be the blue cross, indicating the normalized standard deviation of 1
and the correlation of 1. The distance of a point from this point results in the RMSE E′2
as a consequence of Equation A.10 in the units of standard deviation.
Appendix B
Abbreviations and variable
definitions
Table B.1: Acronyms and abbreviations
Acronym Description
AMIP Atmospheric Model Intercomparison Project
B1 Convection simulation with the Bechtold convection scheme without
cloud ice
B2 Convection simulation with the Bechtold convection scheme including
cloud ice
CAPE convective available potential energy
CCM chemistry climate model
CCM3 version 3 of the community climate model
CONVECT convection submodel of MESSy
CRM Cloud Resolving Model
CTM Chemistry Transport Model
CVTRANS convective tracer transport submodel of MESSy
C T1 simulation applying the T1 convection scheme with tracer transport and
scavenging
C EC simulation applying the EC2 convection scheme with tracer transport
and scavenging
C ZH simulation applying the ZH convection scheme with tracer transport and
scavenging
C ZHW simulation applying the ZHW convection scheme with tracer transport
and scavenging
C B2 simulation applying the B2 convection scheme with tracer transport and
scavenging
DLR Deutsches Zentrum fu¨r Luft- und Raumfahrt
EC Convection simulation with the ECMWF convection scheme with the
operational shallow convection closure
EC2 Convection simulation with the ECMWF convection scheme with the
classical shallow convection closure
ERA40 40 year dataset of meteorological reanalysis
GCM General Circulation Model
GPCP Global Precipitation Climatology Project
ECHAM5 climate model
ECMWF European Center for Medium-range Weather Forecast
IFS Integrated Forecast System at ECMWF
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Table B.1: Acronyms and abbreviations
Acronym Description
ITCZ Inner Tropical Convergence Zone
KPP Kinetic PreProcessor
LCL Lifting condensation level
LFC Level of free convection
CTL Cloud Top Layer
LNOX NOx emissions produced by lightning and the respective MESSy sub-
model
M7 aerosol microphysics submodel
MA-ECHAM5 middle atmosphere version of the ECHAM5 model
MATCH Model of Atmospheric Transport and Chemistry
MESSy Modular Earth Submodel System
MPI-C Max-Planck-Institute for Chemistry, Mainz, Germany
MPI-MET Max-Planck-Institute for Meteorology, Hamburg, Germany
NMHC Non-Methane HydroCarbons
NWP numerical weather prediction
SCAV scavenging submodel of MESSy
SCAV COM scavenging simulation with comprehensive aqueous phase chemistry
SCAV EASY scavenging simulation with Henry’s law equilibrium
SCAV SCM scavenging simulation with minimum aqueous phase chemistry
SCM single Column Model
SPCZ South Pacific Convergence Zone
SST Sea Surface Temperature
T1 Convection simulation with the Tiedtke (Nordeng) convection scheme,
the reference simulation
T2 Convection simulation with the Tiedtke (original) convection scheme
T3 Convection simulation with the Tiedtke (hybrid) convection scheme
ZH Convection simulation with the Zhang-McFarlane-Hack convection
scheme
ZHW Convection simulation with the Zhang-McFarlane-Hack convection
scheme with enhanced evaporation
Table B.2: Variables and units
Variable Description Unit
b buoyancy m/(s2 K2)
c concentration of a chemical species molecules/cm3air
cu condensation of water vapour in the updraft 1/s
CAPE convective available potential energy J/kg
Dd detrainment into the downdraft kg/(m2 s)
Dg gas diffusion coefficient in air m2/s
Dp particle diffusion m2/s
Du detrainment into the updraft kg/(m2 s)
ed evaporation of detrained water 1/s
el evaporation of cloud water 1/s
ep evaporation of precipitation water 1/s
E impaction scavenging efficiency 1/s
Ed entrainment into the downdraft kg/(m2 s)
Eu entrainment into the updraft kg/(m2 s)
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Table B.2: Variables and units
Variable Description Unit
fSlinn Slinn correction factor for sedimentation velocity 1
fCun Cunningham slip flow correction factor 1
ffobs observed global flash frequency 1/s
ffmodel modelled global flash frequency 1/s
F(λ) spectral actinic flux W/(m2 s)
Fdrydep dry deposition flux molecules/(m2 s)
Frain precipitation flux kg/(m2 s)
Fa(λ) spectral actinic flux for a purely absorbing atmosphere W/(m2 s)
g gravitational acceleration m/s2
Gp precipitation formation kgwater/kgair
G(X) relaxation coefficient for quantity X 1/s
h moist static energy J/kg
Hx inverse dimensionless Henry coeeficient 1
Jx photolysis rate coefficient for species X 1/s
Ji,x photolysis rate coefficient for species X in the spectral in-
terval i
1/s
Jai,x photolysis rate coefficient for species X in the spectral in-
terval i for a purely absorbing atmosphere
1/s
kmt phase transfer rate 1/s
kexf :f forward phase transfer reaction rate 1/s
kexf :b backward phase transfer reaction rate 1/s
L latent heat of condenstation J/kg
LWC liquid water content kgwater/kgair
Mu updraft mass flux kg/(m2 s)
Md downdraft mass flux kg/(m2 s)
M(X) mixing ratio for species X kg/kg
Mu(X) updraft mixing ratio for species X kg/kg
Mud(X) updraft detraining mixing ratio for species X kg/kg
p pressure Pa
p0 reference pressure Pa
pe fraction of entrained air that is detrained in the same level 1
q specific humidity kgwater/kgair
qu specific humidity in the updraft kgwater/kgair
qd specific humidity in the downdraft kgwater/kgair
Qr radiation tendency on the budget of the dry static energy J/(kg s)
r radius of a particle or droplet m
ruc updraft cloud water kgwater/kgair
ruc updraft cloud ice kgwater/kgair
R gas constant for dry air J/(mol K)
Raero aerodynamic resistance s/m
Rsurf surface resistance s/m
Rqbr resistance of a quais-laminar boundary layer s/m
Rr precipitation formation rate for Zhang convection kg/(m2 s)
R0 updraft radius m
Re Reynolds number 1
RH relative humidity 1
RF rescaling Factor for flash frequencies 1
s dry static energy J/kg
sd dry static energy in the downdraft J/kg
su dry static energy in the updraft J/kg
St Stokes number 1
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Table B.2: Variables and units
Variable Description Unit
Sc Schmidt number 1
t time s
T temperature K
Tv virtual temperature K
v wind vector m/s
v¯ mean molecular diffusion velocity from Boltzmann distri-
bution
m/s
vt terminal sedimentation velocity m/s
vtr transition velocity m/s
vStokes Stokes velocity m/s
vd dry deposition velocity m/s
w vertical velocity of air m/s
z altitude m
zd downdraft top height m
β overshoot parameter from Hack convection 1
δi ratio of the actinic fluxes for a purely absorbing to the real
atmosphere
1
η dynamic viscosity kg /(m s)
λw wavelength m
λd fractional entrainment rate for Zhang convection 1
λ mean free path of air m
ν kinematic viscosity m2/s
ρ air density kg/m3
ρaero aerosol density kg/m3
σx absorption cross section of species X m2
σcv fractional convective cloud cover 1
σ standard deviation of a variable as the correspond-
ing variable
τ convective adjustment time s
∆rr rain formation kgwater/kgair
∆rs snow formation kgwater/kgair
ΛB aerosol nucleation scavenging efficiency 1/s
Φx(λ) quantum yield of species X at wavelength λ 1
Θ potential temperature K
Appendix C
SCAV Reaction Tables
Table C.1: Heterogeneous reactions
# labels reaction rate coefficient
H1000f Sc O2 → O2(aq) k_exf(KPP_O2)
H1000b Sc O2(aq) → O2 k_exb(KPP_O2)
H1001f ScScm O3 → O3(aq) k_exf(KPP_O3)
H1001b ScScm O3(aq) → O3 k_exb(KPP_O3)
H2100f Sc OH → OH(aq) k_exf(KPP_OH)
H2100b Sc OH(aq) → OH k_exb(KPP_OH)
H2101f Sc HO2 → HO2(aq) k_exf(KPP_HO2)
H2101b Sc HO2(aq) → HO2 k_exb(KPP_HO2)
H2102f ScScm H2O2 → H2O2(aq) k_exf(KPP_H2O2)
H2102b ScScm H2O2(aq) → H2O2 k_exb(KPP_H2O2)
H3100f Sc NO → NO(aq) k_exf(KPP_NO)
H3100b Sc NO(aq) → NO k_exb(KPP_NO)
H3101f Sc NO2 → NO2(aq) k_exf(KPP_NO2)
H3101b Sc NO2(aq) → NO2 k_exb(KPP_NO2)
H3102f Sc NO3 → NO3(aq) k_exf(KPP_NO3)
H3102b Sc NO3(aq) → NO3 k_exb(KPP_NO3)
H3200f ScScm NH3 → NH3(aq) k_exf(KPP_NH3)
H3200b ScScm NH3(aq) → NH3 k_exb(KPP_NH3)
H3201 ScScm N2O5 → HNO3(aq) + HNO3(aq) k_exf_N2O5 * C(KPP_H2O_l)
H3202f Sc HONO → HONO(aq) k_exf(KPP_HONO)
H3202b Sc HONO(aq) → HONO k_exb(KPP_HONO)
H3203f ScScm HNO3 → HNO3(aq) k_exf(KPP_HNO3)
H3203b ScScm HNO3(aq) → HNO3 k_exb(KPP_HNO3)
H3204f Sc HNO4 → HNO4(aq) k_exf(KPP_HNO4)
H3204b Sc HNO4(aq) → HNO4 k_exb(KPP_HNO4)
H4100f ScScm CO2 → CO2(aq) k_exf(KPP_CO2)
H4100b ScScm CO2(aq) → CO2 k_exb(KPP_CO2)
H4101f ScScm HCHO → HCHO(aq) k_exf(KPP_HCHO)
H4101b ScScm HCHO(aq) → HCHO k_exb(KPP_HCHO)
H4102f Sc CH3O2 → CH3OO(aq) k_exf(KPP_CH3O2)
H4102b Sc CH3OO(aq) → CH3O2 k_exb(KPP_CH3O2)
H4103f ScScm HCOOH → HCOOH(aq) k_exf(KPP_HCOOH)
H4103b ScScm HCOOH(aq) → HCOOH k_exb(KPP_HCOOH)
H4104f ScScm CH3OOH → CH3OOH(aq) k_exf(KPP_CH3OOH)
H4104b ScScm CH3OOH(aq) → CH3OOH k_exb(KPP_CH3OOH)
H4105f Sc CH3OH → CH3OH(aq) k_exf(KPP_CH3OH)
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Table C.1: Heterogeneous reactions
# labels reaction rate coefficient
H4105b Sc CH3OH(aq) → CH3OH k_exb(KPP_CH3OH)
H4200f ScScm CH3COOH → CH3COOH(aq) k_exf(KPP_CH3COOH)
H4200b ScScm CH3COOH(aq) → CH3COOH k_exb(KPP_CH3COOH)
H4201f Sc CH3CHO → CH3CHO(aq) k_exf(KPP_CH3CHO)
H4201b Sc CH3CHO(aq) → CH3CHO k_exb(KPP_CH3CHO)
H4202f Sc PAN → PAN(aq) k_exf(KPP_PAN)
H4202b Sc PAN(aq) → PAN k_exb(KPP_PAN)
H4300f Sc CH3COCH3 → CH3COCH3(aq) k_exf(KPP_CH3COCH3)
H4300f Sc CH3COCH3(aq) → CH3COCH3 k_exb(KPP_CH3COCH3)
H6000f Sc Cl2 → Cl2(aq) k_exf(KPP_Cl2)
H6000b Sc Cl2(aq) → Cl2 k_exb(KPP_Cl2)
H6200f ScScm HCl → HCl(aq) k_exf(KPP_HCl)
H6200b ScScm HCl(aq) → HCl k_exb(KPP_HCl)
H6201f Sc HOCl → HOCl(aq) k_exf(KPP_HOCl)
H6201b Sc HOCl(aq) → HOCl k_exb(KPP_HOCl)
H7000f Sc Br2 → Br2(aq) k_exf(KPP_Br2)
H7000b Sc Br2(aq) → Br2 k_exb(KPP_Br2)
H7200f ScScm HBr → HBr(aq) k_exf(KPP_HBr)
H7200b ScScm HBr(aq) → HBr k_exb(KPP_HBr)
H7201f Sc HOBr → HOBr(aq) k_exf(KPP_HOBr)
H7201b Sc HOBr(aq) → HOBr k_exb(KPP_HOBr)
H7600f Sc BrCl → BrCl(aq) k_exf(KPP_BrCl)
H7600b Sc BrCl(aq) → BrCl k_exb(KPP_BrCl)
H9100f ScScm SO2 → SO2(aq) k_exf(KPP_SO2)
H9100b ScScm SO2(aq) → SO2 k_exb(KPP_SO2)
H9200 ScScm H2SO4 → H2SO4(aq) k_exf(KPP_H2SO4)
Notes:
The forward (k_exf) and backward (k_exb) rate coefficients are calculated in the file messy_scav_base.f90
using the accommodation coefficients (Table C.3) and Henry’s law coefficients (Table C.2) as described in
Section 6.2.1.
Table C.2: Henry’s Law Coefficients
Species K0[M/atm] -∆solH/R[K] Reference
HNO3 1.7 · 105 8694 Lelieveld and Crutzen (1991)
H2O2 1.0 · 105 6338 Lind and Kok (1994)
CH3OOH 3.0 · 102 5322 Lind and Kok (1994)
HCHO 7.0 · 103 6425 Chameides (1984)
HCOOH 3.7 · 103 5700 Lelieveld and Crutzen (1991)
CH3COOH 5.5 · 103 5894 Khan et al. (1995)
O3 1.2 · 10−2 2560 Chameides (1984)
SO2 1.2 3120 Chameides (1984)
H2SO4 1.0 · 1011 -
N2O5 1.4 - Ervens et al. (2003)
PAN 5.0 - Holdren et al. (1984)
OH 3.0 · 101 4300 Hanson et al. (1992)
HONO 4.9 · 101 4780 Chameides (1984)
CO2 3.1 · 10−2 2423 Chameides (1984)
NH3 58.0 4085 Chameides (1984)
HO2 3.9 · 103 5900 Hanson et al. (1992)
NO3 2.0 2000 Thomas et al. (1993)
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Table C.2: Henry’s Law Coefficients
Species K0[M/atm] -∆solH/R[K] Reference
NO2 6.4 · 10−3 2500 Lee and Schwartz (1981), for temperature
dependence Chameides (1984)
HNO4 1.2 · 104 6900 Re´gimbal and Mozurkewich (1997)
CH3OH 2.20 · 102 5390 Snider and Dawson (1985)
CH3CHO 1.14 · 101 6254 Betterton and Hoffmann (1988a)
CH3O2 6.0 5600 Lelieveld and Crutzen (1991)
C2H5O2 6.0 87 Ervens et al. (2003)
NO 1.9 · 10−3 1480 Schwartz and White (1981)
CH3COCH3 3.52 · 101 3800 Zhou and Mopper (1990)
HCl 1.2 9001 Brimblecombe and Clegg (1989)
HBr 1.3 10239 Brimblecombe and Clegg (1989)
HOCl 6.7 · 102 5862 Huthwelker et al. (1995)
HOBr 9.3 · 101 5862 Vogt et al. (1996)
BrCl 9.4 · 10−1 5600 Bartlett and Margerum (1999)
Cl2 9.1 · 10−2 2500 Wilhelm et al. (1977)
Br2 7.6 · 10−1 4094 Dean (1992)
DMSO 5.0 · 104 6425 De Bruyn et al. (1994)
O2 1.3 · 10−3 1500 Lide and Frederikse (1995)
Table C.3: Accommodation Coefficients
Species α0 -∆solH/R[K] Reference
HNO3 0.5 - Abbatt and Waschewsky (1998)
H2O2 0.077 2769 Worsnop et al. (1989)
CH3OOH 4.5 · 10−3 3273 Magi et al. (1997)
HCHO 0.043 - DeMore et al. (1997)
HCOOH 0.014 3978 DeMore et al. (1997)
CH3COOH 1.9 · 10−2 5894
O3 2.0 · 10−3 - DeMore et al. (1997)
SO2 0.11 - DeMore et al. (1997)
H2SO4 0.65 - Po¨schl et al. (1998)
N2O5 0.1 - DeMore et al. (1997)
PAN 0.1 - estimated
OH 1.0 · 10−2 - Takami et al. (1998)
HONO 4.0 · 10−2 - DeMore et al. (1997)
CO2 0.01 2000 estimated
NH3 6.0 · 10−2 - DeMore et al. (1997)
HO2 0.2 - DeMore et al. (1997)
NO3 4.0 · 10−2 - Rudich et al. (1996)
NO2 1.5 · 10−3 - Ponche et al. (1993)
HNO4 0.1 - DeMore et al. (1997)
CH3OH 0.1 - estimated
CH3CHO 0.03 - estimated, Ervens et al. (2003)
CH3O2 0.01 2000 estimated
C2H5O2 8.2 · 10−3 - estimated, Ervens et al. (2003)
NO 0.1 - estimated
CH3COCH3 1.9 · 10−2 - Ervens et al. (2003)
HCl 0.074 3072 Schweitzer et al. (2000)
HBr 0.031 3940 Schweitzer et al. (2000)
HOCl 0.5 - estimated
HOBr 0.5 - estimated
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Table C.3: Accommodation Coefficients
Species α0 -∆solH/R[K] Reference
BrCl 0.033 - estimated
Cl2 0.038 6546 Hu et al. (1995)
Br2 0.038 6546 Hu et al. (1995)
DMSO 0.048 2578 De Bruyn et al. (1994)
O2 0.01 2000 estimated
Table C.4: Acid-base and other eqilibria
# labels reaction K0[Mm−n] -∆H/R[K]
EQ20 Sc HO2 ⇀↽ O−2 + H
+ 1.6E-5
EQ21 ScScm H2O ⇀↽ H+ + OH− 1.0E-16 -6716
EQ30 ScScm NH+4 ⇀↽ H
+ + NH3 5.88E-10 -2391
EQ31 Sc HONO ⇀↽ H+ + NO−2 5.1E-4 -1260
EQ32 ScScm HNO3 ⇀↽ H+ + NO−3 15 8700
EQ33 Sc HNO4 ⇀↽ NO−4 + H
+ 1.E-5
EQ40 ScScm CO2 ⇀↽ H+ + HCO−3 4.3E-7 -913
EQ41 ScScm HCOOH ⇀↽ H+ + HCOO− 1.8E-4
EQ42 ScScm CH3COOH ⇀↽ H+ + CH3COO− 1.75E-5 -46
EQ61 ScScm HCl ⇀↽ H+ + Cl− 1.7E6 6896
EQ62 Sc HOCl ⇀↽ H+ + ClO− 3.2E-8
EQ71 ScScm HBr ⇀↽ H+ + Br− 1.0E9
EQ72 Sc HOBr ⇀↽ H+ + BrO− 2.3E-9 -3091
EQ90 ScScm SO2 ⇀↽ H+ + HSO−3 1.7E-2 2090
EQ91 ScScm HSO−3 ⇀↽ H
+ + SO2−3 6.0E-8 1120
EQ92 ScScm HSO−4 ⇀↽ H
+ + SO2−4 1.2E-2 2720
EQ93 ScScm H2SO4 ⇀↽ H+ + HSO−4 1.0E3
Notes:
EQ20 Weinstein-Lloyd and Schwartz (1991)
EQ21 Chameides (1984)
EQ30 Chameides (1984)
EQ31 Schwartz and White (1981)
EQ32 Davis and de Bruin (1964)
EQ33 Warneck (1999)
EQ40 Chameides (1984)
EQ41 Weast (1980)
EQ42 see note
EQ61 Marsh and McElroy (1985)
EQ62 Lax (1969)
EQ71 Lax (1969)
EQ72 Kelley and Tartar (1956)
EQ90 Chameides (1984)
EQ91 Chameides (1984)
EQ92 Seinfeld and Pandis (1998)
EQ93 Seinfeld and Pandis (1998)
Table C.5: Aqueous phase reactions
# labels reaction k0 [M1−ns−1] −Ea/R[K]
A1000 Sc O3 + O−2 → OH + OH− 1.5E9
A2100 Sc OH + O−2 → OH− 1.0E10
A2101 Sc OH + OH → H2O2 5.5E9
A2102 Sc HO2 + O−2 → H2O2 + OH− 1.0E8 -900
A2103 Sc HO2 + OH → H2O 7.1E9
A2104 Sc HO2 + HO2 → H2O2 9.7E5 -2500
A2105 Sc H2O2 + OH → HO2 2.7E7 -1684
A3100 Sc NO−2 + O3 → NO−3 5.0E5 -6950
A3101 Sc NO2 + NO2 → HNO3 + HONO 1.0E8
157
Table C.5: Aqueous phase reactions (...continued)
# labels reaction k0 [M1−ns−1] −Ea/R[K]
A3102 Sc NO−4 → NO−2 8.0E1
A3200 Sc NO2 + HO2 → HNO4 1.8E9
A3201 Sc NO−2 + OH → NO2 + OH− 1.0E10
A3202 Sc NO3 + OH− → NO−3 + OH 8.2E7 -2700
A3203 Sc HONO + OH → NO2 1.0E10
A3204 Sc HONO + H2O2 → HNO3 4.6E3 -6800
A4100 Sc CO−3 + O
−
2 → HCO−3 + OH− 6.5E8
A4101 Sc CO−3 + H2O2 → HCO−3 + HO2 4.3E5
A4102 Sc HCOO− + CO−3 → 2 HCO−3 + HO2 1.5E5
A4103 Sc HCOO− + OH → OH− + HO2 + CO2 3.1E9 -1240
A4104 Sc HCO−3 + OH → CO−3 8.5E6
A4105 Sc HCHO + OH → HCOOH + HO2 7.7E8 -1020
A4106 Sc HCOOH + OH → HO2 + CO2 1.1E8 -991
A4107 Sc CH3OO + O−2 → CH3OOH + OH− 5.0E7
A4108 Sc CH3OO + HO2 → CH3OOH 4.3E5
A4109 Sc CH3OH + OH → HCHO + HO2 9.7E8
A4110a Sc CH3OOH + OH → CH3OO 2.7E7 -1715
A4110b Sc CH3OOH + OH → HCHO + OH 1.1E7 -1715
A9100 Sc SO−3 + O2 → SO−5 1.5E9
A9101 ScScm SO2−3 + O3 → SO2−4 1.5E9 -5300
A9102 Sc SO−4 + O
−
2 → SO2−4 3.5E9
A9103 Sc SO−4 + SO
2−
3 → SO−3 + SO2−4 4.6E8
A9104 Sc SO−5 + O
−
2 → HSO−5 + OH− 2.3E8
A9200 Sc SO2−3 + OH → SO−3 + OH− 5.5E9
A9201 Sc SO−4 + OH → HSO−5 1.0E9
A9202 Sc SO−4 + HO2 → SO2−4 + H+ 3.5E9
A9203 Sc SO−4 + H2O → SO2−4 + H+ + OH 1.1E1 -1110
A9204 Sc SO−4 + H2O2 → SO2−4 + H+ + HO2 1.2E7
A9205 Sc HSO−3 + O
−
2 → SO2−4 + OH 3.0E3
A9206 ScScm HSO−3 + O3 → SO2−4 + H+ 3.7E5 -5500
A9207 Sc HSO−3 + OH → SO−3 4.5E9
A9208 Sc HSO−3 + HO2 → SO2−4 + OH + H+ 3.0E3
A9209 ScScm HSO−3 + H2O2 → SO2−4 + H+ 5.2E6 -3650
A9210 Sc HSO−3 + SO
−
4 → SO−3 + SO2−4 + H+ 8.0E8
A9212 Sc HSO−3 + HSO
−
5 → 2 SO2−4 + 2 H+ 7.1E6
A9300 Sc SO2−3 + NO2 → SO2−4 + 2 HONO - NO2 2.0E7
A9301 Sc SO−4 + NO
−
3 → SO2−4 + NO3 5.0E4
A9302 Sc SO2−4 + NO3 → NO−3 + SO−4 1.0E5
A9303 Sc HSO−3 + NO2 → HSO−4 + 2 HONO - NO2 2.0E7
A9304 Sc HSO−3 + NO3 → SO−3 + NO−3 + H+ 1.4E9 -2000
A9305 Sc HSO−3 + HNO4 → HSO−4 + NO−3 + H+ 3.1E5
A9400 Sc SO2−3 + HCHO → CH2OHSO−3 + OH− 1.4E4
A9401 Sc SO2−3 + CH3OOH → SO2−4 + CH3OH 1.6E7 -3800
A9402 Sc HSO−3 + HCHO → CH2OHSO−3 4.3E-1
A9403 Sc HSO−3 + CH3OOH → SO2−4 + H+ + CH3OH 1.6E7 -3800
A9404 Sc CH2OHSO−3 + OH
− → SO2−3 + HCHO 3.6E3
Notes:
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A1000: Sehested et al. (1983)
A2100: Sehested et al. (1968)
A2101: Buxton et al. (1988)
A2102: Christensen and Sehested (1988)
A2103: Sehested et al. (1968)
A2104: Christensen and Sehested (1988)
A2105: Christensen et al. (1982)
A3100: Damschen and Martin (1983)
A3101: Lee and Schwartz (1981)
A3102: Warneck (1999)
A3200: Warneck (1999)
A3201: Wingenter et al. (1999)
A3202: Exner et al. (1992)
A3203: Barker et al. (1970)
A3204: Damschen and Martin (1983)
A4100: Ross et al. (1992)
A4101: Ross et al. (1992)
A4102: Ross et al. (1992)
A4103: Chin and Wine (1994)
A4104: Ross et al. (1992)
A4105: Chin and Wine (1994)
A4106: Chin and Wine (1994)
A4107: Jacob (1986)
A4108: Jacob (1986)
A4109: Buxton et al. (1988)
A4110a,b: Jacob (1986)
A9100: Huie and Neta (1987)
A9101: Hoffmann (1986)
A9102: Jiang et al. (1992)
A9103: Huie and Neta (1987)
A9104: Buxton et al. (1996)
A9200: Buxton et al. (1988)
A9201: Jiang et al. (1992)
A9202: Jiang et al. (1992)
A9203: Herrmann et al. (1995)
A9204: Wine et al. (1989)
A9205: D. Sedlak, pers. comm. (1993)
A9206: Hoffmann (1986)
A9207: Buxton et al. (1988)
A9208: D. Sedlak, pers. comm. (1993)
A9209: Martin and Damschen (1981)
A9210: Huie and Neta (1987)
A9212: Betterton and Hoffmann (1988b)
A9300: Clifton et al. (1988)
A9301: Exner et al. (1992)
A9302: Logager et al. (1993)
A9303: Clifton et al. (1988)
A9304: Exner et al. (1992)
A9305: Warneck (1999)
A9400: Boyce and Hoffmann (1984)
A9401: Lind et al. (1987)
A9402: Boyce and Hoffmann (1984)
A9403: Lind et al. (1987)
A9404: Seinfeld and Pandis (1998)
Table C.6: Photolysis reactions
# labels reaction rate coefficient
PH2100 Sc H2O2 + hν → 2 OH JX(ip_H2O2) * 2.33
Notes: J-values are calculated with an external module and then supplied to the SCAV chemistry
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Table D.1: Gas phase reactions
# reaction rate coefficient
G1000 O2 + O(1D) → O(3P) + O2 3.2E-11*EXP(70./temp)
G1001 O2 + O(3P) → O3 6.E-34*((temp/300.)**(-2.4))
*cair
G1002 O3 + O(1D) → 2 O2 1.2E-10
G1003 O3 + O(3P) → 2 O2 8.E-12*EXP(-2060./temp)
G01Diag O3(s) → LO3(s) k_O3s
G2100 H + O2 → HO2 k_3rd(temp,cair,5.7E-32,1.6,
7.5E-11,0.,0.6)
G2101 H + O3 → OH 1.4E-10*EXP(-470./temp)
G2102 H2 + O(1D) → H + OH 1.1E-10
G2103 OH + O(3P) → H 2.2E-11*EXP(120./temp)
G2104 OH + O3 → HO2 1.7E-12*EXP(-940./temp)
G2105 OH + H2 → H2O + H 5.5E-12*EXP(-2000./temp)
G2106 HO2 + O(3P) → OH 3.E-11*EXP(200./temp)
G2107 HO2 + O3 → OH 1.E-14*EXP(-490./temp)
G2108a HO2 + H → 2 OH 0.69*8.1E-11
G2108b HO2 + H → H2 0.29*8.1E-11
G2108c HO2 + H → O(3P) + H2O 0.02*8.1E-11
G2109 HO2 + OH → H2O 4.8E-11*EXP(250./temp)
G2110 HO2 + HO2 → H2O2 k_HO2_HO2
G2111 H2O + O(1D) → 2 OH 2.2E-10
G2112 H2O2 + OH → H2O + HO2 2.9E-12*EXP(-160./temp)
G3100 N + O2 → NO + O(3P) 1.5E-11*EXP(-3600./temp)
G3101 N2 + O(1D) → O(3P) + N2 1.8E-11*EXP(110./temp)
G3102a N2O + O(1D) → 2 NO 6.7E-11
G3102b N2O + O(1D) → N2 + O2 4.9E-11
G3103 NO + O3 → NO2 + O2 3.E-12*EXP(-1500./temp)
G3104 NO + N → O(3P) + N2 2.1E-11*EXP(100./temp)
G3105 NO2 + O(3P) → NO + O2 5.6E-12*EXP(180./temp)
G3106 NO2 + O3 → NO3 + O2 1.2E-13*EXP(-2450./temp)
G3107 NO2 + N → N2O + O(3P) 5.8E-12*EXP(220./temp)
G3108 NO3 + NO → 2 NO2 1.5E-11*EXP(170./temp)
G3109 NO3 + NO2 → N2O5 k_NO3_NO2
G3110 N2O5 → NO2 + NO3 k_NO3_NO2/(3.E-27*EXP(10990./
temp))
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Table D.1: Gas phase reactions (... continued)
# reaction rate coefficient
G3200 NO + OH → HONO k_3rd(temp,cair,7.E-31,2.6,
3.6E-11,0.1,0.6)
G3201 NO + HO2 → NO2 + OH 3.5E-12*EXP(250./temp)
G3202 NO2 + OH → HNO3 k_3rd(temp,cair,2.E-30,3.,
2.5E-11,0.,0.6)
G3203 NO2 + HO2 → HNO4 k_NO2_HO2
G3204 NO3 + HO2 → NO2 + OH + O2 3.5E-12
G3205 HONO + OH → NO2 + H2O 1.8E-11*EXP(-390./temp)
G3206 HNO3 + OH → H2O + NO3 k_HNO3_OH
G3207 HNO4 → NO2 + HO2 k_NO2_HO2/(2.1E-27*EXP(10900./
temp))
G3208 HNO4 + OH → NO2 + H2O 1.3E-12*EXP(380./temp)
G4100 CH4 + O(1D) → .75 CH3O2 + .75 OH + .25
HCHO + .4 H + .05 H2
1.5E-10
G4101 CH4 + OH → CH3O2 + H2O 1.85E-20*EXP(2.82*log(temp)
-987./temp)
G4102 CH3OH + OH → HCHO + HO2 7.3E-12*EXP(-620./temp)
G4103a CH3O2 + HO2 → CH3OOH 4.1E-13*EXP(750./temp)
/(1.+1./497.7*EXP(1160./temp))
G4103b CH3O2 + HO2 → HCHO + H2O + O2 4.1E-13*EXP(750./temp)
/(1.+497.7*EXP(-1160./temp))
G4104 CH3O2 + NO → HCHO + NO2 + HO2 2.8E-12*EXP(300./temp)
G4105 CH3O2 + NO3 → HCHO + HO2 + NO2 1.3E-12
G4106a CH3O2 + CH3O2 → 2 HCHO + 2 HO2 9.5E-14*EXP(390./temp)
/(1.+1./26.2*EXP(1130./temp))
G4106b CH3O2 + CH3O2 → HCHO + CH3OH 9.5E-14*EXP(390./temp)
/(1.+26.2*EXP(-1130./temp))
G4107 CH3OOH + OH → .7 CH3O2 + .3 HCHO + .3
OH + H2O
k_CH3OOH_OH
G4108 HCHO + OH → CO + H2O + HO2 9.52E-18*EXP(2.03*log(temp)
+636./temp)
G4109 HCHO + NO3 → HNO3 + CO + HO2 3.4E-13*EXP(-1900./temp)
G4110 CO + OH → H + CO2 1.57E-13 + cair*3.54E-33
G4111 HCOOH + OH → HO2 4.E-13
G4200 C2H6 + OH → C2H5O2 + H2O 1.49E-17*temp*temp*EXP(-499./
temp)
G4201 C2H4 + O3 → HCHO + .22 HO2 + .12 OH +
.23 CO + .54 HCOOH + .1 H2
1.2E-14*EXP(-2630./temp)
G4202 C2H4 + OH → .6666667 CH3CH(O2)CH2OH k_3rd(temp,cair,1.E-28,0.8,
8.8E-12,0.,0.6)
G4203 C2H5O2 + HO2 → C2H5OOH 7.5E-13*EXP(700./temp)
G4204 C2H5O2 + NO → CH3CHO + HO2 + NO2 2.6E-12*EXP(365./temp)
G4205 C2H5O2 + NO3 → CH3CHO + HO2 + NO2 2.3E-12
G4206 C2H5O2 + CH3O2 → .75 HCHO + HO2 + .75
CH3CHO + .25 CH3OH
1.6E-13*EXP(195./temp)
G4207 C2H5OOH + OH → .3 C2H5O2 + .7 CH3CHO
+ .7 OH
k_CH3OOH_OH
G4208 CH3CHO + OH → CH3C(O)OO + H2O 5.6E-12*EXP(270./temp)
G4209 CH3CHO + NO3 → CH3C(O)OO + HNO3 1.4E-12*EXP(-1900./temp)
G4210 CH3COOH + OH → CH3O2 4.E-13*EXP(200./temp)
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Table D.1: Gas phase reactions (... continued)
# reaction rate coefficient
G4211a CH3C(O)OO + HO2 → CH3C(O)OOH 4.3E-13*EXP(1040./temp)
/(1.+1./37.*EXP(660./temp))
G4211b CH3C(O)OO + HO2 → CH3COOH + O3 4.3E-13*EXP(1040./temp)
/(1.+37.*EXP(-660./temp))
G4212 CH3C(O)OO + NO → CH3O2 + NO2 8.1E-12*EXP(270./temp)
G4213 CH3C(O)OO + NO2 → PAN k_PA_NO2
G4214 CH3C(O)OO + NO3 → CH3O2 + NO2 4.E-12
G4215a CH3C(O)OO + CH3O2 → HCHO + HO2 +
CH3O2 + CO2
0.9*2.E-12*EXP(500./temp)
G4215b CH3C(O)OO + CH3O2 → CH3COOH + HCHO
+ CO2
0.1*2.E-12*EXP(500./temp)
G4216 CH3C(O)OO + C2H5O2 → .82 CH3O2 +
CH3CHO + .82 HO2 + .18 CH3COOH
4.9E-12*EXP(211./temp)
G4217 CH3C(O)OO + CH3C(O)OO → 2 CH3O2 + 2
CO2 + O2
2.5E-12*EXP(500./temp)
G4218 CH3C(O)OOH + OH → CH3C(O)OO k_CH3OOH_OH
G4219 NACA + OH → NO2 + HCHO + CO 5.6E-12*EXP(270./temp)
G4220 PAN + OH → HCHO + NO2 2.E-14
G4221 PAN → CH3C(O)OO + NO2 k_PAN_M
G4300 C3H8 + OH→ .82 C3H7O2 + .18 C2H5O2 + H2O 1.65E-17*temp*temp*EXP(-87./
temp)
G4301 C3H6 + O3 → .57 HCHO + .47 CH3CHO + .33
OH + .26 HO2 + .07 CH3O2 + .06 C2H5O2 +
.23 CH3C(O)OO + .04 CH3COCHO + .06 CH4
+ .31 CO + .22 HCOOH + .03 CH3OH
6.5E-15*EXP(-1900./temp)
G4302 C3H6 + OH → CH3CH(O2)CH2OH k_3rd(temp,cair,8.E-27,3.5,
3.E-11,0.,0.5)
G4303 C3H6 + NO3 → ONIT 4.6E-13*EXP(-1155./temp)
G4304 C3H7O2 + HO2 → C3H7OOH k_PrO2_HO2
G4305 C3H7O2 + NO → .96 CH3COCH3 + .96 HO2 +
.96 NO2 + .04 C3H7ONO2
k_PrO2_NO
G4306 C3H7O2 + CH3O2 → CH3COCH3 + .8 HCHO
+ .8 HO2 + .2 CH3OH
k_PrO2_CH3O2
G4307 C3H7OOH + OH→ .3 C3H7O2 + .7 CH3COCH3
+ .7 OH
k_CH3OOH_OH
G4308 CH3CH(O2)CH2OH + HO2 →
CH3CH(OOH)CH2OH
6.5E-13*EXP(650./temp)
G4309 CH3CH(O2)CH2OH + NO→ .98 CH3CHO + .98
HCHO + .98 HO2 + .98 NO2 + .02 ONIT
4.2E-12*EXP(180./temp)
G4310 CH3CH(OOH)CH2OH + OH → .5
CH3CH(O2)CH2OH + .5 CH3COCH2OH +
.5 OH + H2O
3.8E-12*EXP(200./temp)
G4311 CH3COCH3 + OH → CH3COCH2O2 + H2O 1.33E-13+3.82E-11*EXP(-2000./
temp)
G4312 CH3COCH2O2 + HO2 → CH3COCH2O2H 8.6E-13*EXP(700./temp)
G4313 CH3COCH2O2 + NO → NO2 + CH3C(O)OO +
HCHO
2.9E-12*EXP(300./temp)
G4314 CH3COCH2O2 + CH3O2 → .5 CH3COCHO +
.5 CH3OH + .3 CH3C(O)OO + .8 HCHO + .3
HO2 + .2 CH3COCH2OH
7.5E-13*EXP(500./temp)
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Table D.1: Gas phase reactions (... continued)
# reaction rate coefficient
G4315 CH3COCH2O2H + OH → .3 CH3COCH2O2 +
.7 CH3COCHO + .7 OH
k_CH3OOH_OH
G4316 CH3COCH2OH + OH → CH3COCHO + HO2 3.E-12
G4317 CH3COCHO + OH → CH3C(O)OO + CO 8.4E-13*EXP(830./temp)
G4318 MPAN + OH → CH3COCH2OH + NO2 3.2E-11
G4319 MPAN → MVKO2 + NO2 k_PAN_M
G4320 C3H7ONO2 + OH → CH3COCH3 + NO2 6.2E-13*EXP(-230./temp)
G4400 C4H10 + OH → C4H9O2 + H2O 1.81E-17*temp*temp*EXP(114./
temp)
G4401 C4H9O2 + CH3O2 → .88 CH3COC2H5 + .68
HCHO + 1.23 HO2 + .12 CH3CHO + .12
C2H5O2 + .18 CH3OH
k_PrO2_CH3O2
G4402 C4H9O2 + HO2 → C4H9OOH k_PrO2_HO2
G4403 C4H9O2 + NO → .84 NO2 + .56 CH3COC2H5
+ .56 HO2 + .28 C2H5O2 + .84 CH3CHO + .16
ONIT
k_PrO2_NO
G4404 C4H9OOH + OH → .15 C4H9O2 + .85
CH3COC2H5 + .85 OH + .85 H2O
k_CH3OOH_OH
G4405 MVK + O3 → .45 HCOOH + .9 CH3COCHO +
.1 CH3C(O)OO + .19 OH + .22 CO + .32 HO2
.5*(1.36E-15*EXP(-2112./temp)
+7.51E-16*EXP(-1521./temp))
G4406 MVK + OH → MVKO2 .5*(4.1E-12*EXP(452./temp)
+1.9E-11*EXP(175./temp))
G4407 MVKO2 + HO2 → MVKOOH 1.82E-13*EXP(1300./temp)
G4408 MVKO2 + NO → NO2 + .25 CH3C(O)OO +
.25 CH3COCH2OH + .75 HCHO + .25 CO + .75
HO2 + .5 CH3COCHO
2.54E-12*EXP(360./temp)
G4409 MVKO2 + NO2 → MPAN .25*k_3rd(temp,cair,9.7E-29,
5.6,9.3E-12,1.5,0.6)
G4410 MVKO2 + CH3O2 → .5 CH3COCHO + .375
CH3COCH2OH + .125 CH3C(O)OO + 1.125
HCHO + .875 HO2 + .125 CO + .25 CH3OH
2.E-12
G4411 MVKO2 + MVKO2 → CH3COCH2OH +
CH3COCHO + .5 CO + .5 HCHO + HO2
2.E-12
G4412 MVKOOH + OH → MVKO2 3.E-11
G4413 CH3COC2H5 + OH → MEKO2 1.3E-12*EXP(-25./temp)
G4414 MEKO2 + HO2 → MEKOOH k_PrO2_HO2
G4415 MEKO2 + NO → .985 CH3CHO + .985
CH3C(O)OO + .985 NO2 + .015 ONIT
k_PrO2_NO
G4416 MEKOOH + OH → .8 MeCOCO + .8 OH + .2
MEKO2
k_CH3OOH_OH
G4417 ONIT + OH → CH3COC2H5 + NO2 + H2O 1.7E-12
G4500 ISOP + O3 → .28 HCOOH + .65 MVK + .1
MVKO2 + .1 CH3C(O)OO + .14 CO + .58
HCHO + .09 H2O2 + .08 CH3O2 + .25 OH +
.25 HO2
7.86E-15*EXP(-1913./temp)
G4501 ISOP + OH → ISO2 2.54E-11*EXP(410./temp)
G4502 ISOP + NO3 → ISON 3.03E-12*EXP(-446./temp)
G4503 ISO2 + HO2 → ISOOH 2.22E-13*EXP(1300./temp)
G4504 ISO2 + NO→ .88 NO2 + .88 MVK + .88 HCHO
+ .88 HO2 + .12 ISON
2.54E-12*EXP(360./temp)
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Table D.1: Gas phase reactions (... continued)
# reaction rate coefficient
G4505 ISO2 + CH3O2 → .5 MVK + 1.25 HCHO + HO2
+ .25 CH3COCHO + .25 CH3COCH2OH + .25
CH3OH
2.E-12
G4506 ISO2 + ISO2 → 2 MVK + HCHO + HO2 2.E-12
G4507 ISOOH + OH → MVK + OH 1.E-10
G4508 ISON + OH → CH3COCH2OH + NACA 1.3E-11
G6100 Cl + O3 → ClO 2.3E-11*EXP(-200./temp)
G6101 ClO + O(3P) → Cl 3.E-11*EXP(70./temp)
G6102 ClO + ClO → Cl2O2 k_ClO_ClO
G6103 Cl2O2 → ClO + ClO k_ClO_ClO/(1.27E-27*EXP(8744./
temp))
G6200 Cl + H2 → HCl + H 3.7E-11*EXP(-2300./temp)
G6201a Cl + HO2 → HCl 1.8E-11*EXP(170./temp)
G6201b Cl + HO2 → ClO + OH 4.1E-11*EXP(-450./temp)
G6202 Cl + H2O2 → HCl + HO2 1.1E-11*EXP(-980./temp)
G6203a ClO + OH → Cl + HO2 7.4E-12*EXP(270./temp)
G6203b ClO + OH → HCl 6.E-13*EXP(230./temp)
G6204 ClO + HO2 → HOCl 2.7E-12*EXP(220./temp)
G6205 HCl + OH → Cl + H2O 2.6E-12*EXP(-350./temp)
G6206 HOCl+ OH → ClO + H2O 3.E-12*EXP(-500./temp)
G6300 ClO + NO → NO2 + Cl 6.4E-12*EXP(290./temp)
G6301 ClO + NO2 → ClNO3 k_3rd(temp,cair,1.8E-31,3.4,
1.5E-11,1.9,0.6)
G6303 ClNO3 + O(3P) → ClO + NO3 2.9E-12*EXP(-800./temp)
G6304 ClNO3 + Cl → Cl2 + NO3 6.5E-12*EXP(135./temp)
G6400 Cl + CH4 → HCl + CH3O2 9.6E-12*EXP(-1360./temp)
G6401 Cl + HCHO → HCl + CO + HO2 8.1E-11*EXP(-30./temp)
G6402 Cl + CH3OOH → CH3O2 + HCl 5.7E-11
G6403 ClO + CH3O2 → HO2 + Cl + HCHO 3.3E-12*EXP(-115./temp)
G6404 CCl4 + O(1D) → ClO + 3 Cl 3.3E-10
G6405 CH3Cl + O(1D) → OH + Cl 1.65E-10
G6406 CH3Cl + OH → H2O + Cl 2.4E-12*EXP(-1250./temp)
G6407 CH3CCl3 + O(1D) → OH + 3 Cl 3.E-10
G6408 CH3CCl3 + OH → H2O + 3 Cl 1.6E-12*EXP(-1520./temp)
G6500 CF2Cl2 + O(1D) → ClO + Cl 1.4E-10
G6501 CFCl3 + O(1D) → ClO + 2 Cl 2.3E-10
G7100 Br + O3 → BrO 1.7E-11*EXP(-800./temp)
G7101 BrO + O(3P) → Br + O2 1.9E-11*EXP(230./temp)
G7102a BrO + BrO → Br + Br 2.4E-12*EXP(40./temp)
G7102b BrO + BrO → Br2 2.8E-14*EXP(869./temp)
G7200 Br + HO2 → HBr 1.5E-11*EXP(-600./temp)
G7201 BrO + HO2 → HOBr 3.4E-12*EXP(540./temp)
G7202 HBr + OH → Br + H2O 1.1E-11
G7203 HOBr + O(3P) → OH + BrO 1.2E-10*EXP(-430./temp)
G7301 BrO + NO → Br + NO2 8.8E-12*EXP(260./temp)
G7302 BrO + NO2 → BrNO3 k_BrO_NO2
G7400 Br + HCHO → HBr + CO + HO2 1.7E-11*EXP(-800./temp)
G7403 CH3Br + OH → H2O + Br 2.35E-12*EXP(-1300./temp)
G7603a BrO + ClO → Br + OClO 9.5E-13*EXP(550./temp)
G7603b BrO + ClO → Br + Cl 2.3E-12*EXP(260./temp)
G7603c BrO + ClO → BrCl 4.1E-13*EXP(290./temp)
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Table D.1: Gas phase reactions (... continued)
# reaction rate coefficient
G9200 SO2 + OH → H2SO4 + HO2 k_3rd(temp,cair,3.E-31,3.3,
1.5E-12,0.,0.6)
G9400a DMS + OH → CH3SO2 + HCHO 1.13E-11*EXP(-253./temp)
G9400b DMS + OH → DMSO + HO2 k_DMS_OH
G9401 DMS + NO3 → CH3SO2 + HNO3 + HCHO 1.9E-13*EXP(520./temp)
G9402 DMSO + OH→ .6 SO2 + HCHO + .6 CH3O2 +
.4 HO2 + .4 CH3SO3H
1.E-10
G9403 CH3SO2 → SO2 + CH3O2 1.9E13*EXP(-8661./temp)
G9404 CH3SO2 + O3 → CH3SO3 3.E-13
G9405 CH3SO3 + HO2 → CH3SO3H 5.E-11
Notes:
Rate coefficients for three-body reactions are defined via the function k_3rd(T , M , k3000 , n, k
300
inf , m, fc).
In the code, the temperature T is called temp and the concentration of “air molecules” M is called cair.
Using the auxiliary variables k0(T ), kinf(T ), and kratio, k_3rd is defined as:
k0(T ) = k
300
0 ×
(
300K
T
)n
(D.1)
kinf(T ) = k
300
inf ×
(
300K
T
)m
(D.2)
kratio =
k0(T )M
kinf(T )
(D.3)
k_3rd =
k0(T )M
1 + kratio
× f
(
1
1+(log10(kratio))
2
)
c (D.4)
A similar function, called k_3rd_iupac here, is used by Atkinson et al. (2005) for three-body reactions. It
has the same function parameters as k_3rd and it is defined as:
k0(T ) = k
300
0 ×
(
300K
T
)n
(D.5)
kinf(T ) = k
300
inf ×
(
300K
T
)m
(D.6)
kratio =
k0(T )M
kinf(T )
(D.7)
N = 0.75− 1.27× log10(fc) (D.8)
k_3rd_iupac =
k0(T )M
1 + kratio
× f
(
1
1+(log10(kratio)/N)
2
)
c (D.9)
G1000: Sander et al. (2003)
G1001: Sander et al. (2003)
G1002: Sander et al. (2003), path leading to 2
O(3P) + O2 neglected
G1003: Sander et al. (2003)
G01Diag: Roelofs and Lelieveld (1997), k_
O3s = (1.7E-12*EXP(-940./temp))*C(KPP_
OH)+(1.E-14*EXP(-490./temp))*C(KPP_HO2)+J_
O1D*2.2E-10*C(KPP_H2O)/(3.2E-11*EXP(70./temp)
*C(KPP_O2)+1.8E-11*EXP(110./temp)*C(KPP_N2)
+2.2E-10*C(KPP_H2O))
G2100: Sander et al. (2003)
G2101: Sander et al. (2003)
G2102: Sander et al. (2003)
G2103: Sander et al. (2003)
G2104: Sander et al. (2003)
G2105: Sander et al. (2003)
G2106: Sander et al. (2003)
G2107: Sander et al. (2003)
G2108a,b,c: Sander et al. (2003), branching ratio
from Hack et al., see note B5 of Sander et al. (2003)
G2109: Sander et al. (2003)
G2110: Christensen et al. (2002), Kircher and
Sander (1984), The rate coefficient is: k_HO2_HO2
= (1.5E-12*EXP(19./temp)+1.7E-33*EXP(1000./
temp)*cair)* (1.+1.4E-21*EXP(2200./temp)
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*C(KPP_H2O)). The value for the first (pressure-
independent) part is from Christensen et al. (2002),
the water term from Kircher and Sander (1984)
G2111: Sander et al. (2003)
G2112: Sander et al. (2003)
G3100: Sander et al. (2003)
G3101: Sander et al. (2003)
G3102a: Sander et al. (2003)
G3102b: Sander et al. (2003)
G3103: Sander et al. (2003)
G3104: Sander et al. (2003)
G3105: Sander et al. (2003)
G3106: Sander et al. (2003)
G3107: Sander et al. (2003)
G3108: Sander et al. (2003)
G3109: Sander et al. (2003). The rate coefficient
is: k_NO3_NO2 = k_3rd(temp,cair,2.E-30,4.4,
1.4E-12,0.7,0.6).
G3110: Sander et al. (2003). The rate coefficient is
defined as backward reaction divided by equilibrium
constant.
G3200: Sander et al. (2003)
G3201: Sander et al. (2003)
G3202: Sander et al. (2003)
G3203: Sander et al. (2003). The rate coefficient
is: k_NO2_HO2 = k_3rd(temp,cair,1.8E-31,3.2,
4.7E-12,1.4,0.6).
G3204: Sander et al. (2003)
G3205: Sander et al. (2003)
G3206: Sander et al. (2003). The rate co-
efficient is: k_HNO3_OH = 2.4E-14 * EXP(460./
temp) + 1./ ( 1./(6.5E-34 * EXP(1335./temp)
*cair) + 1./(2.7E-17 * EXP(2199./temp)) )
G3207: Sander et al. (2003). The rate coefficient is
defined as backward reaction divided by equilibrium
constant.
G3208: Sander et al. (2003)
G4100: Sander et al. (2003)
G4101: Atkinson (2003)
G4102: Sander et al. (2003)
G4103a,b: Sander et al. (2003), product distribu-
tion is from Elrod et al. (2001)
G4104: Sander et al. (2003)
G4105: Atkinson et al. (1999)
G4106a: Sander et al. (2003)
G4106b: Sander et al. (2003)
G4107: Sander et al. (2003). The rate coefficient
is: k_CH3OOH_OH = 3.8E-12*EXP(200./temp)
G4108: Sivakumaran et al. (2003)
G4109: Sander et al. (2003), same temperature
dependence assumed as for CH3CHO+NO3
G4110: McCabe et al. (2001)
G4111: Sander et al. (2003)
G4200: Atkinson (2003)
G4201: Sander et al. (2003), product distribution
is from von Kuhlmann (2001) (see also Neeb et al.
(1998))
G4202: Sander et al. (2003)
G4203: Sander et al. (2003)
G4204: Sander et al. (2003)
G4205: Atkinson et al. (1999)
G4206: Rate coefficient calculated by von
Kuhlmann (pers. comm. 2004) using self re-
actions of CH3OO and C2H5OO from Sander
et al. (2003) and geometric mean as suggested by
Madronich and Calvert (1990) and Kirchner and
Stockwell (1996). The product distribution (branch-
ing=0.5/0.25/0.25) is calculated by von Kuhlmann
(pers. comm. 2004) based on Villenave and Lesclaux
(1996) and Tyndall et al. (2001).
G4207: Same value as for G4107: CH3OOH+OH
assumed.
G4208: Sander et al. (2003)
G4209: Sander et al. (2003)
G4210: Sander et al. (2003)
G4211a: Tyndall et al. (2001)
G4211b: Tyndall et al. (2001)
G4212: Tyndall et al. (2001)
G4213: Tyndall et al. (2001). The rate coeffi-
cient is: k_PA_NO2 = k_3rd(temp,cair,8.5E-29,
6.5,1.1E-11,1.,0.6).
G4214: Canosa-Mas et al. (1996)
G4215a: Sander et al. (2003)
G4215b: Sander et al. (2003)
G4216: 1.0E-11 from Atkinson et al. (1999), tem-
perature dependence from Kirchner and Stockwell
(1996)
G4217: Tyndall et al. (2001)
G4218: Same value as for G4107: CH3OOH+OH
assumed.
G4219: According to Po¨schl et al. (2000), the same
value as for CH3CHO+OH can be assumed.
G4220: 50% of the upper limit given by Sander
et al. (2003), as suggested by von Kuhlmann (2001)
G4221: Sander et al. (2003). The rate coefficient is:
k_PAN_M = k_PA_NO2/9.E-29*EXP(-14000./temp),
i.e. the rate coefficient is defined as backward reac-
tion divided by equilibrium constant.
G4300: Atkinson (2003)
G4301: Sander et al. (2003), product distribution
is for terminal olefin carbons from Zaveri and Peters
(1999)
G4302: Atkinson et al. (1999)
G4303: Atkinson et al. (1999)
G4304: Atkinson (1997). The rate coefficient is:
k_PrO2_HO2 = 1.9E-13*EXP(1300./temp). Value for
generic RO2 + HO2 reaction from Atkinson (1997)
is used.
G4305: Atkinson et al. (1999). The rate coefficient
is: k_PrO2_NO = 2.7E-12*EXP(360./temp)
G4306: Kirchner and Stockwell (1996). The rate
coefficient is: k_PrO2_CH3O2 = 9.46E-14*EXP(431./
temp). The product distribution is from von
Kuhlmann (2001).
G4307: Same value as for G4107: CH3OOH+OH
assumed.
G4308: Mu¨ller and Brasseur (1995)
G4309: Mu¨ller and Brasseur (1995), products are
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from von Kuhlmann (2001)
G4310: Mu¨ller and Brasseur (1995)
G4311: Sander et al. (2003)
G4312: Tyndall et al. (2001)
G4313: Sander et al. (2003)
G4314: Tyndall et al. (2001)
G4315: Same value as for G4107: CH3OOH+OH
assumed.
G4316: Atkinson et al. (1999)
G4317: Tyndall et al. (1995)
G4318: Orlando et al. (2002)
G4319: Same value as for PAN assumed.
G4320: Atkinson et al. (1999)
G4400: Atkinson (2003)
G4401: Same value as for propyl group assumed
(k_PrO2_CH3O2).
G4402: Same value as for propyl group assumed
(k_PrO2_HO2).
G4403: Same value as for propyl group assumed
(k_PrO2_NO).
G4404: Same value as for G4107: CH3OOH+OH
assumed.
G4405: Po¨schl et al. (2000)
G4406: Po¨schl et al. (2000)
G4407: Po¨schl et al. (2000)
G4408: Po¨schl et al. (2000)
G4409: Po¨schl et al. (2000). The factor 0.25 was
recommended by Uli Poeschl (pers. comm. 2004).
G4410: von Kuhlmann (2001)
G4411: Po¨schl et al. (2000)
G4412: Po¨schl et al. (2000)
G4413: Atkinson et al. (1999)
G4414: Same value as for propyl group assumed
(k_PrO2_HO2).
G4415: Same value as for propyl group assumed
(k_PrO2_NO).
G4416: Same value as for G4107: CH3OOH+OH
assumed.
G4417: Atkinson et al. (1999), value for
C4H9ONO2 used here.
G4500: Po¨schl et al. (2000)
G4501: Po¨schl et al. (2000)
G4502: Po¨schl et al. (2000)
G4503: Boyd et al. (2003), same temperature de-
pendence assumed as for other RO2+HO2 reactions
G4504: Po¨schl et al. (2000), yield of 12 % RONO2
assumed as suggested in Table 2 of Sprengnether
et al. (2002).
G4505: von Kuhlmann (2001)
G4506: Po¨schl et al. (2000)
G4507: Po¨schl et al. (2000)
G4508: Po¨schl et al. (2000)
G6100: Sander et al. (2003)
G6101: Sander et al. (2003)
G6102: Atkinson et al. (2005). The rate coefficient
is: k_ClO_ClO = k_3rd_iupac(temp,cair,2.E-32,
4.,1.E-11,0.,0.45).
G6103: Sander et al. (2003). The rate coefficient is
defined as backward reaction divided by equilibrium
constant.
G6200: Sander et al. (2003)
G6201a: Sander et al. (2003)
G6201b: Sander et al. (2003)
G6202: Sander et al. (2003)
G6203a: Sander et al. (2003)
G6203b: Sander et al. (2003)
G6204: Sander et al. (2003). At low temperatures,
there may be a minor reaction channel leading to
O3+HCl. See Finkbeiner et al. (1995) for details. It
is neglected here.
G6205: Sander et al. (2003)
G6206: Sander et al. (2003)
G6300: Sander et al. (2003)
G6301: Sander et al. (2003)
G6303: Sander et al. (2003)
G6304: Sander et al. (2003)
G6400: Sander et al. (2003)
G6401: Sander et al. (2003)
G6402: Sander et al. (2003)
G6403: Sander et al. (2003)
G6404: Sander et al. (2003)
G6405: Sander et al. (2003), average of reactions
with CH3Br and CH3F (B. Steil, pers. comm., see
also note A15 in Sander et al. (2003)).
G6406: Sander et al. (2003)
G6407: Sander et al. (2003), extrapolated from re-
actions with CH3CF3, CH3CClF2, and CH3CCl2F
(B. Steil, pers. comm., see also note A15 in Sander
et al. (2003)).
G6408: Sander et al. (2003)
G6500: Sander et al. (2003)
G6501: Sander et al. (2003)
G7100: Sander et al. (2003)
G7101: Sander et al. (2003)
G7102a: Sander et al. (2003)
G7102b: Sander et al. (2003)
G7200: Sander et al. (2003)
G7201: Sander et al. (2003)
G7202: Sander et al. (2003)
G7203: Sander et al. (2003)
G7301: Sander et al. (2003)
G7302: Sander et al. (2003). The rate coefficient
is: k_BrO_NO2 = k_3rd(temp,cair,5.2E-31,3.2,
6.9E-12,2.9,0.6).
G7400: Sander et al. (2003)
G7403: Sander et al. (2003)
G7603a: Sander et al. (2003)
G7603b: Sander et al. (2003)
G7603c: Sander et al. (2003)
G9200: Sander et al. (2003)
G9400a: Atkinson et al. (2003); Abstraction path.
The assumed reaction sequence (omitting H2O and
O2 as products) according to Yin et al. (1990) is:
DMS +OH → CH3SCH2
CH3SCH2 +O2 → CH3SCH2OO
CH3SCH2OO+NO → CH3SCH2O+NO2
CH3SCH2O → CH3S + HCHO
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CH3S + O3 → CH3SO
CH3SO +O3 → CH3SO2
DMS +OH CH3SO2 +HCHO
+NO+ 2O3 → +NO2
Neglecting the effect on O3 and NOx, the remaining
reaction is:
DMS +OH+O3 → CH3SO2 +HCHO
G9400b: Atkinson et al. (2003); Addition
path. The rate coefficient is: k_DMS_OH
= 1.0E-39*EXP(5820./temp)*C(KPP_O2)/ (1.+
5.0E-30*EXP(6280./temp)*C(KPP_O2)).
G9401: Atkinson et al. (2003)
G9402: Hynes and Wine (1996)
G9403: Barone et al. (1995)
G9404: Barone et al. (1995)
G9405: Barone et al. (1995)
Table D.2: Photolysis reactions
# reaction rate coefficient
J1000 O2 + hν → O(3P) + O(3P) JX(ip_O2)
J1001a O3 + hν → O(1D) JX(ip_O1D)
J1001b O3 + hν → O(3P) JX(ip_O3P)
J2100 H2O + hν → H + OH JX(ip_H2O)
J2101 H2O2 + hν → 2 OH JX(ip_H2O2)
J3100 N2O + hν → O(1D) JX(ip_N2O)
J3101 NO2 + hν → NO + O(3P) JX(ip_NO2)
J3102 NO + hν → N + O(3P) JX(ip_NO)
J3103a NO3 + hν → NO2 + O(3P) JX(ip_NO2O)
J3103b NO3 + hν → NO JX(ip_NOO2)
J3104 N2O5 + hν → NO2 + NO3 JX(ip_N2O5)
J3200 HONO + hν → NO + OH JX(ip_HONO)
J3201 HNO3 + hν → NO2 + OH JX(ip_HNO3)
J3202 HNO4 + hν → .667 NO2 + .667 HO2 + .333 NO3 + .333
OH
JX(ip_HNO4)
J4100 CH3OOH + hν → HCHO + OH + HO2 JX(ip_CH3OOH)
J4101a HCHO + hν → H2 + CO JX(ip_COH2)
J4101b HCHO + hν → H + CO + HO2 JX(ip_CHOH)
J4102 CO2 + hν → CO + O(3P) JX(ip_CO2)
J4200 C2H5OOH + hν → CH3CHO + HO2 + OH JX(ip_CH3OOH)
J4201 CH3CHO + hν → CH3O2 + HO2 + CO JX(ip_CH3CHO)
J4202 CH3C(O)OOH + hν → CH3O2 + OH JX(ip_PAA)
J4203 NACA + hν → NO2 + HCHO + CO 0.19*JX(ip_CHOH)
J4204 PAN + hν → CH3C(O)OO + NO2 JX(ip_PAN)
J4300 C3H7OOH + hν → CH3COCH3 + HO2 + OH JX(ip_CH3OOH)
J4301 CH3COCH3 + hν → CH3C(O)OO + CH3O2 JX(ip_CH3COCH3)
J4302 CH3COCH2OH + hν → CH3C(O)OO + HCHO + HO2 0.074*JX(ip_CHOH)
J4303 CH3COCHO + hν → CH3C(O)OO + CO + HO2 JX(ip_CH3COCHO)
J4304 CH3COCH2O2H + hν → CH3C(O)OO + HO2 + OH JX(ip_CH3OOH)
J4305 MPAN + hν → CH3COCH2OH + NO2 JX(ip_PAN)
J4306 C3H7ONO2 + hν → CH3COCH3 + NO2 + HO2 3.7*JX(ip_PAN)
J4400 C4H9OOH + hν → OH + .67 CH3COC2H5 + .67 HO2 +
.33 C2H5O2 + .33 CH3CHO
JX(ip_CH3OOH)
J4401 MVK + hν → CH3C(O)OO + HCHO + CO + HO2 0.019*JX(ip_COH2)
+.015*JX(ip_
CH3COCHO)
J4402 MVKOOH + hν → OH + .5 CH3COCHO + .25
CH3COCH2OH + .75 HCHO + .75 HO2 + .25
CH3C(O)OO + .25 CO
JX(ip_CH3OOH)
J4403 CH3COC2H5 + hν → CH3C(O)OO + C2H5O2 0.42*JX(ip_CHOH)
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Table D.2: Photolysis reactions (... continued)
# reaction rate coefficient
J4404 MEKOOH + hν → CH3C(O)OO + CH3CHO + OH JX(ip_CH3OOH)
J4405 MeCOCO + hν → 2 CH3C(O)OO 2.15*JX(ip_
CH3COCHO)
J4406 ONIT + hν → NO2 + .67 CH3COC2H5 + .67 HO2 + .33
C2H5O2 + .33 CH3CHO
3.7*JX(ip_PAN)
J4500 ISOOH + hν → MVK + HCHO + HO2 + OH JX(ip_CH3OOH)
J4501 ISON + hν → MVK + HCHO + NO2 + HO2 3.7*JX(ip_PAN)
J6000 Cl2 + hν → Cl + Cl JX(ip_Cl2)
J6100 Cl2O2 + hν → 2 Cl 1.4*JX(ip_Cl2O2)
J6101 OClO + hν → ClO + O(3P) JX(ip_OClO)
J6200 HCl + hν → Cl + H JX(ip_HCl)
J6201 HOCl + hν → OH + Cl JX(ip_HOCl)
J6301 ClNO3 + hν → Cl + NO3 JX(ip_ClNO3)
J6400 CH3Cl + hν → Cl + CH3O2 JX(ip_CH3Cl)
J6401 CCl4 + hν → 4 Cl JX(ip_CCl4)
J6402 CH3CCl3 + hν → 3 Cl JX(ip_CH3CCl3)
J6500 CFCl3 + hν → 3 Cl JX(ip_CFCl3)
J6501 CF2Cl2 + hν → 2 Cl JX(ip_CF2Cl2)
J7000 Br2 + hν → Br + Br JX(ip_Br2)
J7200 HOBr + hν → Br + OH JX(ip_HOBr)
J7301 BrNO3 + hν → Br + NO3 JX(ip_BrNO3)
J7400 CH3Br + hν → Br + CH3O2 JX(ip_CH3Br)
J7500 CF3Br + hν → Br JX(ip_CF3Br)
J7600 BrCl + hν → Br + Cl JX(ip_BrCl)
J7601 CF2ClBr + hν → Br + Cl JX(ip_CF2ClBr)
Notes: J-values are calculated with an external module and then supplied to the MECCA chemistry
J6100: Stimpfle et al. (2004) claim that the combination of absorption cross sections from Burkholder
et al. (1990) and the Cl2O2 formation rate coefficient by Sander et al. (2003) can approximately reproduce
the observed Cl2O2/ClO ratios and ozone depletion. They give an almost zenith-angle independent ratio
of 1.4 for Burkholder et al. (1990) to Sander et al. (2003) J-values. The IUPAC recommendation for the
Cl2O2 formation rate is about 5 to 15 % less than the value by Sander et al. (2003) but more than 20
% larger than the value by Sander et al. (2000). The J-values by Burkholder et al. (1990) are within the
uncertainty range of the IUPAC recommendation.
Table D.3: Heterogeneous reactions on climatological aerosols
# reaction rate coefficient
PSC200 N2O5 + H2O → HNO3 + HNO3 khet_N2O5_H2O
PSC410 HOCl + HCl → Cl2 + H2O khet_HOCl_HCl
PSC420 ClNO3 + HCl → Cl2 + HNO3 khet_ClNO3_HCl
PSC421 ClNO3 + H2O → HOCl + HNO3 khet_ClNO3_H2O
PSC510 HOBr + HBr → Br2 + H2O khet_HOBr_HBr
PSC520 BrNO3 + H2O → HOBr + HNO3 khet_BrNO3_H2O
PSC540 ClNO3 + HBr → BrCl + HNO3 khet_ClNO3_HBr
PSC541 BrNO3 + HCl → BrCl + HNO3 khet_BrNO3_HCl
PSC542 HOCl + HBr → BrCl + H2O khet_HOCl_HBr
PSC543 HOBr + HCl → BrCl + H2O khet_HOBr_HCl
Notes: These reaction rates are calculated with the HETCHEM submodel and then supplied to the
MECCA chemistry (see http://www.messy-interface.org for details).
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