Abstract-How to efficiently map the nodes and links in a given virtual network (VN) to those in the substrate network (SN) so that the residual substrate network (RSN) can host as many VN requests as possible is a major challenge in virtual network embedding. Most research has developed heuristic algorithms with interactive or two-stage methods. These methods, however, could cause the RSN fragmented into several disconnected components that are insufficient to host a large number of given VN requests.
I. INTRODUCTION
Virtual network embedding has been a subject of research in recent years. It was initially motivated by the demand of network virtualization that allows, for example, multiple network service providers to offer customized end-to-end services on the same physical network. It can also be used for network simulation and emulation such as Planetlab [1] . The topic has been investigated by a number of researchers who proposed various algorithms of mapping virtual networks (VNs) to the nodes and links of underlying substrate networks (SNs). It has been shown that the VN embedding problem is NP-hard [2] and thus computationally intractable. As a result, most previous research focuses on heuristic algorithms which limit the solution space by preselecting node mappings and map all the nodes first and then handles the link mapping by solving the shortest path and multi-commodity flow problems [3] , [5] , [10] - [12] , [14] , [17] , [19] .
Our work is motivated by the observations that most known VN embedding algorithms (e.g. [11] , [17] ) are likely to suffer resource fragmentation similar to the memory fragmentation problem in computer memory management, and thus result in poor allocations of resources of the SNs. The reason is that most of the VN mapping algorithms are oblivious to the topologies and residual resources of the SNs. As a result, the residue network after the mapping tends to have small isolated pieces that cannot accommodate the VN request, even though the overall available resources satisfy its CPU and link demands. Similar fragmentation problems exist in operating systems that allocate memory for process requests. Best fit and first fit are the two well-known memory allocation strategies that alleviate the fragmentation of computer storage, aiming to reduce the data search and loading time [13] , [15] . While the VN embedding and computer memory management are in different application domains, previous results have shown that minimizing fragmentation can lead to better utilization of resources.
Our algorithm is also inspired by the two well-know attributes of large scale networks like the Internet. We note that the Internet is a small-world network and scalefree, and so it is reasonable to assume that the substrate network is also small world and scale free. Indeed, networks generated by a standard network-generation algorithm would have these two properties. These mean that the average distance between any pair of two nodes is a small constant and that most nodes have small degrees while only a small number of nodes have large degrees, as observed by Faloutsos et al. in [9] . The topology of a network follows power law, i.e., the frequency (f d ) of an outdegree (d) is proportional to the outdegree to the power of a constant O. The implication is that the lower degrees are more frequent while the higher degrees are more scarce. These high degree nodes play an important role in maintaining the connectivity of the network. Therefore, we (1) limit the distance of neighboring VN nodes when mapping them to the SN to reduce the resource wastage on long paths and (2) try consuming less resources from high-degree nodes when mapping VN nodes to them so that the connectivity is retained after VNs are mapped. Second, the effective diameter law in [9] says that there exists a small constant δ so that any two nodes are within δ hops from each other with high probability. The implication is that it is just enough to maintain the connectivity when mapping a VN node to a substrate node that is δ hops away from a previously mapped substrate node. It is highly likely that some resources of the path is wasted if two VN nodes are mapped more than δ hops apart on the substrate network.
We propose in this paper a two-stage Virtual Network Embedding algorithm using a "greedy" approach. and "border oriented" approaches. The aim is to make efficient use of underlying resources by allowing more multiple heterogeneous VNs to share and run on the same substrate network. The major distinction of our algorithm from the existing algorithms is our awareness of the underlying substrate network topology during the mapping process and the topology-oriented VN placement method. Our algorithm differs from the existing algorithms in which it takes advantage of the topology of both the underlying SN and the VN to be embedded during the mapping process. In particular, in the node mapping stage of our algorithm, we choose to map the VN nodes to the adjacent nodes of previous mapped substrate nodes for the same VN. In doing so, the distance between any two VN nodes is bounded, which localizes the mapping of VN nodes. As a result, the path between any VN nodes does not have to travel a large number of hops as in some existing methods [17] . When there are multiple candidate nodes within the distance bound, we apply a greedy method that chooses the node with the largest amount of resource. We also use a convex parameter to balance the selection criteria between the degree and bandwidth of a candidate node. Our approach is shown to significantly outperform some existing algorithms including the algorithms recently proposed in [17] . This paper is organized as follows. Section II defines the VN embedding problem and presents the related work. Section III first discusses the motivations and then explains the idea of our greedy strategy and node selection criteria on two-stage VN embedding algorithm. Section IV presents experimental results and compares our algorithm with known algorithms. Section V summarizes the paper and discusses future research.
II. THE PROBLEM DEFINITION AND RELATED WORK
Throughout this paper, we shall use the standard notations in graph theory and the notations in [11] , [17] . Let G = (N, L) denote the directed or undirected graph with with N as its set of nodes and L as its set of links. We use |N | and |L| to denote the numbers of nodes and links in graph G, respectively. For n 1 , n 2 ∈ N , we define the degree of a node n ∈ N as the number of links and denote it as deg(n).
A. VN embedding problems (VNEPs)
We model the substrate network as an undirected graph A general VN Embedding problem (VNEP) is to find a subgraph Figure 1) . In another words, the VNEP can be decomposed into node and link mappings:
Mapping a VN link to a path in substrate network can lead to better resource usages but could also increase the costs for the link mappings. In a special case when each VN link maps to a path with one hop, the VNEP problem collapses to a problem known as subgraph isomorphism problem, where each VN link maps to a substrate link. In a typical VNEP, each VN request has resource requirements, while in the meantime the substrate network has limited resources. Therefore, during the VN mapping, we also need to check and verify the following constraints on nodes and links:
Node constraints
In order to run an experiment, each virtual node may need to be associated with a number, which could represent the CPU speed or capacity. In some cases, there are some additional node constraints such as the locations of certain nodes.
Link constraints
In VNEP, depending on the types of experiments to be simulated the virtual links may have bandwidth requirements or delay constraints. For example, a commercial voice over IP or gaming services may need the virtual links with the bandwidth 512Kbps and propagation delays less than 500 msec.
Necessary node and link mapping conditions
In order to map a VN node to a substrate node, an algorithm needs to perform the CPU, bandwidth, and degree checking to make sure that the substrate node has enough resources for the VN node. This may dramatically reduce the search time for the algorithm and thus speed up the mapping process. Let (n v , n s ) be a node pair with
we define the following node and link conditions Cond(n v , n s ):
It is obvious that these three conditions are necessary for all VN embedding algorithms.
Revenues
A natural way of measuring the efficiency of a VNEP algorithm is to measure the amount of VN nodes and links that are successfully mapped to the substrate network as well as amount of substrate resources that are allocated to them. We define the revenue for a VN request G v as
where bw(l v ) and CPU(n v ) represent the bandwidth and CPU requirements of virtual link l v and virtual node n v , respectively. β is a tunable weight that allows the substrate provider to balance between the resources of CPU and bandwidth.
B. Related work
There are two types of VN embedding problems: offline and online. The offline problem assumes that all the VN requests are known in prior, which reduces the complexity of the problem. Much of the research focus on this type of VN embedding problem [12] , [19] . In particular, Lu et al. [12] discusses the offline VN embedding problem where there is only one virtual network with a backbone-star topology. The goal is to minimize the cost.
The online VN embedding problem is also discussed by numerous researchers, e.g. [5] , [10] , [11] , [14] , [17] , [19] . Fan et al. [10] discuss the dynamic topology reconfiguration policies for VNs with dynamic communication requirements. The Assign algorithm in [14] used in the Emulab testbed considers the link constraint as well as node constraint in which one substrate node cannot be shared by multiple VNs. Yu et al. [17] propose a two stage mapping algorithm which handles the node mapping with a "greedy" node mapping algorithm in the first stage and then performs the link mapping in the second stage, using the k-shortest path algorithm. In the node mapping, the substrate node that maximize the following "available resources" H(n s ) is selected for each VN node
where L(n s ) is the set of all adjacent substrate links of n s , bw(l s ) is the unused bandwidth resource for the substrate link l s , and CPU(n s ) is the remaining CPU resource of n s .
To better utilize the substrate resources, new concepts known as path splitting and path migration are introduced and implemented in [17] . With path splitting, VN links can be split up and mapped onto multiple substrate paths. A periodical re-optimization of the mapping of existing virtual links is also performed to allow the substrate network to accept more new VN requests.
The VN embedding is also closely related to the subgraph isomorphism problem that has been studied by mathematicians for a long time [8] , [16] . L. P. Cordella et al. [6] developed various versions of algorithms known as Vflib graph matching algorithms for Attributed Relational Graphs (ARGs). Recently, J. Lischka et al. [11] extended the Vflib graph matching algorithm by allowing the mapping of links to paths. Unlike the two stage algorithms, which map nodes and links at a separate stages, the algorithms based on subgraph isomorphism map nodes and links during the same stage.
III. OUR ALGORITHMS

A. Motivation for Our Approach
The topology of a network follows the power law, i.e., the frequency (f d ) of an outdegree (d) is proportional to the outdegree to the power of a constant O. The implication is that lower degree nodes are more frequent while the higher degrees are more scarce. These high degree nodes play an important role in maintaining the connectivity of the network. So we shall try consuming less resources from the high degree nodes when mapping VN nodes to them so that the connectivity is retained after many VNs are mapped. Second, the effective diameter law in [9] says that there exists a small constant δ so that any two nodes are within δ hops from each other with high probability. It is highly likely that some resources of the path are wasted if two VN nodes are mapped more than δ hops apart on the substrate network.
We start our discussion by looking at a simple example in Figure 2 . The CPU capacities and link bandwidths for VN and substrate network are defined at the bottom of the figure. Suppose there are two VNs arriving in the order of VN0 and VN1 as shown on the top left of the figure. When VN0 arrives, there are many mappings that meet the constraints. In fact, any two substrate nodes could be mapped to the nodes a and b of VN0.
We now use the greedy node mapping for VN0, i.e. select the substrate nodes with the "maximum available resources" H(n s ) defined in (4) . In this case the substrate nodes 2 and 4 would be selected as both nodes have the "maximum resources" H(2) = H(4) = 8 × (4 + 4 + 4) = 96, resulting in either the mapping M is presented on the left column of Figure 3 . In this case, the request from VN1 would be denied.
As we can see from this example, the problem with both mappings is that the two mapped substrate nodes are two hops away, leading to the allocation of more bandwidth resources. This is generally true if the greedy node mapping algorithm is used, particularly if the nodes with "maximum available resources" are distributed across the substrate network. Fragmentation is a phenomenon in which free storage becomes divided into many small pieces over time and thus is used inefficiently, reducing storage capacity and in most cases performance. The other problem with the greedy node mapping algorithm is that with the node selection criteria (4) the substrate nodes with higher degree are more likely to be selected than those with lower degree, which cause the residual substrate network fragmented into many disconnected components according to the power law. This motivates us to a modified node mapping approach -localized node mapping which restricts the mapping of subsequent substrate nodes in the neighborhood of the previously mapped node. Localized node mapping Figure 4 shows the idea of localized node mapping. During the node mapping process, VN node v 1 happens to be mapped to substrate node s i . When trying to map VN node v 2 , the immediate neighbor of v 1 , we choose a substrate node that is one hop away from s i (distance bound = 1). Therefore, v 2 is to be mapped to one node out of the set {s j , s k , s m } as long as the CPU and link bandwidth requirements of v 2 are satisfied. We propose the localized node mapping as follows. Once a VN node has been mapped to a substrate node n s , we draw a boundary around n s to enclose the neighboring substrate nodes that are db hops away from n s . We call these nodes the candidate neighbors of n s and denote such a set of nodes as Candidate Neighbor Lists with distance bound db, i.e., CN L(n s , db). The CNLs of the substrate nodes can be built offline with a time complexity
It may happen that the nodes of a VN are simply mapped in a random order instead of the strict order of neighboring VN nodes. This is because the neighboring order cannot be strictly obtained through either depthfirst-search or breadth-first-search of a VN graph. In such a case, we have a subtle extension of the localized node mapping: to unionize the neighboring nodes of all previously mapped nodes. For example, VN nodes v i and v j have been mapped to substrate nodes s i and s j , respectively. When trying to map another VN node v x , we select one node with required resources from
CN L(s i , db) ∪ CN L(s j , db).
Multiple candidate nodes exist when mapping a VN node to a substrate node in CN L(n s , db) and its unions. We select one substrate node out of such a set that satisfies the resource demands of a VN node n v as defined by Cond(n v , n s ) in (2) . When all the necessary conditions are met, we use two different criteria to select the node. One is to choose the node with the largest available resources calculated with H(n s ) in (4). The other criteria uses a modified resource calculation method that considers both the degree and bandwidth of a node. Specifically, we compute Our algorithms use the two-stage approach as in [17] but differ in how the nodes are mapped in the first stage. Unlike the traditional "greedy" node mapping algorithm [17] in which each node with the maximum resources is selected, our node mapping algorithms take into consideration the distance from the previously mapped node, and both the degree and bandwidth of a candidate node. Our first algorithm, called "CNL", maps a VN node to a substrate node that is within δ hops away from one of the previously mapped node. This idea takes advantage of the effective diameter property of the network. We apply a "localized" method to select a node with the largest resources within the distance bound. Our second algorithm, called "CNL_Convex", is extended from "CNL". It starts the node mapping from a border node of the VN and selects a substrate node based on both the degree and the bandwidth of the candidates. We next describe the algorithms in detail. The "CNL" algorithm is illustrated in Algorithm 1. There are two stages: node mapping (line 1 through 9) and link mapping (line 10). We map the VN nodes in the ascending order of degrees. To map each of the VN nodes, we call function find_MaxResource_CNL() which selects a substrate node (we give the details in Algorithm 2). After node mapping is done, a link mapping function, link_mapping(), is called, and the function is the same as in [17] , which essentially solves the shortest path and multi-commodity flow problems. In function find_MaxResource_CNL() (illustrated in Algorithm 2), we first build a set of candidate nodes, CN, by adding the CNL members of the previously mapped substrate nodes, excluding the ones already mapped (line 1 through 13). Then, we check the necessary conditions (Cond(h, s) ) and select the node with the largest amount of resources calculated with H(s) as specified in 4.
In "CNL_Convex" (Algorithm 3) we first do a depthfirst-search on the VN graph and build a queue of VN nodes such that the VN nodes are sorted in the ascending order of degrees (line 1). We try to map the VN node with the lowest degree to the substrate node with the largest amount of resource by calling function find_MaxResource_CNL_Convex (line 4). Then the rest of the VN nodes will be mapped to the CNL members of their immediate neighbors subsequently (line 9 through 16). Finally we call the link mapping function to map the links (line 17). In find_MaxResource_CNL_Convex function (Algorithm 4), we use H ′ (s) (5), instead of H(s) (4), to select the candidate node (line 15). 
D. More discussion on the node mapping
As mentioned in the previous section, the traditional greedy node mapping selects the substrate node with
Output: success or fail 1 do DFS(G v ) starting from the node with the lowest degree and put the nodes in Q; 2 h = dequeue(Q) /* h has the lowest degree */; 3 M ap=∅; 4 s = find MaxResource CNL Convex (−1, h, α the maximum resources in the whole remaining substrate network. On the contrary, our approach uses the localized node mapping in which the subsequent substrate node is selected in the neighborhood of the current node.
Both approaches have their own advantages and disadvantages. In the conventional greedy node mapping approach, a VN may have better chances to be allocated initially as the substrate nodes with more resources tend to be mapped successfully. However, as more and more VNs are mapped, the mapped substrate nodes may spread all over the whole network, particularly if the nodes with "maximum available resources" are distributed across the substrate network. This may cause not only more link resources to connect them, but also the fragmentation effect according to the power law.
On the other hand, our approach forces the mapping of VN nodes and thus the VN in a smaller area. The size of the mapping area could be determined with the distance bound db. It is easily seen that our approach collapses to the traditional node mapping algorithm as db equals to the size |N s | of the substrate network. While this dramatically reduces the fragmentation effects; the concern is that it may also increase the chance that the mapping of each VN request is rejected. However, the test results show that our approach outperforms the existing algorithms.
IV. PERFORMANCE EVALUATION
We present first the experimentation methodology and then the experimental results. In particular, we conduct experiments to (1) of our algorithms and the existing VN embedding algorithms; (2) show relationship between the distance bound of candidate neighbor lists and average revenues; and (3) investigate the impact of weight parameter (α) in node selection on the revenue.
A. Experimentation Methodology
We modify the open source VNE simulator from [17] to conduct a set of experiments. Like many previous researches in VN embedding algorithms, we use the GT-ITM tool [18] to generate the substrate network topologies. The substrate network is configured the same as in [17] , i.e. to have 100 nodes and about 500 links. This corresponds to a medium-size ISP. The CPU constraints at nodes and the links follow a uniform distribution from 1 to 100 units.
A modified GT-ITM tool is used to generate VN requests with the following properties. The number of nodes per request varies in the generated VN requests. For each VN request, we use the same experiment setup as in [17] , i.e. the number of VN nodes is randomly determined by a uniform distribution between 2 and 10 nodes. Each pair of VN nodes is randomly connected with probability 0.5. The arrivals of VN requests are modeled by a Poisson process with a mean of five requests per time window (100 time units). The duration of the requests follows an exponential distribution with 10 time windows on average. The delay time is set to be one time window. Splittable ratio is the percentage of requests that can be mapped on splitted paths. In our experiments, we test two different splittable ratios -30% and 50%.
B. Experiment Results
Comparison of Revenue
We primarily compare our algorithms with the algorithms proposed in [17] as we use the same problem formulation and data inputs (substrate network and VNs) for both simulators. In the following experiment result figures, we denote the baseline algorithm and the path splitting algorithm in [17] , as Yu_baseline and Yu_Pathsplit, respectively. We denote our proposed algorithms as CNL and CNL_Convex. CNL_Convex uses α to balance between the normalized degree and normalized bandwidth during the node selection. Note that the path splitting strategy is orthogonal to our algorithms, thus we also test our algorithms with path splitting enabled, as denoted as CNL_Pathsplit and CNL_Convex_Pathsplit, respectively. Figure 5 shows that the average revenue over time when the splittable ratio is 30%. It can be seen that when path splitting option is disabled, both of our algorithms CNL and CNL_Convex outperform Yu_baseline by up to 23% (no. of request = 100). When path splitting is enabled, our two algorithms yield higher revenue than Yu_Pathsplit in most cases by up to 18%. Figure 6 depicts the results when the splittable ratio of VNs is 50%. The trend is similar to Fig. 5 : our algorithms outperform Yu's algorithms consistently. 
Comparison of distance bound
It is interesting to see in Figure 7 that the revenue decreases as the distance bound increases. Distance bounds of 1 and 2 hops bring better revenue than larger distances. The possible explanation is that even though the large distance bound may increase the chance of successful VN mappings initially, it may also cause the fragmentation effect and increase the consumption of substrate resources for each VN request in the long run as explained in section III-D. We actually note that the average distance of nodes in substrate network is 2.15 in our test. Figure 8 shows the revenue versus weight value α in calculating H ′ (n s ). The "rXX-s0.X" represents the number of requests and the splittable ratio of the incoming VNs. It can be seen that both the degree and bandwidth of a node should have equal weight (α = 0.5) during the node selection process, especially when the number of requests is relatively small (number of requests equal to 20, denoted as r20).
Selection of convex α
V. CONCLUSION
In this paper we propose a series of VN embedding algorithms with a distance-bounded greedy node mapping strategy that reduce the fragmentation effect on the substrate network and thus achieve more revenues. We compare their performance with the algorithms presented by Yu et al. [17] . The evaluation results show that our algorithms gain more revenues than the baseline algorithm. After enabling the path splitting with the same splittable ratio, our algorithms still outperforms the Yu's corresponding algorithms.
However, there are still a number of issues that remain to be investigated and can be good starting points for further research. One interesting approach is the so called the "border approach" in which the mappings of nodes and links are started from the "border" of the substrate network to minimize the fragmentation effect. It is also interesting to calculate the costs, defined as the CPU and bandwidth resources used for the accomodation of each VN request and compare the revenue-to-cost ratio for each of the algorithms.
