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The basic tenet of the present work is the assumption of the lack of external and fixed time in the
Universe. This assumption is best embodied by general relativity, which replaces the fixed space-
time structure with the gravitational field, which is subject to dynamics. The lack of time does not
imply the lack of evolution but rather brings to the forefront the role of internal clocks which are
some largely arbitrary internal degrees of freedom with respect to which the evolution of timeless
systems can be described. We take this idea seriously and try to understand what it implies for
quantum mechanics when the fixed external time is replaced by an arbitrary internal clock. We put
the issue in a solid, mathematically rigorous framework. We find that the dynamical interpretation
of a quantum state of a timeless system depends on the employed internal clock. In particular,
we find that the continuous spectra of well-known dynamical observables like the position of a free
particle on the real line may turn discrete if measured in unusual clocks. We discuss the meaning
of our result for attempts at quantization of global gravitational degrees of freedom.
I. INTRODUCTION
The purpose of the present paper is to develop a de-
scription of mechanics in terms of internal clocks. Let
us first explain why such a formulation of mechanics is
desirable. In nonrelativistic classical and quantum me-
chanics, there is no observable related to time. Time is
assumed to be a fixed, external entity, which is not mea-
surable. Therefore, in practice, we describe the change
of a system in relation to another one. The latter we
shall call the “internal clock” (see Fig. 1). Some internal
clocks are better than others. In principle, they should
evolve monotonically on the relevant time scales. Fur-
thermore, they should not interact significantly with the
observed subsystems; otherwise, the observed dynamics
will be difficult to understand. For example, in the con-
text of astronomy, the “astronomical time”, given by the
Earth’s rotation, can serve as an example of the imperfect
clock. Around the turn of the 20th century it was finally
replaced by the so-called ephemeris time which involves
the motions of the Moon, the Earth and the Sun. This
switch enabled us to predict more accurately positions of
celestial bodies and especially of the Moon [1].
The key motivation for the present work follows from
general relativity. Since the space-time is a dynamical
entity itself, there is neither a predetermined time nor
a predetermined causal structure. Rather, the gravita-
tional and material fields evolve combined together and
only internal degrees of freedom can provide a physical
measure of their evolution. This, as we will show, has
significant consequences with regard to the formulation
of quantum mechanics. It is worth it to point out that
some important issues related to time already appear in
quantum mechanics based on an absolute time and they
∗ Przemyslaw.Malkiewicz@ncbj.gov.pl
† Artur.Miroszewski@ncbj.gov.pl
p
q
t
t2
t3
t1
FIG. 1: The evolution of a given subsystem is always
expressed in relation to another subsystem that is
represented in the figure by a clock. Time is only an
auxiliary parameter, which is used to formally isolate a
given subsystem from the rest of the system, which can
be then neglected.
are broadly discussed in the reviews [2, 3]. There might
be some deep connection between these issues and our
result but it is beyond the scope of the present paper.
The phase space formalism of general relativity [4] in-
volves a Hamiltonian, which is constrained to vanish.
The Hamiltonian constraint, say C, plays two roles in
this formalism: (i) generating the dynamics and (ii) con-
straining the space of physically admissible states,
d
dτ
O(qi, pi) = {O(qi, pi), C(qi, pi)},
C(qi, pi) = 0.
(1)
Such a formalism admits the so-called time-
reparametrization invariance as the constraint function
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2C may be multiplied by any nonvanishing function
N(qi, pi) leading to
d
dτ ′
O(qi, pi) = {O(qi, pi), N · C(qi, pi)},
N · C(qi, pi) = 0,
(2)
which is a set of equations equivalent to Eqs (1) by the
virtue of the reparameterization of the time parameter
along each dynamical trajectory,
Ndτ ′ = dτ. (3)
The time-reparametrization invariance indicates that τ
and τ ′ are in fact auxiliary parameters devoid of the abso-
lute status of the Newtonian time. The Hamiltonian con-
straint formalism can be brought to the ordinary canoni-
cal formalism upon identifying the odd-dimensional con-
straint surface C = 0 embedded in a higher-dimensional
phase space with a contact manifold made of a lower-
dimensional phase space and a time manifold. This
procedure is called the reduced phase space approach.
To make the aforementioned identification, one needs to
choose a function t on the constraint surface for the role of
time. Then, the constant time surfaces define the reduced
phase space and the unconstrained formalism. This con-
struction is depicted in Fig. 2 (more details can be found
in [5]). Therefore, general relativity relies intrinsically on
an arbitrary choice of time t, which we shall call the inter-
nal clock. It is represented by a coordinate on the contact
manifold and is subject to choice and transformations as
much as the canonical coordinates. A very clear discus-
sion of the meaning of the internal clock can be found
in [6] (see especially the discussion on the Schwarzschild
metrics).
Let us briefly mention the Dirac approach, which is a
method for solving the constraint C, alternative to the
reduced phase space approach. In this approach, one
solves the quantum constraint operator equation,
CˆΨ(q1, . . . , qn) = 0. (4)
For extracting dynamical content of the state Ψ, one ide-
ally would like the operator Cˆ to be linear in some mo-
mentum, say pˆ1 = i
∂
∂q1
,
Cˆ = i
∂
∂q1
− Hˆ,
where Hˆ does not involve differentiation with respect to
q1. Then, the q1 becomes the internal clock. In the Page
and Wootters proposal [7, 8] the “flow” of time consists in
the correlation between the quantum degree of freedom
qˆ1 and the rest of the system in the state Ψ(q1, . . . , qn).
A more common procedure would be to introduce the
physical Hilbert space,
Hphys = L2(Rn−1,dq2 . . . dqn),
and reinterpret the constraint equation (4) as the
Schro¨dinger equation that generates the dynamics in
Hphys and with respect to the classical internal clock q1.
The solution to Eq. (4) is then accordingly reinterpreted,
Ψ(q1, . . . , qn) = ψ(q2, . . . , qn)(t) ∈ Hphys,
for a fixed t = q1. For clear reviews of the known ap-
proaches to quantization of Hamiltonian constraints, see
[9, 10].
Our approach is first to reduce the constraint C by
choosing an internal clock and then to quantize the re-
spective reduced phase space. Therefore, we arrive di-
rectly at the Schro¨dinger equation instead of the quan-
tum constraint equation (4). Provided the linear form of
the constraint C with respect to p1, we may choose q1 as
the internal clock and define the reduced phase space as
(q2, . . . , qn, p2, . . . , pn) ∈ R2n−2.
Then we can introduce the reduced Hamiltonian to this
phase space,
H = H(q2, . . . , qn, p2, . . . , pn),
which may also depend on the classical variable t = q1;
however, for simplicity, we assume that it does not.
The reduced Hamiltonian generates the dynamics in the
reduced phase space with respect to q1. Its quantization
leads to the Schro¨dinger equation in Hphys, which in
the simplest cases is equivalent to Eq. (4) as discussed
above. In the following sections, we assume some initial
choice of internal clock, the reduced phase space, and the
reduced Hamiltonian and show how transformations of
the internal clock can be implemented into the reduced
phase space formalism and what their consequences
are for quantum mechanics. Although, in the general
case, the reduced phase space and the Dirac approach
may yield different quantum dynamics (e.g., for more
complex Hamiltonian constraints or for less obvious
choices of the internal clock), they both involve the same
arbitrariness in the internal clock. Therefore, we expect
that the result of our work is, at least qualitatively,
approach independent.
Let us recall the canonical description of the nonrela-
tivistic mechanics based on an external and fixed variable
t which parametrizes the evolution of systems. For each
value of the time variable t there corresponds a state of
a system in the phase space. Hence, the motion is repre-
sented by parametrized curves that lie in the phase space
extended by the time dimension (q, p, t). The absolute
time variable fixes a foliation of the (q, p, t) manifold.
Every slice of constant time admits a symmetry given
by canonical transformations that preserve the Poisson
brackets between observables.
Taking seriously the idea of internal clocks, we shall
put t on the same footing as the remaining internal vari-
ables, the canonical variables. The way to do so is to
extend the symmetry given by canonical transformations
to transformations that do not preserve the internal clock
t. In other words, we search for a new formalism that is
3t = const
C=0 (q,p,t)=R3
m
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FIG. 2: The constraint surface C = 0 embedded in an
extended phase space can be identified with a contact
manifold made of a lower-dimensional phase space by
choosing an internal clock.
invariant under transformations of internal clocks, which
in general take the form
t 7→ t¯ = t¯(t, q, p). (5)
See Fig. 3 for some examples. We postpone the task
of formulating such a formalism to later sections. At
present let us notice that such transformations are not
canonical because they do not preserve constant time
surfaces (see Fig. 3) as the canonical transformations
do. In this light, we have grounds to expect that
the canonical structure, which is usually given by the
Poisson bracket, is different for different internal clocks.
This does not make a difference at the classical level
where the Poisson bracket is an auxiliary, nonobservable
structure. On the other hand, the role of the Poisson
bracket is completely basic for constructing a quantum
theory. Therefore, we anticipate some nontrivial effects
related to the change of clock with respect to which we
measure the evolution, namely, the clock effects (for a
recent study of the clock effect, see [11]). How quantum
theories based on different internal clocks are related
and how to put them into a common framework is the
subject of the present paper.
Broadly speaking, the present work is a proposal
for a reformulation of quantum mechanics in such
a way as to replace the fixed and external time by
arbitrary and internal clocks. We place all the quantum
descriptions involving all the possible clocks in a fixed
Hilbert space. Their basic property is the invariance
of nondynamical properties of quantum systems with
respect to transformations of the internal clock. Also,
the quantum evolution of physical states is shown to be
unique for all clocks. The only difference with respect
to ordinary quantum mechanics turns out to be the
interpretation of dynamical properties of physical states,
which depends on the choice of internal clock. As we
show in the end of the article, our proposal contains
quantum mechanics in its usual formulation as a special
case. This, to our mind, provides a strong argument in
favor of our formalism.
The outline of the paper is as follows. Section II recalls
the notion of canonical transformations and describes an
extension called pseudocanonical transformations, which
include the internal clock transformations (5). Section
III illustrates the extended theory with the canonical
formalism of a particle on the real line. Section IV de-
scribes the effect of pseudocanonical transformations on
the form of quantum theory. The discussion is based on
the assumption of a unique quantization map underlying
the quantum theory in all internal clocks and leading to a
unique representation of constants of motion. The results
of this discussion are illustrated again with a particle on
the real line in Section V. In Section VI we describe how
the usual form of quantum mechanics can be obtained
from our formulation. We conclude in Section VII. The
Appendix provides some technical details of the analysis
made in Section V.
II. CANONICAL FORMALISM AND CLOCKS
Let us recall the basic framework of classical mechan-
ics. We consider a phase space (q, p) ∈ R2 equipped
with the symplectic form ω = dqdp and the Hamilto-
nian H(q, p), which generates dynamics in t through the
Hamilton equations:
dq
dt
= −ω−1(q,H), dp
dt
= −ω−1(p,H), (6)
where the Poisson bracket is the (minus) inverse of the
symplectic form, {·, ·} = −ω−1(·, ·). This framework is
conveniently reformulated by means of the contact mani-
fold which is the product of the phase space and the clock
manifold,
(q, p, t) ∈ R3. (7)
The symplectic form is then replaced by the contact form,
ωC = dqdp− dtdH(q, p), (8)
which lives in the contact manifold R3 rather than the
phase space R2. It reduces to the symplectic form at
constant clock surfaces,
ωC |t = ω = dqdp. (9)
Therefore, the definition of the Poisson bracket is mod-
ified accordingly as the (minus) inverse of the contact
form for constant clock surfaces,
{·, ·} = −ωC |−1t (·, ·). (10)
4t¯ = t t¯ = 2t + 0.3 t¯ = t + qp t¯ = t− 3qp3p2+1
p
q
t
FIG. 3: The two curves (solid and dashed) represent the motion of a particle in a contact manifold (phase space ×
time manifold). The planes represent constant time surfaces which fix an abstract (from the point of view of
classical mechanics) notion of simultaneity between states of a particle belonging to different solutions (represented
here by curves). The second picture from the left illustrates a time transformation which merely changes time units
and the zero-time point. The third and fourth pictures from the left illustrate time transformations which change
simultaneity between states of a particle belonging to different curves; they are studied in detail in Sec. V.
A. Canonical transformations
Now let us recall the very useful concept of canoni-
cal transformations (see, e.g., [12]). They are defined as
passive transformations of the contact manifold,
R3 3 (q, p, t) 7→ (q¯, p¯, t) ∈ R3, (11)
such that the contact form keeps its original form, that
is,
ωC = dq¯dp¯− dtdH¯(q¯, p¯). (12)
Note that the internal clock t is preserved by those trans-
formations. This makes sense if the Poisson bracket is to
be preserved. Note that the constant clock surfaces t and
the contact form ωC are unique geometrical objects and
so is ωC |t. Thus, the symplectic forms,
dqdp = dq¯dp¯, (13)
are equal, and their inverses define a unique Poisson
bracket. These transformations constitute a symmetry
of the classical formalism. Since the canonical formalism
is the one used for quantization it is not surprising that
this symmetry exists to some extent at the quantum level
in the form of unitary transformations.
B. Pseudocanonical transformations
The idea of pseudocanonical transformations is to in-
corporate the freedom of choosing the internal clock in
the canonical formalism as much as canonical transforma-
tions incorporate the freedom in choosing the canonical
coordinates [13].
Given initial canonical coordinates and the internal
clock (q, p, t), in terms of which the contact form reads
ωC = dqdp− dtdH, (14)
pseudocanonical transformations are defined as such
transformations of the canonical variables and the inter-
nal clock,
R3 3 (q, p, t) 7→ (q¯, p¯, t¯) ∈ R3, (15)
that the form of the contact form is preserved,
ωC = dq¯dp¯− dt¯dH¯(q¯, p¯). (16)
Observe that contrary to the case of canonical transfor-
mations, the internal clock is freely transformed. The
only extra requirement is that the clock t¯ is monotonic
with respect to t and can be written as:
dt¯
dt
=
∂t¯
∂t
− ω−1(t¯, H) > 0, (17)
where −ω−1(·, ·) is the Poisson bracket associated with
the clock t. Now, notice that
ωC |t¯ 6= ωC |t, (18)
as t¯ and t define different constant clock submanifolds in
the contact manifold. So we have a new symplectic form
ω¯ = ωC |t¯. (19)
The equations of motion again take the form of the
Hamilton equations,
dq¯
dt¯
= −ω¯−1(q¯, H¯), dp¯
dt¯
= −ω¯−1(p¯, H¯), (20)
but with respect to the new clock t¯.
5C. Special pseudocanonical transformations
The defining requirement that the pseudocanonical
transformations preserve the form of the contact form
as shown in Eq. (16) can be further specialized. Namely,
we may demand that the new Hamiltonian,
H¯(q¯, p¯) = H(q¯, p¯), (21)
exhibits the same formal dependence on the basic vari-
ables as the initial one, H(q, p). Since the basic vari-
ables are canonical with respect to their respective Pois-
son brackets,
−ω−1(q, p) = 1 = −ω¯−1(q¯, p¯), (22)
it follows that the Hamilton equations (6) and (20) must
now be formally the same. Therefore, given a solution to
the initial Hamilton equations,
q = Q(t), p = P (t), (23)
the respective solution to the new Hamilton equations
exists,
q¯ = Q(t¯), p¯ = P (t¯), (24)
where we have simply replaced t with t¯ in the formal
expression for the solution to obtain the same solution
parametrized by q¯, p¯, and t¯.
It follows that the observable
CJ(q, p, t) (25)
is a constant of motion, i.e. ∂tCJ = ω
−1(CJ , H(q, p)), if
and only if
CJ(q¯, p¯, t¯) (26)
is a constant of motion too, i.e. ∂t¯CJ = ω¯
−1(CJ , H(q¯, p¯)).
Therefore, we will specialize pseudocanonical transforma-
tions to the so-called special pseudocanonical transforma-
tions that preserve the form of all constants of motion,
CJ(q, p, t) = CJ(q¯, p¯, t¯). (27)
The above relation is a set of 2n algebraic equations as
there are exactly that many independent constants of (in-
tegrable) motion in 2n-dimensional phase space. Equa-
tion (27) supplemented with the clock transformation,
t¯ = t¯(q, p, t), (28)
fixes a new 2n+ 1-dimensional system of contact coordi-
nates (q¯, p¯, t¯).
Clock transformations can be most generally expressed
in terms of the delay function,
t 7→ t¯ = t+D(q, p, t). (29)
In what follows, for the sake of simplicity, we will assume
that the delay function is slightly restricted, namely
D = D(q, p). (30)
III. EXAMPLE: FREE PARTICLE I
In what follows we illustrate the above formalism with
an example of a free particle on the real line:
ωC = dqdp− dtdH, H = p
2
2
, (31)
where (q, p) ∈ R2 and t ∈ R.
To introduce special pseudocanonical transformation,
first, we identify all the independent constants of motion.
They are
C1(q, p, t) = p, C2(q, p, t) = q − pt (32)
The special pseudocanonical transformation is given by
the set of algebraic relations
C1(q, p, t) = C1(q¯, p¯, t¯),
C2(q, p, t) = C2(q¯, p¯, t¯),
t¯ = t+D(q, p),
(33)
which are equivalent to
p¯ = p,
q¯ = q − pD(q, p),
t¯ = t+D(q, p).
(34)
By explicit substitution one can verify that the form of
the contact form (31) is indeed preserved by (34)
ωC = dq¯dp¯− dt¯dH¯, H¯ = p¯
2
2
. (35)
Although the contact form remains the same before and
after the transformation, it is easily verified that the sym-
plectic form,
ω := ωC |t 6= ωC |t¯ =: ω¯, (36)
is modified and
− ω−1(q¯, p¯) = −ω−1 (q − pD(q, p), p) 6= −ω¯−1(q¯, p¯) = 1.
(37)
The new clock must be monotonic with respect to the
old one,
dt¯
dt
= 1 + p
∂D
∂q
> 0. (38)
The solution to the above equation defines a family of
admissible delay functions which neither stop nor invert
the flow of evolution.
IV. QUANTUM MECHANICS AND CLOCKS
Let us assume quantization as a linear map from func-
tions on phase space to linear operators in the Hilbert
space H, which in the most general case reads [14, 15]
f(q, p, t) 7→ Af :=
∫
t=const
dqdp f(q, p, t)M(q, p), (39)
6where the integration is made over the particular phase
space determined by the level sets of a given clock and
M(q, p) is a family of bounded operators on H, which
resolves the identity,∫
t=const
dqdp M(q, p) = I. (40)
This broad definition includes the case of the Weyl-
Wigner quantization (i.e., the canonical prescription),
M(q, p) = D(q, p)2PD†(q, p), (41)
where P is the parity operator, D(q, p) = ei(pQˆ−qPˆ ) is
the displacement operator, and Qˆ and Pˆ are the position
and momentum operators [16]. Suppose that we work in
another canonical formalism given in terms of (q¯, p¯, t¯), in
which we define quantization analogously,
f(q¯, p¯, t¯) 7→ A¯f :=
∫
t¯=const
dq¯dp¯ f(q¯, p¯, t¯)M¯(q¯, p¯), (42)
where M¯(q¯, p¯) resolves the identity, too. Note that in this
case the integration is taken over different phase spaces
determined by a new clock, t¯ = const. There is no rela-
tion between M¯(q¯, p¯) and M(q, p) at the moment. The
question that we address in the present article is the ques-
tion of dissimilarities between quantum theories obtained
through some acceptable quantization maps defined in
canonical formalisms based on different internal clocks.
We are interested in the dissimilarities due to different
choices of the internal clock rather than usual quanti-
zation ambiguities that may arise even in a fixed time
formalism like ordering ambiguity. The principal ques-
tion is how to ensure that the latter does not obscure the
former.
There exists a natural way to handle the above issue.
Namely, one requires that all the observables that are
constants of motions are quantized in the same way irre-
spectively of the internal clock in which the quantization
map is defined. This makes sense because one expects
that any nondynamical quantum property of a given sys-
tem should not depend on the clock employed solely for
describing its evolution. We notice that the special pseu-
docanonical transformations introduced by Eq. (27) are
such that observables that are constants of motion have
exactly the same dependence on the internal clock and
the respective canonical coordinates. Thus, we require
that ∫
t=const
dqdp CJ(q, p, t)M(q, p)
=
∫
t¯=const
dq¯dp¯ CJ(q¯, p¯, t¯)M¯(q¯, p¯),
where CJ is any nondynamical observable and the equal-
ity holds for any t = t¯ numerically (though the integra-
tion is made over different phase spaces). Since there are
exactly 2n independent constants of motions, which is
equal to the dimensionality of the phase space, we con-
clude that
M(·, ·) ≡ M¯(·, ·). (43)
It follows that observables that have formally the same
dependence on the respective contact coordinates are
promoted to unique operators, or unique families of oper-
ators enumerated by the values of the respective clocks,
namely,
f(q, p) 7→ Fˆ ⇒ f(q¯, p¯) 7→ Fˆ (44)
or
f(q, p, t) 7→ Fˆt ⇒ f(q¯, p¯, t¯) 7→ Fˆt¯ . (45)
Now we shall consider two cases. The first case is when
the observable f(q, p, t) is a constant of motion. Then
it is promoted to a unique quantum operator, say Cˆ.
Provided that it is self-adjoint, there exists a unique wave
function corresponding to any state |ψ〉 ∈ H,
〈φc|ψ〉 = ψ(c) ∈ L2(sp(Cˆ),dc), Cˆ|φc〉 = c|φc〉, (46)
where c denotes the eigenvalues of Cˆ. Since the opera-
tor Cˆ has a unique physical interpretation in all internal
clocks, the unique wave function of Eq. (46) provides a
unique physical interpretation to the state |ψ〉 ∈ H.
The second case is when the observable f(q, p, t) is not
a constant of motion. Then, for another choice of clock,
say t¯, we find that
f(q, p, t) = g(q¯, p¯, t¯), where f(·, ·, ·) 6= g(·, ·, ·), (47)
under the transformation set by Eqs. (27) and (28).
Upon quantization, they will be assigned two distinct op-
erators, say Fˆt and Gˆt¯, respectively. Provided that they
are self-adjoint, there exist two distinct wave functions
corresponding to any state |ψ〉 ∈ H,
〈φf |ψ〉 = ψ(f) ∈ L2(sp(Fˆt),df), Fˆt|φf 〉 = f |φf 〉, (48)
and
〈φ¯g|ψ〉 = ψ¯(g) ∈ L2(sp(Gˆt¯),dg), Gˆt¯|φ¯g〉 = g|φ¯g〉, (49)
where f and g denote the eigenvalues of Fˆt and Gˆt¯, re-
spectively. However, f and g have exactly the same phys-
ical meaning in their respective clock-based formalisms,
and since the spectra might not be the same, or at least,
ψ(·) 6= ψ¯(·), (50)
we conclude that a single state |ψ〉 ∈ H is given distinct
dynamical interpretations in those two formalisms.
Furthermore, we notice that the Hamiltonian, H(q, p)
or H(q¯, p¯), is formally the same function in all clocks
and thus, it is promoted to a unique quantum Hamilton
7operator, say Hˆ. Therefore, there is a unique Schro¨dinger
equation governing the evolution of quantum states,
i~
∂
∂τ
|ψ〉 = Hˆ|ψ〉, (51)
where τ ≡ t or τ ≡ t¯. Hence, up to parametrization, the
solution to Eq. (51) is unique.
To conclude this section, we summarize the interesting
properties exhibited by the proposed framework:
i: Given a physical system, all the respective canonical
formalisms based on all possible internal clocks and
related by pseudocanonical transformations may be
quantized in a uniform manner. All the respec-
tive quantum theories may be placed in the same
Hilbert space H.
ii: Any nondynamical information about any state
|ψ〉 ∈ H is provided by means of spectral decom-
position induced by a nondynamical operator and
is completely independent of the choice of internal
clock.
iii: Unitary evolution of any initial state
R 3 τ 7→ |ψ(τ)〉 ∈ H (52)
is completely independent of the choice of internal
clock.
iv: Any dynamical information about any state |ψ〉 ∈ H
is provided by means of spectral decomposition in-
duced by a dynamical operator and depends cru-
cially on the choice of internal clock.
v: Interpretation of the evolution of any initial state in
terms of spectral decomposition induced by a self-
adjoint dynamical Fˆ ,
R 3 τ 7→ 〈φf |ψ(τ)〉 = ψ(f, τ) ∈ L2(sp(Fˆ ),df), (53)
depends crucially on the choice of internal clock.
V. EXAMPLE: FREE PARTICLE II
In what follows we extend the classical-level analysis
of a free particle, which we made in Sec. III to the quan-
tum level by making use of the framework presented in
the last section. First, we use the canonical quantization
prescription to obtain the position and the momentum
operators. The momentum operator represents a con-
served quantity, and thus we use it to give a choice of
clock-independent characterization of state vectors in the
Hilbert space. The position operator represents a dynam-
ical quantity and thus, we use it to study the dependence
of the respective characterisations of state vectors on the
choice of internal clock.
Suppose that q represents the position of a particle, p
represents the momentum of a particle, and t represents
some clock. Now, q¯, p¯, and t¯ are another set of con-
tact coordinates that are related to the original one by
the pseudocanonical transformation (34) after exchang-
ing the roles of the barred and unbarred variables. We
quantize the canonical coordinates by the Weyl-Wigner
map (41), which is applied to all possible phase spaces
by the formal replacement of the respective canonical co-
ordinates in accordance with Eq. (43). For the clock t,
we obtain
q 7→ Qˆ,
p 7→ Pˆ ,
(54)
and for the clock t¯,
q = q¯ − p¯D(q¯, p¯) 7→ Sym[Qˆ− PˆD(Qˆ, Pˆ )],
p = p¯ 7→ Pˆ ,
(55)
where Qˆ and Pˆ are, respectively, the position and the
momentum operator on the real line and Sym[·] denotes
symmetrisation of the expression [·] with respect to the
basic operators. We observe in consistency with the dis-
cussion of the last section that the conserved momen-
tum p is promoted the same operator irrespectively of
the choice of internal clock, whereas the dynamical po-
sition q is promoted to different operators in different
clocks.
Since the momentum p is promoted to the same opera-
tor Pˆ in all clocks, we can ascribe a unique wave function
to any state vector |ψ〉 ∈ H,
ψˆ(p) = 〈p|ψ〉, (56)
where Pˆ |p〉 = p|p〉. The associated probability distribu-
tion,
Pψˆ(p) = |ψ(p)|2, (57)
provides a unique distribution of momenta in a given
state vector |ψ〉 ∈ H irrespectively of the choice of clock
with respect to which we measure the momentum. There-
fore, we will use the momentum operator to fix a unique
state by means of a wave function in p and then study
its spectral decomposition with respect to dynamical op-
erators. We set the wave function
ψˆ(p) = (piσ)−1/4e−
1
2σ (p−p0)2e−ix0p, (58)
where x0 is the expectation value of the position operator
(in clock t), p0 is the expectation value of the momentum
operator, and σ is the dispersion of momentum.
Now, our task is to represent the state (58) as a wave
function on the spectrum of the position operator cor-
responding to the classical observable q. Since we have
different operators corresponding to this observable de-
pending on the choice of clock, we obtain many different
respective eigenvalue problems. In the clock t, it reads
Qˆ|q〉 = q|q〉, (59)
8whereas in the clock t¯, it reads
Sym[Qˆ− PˆD(Qˆ, Pˆ )]|q〉 = q|q〉. (60)
Since the solutions |q〉 to Eqs. (59) and (60) are different,
the associated wave functions,
ψ(q) = 〈q|ψ〉, (61)
will be different, too. In fact, even the spectrum can be
different in character, continuous or discrete, depending
on the choice of clock. Let us denote the spectrum as
X = {q}. Let us also constrain the delay functions D to
the following form:
D(q¯, p¯) = q¯f(p¯). (62)
Then, it can be deduced from Eq. (55) that the posi-
tion operator in the clock t¯ acts on wave functions in
momentum representation ψˆ(p) ∈ L2(R,dp) as follows:
q 7→ i ∂
∂p
+
1
2
(
i
∂
∂p
· pf(p) + pf(p) · i ∂
∂p
)
. (63)
In the Appendix, we solve the eigenvalue problem for the
above operator explicitly and show that there are two
possible cases:
A.
∫ +∞
−∞
dp
1 + pf(p)
<∞
B.
∫ +∞
−∞
dp
1 + pf(p)
=∞.
In case A. the spectrum X is discrete, whereas in case B.
the spectrum X is continuous.
A. Discrete spectrum
We consider an example of a delay function (see Fig.
3),
D(q¯, p¯) = q¯p¯. (64)
The monotonicity condition (38) is trivially fulfilled, and
we find from Eq. (63)
q 7→ i(1 + p2) ∂
∂p
+ ip,
|q〉 = e
−iq arctan(p)
√
pi
√
p2 + 1
, q = 2n+ µ ∈ X,
(65)
where n ∈ N enumerates the eigenvalues and µ ∈ [0, 2) is
a fixed parameter that enumerates unitarily inequivalent
representations and we choose µ = 0.
It immediately follows that the wave function in q corre-
sponding to the state vector |ψ〉 of Eq. (58) reads
ψ(q) = 〈q|ψ〉 =
∫
R
dp√
p2 + 1
eiq arctan(p)√
pi
ψˆ(p). (66)
We plot the associated probability distribution Pψ =
|〈q|ψ〉|2 in Fig. 4. The spectrum X is discrete, the prob-
ability of measuring a specific position is marked with a
dot, the straight dashed lines connecting the dots do not
have any physical meaning, and they simply interpolate
the distribution domain to all real values.
It can be seen that the states of vanishing average po-
sition x0 = 0 in the original clock t correspond to distri-
butions with zero average position in the clock t¯. More-
over, the dispersion of position distribution also increases
with lowering the dispersion of momentum distribution
σ. However, the specific dependence is now different. In
particular, contrary to the original case, for the clock t¯,
the larger the value of p0 (the average momentum) the
larger the dispersion of position for a fixed dispersion of
momentum.
The case of nonvanishing average position x0 = −4 is
even more interesting. One can clearly see that the av-
erage position remains nonzero; nevertheless, its value is
now different as 〈q〉 ≈ −6 6= x0. The dispersion of posi-
tion is also modified as
∑
q Pψ ·
√
(q − 〈q〉)2 ≈ 1.82 6= 1.
What is even more striking, the probability distribution
possesses more than one maximum contrary to the orig-
inal case.
B. Continuous spectrum
This case is divided into two subcases:
1. One of the integrals
∫ ±∞
0
dp
1+pf(p) is finite.
2. Neither of the above integrals is finite.
The latter corresponds to the position operator with
the real spectrum, whereas the former corresponds to
the position operator, which is not self-adjoint. Thus,
we study subcase 2.
We consider the delay function (see Fig. 3)
D(q¯, p¯) = − 3q¯p¯
3p¯2 + 1
(67)
The monotonicity condition (38) is trivially fulfilled, and
according to Eq. (63), the position operator in the new
clock and its eigenvectors read
q 7→ i
3p2 + 1
∂
∂p
− i 3p
(3p2 + 1)2
,
|q〉 =
√
3p2 + 1
2pi
e−iq(p
3+p), q ∈ R.
(68)
The spectrum of the position operator in the new clock
is real X = R.
It immediately follows that the wave function in q cor-
responding to the state vector |ψ〉 of Eq. (58) reads
ψ(q) = 〈q|ψ〉 =
∫
R
dp
√
3p2 + 1eiq(p
3+ap) ψˆ(p). (69)
It can be seen from Fig. 5 that for all the included
values of the parameters of the state vector (σ, x0, p0)
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FIG. 4: Probability distribution Pψ = |〈q|ψ〉|2 of position eigenvalues for the state |ψ〉 [defined in (58)] in the old
clock t (on the left) and in the new clock t¯ = t+ qp (on the right). On the right: the probability for specific
eigenvalues is marked with dots. The spectrum is discrete.
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FIG. 5: Probability distribution Pψ = |〈q|ψ〉|2 of position eigenvalues for the state |ψ〉 [defined in (58)] in the old
clock t (on the left) and in the new clock t¯ = t− 3 qp1+3p2 (on the right). The spectrum is continuous in both cases.
the respective probability distributions Pψ = |〈q|ψ〉|2 in
the new and the old clocks can differ significantly. For
x0 = 0, the dispersion of position in the new clock is
visibly smaller, though the vanishing average position is
preserved. For the nonvanishing x0 = −5, the character
of the distribution has changed a lot. In particular, it
exhibits more than one maximum.
Some previous results on physical operators in the
Dirac approach to quantization show that it is impos-
sible to predict the character of their spectra from their
definitions in the kinematical Hilbert space which does
not yet satisfy the quantum constraint [17]. For exam-
ple, the discreteness of the volume operator in the kine-
matical Hilbert space of loop quantum gravity does not
necessarily entail the discreteness of the volume opera-
tor once the quantum constraint is imposed. Note that
our result independently confirms and strengthens these
previous results. We show that the “nonpredictability”
is due to arbitrariness in the choice of internal clock and
that there might be, in fact, many different spectra for a
unique physical observable.
VI. QUANTUM MECHANICS REGAINED
In what follows, we show how to reconcile the proposed
framework of quantum mechanics in internal clocks with
quantum mechanics based on a fixed external time, which
works so well in physicists’ laboratories. For this purpose
we will consider a system made of two free particles and
equipped with some initial internal clock. The particles
represent, respectively, a laboratory system and the en-
vironment. We assume that states of the particle repre-
senting the environment and the initial clock provide a
pool of new admissible clocks. The fact that we use for
the purpose of the following analysis two particles instead
of a more complex system is completely irrelevant. How-
ever, our analysis is based on two essential assumptions,
which, in our minds, correspond to the real situation of
the laboratory systems and their environments. We in-
troduce them below.
Let us consider a system of two freely moving particles,
denoted by P1 and P2, and a clock t. The canonical
formalism consists of the phase space basic variables and
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an internal clock (q1, p1, q2, p2) ∈ R4. The dynamics of
the total system is encoded in the contact form,
ωC = ωC,1+ωC,2,
ωC,i = dqidpi − dtdHi, Hi = p
2
i
2
, i = 1, 2.
(70)
The canonical variables describe the positions and mo-
menta of the particles. We denote the corresponding
symplectic forms by
ωi = ωC,i|t.
The Hamilton equations read:
dq1
dt
= −ω−11 (q1, H1),
dp1
dt
= −ω−11 (p1, H1), (71)
and
dq2
dt
= −ω−12 (q2, H2),
dp2
dt
= −ω−12 (p2, H2). (72)
Now, we make the key assumptions:
1: Particle P1 is quantum, and the canonical descrip-
tion presented above forms the underlying classical
limit, whereas the particle P2 is described classi-
cally.
2: Particles P1 and P2 do not interact, which is encoded
in Eq. (70), and thus, each energy, H1 and H2, is
conserved separately.
Let us consider a clock transformation that involves
only external degrees of freedom to particle P1, that is,
a transformation that depends on the states of particle
P2,
t 7→ t¯ = t+D(q2, p2). (73)
The respective pseudocanonical transformation reads
q¯1 = q1 − p1D(q2, p2), p¯1 = p1, (74)
q¯2 = q2 − p2D(q2, p2), p¯2 = p2, (75)
in accordance with the previous sections, in particular
with Eq. (34). We note that D(q2, p2) depends only on
the state of particle P2, the dynamics of which is classical
and completely independent of particle P1 as is apparent
from Eq. (72). As a result, from the point of view of the
dynamics of particle P1,
D(q2(t), p2(t)) = ∆(t) (76)
is an external, time-dependent parameter, and the trans-
formation (74) is canonical. Why? It suffices to notice
that from the point of view of the particle P1 the clock
transformation (73) can be rewritten as
t 7→ t¯ = t+ ∆(t), (77)
and hence, it does not modify the constant time surfaces
but merely relabels them. As a result, the symplectic
form understood as a restriction of the respective contact
form to constant time surfaces (9),
ω¯1 = ωC,1|t¯ = ωC,1|t+∆(t) = ω1, (78)
remains unchanged. Obviously, this cannot be said of
particle P2 and upon the transformation (75)
ω¯2 6= ω2. (79)
Let us canonically quantize particle P1,
q1 7→ Q, p1 7→ P, H1 7→ 1
2
P 2, (80)
and the dynamics of the entire system is given by the
Hamilton equations (72) combined with the Schro¨dinger
equation,
i
∂|ψ〉
∂t
=
1
2
P 2|ψ〉, |ψ〉 ∈ H (81)
and occurs in the tensor product of one-particle phase
space and the Hilbert space, R2 ⊗H.
From the pseudocanonical transformation (74), one
finds that the observable q1 in the phase space variables
q¯1, p¯1 reads
q1 = q¯1 −∆(t)p¯1. (82)
As discussed in Sec. IV, the respective quantisation in t¯
reads
q¯1 7→ Q, p¯1 7→ P, (83)
and hence the operator corresponding to the observable
q1 in the clock t¯ reads
q1 7→ Q−∆(t)P, (84)
which, in comparison with Eq. (80), shows that the
unique observable q1 (the position of particle P1) is in
fact assigned a different operator in the two different
clocks. There exists a unitary transformation U corre-
sponding to (74), which relates the basic operators
UQU† = Q−∆(t)P, UPU† = P, (85)
which implies
U = e−
i∆
2 P
2
. (86)
In fact, U corresponds to a shift in time by −∆, as the
quantum Hamiltonian reads Hˆ1 =
1
2P
2.
Suppose we use the position operator of particle P1 to
assign a wave function to a state vector |ψ〉 ∈ H in t:
ψ(q1) = 〈q1|ψ〉, Q|q1〉 = q1|q1〉. (87)
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Then making the same decomposition of |ψ〉 ∈ H in t¯
gives
ϕ(q1) = 〈q1|U†|ψ〉, (Q−∆(t)P )U |q1〉 = q1U |q1〉, (88)
which is another wave function since the position opera-
tor is different now. In fact, they are related by U ,
ψ(q1) = Uϕ(q1) (89)
as U relates the eigenvectors corresponding to the same
value in the position spectrum, q1. Therefore, observers
associated with different clocks must interpret a given
state |ψ〉 ∈ H in the same way except that they make
their interpretation at different moments, shifted by
∆(t), since they differently label the same constant time
surfaces. Thus, there is no clock effect.
The evolution of wave functions given by the respective
Schro¨dinger equations are physically identical in both
clocks as
i∂tψ(q1) = Hˆψ(q1) (90)
implies
U†i∂tUϕ(q1) = Hˆϕ(q1), (91)
which expressed explicitly reads
i
1 + ∂t∆(t)
∂tϕ(q1) = Hˆϕ(q1), (92)
and is equivalent to
i∂t¯ϕ(q1) = Hˆϕ(q1) (93)
by the virtue of the clock transformation (77). Therefore,
the described clock transformation represents merely a
change of units and origin of time with no consequences
for the quantum theory.
We conclude the present section by encapsulating our
finding as follows: given a quantum system, clock trans-
formations that involve only external and classical de-
grees of freedom merely change the units of time in its
quantum description. This kind of transformations ex-
plains why unique Schro¨dinger equations apply to labo-
ratory setups that make a clear division between exam-
ined quantum systems (P1) and classical environments
(P2). Therefore, quantum mechanics in internal clocks
contains quantum mechanics in a fixed time as a special
case.
VII. CONCLUSIONS
Quantum mechanics is based on an external and fixed
parameter called time. According to general relativity
no such entity exists. Thus, the evolution of gravita-
tional systems is described in terms of internal degrees of
freedom. In this work we have proposed a reformulation
of quantum mechanics in such a way as to remove the
absolute time from its formalism and replace it with an
arbitrarily chosen internal degree of freedom, the internal
clock.
We arrive at our formulation by first extending the
symmetry of the canonical formalism of classical mechan-
ics. Namely, canonical transformations are replaced by
pseudocanonical transformations which include the for-
mer as a normal subgroup and which allow us to switch
from one internal clock to another. The canonical for-
malisms equipped with different internal clocks are phys-
ically completely equivalent.
Next, we lift the extended symmetry to the quantum
level. Quantizations of canonical formalisms in all in-
ternal clocks satisfy the basic postulate of the new for-
mulation: all Dirac observables are represented by the
same quantum operators in a fixed Hilbert space irre-
spectively of the choice of clock. Therefore, any state
of a quantum system is unambiguously represented by
a vector in the fixed Hilbert space, which can be un-
ambiguously expressed by a wave function in any Dirac
observable representation. Moreover, the motion of state
vectors in the Hilbert space is unique as it is determined
by the Schro¨dinger equation based on an unambiguously
quantized Dirac observable, the Hamiltonian.
Then, we show that the choice of internal clock influ-
ences the dynamical properties of quantum states. This
is so because dynamical observables are represented by
different quantum operators for different internal clocks.
Hence, for a fixed vector in the Hilbert space, the form
of the wave function in any dynamical observable repre-
sentation depends on the choice of internal clock. As we
show in the simple example of a free particle, the spec-
trum of the position operator can even have a different
character that depends on the chosen internal clock.
The described nonequivalence of different internal
clock frames for a given quantum system is a distinctive
and inevitable property of the internal clock formulation
of quantum mechanics. We call it the clock effect.
Finally, the new formulation contains the usual formu-
lation of quantum mechanics as a special case. When we
study a quantum system in a laboratory, we separate it
from its environment that is classical. The environment
provides a supply of internal clocks that do not influ-
ence the quantum observables for the laboratory system.
Therefore, the environment plays a role of the external
and fixed time, which can be assumed in the formalism.
From this, we conclude that our reformulation is com-
pletely consistent with the ordinary formalism and au-
tomatically reproduces all its successful results. On the
other hand, it seems to be more appealing theoretically.
The most important gain from our reformulation of
quantum mechanics is that it can now be applied to
gravitational systems. In comparison with the ordinary
quantum mechanics, the presented formalism places even
more constraints on the classical interpretation of physi-
cal systems. It implies for the early Universe multiple or-
dinary quantum scenarios of the birth of the Universe. At
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the same time, it predicts that, as the universe expands
and classical environments are formed, its quantum dy-
namical properties converge. Finally, the Universe at
large scales approaches a completely classical and unique
state. For application of the internal clock formulation
of quantum mechanics to a cosmological system, see, e.g.
[18].
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APPENDIX: SOLUTION TO THE EIGENVALUE
PROBLEM
Our discussion of the spectral properties of the opera-
tors considered in Sec. V is based on the von Neumann
theory of unbounded self-adjoint operators on Hilbert
space described, e.g., in [19]. In Sec. V, we quantize
the position of a particle on the real line, denoted by q,
with respect to unusual clocks related to the initial one
as t¯ = t + D, where D is given in Eq. (62). The re-
spective position operator is given in Eq. (63). Let us
introduce an auxiliary function h(p) = 1+pf(p) and give
the operator (63) the following form
1
2
(
i
∂
∂p
· h(p) + h(p) · i ∂
∂p
)
. (94)
The above form can be simplified by means of unitary
transformations. The first one reads
L2(R, dp) 7→ L2(R, h−1(p)dp),
ψ(p) 7→ ϕ(p) = h1/2(p)ψ(p), (95)
and hence,
i
∂
∂p
ψ(p) 7→ h1/2(p)i ∂
∂p
h−1/2(p)ϕ(p). (96)
The second one reads
L2(R, h−1dp) 7→ L2(X,dz),
ϕ(p) 7→ φ(z) = ϕ(p(z)), (97)
where dpdz = h(p) and
i
∂
∂p
ϕ(p) 7→ dz
dp
· ∂
∂z
φ(z). (98)
The application of the above unitarity transformations
to the position operator (94) leads to
1
2
(
i
∂
∂p
· h(p) + h(p) · i ∂
∂p
)
ψ(p) 7→ i ∂
∂z
φ(z), (99)
where
φ(z) = h1/2ψ(p(z)) ∈ L2(X,dz), (100)
that is, the position operator is simplified to the usual
form of the “momentum operator” on the space X. The
solution of the eigenvalue problem is straightforward; the
only issue is the space X itself and we distinguish three
cases:
1. X = R if the integrals
∫ ±∞
0
dp
h(p) are infinite.
2. X = R+ if one of the integrals
∫ ±∞
0
dp
h(p) is finite.
3. X = I (where I stands for an interval) if the integral∫∞
−∞
dp
h(p) is finite.
It is well known that for case 1 the momentum oper-
ator is self-adjoint and has a continuous real spectrum;
for case 2, the momentum operator has no self-adjoint
extension (and we omit this case); for case 3, the mo-
mentum operator has many inequivalent self-adjoint ex-
tensions and each of them possesses an unbounded and
discrete spectrum.
In Sec. V, we consider two cases, A) the discrete
one h(p) = p2 + 1, and B) the continuous one h(p) =
(3p2+1)−1. Both satisfy the monotonicity condition (38),
which now reads
h(p) > 0. (101)
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