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Abstract: We propose a noniterative sampling approach by combining the inverse
Bayes formulae (IBF), sampling/importance resampling and posterior mode esti-
mates from the Expectation/Maximization (EM) algorithm to obtain an i.i.d. sam-
ple approximately from the posterior distribution for problems where the EM-type
algorithms apply. The IBF shows that the posterior is proportional to the ratio of
two conditional distributions and its numerator provides a natural class of built-in
importance sampling functions (ISFs) directly from the model speciﬁcation. Given
that the posterior mode by an EM-type algorithm is relatively easy to obtain, a best
ISF can be identiﬁed by using that posterior mode, which results in a large overlap
area under the target density and the ISF. We show why this procedure works the-
oretically. Therefore, the proposed method provides a novel alternative to perfect
sampling and eliminates the convergence problems of Markov chain Monte Carlo
methods. We ﬁrst illustrate the method with a proof-of-principle example and then
apply the method to hierarchical (or mixed-eﬀects) models for longitudinal data.
We conclude with a discussion.
Key words and phrases: Bayesian computation, data augmentation, EM algorithm,
Gibbs sampler, inverse Bayes formulae, MCMC, sampling/importance resampling.
1. Introduction
The EM algorithm (Dempster, Laired and Rubin (1977)) is an iterative de-
terministic method for ﬁnding the maximum likelihood estimate (MLE), and is a
powerful yet easy to use tool for likelihood inference. It has been especially useful
in incomplete data problems. However, in applications with small samples, the
likelihood may not be adequately summarized by the MLE and its asymptotic
covariance matrix. Although ﬁnding the MLE itself is relatively easy, the stan-
dard errors in problems involving many parameters are diﬃcult to obtain with
the EM algorithm. For example, the method of Louis (1982) involves second
order partial derivatives. Therefore, it is appealing to use a Bayesian model with
non-informative priors to ﬁnd the entire posterior of the parameters of interest.
The key then is how to calculate the posterior.
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Several approaches have been taken to calculate posteriors. Traditionally,
accept-reject sampling and sampling/importance resampling (SIR)(Rubin (1988))
are used to obtain samples from the posterior. Although both sampling methods
generate independent samples, they are problematic in many applications (espe-
cially those of high-dimension) in which the envelope function or the importance
sampling function (ISF) is not readily available, thus limiting their scope of ap-
plication. For example, although an ingenious development, SIR has rarely been
used in practice, partly because of the lack of an eﬃcient generic ISF directly
from the model speciﬁcation of a practical problem.
The great progress in Bayesian computation over the last decade has focused
on the Gibbs sampler and in general Markov chain Monte Carlo (MCMC) meth-
ods (see, e.g., Chen, Shao and Ibrahim (2000)). The Gibbs sampler is appealing
for its general applicability and ease of implementation. However, the burden
of proof is shifted to the monitoring of stochastic convergence and mixing of
the Markov chain, which so far can only be assessed with convergence diagnos-
tics (Robert and Casella (1999), Jones and Hobert (2001)). As pointed out by
Gelfand (2002), “in general, convergence can never be assessed, as comparison
can be made only between diﬀerent iterations of one chain or between diﬀer-
ent observed chains, but never with the true stationary distribution”. Because of
this problem, intense research has also focused on generating samples distributed
perfectly as the stationary distribution of the Markov chain (Green and Murdoch
(1999), Casella, Lavine and Robert (2001)). Unfortunately, such an algorithm is
currently feasible only for limited low-dimensional problems, and the cost of ob-
taining multiple (n) samples is far greater than that of the usual MCMC, because
essentially the entire algorithm must be repeated n times.
The purpose of this article is to develop a noniterative sampling method, as
opposed to iterative sampling in MCMC, for computing posteriors based on the
inverse Bayes formulae (IBF) and SIR to obtain i.i.d. samples approximately
from the posterior distribution while utilizing the posterior mode and structure
from the EM-type algorithm. The IBF include a pointwise, a sampling-wise and
a function-wise version. The sampling-wise IBF (2.6) expresses the observed
posterior density as the ratio of the complete-data posterior to the conditional
predictive density, up to a normalizing constant, and can be derived readily from
the fundamental Bayes Theorem, whereas the pointwise and function-wise IBF
give explicit formulae for the observed posterior. Interestingly, the origin of the
sampling-wise IBF can be traced back to Hammersley and Cliﬀord (1970) (see
also Besag (1974)). It is quite recent, however, that the pointwise version and its
implications are explored by Ng (1997). Meng (1996) discussed the usefulness of
the pointwise IBF in checking compatibility.
The idea of the IBF sampling in an EM framework is as follows. First
we augment the observed data with latent data and obtain the structure of
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augmented posterior/conditional predictive distributions as in the EM or the
data augmentation (DA) algorithm (Tanner and Wong (1987)). Then, in the
class of built-in ISFs provided by the sampling-wise IBF, we choose a best ISF
by using preliminary estimates from the EM algorithm so that the overlap area
under the target density and the ISF is large. Finally the sampling-wise IBF and
SIR are combined to generate i.i.d. samples approximately from the observed
posterior distribution. We show that the synergism of IBF, EM and SIR creates
an attractive sampling approach for Bayesian computation. Since the sampling-
wise IBF and the EM share the DA structure, the IBF sampling via the EM does
not require extra derivations, and can be applied to problems where the EM is
applicable while obtaining the whole posterior.
In Section 2, we propose the IBF sampling method and theoretically justify
an optimal choice of ISF. The performance of the IBF sampling is ﬁrst evaluated
in a proof-of-principle example and is then demonstrated with the hierarchical
(or mixed-eﬀects) models for longitudinal data in Section 3. Some discussion is
presented in Section 4.
2. The IBF Method
For ease of exposition, we adopt the familiar notations in the EM/DA
algorithm and focus on the structure of augmented posterior/conditional pre-
dictive distributions. Let Yobs denote the observed data and θ the parame-
ter vector of interest. The observed data Yobs is augmented with latent vari-
ables (or missing data) Z so that both the augmented (or complete-data) poste-
rior distribution f(θ|Yobs,Z)(θ|Yobs, z) and the conditional predictive distribution
f(Z|Yobs,θ)(z|Yobs, θ) are available. Let θˆobs denote the mode of the observed poste-
rior density f(θ|Yobs)(θ|Yobs) and S(θ,Z|Yobs), S(θ|Yobs) and S(Z|Yobs) denote the joint
and conditional supports of (θ, Z)|Yobs, θ|Yobs and Z|Yobs, respectively. Through-
out this paper, we always make two basic assumptions: (a) the observed posterior
mode θˆobs (or the MLE θ˜) is already obtained via the EM algorithm; and (b)
the joint support is a product space, i.e., S(θ,Z|Yobs) = S(θ|Yobs) × S(Z|Yobs), or
equivalently, S(θ|Yobs,Z) = S(θ|Yobs) and S(Z|Yobs,θ) = S(Z|Yobs). Our goal is to ob-
tain i.i.d samples from the observed posterior distribution f(θ|Yobs)(θ|Yobs). To
achieve this aim, we propose two versions of IBF sampling because of their dif-
ferent implications in Bayesian computation.
2.1. IBF sampling
The basic idea is that if we can obtain m i.i.d. samples {z(k1), . . . , z(km)}
from the marginal predictive distribution f(Z|Yobs)(z|Yobs) and generate θ(i) from
the augmented posterior distribution f(θ|Yobs,Z)(θ|Yobs, z(ki)) for i = 1, . . . ,m,
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then θ(1), . . . , θ(m) are i.i.d. samples from the observed posterior f(θ|Yobs)(θ|Yobs).
Therefore, the key is to be able to generate i.i.d. samples from f(Z|Yobs)(z|Yobs).
This can be achieved by using
f(Z|Yobs)(z|Yobs) ∝
f(Z|Yobs,θ)(z|Yobs, θ0)
f(θ|Yobs,Z)(θ0|Yobs, z)
,
for some arbitrary θ0 ∈ S(θ|Yobs)
and all z ∈ S(Z|Yobs),
(2.1)
where, in general, S(θ|Yobs) = Sθ, but S(Z|Yobs) = SZ . Considering the conditional
predictive distribution as an approximation to the marginal predictive distribu-
tion f(Z|Yobs)(z|Yobs), IBF sampling is realized via SIR: (i) Draw J independent
samples of Z from f(Z|Yobs,θ)(z|Yobs, θ0), denoted by z(1), . . . , z(J); (ii) Calculate
the reciprocals of the augmented posterior densities to obtain the weights
ωj = f−1(θ|Yobs,Z)(θ0|Yobs, z
(j))
/ J∑
=1
f−1(θ|Yobs,Z)(θ0|Yobs, z
()), j = 1, . . . , J ;
(2.2)
(iii) Choose a subset from {z(1), . . . , z(J)} via resampling without replacement
from the discrete distribution on {z(j)} with probabilities {ωj} to obtain an
i.i.d. sample of size m (< J) approximately from f(Z|Yobs)(z|Yobs), denoted by
{z(k1), . . . , z(km)}. It is worth noting that only one pre-speciﬁed θ0 is needed for
the whole IBF sampling process.
Clearly, the sampling-wise IBF (2.1) provides a natural class of ISFs: the con-
ditional predictive distributions {f(Z|Yobs,θ)(z|Yobs, θ) : θ ∈ S(θ|Yobs)}, available
from the model speciﬁcation. However, the eﬃciency (but not the correctness)
of IBF sampling depends on how well the ISF approximates the target function
f(Z|Yobs)(z|Yobs). Since (2.1) holds for any given θ0 ∈ S(θ|Yobs), it suﬃces to select
a θ0 such that f(Z|Yobs,θ)(z|Yobs, θ0) best approximates f(Z|Yobs)(z|Yobs). Heuris-
tically, if θ0 is chosen to be the observed posterior mode θˆobs, the overlap area
under the two functions would be substantial since the approximation is accurate
to the order of O(1/n), as shown in the following theorem.
Theorem 1. Let the observed posterior density f(θ|Yobs)(θ|Yobs) be a unimodal
function with mode θˆobs and let n denote the sample size of the observed data
Yobs. Then
f(Z|Yobs)(z|Yobs) = f(Z|Yobs,θ)(z|Yobs, θˆobs){1 + O(1/n)}. (2.3)
Proof. Let g(θ) be an arbitrarily smooth, positive function for θ ∈ S(θ|Yobs) ⊆
IRk, L(θ|Yobs) the likelihood function and fθ(θ) the prior. The posterior mean of
g(θ) can be written as
E{g(θ)|Yobs} =
∫
S(θ|Yobs)
g(θ)f(θ|Yobs)(θ|Yobs) dθ =
∫
g(θ) exp{n (θ)} dθ∫
exp{n (θ)} dθ , (2.4)
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where n (θ) = log{L(θ|Yobs)fθ(θ)} ∝ log{f(θ|Yobs)(θ|Yobs)}. Thus (θ) has the
same mode as f(θ|Yobs)(θ|Yobs), i.e., ′(θˆobs) = 0. Applying Laplace’s method
to the numerator of (2.4), we have
∫
g(θ) exp{n(θ)}dθ .= g(θˆobs) exp{n(θˆobs)}
(2π/n)k/2|Σ|1/2, where Σk×k = −(∂2(θˆobs)/(∂θ ∂θ))−1. Similarly, for the de-
nominator of (2.4), we have
∫
exp{n (θ)} dθ .= exp{n (θˆobs)}(2π/n)k/2|Σ|1/2.
Tierney and Kadane (1986) showed that the resulting ratio is g(θˆobs) up to error
O(1/n). Thus, E{g(θ)|Yobs} = g(θˆobs){1 + O(1/n)}. Since f(Z|Yobs)(z|Yobs) =∫
f(Z|Yobs,θ)(z|Yobs, θ)f(θ|Yobs)(θ|Yobs) dθ = E
{
f(Z|Yobs,θ)(z|Yobs, θ)
∣∣∣Yobs}, (2.3) fol-
lows immediately.
Remark 1. Since a subset of independent random variables is still independent,
in IBF sampling {z(k1), . . . , z(km)} is an independent sample. The second part of
Step (iii), i.e., “resampling from the discrete distribution on {z(j)} with proba-
bilities {ωj}”, implies {z(k1), . . . , z(km)} are approximately from f(Z|Yobs)(z|Yobs)
with the approximation “improving” as J increases (Smith and Gelfand (1992)).
However, resampling with replacement would result in dependent samples.
Remark 2. The weights in the IBF sampling diﬀer fundamentally from those as-
sociated with the harmonic mean estimate of Newton and Raftery (1994) which,
as pointed out by Gelfand and Dey (1994), is likely to suﬀer from numeric in-
stability since the reciprocals of augmented posterior densities may approach
inﬁnity. However, in the proposed method, the weights {ωj} in (2.2) are ratios
and free from this kind of numeric instability. In fact, for some j0 (1 ≤ j0 ≤ J),
if f−1(θ|Yobs,Z)(θ0|Yobs, z(j0))→∞, we have
ωj0 =

1 +
J∑
=1,  =j0
f−1(θ|Yobs,Z)(θ0|Yobs, z())
f−1(θ|Yobs,Z)(θ0|Yobs, z(j0))


−1
−→ 1.
When J is very large, say J = 105, some weights will be extremely small. Ac-
cording to our experience, the use of the exponent of the logarithm of the ratio
in calculating weights {ωj} helps enhance numeric accuracy.
2.2. IBF sampling: an alternative
An alternative sampling method can be derived by exchanging the role of θ
and Z in sampling-wise IBF (2.1). The observed posterior can be expressed in
three diﬀerent ways:
f(θ|Yobs)(θ|Yobs)=
{∫
S(Z|Yobs)
f(Z|Yobs,θ)(z|Yobs, θ)
f(θ|Yobs,Z)(θ|Yobs, z)
dz
}−1
, for any given θ∈S(θ|Yobs), (2.5)
f(θ|Yobs)(θ|Yobs) ∝
f(θ|Yobs,Z)(θ|Yobs, z0)
f(Z|Yobs,θ)(z0|Yobs, θ)
,
for some arbitrary z0 ∈ S(Z|Yobs)
and all θ ∈ S(θ|Yobs),
(2.6)
630 MING TAN, GUO-LIANG TIAN AND KAI WANG NG
f(θ|Yobs)(θ|Yobs)=
f(θ|Yobs,Z)(θ|Yobs, z0)
f(Z|Yobs,θ)(z0|Yobs, θ)
·
{∫
S(θ|Yobs)
f(θ|Yobs,Z)(θ|Yobs, z0)
f(Z|Yobs,θ)(z0|Yobs, θ)
dθ
}−1
, (2.7)
for some arbitrary z0 ∈ S(Z|Yobs) and all θ ∈ S(θ|Yobs).
Equations (2.5) (called the pointwise IBF) and (2.7) (called the function-wise
IBF) can sometimes be used to obtain the explicit expression of the observed
posterior density (Tian, Ng and Geng (2003), Tian and Tan (2003)). Sim-
ilarly, the sampling-wise IBF (2.6) can always be combined with SIR using
f(θ|Yobs,Z)(θ|Yobs, z0) as the ISF to generate i.i.d. samples approximately from
the observed posterior.
Now the key is to be able to ﬁnd a z0 such that f(θ|Yobs,Z)(θ|Yobs, z0) approx-
imates f(θ|Yobs)(θ|Yobs) well. The idea is to simply take the z0 at which the EM
algorithm for ﬁnding the observed mode θˆobs converges. When Z is a continuous
random variable (or vector), we choose
z0 = E(Z|Yobs, θˆobs), z0 ∈ S(Z|Yobs). (2.8)
When Z is discrete, z0 obtained from (2.8) may not belong to S(Z|Yobs). Then,
we choose the z0 ∈ S(Z|Yobs) such that the distance between θˆaug(z) and θˆobs is
minimized, i.e.,
z0 = arg min
z∈S(Z|Yobs)
||θˆaug(z) − θˆobs||, (2.9)
where θˆaug(z) denotes the mode of the augmented posterior f(θ|Yobs,Z)(θ|Yobs, z).
Note that both f(θ|Yobs)(θ|Yobs) and f(θ|Yobs,Z)(θ|Yobs, z0) with z0 given by (2.8)
or (2.9) share the mode θˆobs, thus there is substantial overlap in the areas under
the target density curve and the ISF.
3. Applications
We start with the simple genetic linkage model where the posterior can be
obtained exactly using pointwise IBF and thus the performance of IBF sampling
can be evaluated unequivocally. This model was a useful proof-of-principle exam-
ple for what are now well-known computational methods such as EM, DA and
Gibbs sampler (Dempster, Laird and Rubin (1977), Tanner and Wong (1987)
and Gelfand and Smith (1990)). Then we apply the proposed method to the
hierarchical (or mixed-eﬀects) model.
3.1. The genetic linkage model: an illustrative example
In this study, 197 animals are distributed according to a 4-cell multinomial
distribution with cell probabilities: (θ + 2)/4, (1− θ)/4, (1− θ)/4, θ/4, 0 ≤
θ ≤ 1. The observed data Yobs = (y1, y2, y3, y4) = (125, 18, 20, 34) can be
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augmented with latent data Z such that the complete-data is {Yobs, Z} = (Z, y1−
Z, y2, y3, y4). Using the usual Beta(a, b) prior, we have θ|(Yobs, Z = z) ∼ Beta (a+
y4+z, b+y2+y3), and Z|(Yobs, θ) ∼ Binomial (y1, θ/(θ + 2). Note that S(θ,Z|Yobs)
= S(θ|Yobs)×S(Z|Yobs) = [0, 1]×{0, 1, . . . , y1}. Therefore, from (2.5), the posterior
density of θ is
f(θ|Yobs)(θ|Yobs) =
{ y1∑
z=0
f(Z|Yobs,θ)(z|Yobs, θ)
f(θ|Yobs,Z)(θ|Yobs, z)
}−1
=
(θ + 2)y1θa+y4−1(1− θ)b+y2+y3−1
y1∑
z=0
(
y1
z
)
B(a + y4 + z, b + y2 + y3)2y1−z
. (3.1)
To implement IBF sampling, we ﬁrst use the EM algorithm to ﬁnd the best
z0. Both E-step and M-step have closed-form expressions:
z(t) =
y1θ
(t)
θ(t) + 2
, θ(t+1) =
a + y4 + z(t) − 1
(a + y4 + z(t) − 1) + (b + y2 + y3 − 1)
.
Setting θ(0) = 0.5 and a = b = 1 corresponding to the noninformative prior,
the EM converged to θˆobs = 0.6268 after four iterations. Formula (2.8) yields
z0 ≈ 29.83 and (2.9) results in z0 = 30.
Figure 1(a) suggests that the augmented posterior (i.e., the chosen ISF)
f(θ|Yobs,Z)(θ|Yobs, z0) with z0 = 30 well-approximates f(θ|Yobs)(θ|Yobs) given by
(3.1), both curves share the mode and have the maximum overlap. Figure 1(b)
compares the exact observed posterior given by (3.1) and the approximate ob-
served posterior given by the importance sampling method based on (2.7), that
is,
f(θ|Yobs)(θ|Yobs)
.=
f(θ|Yobs,Z)(θ|Yobs, 30)
f(Z|Yobs,θ)(30|Yobs, θ)
·
{
1
I
I∑
i=1
1
f(Z|Yobs,θ)(30|Y, θ(i))
}−1
, (3.2)
where {θ(1), . . . , θ(I)}, I = 500, were drawn from the best augmented posterior
f(θ|Yobs,Z)(θ|Yobs, 30). The two curves virtually coincide.
We implement IBF sampling based on (2.6) by drawing J = 2500 i.i.d. sam-
ples {θ(j) : j = 1, . . . , J} from f(θ|Yobs,Z)(θ|Yobs, 30), and computing the weights
{ωj} according to (2.2). Then resample without replacement from the discrete
distribution on {θ(j)} with probabilities {ωj} to obtain an i.i.d. sample of size m =
2000 approximately from f(θ|Yobs)(θ|Yobs). When the ISF f(θ|Yobs,Z)(θ|Yobs, z0) is
very close to the objective function f(θ|Yobs)(θ|Yobs), Rubin (1988) suggested that
m ≈ J . The accuracy of the IBF sampling is remarkable as shown in Figure
1(c), where f(θ|Yobs)(θ|Yobs) is estimated by a kernel density smoother based on
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the i.i.d. IBF samples. In addition, the histogram based on these samples is
plotted in Figure 1(d), which shows that IBF sampling has recovered the density
completely.
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Figure 1. The pointwise IBF f(θ|Yobs)(θ|Yobs) given by (3.1): the solid line in
all plots for the observed data Yobs=(125, 18, 20, 34). (a) The augmented
posterior density (·–·–) with z0 = 30; (b) The function-wise IBF (· · · · · ·)
given by (3.2); (c) The sampling-wise IBF (· · · · · ·) estimated by a kernel
density smoother based on i.i.d. IBF samples (J = 2500, m = 2000); (d)
The histogram based on i.i.d. IBF samples.
So far the observed and augmented posteriors are distributed nearly sym-
metrically. To see the performance of the method in highly skewed observed/
augmented posterior distributions, let Yobs = (y1, y2, y3, y4) = (14, 0, 1, 5) .
From θ(0) = 0, the EM yields θˆobs = 0.9034 after ﬁve iterations. According
to (2.9), the optimal choice is z0 = 4, which fully restore the posterior density
(ﬁgures not shown here).
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3.2. Hierarchical (or mixed-eﬀects) models
We consider the most common hierarchical model: the Bayesian version of
the linear mixed eﬀects model. Let Yij be the jth response for subject i, where
j = 1, . . . , ni and i = 1, . . . , N . The normal linear mixed-eﬀects model (Laird
and Ware (1982), Liu and Rubin (1994)) is
Yi = Xi β + W

i bi + εi, bi ∼ Nq(0, D), εi ∼ Nni(0, σ2Ri), i = 1, . . . , N,
(3.3)
where Yi (ni × 1) denotes the collection of responses for subject i, Xi (p × ni)
and Wi (q × ni) are known design matrices relating to the covariates, β are the
p× 1 ﬁxed eﬀects, bi are q × 1 random eﬀects, D (q × q) is an unknown positive
deﬁnite matrix relating to the correlation structure of Yi, σ2 is an unknown
variance parameter, the Ri > 0 are known ni × ni correlation matrices, and bi is
independent of εi. The model (3.3) can be rewritten in a hierarchical form:
Yi|bi ∼ Nni(Xi β + Wi bi, σ2Ri), bi ∼ Nq(0, D), i = 1, . . . , N.
Let Yobs = {(Yi, Xi, Wi, Ri) : i = 1, . . . , N} denote the observed data. After
treating b = {b1, . . . , bN} as the missing data, the likelihood function for the
complete-data {Yobs, b} is
L(β, σ2,D|Yobs, b) =
N∏
i=1
{
Nq(bi|0, D) ∗Nni(Yi|Xi β + Wi bi, σ2Ri)
}
.
Consider the independent prior distributions β ∼ Np(µ0, Σ0) with Σ−10 → 0,
σ2 ∼ IG(q0/2, λ0/2) with inverse gamma density IG(u|q0/2, λ0/2) = [(λ0/2)q0/2/
Γ(q0/2)] · u−1−q0/2 exp{−λ0/2u}, and D ∼ IWq(ν0, Λ−10 ) with inverse Wishart
density IWq(D|ν0,Λ−10 )∝ |D|−(ν0+q+1)/2exp{−1/2tr(Λ0D−1)}. For convenience,
deﬁne θ ≡ (β, σ2,D) and ξ ≡ (σ2,D). Then the complete-data posterior of θ is
f(θ|Yobs,b)(θ|Yobs, b)
= f(β|Yobs,b,σ2)(β|Yobs, b, σ
2) ∗ f(σ2|Yobs,b)(σ
2|Yobs, b) ∗ f(D|Yobs,b)(D|Yobs, b)
= Np(β|βˆ, σ2Σˆ) ∗ IG
(
σ2
∣∣∣q0 + n− p
2
,
λ0 + s
2
)
∗ IWq(D|ν0 + N,Λ−1), (3.4)
where
βˆ = Σˆ ∗
N∑
i=1
XiR
−1
i (Yi −Wi bi), Σˆ =
( N∑
i=1
XiR
−1
i X

i
)−1
, n =
N∑
i=1
ni,
s =
N∑
i=1
(Yi −Xi βˆ −Wi bi)R−1i (Yi −Xi βˆ −Wi bi), Λ = Λ0 +
N∑
i=1
bib

i .
634 MING TAN, GUO-LIANG TIAN AND KAI WANG NG
The conditional predictive density is f(b|Yobs,θ)(b|Yobs, θ)=
∏N
i=1Nq(bi|bˆi(θ),Ωi(ξ)),
where the mean vector bˆi(θ) and the covariance matrix Ωi(ξ) have two alternative
expressions:
bˆi(θ) = DWi∆i(ξ)(Yi −Xi β) = (σ2D−1 + WiR−1i Wi )−1WiR−1i (Yi −Xi β),
Ωi(ξ) = D −DWi∆i(ξ)Wi D = σ2(σ2D−1 + WiR−1i Wi )−1,
where ∆i(ξ) ≡ (σ2Ri + Wi DWi)−1. Our objective is to obtain i.i.d. samples
from f(θ|Yobs)(θ|Yobs). According to §2.1, we only need to obtain i.i.d. samples
from f(b|Yobs)(b|Yobs). From (2.1), we have
f(b|Yobs)(b|Yobs) ∝
f(b|Yobs,θ)(b|Yobs, θ0)
f(θ|Yobs,b)(θ0|Yobs, b)
, for some arbitrary θ0. (3.5)
We choose θ0= θ˜=(β˜, σ˜2, D˜), the observed posterior mode of f(θ|Yobs)(θ|Yobs).
Liu and Rubin (1994) consider the MLE of θ. We can similarly obtain θ˜ as
follows. Using the current estimates θ(t) = (β(t), ξ(t)) = (β(t), σ2(t),D(t)), the
E-step calculates E(bi|Yobs, θ(t)) = bˆi(θ(t)) and E(bibi |Yobs, θ(t)) = Ωi(ξ(t)) +
bˆi(θ(t))bˆi(θ(t)) for i = 1, . . . , N . The M-step is to ﬁnd the posterior modes based
on the complete-data. We have
β(t+1) = Σˆ ∗
N∑
i=1
XiR
−1
i {Yi −Wi bˆi(θ(t))},
σ2(t+1) =
1
q0+2+n
{
λ0+
N∑
i=1
[
r
(t+1)
i R
−1
i r
(t+1)
i +σ
2(t)tr
(
Iq − σ2(t)∆i(ξ(t))Ri
)]}
,
D(t+1) =
1
ν0 + q + 1 +N
{
Λ0 +
N∑
i=1
E
(
bib

i |Yobs, θ(t)
)}
,
where r(t+1)i ≡ Yi −Xi β(t+1) −Wi bˆi(θ(t)), i = 1, . . . , N .
We now analyze the growth data introduced by Pothoﬀ and Roy (1964).
These data consist of growth measurements for 16 boys and 11 girls. For each
subject, the distance from the center of the pituitary to the maxillary ﬁssure
was recored at ages 8, 10, 12 and 14. A regression model is ﬁtted where the
response is a linear function of age, with separate regressions for boys and girls.
If Y(s)ij is the measurement for subject i in sex group s (s = 1 for boys and
s = −1 for girls) at age xj , then Y(s)ij = α∗si + γ∗sixj + ε(s)ij , i = 1, . . . , 27,
j = 1, . . . , 4, where α∗si and γ∗si are random intercept and slope for subject i in
group s, x = (x1, x2, x3, x4) = (8, 10, 12, 14) and ε(s)ij are errors. Furthermore,
assume that (α∗si, γ∗si) ∼ N2((αs, γs), D). Using matrix notation, we have two
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models: Y(s)i = (14,x)
(
αs
γs
)
+ (14,x)bi + ε(s)i, s = 1, −1. The original goal is to
estimate α1, γ1, α−1, γ−1, σ2 and D. A uniﬁed model can be written as
Y(s)i = (14, s14,x, sx)β+(14,x)bi + ε(s)i, bi ∼ N2(0,D), ε(s)i ∼ N4(0, σ2I4),
where β = (β1, β2, β3, β4). The relationship between (αs, γs) and β is given by
α1 = β1+β2, γ1 = β3+β4, α−1 = β1−β2 and γ−1 = β3−β4. Therefore, we only
need to estimate β, σ2 and D. We take noninformative priors, i.e., q0 = λ0 =
ν0 = 0 and Λ0 = 0. Using the MLEs βˆ = (16.8566,−0.5160, 0.6319, 0.1524) ,
σˆ2 = 1.7162 and Dˆ =
(
4.5569 −0.1983
−0.1983 0.0238
)
as the initial values (Verbeke and
Molenberghs (2000, p.253)), the EM algorithm converged to the observed pos-
terior mode θ˜ = (β˜, σ˜2, D˜), where β˜ = (16.8578,−0.5271, 0.6331, 0.1541) , σ˜2 =
1.3049 and D˜ =
(
2.2012 −0.0091
−0.0091 0.0065
)
. Based on (3.5), we implement IBF sampling
using J = 3000 to obtain an i.i.d. sample of size m = 2500 approximately from
f(b|Yobs)(b|Yobs), denoted by b
(1), . . . , b(m). Generating θ(i)∼f(θ|Yobs,b)(θ|Yobs, b
(i))
for i = 1, . . . ,m, then θ(1), . . . , θ(m) i.i.d.∼ f(θ|Yobs)(θ|Yobs). The corresponding pos-
terior estimates of parameters are given in Table 1.
Table 1. Summary of posterior estimates of parameters.
Posterior Posterior Posterior 95% Posterior
Parameter MLEs mode mean sd interval estimates
β1 16.8566 16.8578 16.8656 0.5800 [ 15.7434, 18.0174]
β2 −0.5160 −0.5271 −.5315 0.5839 [−1.6684, 0.6167]
β3 0.6319 0.6331 0.6315 0.0515 [ 0.5315, 0.7314]
β4 0.1524 0.1541 0.1537 0.0519 [ 0.0508, 0.2542]
σ2 1.7162 1.3049 1.3631 0.1744 [ 1.0748, 1.7742]
d11 4.5569 2.2012 2.4487 0.7398 [ 1.3438, 4.2482]
d22 0.0238 0.0065 0.0067 0.0020 [ 0.0037, 0.0113]
d12 −0.1983 −0.0091 −0.0087 0.0266 [−0.0645, 0.0413]
4. Discussion
We have proposed a noniterative sampling approach for obtaining i.i.d. sam-
ples approximately from an observed posterior by combining IBF with SIR and
EM as an alternative to perfect sampling. Although both perfect sampling and
the proposed alternative generate i.i.d. samples and eliminate problems in mon-
itoring convergence and mixing of the Markov chain, we have shown that IBF
sampling is a simple yet highly eﬃcient algorithm that performs well in hierarchi-
cal models. Practically, IBF sampling is a method to quickly generate i.i.d. sam-
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ples approximately from the posterior once the posterior mode is identiﬁed. For
example, the hierarchical model took only about one minute on a Pentium 4 PC.
IBF sampling is applicable to Monte Carlo EM structures where the M-
step is simple but the E-step is complicated. The posterior mode can be de-
termined by using traditional methods such as the Newton-Raphson algorithm,
the scoring algorithm, the Laplace method and so on. On the other hand, we
can also use the MCEM algorithm with a Gibbs sampling/MCMC E-step to
obtain the posterior mode. Such a technique retains the advantage of drawing
samples from full conditional distributions but avoids the diﬃculty of monitor-
ing convergence and mixing of the Markov chain in Gibbs sampling. In the
Gibbs sampling E-step of MCEM, the convergence diagnosis can be ignored
because the ﬁnal convergence is controlled by the EM algorithm (McCulloch
(1997)). In this case, the sampling-wise IBF (2.6) provides an alternative to
(2.1) so long as f(Z|Yobs,θ)(z|Yobs, θ) is relatively easy to evaluate. For exam-
ple, in the Bayesian analysis of multivariate probit models (Chib and Greenberg
(1998)), f(Z|Yobs,θ)(z|Yobs, θ) is a multivariate normal density truncated to a spe-
ciﬁc region. Sometimes the missing data Z can further be augmented by another
latent vector b such that all f(θ|Yobs,Z,b)(θ|Yobs, z, b), f(Z|Yobs,b,θ)(z|Yobs, b, θ) and
f(b|Yobs,Z,θ)(b|Yobs, z, θ) are available. Then, by applying (2.1) twice, we can still
obtain i.i.d. samples approximately from f(θ|Yobs)(θ|Yobs).
A diﬃcult problem in MCMC is the high autocorrelation between θ|Yobs
and Z|Yobs, which results in a slow moving chain. In missing data problems,
a Gibbs sampler with such slow convergence corresponds to an EM with slow
convergence. Hence, some fast EM-type algorithms such as Alternating ECM
(Meng and van Dyk (1997)), PX-EM (Liu, Rubin and Wu (1998)) can be used to
accelerate the convergence. That is, the slow convergence problem in the Gibbs
sampler can be bypassed in IBF sampling by running a fast EM-type algorithm
if Var(Z|Yobs, θˆobs) is not much less than Var(Z|Yobs). This may explain why
the proposed method usually does not have diﬃculty with autocorrelation and
works well in hierarchical models without further model raparameterization or
the centering which is usually needed with the Gibbs sampler (see, e.g., Qiu,
Song and Tan (2002)).
The proposed IBF sampling combines the strengths of SIR and EM-type
algorithms. For example, SIR generates independent samples but it does not
provide an eﬃcient ISF directly from the model speciﬁcation of a practical prob-
lem. It is easy to check if the EM algorithm has converged to the posterior mode
or not, but it is diﬃcult to calculate its standard error. The EM/DA algorithm
and the sampling-wise IBF (2.1) or (2.6) share the structure of augmented poste-
rior/conditional predictive distributions, thus no extra derivations are needed for
IBF sampling. This implies that IBF sampling is applicable to problems where
any EM-type algorithms can be applied, a wide range of practical problems.
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Finally, further developments of the method are of interest, for example, in
constrained parameter problems where it is diﬃcult to sample from hyperpa-
rameters with the MCMC method (see, e.g., Chapter 6, Chen, Shao and Ibrahim
(2000) and Tan, Fang, Tian and Houghton (2002)). The method can also be used
to check compatibility and the convergence in Gibbs sampling. Examples may
also include those where Var(Z|Yobs, θ0) is likely to be much less than Var(Z|Yobs),
although we have found none in practice. The method is potentially useful in
improving methods for model selection with Bayes factor or marginal likelihood
(Chib (1995)) that has been based on Gibbs output with the posterior mode
calculated. Further research is also needed for cases where the number of blocks
of random variables is extremely large, e.g., spatial models (either on lattice or
point process) and belief networks.
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