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Abstract. Given a closed two dimensional manifold, we prove a general existence result for a class
of elliptic PDEs with exponential nonlinearities and negative Dirac deltas on the right-hand side,
extending a theory recently obtained for the regular case. This is done by global methods: since
the associated Euler functional is in general unbounded from below, we need to define a new model
space, generalizing the so-called space of formal barycenters and characterizing (up to homotopy
equivalence) its very low sublevels. As a result, the analytic problem is reduced to a topological one
concerning the contractibility of this model space. To this aim, we prove a new functional inequality
in the spirit of [16] and then we employ a min-max scheme based on a cone-style construction, jointly
with the blow-up analysis given in [5] (after [6] and [8]). This study is motivated by abelian Chern-
Simons theory in self-dual regime, or from the problem of prescribing the Gaussian curvature in
presence of conical singularities (hence generalizing a problem raised by Kazdan and Warner in
[26]).
1 Introduction
In the last five decades, much attention has been paid to partial differential equations arising in the
context of Conformal Geometry.
Some basic examples are obtained by the Laplace-Beltrami operator ∆g on a compact Riemannian surface
(Σ, g): under a conformal change of metric, say g 7→ ĝ = e2wg, it is well-known that the Gauss curvature
transforms according to the law
Kĝ = e
−2w(−∆gw +Kg)
and furthermore ∆ĝ = e−2w∆g. Analytic methods allow, for instance, to prove the fundamental Uni-
formization Theorem, asserting that every compact surface carries a (conformal) metric of constant
curvature. One can ask a somehow dual question, namely whether a given g such that Kg is constant
can be conformal to a metric with Gaussian curvature a given function Kĝ. This problem, named after
Kazdan-Warner (see [26]) and also known as Nirenberg problem in the special case when (Σ, g) is the
standard sphere, is modeled by a Liouville type equation on our surface (Σ, g)
(1) −∆gu = ρ
(
h(x)e2u∫
Σ
h(x)e2u dVg
− 1
)
with ρ a real parameter and h : Σ→ R a smooth function. However, one basic feature of this geometric
problem is that such a ρ = Kg is related to the topology of Σ by means of the Gauss-Bonnet formula∫
Σ
Kg dVg = 2piχ(Σ).
Once we assume, without loss of generality, that V olg(Σ) = 1, we have that this equation forces Kg to
attain values that are (some) integer multiples of 4pi: therefore, on Riemann surfaces, we say that Kg is
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a quantized parameter.
We might generalize equation (1) by adding to the right-hand side a finite linear combination of Dirac
deltas and hence getting singular Liouville equations
(2) −∆gu = ρ
(
h(x)e2u∫
Σ
h(x)e2u dVg
− 1
)
− 2pi
m∑
i=1
αj(δpj − 1)
where pj ∈ Σ are some fixed points. This equation has a strong geometric flavor as well, since the extra
terms can be viewed as singularities in the Gauss curvature corresponding to a local conical structure, as
can be justified via an extension of the Gauss-Bonnet formula (see [41]):∫
Σ
Kregg dVg = 2pi
[
χ (Σ) +
∑
J
αj
]
,
with
(3) Kg = smooth function− 2pi
∑
J finite
αjδpj , αj ∈ (−1, 0)
the first summand in (3) being denoted above by Kregg .
Equation (2) also arises in the study of self-dual multivortices in the Electroweak Theory by Glashow-
Salam-Weinberg [28], where u can be interpreted as the logarithm of the absolute value of the wave
function and the points pj ’s are the vortices, where the wave function vanishes. This class of problems
has proved to be relevant in other physical frameworks, such as the study of the statistical mechanics of
point vortices in the mean field limit ([27], [9], [10]) and the abelian Chern-Simons Theory, as discussed
in [40].
The regular Liouville problem, under a positivity assumption for the function h, has a well-known
variational structure: indeed (1) is the Euler-Lagrange equation associated to the C1 functional
(4) Jρ(u) =
∫
Σ
|∇gu|2 dVg + 2ρ
∫
Σ
u dVg − ρ log
∫
Σ
h(x)e2u dVg
defined on the Sobolev space H1 (Σ, g). The weak form of the Moser-Trudinger inequality (see [36])
(5) log
∫
Σ
e2(u−u) dVg ≤ 1
4pi
∫
Σ
|∇gu|2 dVg + CΣ,g u ∈ H1(Σ, g)
guarantees that Jρ is well-defined on H1(Σ, g) for any value of ρ ∈ R. Moreover, Jρ is lower semi-
continuous with respect to the weak topology of that space and so, since (5) gives coercivity of Jρ if
ρ < 4pi, we immediately get existence of critical points for this range of values and the corresponding
solvability of (1). It is clear that such critical points are global minima for Jρ. Such a direct variational
approach does not apply to the case ρ ≥ 4pi as can be seen by exhibiting explicit examples. Let p ∈ Σ
an arbitrary (but fixed) point and let λ > 0. We define a one-parameter family of bubbling functions as
follows:
(6) ϕλ,p(y) = log
(
λ
1 + λ2d2g(p, y)
)
,
where dg is the Riemannian distance defined on Σ by means of g. These functions appear in different
contexts, for instance in the study of the Yamabe problem (see [29] and references therein) and exhibit
a peaked behavior as λ goes to infinity, specifically e2ϕλ,p ⇀ piδp. Moreover, it is possible to analyze the
asymptotics of the different terms in (4) and get∫
Σ
|∇gϕλ,p|2 dVg ' 8pi log λ;
∫
Σ
ϕλ,p dVg ' − log λ.
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This fact, taking into account that
∫
Σ
h(·)e2ϕλ,p(·) dVg is bounded above and below by fixed positive
constants (independent of λ), implies that Jρ(ϕλ,p) → −∞ as λ → +∞ when ρ > 4pi and hence the
claim. Therefore Jρ is not coercive for ρ > 4pi and so there is no hope of finding global minima and
we need to attack the problem by means of different techniques. In the related recent literature, two
guidelines can be highlighted: on the one hand, topological methods relying on the degree theory by
Leray-Schauder (see [13]), on the other purely variational methods based on an improvement of the
Moser-Trudinger inequality (5). Considering this second line of research, a pretty exhaustive existence
theorem has been presented in [23]. Let us give a short description of the conceptual path that has led
to such a conclusion.
Exploiting the variational structure described above, the basic idea is to study the topology of the sublevels
of the functional Jρ in the non-coercive regime. If we are able to detect a change in such topology, we
may hope then to infer existence results via deformation lemmas. In order to investigate the structure
of very low sublevels of (4), we first need to consider how the constant on the right-hand side of (5)
can be sharpened under extra assumptions on the involved function. Indeed, it was shown by Chen and
Li in [16] that the constant 1/(4pi) can be improved whenever u is in some sense concentrated in l + 1
well-separated regions on Σ (for positive l) getting for any ε > 0
(7) log
∫
Σ
e2(u−u) dVg ≤ 1
4(l + 1)pi − ε˜
∫
Σ
|∇gu|2 dVg + C
where C depends on ε (see Lemma 2.1 for a precise statement). This result gives important information
on the structure of sublevels of Jρ or, more precisely, on the concentration phenomena characterizing
the functions belonging to sufficiently low sublevels. For instance, if ρ ∈ (4pi, 8pi) and u belongs to a
sufficiently low sublevel of Jρ, then this inequality implies that it has to be conformally concentrated on
a single region, and this is precisely what happens for the bubbling functions. More generally, we come
to the following concentration result:
Proposition 1.1 ([16], [23]). Assume ρ ∈ (4kpi, 4(k + 1)pi) for some k ≥ 1. Then, for any ε > 0 and
r > 0 there exists a sufficiently large positive constant L := L(ε, r) such that for every u ∈ H1(Σ, g) with
Jρ(u) ≤ −L there are k points on Σ (say p1,u, ..., pk,u) so that∫
Σ\∪ki=1Br(pi,u) e
2u dVg∫
Σ
e2u dVg
< ε.
This gives a clear hint for the definition of a model space describing, up to homotopy equivalence, the
global topology of the very low sublevels of Jρ. For any integer k ≥ 1 we define the k-th set of formal
barycenters of Σ as
Σk :=
{
k∑
i=1
tiδpi :
k∑
i=1
ti = 1, ti ≥ 0, pi ∈ Σ ∀i ∈ {1, . . . , k}
}
.
It is naively clear that there is a natural identification Σ1 ∼ Σ, and Σ can be seen just as a special
case of this construction. Each set Σk is enriched with the weak topology as a subspace of the dual
of C1(Σ, g). Such topology on Σk is actually metrizable and the inherited structure is that of a strat-
ified set, consisting of parts having different dimensions. Moreover, we can exploit a well-known result
asserting that if Σ is a compact surface with no boundary, then Σk is not contractible for any k ≥ 1
(see [24] for a sketch of the argument given in [2]): once we prove that Σk is homotopy equivalent to
J−Lρ =
{
u ∈ H1 (Σ, g) |Jρ(u) ≤ −L
}
(for L 1), we get at once the non-contractibility of such low sub-
levels. When ρ ∈ (4pi, 8pi) the construction of similar homotopy maps is very easy: indeed the previous
concentration result suggests that we can in fact project the functions belonging to the very low sub-
levels of Jρ to the manifold Σ itself and, conversely, to any point of Σ we can associate a corresponding
bubbling function centered on that point and with a concentration parameter λ determined in terms of
depth of the sublevel (see [22]). In the general case, we can map Σk into J−Lρ by defining for any σ ∈ Σk,
σ =
∑k
i=1 tiδpi , and λ > 0, the function ϕλ,σ(y) : Σ→ R by
(8) ϕλ,σ(y) := log
k∑
i=1
ti
(
λ
1 + λ2d2g(pi, y)
)2
− log pi.
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These functions generalize the bubbles introduced above (see (6)). Moreover, it is possible to derive the
desired approximation properties via a refined asymptotic analysis, as performed in [34], namely getting
that for λ→ +∞ one has that eϕλ,σ ⇀ σ and Jρ(ϕλ,σ)→ −∞ uniformly for σ ∈ Σk.
Conversely, we might define an application from low sublevels of Jρ to the approximation space Σk
and prove the homotopical triviality of the compositions with the operator Φ defined in terms of the
functions in (8). On the other hand, the topology of sufficiently high sublevels of Jρ turns out to be
trivial. More precisely, we can state the following:
Proposition 1.2 ([24],[33]). Suppose ρ ∈ (4kpi, 4(k + 1)pi) for some k ≥ 1. Then, there exist a threshold
L > 0 and a continuous projection Ψ : J−Lρ → Σk satisfying:
• if (un)n∈N ⊆ J−Lρ is such that e2un ⇀ σ for some σ ∈ Σk, then Ψ(un) ⇀ σ;
• for λ sufficiently large the composition map Ψ(ϕλ,·) is homotopic to the identity in Σk and in
addition Ψ(ϕλ,·)→ Id|Σk as λ→ +∞;
• for λ sufficiently large the composition map u 7→ ϕλ,Ψ(u) is homotopic to the identity in J−Lρ .
As a corollary, there exists L > 0 such that J−Lρ has the same homology as Σk. Moreover, there exists
b ∈ R so large that b ≥ b implies that the sublevel Jρb is a deformation retract of H1−(Σ, g) (the subspace
of H1(Σ, g) consisting of functions with null mean) and therefore has the homology of a point.
When the Palais-Smale condition holds, it is well known that a difference of topology in the sublevels
of a functional yields existence of critical points, which is proved via the classical deformation lemma.
Unfortunately it is still an open problem whether the P-S condition is satisfied for Jρ: however the
problem can be bypassed exploiting a method originally introduced by Struwe in [37] and used for this
functional also in [22]. M. Lucia in [32] obtained an alternative deformation lemma yielding existence of
an approximating sequence (wn) of critical points of Jρn for some ρn → ρ. This reduces all the problem
to a blow-up analysis, which was in fact performed in [8] and later refined in [31], [30], [12] and [13]. By
means of all these tools, Djadli [23] was finally able to prove the solvability of (1) for ρ ∈ (4kpi, 4 (k + 1)pi).
With respect to equation (2), much of the existing literature concerns asymptotic analysis or com-
pactness of solutions (see for instance [6], [7], [14], [39], [42]), while relatively few results are available
about existence. In this sense, some perturbative results are given in [21], [25] and an approach via
infinite-dimensional degree theory is under current investigation in [15] (see also [14]). Our goal here is
to describe a large variational theory for this kind of equation, which mainly relies on improved Moser-
Trudinger inequalities and min-max methods, well fitting with the study of the regular case.
As a preliminary step, let us see how a variational structure can be recovered. To this aim, consider
the Green’s functions of ∆g with poles at pj , namely the distributional solutions of
∆gGpj = 2pi(δpj − 1),
which are well-known (see [1]) to exist and to be smooth away from the singularities. Performing the
substitution u˜ := u−∑mj=1 αjGpj (2) transforms into
(9) −∆gu˜+ ρ = ρ h˜(x)e
2u˜∫
Σ
h˜(x)e2u˜ dVg
on Σ,
with h˜(x) = h(x)e2
∑m
j=1 αjGpj . Due to the fact that Gpj ' log dg(x, pj) near pj we find that
h˜ ≥ 0; h˜(x) ' dg(x, pj)2αj near pj .
As a result, (9) is nothing but the Euler-Lagrange equation for the modified functional
(10) Jρ,α(u˜) =
∫
Σ
|∇gu˜|2 dVg + 2ρ
∫
Σ
u˜ dVg − ρ log
∫
Σ
h˜(x)e2u˜ dVg, u˜ ∈ H1(Σ, g)
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(where α = (α1, . . . , αm) ∈ Nm) and so we can study existence questions by global variational methods.
Let us spend some words on the role played in equation (2) by the parameters. In principle, we allow
ρ and also the αj ’s to be real numbers. However, the change of variables we performed above motivates
(due to obvious integrability conditions) the assumption αj > −1 for any j ∈ {1, . . . ,m} and this will
be always implicit in the sequel. However, this restriction is very natural with respect to the geometric
problem since a cone at p of angle θ ∈ (0, 2pi) corresponds to a term of the form −2piαδp in (2), with
θ = 2pi(1 + α).
While the recent papers [3] and in [35] (see also Corollary 6 in [6]) treated existence for positive
α’s, more interesting for the physical applications, here we consider the case αj ∈ (−1, 0), which is
geometrically more relevant. Some results in the coercive case were proved in (see [41]) via the following
Troyanov’s inequality, valid for α > −1, p ∈ Σ and similar in spirit to (5):
(11) log
∫
Σ
dg(x, p)
2αe2(u−u) dVg ≤ 1
4pimin {1, 1 + α}
∫
Σ
|∇gu|2 dVg + Cα,Σ,g u ∈ H1(Σ, g).
Again, it is seen by defining suitable singular bubbling functions that the value of the above constant is
sharp. Notice that when α < 0 the constant is larger than 14pi , resulting in a worse loss of coercivity of
Jρ,α compared to the regular case: coercivity actually holds only when ρ < 4piminj=1,...,m(1 + αj), so
the topology of low sublevels of the functionals needs to be studied with more refined strategies.
In Section 2 of this paper, we prove a new general version of the Chen-Li inequality, which combines
both (5) and (11) in a global setting, see Lemma 2.2. The inequality somehow localizes the volume control
in terms of the Dirichlet energy: we get an amount of 4pi near regular points, by (5), and an amount of
4pi(1 + αj) near each singular point pj , provided concentration of conformal volume occurs. This result
suggests the introduction of a weighted model space for the singular problem, Σρ,α, which plays the same
role as Σk in the regular case.
Definition 1.3. Given a point q ∈ Σ we define its weighted cardinality as follows:
χ(q) =
{
1 + αj if q = pj for some j = 1, . . . ,m;
1 otherwise.
The cardinality of any finite set of (pairwise distinct) points on Σ is obtained extending χ by additivity.
This enables us to easily describe selection rules to determine admissibility conditions for specific
barycentric configurations in dependence on the values of the αj ’s and ρ.
Definition 1.4. Suppose all the parameters ρ, α1, . . . , αm are fixed. We define the corresponding space
of formal barycenters as follows
(12) Σρ,α =
∑
qj∈J
tjδqj :
∑
qj∈J
tj = 1, tj ≥ 0, qj ∈ Σ 4piχ(J) < ρ
 .
Notice that since we are considering negative weights the topological structure of Σρ,α is in general
richer than that of Σk and strongly depends on the values of the parameters ρ and α. For instance, when
m = 2, α1 = α2 = α and ρ > 8pi (1 + α) , ρ > 4pi, ρ < 4pi(2 + α) we get that Σρ,α is roughly obtained
gluing together a mirror image of Σ and a linear handle joining the singular points p1 and p2.
This new phenomenon causes some difficulties in applying the procedure for the regular case described
above, relating low sublevels to barycentric sets. For example, it is much harder in our case to define
continuous projections from J−Lρ,α (L 0) onto Σρ,α: this problem is addressed in Section 3. This requires
a preliminary study of the topological properties of Σρ,α as a stratified set, mainly concerning how a partial
ordering can be put on the class of substrata (Definition 3.1), the structure of the boundary of a given
stratum (Lemmas 3.2 and 3.8) and the way different strata may intersect (Lemma 6.1). Moreover, the
construction presented in [24] for auxiliary connecting homotopies that are needed to define the projector
operators must be substantially modified in order to take care of the selection rules defined above: this
is done in Lemma 3.5. The basic idea is that those constraints do not allow us to move Dirac masses in
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Σρ,α freely, since for instance moving a mass form a singular point to a regular one leads in general to a
violation of the condition 4piχ(J) < ρ.
In Section 4 instead we embed an image of Σρ,α into low sublevels of J−Lρ,α by constructing suitable
test functions which, compared to those in (8), have to take into account the presence of singular points.
This is done using a sort of interpolation between regular bubbles and singular bubbles (which, we recall,
can be used to show the sharpness of (5) and (11) respectively) when their center approaches some of
the points pj , see (29) and (30). This is a new feature compared to [3] and [35], where the profiles of test
functions were of uniform type.
The constructions in Sections 3 and 4 allow us to derive some information on the topology of low
sublevels of Jρ,α, and then to run min-max schemes as for the regular case. The compactness results
however have to be modified to take the singularities into account, and rely on the results in [5]. Precisely,
they hold true for ρ 6∈ S, where S is introduced in the definition below.
Definition 1.5. We say that ρ > 0 is a singular value for Problem (2) if
(13) ρ = 4pin+ 4pi
∑
i∈I
(1 + αi)
for some n ∈ N and I ⊆ {1, . . . ,m} (possibly empty) satisfying n + card (I) > 0. The set of singular
values will be denoted by S = S (α).
We are now in position to state the main result of this paper, proved in Section 5, which is the
following.
Theorem 1.6. Suppose that the parameters α ∈ (−1, 0)m and ρ ∈ R>0 \S are such that the set Σρ,α is
not contractible with respect to the topology of C1(Σ, g)∗. Then Problem (2) admits a solution u such that
u = v +
∑m
j=1 αjGpj with Gp· the Green functions defined above and v ∈ Cγ(Σ, g), for any γ ∈ [0, γ0)
with γ0 ∈ (0, 1), solving equation (9).
In Section 6 we show by means of a large class of examples that the non-contractibility condition
above is in fact very frequently satisfied, and we present a conjecture that aims at classifying the cases
when Σρ,α is contractible in terms of simple algebraic relations involving ρ and α. It has to be mentioned
that after the review process of the present article was completed, we could actually obtain a proof of
this conjecture, which will be the object of a forthcoming paper.
An announcement of the present results is given in the preliminary note [11].
Notations. Throughout this article, we will always deal with two sorts of distances: the Riemannian
distance on the manifold (Σ, g) is dg, while the metric associated to the weak convergence in Σρ,α (defined
in Section 3) is simply d (refer to equation (23)). The notation Br (p) stands for the metric ball on Σ
having center p and radius r. We will always use the function space H1 (Σ, g) and the symbol ‖·‖ stands
for its seminorm
‖u‖ =
(∫
Σ
|∇gu|2 dVg
)1/2
.
Since all the equations we are interested in are invariant by adding constants, we will normalize the
functions conveniently so that either u = 1V olg(Σ)
∫
Σ
u dVg vanishes, or
∫
Σ
e2u dVg = 1 (regular case) and∫
Σ
h˜e2u dVg = 1 (singular case). In the first case, by the Poincaré-Wirtinger inequality ‖·‖ is indeed
a real norm and correspondingly H1− (Σ, g) is the Hilbert space of null average functions belonging to
H1 (Σ, g). Large positive constants are always denoted by C and the exact value of C is allowed to vary
from formula to formula and also within the same line. When we want to stress the dependence on some
parameter, we add subscripts to C, hence obtaining things like Cδ, Cε,r,Σ,g and so on. Notice that also
constants with subscripts are allowed to vary. Lastly, the cardinality of a set I is denoted by card(I),
while χ(I) is the weighted cardinality defined in Section 2.
Acknowledgments. A. C. completed part of this work during his stays at SISSA in Trieste, supported
by the Scuola Normale Superiore and therefore wishes to express his gratitude to both these institutions.
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2 Improved inequalities
As anticipated in the introduction, the core of the variational approach to Problem (1) is represented by
an improvement of the Moser-Trudinger inequality first obtained by Chen and Li in [16]: the constant
1/(4pi) can be improved whenever u is in some sense concentrated in well-separated regions on Σ.
Lemma 2.1. Let l be a positive integer, let Ω1, ..,Ωl+1 be disjoint subsets of Σ satisfying a separation
condition dg(Ωi,Ωj) > δ0 for any i 6= j and some δ0 > 0 and consider any γ0 ∈
(
0, 1l+1
)
. Then, for any
ε˜ > 0, there exists a constant C := C(Σ, g, l, δ0, γ0, ε˜) such that
log
∫
Σ
e2(u−u) dVg ≤ 1
4(l + 1)pi − ε˜
∫
Σ
|∇gu|2 dVg + C.
for all functions u ∈ H1(Σ) satisfying
(14)
∫
Ωi
e2u dVg∫
Σ
e2u dVg
≥ γ0, ∀i ∈ {1, ..., l + 1} .
The proof we are going to present here is significantly different from the one given by the authors
in [16] and is inspired on a spectral decomposition implemented by Djadli and Malchiodi in [24] for the
Paneitz operator. This is done because the same technique also fits the needs for the corresponding
concentration inequalities in the singular case. Therefore we present it here both for the convenience of
the reader and in order to make the proof of Lemma 2.2, regarding the singular case, more direct and
conceptually clear.
Proof. We only prove the result for l = 1, being the general case identical in the substance.
It is possible to find two functions k1, k2 satisfying the following properties:
ki(x) ∈ [0, 1] for every x ∈ Σ;
ki(x) = 1 for every x ∈ Ωi, i = 1, 2;
ki(x) = 0 if d(x,Ωi) ≥ δ04 ;‖ki‖C2(Σ,g) ≤ Cδ0,
where Cδ0 is some positive constant just depending on δ0 (Cδ0 ∼ 1/δ20).
We first need some preparatory estimates, so fix a function w ∈ H1(Σ) : without losing any generality,
we can also assume that w = 0 and, by symmetry, that ‖k1w‖ ≤ ‖k2w‖. Using our hypothesis and (5),
we get ∫
Σ
e2w dVg ≤ 1
γ0
∫
Ω1
e2w dVg ≤ 1
γ0
∫
Σ
e2k1w dVg ≤ CΣ,g
γ0
exp
{
1
4pi
‖k1w‖2 + k1w
}
.
Now, by construction k1w and k2w have well-separated supports and so in evaluating ‖(k1 + k2)w‖2 =∫
Σ
|∇g(k1 + k2)w|2 dVg we do not have mixed terms and just get ‖(k1 + k2)w‖2 = ‖k1w‖2 + ‖k2w‖2 and
consequently ‖k1w‖2 ≤ 12 ‖(k1 + k2)w‖2 . Exploiting these two inequalities we get
(15)
∫
Σ
e2w dVg ≤ CΣ,g
γ0
exp
{
1
8pi
‖(k1 + k2)w‖2 + k1w
}
.
Now, we need to work on these terms on the right-hand side of (15). Concerning the average term, we
use the classical Young inequality ab ≤ εa2 + 1ε b2 (valid for any ε > 0) to get
k1w =
∫
Σ
k1w dVg ≤
∫
Σ
(
k21
ε
+ εw2
)
dVg ≤ 1
ε
+ ε ‖w‖22 .
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We then need to study the gradient terms, that can be handled separately. For instance∫
Σ
|∇g(k1w)|2 dVg =
∫
Σ
|(∇gk1)w + k1 (∇gw)|2 dVg
=
∫
Σ
|∇gk1|2 w2 dVg +
∫
Σ
k21 |∇gw|2 dVg + 2
∫
Σ
k1w∇g (k1)∇g (w) dVg
≤ Cδ0
∫
supp(k1)
w2 dVg +
∫
supp(k1)
|∇gw|2 dVg + 2ε
∫
supp(k1)
|∇gw|2 dVg + 2Cδ0
ε
∫
supp(k1)
w2 dVg
again applying the Young inequality (for the same value of ε). Hence, this leads to
‖(k1 + k2)w‖2 ≤ Cδ0
(
1 +
2
ε
)
‖w‖22 + (1 + 2ε) ‖w‖2
and by just renaming ε→ 2ε for the sake of clarity we come to the auxiliary estimate
(16)
∫
Σ
e2w dVg ≤ C
γ0
exp
{
1
8pi
(1 + ε) ‖w‖2 + Cδ0,ε ‖w‖22
}
,
(where C := C(Σ, g, ε)), that will be used in the sequel of this proof to conclude the argument.
Now, assume a generic function u is given and pick C˜δ0,ε so that Cδ0,ε/C˜δ0,ε < ε. It is standard and
well known (see, for instance, [1] as a reference) that the operator −∆g admits a complete system of
eigenfunctions on X = H1−(Σ, g) and call (λj)j∈N its (monotone and increasing) sequence of eigenvalues.
We can then decompose u as follows:
u = ulow + uhigh;
ulow =
∑
λj≤C˜δ0,ε ϕj ;
uhigh =
∑
λj>C˜δ0,ε
ϕj ;
−∆gϕj = λjϕj ∀j ∈ N.
On the one hand a straightforward computation shows that
‖uhigh‖22 ≤
‖uhigh‖2
C˜δ0,ε
,
while on the other ulow ∈ L∞(Σ, g) with ‖ulow‖∞ ≤ Cδ0,ε ‖ulow‖2 . In fact, there is equivalence between
these two norms because the inequality ‖·‖2 ≤ ‖·‖∞ is trivial (recall that we are assuming V olg(Σ) = 1),
while the other comes from elliptic regularity referred to the generators ϕj of the finite-dimensional vector
space Vδ0,ε :=
〈
ϕj |λj ≤ C˜δ0,ε
〉
. Consequently, we can exploit both these facts proceeding as follows∫
Σ
e2u dVg =
∫
Σ
e2(ulow+uhigh) dVg ≤ e2‖ulow‖∞
∫
Σ
e2uhigh dVg
≤ e2‖ulow‖∞ C
γ0e−2‖ulow‖∞
exp
{
1
8pi
(1 + ε) ‖uhigh‖2 + Cδ0,ε ‖uhigh‖22
}
,
since we can make use of (16) because the function uhigh satisfies the condition (14) with γ′0 := γ0e−2‖ulow‖∞ .
Equivalently, we have come to
log
∫
Σ
e2u dVg ≤ C + 4 ‖ulow‖∞ +
{
1
8pi
(1 + ε) ‖uhigh‖2 + Cδ0,ε ‖uhigh‖22
}
,
but due to the Poincaré-Wirtinger inequality and the elementary inequality
√
a ≤ εa+ 1/ε, this becomes
log
∫
Σ
e2u dVg ≤ C + 4ε ‖ulow‖2 +
{
1
8pi
(1 + ε) ‖uhigh‖2 + Cδ0,ε ‖uhigh‖22
}
.
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Depending on our choice of C˜δ0,ε the previous inequality is just
(17) log
∫
Σ
e2u dVg ≤ C +
{
1
8pi
(1 + 4ε) ‖u‖2
}
where again C = C(Σ, g, δ0, γ0, ε). By means of some elementary algebra on the right-hand side of (17),
we can replace this result (obtained for any ε > 0) with the thesis (7).
The first step of our study is then a similar improved inequality that is based on both (5) and (11)
and is proved still by means of cut-off functions, but with some extra algebra.
Lemma 2.2. Let n ∈ N and let I ⊆ {1, . . . ,m} with n + card (I) > 0, where card(I) denotes the
cardinality of a set. Assume there exists r > 0, δ0 > 0 and pairwise distinct points {q1, . . . , qn} ⊆
Σ \ {p1, . . . , pm} such that:
• for any couple {a, b} ⊆ {q1, . . . , qn ∪ (∪i∈Ipi)} with a 6= b one has distg(Br (a) , Br (b)) ≥ 4δ0;
• for any a ∈ {q1, . . . , qm} one has dg(pi, Br(a)) ≥ 4δ0 for any i ∈ {1, . . . ,m} \ I;
and consider any γ0 ∈
(
0, 1n+card(I)
)
.
Then, for any ε˜ > 0 there exists a constant C := C(Σ, g, n, I, r, δ0, γ0, ε˜) such that
(18) log
∫
Σ
h˜e2(u−u) dVg ≤ 1
4pi
(
n+
∑
i∈I(1 + αi)− ε˜
)∫
Σ
|∇gu|2 dVg + C
for all functions u ∈ H1(Σ) satisfying∫
Br(a)
h˜e2u dVg∫
Σ
h˜e2u dVg
≥ γ0, ∀ a ∈ {q1, . . . , qn ∪ (∪i∈Ipi)} .
Proof. To avoid repetitions, we limit ourselves to sketch the argument, since many details can be
borrowed from the proof of Lemma 2.1. Assume first for any ball we deal with we define a suitable cut-off
function. Exploiting them as above, we come to the following partial estimates (that hold for any ε > 0
small enough):
• If a ∈ {q1, . . . , qn} then
(19)
∫
Σ
h˜e2w dVg ≤ C exp
[
1
4pi
(1 + 2ε) ‖w‖2Br+δ0 (a) + Cδ0,ε
(
‖w‖22
)
Br+δ0 (a)
]
;
• If a = pi for some i ∈ I then by (11)
(20)
∫
Σ
h˜e2w dVg ≤ C exp
[
1
4pi(1 + αi)
(1 + 2ε) ‖w‖2Br+δ0 (a) + Cδ0,ε
(
‖w‖22
)
Br+δ0 (a)
]
.
Assume now we raise each of the inequalities (19) to the power λ−1 > 0 and the i-th of the inequalities
(20) to the power µ−1i > 0 with
(21)
{
n
λ +
∑
i∈I
1
µi
= 1
1
λ
∑n
j=1 θj +
∑
i∈I
ϕi
µi(1+αi)
≤
∑n
j=1 θj+
∑
i∈I ϕi
n+
∑
i∈I(1+αi)
with θj = ‖w‖2Br+δ0 (qj) and ϕi = ‖w‖
2
Br+δ0 (pi)
. The algebraic problem (21) is indeed solvable by setting
for instance
λ = n+
∑
i∈I
(1 + αi), µi =
λ
1 + αi
, i ∈ I.
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Hence, by multiplication of all such inequalities we get the intermediate result (true for any ε > 0
sufficiently small):
(22) log
∫
Σ
h˜e2w dVg ≤ C +
[
1
4pi
(
n+
∑
i∈I(1 + αi)
) (1 + ε) ‖w‖2 + Cδ0,ε ‖w‖22
]
.
The strategy now is to follow almost verbatim the proof of Lemma 2.1 and so to exploit spectral analysis
of −∆g on H1−(Σ, g) to absorb the L2 term into the Dirichlet energy. Once we have decomposed u =
ulow + uhigh, we just need to apply (22) for uhigh to get the thesis.
Remark 2.3. It should be clear that the same arguments work also if we replace the balls centered at
singular points with balls covering the singular points (i.e. centered at points near the singularities),
provided we guarantee some separation condition as above. This remark is actually useful for the proof
of Lemma 3.11 below.
3 Mapping sublevels of Jρ,α into Σρ,α
Following the guide of the regular case, we were led to claim the structure of the very low sublevels of the
functional Jρ,α according to the definition of Σρ,α given in Section 1. Thanks to the previous improved
inequalities, we expect that Σρ,α is indeed homotopy equivalent to the very low sublevels of the functional
Jρ,α: we introduce here a non-trivial projection operator Ψ : J−Lρ,α → Σρ,α (for some appropriate choice
of L) and, in the next section, an embedding Φ : Σρ,α → J−Lρ,α so that the composition Ψ ◦ Φ : Σρ,α ←↩ is
(homotopy) equivalent to the identity on the same space. Although this fact does not imply the homotopy
equivalence, it is however sufficient for our purposes.
The model for this construction is presented in article [24], where something similar is done (in a
regular setting) for the Q-curvature prescription problem. Our case is for some aspects much harder.
This is due to two related problems: 1) the topology of Σρ,α is very complicated and depends drastically
on the values of the parameters, 2) the definition of the projection is delicate, since it must respect the se-
lection rules for the barycenters defined above. The role of these obstructions should be clear in the sequel.
Again, it is worth mentioning that the construction we are going to present is quite easy if we consider
some specific values of the parameters (see Section 6 for some examples), but becomes rather sophisti-
cated if we want to work in full generality.
Throughout this section, we will consider Σρ,α endowed with the weak topology corresponding to the
duality with C1(Σ, g). It is easy to see that such topology is equivalently determined by the distance
function
(23) d : Σρ,α × Σρ,α → R≥0 , d(σ1, σ2) = sup
‖f‖C1(Σ)≤1
(σ1 − σ2, f) .
This will be a useful tool to perform some explicit computations.
We need to start by introducing some notation. For k, l ∈ N and a set of indices {i1, . . . , il} ⊆
{1, . . . ,m} satisfying the relation 4pi
[
k +
∑l
1
(
1 + αij
)]
< ρ we define the set
Σk,li1...il =
s1δpi1 + . . .+ slδpil +
k∑
j=1
tjδqj
 ,
where
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• sj ∈ [0, 1] for any j = 1, . . . , l;
• tj ∈ [0, 1] for any j = 1, . . . , k;
• ∑j sj +∑j tj = 1;
• qj ∈ Σ, for any j = 1, . . . , k.
Definition 3.1. Given two triplets (k1, l1, ι1) and (k2, l2, ι2), we will write that Σk1,l1ι1  Σk2,l2ι2 if Σk1,l1ι1 ⊆
Σk2,l2ι2 or, equivalently, if k2 ≥ k1 and the set of indices represented by ι1 can be split into two subsets,
say ι1 and ι1, such that:
• ι1 ⊆ ι2;
• card (ι1) ≤ k2 − k1.
This definition will be commented and motivated below, after a more general introduction of the
construction we are going to perform.
For any choice of (k, l, ι) we simply write dk,l,ι (σ) = d
(
σ,Σk,lι
)
, σ ∈ Σρ,α. Then, for ε > 0 we define
Σk,lι (ε) =
{
σ ∈ Σk,lι | dk′,l′,ι′ (σ) > ε for any triplet (k′, l′, ι′) such that Σk
′,l′
ι′ ≺ Σk,lι
}
.
In case Σk,lι is such that no triplet (k′, l′, ι′) exists with Σ
k′,l′
ι′ ≺ Σk,lι , then we just set
Σk,lι (ε) := Σ
k,l
ι .
Such triplets (k, l, ι) will be called minimal with respect to ≺.
Lastly, we need to introduce an important tool. For any l points x1, . . . , xl ∈ Σ which all lie in a
small metric ball and l non-negative numbers γ1, . . . , γl, we consider convex combinations of the form∑l
i=1 γixi,
∑
i γi = 1. To do this, we make use of the embedding of Σ into some Euclidean space Rn given
by Whitney’s theorem, take the corresponding convex combination of these points in Rn and project it
into our embedded manifold identified with the manifold itself. If dg (xi, xj) < ξ for any choice of i, j with
ξ sufficiently small this operation is well defined and moreover dg
(
xi,
∑
j γjxj
)
< 2ξ for any i = 1, . . . , l.
Alternatively, in order to preserve distances, we could employ Nash’s embedding theorem, but this is not
strictly necessary.
We now give a first quantitative description of the set Σk,lι .
Lemma 3.2. Let (k, l, ι) a non-minimal admissible triplet. Then for all ε > 0 sufficiently small the
following property holds: if σ ∈ Σk,lι (ε) , σ =
∑k+l
i=1 ciδzi , then
ci ≥ ε
2
; dg (zi, zj) ≥ ε
2
; i, j = 1, . . . , k + l, i 6= j.
Proof. We study the two inequalities separately. Assume by contradiction the first is false and so
there exists an index i ∈ {1, . . . , k + l} such that ci < ε2 . Then for i ∈ {1, . . . , k + l} , i 6= i we consider
the element
σ̂ =
(
ci + ci
)
δzi +
∑
i=1,...,k+l, i6=i,i
ciδzi .
Depending on i, the element σ̂ will belong either to Σk−1,l? or to Σk,l−1? for some multi-index ? but in
any case to a stratum (say Σk
′,l′
ι′ ) that precedes Σ
k,l
ι in the sense explained above (see Definition 3.1).
Moreover, for any function f ∈ C1(Σ) with ‖f‖C1(Σ) ≤ 1 one has clearly
|(σ − σ̂, f)| ≤ ci
(∣∣f(zi)∣∣+ ∣∣∣f (zi)∣∣∣) ≤ 2ci
and hence, taking the supremum with respect to f , we deduce
ε < d
(
σ,Σk
′,l′
ι′
)
≤ d (σ, σ̂) ≤ sup
f
|(σ − σ̂, f)| ≤ 2ci.
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This is a contradiction.
Let us now turn to the second inequality. Assume that there are zi, zj ∈ Σ with zi 6= zj and dg (zi, zj) < ε2 .
Observe that, without losing any generality, we can assume that either zi or zj is not a singular point,
simply because we can reduce the problem to the case ε < minp 6=p′ dg (p, p′) where p, p′ are a couple of
singular points, so {p, p′} ⊆ {p1, . . . , pm}. Therefore, we can define the element
σ̂ = (ci + cj) δ 1
2 zi+
1
2 δzj
+
∑
s=1,...,k+l s6=i,j
csδzs .
Again, the element σ̂ belongs to a stratum Σk
′,l′
ι′ that precedes Σ
k,l
ι and, for ‖f‖C1(Σ) ≤ 1 we obtain
|(σ − σ̂, f)| ≤ ci
∣∣∣∣f(zi)− f (zi + zj2
)∣∣∣∣+ cj ∣∣∣∣f (zj)− f (zi + zj2
)∣∣∣∣ .
Taking the supremum over f , we deduce
ε < d
(
σ,Σk
′,l′
ι′
)
= sup
f
|(σ − σ̂, f)| ≤ 2d(zi, zj)
and this gives as well a contradiction, so the proof is complete.
Corollary 3.3. For any triplet (k, l, ι) such that the stratum Σk,lι is admissible and non-minimal and for
any ε > 0 sufficiently small, the set Σk,lι (ε) is a smooth open manifold of dimension 3k + l − 1.
Proof. The previous Lemma 3.2 guarantees that in case we consider Σk,lι (ε) instead of Σk,lι , then
all the numbers ci are uniformly bounded away from zero and also the mutual distance between any
two points zi, zj is uniformly bounded from below. Therefore, recalling that the coefficients ci satisfy
the constraint
∑k+l
i=1 c1 = 1, each element of Σ
k,l
ι (ε) can be smoothly parameterized by 2k coordinates
locating the points zi and by k + l − 1 coordinates identifying the numbers ci.
Remark 3.4. The previous corollary involves only non-minimal strata, so one could at first wonder about
minimal ones. But actually, one easily sees that they can only be of the form Σ0,1j for some j ∈ {1, . . . ,m}.
Each of these only consists of one point, so the topology of such strata is also clear.
In the regular case the strata are totally ordered by their dimensions and in fact:
Σ1 ≺ Σ2 ≺ . . . ≺ Σk−1 ≺ Σk, ρ ∈ (4kpi, 4 (k + 1)pi) .
In the singular case the situation is less clear in general. Given d ∈ N, we may have different strata
having dimension d and this is due to two possibilities:
1. We may have couples Σk,lι ,Σ
k,l
ι′ with ι 6= ι′;
2. We may have couples Σk1,l1ι1 ,Σ
k2,l2
ι2 with (k1, l1) 6= (k2, l2) but 3k1 + l1 = 3k2 + l2.
It is easily seen, via explicit examples, that both phenomena may really occur.
We now want to move towards the construction of the projection operator. The central problem,
recognized in [24], is to obtain continuity when strata of different dimensions meet. To explain this, we
may refer to a very elementary example. Assume we have a square (i.e. its boundary) in the plane. We
may think of it as a stratified set with the four vertices of dimension 0 and the four edges of dimension
1. Assume we want to define a projection from a δ-neighborhood of this square to the square itself. This
is easy if we consider the central portion of each side, but becomes non-trivial if we lie near a vertex.
Indeed we can have a couple of points near a diagonal (and near such vertex) with arbitrarily small
mutual distance and if we just patch together the projections along different sides, these points would be
sent far. To avoid this, we need to proceed by increasing dimension of the strata and hence first project
radially to the vertices and then (on the remaining portion of our δ-neighborhood) orthogonally to the
sides. However, if we want to obtain a continuous global map, these definitions have to match and so
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we need to determine four transition annuli in order to define homotopies between these two sorts of
projections.
The hard point of the construction is to define suitable homotopies on transition domains and this is
done by means of the following lemma, which is a variation on a result contained in [24].
Lemma 3.5. Let (k, l, ι) be a triplet such that Σk,lι is an admissible stratum and let ε > 0 be sufficiently
small. Then there exists a number ε̂ ε, only depending on ε and (k, l, ι) and a map U tk,l,ι from the set
Σε̂,εk,l,ι :=
{
σ ∈ Σρ,α| d(σ,Σk,lι (ε)) < ε̂
}
into Σρ,α such that the following four properties hold true:
(i) U0k,l,ι = Id and U
t
k,l,ι|Σk,lι = Id|Σk,lι for every t ∈ [0, 1];
(ii) U1k,l,ι (σ) ∈ Σk,lι
(
ε
2
)
for every σ ∈ Σε̂,εk,l,ι;
(iii) d
(
U0k,l,ι (σ) , U
t
k,l,ι (σ)
)
≤ Ck,l,ι,ε
√
ε̂ for every σ ∈ Σε̂,εk,l,ι and t ∈ [0, 1];
(iv) If σ ∈ Σε̂,εk,l,ι ∩ Σk
′,l′
ι′ for any stratum Σ
k′,l′
ι′ such that Σ
k,l
ι  Σk
′,l′
ι′ then U
t
k,l,ι (σ) ∈ Σk
′,l′
ι′ for every
t ∈ [0, 1].
Remark 3.6. Some comments are in order. First of all, the idea of this lemma is that if an element
σ ∈ Σρ,α is near the set Σk,lι (ε), then it can be projected to Σk,lι
(
ε
2
)
. Secondly, it has to be remarked
that the constant Ck,l,ι,ε does not depend on t and ε̂. Finally, notice that among the properties above,
probably the most important is the last one, because it tells that the homotopy U tk,l,ι acts respecting the
higher strata, which should be a pretty natural requirement. The idea of (partially) ordering the strata
by dimension - which is probably the first one could think of - does not work because such a definition of
′ would necessarily lead to a violation of property (iv) above. The reason for this violation is explained
after the proof of Lemma 3.5 by means of Remark 3.7.
Proof. We have seen in Corollary 3.3 that Σk,lι
(
ε
4
)
is a smooth (open) finite-dimensional manifold and
so there exists a projection Pk,l,ι from the ε̂-neighborhood in Σρ,α of Σk,lι (ε) onto Σk,lι
(
ε
2
)
. Due to the
non-trivial structure of Σk,lι (it is not convex) and to the fact that C1(Σ, g)∗ is a Banach space, this is
actually only a quasi-projection, in the sense that
(24) d (σ, Pk,l,ι (σ)) ≤ Ck,l,ι,εd
(
σ,Σk,lι (ε)
)
, σ ∈ Σε̂,εk,l,ι.
This construction is done by means of the Implicit Function Theorem and a partition of unity. To fix the
notation, we just write
σ =
∑
i
ciδzi , Pk,l,ι (σ) =
∑
i
diδwi .
Notice that we choose not do distinguish (at the level of notation) between regular and singular points,
but to use this uniform notation. Notice also that since we are assuming Pk,l,ι (σ) ∈ Σk,lι
(
ε
2
)
, then by
Lemma 3.2
di ≥ ε
4
, dg (wi, wj) ≥ ε
4
∀ i 6= j.
Recall also that both the coefficients di and the points wi ∈ Σ depend continuously on σ.
We are going to define the map U tk,l,ι in different steps and the idea is basically first to reduce the number
of points we deal with (this is done by means of a map T˜ tk,l,ι and its normalization T
t
k,l,ι) and then to
move towards Pk,l,ι(σ) in two steps in order to avoid transitions on forbidden configurations (see the
selection rules above), i.e. we do not want to go out of Σρ,α.
Hence we first define an auxiliary map T˜ tk,l,ι, T˜
t
k,l,ι (σ) =
∑
d˜iδw˜i which misses the normalization
∑
d˜i = 1
and then correct the error. This application basically neglects the points zi that are far from any of the
wj ’s (by letting their coefficients gradually vanishing) and sends any of the other points (say zi) to a
convex combination of the points zi’s that lie in a suitably small neighborhood of the same wj . However,
differently from the regular case, we have to be careful with the singular points. In fact, this strategy could
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possibly lead to replace a singular point with a regular point (the corresponding convex combination),
which might not be allowed in Σρ,α. This is the reason for the introduction of the blow-up function
θ : Σ→ [0,+∞] that is defined as follows:
θ(x) =
m∏
j=1
θj(x), θj(x) = max
{
1,
µ
dg (x, pj)
}
,
for some scale parameter µ minp 6=p′ dg (p, p′) where p, p′ are singular points on the manifold Σ.
In order to obtain continuity for T˜ tk,l,ι, we need to introduce a small parameter η  ε (that will
be fixed later and will be of order ' Ck,l,ι,ε
√
ε̂) and define a smooth cut-off function ωη satisfying the
following properties
(25)
 ωη(t) = 1, for t ≤
η
16 ;
ωη(t) = 0, for t ≥ η8 ;
ωη(t) ∈ [0, 1] , for every t ≥ 0.
Hence, we set ωj,η (x) = ωη (dg (x,wj)). We also define the following quantities:
Xj (σ) = 1∑
zi∈B η
8
(wj)
θ (zi)ωj,η (zi) ci
∑
zi∈B η
8
(wj)
θ (zi)ωj,η (zi) cizi,
si (σ) =
8
η
dg (zi, wj)− 1, for zi ∈ B η
4
(wj) .
Since for any couple of indices j 6= j we have dg
(
wj , wj
)
≥ ε4 and since η  ε, then for any i there exists
(at most) one point wj such that zi ∈ B η
4
(wj). As a result, the number si (σ) is well-defined. After all
these preliminaries, we define the map T˜ tk,l,ι as
T˜ tk,l,ι (σ) =
k+l∑
i=1
c˜i (σ, t) δz˜i(σ,t),
with
c˜i (σ, t) =
{
(1− t) ci, if zi ∈ Σ \B η
8 (wj)
;
((1− t) + tωj,η (zi)) ci, if zi ∈ B η
8
(wj)
and
z˜i (σ, t) =

zi, if zi ∈ Σ \B η
4 (wj)
;
(1− t) zi + t [si (σ) zi + (1− si (σ))Xj (σ)] , if zi ∈ B η
4
(wj) \B η
8 (wj)
;
(1− t) zi + tXj (σ) , if zi ∈ B η
8
(wj) .
Now, the numbers c˜i (σ, t) will in general miss the normalization condition
∑
i c˜i = 1 and so we need
to correct the map T˜ tk,l,ι defining
T tk,l,ι (σ) =
1
(1− t) C˜ (σ, 0) +∑ C˜j (σ, t)
k+l∑
i=1
c˜i (σ, t) δz˜i(σ,t),
where
C˜j (σ, t) =
∑
zi∈B η
8
(wj)
c˜i (σ, t) ; C˜ (σ, t) = 1−
∑
j
C˜j (σ, t) .
One easily sees that the sum of all the coefficients is equal to 1 and that the map is well-defined and
continuous in both t and σ. As a next step in our construction we need two more auxiliary maps. The first
one is a homotopy Htk,l,ι, t ∈ [0, 1], that corrects the image of T 1k,l,ι by sending the regular points among
the z˜i (σ, 1)’s to the corresponding image points wj ’s through Pk,l,ι and keeps the singular points still.
Lastly, we define a further correction homotopy Kk,l,ι so that each of the z˜i (σ, 1)’s (and so the singular
ones) is sent to its nearby image through Pk,l,ι. The previous idea should be clear since the geometry of
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Figure 1: The image through the projector P2,1,2 of an element of the stratum Σ
5,2
13 and the line action
of T˜ t2,1,2.
the set of points (∪iz˜i (σ, 1)) ∪ (∪jwj) is very simple and made of a finite number of couples (possibly
singletons) contained in well-separated geodesic balls on Σ. Indeed, the definition of such homotopies
Hk,l,ι and Kk,l,ι is elementary and we do not enter into details here. We are now in position to complete
our construction by setting
U˜ tk,l,ι (σ) =

T 3tk,l,ι, for t ∈
[
0, 13
]
;
H3t−1k,l,ι , for t ∈
[
1
3 ,
2
3
]
;
K3t−2k,l,ι , for t ∈
[
2
3 , 1
]
.
It is now needed to check the properties listed in the theorem. Among these, (i) is immediate, (iv) is easy
and (ii) follows from (iii) (recall that we will finally make a smart choice of η and ε̂). So we just have to
prove property (iii) and it should be clear that we just need to verify it for the map T tk,l,ι since the action
of both Htk,l,ι and K
t
k,l,ι is trivial and does not involve the coefficients.
This construction allows to adapt to our setting the estimates in [24], that are reported here below for
completeness. To begin, pick a smooth function f such that
f (x) =

1
2 , for x ∈ ∪jB η48 (wj) ;
1
2 +
η
32 , for x ∈M \ ∪yB η16 (wj) ;‖f‖C1(Σ) ≤ 1.
Since σ ∈ Σε̂,εk,l,ι and thanks to (24) (that is |(σ − Pk,l,ι (σ) , f)| ≤ Ck,l,ι,εε̂) one has
(26)
η
32
∑
zi∈Σ\∪jB η
16
(wj)
ci ≤ (σ, f)− (Pk,l,ι, f) ≤ Ck,l,ι,εε̂
because (Pk,l,ι (σ) , f) =
∑
j djf (wj) = 1/2 and
(σ, f) =
∑
zi∈∪jB η
16
(wj)
cif (zi) +
∑
zi∈M\∪jB η
16
(wj)
cif (zi)
≥ 1
2
∑
zi∈∪jB η
16
(wj)
ci +
(
1
2
+
η
32
) ∑
zi∈Σ\∪jB η
16
(wj)
ci.
The estimate (26) implies
C˜ (σ, 0) =
∑
zi∈Σ\∪jB η
8
(wj)
ci ≤
∑
zi∈Σ\∪jB η
16
(wj)
ci ≤ 32Ck,l,ι,εε̂
η
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and also
C˜j (σ, t) =
∑
zi∈B η
8
(wj)\B η
16
(wj)
((1− t) + tωj,η (zi)) ci +
∑
zi∈B η
16
(wj)
((1− t) + tωj,η (zi)) ci
= A˜j (σ, t) +
∑
zi∈B η
16
(wj)
ci, where
∑
j
A˜j (σ, t) ≤ 32Ck,l,ι,εε̂
η
.
Hence, exploiting the fact that by definition
∑
j C˜j (σ, 0) + C˜ (σ, 0) = 1 or equivalently∑
zi∈B η
16
(wj)
ci +
∑
j
A˜j (σ, 0) +
∑
zi∈Σ\∪jB η
8
(wj)
ci = 1
we deduce ∣∣∣∣∣∣
∑
j
C˜j (σ, t) + (1− t) C˜ (σ, 0)− 1
∣∣∣∣∣∣ =∣∣∣∣∣∣∣
∑
j
(
A˜j (σ, t)− A˜j (σ, 0)
)+ (1− t) ∑
zi∈Σ\∪jB η
8
(wj)
ci
∣∣∣∣∣∣∣
≤ 64Ck,l,ι,εε̂
η
+ 32
Ck,l,ι,εε̂
η
= 96
Ck,l,ι,εε̂
η
.
As a result, recalling the fact that ε̂ will be chosen so small that Ck,l,ι,εε̂η  1 we can use a Taylor
expansion to conclude ∣∣∣∣∣ 1∑
j C˜j (σ, t) + (1− t) C˜ (σ, 0)
− 1
∣∣∣∣∣ ≤ 100Ck,l,ι,εε̂η .
This is a very useful estimate because for an arbitrary function f ∈ C1 (Σ) with ‖f‖C1(Σ) ≤ 1,∣∣(σ − T tk,l,ι (σ) , f)∣∣ ≤ ∣∣∣(σ − T˜ tk,l,ι (σ) , f)∣∣∣+ ∣∣∣(T˜ tk,l,ισ − T tk,l,ι (σ) , f)∣∣∣
≤
∣∣∣(σ − T˜ tk,l,ι (σ) , f)∣∣∣+ 100Ck,l,ι,εε̂η
and so all we need to do is to evaluate the distance between σ and T˜ tk,l,ι (σ). To this aim, observe that∣∣∣(σ − T˜ tk,lι (σ) , f)∣∣∣ ≤ ∑
zi∈Σ\∪jB η
4
(wj)
ci
∑
zi∈∪jB η
4
(wj)\B η
16
(wj)
|cif (zi)− c˜i (σ, t) f (z˜i (σ, t))|
+
∑
zi∈B η
16
(wj)
cidg (zi, z˜i (σ, t))
(recall that we are working with test functions that are 1-Lipschitz). Now, the fact that η is very small
implies that
|cif (zi)− c˜i (σ, t) f (z˜i (σ, t))| ≤ |ci − c˜i (σ, t)|+ c˜i (σ, t) dg (zi, z˜i (σ, t)) ≤ 2ci,
and as a consequence∣∣∣(σ − T˜ tk,lι (σ) , f)∣∣∣ ≤ 2 ∑
Σ\∪jB η
16
(wj)
ci +
∑
j
∑
zi∈B η
16
(wj)
cidg (zi,Xj (σ))
16
≤ 64Ck,l,ι,εε̂
η
+
∑
j
∑
zi∈B η
16
(wj)
cidg (zi,Xj (σ)) .
To estimate the last term we need a geometric argument based on our notion of convex combination on
the abstract manifold Σ (see above): we know that each point zi is shifted in the homotopy at most by
η/2 and so exploiting the fact that
∑
i ci = 1 we conclude∣∣(σ − T tk,lι (σ) , f)∣∣ ≤ 164Ck,l,ι,εε̂η + η2 .
This motivates the choice of η = Ck,,l,ι,ε
√
ε̂ and that is the end of our proof.
It is now possible to give the anticipated motivation for our Definition 3.1.
Remark 3.7. Assume m ≥ 4 and ρ > 4pi, ρ > 4pi∑4i=1 (1 + αi). This choice means that the space of
formal barycenters Σρ,α contains, as special cases, the two strata Σ1,0, having dimension 2 and Σ
0,4
1234
having dimension 3. Hence, by dimensional ordering Σ1,0 ≺′ Σ0,41234. Assume now we apply the previous
Lemma 3.5 to the stratum Σ1,0: if property (iv) were true for ′ then the homotopy U t1,0 should respect
the higher-dimensional stratum Σ0,41234 in the sense that for any t ∈ [0, 1] it should take values in Σ0,41234
whenever applied to a point of the stratum itself. Unfortunately, this is in contradiction with property (ii)
because we require U1k,l,ι ∈ Σk,lι
(
ε
2
)
and clearly Σ1,0
(
ε
2
) ⊆ Σ1,0 \ (Σ0,11 ∪ Σ0,12 ∪ Σ0,13 ∪ Σ0,14 ).
The basic idea to go further is the following: if for some element of C1 (Σ, g)∗ both the projections
Pk,l,ι and Pk′,l′.ι′ are defined, with Σk,lι ≺ Σk
′,l′
ι′ , then we can consider the composition U
t
k,lι ◦ Pk′,l′,ι′
to get an homotopy between Pk,l,ι and Pk′,l′.ι′ . In other terms U tk,l,ι is the transition operator we were
looking for.
We need two more technical lemmas.
Lemma 3.8. For any ε sufficiently small, there exists ε̂ such that it is possible to define a continuous
projection from the set {
f ∈ L1 (Σ) | f ≥ 0,
∫
Σ
f dVg = 1, d
(
f,Σk,lι (ε)
)
< ε̂
}
into Σk,lι
(
ε
2
)
.
This first one is based on the fact that all the strata Σk,lι are finite-dimensional (see Corollary 3.3). The
second concerns the intersections of different strata and tells that transition homotopies are needed only
for couples of strata Σk,lι and Σ
k′,l′
ι′ such that Σ
k,l
ι ≺ Σk
′,l′
ι′ and not, for instance, whenever dim
(
Σk,lι
)
<
dim
(
Σk
′,l′
ι′
)
.
Lemma 3.9. Let Σk1,l1ι1 and Σ
k2,l2
ι2 be strata that are included in Σρ,α for some fixed admissible values of
α and ρ. Then Σk1,l1ι1 ∩Σk2,l2ι2 equals the union of all and only the strata that are contained both in Σk1,l1ι1
and Σk2,l2ι2 , that are those Σ
k,l
ι such that Σk,lι  Σk1,l1ι1 and Σk,lι  Σk2,l2ι2 .
The proof of this result is straightforward, but still we decided to present this fact as a separate lemma
in order to emphasize how easily intersections and boundary relations among strata can be treated by
simply referring to the triplets (k, l, ι).
There is still one missing tool which is needed for the construction of the global projection Ψ from a
suitable sublevel of Jρ,α to Σρ,α. Indeed, in the case of the regular problem the inequality given by Lemma
2.1 is used to prove Proposition 1.1, concerning the concentration phenomena characterizing functions
belonging to very low sublevels of Jρ, and this is clearly a preliminary step for defining a projector onto
Σk. To that aim, the following lemma is needed, which works as a criterion implying the condition
requested for applying Lemma 2.1.
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Lemma 3.10 ([24]). Let l be a positive integer and consider a couple of positive numbers ε and r. Then,
for any non-negative f ∈ L1(Σ) (normalized to ‖f‖1 = 1) satisfying∫
∪lj=1Br(pj)
f dVg < 1− ε for every l−tuple p1, ..., pl ∈ Σ
there exist ε < ε, r > 0 and points p1, ..., pl+1 all depending on (Σ, g) and ε, r, l and, just in the case of
these points, also on f such that∫
Br(p1)
f dVg ≥ ε, ...,
∫
Br(pl+1)
f dVg ≥ ε; B2r(pi) ∩B2r(pj) = ∅ for i 6= j.
In the singular case, the very same strategy does not apply, but we can nevertheless use this lemma
and the improved inequality (18), to get, by a tedious argument that we omit, the following result.
Lemma 3.11. For arbitrarily small ε > 0 and r > 0 there exists a sufficiently large constant L := L(ε, r)
such that for every u ∈ H1 (Σ, g) with Jρ,α (u) ≤ −L there is a stratum Σk,li1...il ⊂ Σρ,α such that∫
Br(ai1 )∪...∪Br(ail )∪Br(b1)∪...∪Br(bk)
h˜e2u dVg∫
Σ
h˜e2u dVg
≥ 1− ε,
for some points ais ∈ B2r(pis) (s = 1, . . . , l) and b1, . . . , bk satisfying
(27) min
j=1,...,k
min
i=1,...,m
dg(bj , pi) ≥ 2r.
As a consequence, we may come to the conclusion of this section.
Lemma 3.12. For any choice of ρ and α according to the restriction of Problem (2), there exists a large
L̂ > 0 and a continuous map from J−L̂ρ,α into Σρ,α.
Proof. Let n denote the maximal dimension of an admissible stratum in Σρ,α and observe that
obviously for any j ≤ n there exists only a finite number of strata having dimension j. After this
preliminary remark, we define some numbers
εdl  εdl−1  . . . εd1  εd0  1
(with n = dl > dl−1 > . . . > d1 > d0 = 0 denoting the dimensions of admissible strata of Σρ,α) as follows.
We choose ε so that for any admissible stratum of dimension 0 (say generically Σ0,1j ) there is continuous
projection from the L1(Σ) (normalized) functions in an ε-neighborhood of that Σ0,1j onto Σ
0,1
j . This is
possible by Lemma 3.8. Then we consider all the strata of dimension d1: notice that it is not true in
general that d1 = 1 (see below for explicit examples), i. e. there could be dimensional gaps and in that
case we just neglect those dimensions. However, we apply Lemma 3.8 again separately to each of these
strata with ε0 = ε4 and hence get a corresponding small ε̂ and set εd1 =
ε̂
4 . We iterate the process and
choose the numbers εd2 , . . . , εdl in the same way.
For any i ∈ ∪lj=0 {dj}, let fi be a smooth non-increasing cut-off function such that{
fi(t) = 1, for t ≤ εi;
fi(t) = 0, for t ≥ 2εi.
The next step consists in choosing the large number L̂, and this is essentially an elementary argument
based on our concentration results above, Lemma 3.11. The key point is that considering concentration
at an appropriate scale, there exists a level L̂ such that for any u ∈ H1(Σ, g) with Jρ,α (u) ≤ −L̂ one
has d
(
h˜e2u,Σρ,α
)
< εdl . Notice that here we are always assuming to work with functions normalized
according to
∫
Σ
h˜e2u dVg = 1, which is no loss of generality since the functional is invariant under addition
of constants to its argument.
As a result, taken any u ∈ H1(Σ, g) with Jρ,α (u) ≤ −L̂ there exists a smallest integer j such that
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Figure 2: A figure illustrating the construction of the transition maps at the intersection of different
strata. In this case m = 3 and 4pi [(1 + αi) + (1 + αj)] < ρ < 4pi for any choice of the indices i, j such
that 1 ≤ i < j ≤ 3. The space Σρ,α is made of three arcs joining the vertices δp1 , δp2 , δp3 in C1 (Σ, g)∗.
Here we zoom around a vertex, say Σ0,1j for some j ∈ {1, 2, 3} and two arcs emanating from δpj that
correspond to two strata of dimension 1.
d
(
h˜e2u,Σk,lι
)
≤ εj for some stratum Σk,lι in Σρ,α having dimension j. Hence, thanks to Lemma 3.8 and
our choice of the εi’s, the projection Pk,l,ι
(
h˜e2u
)
is well-defined and since (by definition of the index j)
d(h˜e2u,Σk
′,l′
ι′ ) > εd (where d = dimΣ
k′,l′
ι′ ) for any stratum Σ
k′,l′
ι′ such that Σ
k′,l′
ι′ ≺ Σk,lι the choice of such
a stratum is unambiguous. Then we set
Ψ(u) = ≺U
fd(k′,l′,ι′)
(
d
(
h˜e2u,Σk
′,l′
ι′
))
k′,l′,ι′ ◦ Pk,l,ι
(
h˜e2u
)
,
where the symbol  indicates a composition product which is extended to all homotopy operators U t?
that correspond to strata Σk
′,l′
ι′ ≺ Σk,lι and d(k′, l′, ι′) is the dimension of the stratum Σk
′,l′
ι′ .
Notice that we are adopting the convention that the operators U0? that would in principle defined only
locally are trivially extended to the whole Σρ,α as identity operator (this creates no problem because of
property (i) in Lemma 3.5). The choice of extending the composition product to the strata Σk
′,l′
ι′ ≺ Σk,lι
is justified by Lemma 3.9. The definition we have given depends in principle on the index j which is a
function of u. Nevertheless, since all distance functions from the strata are continuous and since U1? = P?,
this map Ψ is actually well-defined and continuous in u.
The following property is a natural consequence of our construction.
Corollary 3.13. Let Ψ the projection map defined in the previous Lemma 3.12 and let L̂  1 be the
corresponding threshold value. If (un)n∈N ⊆ J−L̂ρ,α and h˜e2un ⇀ σ for some σ ∈ Σρ,α, then Ψ(un) ⇀ σ in
the weak sense.
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4 Mapping Σρ,α into sublevels of Jρ,α
In this section, we start by defining a very general class of bubbling functions parameterized by the set
Σρ,α. Moreover, in order to perform a suitable min-max scheme in the proof of Theorem 1.6 (see Section
5), we want Jρ,α to attain arbitrarily negative values on such functions, this being true uniformly in
σ ∈ Σρ,α when the scale parameter λ tends to infinity. The difficult point in this step with respect to
the regular case is that we need to take the presence of the singular points into account. By this reason,
we introduce some sort of interpolation between the regular bubbling functions defined by (6) (more
generally by (8)) and the singular bubbling functions defined by
(28) ϕα,λ,p(y) = log
(
λ1+α
1 + (λdg(p, y))
2(1+α)
)
,
with p = pj for some 1 ≤ j ≤ m and α = αj correspondingly. For a small number δ > 0 we define the
function γ(λ, d) as
(29) γ(λ, d) =
 α for d < δλ
− 11+α ;
γ ∈ (0, α) s.t. λ γα(1+γ) = δ if δλ− 11+α < d ≤ δ;
0 otherwise.
Hence, for any σ ∈ Σρ,α, say σ =
∑k
i=1 tiδxi , we set
(30) ϕλ,σ(x) =
1
2
log
(∑
i
tiλ
2(
1 + λ2dg(x, xi)2(1+γi)
)2
)
,
where for any i = 1, . . . , k we fix γi = γ(λ,minj dg(xi, pj)), and where the value α in (29) is the blow-up
coefficient associated to the point pj realizing minj dg(xi, pj). To give sense to the definition (29) we
must set α = 0 in case such a minimum is not smaller than δ.
We are going to prove the following result.
Proposition 4.1. Let ϕλ,σ be defined by (30). Then one has that
(31) Jρ,α (ϕλ,σ)→ −∞ as λ→ +∞,
uniformly for σ ∈ Σρ,α. Moreover, there exists a universal constant C > 0 (independent of λ) and
coefficients t˜i such that for any i = 1, . . . , k
ti
C
≤ t˜i ≤ Cti
and
(32) h˜e2ϕλ,σ ⇀
k∑
i=1
t˜iδxi as λ→ +∞.
In order to make the proof of this proposition more direct and effective, we choose to state the
estimates for the Dirichlet energy term as a separate lemma, whose proof is postponed to the second part
of this section.
Lemma 4.2. Let σ =
∑n
i=1 tiδxi and, correspondingly, J = {x1, . . . , xn}. Then we have
(33)
∫
Σ
|∇ϕλ,σ|2 dVg ≤ 8piχ (J ) (1 + oδ(1)) log λ+ Cδ.
We now prove Proposition 4.1.
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Proof. Suppose some small number δ > 0 is fixed (the way to do this will be clear from the sequel).
We start by studying the integral
∫
Σ
ϕλ,σdVg. To this aim, notice that there exists a constant Cδ > 0
such that
− log λ− Cδ ≤ ϕλ,σ(y) ≤ log λ in ∪ki=1 Bδ(xi),
and
|ϕλ,σ(y) + log λ| ≤ Cδ in Σ \ ∪ki=1Bδ(xi).
These estimates imply
(34)
∫
Σ
ϕλ,σ dVg = −(1 + oδ(1)) log λ+Oδ(1) as λ→ +∞.
As our second step, we move to the study of the exponential term in the functional. We want to prove
that
(35) log
∫
Σ
h˜e2ϕλ,σ dVg = O(1) as λ→ +∞,
more precisely we want to exhibit a constant C such that
(36)
1
C
≤
∫
Σ
h˜(x)
λ2(
1 + λ2dg(x, xi)2(1+γi)
)2 dVg ≤ C,
independently on λ and for any possible value of the index i. It should be clear that such a result also
implies the second part of the thesis. We need to split our manifold into three parts. First of all, it is
clear that
(37)
∫
Σ\B3δ(xi)
h˜(x)
λ2(
1 + λ2dg(x, xi)2(1+γi)
)2 dVg ≤ Cδλ2 .
With respect to the other terms, it is necessary to consider two different cases, depending on whether
minj=1,...,m dg(xi, pj) ≤ δ or minj=1,...,m dg(xi, pj) > δ. In the latter case, we can further divide the
integral into Bδ/2(xi) and its complement with respect to B3δ(xi). In the second set the estimate is
analogous to (37), while for the first set we do the computation in geodesic normal coordinates centered
at xi ∈ Σ. In these coordinates one has
(38) dVg = (1 + oδ (1)) dx; 1 + λ2d (x, xi)
2(1+γi) = (1 + oδ(1))
(
1 + λ2 |x− xi|2(1+γi)
)
,
where we are implicitly identifying each point on the manifold Σ (near xi) with its normal coordinates.
From (38), since in this case h˜ is uniformly bounded from above and below by positive constants in
Bδ/2(xi), one gets
(39)
1
Cδ
≤
∫
Bδ/2(xi)
h˜(x) λ
2
(1+λ2dg(x,xi)2(1+γi))
2 dVg∫
B̂δ/2(xi)
λ2
(1+λ2|x−xi|2(1+γi))2
dx
≤ Cδ.
Here B̂δ/2(xi) stands for a set in R2 that satisfies B(1+oδ(1)) δ2 (xi) ⊆ B̂δ/2(xi) ⊆ B(1+oδ(1)) δ2 (xi). We are
assuming minj=1,...,m dg(xi, pj) > δ, so by (29) we simply have γi = 0 and hence it is enough to consider
the integral ∫
B̂δ/2(xi)
λ2(
1 + λ2 |x− xi|2
)2 dx.
By a change of variables and elementary estimates, we conclude∫
B̂δ/2(xi)
λ2(
1 + λ2 |x− xi|2
)2 dx = ∫
B̂λδ/2(0)
1(
1 + |y|2
)2 dy = C0 +O(λ−2),
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being C0 a fixed positive constant. As a result, in case minj=1,...,m dg(xi, pj) > δ we obtain (36). Let
us then turn to the harder case minj=1,...,m dg(xi, pj) ≤ δ. Here the singularities and their blow-up rate
come into play. Call p the unique singular point that realizes minj=1,...,m dg(xi, pj) and use geodesic
coordinates centered at p. In these coordinates the approximation formulas (38) still hold and so also
(39) adapted to our case, hence
1
Cδ
≤
∫
B3δ(xi)
h˜(x) λ
2
(1+λ2dg(x,xi)2(1+γi))
2 dVg∫
B̂3δ(xi)
λ2|x|2α
(1+λ2|x−xi|2(1+γi))2
dx
≤ Cδ.
Once again, we make the change of variables y = λ
1
1+γi (x− xi) and therefore∫
B̂3δ(xi)
λ2 |x|2α(
1 + λ2 |x− xi|2(1+γi)
)2 dx
=
∫
B̂
3δλ
1
1+γi
(0)
∣∣∣λ− 11+γi y + xi∣∣∣2α λ2(
1 + |y|2(1+γi)
)2λ− 21+γi dy
(40) =
∫
B̂
3δλ
1
1+γi
(0)
∣∣∣∣λ γi−α(1+γi)α y + λ γi(1+γi)αxi∣∣∣∣2α(
1 + |y|2(1+γi)
)2 dy.
Now, we need to study this integral according to the different possible alternatives given by definition
(29). If we are in the first alternative of the definition of γi, the last integral becomes
(41)
∫
B̂
3δλ
1
1+γi
(0)
|y + v|2α(
1 + |y|2(1+α)
)2 dy
where v is a vector in R2 whose norm is uniformly bounded in λ by some constant, say C. Since clearly
δλ
1
1+γi → +∞ for λ→ +∞, we can assume λ so big that δλ 11+γi ≥ 2C and so the previous integral (41)
is surely bounded from below. On the other hand, the same integral is less than the integral over R2 of
the same function, which is uniformly bounded from above since the decay of the integrand at infinity is
of order |y|−4−2α and we are working with α ∈ (−1, 0). So, if this alternative occurs we get (36).
In the second alternative for the definition of γi, the scalar λ
γi
(1+γi)α is exactly equal to δ and the coefficient
of y in (40) is uniformly bounded. Hence, to get a lower bound, it is enough to integrate over a ball of
radius δ2, while for an upper bound we mimic the previous argument, since the decay rate is 2α−4−4γi <
−2 and the coefficient is uniformly bounded. This completes the proof of (36).
Now we just need to put together the previous estimates with the results claimed in Lemma 4.2 Indeed,
combining (34), (35) and (33), we find the uniform estimate
Jρ,α(ϕλ,σ) ≤ (8piχ (J )− 2ρ) (1 + oδ(1)) log λ+ Cδ
and assuming δ is chosen sufficiently small this implies the thesis (31).
Let us go back to the proof of Lemma 4.2.
Proof. To avoid too tedious notation we denote simply by ϕ the function ϕλ,σ. We have:
∇ϕ(x) = 1
2
∑
i
−2tiλ2
[
1+λ2dg(x,xi)
2(1+γi)
]
λ2(1+γi)dg(x,xi)
2γi∇gdg(x,xi)2[
1+λ2dg(x,xi)
2(1+γi)
]4∑
i
tiλ2[
1+λ2dg(x,xi)
2(1+γi)
]2 ,
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and so since the function dg (·, xi) is 1-Lipschitz this implies
|∇ϕ (x)| ≤
∑
i
2ti(1+γi)λ
2dg(x,xi)
2γi+1[
1+λ2dg(x,xi)
2(1+γi)
]3∑
i
ti[
1+λ2dg(x,xi)
2(1+γi)
]2 .
Via the following basic manipulation
λ2dg (x, xi)
2γi+1 = λ
1
1+γi
[
λ2dg(x, xi)
2(1+γi)
] 2γi+1
2(γi+1)
≤ λ 11+γi
[
1 + λ2dg(x, xi)
2(1+γi)
] 2γi+1
2(γi+1)
we then obtain
(42) |∇ϕ (x)| ≤
∑
i
2ti(1+γi)λ
1
1+γi[
1+λ2dg(x,xi)
2(1+γi)
]2+ 1
2(1+γi)∑
i
ti[
1+λ2dg(x,xi)
2(1+γi)
]2 ≤ m(x)
provided we define
m(x) = max
i=1,...,k
 2 (1 + γi)λ
1
1+γi[
1 + λ2dg (x, xi)
2(1+γi)
] 1
2(1+γi)
 .
Let us restrict ourselves to the case when there is only one singularity p with weight α, since this does
not really affect the generality of the argument.
After choosing a sufficiently large constant C > 0 we can divide the manifold Σ into the following sets:
A = ∪iB
Cλ
− 1
1+γi
(xi) =: ∪iAi, B = Σ \ A.
We start studying the function m(x) on the set B: first of all we have the inequality
(43) m(x) ≤ max
i
{
2 (1 + γi)
dg (x, xi)
}
.
Then, choose one point (say xi) for which the distance from p is the smallest among the xi’s. For any
other index j 6= i and a (sufficiently small) δ > 0 we consider the sets
Bj = B ∩
{
x :
1 + γj
dg(x, xj)
> (1 + δ)
1 + γi
dg (x, xi)
and
1 + γj
dg(x, xj)
> max
k 6=i
1 + γk
dg (x, xk)
}
.
In B \ ∪j 6=iBj we have
max
i
{
1 + γi
dg(x, xi)
}
≤ (1 + δ) 1 + γi
dg (x, xi)
and so we can substitute this into (43) to get
(44)
∫
B\∪j 6=iBj
(m(x))
2
dVg ≤ 4 (1 + δ)2
∫
B\∪j 6=iBj
(1 + γi)
2
dg (x, xi)
2 dVg
≤ 4 (1 + δ)2
∫
B\B
Cλ
− 1
1+γ
i
(xi)
(1 + γi)
2
dg (x, xi)
2 dVg ≤ 8pi (1 + δ)2 (1 + α) log λ+ Cδ.
In Bj we first need to observe that the following two inequalities hold:
1 + γj
dg (x, xj)
> (1 + δ)
1 + γi
dg (x, xi)
≥ (1 + δ) 1 + γj
dg (x, xi)
,
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since γi is the biggest among the γ’s because xi is the closest point to the singularity p. This implies
(45) dg (x, xi) > (1 + δ) dg (x, xj) in Bj .
We need to examine in more detail what are the points that satisfy this inequality and this is done
geometrically comparing graphs of different distance functions in Σ×R that are respectively centered at
xi with slope 1 and centered at xj with slope (1 + δ) . It is clear that there exists a constant Cδ such that
the points verifying (45) are contained in the ball BCδdg(xj ,xi) (xj). Hence, just exploiting the definition
of Bj we find that
(46)
∫
Bj
(m(x))
2
dVg ≤ 4 (1 + δ)2
∫
Bj
(1 + γj)
2
dg (x, xj)
2 dVg
≤ 4 (1 + δ)2
∫
B
Cδdg(xj,xi)
(xj)\B
Cλ
− 1
1+γj
(xj)
(1 + γj)
2
dg (x, xj)
2 dVg
≤ 8pi (1 + γj)2
[
1
1 + γj
log λ− log 1
dg (xj , xi)
]
(1 + oδ (1)) + Cδ.
From the triangle inequality, we have that
dg(xj , xi) ≤ dg(xj , p) + dg(p, xi) ≤ 2dg(p, xj)
and so via substitution in (46)∫
Bj
(m (x))
2
dVg ≤ 8pi(1 + γj)2
[
1
1 + γj
log λ− log 1
dg(p, xj)
]
(1 + oδ(1)) + Cδ;
therefore, recalling the definition (29) 1dg(p,xj) ≥ C−1λ
γj
(1+γj)α we conclude that
1
(1 + δ)
2
∫
Bj
(m(x))
2
dVg
≤ 8pi (1 + γj)2
[
1
1 + γj
log λ− γj
(1 + γj)α
log λ
]
(1 + oδ(1)) + Cδ
= 8pi (1 + γj)
(
1− γj
α
)
log λ (1 + oδ(1)) + Cδ ≤ 8pi log λ (1 + oδ(1)) + Cδ.
Lastly, putting together (42), (44) and (46) we obtain
(47)
∫
B
|∇λ,σ|2 dVg ≤ 8pi (k + α) (1 + oδ(1)) log λ+ Cδ.
As a second step, we have to study
∫
A (m (x))
2
dVg. We introduce new functions fi(x) that come into
play because of the following inequality
λ
1
1+γi[
1 + λ2dg (x, xi)
2(1+γi)
] 1
2(1+γi)
≤ C λ
1
1+γi
1 + λ
1
1+γi dg (x, xi)
≤ C 1
λ
− 11+γi + dg (x, xi)
=: fi(x).
Fixing x ∈ A we want to maximize (or better find upper bounds for) fi(x) with respect to the index i.
We consider first the case of x belonging to A ∩ B
2δλ
− 1
1+α
(p). For xi also in B
2δλ
− 1
1+α
(p) the function
fi is bounded by Cλ
1
1+α . Let us assume that xi lies outside B
2δλ
− 1
1+α
(p) instead: in this case
1 + γi =
log λ
log λ+ α (log |xi| − log δ) ⇒
1
1 + γi
= 1 + α
log |xi| − log δ
log λ
.
24
This implies
1
λ
− 11+γi + |x− xi|
=
1
Cδλ−1 |xi|−α + |xi − x|
.
Notice that in the last two equations we are working in geodesic normal coordinates and again identifying
points on Σ and their coordinates on the tangent space TpΣ. To get an upper bound for the latter
quantity, we have to estimate the infimum of Cδλ−1 |xi|−α + |xi − x| for |xi| ≥ 2δλ− 11+α . By trivial
geometric arguments one finds that this is of order λ−
1
1+α and therefore by all these estimates we get
that
sup
B
2δλ
− 1
1+α
(p)
m(x) ≤ sup
i
sup
B
2δλ
− 1
1+α
(p)
fi(x) ≤ Cλ 11+α .
As a result
(48)
∫
A∩B
2δλ
− 1
1+α
(p)
(m (x))
2
dVg ≤ C.
We have next to consider the case in which x ∈ A\B
2δλ
− 1
1+α
. For xi inside B
δλ
− 1
1+α
, by (29) it is γi = α
so that the denominator in fi(x) is bounded below by λ−
1
1+α and hence fi(x) is bounded by λ
1
1+α . So we
have reduced the problem to the case xi lies outside of B
δλ
− 1
1+α
. We use again the expression (4) that
has to be maximized in terms of the position of xi. The problem can be reduced to the one-dimensional
case in which xi moves along the half-line emanating from p towards x. By means of elementary calculus
we find that
(49) m (x) ≤ Cλ 11+γ(λ,|x|) , for x ∈ A \B
2δλ
− 1
1+α
(p)
and hence ∫
Aj\B
2δλ
− 1
1+α
(p)
(m (x))
2
dVg ≤ Cλ−
2
1+γj sup
x∈Aj\B
2δλ
− 1
1+α
(p)
λ
2
1+γ(λ,|x|) .
Recalling the definition of Aj and
1
1 + γ (λ, |x|) = 1 + min
{
0, α
log |x| − log δ
log λ
}
,
we find that for |xj | ≥ δλ− 11+α∫
Aj\B
2δλ
− 1
1+α
(p)
m (x)
2
dVg ≤ C
(
1 + C
1
λ
1
1+γj |xj |
)α
≤ C
(
1 + Cα,δλ
−1 |xj |−1−α
)
≤ Cα,δ,
while for |xj | ≤ δλ− 11+α
∫
Aj\B
2δλ
− 1
1+α
(p)
m (x)
2
dVg ≤ Cλ− 11+αλ
1
1+γ
(
λ,2Cλ
− 1
1+α
)
≤ Cα,δ.
From the last two inequalities and (48) we finally obtain
(50)
∫
Aj\B
2δλ
− 1
1+α
(p)
|∇ϕλ,σ|2 dVg ≤ Cα,δ.
Combining (50) and (47) we get∫
Σ
|∇ϕλ,σ|2 dVg ≤ 8pi (k + α) (1 + oδ(1)) log λ+ Cα,δ.
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In the general case, i.e. when we deal with any number of singularities, the same argument works just
with minor modifications and leads to (33).
Now, we have all the tools needed to go back to the previous section and show that the map Ψ is
topologically non-trivial, so that it is not homotopically equivalent to a constant. Actually, we show
something more.
Lemma 4.3. If Φλ (σ) = ϕλ,σ according to formula (30), then for λ sufficiently large the map σ →
(Ψ ◦ Φλ) (σ) = Ψ(ϕλ,σ) is homotopic to the identity in Σρ,α. As a result, if (and only if) such space is
not contractible the projection Ψ is non-trivial.
Proof. We know by Lemma 4.1 (see especially formula (32)) and the previous Corollary 3.13, that for
any σ ∈ Σρ,α, say σ =
∑
i ciδzi , Ψ(ϕλ,σ) ⇀ σ˜ =
∑
i c˜iδzi for λ→ +∞. It is clear that the coefficients c˜i
depend continuously on σ and so we can define the map
Ω : Σρ,α → Σρ,α, Ω(σ) = σ̂.
We observe that Ω is homotopically equivalent to the identity Id in Σρ,α by means of the homotopy
(σ, t) 7−→ (1− t) Ω (σ) + tσ.
Notice that this is well-defined because σ and Ω(σ) only differ by the coefficients, but not on the centers
of the Dirac masses (this was proved in Lemma 4.1). Moreover, by the very definition of Ω, we know that
for λ sufficiently large the composition map Ψ ◦ Φλ is homotopic to Ω itself in Σρ,α. By composition of
these two homotopic equivalences we finally get that for large λ’s Ψ ◦Φλ is homotopic to the identity on
Σρ,α, which is exactly what we had to prove.
5 Existence of solutions
The tools presented in the previous sections are all we need to prove our main result, namely Theorem
1.6, which is essentially an existence theorem for non-critical values of ρ (depending on α), related with
the number in the denominator of (18).
Our plan is to use a general min-max scheme in the form of a suitable topological cone construction.
1. Min-max scheme. We assume a threshold value L 1 is chosen according to Lemma 3.12 and,
correspondingly, λ is fixed so that the operator Φλ takes values in the sublevel J−2Lρ,α , this being possible
thanks to Lemma 4.1. In order to simplify our notation we will omit explicit dependence on λ in the
sequel. We define the topological cone over Σρ,α as follows:
Θρ,α =
(
Σρ,α × [0, 1]
)
/
(
Σρ,α × {1}
)
,
where we are identifying all the points in Σρ,α×{1} . Consequently, we consider the family of continuous
maps
Hρ,α =
{
h : Θρ,α → H1(Σ, g) : h(σ) = ϕσ for every σ ∈ Σρ,α
}
,
and then the number
Hρ,α = inf
h∈H
sup
σ∈Θ
Jρ,α(h(σ)).
We claim that under the assumption of Theorem 1.6 one has Hρ,α ≥ −L. It is worth proving first that
the class Hρ,α is not empty. To this aim, notice that the map h (σ, t) = (1− t)ϕσ, (σ, t) ∈ Σρ,α belongs
to Hρ,α.
Concerning the lower bound on the min-max value, we just need to argue by contradiction. If it were
Hρ,α < −L, then there should be a map h such that its image h(Θρ,α) (which is a topological cone in
H1(Σ, g)) would be in J−Lρ,α . As a consequence, the composite map
t→ Ψ (h (σ, t)) , σ ∈ Σρ,α
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would be a homotopy equivalence between Ψ (h (0, σ)) = Ψ ◦ Φ (σ) and a constant map. On the other
hand, we know that the function Ψ◦Φ (σ) is homotopic to the identity in Σρ,α (see Lemma 4.3) and hence,
by composition the space Σρ,α would be contractible, a contradiction. Hence we deduce Hρ,α ≥ −L.
2. Existence on a dense set. The scheme outlined in the previous step immediately leads to
existence for a dense set of ρ’s (in a suitable neighborhood of a fixed value). This relies on a monotonicity
trick by Struwe [37] and exploited also in [22].
3. Conclusion via blow-up analysis. Let us now deal with any ρ ∈ R \ S to conclude our
existence argument. The basic idea is very simple: build a sequence of approximating values (ρn)n∈N
such that ρn → ρ and ρn ∈ Λ, ∀ n ∈ N. This is clearly possible because Λ has full measure. Due to
Step 2 we find a sequence (vn)n∈N of solutions of (9)ρn and recalling the substitution performed in the
introduction, we can build a corresponding sequence (un)n∈N, where un = vn +
∑m
j=1 αjGpj , such that
for any n ∈ N the function un solves Problem (2) for the parameter ρn (the parameters α are assumed
to be fixed). Hence, we just need some compactness result and possibly also some regularity argument.
But before coming to the main results of this section, let us spend few words on the regularity of such
solutions vn and un. Let (v, u) denote any of the couples (vn, un), n ∈ N where v = u −
∑m
j=1 αjGpj .
Thanks to the Moser-Trudinger inequality and to the fact that by assumption αj > −1 for all j′s, one
easily finds that there is an r > 1 such that h˜e2v ∈ Lr(Σ, g) and so, by help of standard elliptic estimates
we get v ∈ W 2,r(Σ, g) and hence by the Sobolev embedding this gives v ∈ Cα(Σ, g) for some α ∈ (0, 1).
Moreover, by applying these arguments on domains of Σ bounded away from {p1, . . . , pm} we find that
v ∈ C∞(Σ \ {p1, . . . , pm}). However, it should be clear that we cannot hope such maximal regularity
on all of our manifold Σ. As a result, u is a smooth function far from the singularities and has blow-
up points at the singularities that are completely described by the corresponding Green functions, so
u ' log dg(x, pj)αj near pj since v is a Hölder function on the whole Σ. Hence we might say that v is the
regular part, while
∑m
j=1 αjGpj is the singular part of u, a solution of (2). We now come to the study of
the limit phenomena that occur for the sequence vn when n→∞.
Theorem 5.1 ([6]). Let wn be any sequence of solutions of problem (9)ρn in H1(Σ, g) for values ρn of
the parameter with ρn → ρ and such that there exists a constant C with∫
Σ
h˜e2wn dVg ≤ C, ∀n ∈ N.
There exists a subsequence (wnk)k∈N for which the following alternative holds:
either wnk is uniformly bounded in L∞(Σ, g);
or maxΣ
(
wnk − 12 log
∫
Σ
h˜e2wnk
)
→ +∞,
and there exists a finite (blow-up) set S = {z1, . . . , zl} ⊆ Σ such that:
1. for any j ∈ {1, . . . , l}, there exists a sequence (xj,k)k∈N such that xj,k → zj , wnk(xj,k)→ +∞ and
wnk → −∞ uniformly on any compact set K ⊆ Σ \ S,
2.
ρnk
h˜e2wnk∫
Σ
h˜e2wnk dVg
⇀
l∑
j=1
βjδzj in the sense of measures,
with βj = 4pi for zj /∈ {p1, . . . , pm} , or βj = 4pi(1 + αi) in case xj = pi for some i ∈ {1, . . . ,m}.
As a result, if this second alternative occurs, then ρ ∈ S (defined by means of formula (13)).
Remark 5.2. It should be noticed that this kind of result was first obtained by the authors of [6] under
the assumption αj > 0 for every j = 1, . . . ,m, but their argument works also in case the same parameters
are negative. However, this requires some modifications, that are described in [5].
This immediately gives what we need.
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Corollary 5.3. Assume wn is any family of solutions of (9)ρ corresponding to values of ρ belonging to
a compact subset of R \S. Then (wn)n∈N is uniformly bounded from above on Σ.
More generally, we have the following
Corollary 5.4 (Concentration/Compactness). Let wn be a sequence of solutions of (9)ρ. Then wn admits
a subsequence that satisfies the following alternative:
either wn is uniformly bounded from above on Σ and converges uniformly in Cγ(Σ, g) for any γ ∈ [0, γ0)
with γ0 ∈ (0, 1),
or the second case in Theorem 5.1 holds.
This corollary is proved with no effort starting from Theorem 5.1: in fact, if the first case occurs
there, the extracted subsequence (wnk)k∈N is bounded and so the term e
2wnk is also uniformly bounded
in L∞(Σ, g). The desired conclusion comes from a bootstrap argument and standard elliptic estimates.
6 Examples and open problems
As outlined in the introduction of this article, Theorem 1.6 reduces the analytical problem of existence
for equation (2) to a purely topological problem. Basically, we are led to study the spaces Σρ,α for all
admissible values of the parameters ρ and α or at least to determine whether or not they are contractible.
When m and ρ are sufficiently large answering this question is definitely not trivial and indeed this is
still an open problem. In this section we first want to describe some applications of Theorem 1.6 and, as
a result, we need to exhibit some specific cases of non-contractibility of the space Σρ,α. This is primarily
intended in order to give a visual and intuitive idea of the topological structure of such a space in some
simple examples. We determine the labels of the singular points p1, . . . , pm so that α1 ≤ α2 ≤ . . . ≤ αm
and, moreover, we always implicitly assume ρ < 8pi and ρ < 4pi (2 + α1). Notice that we will repeatedly
make use of the simple but enlightening Lemma 3.9 concerning the intersections of different strata of Σρ,α.
k-points configurations. Assume that m ≥ 1 and the parameters ρ, α satisfy the algebraic system ρ > 4pi (1 + αi) , for 1 ≤ i ≤ k;ρ < 4pi (1 + αi) , for k + 1 ≤ i ≤ m;
ρ < 4pi [(1 + αi) + (1 + αj)] , for any couple of indices such that 1 ≤ i < j ≤ m,
for some integer k such that 1 ≤ k ≤ m with the convention that if k = m this means αm+1 = 0 i.e. ρ > 4pi (1 + αi) , for i ≤ m;ρ < 4pi,
ρ < 4pi [(1 + αi) + (1 + αj)] , for any couple of indices such that 1 ≤ i < j ≤ m.
In these cases the space Σρ,α simply consists of k points, indeed
Σρ,α = ∪i≤k {δpi} .
This means that the very low sublevels of the functional Jρ,α mirror this topology in the sense that they
have k (arc-wise) connected components, each one being contractible.
As a consequence, if Σρ,α only consists of strata having dimension 0, then this space is contractible if and
only if k = 1.
Graphs with loops Following a naive ordering by increasing topological complexity, immediately
after k-points configurations we find graphs. It is well known and easy to prove that a (finite) connected
graph is contractible if (and only if) it does not contain loops. Observe that by Lemma 3.9 the nodes of
our graphs are the (admissible ones among) vertices δpj , j ∈ {1, 2, . . . ,m} and the edges are the 1-simplices
corresponding to strata Σ0,2? . The case m ≤ 2 is trivial and so assume m ≥ 3: if we exclude the presence
of strata of dimension greater or equal than 2, to get a loop we just need to require that there exists a
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triplet of pairwise distinct indices, say {i1, i2, i3} ⊆ {1, . . . ,m} such that ρ > 4pi
[(
1 + αij
)
+ (1 + αil)
]
for any choice of ij 6= il. But since we are always assuming the ordering α1 ≤ α2 ≤ . . . ≤ αm we have
proved the following:
Theorem 6.1. Assume the space of formal barycenters Σρ,α only consists of strata having dimension 0
or 1. Then necessary and sufficient conditions for the non-contractibility of that space are given by:
either
m ≥ 2, 2 ≤ k ≤ m;
ρ > 4pi (1 + αi) , for 1 ≤ i ≤ k;
ρ < 4pi (1 + αi) , for k + 1 ≤ i ≤ m;
ρ < 4pi [(1 + αi) + (1 + αj)] , for any couple of indices such that 1 ≤ i < j ≤ m,
or {
m ≥ 3;
ρ > 4pi [(1 + αi) + (1 + αj)] , for any couple of indices such that 1 ≤ i < j ≤ 3.
Observe that requiring that the space Σρ,α does not contain strata of dimension greater than two is
obtained by means of the conditions ρ < 4pi and ρ < 4pi
∑3
i=1 (1 + αi), the second one being necessary
only if m ≥ 3.
Linear handles Let us go back to the case described in Section 1. Indeed, let us require m = 2 and{
ρ > 4pi,
ρ > 4pi [(1 + α1) + (1 + α2)] .
We may embed Σρ,α in R3 obtaining a compact surface with a one-dimensional handle, that is an arc
joining the singular points p1 and p2. The topological non-triviality is clear and in fact can be proved by
elementary tools. We can generalize this example by taking many linear handles instead of only one and
this happens whenever m ≥ 3 and the parameters satisfy the algebraic inequalities
ρ > 4pi,
ρ > 4pi [(1 + α1) + (1 + α2)] ,
ρ < 4pi
∑3
i=1 (1 + αi) .
2−simplices over Σ.
Figure 3: A sketch of the space Σρ,α in case the parameters ρ and α satisfy the algebraic system (51).
Notice the purple 2-dimensional sail.
In case m = 3 and
(51)
{
ρ > 4pi,
ρ > 4pi
∑3
i=1 (1 + αi) .
(recall we are always assuming ρ ∈ (0, 8pi)) we get that the space of formal barycenters Σρ,α is homeo-
morphic to the union (again via gluing at the singular points) of Σ and a sort of sail (a 2-simplex).
Indeed, the study of a wide range of special cases leads to formulate the following conjecture.
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Definition 6.2. Given the parameters ρ and α, we say that the corresponding model space Σρ,α is
pj−stable for some index j ∈ 1, 2, . . . ,m if one of the following two equivalent conditions holds:
1. Whenever σ ∈ Σρ,α then (1− t)σ + tδpj ∈ Σρ,α ∀ t ∈ [0, 1];
2. Whenever k ∈ N and a multi-index ι are such that
4pi
[
k +
∑
i∈ι
(1 + αi)
]
< ρ
then also
4pi
k + ∑
i∈{j}∪ι
(1 + αi)
 < ρ.
Remark 6.3. The condition given at point 2. of the previous definition cannot in general be simpli-
fied. Indeed, one could at first be lead to claim that pj−stability is also equivalent to the much simpler
requirement that if k, ι are such that
(52) 4pi
[
k +
∑
i∈ι
(1 + αi)
]
= max
adm
4pi
[
k +
∑
i∈ι
(1 + αi)
]
(where the maximum is taken over all admissible singular values, see (13)), then j ∈ ι. In fact, this
condition is necessary, but not sufficient for pj−stability, as shown by the elementary example of the case
m = 2, 4pi(1 + α2) < ρ < 4pi [(1 + α1) + (1 + α2)] for j = 2.
Remark 6.4. Notice that the corresponding notion of q−stability, for generic (namely regular) q ∈ Σ
would be meaningless since it is easily checked that Σρ,α is never q−stable for regular q. Notice also that
indeed we can always reduce to consider the case j = 1 by noticing that if Σρ,α is pj−stable for some
index j, then it is necessarily p1−stable. To this aim, we argue as follows: suppose k, ι are given so that
4pi
[
k +
∑
i∈ι (1 + αi)
]
< ρ. There are two cases: either j ∈ ι or j /∈ ι. In the second alternative, the
thesis is trivial since by assumption α1 ≤ αj. In the first, define the multi-index ι˜ by replacing in ι the
index j by the index 1 (if 1 ∈ ι, then we simply erase the index j). Clearly, 4pi [k +∑i∈ι˜ (1 + αi)] < ρ
and, thanks to the pj−stability assumption we get 4pi
[
k +
∑
i∈{j}∪ι˜ (1 + αi)
]
< ρ which is equivalent to
4pi
[
k +
∑
i∈{1}∪ι (1 + αi)
]
< ρ, so Σρ,α is p1−stable.
The reason why we are interested in p1−stability is that if Σρ,α is p1−stable, then it is contractible or,
more precisely, it deformation-retracts onto δp1 in the ambient space C1 (Σ, g)
∗ by means of the homotopy
map H : Σρ,α × [0, 1]→ Σρ,α given by H(σ, t) = (1− t)σ + tδp1 . It seems likely that the converse is also
true:
Conjecture 6.5 (topological version). The space of formal barycenters Σρ,α is contractible if and only
if it is p1−stable.
Example 6.6. Let us describe the examples of Figure 4.
(i) In the first case Σρ,α is reduced to a single point, Σρ,α = Σ
0,1
1 .
(ii) In the second case Σρ,α consists of three 1-simplices having a vertex in common, Σρ,α = Σ
0,2
12 ∪
Σ0,213 ∪ Σ0,214 .
(iii) In the third case Σρ,α consists of three 2-simplices having a 1-simplex in common, Σρ,α = Σ
0,3
123 ∪
Σ0,3124 ∪ Σ0,3125.
Despite these examples, notice that we do not require all the strata belonging to a contractible Σρ,α
to have the same dimension.
The previous conjecture can be immediately turned into algebraic form.
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Figure 4: Some prototypes of contractibility for the space Σρ,α.
Conjecture 6.7 (algebraic version). The space of formal barycenters Σρ,α is NOT contractible if and
only if there exist a number n ∈ N and a set ι ⊆ {2, 3, . . . ,m} such that card (ι) ≥ 1 and
ρ > 4pi
∑
i∈ι
(1 + αi) ∧ ρ < 4pi
∑
i∈{1}∪ι
(1 + αi) .
This is easily proved, by almost elementary methods, when we reduce to the case Σρ,α only consists
of strata having dimension less than 3 or when ρ < 8pi and in many other special cases, but a fair general
proof seems to be rather hard. For instance, observe that when 4pi < ρ < 4pi (2 + α1) the thesis follows
by simply considering the Mayer-Vietoris exact sequence in homology
. . . −−−−→ H2(A ∩B;Z) −−−−→ H2(A;Z)⊕H2(B;Z) −−−−→ H2(X;Z) −−−−→ H1(A ∩B;Z) −−−−→ . . .
where X = Σρ,α, A is an ε-neighborhood of Σ ↪→ Σρ,α and B is an ε-neighborhood of Σρ,α \ Σ, for
some small ε. Indeed, A ∩ B can be deformation-retracted onto a finite and non-empty set of points,
hence H1(A ∩ B;Z) = 0 and H2(A ∩ B;Z) = 0 and therefore H2(X;Z) ≈ H2(A;Z) ⊕ H2(B;Z), this
being non-trivial since H2(A;Z) ≈ Z. Anyway, in case this conjecture were true we could derive a large
class of existence theorems directly by checking algebraic inequalities that involve the parameters ρ and α.
Another related question naturally arises: Are the algebraic conditions above (Conjecture 6.7) only
sufficient or also necessary for existence? It has recently been proved (see [4]) that in some cases of
non-contractibility actually no solutions may exist. The class of tools that are used for this kind of argu-
ment are variations on the Pohozaev identity. So one could at first be led to claim that whenever Σρ,α
is contractible we do not have existence. In fact, such converse implication seems rather unlikely. The
reason is that even in very special cases (for instance Σ = T2 with the flat metric and m = 1) it should
be possible obtain solutions for Problem (2) as local minima for the functional Jρ,α by means of a smart
choice of the datum h. Similar techniques are often used in order to obtain multiplicity results, as shown
for instance in [38], [18], [19] or [20] and hence there is good reason to believe that in the next few years
also this question will be answered in general situations.
As a final remark, it should be highlighted that the definition of the space of formal barycenters Σρ,α
given in Section 1 is believed to apply, without modifications, also to the more general case when the
parameters α1, . . . , αm are real numbers, some of which possibly being positive. This has already been
proved in [35] in the case ρ < 8pi and 0 < αi ≤ 1. The general case is under our current investigation
and, if verified, it would directly lead to a wide range of applications, primarily to the problem of
prescribing Gaussian curvature for orbifolds with conical singularities, which we plan to specifically treat
in a forthcoming paper.
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