Abstract. In this paper, we present a new model of class-based Algollike programming languages inspired by automata-theoretic concepts. The model may be seen as a variant of the "object-based" model previously proposed by Reddy, where objects are described by their observable behaviour in terms of events. At the same time, it also reflects the intuitions behind state-based models studied by Reynolds, Oles, Tennent and O'Hearn where the effect of commands is described by state transformations. The idea is to view stores as automata, capturing not only their states but also the allowed state transformations. In this fashion, we are able to combine both the state-based and event-based views of objects. We illustrate the efficacy of the model by proving several test equivalences and discuss its connections to the previous models. 
Introduction
Imperative programming languages provide information hiding via local variables accessible only in their declaring scope. This is exploited in object-oriented programming in a fundamental way. The use of such information hiding in everyday programming can be said to have revolutionized the practice of software development.
Meyer and Sieber [10] pointed out that the traditional semantic models for imperative programs do not capture such information hiding. Rapid progress was made in the 1990's to address the problem. O'Hearn and Tennent [15] proposed a model using relational parametricity to capture the independence of data representations. Reddy [19] proposed an alternative event-based model which hides data representations entirely, and this was adapted to full Idealized Algol in [12] . Both the models have been proved fully abstract for second-order types of Idealized Algol (though this does not cover "passive" or "read-only" types such as expressions) [12, 13] . Abramsky, McCusker and Honda [2, 1] refined the event-based model using games semantics and proved it fully abstract for full higher-order types.
Despite all this progress, the practical application of these models for program reasoning had stalled. As we shall see, "second-order functions" in Idealized Algol only correspond to basic functions (almost zero-order functions) in the object-oriented setting. The event-based model is a bit removed from the normal practice in program reasoning, while the applicability of the parametricity model for genuine higher-order functions has not been investigated. In fact, Pitts and Stark [18] showed an "awkward example" in a bare bones ML-like language (discussed in Sec. 2), which could not be proved using their formulation of the parametricity technique.
The present work began in the late 90's with the motivation of bridging the gap between state-based parametricity models and the event-based models, because they clearly had complementary strengths. These investigations led to an automata theory-inspired framework where both states and events play a role [20] . However, it was noticed that the basic ingredients of the model were already present in the early work of Reynolds [23] . The subsequent work focused on formalizing the category-theoretic foundations of the framework, documented in [6] , but the applications of the framework remained unexplored.
The interest in the approach has been renewed with two parallel developments in recent work. Amal Ahmed, Derek Dreyer and colleagues [5] began to investigate reasoning principles for higher-order ML-like languages where similar ideas have reappeared. In the application of Separation Logic to concurrency, a technique called "deny-guarantee reasoning" has been developed [4] where, again, a combination of states and events is employed. With this paper, we hope to provide a denotational semantic foundation for such techniques and stimulate further work in this area.
We see denotational semantic models as giving an abstract characterisation of what kind of computational entities are expressible in a programming language.
Once an accurate semantic model is developed, it can be used for proving observational equivalences, constructing reasoning principles or programming logics as well as for supporting informal reasoning routinely carried out by programmers.
Motivation
In this section, we informally motivate the ideas behind the new semantic model.
The two existing classes of semantic models for imperative programs are state-based parametricity models [13, 15] and event/game-based models [1, 2, 19] . Both of them were first presented for Algol-like languages, and later adapted to object-oriented programs [21] . The new model here may be seen as a refinement of the state-based model using ideas from the event-based model. Like the statebased model, it will be extensional (no intermediate computation steps appear in denotations) but it borrows ideas from the event-based model to capture irreversible state change.
In the state-based model, an object is described as a state machine with a state set Q, an initial state q 0 ∈ Q, and the effect of the methods on the object state. Abstractly, such a structure may be thought of as belonging to the type ∃ Q Q × F (Q), where F (Q) is a type denoting the method signature of the object. The existential type [11] is the type of "abstract types," i.e., structures with hidden representations.
For example, two forms of counter objects with methods for reading and incrementing can be semantically described by:
Here, val is given by a function of type Q → Int and the effect of inc is given by a function of type Q → Q. (We are ignoring the issues of divergence and recursion.) The information hiding properties of the programming language would allow the objects to be used solely by their methods without direct access to the internal state. This gives rise to a notion of "behavioral equivalence" for objects, which occurs when they differ only in the hidden internal state but have the same observable behavior. The behavioral equivalence of the two implementations of counters can be established by exhibiting a simulation relation between the state sets:
and showing that all the operations "preserve" the simulation relation. Once this is done, we regard M and M as "similar" (denoted M ∼ M ). Behavioural equivalence is the reflexive-transitive closure ∼ * of similarity. So, we can argue that two objects are behaviorally equivalent not only when they are similar, but also when there is a series of similarity proofs
State-based models of this kind struggle to capture the irreversibility of state change. The action of incrementing the counter overwrites the old state of the counter and it is not possible to go back to that state. If we pass a counter object to a procedure, we can be sure that, after the procedure returns, the value in the counter could be no less that what it was before the call. The state-based models do not have such a direction of time and often contain a variety of "snap-back" operators in their mathematical domains which violate the direction of time [13, 15, 12, 19] . (The event-based and games models, in contrast, do capture the direction of time, which is crucial for their full abstraction properties.) Offsetting this technical deficiency, the state-based models have the advantage of being highly intuitive and familiar from traditional reasoning principles of programs.
In this paper, we define a new model that combines the advantages of the state-based and event-based models. For this purpose, we turn to algebraic automata theory [7] . We use an abstract form of semiautomata called transformation monoids in place of simple state sets to describe the internal structure of objects. A model of objects can now be given in four parts: a state set Q, a monoid of state transformations T ⊆ [Q → Q], an initial state q 0 ∈ Q, and the effect of the methods on the object state using the state transformations in T . Abstractly, such a structure may be regarded as belonging to a type such as ∃ (Q,T ) Q × F (Q, T ). The essential difference from the state-based model is the addition of the T component in modeling the internal store, which represents the allowed transformations of the store regarded as a state machine. If the full monoid of transformations T (Q) = [Q → Q] is used as the T component and simulation relations do the same, the model reduces to the state-based model.
For example, the automata-theoretic representation of the two counter objects is:
} are the set of allowed transformations. Note that they are monoids. The type of val is Q → Int as before, but the type of inc is T . Any state change operations in methods are interpreted in T , so that they are restricted to the allowed transformations of the state machine.
Proving the equivalence of the two state machines requires us to exhibit two relations: a relation R Q between the state sets and a relation R T between the state transformations:
The two relations have to satisfy some coherence conditions, which are detailed in Sec. 4. Using these relations, it is easy to prove, for instance, that a procedure that takes a counter as an argument can only increase the value of the counter (as visible from the outside). The transformation components in the state machines provide a direction of time, which is absent in the purely state-based model. While simulation relations are useful for proving the equivalence of two implementations of classes, they form an instance of a general theory of relational parametricity which works for relations of arbitrary arity [8] . The case of "unary relations" gives us a new notion of invariants. Our theory therefore posits that invariants of classes again come in two parts: one on state sets and one on state transformations. The invariants for counter objects represented by N are:
State invariants are well-known from traditional reasoning methods, while the invariant properties of transformations might be called "action invariants" and are relatively unknown. (See, however, the "history invariants" of [9] .) The recent work on reasoning about state has focused on higher-order procedures and higher-order state, in particular the work of Ahmed, Dreyer and colleagues [5] . This work has brought home the fact that the traditional theory of Algol-like languages fails to be abstract for higher-order procedures. 4 We illustrate the problem with an example from Pitts and Stark [18] , which 4 O'Hearn and Reynolds [13] proved that their state-based model was fully abstract for second-order Algol types. Translated to object-oriented languages, this amounts to saying that they can prove the equivalence of classes whose methods take at best value-typed, i.e., state-independent, arguments. If the methods take higher-type arguments, e.g., other procedures, then the full abstraction results do not apply.
was termed an "awkward example" in their paper. Consider the following class, written in the IA+ language [21] :
This class provides a single method of type comm → comm. (Recall that Idealized Algol is a call-by-name language.) The problem is to argue that the method always terminates. Intuitively, one might expect that this should always be the case because the local variable x is only available inside the class. So, calling c cannot change x and the test should succeed. However, the reasoning is unsound. Consider the following usage of class RC:
When the outer call to p.m is executed, it sets x to 1 and calls its argument c ≡ p.m skip. Since the argument in turn calls p.m, it has the effect of setting x to 1. So, the argument that c does not have "access" to x is not sound. The phenomenon exhibited in this example is termed a "reentrant callback" [3] and it is a common technique used in constructing object-oriented programs.
A more sophisticated argument for the termination of RC's method notes that the only change that a call to c can make to x is setting it to 1. However, as noted by Dreyer et al. [5] , this cannot be proved by exhibiting invariants on states. The state-invariant for the class only states that x can be 0 or 1. All the previous state-based denotational models [13, 15] fail for this example.
In our framework, we start by defining a two-part invariant for the class:
To maintain P T as an "invariant", the method m must restrict its actions to those satisfying P T , while assuming that the argument c does so as well. So, by assumption, the call to c will either leave x unchanged (λn. n) or set it to 1 (λn. 1). In either case, the value of x at the end of c will be 1. So, the method always terminates. Other examples discussed by Dreyer et al. [5] can be verified similarly, as long as they fit within our framework -with only ground-typed state and no control effects. We show some of the details in Sec. 5.
The Semantic Framework
The programming language we use in this paper is the language IA+ described in [21] , which represents Idealized Algol [23] extended with classes.
Recall that Idealized Algol is a call-by-name simply typed lambda calculus (with full higher-order procedures including the potential for aliasing and interference), with base types supporting imperative programming. These base types include val [δ] for data values of type δ, exp[δ] for (state-reading) expressions yielding data values of type δ, and comm for (state-transforming) commands. Here, δ ranges over "data types" such as int and bool.
To support classes, we use a type constructor cls so that cls θ is the type of classes whose method suite is of type θ. So, θ is the "interface type" of the class. The language comes with a family of predefined classes Var[δ] for assignable variables of type δ, whose interface type is a record type of the form:
In essence, a variable is treated as an object with a "get" method that reads the state of the variable and "put" method that changes the state to a given value. User-defined classes are available using terms of the form
where C is another class, x is a locally bound identifier for the "instance variable," A is a command for initializing the instance variable, and M is a term of type θ serving as the suite of "methods" for the objects of this class. For simplicity of exposition, we only consider "constant classes" in the main body of the paper, which are defined by closed terms of type cls θ. New instances of classes are created in commands using terms of the form new C o. B, whose effect is to create an instance of class C, bind it to o and execute a command B. So, thinking of the binding o. B as a function, new is effectively a constant of type: cls θ → (θ → comm) → comm.
Possible world semantics
Semantics of Algol-like languages is normally given using a category-theoretic possible world semantics, where the "worlds" represent types of stores [23] (also called "store shapes" [25] .) A simple form of worlds can be just sets of locations, but it is the point of this paper to propose a more abstract treatment of stores.
We use letters W , X, Y , Z, . . . for worlds. A morphism f : W → X represents the idea that X is a larger world than W or, to put another way, a W -typed store can be extracted from an X-typed store via the morphism f . (Note the reversal of direction in the second statement.) To capture relational parametricity and data abstraction, we also assume relations between worlds, denoted as R : W ↔ W . Formally, these pieces of data should form a parametricity graph of categories [6] , denoted W.
We leave this structure unspecified for the time being, except to note that it should be able to specify for each world W , a set of states Q W and a set of state transformations T W , the latter of which is a submonoid of the set of partial functions Q W Q W . Each programming language type θ is interpreted as a parametricity graphfunctor (PG-functor) of the form [[θ]] : W → DCPO where DCPO is the parametricity graph of directed-complete partial orders with continuous functions as morphisms and directed-complete relations as edges. (These functors should satisfy the "Oles condition" that they should factor through the embedding CPO ⊥ → DCPO. This obtains a cartesian closed category of functors [12] .) We use readable notation for these functors [[comm 
The functors needed for interpreting IA+ are shown in a schematic form below:
Note that commands for a store type X are interpreted as state transformations for X, expressions for store type X are interpreted as partial functions from states of X to values, and variables are interpreted as pairs of get and put operations. The ∀ and ∃ operators in the last two lines are formally the parametric limit and parametric colimit constructions [6] , but they can also be understood intuitively as the types of polymorphic functions and abstract types respectively. The meaning of a procedure of type F ⇒ G at store type X allows for it to be called in a larger store Z (which might be obtained by allocating new local variables) and maps arguments of type F in the larger store Z to results of type G in the store Z. The parametric limit interpretation of ∀ ensure that this will be done uniformly in the store type Z, depending only on the fact that it is a larger store than X. The interpretation of a class at a store type X ignores X (because we are considering only constant classes), specifies a new store Z for the representation of the objects of this class, and provides an initial state and an interpretation of the methods on store Z. The intuitions behind this interpretation are essentially standard [15, 13, 21] . The focus of this paper is on defining a suitable category (or, rather, a parametricity graph) W for modelling stores. We do this using automata-theoretic ideas in the following sections.
Stores as automata
In algebraic automata theory [7] , we find three related notions. A semiautomaton is a triple (Q, Σ, α) where Q is a set (of "states"), Σ is a set (of "events"), α :
provides an interpretation of the events as state transformations. A more general notion is a monoid action (Q, M, α) where the set Σ of events is generalized to a monoid M and α is given to be compatible with the monoid structure. A special case of a monoid action is a transformation monoid (Q, T ) where T is a submonoid of the monoid of state transformations [Q Q] and, hence, α is implicit. In this work, we choose transformation monoids as the basis for our modelling of stores and leave its generalization to monoid actions to future work.
The monoid structure of T is obtained by the sequential composition of transformations (written as a·b) and the unit transformation (written as "null"). The monoid structure supports sequential composition of commands. To support divergence and iteration, we require that T be a monoid in CPO ⊥ (the category of pointed cpo's and strict continuous functions). We refer to such a monoid as a complete ordered monoid. In addition, commands in imperative languages also have the ability to read the current state and tailor their actions accordingly. Consider if-then-else, for example. Reynolds [23] addressed this issue in his early work, and postulated an operation called the "diagonal." Consequently, we name the resulting structures after Reynolds.
Definition 1. A Reynolds transformation monoid is a triple
where Q X is a set, T X is a submonoid of the monoid of transformations [Q X Q X ] and the two components are jointly closed under the operation read X :
The read X operation maps a state-dependent transformation p into a normal transformation, which first reads the current state (x), uses it to satisfy the state-dependence of p, and finally executes the resulting action. Given a transformation monoid, it is always possible to close it under the read operation by adding enough elements to T X . We call it the "read-closure" of the transformation monoid. A full transformation monoid (Q, T (Q)) is always a Reynolds transformation monoid.
A relation of Reynolds transformation monoids R : X ↔ X is a pair R = (R Q , R T ) where R Q : Q X ↔ Q X is a normal set-theoretic relation and R T : T X ↔ T X is a complete ordered monoid relation (relation compatible with the units, multiplication, least elements and sup's of directed sets) such that:
These conditions ensure that parametric transformations will include all the normal operations of imperative programming: sequential composition, if-thenelse, assignments, and iteration.
A morphism of Reynolds transformation monoids f : W → X is a pair f = (φ f , τ f ) where φ f : Q X → Q W is a function and τ f : T W → T X is a complete ordered monoid morphism such that the pair ( φ f , τ f ) is a relation of Reynolds transformation monoids. The notation − stands for the graph of a function treated as a relation and (−) stands for the converse of a relation.
Note that φ f and τ f go in opposite directions. Computationally, the intuition is that, when X is a larger store than W , it extends and possibly constrains the states of the current store. So, it is possible to recover the state information at the level of the current store W via the function φ f . On the other hand, the actions possible in the current store should continue to be possible in the larger store, which is modelled by the function τ f . In the terminology of algebraic automata theory, X "covers" W .
A relation-preservation square of Reynolds transformation monoids
This data constitutes a cpo-enriched reflexive graph RTM. (See [6, 15] for the background on reflexive graphs.) Lemma 1. RTM is a cpo-enriched parametricity graph, i.e., it is relational, fibred and satisfies the identity condition.
The move from state-based models to automata-based models has already paid a rich dividend, because the reflexive graphs of worlds in [13, 15] are not parametricity graphs. A parametricity graph has a subsumption map whereby each morphism f : X → Y is "subsumed" by an edge f : X ↔ Y . This is given by f = [f, id Y ]I Y . In the case of RTM, this gives f = ( φ f , τ f ).
The subsumption maps lead to a strong theory of relational parametricity which includes naturality as a special case. These properties are not available in the models of [13, 14] , where naturality is an independent condition from parametricity, indicating that their theory parametricity is not strong enough.
Examples of morphisms The expansion of a full transformation monoid (Q, T (Q)) with additional state components represented by a set Z, and leading to a larger world (Q × Z, T (Q × Z)), is represented by a morphism ×Z : (Q, T (Q)) → (Q × Z, T (Q × Z)). The φ component of the morphism is a projection and the τ component expands actions a ∈ T (Q) to T (Q × Z) by leaving the Z components unchanged. A state change restriction morphism for a Reynolds transformation monoid (Q X , T X ) restricts the state transformations to a submonoid T ⊆ T X . The morphism f : (Q X , T ) → (Q X , T X ) has the identity for the φ component and an injection for the τ component. A passivity restriction morphism is an extreme case of state change restriction morphism that prohibits all state changes: p X : (Q X , 0 X ) → (Q X , T X ) where 0 X is the complete ordered monoid containing the unit transformation null X and all its approximations.
The parametricity graph RTM has a symmetric monoidal structure. For any Reynolds transformation monoids X = (Q X , T X ) and Y = (Q Y , T Y ) representing two separate stores of locations (along with allowed transformations), thee is another one X Y that corresponds to their combined store. The unit for is I = (1, 0 1 ), which represents the empty store. This is in fact the initial object in the parametricity graph RTM.
Semantics
As noted in Section 3, the semantics of the programming language is given in the functor category W → DCPO (restricted to the functors satisfying the "Oles condition") where W is a parametricity graph of worlds. We now choose W = RTM, the parametricity graph of Reynolds transformation monoids.
The interpretation of types is as in (5) . The type expressions F (X) shown there have an associated relation action F (R) and an action on morphisms F (f ) so as to form PG-functors. The details are shown in the full paper. 
To the extent that IA+ is a simply typed lambda calculus, this is standard [6, 15] . The details are shown in the full paper. 
Example equivalences
We note at the outset that the example equivalences that can be validated in previous state-based models such as those of [10, 15] continue to hold in our model. We focus on the new equivalences validated here.
In the following discussion, we use the information notation a↑ Y Z for the "upgrading" of a value a ∈ F (Z) to F (Y ), using a morphism h : Z → Y . The morphism h is left implicit in the notation, but it will be clear from the context. We first note how such paring down can be done. The initial structure M 1 obtained for class C 1 is as follows:
where put(k) = λn. k and check(k) = read λn. if n = k then null else ⊥. We can notice that the object only uses states in the subset { n | n ≥ 0 } and transformations in the subset {put(1)}. The minimal complete ordered monoid containing the latter is {⊥, null Z2 , put(1)}. So we can define the pared-down structure for C 1 as follows:
It is easy to see that the two structures are similar using a simulation relation P of the form:
For the class C 2 , we have a similar pared-down structure M 2 :
To demonstrate that the two classes are equal, we exhibit a relation S : Z 1 ↔ Z 2 given by:
The preservation properties to be verified are:
. So, the relationship to be proved between the two method suites is:
To show the conclusion, we need put(1)↑
Z2 . The first condition follows from put(1) S T null Z2 , and the second by assumption. For the third condition, we need to argue that the state in Z 1 read by check(1) is 1. This follows from the fact that the projection of c 1 to Z 1 could only be null or put (1) . Hence, we have the required property. This is similar to the previous example, except that we have two calls to c in the method of C 1 , interspersed by different assignments to x. We construct a 3-step similarity proof M 1 ∼ M 1 ∼ M 2 ∼ M 2 as earlier. The differences from the previous example in the structures M 1 and M 2 are as follows:
Note that we have put(0) among the transitions in T Z1 , unlike in the previous example. However, we can use exactly the same relation S : Z 1 ↔ Z 2 for showing the equivalence of M 1 and M 2 :
The simulation property meth 1 (Comm ⇒ Comm)(S) meth 2 involves the condition:
Assuming c 1 R T c 2 , we first argue that meth 1 [g 1 ](c 1 ) and meth 2 [g 2 ](c 2 ) are related by R Q R Q . Starting from related initial states n and 0, the first action in meth 1 is put(0), which changes the local state to 0. Calling c 1 has the effect of either null Z1 or put(1) on x. So, x is either 0 or 1, both of which are related to 0 by R Q . The next action put(1) overrides the previous effect and changes the local state to 1. The second call to c 1 again has the effect of either null Z1 or put(1), with the result that the local state continues to be 1 and, so, check(1) succeeds. Thus, the overall effect of meth 1 is to set the local state to 1, i.e., a put(1) action, and two calls to c 1 for the effects on the non-local state. This is related to c 2 · c 2 in meth 2 by the R T relation.
Dreyer et al. [5] characterize actions such as put(0) in meth 1 as "private transitions" because their effect is not visible at the end of method calls. Their proof method involves formalizing such private transitions and distinguishing them from "public transitions." Note that no special treatment is needed in our semantics to capture the idea of private transitions. To draw a rough correspondence, we might regard the transitions included in the T Z components as the "private transitions" and those related by S T relations as the "public transitions." But these two can vary in each step of a behavioral equivalence proof. So, we do not see a fixed notion of private versus public transitions in our setting.
Conclusion
We have outlined a new denotational semantic model for class-based Algol-like languages, which combines the advantages of the existing models. Similar to the state-based models, it is able to represent the effect of operations as state transformations. At the same time, it also represents stores as rudimentary form of objects, whose state changes are treated from the outside in a modular fashion. Further, this modeling allows one to prove observational equivalences of programs that were not possible in the previous models. This work complements that of Ahmed, Dreyer and colleagues [5] who use an operational approach to develop similar reasoning principles.
In principle, this work could have been done any time after 1983, because Reynolds used a similar framework for his semantics in [23] and formulated relational parametricity in [24] . We can only speculate why it wasn't done. The alternative model invented by Oles [17] was considered equivalent to the Reynolds's model and it appeared to be simpler as well as more general. However, sharp differences between the two models become visible as soon as relational parametricity is considered. This fact was perhaps not appreciated in the intervening years.
In terms of further work to be carried out, we have not addressed the issues of dynamic storage (pointers) but we expect that the prior work in parametricity semantics [22] will be applicable. We have not considered higher-order store, i.e., storing procedures in variables. This problem is known to be hard in the framework of functor category models and it may take some time to get resolved. More exciting work awaits to be done in applying these ideas to study program reasoning, including Specification Logic, Separation Logic, Rely-guarantee and Deny-guarantee reasoning techniques [4] .
