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Abstract
We prove the shifting theorems of the critical groups of critical points and critical
orbits for the energy functionals of Finsler metrics on Hilbert manifolds of H1-curves,
and two splitting lemmas for the functionals on Banach manifolds of C1-curves. Two
results on critical groups of iterated closed geodesics are also proved; their corre-
sponding versions on Riemannian manifolds are based on the usual splitting lemma
by Gromoll and Meyer (1969). Our approach consists in deforming the square of the
Finsler metric in a Lagrangian which is smooth also on the zero section and then
in using the splitting lemma for nonsmooth functionals that the author recently de-
veloped in Lu (2011, 0000, 2013). The argument does not involve finite-dimensional
approximations and any Palais’ result in Palais (1966). As an application, we extend
to Finsler manifolds a result by V. Bangert and W. Klingenberg (1983) about the
existence of infinitely many, geometrically distinct, closed geodesics on a compact
Riemannian manifold.
Keywords: Finsler metric; Geodesics; Morse theory; Critical groups; Splitting theo-
rem; Shifting theorem
Contents
1 Introduction and results 2
∗2010 Mathematics Subject Classification. Primary 58E05, 53B40, 53C22, 58B20, 53C20.
1
1.1 The case N =M0 ×M1 . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2 The case N = △M . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
1.3 Two iteration theorems . . . . . . . . . . . . . . . . . . . . . . . . . . 12
1.4 An application . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.5 Basic idea of the proof . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2 The modifications for the energy functionals 15
3 The stability of critical groups 20
4 Proofs of Theorems 1.2,1.3 28
5 Proofs of Theorems 1.5, 1.6, 1.7, 1.8 37
5.1 Proofs of Theorems 1.5, 1.6, 1.7 . . . . . . . . . . . . . . . . . . . . . . 37
5.2 Proof of Theorem 1.8 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
5.3 Proof of Proposition 5.1 . . . . . . . . . . . . . . . . . . . . . . . . . . 44
6 Proofs of Theorems 1.9, 1.10 48
6.1 Proof of Theorem 1.9 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
6.2 Proof of Theorem 1.10 . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
7 Computations of S1-critical groups 59
8 Proof of Theorem 1.11 61
A Appendix: The splitting theorems in [35, 37, 36, 28] 70
B Appendix: Computations of gradients 73
1 Introduction and results
Let M be a smooth manifold of dimension n. For an integer k ≥ 5 or k = ∞, a Ck
Finsler metric on M is a continuous function F : TM → R satisfying the following
properties:
(i) It is Ck and positive in TM \ {0}.
(ii) F (x, ty) = tF (x, y) for every t > 0 and (x, y) ∈ TM .
(iii) L := F 2 is fiberwise strongly convex, that is, for any (x, y) ∈ TM \ {0} the
symmetric bilinear form (the fiberwise Hessian operator)
gF (x, y) : TxM × TxM → R, (u, v) 7→ 1
2
∂2
∂s∂t
[L(x, y + su+ tv)]
∣∣∣
s=t=0
is positive definite.
Because of the positive homogeneity it is easily checked that gF (x, λy) = gF (x, y)
for any (x, y) ∈ TM \ {0} and λ > 0. The Euler theorem implies gF (x, y)[y, y] =
2
(F (x, y))2 = L(x, y). A smooth manifold M endowed with a Ck Finsler metric is
called a Ck Finsler manifold. Note that L = F 2 is of class C2−0, and of class
C2 if and only if it is the square of the norm of a Riemannian metric. A Finsler
metric F is said to be reversible if F (x,−v) = F (x, v) for all (x, v) ∈ TM . We
also say that a Finsler metric dominates a Riemannian metric g on M if F (x, v) ≥
C0
√
gx(v, v) for some C0 > 0 and all (x, v) ∈ TM , (clearly, every Finsler metric
on a compact manifold dominates a Riemannian metric). The length of a Lipschitz
continuous curve γ : [a, b]→M with respect to the Finsler structure F is defined by
lF (γ) =
∫ b
a F (γ(t), γ˙(t))dt. However a non-reversible F only induces a non-symmetric
distance and hence leads to the notions of forward and backward completeness (and
geodesic completeness). A differentiable γ = γ(t) is said to have constant speed
if F (γ(t), γ˙(t)) is constant along γ. According to [4], a regular piecewise Ck curve
γ : [a, b]→M is called a Finslerian geodesic if it minimizes the length between two
sufficiently close points on the curve. In terms of Chern connection D a constant
speed Finslerian geodesic is characterized by the condition Dγ˙ γ˙ = 0, where Dγ˙ γ˙ is
the covariant derivative with reference vector γ˙ (see pages 121-124 on [4]).
Let (M,F ) be a n-dimensional Ck Finsler manifold with a complete Riemannian
metric g, and let N ⊂ M ×M be a smooth submanifold. Denote by I = [0, 1] the
unit interval, and by W 1,2(I,M) the space of absolutely continuous curves γ : I →
M such that
∫ 1
0 〈γ˙(t), γ˙(t)〉dt < ∞, where 〈u, v〉 = gx(u, v) for u, v ∈ TxM . Then
W 1,2(I,M) ⊂ C0(I,M). Set
ΛN (M) := {γ ∈W 1,2(I,M) | (γ(0), γ(1)) ∈ N}.
It is a Riemannian-Hilbert submanifold of W 1,2(I,M) of codimension codim(N). If
γ ∈ C2(I,M) ∩ΛN (M) then the pull-back bundle γ∗TM → I is a C1 vector bundle.
Let W 1,2N (γ
∗TM) be the set of absolutely continuous sections ξ : I → γ∗TM such
that
(ξ(0), ξ(1)) ∈ T(γ(0),γ(1))N and
∫ 1
0
〈∇gγ˙ξ(t),∇gγ˙ξ(t)〉dt <∞.
Here ∇gγ is the covariant derivative along γ with respect to the Levi-Civita connection
of the metric g. Then TγΛN (M) =W
1,2
N (γ
∗TM) is equipped with the inner product
〈ξ, η〉1 =
∫ 1
0
〈ξ(t), η(t)〉dt +
∫ 1
0
〈∇gγ˙ξ(t),∇gγ˙ξ(t)〉dt (1.1)
and norm ‖·‖1 =
√〈·, ·〉1. For a general γ ∈ ΛN (M)\C2(I,M), note that γ∗TM → I
is only a bundle of class H1, that is, it admits a system of local trivializations whose
transition maps are of class W 1,2. Fortunately, sinceW 1,2(I,Rn) is a Banach algebra,
one can still define W 1,2-section of γ∗TM , and the set W 1,2(γ∗TM) of such sections
is also a well-defined Hilbert space with the inner product given by (1.1) (using the
L2 covariant derivative along γ associated to the Levi-Civita connection of the metric
g). Hence we have also TγΛN (M) = W
1,2
N (γ
∗TM) in this case. For more details
about these, see Appendix C of [42]. Consider the energy functional on (M,F ),
L : ΛN (M)→ R, γ 7→
∫ 1
0
L(γ(t), γ˙(t))dt =
∫ 1
0
[F (γ(t), γ˙(t))]2dt. (1.2)
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Proposition 1.1 (i) The functional L is C2−, i.e. L is C1 and its differential dL
is locally Lipschitz.
(ii) A curve γ ∈ ΛN (M) is a constant (non-zero) speed F -geodesic satisfying the
boundary condition
gF (γ(0), γ˙(0))[u, γ˙(0)] = gF (γ(1), γ˙(1))[v, γ˙(1)] ∀(u, v) ∈ T(γ(0),γ(1))N
if and only if it is a (nonconstant) critical point of L.
(iii) Suppose that (M,F ) is forward (resp. backward) complete and that N is a closed
submanifold of M×M such that the first projection (resp. the second projection)
of N to M is compact. Then L satisfies the Palais-Smale condition on ΛN (M).
When M is compact and N = △M (diagonal) this proposition was proved in [43]
by Mercuri. Kozma, Krista´ly and Varga [30] proved (i), (ii) if N is a product of
two submanifolds M1 and M2 in M , and (iii) if F dominates a complete Riemannian
metric onM andN ⊂M×M is a closed submanifold ofM×M such that P1(N) ⊂M
or P2(N) ⊂M is compact. The above versions were obtained by Caponio, Javaloyes
and Masiello [13] recently. A curve γ ∈ ΛN (M) is called regular if γ˙ 6= 0 a.e. in
[0, 1]. When N = {p, q} for some p, q ∈M , Caponio proved in [10, Prop.3.2]: if L is
twice differentiable at a regular curve γ ∈ ΛN (M) then for a.e. s ∈ [0, 1], the function
v ∈ Tγ(s)M → F 2(γ(s), v)
is a quadratic positive definite form. This suggests that the results in [44, 22] cannot
be used for the functional L in (1.2). Actually, the classical method, finite dimensional
approximations developed by Morse [45] for Riemannian geodesics, has been also used
for geodesics of Finsler metrics [3, 40, 48, 49]. For example, the shifting theorem of
Gromoll-Meyer [25] was obtained using the finite dimensional approximations setting
in the generalization of a famous theorem of Gromoll-Meyer [26] to Finsler manifolds
in [40]. However, the finite dimensional approximation of the loop space ΛM =
Λ△M (M) by spaces of broken geodesics carries only a Zk but not an S
1 action. It is
hard to apply this classical method to the studies of some geodesic problems.
Notation. For a normed vector space (E, ‖ · ‖) and δ > 0 we write Bδ(E) = {x ∈
E | ‖x‖ < δ} and B¯δ(E) = {x ∈ E | ‖x‖ ≤ δ} (since the notations of some spaces
involved are complex). For a continuous symmetric bilinear form (or the associated
self-adjoint operator) B on a Hilbert space we write H−(B), H0(B) and H+(B) for
the negative definite, null and positive definite spaces of it. K always denotes an
Abelian group.
In this paper we only consider the following two cases:
• N =M0×M1, whereM0 andM1 are two boundaryless and connected submanifolds
of M and also disjoint if dimM0 dimM1 > 0. In this case the boundary condition in
Proposition 1.1(ii) becomes{
gF (γ(0), γ˙(0))[u, γ˙(0)] = 0 ∀u ∈ Tγ(0)M0,
gF (γ(1), γ˙(1))[v, γ˙(1)] = 0 ∀v ∈ Tγ(1)M1.
(1.3)
• N = △M and hence ΛN (M) =W 1,2(S1,M), where S1 = R/Z = [0, 1]/{0, 1}.
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1.1 The case N = M0 ×M1
Suppose that γ0 ∈ ΛN (M) is an isolated nonconstant critical point of L on ΛN (M).
By Proposition 1.1(ii) γ0 is a C
k-smooth nonconstant F -geodesics with constant speed
F (γ0(t), γ˙0(t)) ≡
√
c > 0. Clearly, there exist an open neighborhood of γ0 in ΛN (M),
O(γ0), and a compact neighborhood K of γ0(I) in M such that each curve of O(γ0)
has an image set contained in K. Thus we shall assume M to be compact below.
Moreover, we can require the Riemannian metric g on M to have the property that
M0 (resp. M1) is totally geodesic near γ0(0) (resp. γ0(1)). Let exp denote the
exponential map of g, and let B2ρ(Tγ0ΛN (M)) = {ξ ∈ Tγ0ΛN (M) | ‖ξ‖1 < 2ρ} for
ρ > 0. If ρ is small enough, by the so-called omega lemma we get a Ck−3 coordinate
chart around γ0 on ΛN (M):
EXPγ0 : B2ρ(Tγ0ΛN (M))→ ΛN (M) (1.4)
given by EXPγ0(ξ)(t) = expγ0(t)(ξ(t)). Then L ◦ EXPγ0 is C2−0 and has an isolated
critical point 0 ∈W 1,2N (γ∗0TM). Consider the Banach manifold
X = C1N (I,M) = {γ ∈ C1(I,M) | (γ(0), γ(1)) ∈ N}.
Then the tangent space Tγ0X = C1TN (γ∗0TM) = {ξ ∈ C1(γ∗0TM) | (ξ(0), ξ(1)) ∈ TN}
with usual C1-norm. Let A be the restriction of the gradient of L ◦ EXPγ0 to
B2ρ(Tγ0ΛN (M)) ∩ Tγ0X . Observe that B2ρ(Tγ0ΛN (M)) ∩ Tγ0X is an open neighbor-
hood of 0 in Tγ0X and that A is a Ck−3-map from a small neighborhood of 0 ∈ Tγ0X
to Tγ0X by (4.28) and the Ck−3 smoothness of A˜ on B2r(XV ) claimed below (4.5).
Moreover, A(0) = ∇L(γ0)|Tγ0X and
〈dA(0)[ξ], η〉1 = d2L|X (γ0)[ξ, η] ∀ξ, η ∈ Tγ0X .
The key is that the symmetric bilinear form d2L|X (γ0) can be extended to a symmetric
bilinear form on Tγ0ΛN (M), also denoted by d
2L|X (γ0). The self-adjoint operator
associated to the latter is Fredholm, and has finite dimensional negative definite and
null spacesH−(d2L|X (γ0)) andH0(d2L|X (γ0)) by (4.29), which are actually contained
in Tγ0X . There exists an orthogonal decomposition
Tγ0ΛN (M) = H
−(d2L|X (γ0))⊕H0(d2L|X (γ0))⊕H+(d2L|X (γ0)), (1.5)
which induces a (topological) direct sum decomposition of Banach spaces
Tγ0X = H−(d2L|X (γ0))+˙H0(d2L|X (γ0))+˙
(
H+(d2L|X (γ0)) ∩ Tγ0X
)
.
Using the implicit function theorem we get δ ∈ (0, 2ρ] and a unique Ck−3-map
h : Bδ
(
H0(d2L|X (γ0))
)→ H−(d2L|X (γ0))+˙(H+(d2L|X (γ0)) ∩ Tγ0X )
such that h(0) = 0, dh(0) = 0 and (I−P 0)A(ξ+h(ξ)) = 0 ∀ξ ∈ Bδ
(
H0(d2L|X (γ0))
)
,
where P ⋆ : Tγ0ΛN (M)→ H⋆(d2L|X (γ0)), ⋆ = −, 0,+, are the orthogonal projections
according to the decomposition (1.5). Define L◦ : Bδ
(
H0(d2L|X (γ0))
)→ R by
L◦(ξ) = L ◦ EXPγ0
(
ξ + h(ξ)
)
. (1.6)
5
It is Ck−3, has an isolated critical point 0, and d2L◦(0) = 0. Denote by C∗(L, γ0;K)
(resp. C∗(L◦, 0;K)) the critical group of the functional L (resp. L◦) at γ0 (resp. 0)
with coefficient group K. Note that
m−(γ0) := dimH
−(d2L|X (γ0)) and m0(γ0) := dimH0(d2L|X (γ0))
do not depend on the choice of the Riemannian metric g, called Morse index and
nullity of γ0, respectively. Here is our first key result.
Theorem 1.2 Under the above notations, there exists a Ck convex with quadratic
growth Lagrangian L∗ : TM → R such that:
(i) L∗ ≤ L, L∗(x, v) = L(x, v) if L(x, v) ≥ 2c/3, and if F is reversible so is L∗.
(ii) The corresponding functional L∗ in (1.26) is C2−0. All functional Lτ = (1 −
τ)L + τL∗, τ ∈ [0, 1], have only a critical point γ0 in some neighborhood of
γ0 ∈ ΛN (M), and satisfy the Palais-Smale condition. Moreover, C∗(L∗, γ0;K) =
C∗(L, γ0;K).
(iii) By shrinking the above δ > 0 there exists an origin-preserving homeomorphism
ψ from Bδ(Tγ0ΛN (M)) to an open neighborhood of 0 in Tγ0ΛN (M) such that
L∗ ◦ EXPγ0 ◦ ψ(ξ) = ‖P+ξ‖21 − ‖P−ξ‖21 + L◦(P 0ξ)
for all ξ ∈ Bδ(Tγ0ΛN (M)). Moreover, ψ
(
(P− + P 0)Bδ(Tγ0ΛN (M))
)
is con-
tained in Tγ0X , and ψ is also a homeomorphism from (P−+P 0)Bδ(Tγ0ΛN (M))
onto ψ
(
(P− + P 0)Bδ(Tγ0ΛN (M))
)
even if the topology on the latter is taken as
the induced one by Tγ0X .
(iv) For any open neighborhood W of γ0 in ΛN (M) and a field K, write WX :=W∩X
as an open subset of X , then the inclusion
((L∗|X )c ∩WX , (L∗|X )c ∩WX \ {0}) →֒ (L∗c ∩W,L∗c ∩W \ {0})
induces isomorphisms
H∗ ((L∗|X )c ∩WX , (L∗|X )c ∩WX \ {0};K) → H∗ (L∗c ∩W,L∗c ∩W \ {0};K) .
For L|X we have the splitting lemma at γ0 as follows.
Theorem 1.3 Under the above notations, there exist ǫ ∈ (0, δ) and an origin-preserving
homeomorphism ϕ from Bǫ(Tγ0X ) to an open neighborhood of 0 in Tγ0X such that
for any ξ ∈ Bǫ(Tγ0X ),
L ◦ EXPγ0 ◦ ϕ(ξ) =
1
2
d2L|X (γ0)[P+ξ, P+ξ]− ‖P−ξ‖21 + L◦(P 0ξ).
Corollaries A.2, A.6, Theorem 1.2(iii) and Theorem 1.3 give the following two
versions of the shifting theorem, respectively.
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Theorem 1.4 For all q = 0, 1, · · · it holds that
Cq(L, γ0;K) = Cq−m−(γ0)(L◦, 0;K) and
Cq(L|X , γ0;K) = Cq−m−(γ0)(L◦, 0;K). (1.7)
As a consequence of this result we have
C∗(L|X , γ0;K) = C∗(L, γ0;K). (1.8)
Note that Theorem 1.2(iv) is stronger than this. Indeed, if we choose a small open
neighborhood V of γ0 in X such that the closure of V in ΛN (M) (resp. X ) is contained
in W (resp. the open subsetWX of X ) and that mint L(γ(t), γ˙(t)) ≥ 2c/3 (and hence
L∗(γ) = L(γ)) for any γ ∈ V , then
H∗ ((L∗|X )c ∩WX , (L∗|X )c ∩WX \ {0};K) = H∗ ((L|X )c ∩ V, (L|X )c ∩ V \ {0};K) .
by the excision property of the relative homology groups. This and Theorem 1.2(ii),(iv)
imply (1.8). In applications it is more effective combining these results together.
When M0 and M1 are two points, an equivalent version of Theorem 1.3 (as The-
orem 4.5) was also proved by Caponio-Javaloyes-Masiello [11, Th.7] in the spirit of
[25, 16]. However they only obtained (1.8) under the assumption that γ0 is a non-
degenerate critical point. See Remark 4.6 for a detailed discussion. The infinite
dimensional proof method of Theorem 1.3 with [28] was presented by the author [33]
(in the periodic orbit case as in Theorem 1.6).
1.2 The case N = △M
Now ΛN (M) = ΛM := W
1,2(S1,M) = {γ ∈ W 1,2loc (R,M) | γ(t + 1) = γ(t) ∀t ∈ R}.
Hereafter S1 := R/Z = {[s] | [s] = s+Z, s ∈ R}. There exists an equivariant and also
isometric action of S1 on W 1,2(S1,M) and TW 1,2(S1,M):
[s] · γ(t) = γ(s+ t), ∀[s] ∈ S1, γ ∈W 1,2(S1,M), (1.9)
[s] · ξ(t) = ξ(s+ t), ∀[s] ∈ S1, ξ ∈ TγW 1,2(S1,M), (1.10)
which are continuous, but not differentiable ([29, Chp.2, §2.2]). Since L is invariant
under the S1-action, a nonconstant curve γ ∈ ΛM cannot be an isolated critical point
of the functional L. Let γ0 ∈ ΛM be a (nonconstant) critical point of L with critical
value c > 0. Under our assumptions γ0 is C
k-smooth by Proposition 3.1. The orbit
S1 · γ0 is a Ck−1-submanifold in ΛM = W 1,2(S1,M) by [26, page 499], and hence a
Ck−1-smooth critical submanifold of L in ΛM . We assume that S1 · γ0 is an isolated
critical orbit below.
In this subsection, X denotes the manifold X = C1(S1,M). Let O = S1 · γ0 and
let π : NO → O be the normal bundle of it in ΛM . It is a Ck−2 Hilbert vector bundle
over O, and XNO := TOX ∩NO is a Ck−2 Banach vector bundle over O. For ε > 0
we denote by
NO(ε) = {(x, v) ∈ NO | ‖v‖1 < ε},
XNO(ε) = {(x, v) ∈ XNO | ‖v‖C1 < ε}.
}
(1.11)
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Clearly, XNO(ε) ⊂ NO(ε). Since O has a neighborhood in which all elements have
supports contained in a compact neighborhood of the support of γ0 in M we would
assume directly that M is compact. Then for sufficiently small ε > 0, the map
EXP : TΛM(ε) = {(x, v) ∈ TΛM | ‖v‖1 < ε} → ΛM (1.12)
defined by EXP(x, v)(t) = expx(t) v(t) ∀t ∈ R via the exponential map exp, restricts
to an S1-equivariant Ck−3 diffeomorphism from the normal disk bundle NO(ε) onto
an S1-invariant open neighborhood of O in ΛM ,
̥ : NO(ε)→ N (O, ε). (1.13)
For conveniences we write
F := L ◦̥ and F∗ := L∗ ◦̥ (1.14)
as functionals on NO(ε). They are C2−0, S1-invariant and satisfy the (PS) condition.
Denote by FX and F∗X the restrictions of F and F∗ to the open subsetNO(ε)∩XNO
of XNO, respectively. For x ∈ O let NO(ε)x and XNO(ε)x be the fibers of NO(ε)
and XNO(ε) at x ∈ O, respectively. Also write Fx, F∗x and FXx , F∗Xx as restrictions
of F , F∗ and FX , F∗X to the fibers at x, respectively. Denote by Ax the restriction
of the gradient ∇Fx to NO(ε)x ∩XNOx. Then for δ > 0 small enough Ax is a C1
map from XNO(δ)x to XNOx (and so FXx is C2 on XNO(δ)x). Clearly,
As·x(s · v) = s · Ax(v) ∀s ∈ S1, v ∈ NO(ε)x ∩XNOx. (1.15)
Denote by Bx the symmetric bilinear form d
2FXx (0). By (i) above Claim 5.6 we
see that it can be extended to a symmetric bilinear form on NOx, also denoted by
Bx, whose associated self-adjoint operator is Fredholm, and has finite dimensional
negative definite and null spaces H−(Bx) and H
0(Bx). Moreover, H
−(Bx)+H
0(Bx)
is contained in XNOx. As before there exists an orthogonal decomposition
NOx =H−(Bx)⊕H0(Bx)⊕H+(Bx). (1.16)
Since Bs·x(s · ξ, s · η) = Bx(ξ, η) for any s ∈ S1 and x ∈ O, (1.16) leads to a natural
Ck−2 Hilbert vector bundle orthogonal decomposition
NO = H−(B)⊕H0(B)⊕H+(B) (1.17)
with H⋆(B)x = H
⋆(Bx) for x ∈ O and ⋆ = +, 0,−, which induces a Ck−2 Banach
vector bundle (topological) direct sum decomposition
XNO = H−(B)+˙H0(B)+˙(H+(B) ∩XNO). (1.18)
We call m−(O) := dimH−(d2L|X (γ0)) = rankH−(B) and
m0(O) := dimH0(d2L|X (γ0))− 1 = rankH0(B)
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Morse index and nullity of O = S1 · γ0, respectively. When m0(O) = 0 the orbit
O is called nondegenerate. Moreover we have always 0 ≤ m0(O) ≤ 2n− 1 because
m0(O) = rankH0(B) = m0(γ0) − 1 ≤ 2n − 1 by (5.2) and the inequality above
Theorem 3.1 of [34].
Let P⋆ be the orthogonal bundle projections from NO onto H⋆(B), ⋆ = +, 0,−,
and let H0(B)(ǫ) = H0(B)∩NO(ǫ) for ǫ > 0. Note that H0(B)(ǫ) ⊂ XNO and that
we may choose ǫ > 0 so small that H0(B)(ǫ) ⊂ XNO(δ) since rankH0(B) <∞ and
O is compact. By the implicit function theorem, if 0 < ǫ < ε is sufficiently small for
each x ∈ O there exists a unique S1x-equivariant C1 map
hx : H
0(B)(ǫ)x → H−(B)x+˙(H+(B)x ∩XNOx) (1.19)
(actually at least C2 because k ≥ 4), such that hx(0x) = 0x, dhx(0x) = 0x and
(P+x +P
−
x ) ◦Ax
(
v + hx(v)
)
= 0 ∀v ∈ H0(B)(ǫ)x. (1.20)
Moreover, the functional
L◦△ : H0(B)(ǫ) ∋ (x, v)→ L ◦ EXPx
(
v + hx(v)
) ∈ R (1.21)
is C1, has the isolated critical orbit O and also restricts to a C2 one in each fiber
H0(B)(ǫ)x. Let us denote by L◦△x the restriction of L◦△ to H0(B)(ǫ)x.
Theorem 1.5 Under the above notations, there exists a Ck convex with quadratic
growth Lagrangian L∗ : TM → R such that:
(i) L∗ ≤ L, L∗(x, v) = L(x, v) if L(x, v) ≥ 2c/3, and if F is reversible so is L∗.
(ii) The corresponding functional L∗ in (1.26) is C2−0 in ΛM . All functional Lτ =
(1 − τ)L + τL∗, τ ∈ [0, 1], have only a critical orbit O in some neighborhood
of O ⊂ ΛM , and satisfy the Palais-Smale condition. Moreover, C∗(L∗,O;K) =
C∗(L,O;K).
(iii) By shrinking the above ǫ > 0 (if necessary) there exist an S1-invariant open
neighborhood U of the zero section of NO, an S1-equivariant fiber-preserving,
C1 map h given by (1.19) and (1.20), and an S1-equivariant fiber-preserving
homeomorphism Υ : NO(ǫ)→ U such that
F∗ ◦Υ(x, u) = L∗ ◦ EXP ◦Υ(x, u) = ‖P+x u‖21 − ‖P−x u‖21 + L◦△x(P0xu)
for all (x, u) ∈ NO(ǫ). Moreover, Υ ((P− +P0)NO(ǫ)) is contained in XNO,
and Υ is also a homeomorphism from (P−+P0)NO(ǫ) onto Υ ((P− +P0)NO(ǫ))
even if the topology on the latter is taken as the induced one by XNO. (This
implies that NO and XNO induce the same topology in Υ ((P− +P0)NO(ǫ)).)
(iv) For any open neighborhood W of O in ΛM and a field K, write WX = W ∩ X
as an open subset of X , then the inclusion
((L∗|X )c ∩WX , (L∗|X )c ∩WX \ O) →֒ (L∗c ∩W ,L∗c ∩W \ O)
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induces isomorphisms
H∗ ((L∗|X )c ∩WX , (L∗|X )c ∩WX \ O;K)→ H∗ (L∗c ∩W ,L∗c ∩W \ O;K) .
Moreover, the corresponding conclusion can be obtained if
((L∗|X )c ∩WX , (L∗|X )c ∩WX \ O) and (L∗c ∩W ,L∗c ∩W \ O)
are replaced by
(
(L˚∗|X )c ∩WX ∪ O, (L˚∗|X )c ∩WX
)
and
(L˚∗c ∩W ∪ O, L˚∗c ∩W ),
respectively, where L˚∗c = {L∗ < c} and (L˚∗|X )c = {L∗|X < c}.
(v) If L∗|X and L∗ in (iv) are replaced by L|X and L, respectively, then the corre-
sponding conclusion also holds true.
Statement (v) in Theorem 1.5 is based on the following splitting lemma for L|X .
Theorem 1.6 Under the notations above, by shrinking the above ǫ > 0 there exist
an S1-invariant open neighborhood V of the zero section of XNO, an S1-equivariant
fiber-preserving, C1 map h given by (1.19) and (1.20), and an S1-equivariant fiber-
preserving homeomorphism Ψ : XNO(ǫ)→ V such that
L ◦ EXP ◦Ψ(x, v) = 1
2
d2L|X (x)[P+x v,P+x v]− ‖P−x v‖21 + L◦△x(P0xv)
for all (x, v) ∈ XNO(ǫ).
The infinite dimensional proof method of this result using [28] may go back to
[33]. Clearly, Theorem 1.5(v) implies
C∗(L,O;K) = C∗(L|X ,O;K). (1.22)
This also easily follows from Theorem 1.5(i),(ii) and (iv). Let H0−(B) = H0(B) +
H−(B) and H0−(B)(ǫ) = (H0(B) + H−(B)) ∩ NO(ǫ). Then H0−(B) ⊂ XNO.
Define L : H0−(B)(ǫ) → R by L(x, v) = −‖P−x v‖21 + L◦△x(P0xv). By a well known
deformation argument we may derive from Theorem 1.5(ii)-(iii) and Theorem 1.6
respectively:
C∗(L,O;K) = C∗(L,O;K) and C∗(L|X ,O;K) = C∗(L,O;K).
These give rise to (1.22) again.
Let S1x ⊂ S1 denote the stabilizer of x ∈ O. Since x is nonconstant S1x is a
finite cyclic group and the quotient S1/S1x
∼= S1 · γ0 = O ∼= S1. (See [26, page 499]).
Clearly, L◦△x is S1x-invariant. Let C∗(L◦△x, 0;K)S
1
x denote the subgroup of all elements
in C∗(L◦△x, 0;K), which are fixed by the induced action of S1x on the homology. We
have the following generalization of the Gromoll-Meyer shifting theorem for Finsler
manifolds.
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Theorem 1.7 Let K be a field of characteristic 0 or prime up to order |S1γ0 | of S1γ0 .
Then for any x ∈ O = S1 · γ0 and q = 0, 1, · · · ,
Cq(L,O;K)
=
(
Hm−(O)(H
−(B)x,H
−(B)x \ {0x};K)⊗ Cq−m−(O)(L◦△x, 0;K)
)S1x
⊕
(
Hm−(O)(H
−(B)x,H
−(B)x \ {0x};K)⊗ Cq−m−(O)−1(L◦△x, 0;K)
)S1x
.
provided m−(O)m0(O) > 0. Moreover,
Cq(L,O;K) =
(
Cq−1(L◦△x, 0;K)
)S1x ⊕ (Cq(L◦△x, 0;K))S1x
if m−(O) = 0 and m0(O) > 0, and
Cq(L,O;K) = Hq(H−(B),H−(B) \ O;K)
=
(
Hq−1(H
−(B)x,H
−(B)x \ {0x};K)
)S1x
⊕
(
Hq(H
−(B)x,H
−(B)x \ {0x};K)
)S1x
if m−(O) > 0 and m0(O) = 0. Finally, Cq(L, S1 ·γ0;K) = Hq(S1;K) for any Abelian
group K if m−(O) = m0(O) = 0.
By [6, Th.I] Hq(H
−(B),H−(B) \ O;Z2) = Z2 for q = m−(O),m−(O) + 1, and
= 0 otherwise. If K = Z and H−(B) is orientable the same is also true; see [29,
Cor.2.4.11].
In the studies of closed geodesics one often define the critical group
C∗(L, S1 · γ0;K) = H∗(Λ(γ0) ∪ S1 · γ0,Λ(γ0);K),
where Λ(γ0) = {γ ∈ ΛM | L(γ) < L(γ0)}. Using the excision property of singular
homology and anti-gradient flow it is not hard to prove that these two kinds of
definitions agree (cf. [20, Propositions 3.4 and 3.7]). Such a version of Theorem 1.7
was proved in [3, Prop.3.7] by introducing finite dimensional approximations to ΛM
as in [40, 48, 49].
Since one does not know if a generator of the S1x-action on H
−(B)x reverses
orientation or not, no further explicit version of the formula in Theorem 1.7 can be
obtained through
Hm−(O)(H
−(B)x,H
−(B)x \ {0x};K) = K.
Recalling that S1 = R/Z = [0, 1]/{0, 1}, there exists a positive integer m = m(γ0)
such that 1/m is the minimal period of γ0 (since γ0 is nonconstant). It is equal to
the order of the isotropy group S1γ0 , and is called the multiplicity of γ0. When
m(γ0) = 1 we say γ0 to be prime. These can also be described by the m-th iterate
operation
ϕm : ΛM → ΛM,γ → γm (1.23)
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defined by1 γm(t) = γ(mt) ∀t ∈ R when γ is viewed as a 1-periodic map γ : R→M .
Clearly, there exists a unique prime curve γ
1/m
0 ∈ ΛM such that (γ1/m0 )m is equal
to γ0. Suppose that K is a field Q of rational numbers and that for each k ∈ N the
orbit S1 · (γ1/m0 )k is an isolated critical orbit of L. We may rewrite the conclusions
of Proposition 3.8 in [3] (in our notations) as follows:
(i) If m0(S1 · γ0) = 0 then Cq(L, S1 · γ0;K) = K if m−(S1 · γ0) −m−(S1 · γ1/m0 ) is
even and q ∈ {m−(S1 · γ0),m−(S1 · γ0) + 1}, and Cq(L, S1 · γ0;K) = 0 in other
cases.
(ii) If m0(S1 · γ0) > 0 and ǫ(γ0) = (−1)m−(S1·γ0)−m−(S1·γ
1/m
0 ), then
Cq(L, S1 · γ0;K) = Cq−m−(S1·γ0)−1(L◦△x, 0;K)S
1
x,ǫ(γ0)
⊕ Cq−m−(S1·γ0)(L◦△x, 0;K)S
1
x ,ǫ(γ0)
for each x ∈ O and q ∈ N∪{0}, where C∗(L◦△x, 0;K)S
1
x,1 and C∗(L◦△x, 0;K)S
1
x,−1
are the eigenspaces of a generator of S1x corresponding to 1 and −1, respectively.
Clearly, C∗(L◦△x, 0;K)S
1
x,−1 = 0 if m is odd.
Using Theorem 1.7 we may derive the following result, which is very important
for the proof of Theorem 1.11 in Section 8.
Theorem 1.8 Under the assumptions of Theorem 1.7 suppose that m−(γ0) = 0 and
that Cp(L, S1 · γ0;K) 6= 0 and Cp+1(L, S1 · γ0;K) = 0 for some p ∈ N ∪ {0}. Then
p > 0. Furthermore, we have
(i) if p = 1 then each point of S1 · γ0 is a local minimum of L;
(ii) if p ≥ 2 then each point of S1 · γ0 is not a local minimum of L|X (and thus of
L).
1.3 Two iteration theorems
Our shifting theorems, Theorems 1.4, 1.7, are sufficient for computations of critical
groups in most of studies about geodesics on a Finsler manifold. In Riemannian
geometry they are direct consequences of the splitting theorem. So far we have not
obtained the corresponding splitting theorem for the Finsler energy functional L on
the Hilbert manifold ΛN (M). In the studies of multiplicity of closed geodesics on a
Riemannian manifold as in [26, 2] etc, one must use the splitting theorem to deduce
a change in the critical groups under the iteration map ϕm ([2, Th.3]). The following
is the corresponding generalization of such results to Finsler manifolds.
Theorem 1.9 For a closed geodesics γ0 and some integer m > 1, suppose that O =
S1 · γ0 and ϕm(O) = S1 · γm0 are two isolated critical orbits of L in ΛM and that
m−(O) = m−(ϕm(O)) and m0(O) = m0(ϕm(O)). Then ϕm induces isomorphisms
(ϕm)∗ : H∗
(
Λ(γ0) ∪ S1 · γ0,Λ(γ0);K
)→ H∗ (Λ(γm0 ) ∪ S1 · γm0 ,Λ(γm0 );K) .
1Here γm is different from γm appearing in the study of Lagrangian Conley conjecture in [31, 34, 35]
though we use the same notation.
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for any field K. (So ϕm induces isomorphisms from C∗(L,O;K) to C∗(L, ϕm(O);K).)
Using Theorem 1.6 it can only be proved that ϕm induces isomorphisms
(ϕm)∗ : H∗
(
Λ(γ0)
X ∪ S1 · γ0,Λ(γ0)X ;K
)→ H∗ (Λ(γm0 )X ∪ S1 · γm0 ,Λ(γm0 )X ;K) ,
where both Λ(γ0)
X := X ∩Λ(γ0) and Λ(γm0 )X := X ∩Λ(γm0 ) are viewed as topological
subspaces of the Banach manifold X . It is Theorems 1.5(v) that make us to derive
Theorem 1.9 from this conclusion. This and (1.22) cannot lead to such a result though
they are enough in most of applications.
Under the weaker assumption that m0(O) = m0(ϕm(O)) some results can also be
obtained. Since the germ of the map hx at the origin in (1.19) is uniquely determined
by L and the metric g we call Nx := {EXPx
(
v + hx(v)
) | v ∈ H0(B)(ǫ)x} a local
characteristic manifold of L at x with respect to g. It is actually a S1x-invariant,
at least C2 submanifold of dimension m0(O) in H1(S1,M) and contains x as its
interior point. Moreover x is an isolated critical point of L|Nx and d2(L|Nx)(x) = 0.
Theorem 1.10 Let K be a field. Suppose that m0(O) = m0(ϕm(O)). Then
dimCq(L|Nx , x;K) = dimCq(L|Nxm , xm;K) ∀q (1.24)
for any x ∈ O. If the characteristic of K is zero or prime up to order of S1γm0 then
dimCq(L|Nx , x;K)S
1
x = dimCq(L|Nxm , xm;K) ∀q ∈ {0} ∪ N. (1.25)
(1.24) may be viewed as the result analogous to Theorem 3 of [26] on Riemannian
manifolds. With finite-dimensional approximations Theorem 1.9 and the equivalent
forms of (1.24)-(1.25) were proved in [48, §7.1,7.2] and [3, Th.3.11].
1.4 An application
Using the above theory many results about closed geodesics on Riemannian mani-
folds can be generalized to Finsler manifolds in a straightforward way. For example,
repeating the arguments of [2] will lead to similar results. In particular we have the
following generalized version of [2, Theorem 3].
Theorem 1.11 A connected closed Finsler manifold (M,F ) of dimension n > 1
has infinitely many geometrically distinct closed geodesics provided that there exists
a nonconstant closed geodesics γ¯ such that m−(γ¯k) = 0 for all k ∈ N and Hp¯(Λ(γ¯) ∪
S1 · γ¯,Λ(γ¯);Q) 6= 0 for some integer p¯ ≥ 2.
The proof of a slightly different version of Theorem 1.11 was outlined by Rademacher
with finite-dimensional approximations [48, Theorem 7.5]. We give a self-contained
detailed proof by improving the arguments in [2, 31, 32, 34, 35]. Our proof method
is slightly different from [2], and cannot deal with the case that p¯ = 1 and γ¯ is a local
minimum of L, but not an absolute minimum of L in its free homotopy class. See
Remark 8.8 for comparisons with the results in [2].
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1.5 Basic idea of the proof
Since W 1,2(I,M) →֒ C0(I,M) is continuous, and each γ ∈ W 1,2(I,M) has com-
pact image, there exists an open neighborhood O(γ) of γ in W 1,2(I,M) such that
∪{α(I) |α ∈ O(γ)} is contained in a compact subset of M . Hence as before we may
assume that M is compact.
Recall that a Lagrangian L : [0, 1] × TM → R is called convex with quadratic
growth if it satisfies the conditions:
(L1) ∃ a constant ℓ0 > 0 such that ∂vvL(t, x, v) ≥ ℓ0I,
(L2) ∃ a constant ℓ1 > 0 such that ‖∂vvL(t, x, v)‖ ≤ ℓ1 and
‖∂xvL(t, x, v)‖ ≤ ℓ1(1 + |v|x), ‖∂xxL(t, x, v)‖ ≤ ℓ1(1 + |v|2x)
with respect to some Riemannian metric 〈·, ·〉 (with |v|2x = 〈v, v〉x).
Equivalently, there exists a finite atlas on M such that under each chart of this atlas
the following conditions hold for some constants 0 < c < C:
(L1)
∑
ij
∂2
∂vi∂vj
L(t, x, v)uiuj ≥ c|u|2 ∀u = (u1, · · · , un) ∈ Rn,
(L2)
∣∣∣ ∂2∂xi∂xjL(t, x, v)∣∣∣ ≤ C(1 + |v|2), ∣∣∣ ∂2∂xi∂vjL(t, x, v)∣∣∣ ≤ C(1 + |v|), and∣∣∣ ∂2∂vi∂vjL(t, x, v)∣∣∣ ≤ C.
To show our ideas let us consider Theorem 1.4 for example. Given a nontrivial
constant speed F -geodesic γ0 : I → M with (γ0(0), γ0(1)) ∈ N = M0 ×M1, c =
L(γ0, γ˙0) = [F (γ0, γ˙0)]
2 > 0. Then we construct a convex with quadratic growth
Lagrangian L∗ : TM → R such that L∗(x, v) = L(x, v) if L(x, v) ≥ 2c3 . Clearly, γ0 is
a critical point of the functional
L∗ : ΛN (M)→ R, γ 7→
∫ 1
0
L∗(γ(t), γ˙(t))dt (1.26)
with critical value c. Moreover, γ0 is isolated for L if and only if it is so for L∗. Define
Lτ (x, v) = (1− τ)L(x, v)+ τL∗(x, v) and Lτ = (1− τ)L+ τL∗ for τ ∈ [0, 1]. We shall
prove that the family of functionals {Lτ | τ ∈ [0, 1]} on ΛN (M) satisfies the stability
property of critical groups [16, 18, 15, 19, 21, 41], and so
Cq(L, γ0;K) ∼= Cq(L∗, γ0;K) ∀q ≥ 0.
By Corollary A.2 we have a shifting theorem for Cq(L∗, γ0;K) and hence for Cq(L, γ0;K)
because L∗ and L have the same characteristic manifold on which they agree.
Our modified Lagrangian L∗ can be required to be no more than L. This is very
key for the proofs of Theorem 1.5(v), Theorem 1.8(i) and Theorem 1.9.
Organization of the paper. In Section 2 we start from L = F 2 to construct a
suitable convex with quadratic growth Lagrangian L∗ having the properties outlined
above. Then by considering the corresponding functional family (Lτ )τ∈[0,1] with the
Lagrangians Lτ = (1 − τ)L + τL∗ with τ ∈ [0, 1] we show in Section 3 that the
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functionals L and L∗ have the same critical groups at γ0 and S1 · γ0 in two cases,
respectively. The proofs of Theorems 1.2, 1.3 are given in Section 4, and those of The-
orems 1.5, 1.6, 1.7 and 1.8 are given in Section 5. Section 6 deals with critical groups
of iterated closed geodesics, including the proofs of Theorems 1.9, 1.10. In Section 7
we present a computation method of S1-critical groups. The proof of Theorem 1.11
is given in Section 8. Finally, in Appendixes A, B we state the splitting lemma
and the shifting theorem obtained in [35, 36] and give some related computations,
respectively.
Our methods can also be used to generalize the isometric-invariant geodesic theory
in [27, 51] to Finsler manifolds. They will be given elsewhere.
2 The modifications for the energy functionals
In this section we consider Ck Finsler metrics (k ≥ 2). We firstly construct two
smooth functions, see Figure 1.
0
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Figure 1: The functions ψε,δ and φµ,b + µδ.
Lemma 2.1 Given positive numbers c > 0 and C1 ≥ 1, choose positive parameters
0 < ε < δ < 2c3C1 . Then
(i) there exists a C∞ function ψε,δ : [0,∞)→ R such that: ψ′ε,δ > 0 and ψ is convex
on (ε,∞), it vanishes in [0, ε), is equal to the affine function κt+ ̺0 on [δ,∞),
where κ > 0 and ̺0 < 0 are suitable constants;
(ii) there exists a C∞ function φµ,b : [0,∞) → R depending on parameters µ > 0
and b > 0, such that: φµ,b is nondecreasing and concave (and hence φ
′′
µ,b ≤ 0 ),
it is equal to the affine function µt− µδ on [0, δ], is equal to constant b > 0 on
[ 2c3C1 ,∞).
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(iii) Under the above assumptions, ψε,δ(t) + φµ,b(t) − b = κt + ̺0 for any t ≥ 2c3C1
(and hence for t ≥ 2c3 ). Moreover, ψε,δ(t) + φµ,b(t) − b ≥ −µδ − b ∀t ≥ 0, and
ψε,δ(t) + φµ,b(t)− b = −µδ − b if and only if t = 0.
(iv) Under the assumptions (i)-(ii), suppose that the constant µ > 0 satisfies
µ+
̺0
δ − ε > 0 and µδ + b+ ̺0 > 0. (2.1)
Then ψε,δ(t)+φµ,b(t)−b ≤ κt+̺0 ∀t ≥ ε, and ψε,δ(t)+φµ,b(t)−b ≤ κt+̺0 ∀t ∈
[0, ε] if κ ≥ µ.
Proof of Lemma 2.1. (i)-(iii) are easily obtained. We only prove (iv). Observe
that the line connecting points (ε, 0) to (δ, κδ + ̺0) given by
R ∋ t 7→ κδ + ̺0
δ − ε (t− ε),
satisfies
κt+ ̺0 ≤ ψε,δ(t) ≤ κδ + ̺0
δ − ε (t− ε) ∀t ∈ [ε, δ]. (2.2)
Since φµ,b(t)− b ≤ 0 ∀t ≥ 0 we have ψε,δ(t) + φµ,b(t)− b ≤ κt+ ̺0 ∀t ∈ [δ,∞) by the
definition of ψε,δ. When t ∈ [ε, δ], since φµ,b(t) = µt − µδ for any t ≤ δ, by (2.2) we
only need to prove
κδ + ̺0
δ − ε (t− ε) + µt− µδ − b ≤ κt+ ̺0 ∀t ∈ [ε, δ]. (2.3)
Clearly, this is equivalent to(
κε+ ̺0
δ − ε + µ
)
t ≤ ̺0 + µδ + b+ κδ + ̺0
δ − ε ε ∀t ∈ [ε, δ] (2.4)
because κδδ−ε − κ = κεδ−ε . The first inequality in (2.1) implies κε+̺0δ−ε + µ ≥ κεδ−ε > 0.
Hence it suffices to prove that (2.4), or equivalently, (2.3) holds for t = δ, that is,
κδ + ̺0
δ − ε (δ − ε) + µδ − µδ − b ≤ κδ + ̺0.
It is obvious because b > 0. This proves the first claim in (iv).
For the case t ∈ [0, ε] we have ψε,δ(t) = 0 and
φµ,b(t)− b = µt− µδ − b ≤ κt+ µδ + b+ ̺0 − µδ − b = κt+ ̺0
because the second inequality in (2.1) implies (µ − κ)t ≤ µδ + b+ ̺0 for any µ < κ.
Lemma 2.1(iv) is proved. ✷
Proposition 2.2 Let (M,F ) be a Ck Finsler manifold (k ≥ 2), and L := F 2. Sup-
pose that for some Riemannian metric g on M both
αg := inf
x∈M, |v|x=1
inf
u 6=0
gF (x, v)[u, u]
gx(u, u)
and βg := sup
x∈M, |v|x=1
sup
u 6=0
gF (x, v)[u, u]
gx(u, u)
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are positive numbers, and that for some constant C1 > 0,
|v|2x ≤ L(x, v) ≤ C1|v|2x ∀(x, v) ∈ TM. (2.5)
Hereafter |v|x =
√
gx(v, v). Then for a given c > 0 there exists a C
k Lagrangian
L⋆ : TM → R such that
(i) L⋆(x, v) = κL(x, v) + ̺ if L(x, v) ≥ 2c3C1 ,
(ii) L⋆ attains the minimum, and L⋆(x, v) = minL⋆ ⇐⇒ v = 0,
(iii) L⋆(x, v) ≤ κL(x, v) + ̺0 for all (x, v) ∈ TM ,
(iv) ∂vvL
⋆(x, v)[u, u] ≥ min{2µ, 12καg}|u|2x.
Moreover, if F is reversible, i.e. F (x,−v) = F (x, v) ∀(x, v) ∈ TM , so is L⋆.
Proof. By the assumptions, for any (x, v) ∈ TM \ {0} and (x, u) ∈ TM we have
αg|u|2x ≤ gF (x, v)[u, u] ≤ βg|u|2x. (2.6)
Let ψε,δ and φµ,b be as in Lemma 2.1. Suppose that (2.1) is satisfied and that κ ≥ µ.
Consider the function L⋆ : TM → R defined by
L⋆(x, v) = ψε,δ(L(x, v)) + φµ,b(|v|2x)− b. (2.7)
Clearly, it is Ck smooth and satisfies the final claim.
In fact, by (2.5), φµ,b(|v|2x) ≤ φµ,b(L(x, v)) ∀(x, v). (i) follows from Lemma 2.1(iii)
immediately, and (ii) comes from the fact that both ψε,δ and φµ,b are nondecreasing.
Observe that
L⋆(x, v) = ψε,δ(L(x, v)) + φµ,b(|v|2x)− b ≤ ψε,δ(L(x, v)) + φµ,b(L(x, v)) − b
for any (x, v). We derive (iii) from Lemma 2.1(iv).
Now we are ready to prove (iv). Since
∂2
∂t∂s
ψε,δ(L(x, v + su+ tu)) =
∂
∂t
[
ψ′ε,δ(L(x, v + su+ tu))
∂
∂s
L(x, v + su+ tu)
]
= ψ′ε,δ(L(x, v + su+ tu))
∂2
∂t∂s
L(x, v + su+ tu)
+ψ′′ε,δ(L(x, v + su+ tu))
∂
∂s
L(x, v + su+ tu)
∂
∂t
L(x, v + su+ tu)
for u ∈ TxM and v ∈ TxM \ {0}, we get
∂2
∂t∂s
ψε,δ(L(x, v + su+ tu))
∣∣∣
s=0,t=0
= ψ′ε,δ(L(x, v))∂vvL(x, v)[u, u] + ψ
′′
ε,δ(L(x, v))
(
∂vL(x, v)[u]
)2
.
Clearly, the left hand side is equal to zero at v = 0. Analogously, one easily computes
∂2
∂t∂s
φµ,b(|v + su+ tu|2x)
∣∣∣
s=0,t=0
= 4φ′′µ,b(|v|2x)〈v, u〉2x + 2φ′µ,b(|v|2x)|u|2x.
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These lead to
∂vvL
⋆(x, v)[u, u] = ψ′′ε,δ(L(x, v))
(
∂vL(x, v)[u]
)2
+ ψ′ε,δ(L(x, v))∂vvL(x, v)[u, u]
+ 4φ′′µ,b(|v|2x)〈v, u〉2x + 2φ′µ,b(|v|2x)|u|2x. (2.8)
• If L(x, v) ≤ δ (and hence |v|2x ≤ δ by (2.5)), then
∂vvL
⋆(x, v)[u, u] ≥ 2µ|u|2x (2.9)
because Lemma 2.1(i) and Lemma 2.1(ii) imply: ψ′′ε,δ(L(x, v)) ≥ 0, ψ′ε,δ(L(x, v)) ≥ 0,
and φ′′µ,b(|v|2x) = 0 and φ′µ,b(|v|2x) = µ for |v|2x ≤ δ.
• If L(x, v) ≥ δ (and hence |v|2x ≥ δC1 > δ3C1 by (2.5)), then ψ′′ε,δ(L(x, v)) = 0 and
ψ′ε,δ(L(x, v))∂vvL(x, v)[u, u] = κ∂vvL(x, v)[u, u]
by Lemma 2.1(i). Hence it follows from (2.8), Lemma 2.1(ii) and (2.6) that
∂vvL
⋆(x, v)[u, u] = κ∂vvL(x, v)[u, u] + 4φ
′′
µ,b(|v|2x)〈v, u〉2x + 2φ′µ,b(|v|2x)|u|2x
≥ κ∂vvL(x, v)[u, u] + 4φ′′µ,b(|v|2x)〈v, u〉2x
≥ 2καg|u|2x + 4φ′′µ,b(|v|2x)|v|2x|u|2x
≥ 2καg|u|2x +
8c
3C1
φ′′µ,b(|v|2x)|u|2x
=
[
2καg +
8c
3C1
φ′′µ,b(|v|2x)
]
|u|2x
because φ′′µ,b ≤ 0, and φ′′µ,b(|v|2x) = 0 for |v|2x ≥ 2c3C1 . Observe that φ′′µ,b(|v|2x) is bounded
for |v|2x ∈ [ δ3C1 , 2c3C1 ]. We may choose κ > 0 so large that
2καg +
8c
3C1
φ′′µ,b(|v|2x) ≥
1
2
καg.
This and (2.9) yield the expected conclusion. ✷
Proposition 2.2(iii) and thus the following Corollary 2.3(iii) is only used in the
proof of Theorem 1.5(v) at the end of Section 5.1. (i)-(iii) in Lemma 2.1 and large
κ > 0 are sufficient for other arguments.
If M is compact, for any Riemannian metric g on M both αg and βg are positive
numbers, and they may be chosen so that (2.5) holds for some constant C1 > 0.
In this case it is easily proved that L⋆ in (2.7) is a convex with quadratic growth
Lagrangian. Defining L∗(x, v) = (L⋆(x, v) − ̺0)/κ we get
Corollary 2.3 Let (M,F ) be a compact Ck Finsler manifold (k ≥ 2), and L := F 2.
Then for a given c > 0 there exists a Ck convex with quadratic growth Lagrangian
L∗ : TM → R such that
(i) L∗(x, v) = L(x, v) if L(x, v) ≥ 2c3C1 ,
(ii) L∗ attains the minimum, and L∗(x, v) = minL∗ ⇐⇒ v = 0,
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(iii) L∗(x, v) ≤ L(x, v) for all (x, v) ∈ TM ,
(iv) if F is reversible, so is L∗.
We can also construct another Ck convex with quadratic growth Lagrangian L∗ :
TM → R satisfying Corollary 2.3(i)(ii)(iv) and the condition L∗(x, v) ≥ L(x, v) for
all (x, v) ∈ TM . Such a L∗ is not needed in this paper.
Let L∗ be as in Corollary 2.3. By the compactness of M , (2.5)-(2.6) and the fact
that L∗ is convex with quadratic growth we deduce that there exist α∗g > 0, β
∗
g > 0,
Cj > 0, j = 2, 3, 4, such that
α∗g|u|2x ≤ ∂vvL∗(x, v)[u, u] ≤ β∗g |u|2x, (2.10)
C2|v|2x − C4 ≤ L∗(x, v) ≤ C3(|v|2x + 1). (2.11)
For each τ ∈ [0, 1] we define Lτ : TM → R by
Lτ (x, v) = (1− τ)L(x, v) + τL∗(x, v). (2.12)
Then it is only Ck in TM \ {0} for 0 ≤ τ < 1, and by (2.5)-(2.6) and (2.10)-(2.11)
one easily proves that in TM \ {0},
min{αg, α∗g}|u|2x ≤ ∂vvLτ (x, v)[u, u] ≤ max{βg, β∗g}|u|2x, (2.13)
min{C2, 1}|v|2x − C4 ≤ Lτ (x, v) ≤ (C1 + C3)(|v|2x + 1). (2.14)
From the mean value theorem it follows that
|∂vLτ (x, v) · v| = |∂vLτ (x, v) · v − ∂vLτ (x, 0) · v|
=
∣∣∣∣∫ 1
0
∂vvL
τ (x, sv)[v, v]ds
∣∣∣∣ ≥ min{αg, α∗g}|v|2x
for any (x, v) ∈ TM \ {0}, and therefore
‖∂vLτ (x, v)‖ ≥ min{αg, α∗g}|v|x ∀(x, v) ∈ TM. (2.15)
Consider the Legendre transform associated with Lτ ,
Lτ : TM → T ∗M, (x, v) 7→(x, ∂vLτ (x, v)). (2.16)
Proposition 2.4 Lτ is a homeomorphism, and a Ck−1-diffeomorphism for τ = 1.
Moreover, Lτ also restricts to a Ck−1-diffeomorphism from TM \{0} onto T ∗M \{0}.
Proof. The conclusion for τ = 1 is standard (see [24, Prop.2.1.6]). The case τ = 0
had been proved in [13, Prop.2.1]. A similar proof yields the case 0 < τ < 1. That is,
we only need to prove that they are proper local homeomorphisms by Banach-Mazur
theorem (cf. [5, Th.5.1.4]).
Since Lτ is C1, fiberwise strictly convex and superlinear on TM the map
Lτx : TxM → T ∗xM, v 7→ ∂vLτ (x, v)
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is a homeomorphism by Theorem 1.4.6 of [24]. Moreover, Lτ is Ck on TM \ {0}, and
∂vvL
τ (x, v)[u, u] > 0 for any u, v ∈ TxM \ {0}. From the implicit function theorem it
follows that the map Lτx is a C
k−1 diffeomorphism from TxM \ {0x} to itself.
Now Lτ : TM → T ∗M is a continuous bijection. Consider its inverse
(Lτ )−1 : TM → T ∗M, (x, v) 7→(x, (Lτx)−1v).
By the positivity of ∂vvL
τ on TM \ {0}, from the inverse function theorem we derive
that Lτ is locally a Ck−1 diffeomorphism on TM \ {0} and (Lτ )−1 maps T ∗M \ {0}
onto TM \ {0}.
We claim that the continuity of (Lτ )−1 extends up to the zero section. Suppose
that (xn, wn) → (x0, 0) and (Lτ )−1(xn, wn) = (xn, vn). Then Lτ (xn, vn) = (xn, wn)
or wn = ∂vL
τ (xn, vn). By (2.15) we deduce that |vn|xn → 0. This leads to the desired
claim. Hence Lτ is a homeomorphism from TM onto T ∗M . The second conclusion
is a direct consequence of this fact and the inverse function theorem. ✷
Remark 2.5 For a Ck convex with quadratic growth Lagrangian L∗ : TM → R
(k ≥ 2), by the convexity of L∗ we have ∂vL∗(x, 0) = 0 ∀x and therefore (2.15) holds,
it follows that Proposition 2.4 is still true.
3 The stability of critical groups
In this section we assume that (M,F ) is a compact Ck Finsler manifold (k ≥ 5) and
L := F 2. For a Ck convex with quadratic growth Lagrangian L∗ : TM → R and
τ ∈ [0, 1] we define Lτ (x, v) = (1− τ)L(x, v) + τL∗(x, v) and
Lτ (γ) =
∫ 1
0
Lτ (γ(t), γ˙(t))dt ∀γ ∈ ΛN (M). (3.1)
Then Lτ (γ) = (1 − τ)L(γ) + τL∗(γ) for τ ∈ [0, 1], where the functionals L and L∗
are given by (1.2) and (1.26), respectively. Since L and L∗ on ΛN (M) are C2−0 and
satisfy the Palais-Smale condition by Proposition 1.1 and [1], so is each functional Lτ
on ΛN (M).
The energy function of Lτ , Eτ : TM → R is defined by
Eτ (x, v) = ∂vL
τ (x, v) · v − Lτ (x, v). (3.2)
(It is C1−0 because F 2 is C2−0 on TM).
Proposition 3.1 For the Lagrangian L∗ in Corollary 2.3, if γ ∈ ΛN (M) is a critical
point of the functional Lτ which is not a constant curve, then γ is a Ck regular curve,
i.e. γ˙(t) 6= 0 for any t ∈ I.
Proof. Fix a point γ(t¯) and choose a coordinate chart around γ(t¯) on M , (V, χ),
χ : V → χ(V ) ⊂ Rn, x 7→ χ(x) = (x1, · · · , xn).
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Then we get an induced chart on TM , (π−1(V ), Tχ),
Tχ : π−1(V )→ χ(V )×Rn, (x, v) 7→ (x1, · · · , xn; v1, · · · , vn).
Let I0 be a connected component of γ
−1(V ). It has one of the following three forms:
[0, a), (a, b), (b, 1]. Let ζ(t) := χ(γ(t)) for t ∈ I0. Then ζ : I0 → V ⊂ Rn is absolutely
continuous and ζ˙(t) = dχ(γ(t))(γ˙(t)) for t ∈ I0. Set
L˜τ (x, y) := Lτ (χ−1(x), dχ−1(x)(y)) ∀(x, y) ∈ χ(V )× Rn.
Since dLτ (γ)(ξ) = 0 ∀ξ ∈ TγΛN (M), we deduce that∫
I0
(
∂xL˜
τ (ζ(t), ζ˙(t))[ξ(t)] + ∂yL˜
τ (ζ(t), ζ˙(t))[ξ˙(t)]
)
dt = 0
for any ξ ∈ C∞0 (Int(I0),Rn). Denote by t0 the left end point of I0 and by
H(t) = −
∫ t
t0
∂xL˜
τ (ζ(s), ζ˙(s))ds ∀t ∈ I0.
Then I0 ∋ t 7→ H(t) ∈ Rn is continuous and∫
I0
(
H(t) + ∂yL˜
τ (ζ(t), ζ˙(t))
)
[ξ˙(t)]dt = 0
for any ξ ∈ C∞(I0,Rn) with supp(ξ) ⊂ Int(I0). It follows that there exists a constant
vector u ∈ Rn such that H(t)+∂yL˜τ (ζ(t), ζ˙(t)) = u a.e. on I0. This implies the map
I0 ∋ t 7→ ∂yL˜τ (ζ(t), ζ˙(t)) is continuous. Moreover, as in Proposition 2.4 we can prove
that the map
L˜τ : χ(V )× Rn → χ(V )× Rn, (x, y) 7→(x, ∂yL˜τ (x, y))
is a homeomorphism, and also restricts to a Ck−1-diffeomorphism L˜τ0 from χ(V ) ×
(Rn \ {0}) to χ(V )× (Rn \ {0}). So
I0 ∋ t 7→ (ζ(t), ζ˙(t)) = (L˜τ )−1 ◦ L˜τ (ζ(t), ζ˙(t)) = (L˜τ )−1
(
ζ(t), ∂yL˜
τ (ζ(t), ζ˙(t))
)
is continuous. This shows that ζ is C1. Observe that
d
dt
∂yL˜
τ (ζ(t), ζ˙(t)) = ∂xL˜
τ (ζ(t), ζ˙(t)) a.e. on I0.
We get that the map I0 ∋ t 7→ ∂yL˜τ (ζ(t), ζ˙(t)) is C1, and hence the composition
{t ∈ I0 | γ˙(t) 6= 0} ∋ t 7→ ∂yL˜τ (ζ(t), ζ˙(t)) (L˜
τ )−1−→ (ζ(t), ζ˙(t))
is C1. Summarizing, we have proved that γ is C1, and C2 in {t ∈ I | γ˙(t) 6= 0}.
Now since γ is not constant the energy Eτ (γ, γ˙) = ∂vL
τ (γ, γ˙) · γ˙ − Lτ (γ, γ˙) is
constant on every connected component of {t ∈ I | γ˙(t) 6= 0}. Corollary 2.3 implies
Lτ ≥ τ minL∗, Lτ (x, 0) = τ minL∗ and Eτ (x, 0) = −τ minL∗ ∀x. (3.3)
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For v ∈ TxM \ {0} and t > 0, by (3.2) we have
d
dt
Eτ (x, tv) =
d
dt
(
∂vL
τ (x, tv) · (tv))− d
dt
Lτ (x, tv)
= ∂vvL
τ (x, tv)[v, tv] + ∂vL
τ (x, tv) · v − ∂vLτ (x, tv) · v
= t∂vvL
τ (x, tv)[v, v] > 0.
It follows that Eτ (x, v) > Eτ (x, 0) = −τ minL∗ on TM \ {0} and hence
Eτ (x, v) ≥ −τ minL∗ and Eτ (x, v) = −τ minL∗ ⇐⇒ v = 0.
Since Eτ (γ, γ˙) is strictly larger than −τ minL∗ in I \ {t ∈ I | γ˙(t) 6= 0} and I ∋ t →
Eτ (γ(t), γ˙(t)) is continuous we must have I = {t ∈ I | γ˙(t) 6= 0}. It easily follows that
γ is Ck. ✷
Remark 3.2 For a Ck convex with quadratic growth Lagrangian L∗ : TM → R
(k ≥ 2), if L∗(x, 0) = minL∗ ∀x then (2.15) and therefore Proposition 2.4 hold.
Moreover we have also (3.3) and hence Proposition 3.1 for k ≥ 5.
Since the weak slope of a C1 functional f on an open subset of a normed space
is equal to the norm of the differential of f the lower critical point (resp. value) of
f agrees with the usual one of f . The following special version of [19, Th.1.5] about
the stability property of critical groups is convenient for us.
Theorem 3.3 ([19, Theorem 1.5]) Let {fτ : τ ∈ [0, 1]} be a family of C1 functionals
from a Banach space X to R, U an open subset of X and [0, 1] ∋ τ 7→ uτ ∈ U a
continuous map such that u0 and u1 are critical points, respectively, of f0 and f1.
Assume:
(I) if τk → τ in [0, 1], then fτk → fτ uniformly on U ;
(II) for every sequence τk → τ in [0, 1] and (vk) in U with f ′τk(vk)→ 0 and (fτk(vk))
bounded, there exists a subsequence (vkj ) convergent to some v with f
′
τ (v) = 0;
(III) f ′τ (u) 6= 0 for every τ ∈ [0, 1] and u ∈ U \ {uτ}
Then Cq(f0, u0;K) ∼= Cq(f1, u1;K) for every q ≥ 0.
Actually, Chang [16, page 53, Theorem 5.6], Chang and Ghoussoub [18, Theo-
rem III.4] and Corvellec and Hantoute [21, Theorem 5.2] are sufficient for the proof
of our Theorem 3.8.
For γ0, τ ∈ [0, 1], since Lγ0 − Lτ = (τ − γ0)L+ (γ0 − τ)L∗ we have
|Lγ0(γ)− Lτ (γ)| ≤ |γ0 − τ |
∫ 1
0
[∣∣L(γ(t), γ˙(t))∣∣+ ∣∣L∗(γ(t), γ˙(t))∣∣]dt (3.4)
for all γ ∈ ΛN (M). Note that the condition (L2) in §1.5 and the compactness of M
imply
|L∗(x, v)| ≤ C2(1 + |v|2x) ∀(x, v) ∈ TM (3.5)
for some constant C2 > 0. Let C3 := max{L(x, v) | |v|x = 1}. Then |L(x, v)| ≤ C3|v|2x
for all (x, v) ∈ TM . From this and (3.4)-(3.5) we immediately get
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Claim 3.4 For any bounded subset K ⊂ ΛN (M), Lγ0 → Lτ uniformly on K as
γ0 → τ .
Claim 3.5 For any γ0 ∈ ΛN (M) there exists a neighborhood U of it such that
for every sequence τk → τ in [0, 1] and a sequence (γk) in U with dLτk(γk) → 0
and (Lτk(γk)) bounded, there exists a subsequence (γkj) convergent to some γ with
dLτ (γ) = 0. (Clearly, γ0 can be replaced by a compact subset K ⊂ ΛN (M).)
Proof. Clearly, this result is of a local nature. By a well-known localization argument
as in [1, 34] (cf. Section 4) the question is reduced to the following case:
• F,L∗ : Bn2ρ(0) × Rn → R;
• (γk) ⊂W 1,2V ([0, 1], Bnρ (0)) := {γ ∈W 1,2([0, 1], Bnρ (0)) | (γ(0), γ(1)) ∈ V } is bounded,
where V is a linear subspace of Rn × Rn, such that
dLτk(γk)→ 0 (as k →∞) and |Lτk(γk)| ≤ C4 ∀k (3.6)
for some constant C4 and that both (‖dL(γk)‖) and (‖dL∗(γk)‖) are bounded;
• The conclusion is that there exists a subsequence (γkj) convergent to some γ ∈
W 1,2V ([0, 1], B
n
2ρ(0)) with dLτ (γ) = 0. In this time γ satisfies
d
dt
(
∂vL
τ (γ(t), γ˙(t))
)− ∂xLτ (γ(t), γ˙(t)) = 0,
∂vL
τ (γ(0), γ˙(0)) · v0 = ∂vLτ (γ(1), γ˙(1)) · v1 ∀(v0, v1) ∈ V.
In order to prove this, note that (3.6) implies
‖dLτ (γk)‖ ≤ ‖dLτk(γk)‖+ ‖dLτ (γk)− dLτk(γk)‖
≤ ‖dLτk(γk)‖+ |τk − τ | ·
(‖dL(γk)‖+ ‖dL∗(γk)‖).
We obtain that ‖dLτ (γk)‖ → 0 as k →∞. Moreover Claim 3.4 implies that (|Lτ (γk)|)
is bounded too. Combining the proof of [13, Th.3.1] and that of [1, Prop.2.5] we can
complete the proof of Claim 3.5. They are omitted. ✷
Claim 3.6 For any C > 0 there exists a C ′ > 0, which is independent of τ ∈ [0, 1]
and (x, v) ∈ TM , such that Eτ (x, v) ≤ C =⇒ |v|x ≤ C ′.
Proof. Since L∗(x, v) = (ψε,δ(L(x, v)) + φµ,b(|v|2x)− b− ̺0)/κ, we have
E∗(x, v) = ∂vL
∗(x, v) · v − L∗(x, v)
=
1
κ
[
ψ′ε,δ(L(x, v))∂vL(x, v) · v + 2φ′µ,b(|v|2x)|v|2x
−ψε,δ(L(x, v)) − φµ,b(|v|2x) + b+ ̺0
]
.
Moreover, E(x, v) = ∂vL(x, v) · v − L(x, v) = L(x, v). Hence
Eτ (x, v) = (1− τ)L(x, v) + τ
κ
[
b+ ̺0 + 2ψ
′
ε,δ(L(x, v))L(x, v)
−ψε,δ(L(x, v)) + 2φ′µ,b(|v|2x)|v|2x − φµ,b(|v|2x)
]
.
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Suppose that there exist sequences (τk) ⊂ [0, 1] with τk → τ and (xk, vk) ⊂ TM
with xk → x0, such that Eτk(xk, vk) ≤ C ∀k and |vk|xk → ∞. Since (2.5) implies
L(xk, vk)→∞ we deduce
ψ′ε,δ(L(xk, vk)) = κ, ψε,δ(L(xk, vk)) = κL(xk, vk) + ̺0,
φ′µ,b(|vk|2xk) = 0, φµ,b(|vk|2xk) = b
for k sufficiently large. It follows that
Eτk(xk, vk) = (1− τk)L(xk, vk) + τk
κ
[
2κL(xk, vk)− κL(xk, vk)]
= L(xk, vk)→∞
as k →∞. This contradiction yields the desired claim. ✷
Claim 3.7 Let γ0 ∈ ΛN (M) be an isolated nonconstant critical point of L on ΛN (M)
(and hence a Ck nonconstant F -geodesics with constant speed F (γ0(t), γ˙0(t)) ≡
√
c >
0). Let L∗ : TM → R be given by Corollary 2.3, and let
Lτ (x, v) = (1− τ)L(x, v) + τL∗(x, v) ∀τ ∈ [0, 1].
Then there exists a neighborhood of γ0 in ΛN (M), U(γ0), such that each Lτ has only
the critical point γ0 in U(γ0).
Proof. Clearly, if L(x, v) ≥ 2c3 then
Lτ (x, v) = L(x, v). (3.7)
Since L(γ0(t), γ˙0(t)) = c ∀t, it is easily checked that γ0 is a critical point of the
functionals Lτ in (3.1) on ΛN (M) and Lτ (γ0(t), γ˙0(t)) = c ∀t.
By a contradiction, suppose that there exist sequences (γk) ⊂ ΛN (M), (τk) ⊂ [0, 1]
such that
τk → τ0, γk → γ0, dLτk(γk) = 0 ∀k. (3.8)
Then γk is nonconstant for each large k, and therefore a C
k regular curve by Propo-
sition 3.1 (removing finitely many terms if necessary). Note that Eτ0(γ0(t), γ˙0(t))
and Eτk(γk(t), γ˙k(t)) are constants independent of t. Set d0 :≡ Eτ0(γ0(t), γ˙0(t)) and
dk :≡ Eτk(γk(t), γ˙k(t)) for k = 1, 2, · · · . Then
d0 =
∫ 1
0
Eτ0(γ0(t), γ˙0(t))dt
=
∫ 1
0
∂vL
τ0(γ0(t), γ˙0(t))[γ˙0(t)]dt−
∫ 1
0
Lτ0(γ0(t), γ˙0(t))dt
= (1− τ0)
[∫ 1
0
∂vL(γ0(t), γ˙0(t))[γ˙0(t)]dt−
∫ 1
0
L(γ0(t), γ˙0(t))dt
]
+ τ0
[∫ 1
0
∂vL
∗(γ0(t), γ˙0(t))[γ˙0(t)]dt−
∫ 1
0
L∗(γ0(t), γ˙0(t))dt
]
= (1− τ0)
∫ 1
0
L(γ0(t), γ˙0(t))dt
+ τ0
[∫ 1
0
∂vL
∗(γ0(t), γ˙0(t))[γ˙0(t)]dt−
∫ 1
0
L∗(γ0(t), γ˙0(t))dt
]
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since ∂vL(x, v)[v] = 2L(x, v). Similarly, we have
dk =
∫ 1
0
Eτk(γk(t), γ˙k(t))dt
=
∫ 1
0
∂vL
τk(γk(t), γ˙k(t))[γ˙k(t)]dt−
∫ 1
0
Lτk(γk(t), γ˙k(t))dt
= (1− τk)
∫ 1
0
L(γk(t), γ˙k(t))dt
+ τk
[∫ 1
0
∂vL
∗(γk(t), γ˙k(t))[γ˙k(t)]dt−
∫ 1
0
L∗(γk(t), γ˙k(t))dt
]
.
Recall that L∗ is convex with quadratic growth. There exists a constant C∗ > 0 such
that |∂vL∗(x, v)[v]| ≤ C∗(1 + |v|2x) for all (x, v) ∈ TM . From the first two relations
in (3.8) and a theorem of Krasnosel’skii we deduce∫ 1
0
∂vL
∗(γk(t), γ˙k(t))[γ˙k(t)]dt→
∫ 1
0
∂vL
∗(γ0(t), γ˙0(t))[γ˙0(t)]dt,∫ 1
0
L∗(γk(t), γ˙k(t))dt→
∫ 1
0
L∗(γ0(t), γ˙0(t))dt
and hence dk → d0 = c. Choose k0 ∈ N such that |dk| < c + 1 for all k ≥ k0. Then
by Claim 3.6 we have a constant C5 > 0 such that
|γ˙k(t)|γk(t) ≤ C5 ∀t ∈ [0, 1] and k ≥ k0. (3.9)
Since M is compact and L∗ satisfies the assumptions (L1)-(L2) in §1.5, we may
take finite many coordinate charts on M ,
ϕα : Vα → Bn2ρ(0), x 7→ (xα1 , · · · , xαn), α = 1, · · · ,m,
and positive constants C6 > C7, such that M = ∪mα=1(ϕα)−1(Bnρ (0)) and each
Lτα : B
n
2ρ(0) ×Rn → R, (xα, vα) 7→ Lτ
(
ϕ−1α (x
α), dϕ−1α (x
α)(vα)
)
satisfies
|Lτα(xα, vα)| ≤ C6(1 + |vα|2),∣∣∣∂Lτα
∂xαi
(xα, vα)
∣∣∣ ≤ C6(1 + |vα|2), ∣∣∣∂Lτα
∂vαi
(xα, vα)
∣∣∣ ≤ C6(1 + |vα|), (3.10)∣∣∣ ∂2Lτα
∂xαi ∂x
α
j
(xα, vα)
∣∣∣ ≤ C6(1 + |vα|2), ∣∣∣ ∂2Lτα
∂xαi ∂v
α
j
(xα, vα)
∣∣∣ ≤ C6(1 + |vα|), (3.11)∣∣∣ ∂2Lτα
∂vαi ∂v
α
j
(xα, vα)
∣∣∣ ≤ C6 and ∑
ij
∂2Lτα
∂vαi ∂v
α
j
(xα, vα)uiuj ≥ C7|u|2 (3.12)
for τ ∈ [0, 1], (xα, vα) ∈ B¯nρ (0) × Rn and all u = (u1, · · · , un) ∈ Rn. Moreover we
have also positive constants C8, C9 and C10 such that
Lτ (x, v) ≥ C8(|v|2q − 1) ∀(x, v) ∈ TM, (3.13)
C9|vα| ≤ |v|x ≤ C10|vα| ∀v ∈ TxM and x ∈ ϕ−1α (B¯nρ (0)), (3.14)
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where v =
∑n
i=1 v
α
i
∂
∂xαi
∣∣
x
.
For each k ≥ k0, set Ik,α := γ−1k (ϕ−1α (Bnρ (0))) and γk,α := ϕα ◦ γk : Ik,α → Bnρ (0).
Then the third condition in (3.8) implies that
d
dt
∂vαL
τk
α (γk,α(t), γ˙k,α(t)) = ∂xαL
τk
α (γk,α(t), γ˙k,α(t)) or
γ¨k,α(t) = (∂vαvαL
τk
α (γk,α(t), γ˙k,α(t)))
−1
[
∂xαL
τk
α (γk,α(t), γ˙k,α(t))−
−∂xαvαLτkα (γk,α(t), γ˙k,α(t))[γ˙k,α(t)]
]
∀t ∈ Ik,α.
It follows that
|γ¨k,α(t)|2 = γ¨k,α(t)
(
γ¨k,α(t)
)T
= (∂vαvαL
τk
α )
−1
[
∂xαL
τk
α − ∂xαvαLτkα [γ˙k,α(t)]
](
γ¨k,α(t)
)T
≤ 1
C7
∣∣∣∂xαLτkα − ∂xαvαLτkα [γ˙k,α(t)]∣∣∣ · |γ¨k,α(t)|
because the second inequality of (3.12) implies that | (∂vαvαLτkα )−1 v| ≤ |v|/C7. Hence
|γ¨k,α(t)| ≤ 1
C7
∣∣∣∂xαLτkα − ∂xαvαLτkα [γ˙k,α(t)]∣∣∣
≤ C6
C7
(1 + |γ˙k,α(t)|2) + C6
C7
(1 + |γ˙k,α(t)|)|γ˙k,α(t)|
≤ 3C6
C7
(1 + |γ˙k,α(t)|2)
≤ 3C6
C7
(1 + |γ˙k(t)|2γk(t)/C29 ) ≤ 3
C6
C7
(1 + C25/C
2
9 )
by (3.10)-(3.12), (3.14) and (3.9).
Note that I = ∪mα=1Ik,α for each k ≥ k0. We may deduce that the sequence
(γk) is bounded in C
2([0, 1],M). Passing to a subsequence we may assume that (γk)
converges to γ¯ ∈ C1([0, 1],M) in C1([0, 1],M). Since the sequence (γk) converges
to γ0 in C
0([0, 1],M), γ¯ = γ0. That is, (γk) converges to γ0 in C
1([0, 1],M). It
follows that mint∈[0,1] L(γk(t), γ˙k(t)) >
2c
3 for sufficiently large k. This and (3.7)-(3.8)
lead to dL(γk) = 0 for sufficiently large k, which contradicts to the assumption that
γ0 ∈ ΛN (M) is an isolated nonconstant critical point of L on ΛN (M). ✷
Using Theorem 3.3 and Claims 3.4, 3.5 and 3.7 we immediately get the following
key result for the proof of Theorem 1.2(ii).
Theorem 3.8 Let γ0 ∈ ΛN (M) be an isolated nonconstant critical point of L on
ΛN (M) (and hence a C
k nonconstant F -geodesics with constant speed F (γ0(t), γ˙0(t)) ≡√
c > 0). Let L∗ : TM → R be given by Corollary 2.3. Then γ0 is a uniformly isolated
critical point of the family of functionals {Lτ = (1− τ)L+ τL∗ | 0 ≤ τ ≤ 1} too, and
C∗(Lτ , γ0;K) is independent of τ ∈ [0, 1].
Next we consider the case N = △M .
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Claim 3.9 Let S1 · γ0 ⊂ ΛM = W 1,2(S1,M) be an isolated nonconstant critical
orbit of L on ΛM ( with F (γ0(t), γ˙0(t)) ≡
√
c > 0). Let L∗ : TM → R be given by
Corollary 2.3, and let Lτ (x, v) = (1− τ)L(x, v) + τL∗(x, v) for τ ∈ [0, 1]. Then there
exists a neighborhood of S1 · γ0 in ΛM , U(S1 · γ0), such that the critical set of each
Lτ in U(S1 · γ0) is the orbit S1 · γ0.
Proof. From the beginning of the proof of Claim 3.7 one easily sees that S1 · γ0 is
a critical orbit of each Lτ . As in the proof of Claim 3.7, by a contradiction, suppose
that there exist sequences (γk) ⊂ ΛM , (τk) ⊂ [0, 1] and s ∈ S1 such that
τk → τ0, γk → s · γ0, dLτk(γk) = 0 and γk /∈ S1 · γ0 ∀k.
Then it was shown at the end of the proof of Claim 3.7 that dL(γk) = 0 for sufficiently
large k. By the assumption that S1 · γ0 ⊂ ΛM is an isolated nonconstant critical
orbit of L on ΛM , we obtain γk = sk · γ0 for some sk ∈ S1 and each sufficiently large
k. This contradiction gives our claim. ✷
Theorem 1.5(ii) follows from Claim 3.9 and the following result.
Theorem 3.10 Under the assumptions of Claim 3.9, C∗(Lτ , S1 · γ0;K) is indepen-
dent of τ ∈ [0, 1].
Proof. Since Lτ = (1− τ)L+ τL∗ and L(s · γ0(t), (s · γ0)′(t)) = c = L∗(s · γ0(t), (s ·
γ0)
′(t)) for all t ∈ R and s ∈ S1, we have
Lτ (s · γ0) = c ∀τ ∈ [0, 1], s ∈ S1. (3.15)
Claim 3.9 yields a neighborhood of S1 · γ0 in ΛM , U(S1 · γ0), such that
U(S1 · γ0) ∩K(Lτ ) = S1 · γ0 ∀τ ∈ [0, 1], (3.16)
where K(Lτ ) denotes the critical set of Lτ .
Let O = S1 · γ0. Since γ0 is nonconstant, it has minimal period 1/m for some
m ∈ N, and O is a 1-dimensional Ck−1 submanifold diffeomorphic to the circle ([26,
page 499]). For every s ∈ [0, 1/m] ⊂ S1 the tangent space Ts·γ0(S1 ·γ0) is R(s·γ0)′, and
the fiber NOs·γ0 at s ·γ0 of the normal bundle NO of O is a subspace of codimension
1 which is orthogonal to (s · γ0)′ in Ts·γ0ΛM . For the diffeomorphism ̥ in (1.13), by
shrinking ε > 0 we may require that N (O, ε) ⊂ U(S1 · γ0) (hence N (O, ε) contains
no other critical orbit besides O), and that ̥({y} × NO(ε)y
)
and O have a unique
intersection point 0y = y, where U(S1 ·γ0) is as in Claim 3.9. For Lτ in (3.15), define
Fτ : NO(ε)→ R, (y, v) 7→ Lτ ◦̥(y, v). (3.17)
It is S1-invariant, C2−0, and satisfies the (PS) condition. Moreover F0 = F and
F1 = F∗. Since C∗(Lτ ,O;K) = C∗(Fτ ,O;K) ∀τ ∈ [0, 1], we only need to prove that
C∗(Fτ ,O;K) is independent of t. (3.18)
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By (3.4) and ∇Lγ0(γ) − ∇Lτ (γ) = (τ − γ0)(∇L(γ) − ∇L∗(γ)) for γ0, τ ∈ [0, 1] and
γ ∈ ΛM , we derive that there exists a constant C11 > 0 such that
sup
{|Fγ0(y, v)−Fτ (y, v)| + |∇Fγ0(y, v)−∇Fτ (y, v)| : (y, v) ∈ N(O)(ε)}
≤ C11|γ0 − τ | (3.19)
after shrinking ε > 0 (if necessary) because O is compact. Using these (3.18) easily
follows from Chang and Ghoussoub [18, Th.III.4]. We may also prove (3.18) as
follows. For each fixed τ ∈ [0, 1], following [52, Th.2.3] we may construct a Gromoll-
Meyer pair of O as a critical submanifold of Fτ on N(O)(ε) with respect to −∇Fτ ,(
W (O),W (O)−), such that(
W (O)y,W (O)−y
)
:=
(
W (O) ∩N(O)(ε)y , W (O)− ∩N(O)(ε)y
)
is a Gromoll-Meyer pair of Fτ |N(O)(ε)y at its isolated critical point 0 = 0y satisfying(
W (O)s·y, W (O)−s·y
)
=
(
s ·W (O)y, s ·W (O)−y
) ∀(s, y) ∈ S1 ×O.
Slightly modifying the proof of Lemma 5.2 on the page 52 of [16] we may show that(
W (O),W (O)−) is also a Gromoll-Meyer pair of O as a critical submanifold of Fγ0
on N(O)(ε) with respect to certain pseudo-gradient vector field of Fγ0 if γ0 ∈ [0, 1] is
sufficiently close to τ because of (3.19). So we may get an open neighborhood Jτ of
τ ∈ [0, 1] in I = [0, 1] such that C∗(Fτ ,O;K) = C∗(Fγ0 ,O;K) for any γ0 ∈ Jτ . Then
(3.18) follows from this and the compactness of [0, 1]. ✷
4 Proofs of Theorems 1.2,1.3
Step 1. Prove the corresponding versions of Theorems 1.2, 1.3 under a new chart
around γ0.
For conveniences of computations we need to consider a coordinate chart around
γ0 different from that of (1.4). Recall that M0 (resp. M1) is totally geodesic near
γ0(0) (resp. γ0(1)) with respect to the chosen Riemannian metric g on M . Since γ0
is of class Ck we may take a parallel orthogonal Ck frame field along γ0 with respect
to the metric g, I ∋ t→ (e1(t), · · · , en(t)). For a small open ball Bn2ρ(0) ⊂ Rn we get
a Ck map
φ : I ×Bn2ρ(0)→M, (t, v) 7→ expγ0(t)
(
n∑
i=1
viei(t)
)
. (4.1)
Since there exist linear subspaces Vi ⊂ Rn, i = 0, 1, such that v ∈ Vi if and only
if
∑n
k=1 vkek(i) ∈ Tγ0(i)Mi, i = 0, 1, by shrinking ρ > 0 (if necessary) we get that
v ∈ Vi ∩Bn2ρ(0) if and only if φ(i, v) ∈Mi, i = 0, 1. Set V := V0 × V1 and
HV =W
1,2
V (I,R
n) := {ζ ∈W 1,2(I,Rn) | (ζ(0), ζ(1)) ∈ V },
XV = C
1
V (I,R
n) := {ζ ∈ C1(I,Rn) | (ζ(0), ζ(1)) ∈ V }.
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As usual we use (·, ·)W 1,2 and ‖ · ‖W 1,2 to denote the inner product and norm in HV .
Let B2ρ(HV ) := {ζ ∈ HV | ‖ζ‖W 1,2 < 2ρ}. Then by the omega lemma the map
Φ : B2ρ(HV )→ ΛN (M) (4.2)
defined by Φ(ζ)(t) = φ(t, ζ(t)), gives a Ck−3 coordinate chart around γ0 on ΛN (M)
with Im(Φ) ⊂ O(γ0). Define F˜ : I ×Bn2ρ(0)× Rn → R by
F˜ (t, x, v) = F
(
φ(t, x), dφ(t, x)[(1, v)]
)
.
Then F˜ (t, 0, 0) = F (φ(t, 0), ∂tφ(t, 0)[1]) = F (γ0(t), γ˙0(t)) ≡
√
c. Moreover the C2−0
function L˜ := F˜ 2 satisfies L˜(t, x, v) = L
(
φ(t, x), dφ(t, x)[(1, v)]
)
, and is Ck in (I ×
Bn2ρ(0) ×Rn) \ Z, where
Z := {(t, x, v) ∈ I ×Bn2ρ(0)× Rn | ∂xφ(t, x)[v] = −∂tφ(t, x)},
a closed subset in I × Bn2ρ(0) × Rn. Since γ0 is regular, i.e., ∂tφ(t, 0) = γ˙0(t) 6= 0 at
each t ∈ I, and ∂xφ(t, x) is injective, we deduce that (t, 0, 0) /∈ Z ∀t ∈ I. It follows
that I ×Bn2r(0)×Bn2r(0) ⊂ I ×Bn2ρ(0)×Rn \ Z for some 0 < r < ρ. We also require
r > 0 so small that
L˜(t, x, v) ≥ 2c
3
∀(t, x, v) ∈ I ×Bnr (0) ×Bnr (0). (4.3)
We conclude that the boundary condition (1.3) becomes
∂vL˜(i, 0, 0)[v] = 0 ∀v ∈ Vi, i = 0, 1. (4.4)
In fact, for any X ∈ Tγ(0)M0 there exists a unique v = (v1, · · · , vn) ∈ V0 such that
X =
∑n
k=1 vkek(0) = ∂vφ(0, 0)[v]. Since γ0(0) = φ(0, 0) and γ˙0(0) = ∂tφ(0, 0) we get
0 = gF (γ0(0), γ˙0(0))[X, γ˙0(0)]
=
1
2
d2
dsdτ
∣∣∣
s=0,τ=0
L(γ0(0), γ˙0(0) + sX + τ γ˙0(0))
=
1
2
d2
dsdτ
∣∣∣
s=0,τ=0
L (φ(0, 0), ∂tφ(0, 0) + s∂vφ(0, 0)[v] + τ∂tφ(0, 0))
=
1
2
d2
dsdτ
∣∣∣
s=0,τ=0
[
(1 + τ)2L
(
φ(0, 0), ∂tφ(0, 0) +
s
1 + τ
∂vφ(0, 0)[v]
)]
=
1
2
d2
dsdτ
∣∣∣
s=0,τ=0
[
(1 + τ)2L
(
φ(0, 0), dφ(0, 0)[1,
s
1 + τ
v]
)]
=
1
2
d2
dsdτ
∣∣∣
s=0,τ=0
[
(1 + τ)2L˜
(
0, 0,
s
1 + τ
v
)]
=
1
2
d
ds
∣∣∣
s=0
[
2L˜(0, 0, sv) − s∂vL˜(0, 0, sv)[v]
]
= ∂vL˜(0, 0, 0)[v].
Similarly, we may prove that gF (γ0(1), γ˙0(1))[X, γ˙0(1)] = 0 ∀X ∈ Tγ0(1)M1 if and
only if ∂vL˜(1, 0, 0)[v] = 0 ∀v ∈ V1.
From now on we write U = B2r(HV ) and
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UX := B2r(HV ) ∩XV as an open subset of XV .
Define the action functional
L˜ : B2r(HV )→ R, ζ 7→ L˜(ζ) =
∫ 1
0
L˜(t, ζ(t), ζ˙(t))dt, (4.5)
that is, L˜ = L◦Φ. It is C2−0, has 0 ∈ B2r(HV ) as a unique critical point. Denote by
L˜X the restriction of L˜ on UX , and by A˜ the restriction of the gradient ∇L˜ to UX .
As in the proof of [35, Lemma 3.2] or [11, Lemma 6] we can prove that A˜(UX) ⊂ XV .
(In fact, this can be seen from the following (4.13), (4.14) and (4.15) if we replace L˜∗
and L˜∗ there by L˜ and L˜, respectively.) Recall that B2r(XV ) = {ζ ∈ XV | ‖ζ‖C1 <
2r} ⊂ B2r(HV ). By the choice of r above (4.3), A˜ : B2r(XV ) → XV is Ck−3.
(This implies that the restriction of L˜ to UX , denoted by L˜X , is Ck−2 on B2r(XV ).)
The continuous symmetric bilinear form d2L˜X(0) on XV can be extended into a
symmetric bilinear form on HV whose associated self-adjoint operator is Fredholm,
and has finite dimensional negative definite and null spaces H−V and H
0
V , which are
actually contained in XV . Let H
+
V be the corresponding positive definite space. Then
the orthogonal decomposition HV = H
−
V ⊕H0V ⊕ H+V induces a (topological) direct
sum decomposition XV = X
−
V +˙X
0
V +˙X
+
V , where as sets X
0
V = H
0
V = Ker(dA˜(0)),
X−V = H
−
V and X
+
V = XV ∩ H+V . Note that HV and XV induce equivalent norms
on H0V = X
0
V . By the implicit function theorem we get a τ ∈ (0, r] and a Ck−3-map
h˜ : Bτ (H
0
V )→ X−V +˙X+V with h˜(0) = 0 and dh˜(0) = 0 such that
ζ + h˜(ζ) ∈ B2r(X0V ) and (I − P 0V )A˜(ζ + h˜(ζ)) = 0 (4.6)
for each ζ ∈ Bτ (H0V ), where P 0V : HV → H0V is the orthogonal projection. It is not
hard to prove that the Morse index m−(γ0) and nullity m
0(γ0) of γ0 are equal to
dimX−V and dimX
0
V , respectively.
Let L˜∗(t, x, v) = L∗
(
φ(t, x), dφ(t, x)[(1, v)]
)
. Since L∗(x, v) = L(x, v) if L(x, v) ≥
2c
3 , L
∗(γ0(t), γ˙0(t)) = c ∀t, and
L˜∗(t, x, v) = L˜(t, x, v) if L˜(t, x, v) ≥ 2c
3
. (4.7)
In particular, L˜(t, 0, 0) = c implies that L˜∗(t, 0, 0) ≡ c ∀t. Define the action functional
L˜∗ : B2r(HV )→ R, ζ 7→
∫ 1
0
L˜∗(t, ζ(t), ζ˙(t))dt,
that is, L˜∗ = L∗ ◦Φ. It is C2−0, and has 0 ∈ B2r(HV ) as a unique critical point. Let
L˜∗X be the restriction of L˜∗ to UX = B2r(HV ) ∩XV .
We firstly check that L˜∗ satisfies the conditions of Theorem A.1. This can be
obtained by almost repeating the arguments in [35, §3]. For the sake of completeness
we also give them. It is easily computed (cf. [35, §3]) that
dL˜∗(ζ)[ξ] =
∫ 1
0
(
∂qL˜
∗(t, ζ(t), ζ˙(t)) · ξ(t) + ∂vL˜∗(t, ζ(t), ζ˙(t)) · ξ˙(t)
)
dt
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for any ζ ∈ B2r(HV ) and ξ ∈ HV . Let us compute the gradient ∇L˜∗(ζ). Define
G(ζ)(t) :=
∫ t
0
[
∂vL˜
∗(s, ζ(s), ζ˙(s))− c0
]
ds ∀t ∈ [0, 1], (4.8)
where c0 =
∫ 1
0 ∂vL˜
∗(s, ζ(s), ζ˙(s))ds. Then G(ζ)(0) = 0 = G(ζ)(1), and hence G(ζ) ∈
W 1,20 (I,R
n) ⊂ HV . Moreover∫ 1
0
(
∂qL˜
∗(t, ζ(t), ζ˙(t)) · ξ(t) + ∂vL˜∗(t, ζ(t), ζ˙(t)) · ξ˙(t)
)
dt
= (G(ζ), ξ)W 1,2 + c0
∫ 1
0
ξ˙(t)dt+
∫ 1
0
(
∂qL˜
∗(t, ζ(t), ζ˙(t))−G(ζ)(t)
)
· ξ(t) dt.
By the Riesz theorem one may get a unique F (ζ) ∈ HV such that
c0
∫ 1
0
ξ˙(t)dt+
∫ 1
0
(
∂qL˜
∗(t, ζ(t), ζ˙(t))−G(ζ)(t)
)
· ξ(t) dt = (F (ζ), ξ)
W 1,2
(4.9)
for any ξ ∈ HV . Hence dL˜∗(ζ)[ξ] = (G(ζ), ξ)W 1,2 + (F (ζ), ξ)W 1,2 and thus
∇L˜∗(ζ) = G(ζ) + F (ζ). (4.10)
Since (
F (ζ), ξ
)
W 1,2
=
∫ 1
0
(
F (ζ)(t) · ξ(t) + d
dt
F (ζ)(t) · ξ˙(t)
)
dt,
(4.9) becomes ∫ 1
0
(
∂qL˜
∗(t, ζ(t), ζ˙(t))−G(ζ)(t) − F (ζ)(t)
)
· ξ(t) dt
=
∫ 1
0
(
d
dt
F (ζ)(t)− c0
)
· ξ˙(t)dt ∀ξ ∈ HV . (4.11)
Lemma 4.1 For f ∈ L1(I,Rn) the equation x¨(t) − x(t) = f(t) has the general
solution of the following form
x(t) = et
∫ t
0
[
e−2s
∫ s
0
eτf(τ)dτ
]
ds+ c1e
t + c2e
−t,
where ci ∈ Rn, i = 1, 2, are constant vectors.
Setting y(t) = x˙(t)− ∫ t0 x(τ)dτ , this lemma can easily be proved by the standard
methods. Let constant vectors c1, c2 ∈ Rn be such that the function
z(t) := et
∫ t
0
[
e−2s
∫ s
0
eτf(τ)dτ
]
ds+ c1e
t + c2e
−t (4.12)
satisfies z(0) = F (ζ)(0) and z(1) = F (ζ)(1) − c0 with
f(t) = −∂qL˜∗(t, ζ(t), ζ˙(t)) +G(ζ)(t) + c0t
= −∂qL˜∗(t, ζ(t), ζ˙(t)) +
∫ t
0
∂vL˜
∗(s, ζ(s), ζ˙(s))ds. (4.13)
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(We identify each element of W 1,2(I,Rn) with its unique continuous representation
as usual). Then for any ξ ∈ C1(I,Rn) with ξ(0) = ξ(1) = 0 it holds that∫ 1
0
z˙(t) · ξ˙(t)dt = z˙(t) · ξ(t)
∣∣∣t=1
t=0
−
∫ 1
0
z¨(t) · ξ(t)dt
= −
∫ 1
0
(z(t) + f(t)) · ξ(t)dt
=
∫ 1
0
(
∂qL˜
∗(t, ζ(t), ζ˙(t))−G(ζ)(t)− c0t− z(t)
) · ξ(t)dt.
From this and (4.11) it follows that∫ 1
0
(
F (ζ)(t)− c0t− z(t)
) · ξ(t)dt = − ∫ 1
0
(
d
dt
F (ζ)(t)− c0 − z˙(t)
)
· ξ˙(t)dt
for any ξ ∈ C1(I,Rn) with ξ(0) = ξ(1) = 0. Since F (ζ)(t)− c0t− z(t) is equal to zero
at t = 0, 1, by Theorem 8.7 in [9] there exists a sequence (uk) ∈ C∞0 (R) such that
(uk|I)k converges to the function F (ζ)(t) − c0t − z(t) in W 1,2(I,Rn) (and hence in
C(I,Rn)). In particular we have uk(i)→ 0 because F (ζ)(i)−c0 · i−z(i) = 0, i = 0, 1.
Define vk : I → Rn by vk(t) = uk(t)− uk(0)− t(uk(0)− uk(1)) for each k ∈ N. Then
vk ∈ C∞(I,Rn) and vk(0) = vk(1) = 0 for each k, and the sequence (vk) converges to
F (ζ)(t)− c0t− z(t) in W 1,2(I,Rn). Let k →∞ in∫ 1
0
(
F (ζ)(t)− c0t− z(t)
) · vk(t)dt = − ∫ 1
0
(
d
dt
F (ζ)(t)− c0 − z˙(t)
)
· v˙k(t)dt,
we obtain ∫ 1
0
|F (ζ)(t)− c0t− z(t)|2dt = −
∫ 1
0
∣∣∣∣ ddtF (ζ)(t)− c0 − z˙(t)
∣∣∣∣2dt
and therefore F (ζ)(t) = c0t+ z(t) ∀t ∈ I since both F (ζ) and z are continuous on I.
By (4.12), (4.8) and (4.10) we arrive at
F (ζ)(t) = et
∫ t
0
[
e−2s
∫ s
0
eτf(τ)dτ
]
ds+ c1e
t + c2e
−t + c0t,
∇L˜∗(ζ)(t) = et
∫ t
0
[
e−2s
∫ s
0
eτf(τ)dτ
]
ds+ c1e
t + c2e
−t
+
∫ t
0
∂vL˜
∗(s, ζ(s), ζ˙(s))ds, (4.14)
where c1, c2 ∈ Rn are suitable constant vectors and f(t) is given by (4.13). By (4.14)
the function ∇L˜∗(ζ)(t) is differentiable almost everywhere, and for a.e. t ∈ I,
d
dt
∇L˜∗(ζ)(t) = et
∫ t
0
[
e−2s
∫ s
0
eτf(τ)dτ
]
ds+ e−t
∫ t
0
eτf(τ)dτ
+c1e
t − c2e−t + ∂vL˜∗(t, ζ(t), ζ˙(t)). (4.15)
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Let A˜∗ denote the restriction of the gradient ∇L˜∗ to UX . Clearly, (4.14) and (4.15)
imply that A˜∗(ζ) ∈ XV for ζ ∈ UX , and that UX ∋ ζ 7→ A˜∗(ζ) ∈ XV is continuous.
From the expression of dL˜∗(ζ) above (4.8) it is easily seen that L˜∗X is at least C2 and
d2L˜∗X(ζ)[ξ, η] =
∫ 1
0
(
∂vvL˜
∗(t, ζ(t), ζ˙(t))
[
ξ˙(t), η˙(t)
]
+∂qvL˜
∗(t, ζ(t), ζ˙(t))
[
ξ(t), η˙(t)
]
+∂vqL˜
∗(t, ζ(t), ζ˙(t))
[
ξ˙(t), η(t)
]
+∂qqL˜
∗(t, ζ(t), ζ˙(t))
[
ξ(t), η(t)
])
dt (4.16)
for any ζ ∈ UX , ξ, η ∈ XV . In fact, as in the proof of [35, Lemma 3.2] we have also
Lemma 4.2 The map A˜∗ : UX → XV is continuously differentiable.
From (4.16) it easily follows that
(i) for any ζ ∈ UX there exists a constant C(ζ) such that∣∣d2L˜∗X(ζ)[ξ, η]∣∣ ≤ C(ζ)‖ξ‖W 1,2 · ‖η‖W 1,2 ∀ξ, η ∈ XV ;
(ii) ∀ε > 0, ∃ δ0 > 0, such that for any ζ1, ζ2 ∈ UX with ‖ζ1 − ζ2‖C1 < δ0,∣∣d2L˜∗X(ζ1)[ξ, η] − d2L˜∗X(ζ2)[ξ, η]∣∣ ≤ ε‖ξ‖W 1,2 · ‖η‖W 1,2 ∀ξ, η ∈ XV .
(i) shows that the right side of (4.16) is also a bounded symmetric bilinear form on
HV . As in [35, §3] we have a map B˜∗ : UX → Ls(HV ), which is uniformly continuous,
such that (
dA˜∗(ζ)[ξ], η
)
W 1,2
= d2L˜∗X(ζ)[ξ, η] =
(
B˜∗(ζ)ξ, η
)
W 1,2
(4.17)
for any ζ ∈ UX and ξ, η ∈ XV . Namely (A.2) is satisfied. Almost repeating the
arguments in [35, §3] we may check that the map B˜∗ satisfy the conditions (B1)
and (B2) in Appendix A. Summarizing the above arguments, (L˜, A˜∗, B˜∗) satisfies
the conditions of Theorem A.1 (resp. Theorem A.5) around the critical point 0 ∈ HV
(resp. 0 ∈ XV ). By (4.3) and (4.7) for any ζ ∈ Br(XV ) we have
L˜∗(t, ζ(t), ζ˙(t)) = L˜(t, ζ(t), ζ˙(t)) ∀t ∈ I. (4.18)
This implies that
A˜∗(ζ) = A˜(ζ) ∀ζ ∈ Br(XV ), and B˜∗(0) = B˜(0), (4.19)
where the map B˜ : B2r(XV )→ Ls(HV ) is determined by the equation
d2L˜X(ζ)[ξ, η] =
(
B˜(ζ)ξ, η
)
W 1,2
∀ζ ∈ B2r(XV ), ξ, η ∈ XV .
(Note: the domain of B˜ is different from the one of B˜∗!) Shrink τ in (4.6) so small
that
ζ + h˜(ζ) ∈ Br(XV ) ∀ζ ∈ Bτ (H0V ). (4.20)
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Then this and (4.19) imply that the Ck−1-map h˜ in (4.6) satisfies
(I − P 0V )A˜∗(ζ + h˜(ζ)) = 0 ∀ζ ∈ Bτ (H0V ).
Let L˜∗◦, L˜◦ : Bτ (H0V )→ R be defined by
L˜∗◦(ζ) = L˜∗(ζ + h˜(ζ)) and L˜◦(ζ) = L˜(ζ + h˜(ζ)), (4.21)
respectively. Then (4.20) and (4.18) lead to
L˜∗◦(ζ) = L˜∗(ζ + h˜(ζ)) = L˜(ζ + h˜(ζ)) = L˜◦(ζ) (4.22)
for all ζ ∈ Bτ (H0V ). By Theorem A.1 we obtain the following splitting theorem.
Theorem 4.3 Under the notations above, there exists a ball Bη(HV ) ⊂ Bτ (HV ), an
origin-preserving local homeomorphism ψ˜ from Bη(HV ) to an open neighborhood of
0 ∈ HV such that
L˜∗ ◦ ψ˜(ζ) = ‖P+V ζ‖2W 1,2 − ‖P−V ζ‖2W 1,2 + L˜∗◦(P 0V ζ) ∀ζ ∈ Bη(HV ).
Now Corollary A.2 gives rise to
Cq(L∗, γ0;K) = Cq(L˜∗, 0;K) = Cq−m−(γ0)(L˜∗◦, 0;K) ∀q = 0, 1, · · · , (4.23)
and C∗(L˜∗◦, 0;K) = C∗(L˜◦, 0;K) by (4.22). From (4.23) and Theorem 3.8 we arrive
at the following shifting theorem.
Theorem 4.4 Cq(L, γ0;K) = Cq(L˜, 0;K) = Cq−m−(γ0)(L˜◦, 0;K) ∀q = 0, 1, · · · .
By Theorem A.5 there exists a ball Bµ(XV ) ⊂ Bτ (XV ), an origin-preserving
local homeomorphism ϕ˜ from Bµ(XV ) to an open neighborhood of 0 in XV with
ϕ˜(Bµ(XV )) ⊂ Br(XV ) such that
L˜∗X ◦ ϕ˜(ζ) =
1
2
(B˜∗(0)ζ⊥, ζ⊥)W 1,2 + L˜∗(h˜(ζ0) + ζ0) (4.24)
for any ζ ∈ Bµ(XV ), where ζ0 = P 0V (ζ) and ζ⊥ = ζ − ζ0. Since µ ≤ τ , from (4.7)
and (4.18)-(4.19) we derive that (4.24) becomes:
L˜X ◦ ϕ˜(ζ) = 1
2
(B˜(0)ζ⊥, ζ⊥)W 1,2 + L˜◦(ζ0) ∀ζ ∈ Bµ(XV ). (4.25)
Since X⋆V = H
⋆
V , ⋆ = 0,−, as in the arguments below Theorem A.5 the following
splitting theorem may be derived from (4.25) by changing µ > 0 and ϕ˜ suitably.
Theorem 4.5 Under the notations above, there exists a ball Bµ(XV ) ⊂ Bτ (XV ), an
origin-preserving local homeomorphism ϕ˜ from Bµ(XV ) to an open neighborhood of
0 in XV such that
L˜X ◦ ϕ˜(ζ) = 1
2
(B˜(0)P+V ζ, P
+
V ζ)W 1,2 − ‖P−V ζ‖2W 1,2 + L˜◦(P 0V ζ) (4.26)
for any ζ ∈ Bµ(XV ), where L˜◦ is as in (4.21).
34
Remark 4.6 It is easily shown that HV = W
1,2
V (I,R
n) = W 1,20 (I,R
n) and XV =
C1V (I,R
n) = C10 (I,R
n) if M0 and M1 are two disjoint points. For this case along
the proof lines of [16, Ch.I, Th.5.1], Caponio-Javaloyes-Masiello proved (4.26) in [11,
Th.7] and hence the shifting theorem C∗(L˜X , 0;K) = C∗−m−(γ0)(L˜◦, 0;K). When the
critical point 0 is nondegenerate, they also claimed that (29) of [11], or equivalently
C∗(L˜, 0;K) = C∗(L˜X , 0;K), can be obtained with Palais’ theorems 16 and 17 in [46]
as in [17]. However, a detailed proof of such a claim is not trivial and was recently
given in [12] by combining Chang’s ideas of [14] with the technique of [1], and the
nondegenerate assumption of the critical point 0 was used in an essential way.
Step 2. Complete the proofs of Theorem 1.2, 1.3.
Note that the differential at 0 of the chart Φ in (4.2),
dΦ(0) : HV → Tγ0ΛN (M) =W 1,2(γ∗0TM), ζ 7→
n∑
i=1
ζiei
is a Hilbert space isomorphism and that for any ζ ∈ B2r(HV ),
EXPγ0(dΦ(0)[ζ])(t) = expγ0(t) ((dΦ(0)[ζ])(t)) = Φ(ζ)(t),
i.e., EXPγ0 ◦ dΦ(0) = Φ on B2r(HV ). Since L˜ = L ◦ Φ on B2r(HV ) by (4.5), we get
L ◦ EXPγ0 ◦ dΦ(0) = L ◦ Φ = L˜ on B2r(HV ) (4.27)
and thus ∇(L ◦ EXPγ0)(dΦ(0)[ζ]) = dΦ(0)[∇L˜(ζ)] ∀ζ ∈ B2r(HV ). It follows that
A(dΦ(0)[ζ]) = dΦ(0)[A˜(ζ)] ∀ζ ∈ B2r(HV ) ∩XV , (4.28)
dA(0) ◦ dΦ(0) = dΦ(0) ◦ dA˜(0) (4.29)
because the Hilbert space isomorphism dΦ(0) : HV → Tγ0ΛN (M) induces a Ba-
nach space isomorphism from XV to Tγ0X = Tγ0C1N (I,M). (4.29) implies that
dΦ(0)(H⋆V ) = H
⋆(d2L|X (γ0)) for ⋆ = −, 0,+, and so
dΦ(0) ◦ P ⋆V = P ⋆ ◦ dΦ(0), ⋆ = −, 0,+. (4.30)
Shrinking δ > 0 above (1.6) so that δ < τ , for ξ ∈ Bδ
(
H0(d2L|X (γ0))
)
we derive
0 = dΦ(0) ◦ (I − P 0V )A˜(dΦ(0)−1ξ + h˜(dΦ(0)−1ξ))
= (I − P 0) ◦ dΦ(0) ◦ A˜ ◦ dΦ(0)−1(ξ + dΦ(0) ◦ h˜(dΦ(0)−1ξ))
= (I − P 0) ◦ A(ξ + dΦ(0) ◦ h˜(dΦ(0)−1ξ))
from (4.30), (4.28) and (4.6). But we know that (I − P 0)A(ξ + h(ξ)) = 0 for any
ξ ∈ Bδ
(
H0(d2L|X (γ0))
)
by the formula above (1.6). By the uniqueness of h there,
h(ξ) = dΦ(0) ◦ h˜(dΦ(0)−1ξ) and hence
L◦(dΦ(0)[ζ]) = L ◦ EXPγ0
(
dΦ(0)[ζ] + h(dΦ(0)[ζ])
)
= L ◦ EXPγ0 ◦ dΦ(0)
(
ζ + dΦ(0)−1 ◦ h(dΦ(0)[ζ]))
= L ◦ EXPγ0 ◦ dΦ(0)
(
ζ + h˜(ζ)
)
= L˜(ζ + h˜(ζ)) = L˜◦(ζ) ∀ζ ∈ Bδ(H0V ) (4.31)
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by (1.6), (4.27) and the definition of L˜◦ in (4.21). Hence C∗(L◦, 0;K) = C∗(L˜◦, 0;K).
(That is, this and Theorem 4.4 give the first equality in Theorem 1.4 too.)
In order to prove Theorem 1.2, by Claims 3.5, 3.7 and Theorem 3.8 it suffices to
prove (iii)-(iv). Shrink δ > 0 above (1.6) so that δ ≤ η, where η is the radius of the
ball in Theorem 4.3. Note that dΦ(0) (Bδ(HV )) = Bδ(Tγ0ΛN (M)) and (4.29) implies
that
(P ⋆V ζ, P
⋆
V ζ)W 1,2 = 〈dΦ(0) ◦ P ⋆V ζ, dΦ(0) ◦ P ⋆V ζ〉1
= 〈P ⋆ ◦ dΦ(0)ζ, P ⋆ ◦ dΦ(0)ζ〉1 (4.32)
for ζ ∈ Bδ(HV ) ⊂ Bη(HV ) and ⋆ = +,−. Moreover, as in (4.27) and (4.31) we have
L∗ ◦ EXPγ0 ◦ dΦ(0) = L∗ ◦ Φ = L˜∗ on B2r(HV ).
Define ψ : Bδ(Tγ0ΛN (M)) → Tγ0ΛN (M) by ψ = dΦ(0) ◦ ψ˜ ◦ dΦ(0)−1. For ξ ∈
Bδ(Tγ0ΛN (M)) and ζ = dΦ(0)
−1ξ we get
L∗ ◦ EXPγ0 ◦ ψ(ξ) = L∗ ◦ EXPγ0 ◦ dΦ(0) ◦ ψ˜ ◦ dΦ(0)−1ξ = L˜∗ ◦ ψ˜(ζ),
L◦(P 0ξ) = L◦(P 0 ◦ dΦ(0)ζ) = L◦(dΦ(0) ◦ P 0V ζ) = L˜◦(P 0V ζ)
by (4.31). These, (4.32), (4.22) and Theorem 4.3 give Theorem 1.2(iii).
As to Theorem 1.2(iv), for any open neighborhood W of 0 in U = B2r(HV ) and
a field K, writing WX = W ∩XV as an open subset of XV and using Theorem A.9
we deduce that the inclusion(L˜∗c ∩WX , L˜∗c ∩WX \ {0}) →֒ (L˜∗c ∩W, L˜∗c ∩W \ {0})
induces isomorphisms
H∗
(L˜∗c ∩WX , L˜∗c ∩WX \ {0};K) ∼= H∗(L˜∗c ∩W, L˜∗c ∩W \ {0};K).
The expected conclusion follows from this immediately.
Finally, let us prove Theorem 1.3. Since dΦ(0) is a Banach isomorphism from XV
to Tγ0X = C1TN (γ∗0TM) we may choose ǫ > 0 such that
dΦ(0)−1 (Bǫ(Tγ0X )) ⊂ Bµ(XV ).
By (4.29), dA(0) ◦ dΦ(0) = dΦ(0) ◦ dA˜(0) = dΦ(0) ◦ B˜(0). So for ξ ∈ Bǫ(Tγ0X ) and
ζ = [dΦ(0)]−1ξ we have
d2L|X (γ0)[ξ+, ξ+] = d2L|X (γ0)[P+ξ, P+ξ]
= 〈dA(0)[P+ξ], P+ξ〉1
= 〈dA(0) ◦ dΦ(0) ◦ P+V ζ, dΦ(0) ◦ P+V ζ〉1
= 〈dΦ(0) ◦ B˜(0)ζ+, dΦ(0)ζ+〉1 = (B˜(0)ζ+, ζ+)W 1,2 ,
‖P−ξ‖21 = 〈P−ξ, P−ξ〉1 = 〈P− ◦ dΦ(0)ζ, P− ◦ dΦ(0)ζ〉1
= 〈dΦ(0) ◦ P−V ζ, dΦ(0) ◦ P−V ζ〉1
= (P−V ζ, P
−
V ζ)W 1,2 = ‖P−V ζ‖2W 1,2
by (4.30). Define ϕ : Bǫ(Tγ0X )→ Tγ0X by ϕ = dΦ(0) ◦ ϕ˜ ◦ dΦ(0)−1. As above these
and Theorem 4.5 yield Theorem 1.3. ✷
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5 Proofs of Theorems 1.5, 1.6, 1.7, 1.8
5.1 Proofs of Theorems 1.5, 1.6, 1.7
By Claim 3.9 and Theorem 3.10, Theorem 1.5(i)-(ii) are clear.
When L is replaced by L∗ in the statement of Theorem 1.2, we have the corre-
sponding maps A∗x and B
∗
x for x ∈ O. Shrinking ε > 0 if necessary, by Corollary 2.3
we have
A∗x(v) = Ax(v) ∀(x, v) ∈ XNO(ε)x (5.1)
and hence B∗x = Bx for any x ∈ O. The latter implies that
H⋆(B∗) = H⋆(B), ⋆ = +, 0,−. (5.2)
It follows from this, (5.1) and (1.20) that the C1 map hx in (1.19) satisfies
(P+x +P
−
x ) ◦ A∗x
(
v + hx(v)
)
= 0 ∀v ∈H0(B)(ǫ)x
(by shrinking ǫ ∈ (0, ε) if necessary). Define the functional
L∗◦△ : H0(B∗)(ǫ) ∋ (x, v)→ L∗ ◦ EXPx
(
v + hx(v)
) ∈ R. (5.3)
By Corollary 2.3 and (1.21) we have
L∗◦△ (x, v) = L∗◦△x(v) = L∗ ◦ EXPx
(
v + hx(v)
)
= L ◦ EXPx
(
v + hx(v)
)
= L◦△x(v) = L◦△(x, v) (5.4)
for any v ∈ H0(B)(ǫ)x = H0(B∗)(ǫ)x. Hence L∗◦△ is C1 and has the isolated critical
orbit O. Moreover, L∗◦△x is C2, S1x-invariant and
Cq(L◦△x, 0;K) = Cq(L∗◦△x, 0;K) ∀x ∈ O, q ∈ N ∪ {0}. (5.5)
As below Lemma 4.2, for every x ∈ O there exists a continuous mapB∗x : NO(ǫ)x∩
XNOx → Ls(NOx) with respect to the topology of XNOx such that
〈dA∗x(ζ)[ξ], η〉1 = d2F∗Xx (ζ)[ξ, η] = 〈B∗x(ζ)ξ, η〉1
for any ζ ∈ NO(ǫ)x ∩XNOx and ξ, η ∈ NOx. Clearly, B∗x(0) = B∗x. The proof of
the following proposition will be postponed to Section 5.3.
Proposition 5.1 (NOγ0 ,XNOγ0 ,F∗γ0 , A∗γ0 ,B∗γ0) satisfies the conditions of Theorem A.1
(and hence Theorem A.5) around the critical point 0 = 0γ0 .
Clearly, Proposition 5.1 implies that (NOx,XNOx,F∗x , A∗x,B∗x) satisfies the con-
ditions of Theorems A.1, A.5 around 0 = 0x for each x ∈ O. (Indeed, let s ∈ S1 such
that x = s ·γ0. Using the Hilbert isomorphism NOγ0 → NOx and Theorems A.4, A.8
one easily proves them.)
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By Theorem A.1 and (5.1) we obtain a S1x-invariant open neighborhood Ux of 0x
in NO(ε)x and a S1x-equivariant origin-preserving homeomorphism
Υx : NO(ǫ)x → Ux (5.6)
(shrinking ǫ ∈ (0, ε) if necessary), such that
F∗x ◦Υx(u) = ‖P+x u‖21 − ‖P−x u‖21 + F∗x(P0xu+ hx(P0xu)) (5.7)
for all u ∈ NO(ǫ)x. Υx also maps (P−x +P0x)NO(ǫ)x into XNOx and is a homeomor-
phism from (P−x +P
0
x)NO(ǫ)x to Υx
(
(P−x +P
0
x)NO(ǫ)x
)
even if the topology on the
latter is taken as the induced one by XNOx. Moreover, the S1x-invariant functional
F∗◦x : H0(B∗)(ǫ)x → R, z 7→ F∗x(z + hx(z)), (5.8)
is C2, has the isolated critical point 0x ∈ H0(B∗)x and d2F∗◦x (0x) = 0. Observe that
L∗◦△x(v) = L∗ ◦ EXPx
(
v + hx(v)
)
= F∗x
(
v + hx(v)
)
= F∗◦x (v) ∀v ∈ H0(B∗)(ǫ)x (5.9)
because of (5.3) and the definition of F∗ at the beginning of this section.
Let U = ∪x∈OUx. It is an S1-invariant tubular open neighborhood of the zero
section of NO, and in fact a fiber bundle over O. Define maps Υ : NO(ǫ)→ U and
h : H0(B∗)(ǫ)→ H−(B∗)⊕ (H+(B∗) ∩XNO)
by Υ|NO(ǫ)x = Υx and h|H0(B∗)(ǫ)x = hx for any x ∈ O, respectively. Here both hx
and Υx are given by (1.19) and (5.6), respectively. Since
A∗s·x(s · v) = s · A∗x(v) ∀s ∈ S1, v ∈ NO(ε)x ∩XNOx,
B∗s·x(s · ξ, s · η) = B∗x(ξ, η) ∀s ∈ S1, x ∈ O, ξ, η ∈ NOx,
as in the proofs of Theorem 7.3 and Corollary 7.1 in [16, page 72] it follows from
these, (1.19)-(1.20) and (5.4) that h is an S1-equivariant fiber-preserving C1 map and
that Υ is an S1-equivariant fiber-preserving homeomorphism from NO(ǫ) onto U . So
the first claim in Theorem 1.5(iii) is proved. The second may be derived from either
the above arguments or the corresponding conclusion in Theorem A.2 of [37, 36].
By completely similar arguments we may use Theorem A.5 to derive Theorem 1.6.
Now we prove Theorem 1.5(iv)-(v) and Theorem 1.7.
Firstly, we prove the latter. If m0(O) = m−(O) = 0, by Theorem 1.5(iii) we have
F∗ ◦Υ(u) = c+ ‖u‖21 for all u ∈ NO(ǫ), and hence
C∗(L,O;K) = C∗(F∗,O;K) = C∗(F∗ ◦Υ,O;K)
= H∗({F∗ ◦Υ < c} ∪ O, {F∗ ◦Υ < c};K) = H∗(O;K) = H∗(S1;K)
because γ0 is nonconstant. If either m
0(O) = 0 and m−(O) > 0 or m0(O) > 0 and
m−(O) = 0 one easily sees the desired conclusions from the following proof in the
case m0(O) > 0 and m−(O) > 0. For the proof of the final case it suffices to prove:
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Claim 5.2 Let K be a field of characteristic 0 or prime up to order |S1γ0 | of S1γ0 . For
any x ∈ O and q = 0, 1, · · · , it holds that
Cq(F∗,O;K)
=
(
Hm−(O)(H
−(B)x,H
−(B)x \ {0x};K)⊗ Cq−m−(O)(F∗◦x , 0;K)
)S1x
⊕
(
Hm−(O)(H
−(B)x,H
−(B)x \ {0x};K)⊗ Cq−m−(O)−1(F∗◦x , 0;K)
)S1x
.
Proof. Since the map S1×NOx → NO with (s, v) 7→ s · v is a normal covering with
group of covering transformations S1x ([26, page 500]), so is the map S
1 ×Wx → W
with (s, v) 7→ s · v for any subset W ⊂ NO with properties
Ws·x = s ·Wx ∀x ∈ O, s ∈ S1, (5.10)
where Wx = W ∩ NOx, Then W = (S1 ×Wx)/S1x, where S1x acts on S1 ×Wx by
covering transformations as described above. Note that
W := NO(ǫ), W ∩ {F∗ ≤ c} and (W \ O) ∩ {F∗ ≤ c}
satisfy (5.10). It follows that
Cq(F∗,O;K) = Hq (W ∩ {F∗ ≤ c}, (W \ O) ∩ {F∗ ≤ c};K)
= Hq
(
(S1 × (Wx ∩ {F∗x ≤ c}))/S1x, (S1 × ((Wx \ {0x}) ∩ {F∗x ≤ c}))/S1x;K
)
= Hq
(
(S1 ×△x)/S1x, (S1 ×△′x)/S1x;K
)
, (5.11)
where △x = NO(ǫ)x ∩ {F∗x ◦ Υx ≤ c} and △′x = (NO(ǫ)x \ {0x}) ∩ {F∗x ◦ Υx ≤
c}. The final equality in (5.11) comes from the fact that Υ−1x is a S1x-equivariant
homeomorphism from(
S1 × (Wx ∩ {F∗x ≤ c}), S1 × ((Wx \ {0x}) ∩ {F∗x ≤ c})
)
to (S1 × △x, S1 × △′x) by (5.7). Let NO(ǫ)−0x := NO(ǫ)x ∩ (H−(B)−x ⊕ H0(B)x),
which is a finite dimensional C3-smooth manifold contained in XNO. Define
(F∗x ◦Υx)−0 : NO(ǫ)−0x → R (5.12)
by (F∗x ◦Υx)−0(v− + v0) = −‖v−‖21 +F∗x(v0 + hx(v0)) = −‖v−‖21 +F∗◦x (v0). It is C2
because of (5.8). Observe that (S1 ×△x, S1×△′x) can be retracted S1x-equivariantly
into (S1 ×△−0x , S1 ×△′−0x ), where △−0x = NO(ǫ)−0x ∩ {(F∗x ◦Υx)−0 ≤ c},
△′−0x = (NO(ǫ)−0x \ {0x}) ∩ {(F∗x ◦Υx)−0 ≤ c}.
From this and (5.11) we derive that
Cq(F∗,O;K) = Hq
(
(S1 ×△−0x )/S1x, (S1 ×△′−0x )/S1x;K
)
. (5.13)
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Using either Satz 6.6 on the page 57 of [48] or the proof of Lemma 3.6 in [3] (with
Theorem 7.2 on the page 142 of [7]) we know that the transfer is an isomorphism
H∗
(
(S1 ×△−0x )/S1x, (S1 ×△′−0x )/S1x;K
)
= H∗
(
S1 ×△−0x , S1 ×△′−0x ;K
)S1x .
This, (5.13) and the Ku¨nneth formula lead to
Cq(F∗,O;K) = Hq−1
(△−0x ,△′−0x ;K)S1x ⊕Hq(△−0x ,△′−0x ;K)S1x . (5.14)
As in the proof of Theorem 5.5 on the page 51 of [16] we may obtain
Hq
(△−0x ,△′−0x ;K)
= Hm−(O)
(
H−(B)(ǫ)x, ∂H
−(B)(ǫ)x;K
)⊗ Cq−m−(O)(F∗◦x , 0x;K)
= Hm−(O)
(
H−(B)x,H
−(B)x \ {0x};K
) ⊗ Cq−m−(O)(F∗◦x , 0x;K)
for all q = 0, 1, · · · . (See the proof of Lemma 4.6 in [34]). This and (5.14) give
Claim 5.2 immediately. ✷
Now by Theorem 1.5(ii) for q ∈ N ∪ {0} we have
Cq(L,O;K) = Cq(L∗,O;K) = Cq(F∗,O;K).
Moreover, (5.4) and (5.9) imply L◦△x(v) = L∗◦△x(v) = F∗◦x (v) for any x ∈ O and v ∈
H0(B)(ǫ)x = H
0(B∗)(ǫ)x. Theorem 1.7 follows from these and Claim 5.2 immediately.
Another proof of Claim 5.2. By Theorem 1.6, for any q ∈ N ∪ {0},
Cq(FX ,O;K) = Cq(FX ◦Ψ,O;K) = Cq((FX ◦Ψ)−0,O;K), (5.15)
where (FX ◦Ψ)−0 : NO−0(ρ) = NO(ρ) ∩ (H−(B)⊕H0(B))→ R is defined by
(FX ◦Ψ)−0(x, v) = −‖P−x v‖21 + L◦△x(P0xv) (5.16)
for a small ρ ∈ (0, ǫ), and the second equality in (5.15) is obtained by the standard
deformation method as done above (3.6) of [37]. Taking W to be {(FX ◦Ψ)−0 ≤ c}
or {(FX ◦Ψ)−0 ≤ c} \ {O} we have W = (S1 ×Wx)/S1x and hence
Cq((FX ◦Ψ)−0,O;K)
= Hq
((
S1 × {(FX ◦Ψ)−0x ≤ c}
)
/S1x,
(
S1 × ({(FX ◦Ψ)−0x ≤ c} \ {0x})
)
/S1x;K
)
.
Almost repeating the arguments below (5.13) in the proof of Claim 5.2 we arrive at
Claim 5.3 Let K be a field of characteristic 0 or prime up to order |S1γ0 | of S1γ0 . For
any x ∈ O and q = 0, 1, · · · , it holds that
Cq(FX ,O;K)
=
(
Hm−(O)(H
−(B)x,H
−(B)x \ {0x};K)⊗ Cq−m−(O)(L◦△x, 0;K)
)S1x
⊕
(
Hm−(O)(H
−(B)x,H
−(B)x \ {0x};K)⊗ Cq−m−(O)−1(L◦△x, 0;K)
)S1x
.
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As in the reasoning of (5.15), using Theorem 1.5(iii) we derive
Cq(F∗,O;K) = Cq(F∗ ◦Υ,O;K) = Cq((F∗ ◦Υ)−0,O;K)
for each q ∈ N ∪ {0}, where (F∗ ◦ Υ)−0 is defined by (5.12). By (5.9) and (5.4),
F∗◦(x, v) = L∗◦△ (x, v) = L◦△(x, v) for (x, v) ∈ NO−0(ρ) if ρ > 0 is small enough. So
(F∗ ◦Υ)−0(x, v− + v0) = −‖v−‖21 + L◦△x(v0) = (FX ◦Ψ)−0(x, v− + v0)
for (x, v− + v0) ∈ NO−0(ρ) by (5.16). It follows that
Cq((F∗ ◦Υ)−0,O;K) = Cq((FX ◦Ψ)−0,O;K)
and thus Cq(F∗,O;K) = Cq(FX ,O;K) ∀q ∈ N ∪ {0} by (5.15). This and Claim 5.3
lead to Claim 5.2. ✷
Proof of Theorem 1.5(iv). For each q ∈ N∪{0} we have Cq(F∗,O;K) = Cq(FX ,O;K)
by Claims 5.2, 5.3, and Cq(F∗X ,O;K) = Cq(FX ,O;K) by Theorem 1.5(i) and the
excision property of relative homology groups. Hence Cq(F∗,O;K) = Cq(F∗X ,O;K)
for any q ∈ N ∪ {0}. This can also be obtained as a direct consequence of shifting
theorems for F∗ and F∗X at O.
Claim 5.4 For a field K, the group Cq(F∗X ,O;K) = Cq(F∗,O;K) is a finite dimen-
sional vector space over K for each q ∈ N ∪ {0}.
Proof. As in the proof of [8, (7.15)] we use Proposition A.1 in [8] to derive that
dimCq(F∗,O;K) ≤ 2
(
dimCq−m−(O)(F∗◦x , 0;K) + dimCq−m−(O)−1(F∗◦x , 0;K)
)
for any x ∈ O and q ∈ N ∪ {0}. By [36, Remark 4.6] or [37, Remark 2.24] we know
that dimCq(F∗◦x , 0;K) <∞ ∀q and dimCq(F∗◦x , 0;K) = 0 for almost all q. Of course,
this claim can also be proved with the method therein. ✷
We write fc = {f ≤ c} for f = F ,FX and F∗, F∗X .
Claim 5.5 For any open neighborhood W of O in NO(ε), write WX = W ∩XNO
as an open subset of XNO, then the inclusion(F∗Xc ∩WX ,F∗Xc ∩WX \ O) →֒ (F∗c ∩W,F∗c ∩W \ O) ,
induces surjective homomorphisms
H∗
(F∗Xc ∩WX ,F∗Xc ∩WX \ O;K)→ H∗ (F∗c ∩W,F∗c ∩W \ O;K)
for any Abelian group K.
This may be obtained by Corollary 3.3 of [37]. For clearness we present its proof
with the proof method of [36, Cor.2.5] since it shows that we need not assume the
normal bundle of O to be trivial in Theorem 3.17 of [37].
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Proof of Claim 5.5. If the closure of W in NO is contained in the interior of
NO(ε), it is easy to show that the closure of WX in XNO is also contained in the
interior of NO(ε) ∩XNO when the latter is equipped with topology of XNO. By
the excision of relative homology groups we only need to prove Claim 5.5 for some
open neighborhood W of O in NO(ε). Note that Υ(NO(ǫ)) = U ⊂ NO(ε) by (5.6).
Since H−(B)(ν)⊕H0(B)(ν)⊕H+(B)(ν) ⊂ NO(ǫ) for ν ∈ (0, ǫ/3), we may take
W = Υ
(
H−(B)(ν)⊕H0(B)(ν)⊕H+(B)(ν)), V = Υ(H−(B)(ν)⊕H0(B)(ν)).
Consider the deformation η : W × [0, 1]→ W given by
η
(
Υ(x, u− + u0 + u+), t
)
= Υ(x, u− + u0 + tu+).
It gives a deformation retract from
(F∗c ∩W,F∗c ∩W \O) onto (F∗c ∩ V,F∗c ∩V \O).
Hence the inclusion I :
(F∗c ∩V,F∗c ∩V \O) →֒ (F∗c ∩W,F∗c ∩W \O) induces isomor-
phisms between their relative singular groups. This means that for each nontrivial
α ∈ Hq
(F∗c ∩W,F∗c ∩W \O;K) we can choose a relative singular cycle representative
of it, c =
∑
j gjγ0j, such that
|c| := ∪jγ0j(△q) ⊂ F∗c ∩ V and |∂c| ⊂ F∗c ∩ V \ O.
By the second conclusion of Theorem 1.5(iii) we deduce that c is also a relative
singular cycle in
(F∗Xc ∩ V,F∗Xc ∩ V \ O), denoted by cX for clearness. Precisely, if
ıV denotes the identity map from
(F∗Xc ∩ V,F∗Xc ∩ V \ O) to (F∗c ∩ V,F∗c ∩ V \ O)
then ıV (cX) = c. Let 
W denote the inclusion map from
(F∗Xc ∩W,F∗Xc ∩W \O) to(F∗c ∩W,F∗c ∩W \ O). Then I, ıV , W and the inclusion
IX :
(F∗Xc ∩ V,F∗Xc ∩ V \ O) →֒ (F∗Xc ∩W,F∗Xc ∩W \ O)
satisfy I ◦ ıV = W ◦ IX . Since I∗([c]) = α we obtain
α = I∗ ◦ (ıV )∗[cX ] = (W )∗ ◦ (IX)∗[cX ] = (W )∗
(
(IX)∗[cX ]
)
.
Claim 5.5 is proved. ✷
Since any surjective (or injective) homomorphism between vector spaces of same
finite dimension is an isomorphism, for a field K those surjective homomorphisms
in Claim 5.5 are isomorphisms by Claim 5.4. Taking W = ̥(W ) the first claim of
Theorem 1.5(iv) immediately follows from the commutative diagram(F∗Xc ∩WX ,F∗Xc ∩WX \ O) Inclusion−−−−−→ (F∗c ∩W,F∗c ∩W \ O)
EXP
y yEXP
((L∗|X )c ∩WX , (L∗|X )c ∩WX \ O) Inclusion−−−−−→ (L∗c ∩W ,L∗c ∩W \ O)
Similarly, the second claim of Theorem 1.5(iv) can be proved as that of Claim 5.5. ✷
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Proof of Theorem 1.5(v). As above we shall prove an equivalent version of it on the
bundle XNO. Take a small open neighborhood V of O in XNO such that its closure
is contained in Int(WX) and that F∗X and FX are same in V. Then(F∗Xc ∩ V,F∗Xc ∩ V \ O) = (FXc ∩ V,FXc ∩ V \ O). (5.17)
By the excision of relative homology groups we deduce that the inclusion(F∗Xc ∩ V,F∗Xc ∩ V \ O) →֒ (F∗Xc ∩WX ,F∗Xc ∩WX \ O)
induces isomorphisms between their homology groups. This and the above equivalent
version of Theorem 1.5(iv) imply that the same claim holds true for the inclusion
Ivw :
(F∗Xc ∩ V,F∗Xc ∩ V \ O) →֒ (F∗c ∩W,F∗c ∩W \ O). (5.18)
By Corollary 2.3, L∗ ≤ L and hence L∗ ≤ L and F∗ ≤ F . The latter implies(Fc ∩W,Fc ∩W \ O) ⊂ (F∗c ∩W,F∗c ∩W \ O). (5.19)
Moreover, by (5.17) we have also the inclusion
Jvw :
(FXc ∩ V,FXc ∩ V \ O) →֒ (Fc ∩W,Fc ∩W \ O). (5.20)
Hence Ivw = I ◦ Jvw and thus Ivw∗ = I∗ ◦ Jvw∗ , where I is the inclusion in (5.19).
Since the homology groups of pairs in (5.18)-(5.20) are isomorphic vector spaces of
finite dimensions by Claim 5.4, and Ivw∗ are isomorphisms by the above equivalent
version of Theorem 1.5(iv), both h∗ and J
vw
∗ must be isomorphisms as well.
As above the excision leads to that the inclusion(FXc ∩ V,FXc ∩ V \ O) →֒ (FXc ∩WX ,FXc ∩WX \ O)
induces isomorphisms between their homology groups. Composing the inclusion with(FXc ∩WX ,FXc ∩WX \ O) →֒ (Fc ∩W,Fc ∩W \ O) (5.21)
we get Jvw. It follows that the inclusion in (5.21) induces isomorphisms between their
homology groups. The desired conclusion is proved. ✷
5.2 Proof of Theorem 1.8
Step 1. Proving p > 0. By a contradiction argument we assume p = 0. Write
O = S1 · γ0 as before.
Case 1. m0(O) = 0. Since m−(γ0) = 0, by Theorem 1.7 we have Cq(L,O;K) =
Hq(S
1;K) and hence Cq(L,O;K) = 0 for q /∈ {0, 1}. By the assumption p must be
larger than zero.
Case 2. m0(O) > 0. Since m−(γ0) = 0 we derive from Theorem 1.7 that
C0(L,O;K) =
(
C0(L◦△x, 0;K)
)S1x ∀x ∈ O,
C1(L,O;K) =
(
C0(L◦△x, 0;K)
)S1x ⊕ (C1(L◦△x, 0;K))S1x ∀x ∈ O.
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Hence p must be more than zero too.
Step 2. Proving (i). If m0(O) = 0, then L∗ ◦ ̥ ◦Υ(u) = ‖u‖21 for any u ∈ NO(ǫ) by
Theorem 1.5(iii). Moreover L∗ ≤ L and L∗ = L on O. The claim follows directly.
If m0(O) > 0, by Theorem 1.7 for any x ∈ O we have
0 6= C1(L,O;K) =
(
C0(L◦△x, 0;K)
)S1x ⊕ (C1(L◦△x, 0;K))S1x ,
0 = C2(L,O;K) =
(
C1(L◦△x, 0;K)
)S1x ⊕ (C2(L◦△x, 0;K))S1x .
It follows that C0(L◦△x, 0;K) 6= 0. By Theorem 4.6 on the page 43 of [16] 0 = 0x
must be a local minimum of L◦△x. This and Theorem 1.5(iii) imply that x is a local
minimum of L∗ and hence of L because L∗ ≤ L and L∗ = L on O as above.
Step 3. Proving (ii). If m0(O) = 0, by the proof of Case 1 in Step 1 we have
Cp(L,O;K) = Hp(S1;K) = 0 since p ≥ 2.
This case cannot occur. Hence it must hold that m0(O) > 0. By Theorem 1.7
0 6= Cp(L,O;K) =
(
Cp−1(L◦△x, 0;K)
)S1x ⊕ (Cp(L◦△x, 0;K))S1x ,
0 = Cp+1(L,O;K) =
(
Cp(L◦△x, 0;K)
)S1x ⊕ (Cp+1(L◦△x, 0;K))S1x
for any x ∈ O. It follows that Cp−1(L◦△x, 0;K) 6= 0. By Example 1 on the page 33 of
[16] 0x may not be a local minimum of L◦△x. This and Theorem 1.6 imply that x is
not a local minimum of L|X and thus of L. ✷
5.3 Proof of Proposition 5.1
Since γ0 is a C
k-map to M with k ≥ 5, starting with a unit orthogonal frame at
Tγ(0)M and using the parallel transport along γ0 with respect to the Levi-Civita
connection of the Riemannian metric g we get a unit orthogonal parallel Ck frame
field R → γ∗0TM, t 7→ (e1(t), · · · , en(t)). Note that there exists a unique orthogonal
matrix Eγ0 such that (e1(1), · · · , en(1)) = (e1(0), · · · , en(0))Eγ0 . (All vectors in Rn
will be understood as row vectors.) By the elementary matrix theory there exists an
orthogonal matrix Ξ such that
Ξ−1Eγ0Ξ = diag(S1, · · · , Sσ) ∈ Rn×n,
where each Sj is either 1, or −1, or


cos θj sin θj
− sin θj cos θj

, 0 < θj < π, and their orders
satisfy: ord(S1) ≥ · · · ≥ ord(Sσ). So replacing (e1, · · · , en) by (e1, · · · , en)Ξ we may
assume
Eγ0 = diag(S1, · · · , Sσ) ∈ Rn×n.
Since γ0(t + 1) = γ0(t) ∀t ∈ R and R ∋ t 7→ (e1(t), · · · , en(t))Eγ0 is also a unit
orthogonal parallel Ck frame field along γ0 it is easily proved that
(e1(t+ 1), · · · , en(t+ 1)) = (e1(t), · · · , en(t))Eγ0 ∀t ∈ R.
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Such a frame field is called Eγ0 -1-invariant.
A curve ξ = (ξ1, · · · , ξn) : R → Rn is called Eγ0-1-invariant if ξ(t + 1)T =
Eγ0ξ(t)
T for all t ∈ R. Here ξ(t)T denotes the transpose of the matrix ξ(t) as usual.
Let Xγ0 be the Banach space of all Eγ0 -1-invariant C
1 curves from R to Rn according
to the usual C1-norm. Denote by Hγ0 the completion of Xγ0 with respect to the norm
‖ · ‖1,2 induced by the inner product
〈ξ, η〉1,2 =
∫ 1
0
[(ξ(t), η(t))Rn + (ξ˙(t), η˙(t))Rn ]dt. (5.22)
Since
∑n
j=1 ξj(t + 1)ej(t + 1) =
∑n
j=1 ξj(t)ej(t) for all t ∈ R, we obtain a Hilbert
space isomorphism
Iγ0 : (Hγ0 , 〈·, ·〉1,2)→ (Tγ0ΛM, 〈·, ·〉1), ξ 7→ Iγ0(ξ) =
n∑
j=1
ξjej .
With the exponential map exp of g we define the Ck map
φγ0 : R×Bn2ρ(0)→M, (t, x) 7→ expγ0(t)
(
n∑
i=1
xiei(t)
)
for some small open ball Bn2ρ(0) ⊂ Rn. Then φγ0(t+ 1, x) = φγ0(t, (Eγ0xT )T ) and
dφγ0(t+ 1, x)[(1, v)] = dφγ0(t, (Eγ0x
T )T )[(1, (Eγ0v
T )T )]
for (t, x) ∈ R×Bn2ρ(0). This yields a Ck−3 coordinate chart around γ0 on ΛM ,
Φγ0 : B2ρ(Hγ0) := {ξ ∈ Hγ0 | ‖ξ‖1,2 < 2ρ} → ΛM
given by Φγ0(ξ)(t) = φγ0(t, ξ(t)) for ξ ∈ B2ρ(Hγ0). Note that dΦγ0(0) = Iγ0 .
Let us compute the expression of L∗ in this chart. Define
L∗γ0(t, x, v) = L
∗
(
φγ0(t, x), dφγ0(t, x)[(1, v)]
)
. (5.23)
Then for any t ∈ R we have L∗γ0(t, 0, 0) ≡ c,
L∗γ0(t+ 1, x, v) = L
∗
(
φγ0(t+ 1, x), dφγ0(t+ 1, x)[(1, v)]
)
= L∗
(
φγ0(t, (Eγ0x
T )T ), dφγ0(t, (Eγ0x
T )T )[(1, (Eγ0v
T )T )]
)
= L∗γ0(t, (Eγ0x
T )T , (Eγ0v
T )T ) and
∂xL
∗
γ0(t+ 1, x, v) = ∂xL
∗
γ0(t, (Eγ0x
T )T , (Eγ0v
T )T )Eγ0 ,
∂vL
∗
γ0(t+ 1, x, v) = ∂vL
∗
γ0(t, (Eγ0x
T )T , (Eγ0v
T )T )Eγ0 .
It follows from these that
L∗γ0(t+ 1, ξ(t+ 1), ξ˙(t+ 1)) = L
∗
γ0(t, (Eγ0ξ(t+ 1)
T )T , (Eγ0 ξ˙(t+ 1)
T )T )
= L∗γ0(t, ξ(t), ξ˙(t)) ∀t ∈ R, (5.24)
∂xL
∗
γ0(t+ 1, ξ(t+ 1), ξ˙(t+ 1)) = ∂xL
∗
γ0(t, ξ(t), ξ˙(t))Eγ0 ∀t ∈ R, (5.25)
∂vL
∗
γ0(t+ 1, ξ(t+ 1), ξ˙(t+ 1)) = ∂vL
∗
γ0(t, ξ(t), ξ˙(t))Eγ0 ∀t ∈ R (5.26)
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for any ξ ∈ B2ρ(Hγ0) since ξ(t + 1)T = Eγ0ξ(t)T and ξ˙(t + 1)T = Eγ0 ξ˙(t)T . Define
the action functional L∗γ0 : B2ρ(Hγ0)→ R by
L∗γ0(ξ) =
∫ 1
0
L∗γ0(t, ξ(t), ξ˙(t))dt.
Then L∗γ0 = L∗ ◦Φγ0 on B2ρ(Hγ0). We claim that it is C2−0. Since the gradient ∇L∗γ0
of L∗γ0 at ξ ∈ B2ρ(Hγ0) is given by (B.34), we derive
d
dt
∇L∗γ0(ξ)(t) =
et
2
∫ ∞
t
e−s
(
∂xL
∗
γ0
(
s, ξ(s), ξ˙(s)
)−Rξ(s)) ds
− e
−t
2
∫ t
−∞
es
(
∂xL
∗
γ0
(
s, ξ(s), ξ˙(s)
)−Rξ(s)) ds
+ ∂vL
∗
γ0
(
t, ξ(t), ξ˙(t)
) − (∫ 1
0
∂vL
∗
γ0
(
s, ξ(s), ξ˙(s)
)
ds
)
×
×
[
d
dt
(
⊕l≤p sin θl
2− 2 cos θl


0 −1
1 0

−
1
2
I2p
)
⊕ diag(a˙p+1(t), · · · , a˙σ(t))
]
(5.27)
provided 2 = ord(Sp) > ord(Sp+1) for some p ∈ {0, · · · , σ}, where Rξ is given by
(B.35). Let A∗γ0 be the restriction of the gradient ∇L∗γ0 to B2ρ(Hγ0) ∩ Xγ0 . Then
A∗γ0(B2ρ(Hγ0)∩Xγ0) ⊂ Xγ0 . As in the proof of [35, Lemma 3.2] it follows from (B.34),
(B.35) and (5.27) that A∗γ0 is C
1 as a map from the open subset B2ρ(Hγ0) ∩Xγ0 of
Xγ0 to Xγ0 (and hence the restriction L∗Xγ0 of L∗γ0 to B2ρ(Hγ0)∩Xγ0 is C2). Moreover
d2L∗Xγ0 (ζ)[ξ, η] =
∫ 1
0
(
∂vvL
∗
γ0
(
t, ζ(t), ζ˙(t)
)[
ξ˙(t), η˙(t)
]
+∂qvL
∗
γ0
(
t, γ(t), γ˙(t)
)[
ξ(t), η˙(t)
]
+∂vqL
∗
γ0
(
t, ζ(t), ζ˙(t)
)[
ξ˙(t), η(t)
]
+∂qqL
∗
γ0
(
t, ζ(t), ζ˙(t)
)[
ξ(t), η(t)
])
dt
for any ζ ∈ B2ρ(Hγ0)∩Xγ0 and ξ, η ∈ Xγ0 , it is easily checked that the corresponding
properties to (i) and (ii) below Lemma 4.2 hold for L∗Xγ0 , that is,
(i) for any ζ ∈ B2ρ(Hγ0) ∩Xγ0 there exists a constant C(ζ) such that∣∣d2L∗Xγ0 (ζ)[ξ, η]∣∣ ≤ C(ζ)‖ξ‖1,2 · ‖η‖1,2 ∀ξ, η ∈ Xγ0 ;
(ii) ∀ε > 0, ∃ δ0 > 0, such that for all ζ1, ζ2 ∈ B2ρ(Hγ0)∩Xγ0 with ‖ζ1− ζ2‖C1 < δ0,∣∣d2L∗Xγ0 (ζ1)[ξ, η] − d2L∗Xγ0 (ζ2)[ξ, η]∣∣ ≤ ε‖ξ‖1,2 · ‖η‖1,2 ∀ξ, η ∈ Xγ0 .
It follows that there exists a continuous map B∗γ0 : B2ρ(Hγ0) ∩Xγ0 → Ls(Hγ0) with
respect to the induced topology on B2ρ(Hγ0) ∩Xγ0 by Xγ0 , such that
〈dA∗γ0(ζ)[ξ], η〉1,2 = d2L∗Xγ0 (ζ)[ξ, η] = 〈B∗γ0(ζ)ξ, η〉1,2 ∀ξ, η ∈ Xγ0 .
By these and similar arguments to those of [35] we may obtain
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Claim 5.6 Around the critical point 0 ∈ Hγ0 , (Hγ0 ,Xγ0 ,L∗γ0 ,A∗γ0 ,B∗γ0) satisfies the
conditions of Theorem A.1 except that the critical point 0 is not isolated.
Observe that L∗γ0 has an one-dimensional critical manifold S := Φ−1γ0
(O∩Im(Φγ0)),
and that Tγ0O = γ˙0R ⊂ W 1,2(γ∗0TM). Since dΦγ0(0) = Iγ0 is an isomorphism there
exists a unique ζ0 ∈ Hγ0 satisfying Iγ0(ζ0) = γ˙0, that is, for any t ∈ R,
γ˙0(t) =
d
ds
∣∣∣
s=0
Φγ0(sζ0)(t) =
d
ds
∣∣∣
s=0
expγ0(t)
(
n∑
k=1
sζ0k(t)ek(t)
)
=
n∑
k=1
ζ0k(t)ek(t).
Hence g(γ˙0(t), ej(t)) = ζ0j(t) for any t ∈ R and j = 1, · · · , n. Clearly, T0S = ζ0R.
The normal space of S at 0 ∈ S is the orthogonal complementary of ζ0R in the Hilbert
space Hγ0 , denoted by Hγ0,0. Note that ζ0 ∈ Xγ0 actually. Let Xγ0,0 := Hγ0,0 ∩Xγ0 .
Denote by L∗γ0,0 the restriction of L∗γ0 to B2ρ(Hγ0,0). Then for ξ ∈ B2ρ(Hγ0,0) we
have
∇L∗γ0,0(ξ) = ∇L∗γ0(ξ)−
〈∇L∗γ0(ξ), ζ0〉1,2
‖ζ0‖21,2
ζ0.
It follows that the restriction of ∇L∗γ0,0 to B2ρ(Hγ0,0) ∩Xγ0,0, denoted by A∗γ0,0, is a
C1-map into Xγ0,0 (with respect to the C
1-topology on B2ρ(Hγ0,0) ∩Xγ0,0), and
A∗γ0,0(ξ) = A
∗
γ0(ξ)−
〈A∗γ0(ξ), ζ0〉1,2
‖ζ0‖21,2
ζ0 ∀ξ ∈ B2ρ(Hγ0,0) ∩Xγ0,0. (5.28)
Let L∗Xγ0,0 be the restriction of L∗Xγ0 to B2ρ(Hγ0,0)∩Xγ0,0, and for ξ ∈ B2ρ(Hγ0,0)∩Xγ0,0
let B∗γ0,0(ξ) be the extension of the continuous symmetric bilinear form d
2(L∗Xγ0,0)(ξ)
on Hγ0,0 . Then
B∗γ0,0(ξ)η = B
∗
γ0(ξ)η −
〈B∗γ0(ξ)η, ζ0〉1,2
‖ζ0‖21,2
ζ0 ∀η ∈ Hγ0,0.
Clearly, B∗γ0,0 : B2ρ(Hγ0,0) ∩Xγ0,0 → Ls(Hγ0,0) is continuous with respect to the C1-
topology on B2ρ(Hγ0,0) ∩Xγ0,0, and for any ξ ∈ B2ρ(Hγ0,0) ∩Xγ0,0 and ζ, η ∈ Xγ0,0,
〈dA∗γ0,0(ξ)[ζ], η〉1,2 = d2(L∗Xγ0,0)(ξ)[ζ, η] = 〈B∗γ0,0(ξ)ζ, η〉1,2.
By Claim 5.6 and Theorem A.3 we arrive at
Claim 5.7 (Hγ0,0,Xγ0,0,L∗γ0,0,A∗γ0,0,B∗γ0,0) satisfies the conditions of Theorem A.1
around the critical point 0 ∈ Hγ0,0.
Remark 5.8 From the arguments above Claim 5.6 one easily sees that the condi-
tions of Theorem A.5 are satisfied for (Hγ0 ,Xγ0 ,L∗γ0 ,A∗γ0 ,B∗γ0) around the critical
point 0. By Theorem A.7 (Hγ0,0,Xγ0,0,L∗γ0,0,A∗γ0,0,B∗γ0,0) satisfies the conditions of
Theorem A.5 around the critical point 0 too.
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Let ̥γ0 be the restriction of the map ̥ in (1.13) to NO(ε)γ0 . Let δ = min{ε, 2ρ}.
For ξ ∈ Bδ(Hγ0), by the arguments above (5.23) we get
Φγ0(ξ)(t) = φγ0(t, ξ(t)) = expγ0(t)
(
n∑
i=1
ξi(t)ei(t)
)
= expγ0(t) (Iγ0(ξ)(t)) = expγ0(t) ((dΦγ0(0)[ξ])(t))
= ̥γ0(dΦγ0(0)[ξ])(t). (5.29)
That is, ̥γ0 ◦ dΦγ0(0) = Φγ0 on Bδ(Hγ0). Recall that L∗γ0 = L∗ ◦ Φγ0 on B2ρ(Hγ0)
and F∗γ0 = L∗ ◦ ̥γ0 by the definition below (1.14). From these and (5.29) we derive
F∗γ0 ◦ dΦγ0(0) = L∗ ◦̥γ0 ◦ dΦγ0(0) = L∗ ◦Φγ0 = L∗γ0 on Bδ(Hγ0), and hence
F∗γ0 ◦ dΦγ0(0) = L∗γ0,0 on Bδ(Hγ0,0). (5.30)
Since Iγ0 = dΦγ0(0) restricts to a Hilbert space isomorphism Iγ0,0 from Hγ0,0 to
NOγ0 and a Banach space isomorphism IXγ0,0 from Xγ0,0 to XNOγ0 , (5.30) leads to
A∗γ0 = I
X
γ0,0 ◦ A∗γ0,0 ◦ (IXγ0,0)−1 (5.31)
and B∗γ0(ξ) = Iγ0,0 ◦ B∗γ0,0
(
(IXγ0,0)
−1ξ
) ◦ (Iγ0,0)−1 for ξ ∈ Bδ(Hγ0,0) ∩ Xγ0,0. By
Claim 5.7 and Theorem A.4, (NOγ0 ,XNOγ0 ,F∗γ0 , A∗γ0 , B∗γ0) satisfies the conditions
of Theorem A.1 (and hence Theorem A.5) around the critical point 0 ≡ 0γ0 . Propo-
sition 5.1 is proved. ✷
Remark 5.9 With Eσ := diag(σ, 1, · · · , 1) ∈ Rn×n, where σ = σ(γ0) = 1 if γ∗0TM →
S1 is trivial, and −1 otherwise, it was claimed in [38, §5.3] that by parallel transport
we may obtain a unit orthogonal parallel frame field along γ0, R ∋ t 7→ γ∗0TM, t 7→
(e1(t), · · · , en(t)), satisfying (e1(t + 1), · · · , en(t + 1)) = (e1(t), · · · , en(t))Eσ ∀t ∈ R.
This is not true in general. In fact, one can only get a unit orthogonal frame field
which may not be parallel. So the inner product in (5.22) must be replaced by
〈ξ, η〉1,2,∗ =
∫ 1
0
[(ξ(t), η(t))Rn + (ξ˙(t), η˙(t))Rn ]dt+
n∑
i,j=1
∫ 1
0
g(∇γ˙0ei,∇γ˙0ej)ξiηjdt
so that the map Iγ0 below (5.22) is a Hilbert space isomorphism from (Hγ0 , 〈·, ·〉1,2,∗)
to (Tγ0ΛM, 〈·, ·〉1). We prefer the above method to this correction.
6 Proofs of Theorems 1.9, 1.10
6.1 Proof of Theorem 1.9
Clearly, Theorem 1.9 is equivalent to the following theorem.
Theorem 6.1 With c = L|O there exist S1-invariant neighborhoods Ui of ϕi(O),
i = 1,m, ϕm(U1) ⊂ Um, such that ϕm induces isomorphisms
(ϕm)∗ : H∗
(Lc ∩ U1,Lc ∩ (U1 \ {O});K)→
H∗
(Lm2c ∩ Um,Lm2c ∩ (Um \ {ϕm(O)});K).
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Write UXi = Ui ∩ X , i = 1,m, as open subsets of X = C1(S1,M). Then it is
Theorem 1.5(v) that shows the inclusions(
(L|X )c ∩ UX1 , (L|X )c ∩ UX1 \ O
) →֒ (Lc ∩ U1,Lc ∩ U \ O) and(
(L|X )m2c ∩ UXm , (L|X )m2c ∩ UXm \ ϕm(O)
) →֒ (Lm2c ∩ Um,Lm2c ∩ Um \ ϕm(O)),
induce isomorphisms among their homology groups. Moreover these two inclusions
commute with ϕm. Hence Theorem 6.1 is equivalent to
Claim 6.2 ϕm induces isomorphisms
(ϕm)∗ : H∗
(
(L|X )c ∩ UX1 , (L|X )c ∩ UX1 \ O;K
)→
H∗
(
(L|X )m2c ∩ UXm , (L|X )m2c ∩ UXm \ ϕm(O);K
)
.
We shall use the splitting lemma Theorem 1.6 around O for L|X to prove it.
As in the case of Riemannian geometry in [26], we need to introduce the equivalent
Riemannian-Hilbert structure on TΛM :
(ξ, η)m = m
2
∫ 1
0
〈ξ(t), η(t)〉dt +
∫ 1
0
〈∇gγ˙ξ(t),∇gγ˙η(t)〉dt. (6.1)
Denote by ‖ · ‖m the norm of it. Then the m-th iteration map ϕm : (ΛM, 〈·, ·〉1) →
(ΛM, (·, ·)m) is an isometry up to the factor m2, and satisfies
ϕm(O) = S1 · xm, L ◦ ϕm = m2L,
ϕm([ms] · α) = [s] · ϕm(α) ∀([s], α) ∈ S1 × ΛM.
}
(6.2)
Clearly, it induces a bundle embedding ϕ˜m : TΛM → TΛM given by
(x, v) 7→ (xm, vm), vm(t) = v(mt) for t ∈ S1. (6.3)
Denote by Nˆϕm(O) the normal bundle of ϕm(O) with respect to the metric (6.1). Its
fiber Nˆϕm(O)xm at xm is the orthogonal complementary of x˙mR in (TxmΛM, (·, ·)m).
(By shrinking ε > 0 if necessary) the functional
Fˆ : Nˆϕm(O)(
√
mε)→ R, (y, v) 7→ L ◦ EXP(y, v) (6.4)
is well-defined, S1-invariant, of class C2−0, and satisfies the (PS) condition. Consider
the Banach vector subbundle of Tϕm(O)X , XNˆϕm(O) := Tϕm(O)X ∩ Nˆϕm(O), and
denote by FˆX the restriction of Fˆ on the open subset Nˆϕm(O)(
√
mε)∩XNˆϕm(O) of
XNˆϕm(O). Unlike in the case of Riemannian geometry we need to prove a splitting
theorem for FˆX around ϕm(O) corresponding to Theorem 1.6 though the ideas are
same. To this end, for r > 0 let
Nˆϕm(O)(r) = {(y, v) ∈ Nˆϕm(O) | ‖v‖m < r},
XNˆϕm(O)(r) = {(y, v) ∈ XNˆϕm(O) | ‖v‖C1 < r},
and denote by Nˆϕm(O)(r)y and XNˆϕm(O)(r)y their fibers at y ∈ ϕm(O), respec-
tively. Let Fˆy and FˆXy denote the restrictions of the functionals Fˆ and FˆX to
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Nˆϕm(O)(
√
mε)y and Nˆϕm(O)(
√
mε)y ∩XNˆϕm(O)y, respectively. Denote by ∇ˆFˆy
the gradient of Fˆy with respect to the inner product given by (6.1) on Nˆϕm(O)y, and
by Aˆy be the restriction of ∇ˆFˆy to Nˆϕm(O)(
√
mε)y ∩XNˆϕm(O)y. It is clear that
Aˆs·y(s · v) = s · Aˆy(v) ∀s ∈ S1, (y, v) ∈ Nˆϕm(O)(
√
mε) ∩XNˆϕm(O). (6.5)
Claim 6.3 FˆXy satisfies the conditions of Theorem A.5 on XNˆϕm(O)(δ)y if δ ∈
(0, ε) is small enough.
We postpone its proof to the end of this subsection. In particular, it means: (i)
the map Aˆy is C
1-smooth from XNˆϕm(O)(δ)y to XNˆϕm(O)y (and so FˆXy is C2 in
XNˆϕm(O)(δ)y); (ii) the symmetric bilinear form d2FˆXy (0) has a continuous extension
Bˆy on Nˆϕm(O)y; (iii) H−(Bˆy) +H0(Bˆy) ⊂ XNˆϕm(O)y is of finite dimension and
there exist an orthogonal decomposition
Nˆϕm(O)y = H−(Bˆy)⊕ˆH0(Bˆy)⊕ˆH+(Bˆy) (6.6)
with respect to the metric in (6.1) and an induced Banach space direct sum decom-
position XNˆϕm(O)y = H−(Bˆy)+˙H0(Bˆy)+˙(H+(Bˆy) ∩XNˆϕm(O)y).
For y = xm, since both dimH−(By) and dimH
−(Bˆy) (resp. dimH
0(By) + 1 and
dimH0(Bˆy)+1) are equal to the Morse index (resp. nullity) of the symmetric bilinear
form d2(L ◦ EXP|TyX )(0y), we obtain m−(ϕm(O)) = dimH−(By) = dimH−(Bˆy) and
m0(ϕm(O)) = dimH0(By) = dimH0(Bˆy). Let Pˆ⋆y be the orthogonal projections from
Nˆϕm(O)y onto H⋆(Bˆy) in (6.6), ⋆ = +, 0,−. Since dimH0(Bˆy) is finite we may
shrink ǫ ∈ (0, ε) in (1.19) so small that
H0(Bˆ)(
√
mǫ)y := H
0(Bˆy) ∩ Nˆϕm(O)(
√
mǫ)y ⊂ XNˆϕm(O)(δ)y
and use the implicit function theorem to get a unique C1 map
hˆy : H
0(Bˆ)(
√
mǫ)y → H−(Bˆy)+˙(H+(Bˆy) ∩XNˆϕm(O)y) (6.7)
satisfying hˆy(0) = 0, dhˆy(0) = 0 and
(Pˆ+y + Pˆ
−
y ) ◦ Aˆy
(
v + hˆy(v)
)
= 0 ∀v ∈ H0(Bˆ)(√mǫ)y. (6.8)
By (6.5) the map hˆy is also S
1
y -equivariant. Define the functional
Lˆ◦△y : H0(Bˆ)(
√
mǫ)y ∋ v → L ◦ EXPy
(
v + hˆy(v)
) ∈ R. (6.9)
It is C2 and has the isolated critical point 0. As in the proof of Theorem 1.6 we may
derive from these and Theorem A.5:
Proposition 6.4 By shrinking the above ǫ > 0 (if necessary) there exist an S1-
invariant open neighborhood V̂ of the zero section of XNˆϕm(O), an S1-equivariant
fiber-preserving, C1 map hˆ given by (6.7) and (6.8), and an S1-equivariant fiber-
preserving homeomorphism Ψ̂ : XNˆϕm(O)(
√
mǫ)→ V̂ such that
FˆX ◦ Ψ̂(xm, v) = 1
2
Bˆxm(Pˆ
+
xmv, Pˆ
+
xmv)− ‖Pˆ−xmv‖2m + Lˆ◦△xm(Pˆ0xmv)
for all (xm, v) ∈ XNˆϕm(O)(
√
mǫ).
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Let βˆxm(v) =
1
2Bˆxm(Pˆ
+
xmv, Pˆ
+
xmv)−‖Pˆ−xmv‖2m and αˆxm(v) = Lˆ◦△xm(Pˆ0xmv). Then
FˆXxm ◦ Ψ̂xm(v) = βˆxm(v) + αˆxm(v) ∀v ∈ XNˆϕm(O)(
√
mǫ)xm , (6.10)
FXx ◦Ψx(v) =
1
2
Bx(P
+
x v,P
+
x v)− ‖P−x v‖21 + L◦△x(P0xv)
≡ βx(v) + αx(v) ∀v ∈ XNO(ǫ)x (6.11)
by Theorem 1.6. Note that ϕ˜m(NO(r)x) ⊂ Nˆϕm(O)(
√
mr)xm and ϕ˜m(XNO(r)x) ⊂
XNˆϕm(O)(r)xm for any x ∈ O and r > 0. Clearly, (6.2)-(6.4) imply
Fˆxm(ϕ˜m(v)) = m2Fx(v) ∀(x, v) ∈ NO(ε). (6.12)
We conclude
∇ˆFˆxm(ϕ˜m(v)) = ϕ˜m(∇Fx(v)) ∀(x, v) ∈ NO(ε). (6.13)
In fact, since (ϕ˜m(ξ), ϕ˜m(η))m = m
2〈ξ, η〉1 for any ξ, η ∈ NOx, by (6.12) we only need
to prove that ∇ˆFˆxm(ϕ˜m(v)) ∈ Im(ϕ˜m) for all v ∈ NO(ε)x. Consider the isometric
action on Nˆϕm(O)(
√
mε)xm of group Zm = {e2πip/m | p = 0, · · · ,m− 1} given by
(e2πip/m · u)(t) = u(t+ p
m
) ∀t ∈ R, p = 0, · · · ,m− 1.
Then ϕ˜m(NO(ε)x) is the fixed point set of the action. Moreover it is not hard to see
that the functional Fˆxm is invariant under this Zm-action. Hence
e2πip/m · ∇ˆFˆxm(ϕ˜m(v)) = ∇ˆFˆxm(ϕ˜m(v)), p = 0, · · · ,m− 1,
that is, ∇ˆFˆxm(ϕ˜m(v)) ∈ Im(ϕ˜m). (See [47, page 23].)
Clearly, e2πip/m·Aˆxm(ϕ˜m(v)) = Aˆxm(ϕ˜m(v)) ∀v ∈ NO(ε)x∩XNOx, p = 0, · · · ,m−
1. From these and the density of XNˆϕm(O)xm in Nˆϕm(O)xm we derive
(Bˆxme
2πip/m · u, e2πip/m · v)m = (Bˆxmu, v)m ∀u, v ∈ Nˆϕm(O)xm
and thus Bˆxme
2πip/m · u = e2πip/m · (Bˆxmu) ∀u ∈ Nˆϕm(O)xm , p = 0, 1, · · · ,m. The
latter equalities imply Bˆxm(ϕ˜m(NOx)) ⊂ ϕ˜m(NOx). Moreover, (6.13) implies
Aˆxm(ϕ˜m(v)) = ϕ˜m(Ax(v)) ∀(x, v) ∈ NO(ε) ∩XNO. (6.14)
It easily follows from this that
(Bˆxmϕ˜m(v), ϕ˜m(u))m = m
2〈Bxv, u〉1 ∀u, v ∈ NOx.
Using this and Bˆxm(ϕ˜m(NOx)) ⊂ ϕ˜m(NOx) we can obtain
Bˆxm ◦ ϕ˜m = ϕ˜m ◦Bx ∀x ∈ O, (6.15)
which implies that ϕ˜m(H
⋆(Bx)) ⊂ H⋆(Bˆxm), ⋆ = −, 0,+, i.e., ϕ˜m preserves the
decompositions in (1.16) and (6.6). For v ∈ H0(B)(ǫ)x we have Ax(v + hx(v)) ∈
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H0(Bx) by (1.20), and soH
0(Bˆxm) ∋ ϕ˜m (Ax(v + hx(v))) = Aˆxm(ϕ˜m(v)+ ϕ˜m(hx(v)))
by (6.14) after shrinking ǫ > 0 so that u+hx(u) ∈ XNO(δ)x ∀u ∈ H0(B)(ǫ)x. Hence
(Pˆ−xm + Pˆ
+
xm)Aˆxm(ϕ˜m(v) + ϕ˜m(hx(v))) = 0 ∀v ∈ H0(B)(ǫ)x.
By the implicit function theorem this and (6.8) imply that
hˆxm(ϕ˜m(v)) = ϕ˜m (hx(v)) ∀v ∈ H0(B)(ǫ)x. (6.16)
It follows from this and (6.9)-(6.12) that for all v ∈ H0(B)(ǫ)x,
Lˆ◦△xm(vm) = Fˆxm
(
vm + hˆxm(v
m)
)
= Fˆxm
(
vm + ϕ˜m(hx(v))
)
= m2Fx
(
v + hx(v)
)
= m2L◦△x(v). (6.17)
This and (6.15)-(6.16) lead to
αˆxm(ϕ˜m(v)) = m
2αx(v) ∀v ∈H0(B)(ǫ)x, (6.18)
βˆxm(ϕ˜m(v)) = m
2βx(v) ∀v ∈ (P+x +P−x )(NOx). (6.19)
Carefully checking the proof of Theorem 2.5 in [28] it follows from (6.12)-(6.15) that
Ψ̂xm(ϕ˜m(v)) = ϕ˜m (Ψx(v)) ∀v ∈ XNO(ǫ)x. (6.20)
Here Ψ̂xm and Ψx are as in (6.11) and (6.10).
Take 0 < ǫ1 ≪ ǫ such that
Rx := H
0(B)(ǫ1)x+˙H
−(B)(ǫ1)x+˙(H
+(B)x ∩XNO(ǫ1)x) ⊂ XNO(ǫ)x
(which implies ϕ˜m(Rx) ⊂ XNˆO(ǫ)xm and
ϕ˜m(H
+(B)x ∩XNO(ǫ1)x) ⊂ H+(Bˆ)xm ∩XNˆϕ˜m(O)(ǫ1)xm ), and
Rˆxm := ϕ˜m(H
0(B)(ǫ1)x)+˙ϕ˜m(H
−(B)(ǫ1)x)+˙(H
+(Bˆ)xm ∩XNˆϕ˜m(O)(ǫ1)xm)
⊂ XNˆϕ˜m(O)(
√
mǫ)xm .
Set R = S1 · Rx and Rˆ = S1 · Rˆxm . Let V and V̂ be as in Theorem 1.6 and
Proposition 6.4, respectively. By (6.20) we have the commutative diagrams
R
Ψ−−−−→ Ψ(R) ⊂ V
ϕ˜m
y yϕ˜m
Rˆ
Ψ̂−−−−→ Ψ̂(Rˆ) ⊂ V̂
and thus
H∗
(
(FX ◦ Ψ)c ∩R, (F
X ◦ Ψ)c ∩ (R \ O);K
) Ψ∗
−−−−−−→ H∗
(
FXc ∩ Ψ(R),F
X
c ∩ (Ψ(R) \ O);K
)
(ϕ˜m)∗
y y(ϕ˜m)∗
H∗
(
(FˆX ◦ Ψ̂)
m2c
∩ Rˆ, (FˆX ◦ Ψ̂)
m2c
∩ (Rˆ \ ϕm(O));K
) (Ψ̂)∗
−−−−−−→ H∗
(
FˆX
m2c
∩ Ψ̂(Rˆ), FˆX
m2c
∩ (Ψ̂(Rˆ) \ ϕm(O));K
)
.
It is the assumptions m−(O) = m−(ϕm(O)) and m0(O) = m0(ϕm(O)) that imply
Rˆ is an open neighborhood of ϕm(O) in XNˆϕm(O)(
√
mǫ). Take V1 = Ψ(R) and
Vˆm = Ψ̂(Rˆ) and note that FX ◦ Ψ = β + α, FˆX ◦ Ψ̂ = βˆ + αˆ by (6.10) and (6.11),
and that Ψ∗ and Ψ̂∗ are isomorphisms. We deduce
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Proposition 6.5 ϕ˜m induces isomorphisms
(ϕ˜m)∗ : H∗
(FXc ∩ V1,FXc ∩ V1 \ O;K)→
H∗
(FˆXm2c ∩ Vˆm, FˆXm2c ∩ Vˆm \ ϕm(O);K). (6.21)
if and only if ϕ˜m induces isomorphisms
H∗
(
(β + α)c ∩R, (β + α)c ∩ (R \ O);K
)→
H∗
(
(βˆ + αˆ)m2c ∩ Rˆ, (βˆ + αˆ)m2c ∩ (Rˆ \ ϕm(O));K
)
. (6.22)
Since the deformation retracts
H0(B)+˙H−(B)+˙
(
H+(B) ∩XNO) × [0, 1]→ H0(B)⊕H−(B)+˙(H+(B) ∩XNO)
(x, v0 + v− + v+) 7→ (x, v0 + v− + tv+),
H0(Bˆ)+˙H−(Bˆ)+˙
(
H+(Bˆ) ∩XNˆϕm(O)
)× [0, 1]
→ H0(Bˆ)+˙H−(Bˆ)+˙(H+(Bˆ) ∩XNˆϕm(O))
(x, v0 + v− + v+) 7→ (x, v0 + v− + tv+)
commute with ϕ˜m, (6.22) are isomorphisms if and only if ϕ˜m induces isomorphisms
from H∗
(
(β + α)c ∩✷, (β + α)c ∩ (✷ \ O);K
)
to
H∗
(
(βˆ + αˆ)m2c ∩ ϕ˜m(✷), (βˆ + αˆ)m2c ∩ (ϕ˜m(✷) \ ϕm(O));K
)
,
where ✷ = H0(B)(ǫ1) ⊕H−(B)(ǫ1). The latter is clear since ϕ˜m : ✷ → ϕ˜m(✷) is a
linear diffeomorphism and (βˆ+αˆ)(ϕ˜m(ξ)) = m
2(β+α)(ξ) ∀ξ ∈ ✷ by (6.18) and (6.19).
It is not hard to see that Claim 6.2 is equivalent to that (6.21) are isomorphisms.
Hence the proof of Theorem 6.1 is completed once Claim 6.3 is proved. ✷
Proof of Claim 6.3. Corresponding to the maps Fˆy, FˆXy , Aˆy and Bˆy between (6.4)
and (6.6) we have maps Fˆ∗y , Fˆ∗Xy , Aˆ∗y and Bˆ∗y if L = F 2 is replaced by the L∗. Let
Bˆ∗x be defined by d
2Fˆ∗Xy (ζ)[ξ, η] =
(
Bˆ∗y(ζ)ξ, η
)
m
. Then Bˆ∗x(0) = Bˆy. As in (5.1)-
(5.2) it holds that Aˆ∗y(v) = Aˆy(v) ∀(y, v) ∈ XNˆϕm(O)(
√
mε)y (by shrinking ε > 0 if
necessary). In particular, this implies Bˆ∗y = Bˆy ∀y ∈ ϕm(O), and hence H⋆(Bˆ∗) =
H⋆(Bˆ), ⋆ = +, 0,−. It suffices to prove the corresponding conclusions for Fˆ∗Xy on
XNˆϕm(O)(δ)y with y = γm0 for δ > 0 small enough. The proof is almost as same as
that of Proposition 5.1. We only outline it. Following the notations in Section 5.3
we may obtain a Eγ0m-1-invariant unit orthogonal parallel frame field along γ
m
0 ,
(eˆ1(t), · · · , eˆn(t)) := (e1(mt), · · · , en(mt)), that is, it satisfies (eˆ1(t + 1), · · · , eˆn(t +
1)) = (eˆ1(t), · · · , eˆn(t))Eγm0 ∀t ∈ R. (It is easily checked that Eγm0 = (Eγ0)m). A curve
ξ = (ξ1, · · · , ξn) : R→ Rn is called Eγm0 -1-invariant if ξ(t+ 1)T = Eγm0 ξ(t)T ∀t ∈ R.
Let Xγm0 be the Banach space of all Eγm0 -1-invariant C
1 curves from R to Rn according
to the usual C1-norm. Let Hˆγm0 be the Hilbert space of all Eγm0 -1-invariant W
1,2
loc
curves from R to Rn with inner product
〈ξ, η〉1,2,m =
∫ 1
0
[m2(ξ(t), η(t))Rn + (ξ˙(t), η˙(t))Rn ]dt. (6.23)
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It contains Xγm0 as a dense subset. Write ‖ · ‖1,2,m the induced norm on Hˆγm0 . There
exists a Hilbert space isomorphism Iγm0 : (Hˆγm0 , 〈·, ·〉1,2,m) → (Tγm0 ΛM, (·, ·)m) given
by Iγm0 (ξ) =
∑n
j=1 ξj eˆj . Under the isomorphisms Iγ0 below (5.22) and Iγm0 the
iteration ϕ˜m : Tγ0ΛM → Tγm0 ΛM in (6.3) corresponds to the map
ϕ˜mγ0 : Hγ0 → Hˆγm0 (6.24)
given by ϕ˜mγ0(ξ)(t) = ξ
m(t) = ξ(mt) ∀t ∈ R. So ϕ˜m ◦ Iγm0 = ϕ˜mγ0 ◦ Iγ0 . With the
exponential map exp of g we define the Ck map
φγm0 : R×Bn2ρ(0)→M, (t, u) 7→ expγm0 (t)
(
n∑
i=1
uieˆi(t)
)
for some small open ball Bn2ρ(0) ⊂ Rn. It satisfies
φγm0 (t, z) = φγ0(mt, z), dφγm0 (t, z)[(1, u)] = dφγ0(mt, z)[(m,u)],
φγm0 (t+ 1, z) = φγm0 (t, (Eγm0 z
T )T ) and
dφγm0 (t+ 1, z)[(1, u)] = dφγm0 (t, (Eγm0 z
T )T )[(1, (Eγm0 u
T )T )]
for (t, z, u) ∈ R × Bn2ρ(0) × Rn (by shrinking ρ > 0 if necessary), where φγ0 is as in
Section 5.3. This yields a Ck−3 coordinate chart around γm0 on ΛM ,
Φγm0 : B2ρ(Hˆγm0 ) := {ξ ∈ Hγm0 | ‖ξ‖1,2,m < 2ρ} → ΛM
given by Φγm0 (ξ)(t) = φγm0 (t, ξ(t)) for ξ ∈ B2ρ(Hˆγm0 ). Clearly dΦγm0 (0) = Iγm0 . Define
L∗γm0 (t, z, u) = L
∗
(
φγm0 (t, z), dφγm0 (t, z)[(1, u)]
) ∀(t, z, u) ∈ R×Bn2ρ(0)× Rn.
Then L∗γm0
(t, 0, 0) ≡ m2c ∀t ∈ R and as in (5.24)-(5.26) we have
L∗γm0 (t+ 1, ξ(t+ 1), ξ˙(t+ 1)) = L
∗
γm0
(t, ξ(t), ξ˙(t)) ∀t ∈ R,
∂xL
∗
γm0
(t+ 1, ξ(t+ 1), ξ˙(t+ 1)) = ∂xL
∗
γm0
(t, ξ(t), ξ˙(t))Eγm0 ∀t ∈ R,
∂vL
∗
γm0
(t+ 1, ξ(t+ 1), ξ˙(t+ 1)) = ∂vL
∗
γm0
(t, ξ(t), ξ˙(t))Eγm0 ∀t ∈ R
for any ξ ∈ B2ρ(Hˆγm0 ) since ξ(t+ 1)T = Eγm0 ξ(t)T and ξ˙(t+ 1)T = Eγm0 ξ˙(t)T . Define
the action functional L∗γm0 : B2ρ(Hˆγm0 )→ R by
L∗γm0 (ξ) =
∫ 1
0
L∗γm0 (t, ξ(t), ξ˙(t))dt.
Then L∗γm0 = L
∗◦Φγm0 on B2ρ(Hˆγm0 ). As in Section 5.3 using (B.15)-(B.16) and (B.30)-
(B.33) we may prove that it is C2−0 and that the restriction Aˆ∗γm0
of the gradient of
L∗γm0 on Hˆγm0 to B2ρ(Hˆγm0 )∩Xγm0 is a C
1 map from the open subset B2ρ(Hˆγm0 )∩Xγm0
of Xγm0 to Xγm0 (and hence the restriction of L∗γm0 to B2ρ(Hˆγm0 ) ∩ Xγm0 , denoted by
54
L∗Xγm0 , is C
2). Since
d2L∗Xγm0 (ζ)[ξ, η] =
∫ 1
0
(
∂vvL
∗
γm0
(
t, ζ(t), ζ˙(t)
)[
ξ˙(t), η˙(t)
]
+∂qvL
∗
γm0
(
t, ζ(t), ζ˙(t)
)[
ξ(t), η˙(t)
]
+∂vqL
∗
γm0
(
t, ζ(t), ζ˙(t)
)[
ξ˙(t), η(t)
]
+∂qqL
∗
γm0
(
t, ζ(t), ζ˙(t)
)[
ξ(t), η(t)
])
dt
for any ζ ∈ B2ρ(Hˆγm0 ) ∩ Xγm0 and ξ, η ∈ Xγm0 , it is easily checked that the corre-
sponding properties to (i) and (ii) below Lemma 4.2 hold for L∗Xγm0 , and so there exists
a continuous map Bˆ∗γm0
: B2ρ(Hˆγm0 ) ∩ Xγm0 → Ls(Hˆγm0 ) with respect to the induced
topology on B2ρ(Hˆγm0 ) ∩Xγm0 by Xγm0 , such that
〈dAˆ∗γm0 (ζ)[ξ], η〉1,2,m = d
2L∗Xγm0 (ζ)[ξ, η] = 〈Bˆ
∗
γm0
(ζ)ξ, η〉1,2,m ∀ξ, η ∈ Xγm0 .
From these we may obtain the following similar result to Claim 5.6: Around the crit-
ical point 0 ∈ Hˆγm0 , (Hˆγm0 ,Xγm0 ,L∗γm0 , Aˆ
∗
γm0
, Bˆ∗γm0
) satisfy the conditions of Theorem A.1
except that the critical point 0 is not isolated. Suitably changing the arguments be-
low Claim 5.6 we may prove that (Nˆϕm(O)y,XNˆϕm(O)y, Fˆ∗y , Aˆ∗y, Bˆ∗y) with y = γm0
satisfies the conditions of Theorem A.1 around the critical point 0 = 0y, which im-
plies that the conditions of Theorem A.5 are satisfied for Fˆ∗Xy (and hence FˆXy ) on
XNˆϕm(O)(δ)y . ✷
6.2 Proof of Theorem 1.10
When O is replaced by ϕm(O), for y ∈ ϕm(O) let Ay, By, hy,P+y ,P−y ,L◦△y be the
corresponding maps with those in (1.15)-(1.21). Write x = γ0 in the following. Then
for all q ∈ {0} ∪N we have
dimCq(L|Nx , x;K) = dimCq(L◦△x, 0;K),
dimCq(L|Nx , x;K)S
1
x = dimCq(L◦△x, 0;K)S
1
x
dimCq(L|Nxm , xm;K) = dimCq(L◦△xm, 0;K),
dimCq(L|Nxm , xm;K)S
1
xm = dimCq(L◦△xm, 0;K)S
1
xm .
So the proofs of (1.24) and (1.25) are reduced to prove that for any q ∈ {0} ∪N,
dimCq(L◦△x, 0;K) = dimCq(L◦△xm, 0;K), (6.25)
dimCq(L◦△x, 0;K)S
1
x = dimCq(L◦△xm , 0;K)S
1
x . (6.26)
Claim 6.6 dimC∗(L◦△x, 0;K) = dimC∗(Lˆ◦△xm, 0;K) for Lˆ◦△xm in (6.9).
Proof. Since m0(O) = m0(ϕm(O)), ϕ˜m restricts to a linear homeomorphism ϕ˜xm :
H0(B)x → H0(Bˆ)xm. By (6.16) it also restricts to homeomorphism
(L◦△x)c ∩H0(B)(ǫ/
√
m)x → (Lˆ◦△xm)m2c ∩H0(Bˆ)(ǫ)xm , (6.27)
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which induces isomorphisms
H∗
(
(L◦△x)c ∩H0(B)(ǫ/
√
m)x, (L◦△x)c ∩H0(B)(ǫ/
√
m)x \ {0};K
)
→ H∗
(
(Lˆ◦△xm)m2c ∩H0(Bˆ)(ǫ)xm , (Lˆ◦△xm)m2c ∩H0(Bˆ)(ǫ)xm \ {0};K
)
.
Claim 6.7 dimC∗(L◦△x, 0;K)S
1
x = dimC∗(Lˆ◦△xm, 0;K)S
1
xm .
Proof. Recall that S1 = R/Z = {[s] | [s] = s + Z, s ∈ R}. Since S1x is a finite cyclic
subgroup of S1, we may assume S1x = {[j/l] | j = 0, · · · , l − 1} for some l ∈ N. Then
S1xm = {[ jml ] | j = 0, · · · ,ml − 1}. Clearly, ϕ˜xm([1/l] · ξ) = [ 1ml ] · ϕ˜xm(ξ). Observe that
hx (resp. hˆxm) is S
1
x (resp. S
1
xm) equivariant. From (6.16) and (6.17) we derive that
the homeomorphism in (6.27) induces a homeomorphism
(L◦△x)c ∩H0(B)(ǫ/
√
m)x/S
1
x → (Lˆ◦△xm)m2c ∩H0(Bˆ)(ǫ)xm/S1xm
and therefore isomorphisms
H∗
(
(L◦△x)c ∩H0(B)(ǫ/
√
m)x/S
1
x,
(
(L◦△x)c ∩H0(B)(ǫ/
√
m)x \ {0}
)
/S1x;K
)
→ H∗
(
(Lˆ◦△xm)m2c ∩H0(Bˆ)(ǫ)xm/S1xm ,
(
(Lˆ◦△xm)m2c ∩H0(Bˆ)(ǫ)xm \ {0}
)
/S1xm ;K
)
.
As in the arguments below (5.13), this may induce isomorphisms
H∗((L◦△x)c ∩H0(B)(ǫ/
√
m)x, (L◦△x)c ∩H0(B)(ǫ/
√
m)x \ {0};K)S1x
→ H∗((Lˆ◦△xm)m2c ∩H0(Bˆ)(ǫ)xm , (Lˆ◦△xm)m2c ∩H0(Bˆ)(ǫ)xm \ {0};K)S
1
xm
if the characteristic of K is zero or prime up to orders of S1γ0 and S
1
γm0
. ✷
By Claims 6.6, 6.7 for proofs of (6.25) and (6.26) it suffices to show
dimC∗(Lˆ◦△xm , 0;K) = dimC∗(L◦△xm, 0;K), (6.28)
dimC∗(Lˆ◦△xm , 0;K)S
1
xm = dimC∗(L◦△xm , 0;K)S
1
xm (6.29)
if the characteristic of K is zero or prime up to orders of S1γ0 and S
1
γm0
.
Proof of of (6.28). By Claim 6.3 and Proposition 5.1 FˆXxm (resp. FXxm) satisfies
Theorem A.5 around 0 on XNˆϕ˜m(O)(δ)xm (resp. Nϕ˜m(O)(δ)xm), respectively. Let
m− = m−(O) = m−(ϕm(O)). Applying Corollary A.6 to FXxm and FˆXxm gives
Cq−m−(L◦△xm , 0;K) = Cq(FXxm , 0;K) and Cq−m−(Lˆ◦△xm , 0;K) = Cq(FˆXxm , 0;K)
for all q ∈ N ∪ {0}. So it suffices to prove that
C∗(FXxm , 0;K) = C∗(FˆXxm , 0;K). (6.30)
Since C∗(FXxm , 0;K) = C∗(L|S, xm;K) and C∗(FˆXxm , 0;K) = C∗(L|Sˆ, xm;K), where
S = EXPxm
(
XN(ϕm(O))(δ)xm
)
and Sˆ = EXPxm
(
XNˆ (ϕm(O))(δ)xm
)
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are two at least Ck−3-smooth submanifolds of codimension one in X and both are
transversely intersecting at xm with S1 · xm = ϕm(O), we only need to prove that
C∗(L|S, xm;K) = C∗(L|Sˆ, xm;K). (6.31)
Note that the S1-action on X is C1. We get a C1 map
T : S1 × S→ X , ([s], x) 7→ [s] · x.
Since S is transversal to ϕm(O) at xm, the differential dT([0], xm) is an isomorphism.
So there exists a neighborhood N (xm) of xm in S and 0 < r ≪ 1/2 such that T
is a diffeomorphism from {[s] | s ∈ (−r, r)} × N (xm) onto a neighborhood of xm in
X . Because Sˆ is transversal to ϕm(O) at xm as well T−1(Sˆ) is a submanifold in
{[s] | s ∈ (−r, r)}×N (xm) which is transversal to {[s] | s ∈ (−r, r)}×{xm}. It follows
that there exists a C1-map S : N (xm)→ {[s] | s ∈ (−r, r)} such that the graph Gr(S)
is a neighborhood of xm ≡ ([0], xm) in T−1(Sˆ) by shrinking {[s] | s ∈ (−r, r)}×N (xm)
if necessary. This implies that the composition
Θ : N (xm) ∋ x 7→ (S(x), x) ∈ Gr(S) T−→ X
is a C1 diffeomorphism from N (xm) onto a neighborhoodW(xm) of xm in Sˆ. Clearly,
Θ(xm) = xm and L|
Sˆ
(Θ(x)) = L([S(x)] · x) = L(x) = L|S(x) for any x ∈ N (xm).
Hence Θ induces an isomorphism from C∗(L|S, xm;K) to C∗(L|Sˆ, xm;K). This proves
(6.31).
Proof of of (6.29). Let d = m2c. Recall that S1xm = {[ jml ] | j = 0, · · · ,ml −
1} for some l ∈ N. It is easily checked that S1xm acts on XNϕ˜m(O)(δ)xm (resp.
XNˆϕ˜m(O)(δ)xm) and therefore on S (resp. Sˆ). We shrink the above r > 0 so
that r < 14ml . Take a S
1
xm-invariant open neighborhood N (xm)∗ of xm in S such
that N (xm)∗ ⊂ N (xm). Given a p ∈ N (xm)∗, by the construction of Θ we have
Θ(p) = [S(p)] · p and
Θ([
1
ml
] · p) = [S([ 1
ml
] · p)] · ([ 1
ml
] · p) = [S([ 1
ml
] · p) + 1
ml
] · p
= [S([
1
ml
] · p)−S(p) + 1
ml
] ·Θ(p).
Note that S([ 1ml ] · p) and −S(p) belong to (−r, r), and that 0 < r < 14ml . We
deduce that S([ 1ml ] · p) − S(p) + 1ml sits in (− 1ml , 2ml ). Moreover, it is also one of
the numbers jml , j = 0, 1, · · · ,ml − 1. Hence S([ 1ml ] · p) − S(p) + 1ml = 1ml or 0. If
p 6= xm the second case cannot occur because Θ is a diffeomorphism. This shows
that Θ([ 1ml ] · p) = [ 1ml ] · Θ(p) for any p ∈ N (xm)∗. Namely, Θ is an equivariant
diffeomorphism from N (xm)∗ to some S1xm-invariant open neighborhood of xm in Sˆ.
It follows that there exist S1xm-invariant open neighborhoods of x
m in S and Sˆ, U and
Uˆ , such that
H∗
(
(L|S)d ∩ U/S1xm ; (L|Sˆ)d ∩ (U \ {xm})/S1xm ;K
)
= H∗
(
(L|
Sˆ
)d ∩ Uˆ/S1xm ; (L|Sˆ)d ∩ (Uˆ \ {xm})/S1xm ;K
)
.
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This implies that there exist S1xm-invariant open neighborhoods V and Vˆ of 0 in
XNϕ˜m(O)(δ)xm and XNˆϕ˜m(O)(δ)xm respectively, such that
H∗
(
(FXxm)d ∩ V/S1xm ; (FXxm)d ∩ (V \ {xm})/S1xm ;K
)
= H∗
(
(FˆXxm)d ∩ Vˆ /S1xm ; (FˆXxm)d ∩ (Vˆ \ {xm})/S1xm ;K
)
. (6.32)
For the field K of characteristic zero or prime up to order of S1γm0
, as in the proof of
the equality above (5.14) using Theorem A.5 (for FXxm and FˆXxm) we can deduce that
Hq
(
(FXxm)d ∩ V/S1xm ; (FXxm)d ∩ (V \ {xm})/S1xm ;K
)
(6.33)
=
(
Hm−(H
−(B)xm,H
−(B)xm \ {0};K) ⊗ Cq−m−(L◦△xm , 0;K)
)S1xm
,
H∗
(
(FˆXxm)d ∩ Vˆ /S1xm; (FˆXxm)d ∩ (Vˆ \ {xm})/S1xm ;K
)
(6.34)
=
(
Hm−(H
−(Bˆ)xm ,H
−(Bˆ)xm \ {0};K) ⊗ Cq−m−(Lˆ◦△xm , 0;K)
)S1xm
for each q = 0, 1, · · · . Consider the following homotopy of equivalent Riemannian-
Hilbert structures on TΛM from 〈·, ·〉1 to (·, ·)m,
[0, 1] ∋ τ 7→ 〈〈·, ·〉〉τ = (1− τ)〈·, ·〉1 + τ(·, ·)m, (6.35)
Let B(τ) ∈ L(TxmΛM) be determined by d2(L ◦ EXPxm)(0)[ξ, η] = 〈〈B(τ)ξ, η〉〉τ . It
is Fredholm and self-adjoint with respect to the inner product 〈〈·, ·〉〉τ . Observe that
dimH−(B(τ)) does not depend on τ ∈ [0, 1] and that H−(B(0)) = H−(B)xm and
H−(B(1)) = H−(Bˆ)xm . Moreover, each H
−(B(τ)) is S1xm-invariant. It is easy to find
continuous paths ei : [0, 1] → TxmΛM , i = 1, · · · ,m−, such that e1(τ), · · · , em−(τ)
form a basis in H−(B(τ)) for each τ ∈ [0, 1]. Let [s] ∈ S1xm be a generator. Then the
determinant of the transformation matrix from e1(τ), · · · , em−(τ) to [s]·e1(τ), · · · , [s]·
em−(τ) is a nonzero continuous function of τ ∈ [0, 1]. Hence a generator of the S1xm-
action on H−(B)xm reverses orientation if and only if its action on H
−(Bˆ)xm reverses
orientation. This and (6.32)-(6.34) imply (6.29). ✷
Remark 6.8 There is another possible method to prove (6.28) and (6.29). Let
Nϕm(O)τ denote the normal bundle of ϕm(O) with respect to the metric 〈〈·, ·〉〉τ
in (6.35). Note that there exists a natural bundle isomorphism Iτ : Nϕm(O) →
Nϕm(O)τ whose restriction Iτxm on fiber Nϕm(O)xm at xm is given by
ξ − 〈ξ, x˙
m〉1
〈x˙m, x˙m〉1 x˙
m → ξ − 〈〈ξ, x˙
m〉〉τ
〈〈x˙m, x˙m〉〉τ x˙
m
for any ξ ∈ TxmΛM . Clearly, Iτxm is only a Banach space isomorphism fromNϕm(O)xm
onto Nϕm(O)τxm . For a small ǫ > 0 we have a smooth homotopy from Fxm to
Fˆxm ◦ (I1xm|Nϕm(O)(ǫ)xm ), L ◦ EXPxm ◦ (Iτxm |Nϕm(O)(ǫ)xm ) with 0 ≤ τ ≤ 1. Theo-
rem 3.3 implies C∗(Fxm , 0;K) = C∗(Fˆxm ◦ (I1xm|Nϕm(O)(ǫ)xm ), 0;K) = C∗(Fˆxm , 0;K).
This and a corresponding conclusion with (1.8) yield (6.30). A similar argument with
the stability of critical groups for continuous functionals on metric spaces can give
(6.29) as in section 7.
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7 Computations of S1-critical groups
Let Γ be a subgroup of S1 and let A ⊂ ΛM be a Γ-invariant subset. We denote by
A/Γ the quotient space of A with respect to the action of Γ. Rademacher [48, §6.1]
defined S1-critical group of γ0 by
C∗(L, γ0;K) = H∗
(
(Λ(γ0) ∪ S1 · γ0)/S1,Λ(γ0)/S1;K
)
,
which is important in studies of closed geodesics. It was proved in [3, (3.10)] that the
groups C∗(L, γ0;K) and C∗(L, γ0;K) := H∗ (Λ(γ0) ∪ {γ0},Λ(γ0);K) have relations
C∗(L, γ0;K) = C∗(L, γ0;K)S
1
γ0 . (7.1)
Let us outline a proof of it with our previous methods. For simplicity we write γ0 as
γ. Define a family of inner products on TγΛM by
〈ξ, η〉τ =
∫ 1
0
〈ξ(t), η(t)〉dt + τ
∫ 1
0
〈∇gγ˙ξ(t),∇gγ˙η(t)〉dt, τ ∈ [0, 1].
For a small ǫ > 0 let Ω2ǫ = {ξ ∈ B2ǫ(TγΛM) | 〈γ˙, ξ〉0 = 0}. By Lemma 2.2.8 of [29]
the set Γ02ǫ := EXP(Ω2ǫ) = {expγ(ξ) | ξ ∈ Ω2ǫ} is a slice of the S1-action on ΛM .
This means:(i) s · Γ02ǫ = Γ02ǫ ∀s ∈ S1γ , (ii) if (s · Γ02ǫ) ∩ Γ02ǫ 6= ∅ for s ∈ S1 then
s ∈ S1γ , (iii) ∃ 0 < ν ≪ 1 such that
H : (−ν, ν)× Γ02ǫ ∋ (s, x) 7→ s · x ∈ ΛM (7.2)
is a homeomorphism onto an open neighborhood of γ in ΛM . The latter implies that
Γ02ǫ/S
1
γ ∋ S1γ · x → S1 · x ∈ ΛM/S1 is a homeomorphism onto (S1 · Γ02ǫ)/S1 which
is an open neighborhood of the equivalence class of γ in ΛM/S1. Hence
C∗(L, γ;K) = H∗
(
(Λ(γ) ∩ Γ02ǫ ∪ {γ})/S1γ ,Λ(γ) ∩ Γ02ǫ/S1γ ;K
)
= H∗
(Lc ∩ Γ0ǫ/S1γ ,Lc ∩ Γ0ǫ \ {γ}/S1γ ;K), (7.3)
where Γ0ǫ = EXP(Ωǫ) is the closure of Γ0ǫ. Since Γ0ǫ/S
1
γ is a complete metric space,
using the stability of critical groups of isolated critical point for continuous functionals
on metric spaces in [21, Th.5.2] or [19, Th.1.5] we may prove that
H∗
(Lc ∩ Γ0ǫ/S1γ ,Lc ∩ Γ0ǫ \ {γ}/S1γ ;K)
= H∗
(
(L∗)c ∩ Γ0ǫ/S1γ , (L∗)c ∩ Γ0ǫ \ {γ}/S1γ ;K
)
, (7.4)
see [39] for details. Let 2ǫ be less than ε in (1.12). Using the chart in (1.12) we write
E∗ := L∗ ◦ EXP. Then E∗|Ωǫ = L∗|Γ0ǫ ◦ EXP|Ωǫ and
H∗
(
(L∗)c ∩ Γ0ǫ/S1γ , (L∗)c ∩ Γ0ǫ \ {γ}/S1γ ;K
)
= H∗
(
(E∗|Ωǫ)c/S1γ , (E∗|Ωǫ)c \ {γ}/S1γ ;K
)
. (7.5)
Note that γ is at least C2 in our case. Denote by 〈γ˙〉⊥τ the orthogonal complementary
of γ˙R with respect to the inner product 〈·, ·〉τ . Then 〈γ˙〉⊥1 = NOγ and
〈γ˙〉⊥0 = {ξ ∈ TγΛM | 〈γ˙, ξ〉0 = 0} and hence Ω2ǫ = B2ǫ(TγΛM) ∩ 〈γ˙〉⊥0 .
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For each τ ∈ [0, 1] there exists an obvious S1γ-equivariant linear diffeomorphism
hτ : 〈γ˙〉⊥0 → 〈γ˙〉⊥τ , ξ 7→ ξ − 〈ξ, γ˙〉τ γ˙.
And |hτ (ξ)|21 ≤ (1 + |γ˙|21)2|ξ|21 ∀ξ ∈ 〈γ˙〉⊥0 . So we can take 0 < ρ ≪ ǫ such that
hτ (ξ) ∈ B2ǫ(TγΛM) for all ξ ∈ B2ρ(TγΛM). Let Ωτ2ǫ = B2ǫ(TγΛM) ∩ 〈γ˙〉⊥τ and
consider the pullback h∗τ (E∗|Ωτ2ǫ) for τ ∈ [0, 1]. They are well-defined on Ω2ρ = Ω02ρ
and have an isolated critical point γ. As above using the stability of critical groups
for continuous functionals on metric spaces in [21, Th.5.2] or [19, Th.1.5] we derive
H∗
(
(E∗|Ωǫ)c/S1γ , (E∗|Ωǫ)c \ {γ}/S1γ ;K
)
= H∗
(
(h∗0E∗|Ωρ)c/S1γ , (h∗0E∗|Ωρ)c \ {γ}/S1γ ;K
)
= H∗
(
(h∗1E∗|Ωρ)c/S1γ , (h∗1E∗|Ωρ)c \ {γ}/S1γ ;K
)
= H∗
(
(E∗|NO(ǫ)γ )c/S1γ , (E∗|NO(ǫ)γ )c \ {γ}/S1γ ;K
)
= H∗
(F∗c /S1γ ,F∗c \ {γ}/S1γ ;K), (7.6)
where the excision property of relative homology groups are used in the first, second
and fourth equality and we may require that ǫ is less than ε in (3.17). By (7.3)-(7.6)
we get
C∗(L, γ;K) = H∗
(
(Λ(γ) ∩ Γ02ǫ ∪ {γ})/S1γ ,Λ(γ) ∩ Γ02ǫ/S1γ ;K
)
= H∗
(F∗c /S1γ ,F∗c \ {γ}/S1γ ;K).
As in the proofs (5.13) and (5.14) using this and Theorem 1.5(iii) we can derive
Proposition 7.1 If K is a field of characteristic 0 or prime up to order |S1γ | of S1γ ,
Cq(L, γ;K)
=
(
Hm−(O)(H
−(B)γ ,H
−(B)γ \ {0};K) ⊗Cq−m−(O)(L◦△γ , 0;K)
)S1γ
.
Let H denote the homeomorphism in (7.2). Then
Cq(L, γ;K) = Hq
(
Λ(γ) ∪ {γ},Λ(γ);K)
= Hq
(
Im(H) ∩ Λ(γ) ∪ {γ}, Im(H) ∩ Λ(γ);K)
= Hq
(
(−ν, ν)× (Γ02ǫ ∩ Λ(γ) ∪ {γ}), (−ν, ν) × (Γ02ǫ ∩ Λ(γ));K
)
= Hq
(
Γ02ǫ ∩ Λ(γ) ∪ {γ},Γ02ǫ ∩ Λ(γ);K
)
= Hq
(
Γ02ǫ ∩ Lc,Γ02ǫ ∩ Lc \ {γ};K
)
. (7.7)
As before using Theorem 3.3, the excision and Corollary A.6 we can prove
(7.7) = Hq
(Lc ∩ Γ0ǫ,Lc ∩ Γ0ǫ \ {γ};K)
= Hq
(L∗c ∩ Γ0ǫ,L∗c ∩ Γ0ǫ \ {γ};K)
= Hq
(
(E∗|Ωǫ)c, (E∗|Ωǫ)c \ {γ};K
)
= Hq
(
(E∗|NO(ǫ)γ )c, (E∗|NO(ǫ)γ )c \ {γ};K
)
= Hq
(F∗c ,F∗c \ {γ};K)
= Hm−(O)(H
−(B)γ ,H
−(B)γ \ {0};K) ⊗ Cq−m−(O)(L◦△γ , 0;K).
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Hence we arrive at
Cq(L, γ;K)
= Hm−(O)(H
−(B)γ ,H
−(B)γ \ {0};K) ⊗ Cq−m−(O)(L◦△γ , 0;K).
Then (7.1) follows from this and Proposition 7.1.
8 Proof of Theorem 1.11
Though as done in [38] the proof can be completed following the arguments in Refs.
[2, 31, 32, 34, 35] we shall present a simplified proof in the sense that complicated
quantitative estimates about Bangert homotopies in the original methods of [2, 31]
can be removed with more “soft” topological arguments. The same methods can be
used to simplify the arguments in [34, 35].
Firstly, the key Lemmas 1,2 in [26] also hold true for closed geodesics on (M,F )
(cf. [48, §4.2, §7.1]), that is,
Lemma 8.1 For a closed geodesic γ on (M,F ) one has:
(a) Either m−(γk) = 0 for all k or there exist numbers a > 0, b > 0 such that
m−(γk+l)−m−(γk) ≥ la− b for all k, l;
(b) There are positive integers k1, · · · , ks and sequence nji ∈ N, i > 0, j = 1, · · · , s,
such that the numbers njikj are mutually distinct, nj1 = 1, {njikj} = N, and
m0(γnjikj) = m0(γkj ).
For every integer q ≥ 0 let △q be the standard q-simplex, i.e., △q = 〈e0, · · · , eq〉,
where e0 = 0 and e1, · · · , eq is the standard basis of Rq. Our methods depend on the
following generalization of [2, Lemma 1]. (Actually the second part of it is exactly
the content of [2, Lemma 1].)
Lemma 8.2 Let (X,A) be a pair of topological spaces and α =
∑ℓ
i=0 niγ0i a singular
relative integral p-cycle of (X,A). Let Γ0(α) denote the set of singular simplices of
α together with all their faces. Suppose to every γ0 ∈ Γ0, γ0 : △q → X, 0 ≤ q ≤ p,
there is assigned a homotopy P (γ0) : △q × [0, 1]→ X such that
(i) P (γ0)(z, 0) = γ0(z) for z ∈ △q,
(ii) P (γ0)(z, t) = γ0(z) if γ0(△q) ⊂ A with q = p− 1,
(iii) P (γ0) ◦ (eiq × id) = P (γ0 ◦ eiq) for 0 ≤ i ≤ q.
Then the homology classes [α] and [α¯] are same in Hp(X,A;Z), where α¯ =
∑ℓ
i=0 niγ¯0i
with γ¯0i = P (γ0i)1 = P (γ0i)(·, 1). In particular, [α] = 0 provided that the above
assigned homotopy every P (γ0) is also required to satisfy
(ii’) P (γ0)(z, t) = γ0(z) if γ0(△q) ⊂ A (including the above (ii)),
(iv) P (γ0)(△q × {1}) ⊂ A.
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Proof. Note that the cycles α and α¯ can be considered (continuous) maps from
a p-dimensional finite oriented simplicial complex K with boundary to X such that
α(∂K) ⊂ A, α¯(∂K) ⊂ A and that α∗ and α¯∗ map the fundamental class [K,∂K] ∈
Hp(K,∂K;Z) to [α] ∈ Hp(X,A;Z) and [α¯] ∈ Hp(X,A;Z) respectively. Moreover, all
homotopies P (γ0), γ0 ∈ Γ0(α), give a homotopy between α : (K,∂K) → (X,A) and
α¯ : (K,∂K)→ (X,A) relative to ∂K. Hence α∗[K,∂K] = α¯∗[K,∂K] in Hp(X,A;Z).
✷
For k ∈ N∪{0} recall that a pair (X,A) consisting of a topological space X and a
subspace A is said to k-connected if π0(A)→ π0(X) is surjective and πj(X,A, a) = 0
for j ∈ {1, · · · , k} and each a ∈ A, in particular the 0-connectedness of the pair (X,A)
is equivalent to the condition that every point of X is joined by a path to some point
of A (cf. for example [23, p. 143]). Let Cl(△q) be the closure complex of △q, i.e.,
the standard simplicial complex consisting of all faces of △q, and let Cl(△q)k be the
p-skeleton of the complex Cl(△q) (and so Cl(△q)k = Cl(△q) for k ≥ q). We need the
following standard result in Eilenberg and Blakers homology groups. The reader is
referred to one of Refs. [23, Th.9.5.1], [50, Chap.7, §4, Th.8] and [53, Chap.4, Th.5.1]
for the proof.
Lemma 8.3 Suppose that a pair (X,A) of topological spaces is k-connected. Then
every simplex γ0 : △q → X, (0 ≤ q ≤ k or q > k), can be assigned a homotopy
P (γ0) : △q × [0, 1]→ X such that
(i) P (γ0)0 = γ0, i.e., P (γ0)(z, 0) = γ0(z) ∀z ∈ ∆q,
(ii) γ0(△q) ⊂ A =⇒ P (γ0)t = γ0 ∀t ∈ [0, 1], i.e., P (γ0)(z, t) = γ0(z) ∀(z, t) ∈
∆q × [0, 1],
(iii) P (γ0)
(
Cl(△q)k × {1}
) ⊂ A,
(iv) P (γ0) ◦ (eiq × id) = P (γ0 ◦ eiq) for 0 ≤ i ≤ q, where eiq is the i-th face of △q.
Actually, we may use the proof method of this lemma to prove:
Lemma 8.4 For a pair (X,A) of topological spaces, a simplex γ0 : △p → X, p > 0,
and an integer 0 ≤ k < p, suppose that each q-simplex γ0 ∈ Cl(△p)k has been
assigned a homotopy P (γ0) : △q× [0, 1]→ X satisfying the conditions (i)-(ii), (iv) in
Lemma 8.3 and P (γ0)
(△q × {1}) ⊂ A. Then each r-simplex γ0 ∈ Cl(△p) \ Cl(△p)k
may be assigned a homotopy P (γ0) : △r × [0, 1]→ X such that
(i) P (γ0)0 = γ0,
(ii) γ0(△r) ⊂ A =⇒ P (γ0)t = γ0 ∀t ∈ [0, 1],
(iii) P (γ0)
(
Cl(△r)k × {1}
) ⊂ A,
(iv) P (γ0) ◦ (eir × id) = P (γ0 ◦ eir) for 0 ≤ i ≤ r, where eir is the i-th face of △r.
Proof. Let γ0 ∈ Cl(△p)\Cl(△p)k be an arbitrary (k+1)-simplex. If γ0(△k+1) ⊂ A
we define P (γ0) : △k+1×[0, 1]→ X by P (γ0)(z, t) = γ0(z) for all (z, t) ∈ △k+1×[0, 1].
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If γ0(△k+1) 6⊂ A, the homotopies P (γ0 ◦ eik+1), 0 ≤ i ≤ k + 1, induce a continuous
map f : ∂△k+1× [0, 1]→ X such that f ◦ (eik+1× id) = P (γ0 ◦ eik+1). Since ∂△k+1 ⊂
△k+1 is a cofibration, there exists a retraction r : △k+1 × [0, 1] → (△k+1 × {0}) ∪
(∂△k+1 × [0, 1]). By the homotopy extension property we obtain a continuous map
P (γ0) : △k+1 × [0, 1] → X such that P (γ0)(·, 0) = γ0(·) and P (γ0)(z, t) = f(z, t) for
all (z, t) ∈ ∂△k+1×[0, 1]. Clearly, P (γ0) satisfies (i)-(ii) and (iv). For µ ∈ Cl(△k+1)k,
since µ ⊂ ∂△k+1 we have µ ⊂ Im(eir+1) for some 0 ≤ i ≤ k + 1, and hence
P (γ0)(µ × {1}) = f(µ× {1}) = P (γ0 ◦ eik+1)(µ × {1}) ⊂ A
because (iii) holds for r = k. If k + 1 < p a simple induction argument leads to the
desired proof. ✷
Replacing [2, Th.1] we need the following analogue of it, whose corresponding
version in the content of the Lagrangian Conley conjecture was firstly proved by Y.
Long [31, Prop. 5.1] for the finite energy homology on M = T n, and then by the
author [34, Prop. 5.6] for the singular homology on closed manifolds.
Proposition 8.5 Let Λ = ΛM and L˚d = {γ ∈ Λ | L(γ) < d} for d > 0. Then for
a C1-smooth q-simplex η : (△q, ∂△q) → (ΛM, L˚d), there exists an integer m(η) > 0
such that for every integer m ≥ m(η), the q-simplex
ηm ≡ ϕm(η) : (△q, ∂△q)→ (ΛM, L˚m2d)
is homotopic to a singular q-simplex ηm : (△q, ∂△q) → (L˚m2d, L˚m2d) with ηm = ηm
on ∂△q and the homotopy fixes ηm|∂△q .
This can be proved by almost repeating the proof of [34, Prop.5.6]. We shall
outline its proof at the end of this section in order to show that the C1-smoothness
of η bring conveniences and simplifications.
Recall that Λ(γ) := {β ∈ Λ | L(β) < L(γ)} for γ ∈ Λ. Then Λ(γ) = L˚d if L(γ) = d.
Now we begin with proof of Theorem 1.11. By indirect arguments we make
Assumption F: There is only a finite number of distinct closed geodesics.
Then each critical orbit of L is isolated. Since 0 ≤ m0(S1 · γ) ≤ 2n − 1 for
each closed geodesic γ, from Theorem 1.7 it follows that Hq(Λ(γ)∪S1 · γ,Λ(γ);Q) =
Cq(L, S1 ·γ;Q) 6= 0 andm−(γ) = 0 imply q ∈ [0, 2n−1]. Moreover, by the assumption
there exist a closed geodesics γ¯ and an integer p¯ ≥ 2 such that m−(γ¯k) = 0 ∀k ∈ N
and Hp¯(Λ(γ¯) ∪ S1 · γ¯,Λ(γ¯);Q) 6= 0. Hence we can find an integer p ≥ p¯ and a closed
geodesic γ0 such that
m−(γk0 ) = 0 ∀k ∈ N, Hp(Λ(γ0) ∪ S1 · γ0,Λ(γ0);Q) 6= 0,
Hq(Λ(γ) ∪ S1 · γ,Λ(γ);Q) = 0 ∀q > p
for each closed geodesic γ with m−(γk) = 0 ∀k ∈ N.
 (8.1)
By Lemma 8.1(a) we can find A > 0 such that every closed geodesics γ with L(γ) >
A either satisfies m−(γ) > p + 1 or m−(γk) = 0 ∀k ∈ N. From this, (8.1) and
Theorem 1.7 it follows that
Hp+1(Λ(γ) ∪ S1 · γ,Λ(γ);Q) = 0 (8.2)
63
for every closed geodesic γ with L(γ) > A. We conclude
Hp+1(Λ,Λ(γ
m
0 ) ∪ S1 · γm0 ; Q) = 0 if L(γm0 ) > A. (8.3)
Otherwise, take a nonzero class B ∈ Hp+1(Λ,Λ(γm0 )∪S1 ·γm0 ; Q) and a singular cycle
representative Z of it in (Λ,Λ(γm0 ) ∪ S1 · γm0 ). Since the support of Z is compact
we can choose a large regular value b > L(γm0 ) = m2L(γ0) so that supp(Z) ⊂ L˚b.
Clearly, Z cannot be homologous to zero in (L˚b, Λ(γm0 ) ∪ S1 · γm0 ) (otherwise it is
homologous to zero in (Λ,Λ(γm0 )∪S1 ·γm0 ).) Hence Hp+1(L˚b,Λ(γm0 )∪S1 ·γm0 ; Q) 6= 0.
As showed in the proof of [2, Theorem 3], under Assumption F the standard Morse
theoretic arguments yield a closed geodesic γ′ such that b > L(γ′) ≥ L(γm0 ) > A and
Hp+1(Λ(γ
′) ∪ S1 · γ′, Λ(γ′);Q) 6= 0.
This contradicts to (8.2). (8.3) is proved.
Applying Lemma 8.1(b) to γ0 we get integers ki ≥ 2, i = 1, · · · , s, such that
m0(γ0) = m
0(γk0 ) ∀k ∈ N \ ∪si=1kiN. (8.4)
For m ∈ N let ιm : (Λ(γm0 ) ∪ S1 · γm0 , Λ(γm0 ))→ (Λ, Λ(γm0 )) denote the inclusion
map. As stated at the end of the proof of [2, Theorem 3], using (8.3) and the exact
sequence for the triple (Λ, Λ(γm0 ) ∪ S1 · γm0 , Λ(γm0 )),
→Hp+1(Λ(γm0 )∪S
1·γm0 ,Λ(γ
m
0 );Q)→Hp+1(Λ,Λ(γ
m
0 );Q)→Hp+1(Λ,Λ(γ
m
0 )∪S
1·γm0 ;Q)
→Hp(Λ(γm0 )∪S
1·γm0 ,Λ(γ
m
0 );Q)
ιm∗−→Hp(Λ,Λ(γm0 );Q)→Hp(Λ,Λ(γ
m
0 )∪S
1·γm0 ;Q)→
we obtain that for each integer m with L(γm0 ) > A, the induced homomorphism
ιm∗ : Hp(Λ(γ
m
0 ) ∪ S1 · γm0 , Λ(γm0 ); Q)→ Hp(Λ, Λ(γm0 ); Q)
is injective. This, (8.4) and Theorem 1.9 lead to the claim on page 385 of [2].
Claim 8.6 For any m ∈ N \ ∪si=1kiN with L(γm0 ) > A, the composition
Hp(Λ(γ0)∪S1 ·γ0,Λ(γ0);Q) ϕm∗−−→ Hp(Λ(γm0 )∪S1 ·γm0 ,Λ(γm0 );Q) ιm∗−−→ Hp(Λ,Λ(γm0 );Q)
is injective. Here ϕm∗ is the homomorphism induced by ϕm : (Λ(γ0)∪S1 ·γ0,Λ(γ0))→
(Λ,Λ(γm0 )) between their singular homology groups.
Hence as in the proof of [2, Theorem 3] we shall be able to complete the proof of
Theorem 1.11 provided that we may prove that the homomorphism ιm∗ ◦ ϕm∗ maps
some nonzero class C ∈ Hp(Λ(γ0) ∪ S1 · γ0,Λ(γ0);Q) to the zero in Hp(Λ,Λ(γm0 );Q)
for some m ∈ N \ ∪si=1kiN with L(γm0 ) > A. However, for such a nonzero class
C ∈ Hp(Λ(γ0) ∪ S1 · γ0,Λ(γ0);Q) it is impossible to find a C1-smooth relative cycle
representative. Fortunately, we have the following commutative diagram
(Λ(γ0) ∪ S1 · γ0,Λ(γ0))
ϕm

ι
// (Λ,Λ(γ0))
ϕm

(Λ(γm0 ) ∪ S1 · γm0 ,Λ(γm0 ))
ιm
// (Λ,Λ(γm0 ))
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where ι = ι1 is the inclusion. And the class ι∗(C) ∈ Hp(Λ,Λ(γ0);Q) has always a
smooth relative cycle representative ̺ in (Λ,Λ(γ0)) because (Λ,Λ(γ0)) is a pair of
smooth Hilbert manifolds, which can be realized by either finite-dimensional approx-
imations of Λ or the axioms for homology theories of Eilenberg and Steenrod as done
in [31].
Since γ0 is not a local minimum of the functional L, Λ(γ0) 6= ∅ and thus we
can choose a path connected neighborhood U of S1 · γ0 such that each point of U
can be connected to a point of U ∩ Λ(γ0) by a smooth path in U , that is, the pair
(U ,U ∩Λ(γ0)) is 0-connected. (Indeed, let O = S1 · γ0 and we may take U = N (O, ε)
as in (1.13). Then for x ∈ O, 0x ∈ NO(ε)x is not a local minimum of the functional
Fx below (1.14). The desired claim follows from this and the convexity of NO(ε)x
immediately.)
We can also require that the range (or carrier) of ̺ is contained in the given
neighborhood U of S1 · γ0. Denote by Γ0(̺) the set of all p-simplices of ̺ together
with all their faces contained in ̺, and by Γ0j(̺) = {µ ∈ Γ0(̺) | dimµ ≤ j} for
0 ≤ j ≤ p. (Recall p ≥ p¯ ≥ 2). Let K = {k1, · · · , ks}, and so N \ ∪si=1kiN = N \ NK.
Let m0 be the smallest integer such that L(γm0 ) > A.
According to the original methods in [2, 31], it is to prove: There exists an integer
m ∈ N\KN withm > m0 such that for every µ ∈ Γ0(̺) with µ : △r → Λ and 0 ≤ r ≤ p,
there exists a homotopy P (ϕm(µ)) : △r × [0, 1] → Λ such that the properties (i) to (iv)
in [2, Lemma 1] (i.e., the second part of Lemma 8.2) hold for (X,A) =
(
Λ,Λ(γm0 )
)
. (As
in [31, Prop. 5.2] this was completed in [38] using Proposition 8.5, [2, Lemma 1] and
[34, Lemma A.4]). It follows from the second part of Lemma 8.2 that ϕm∗(ι∗(C)) ∈
Hp(Λ,Λ(γ
m
0 );Q) vanishes. This contradicts to Claim 8.6, and therefore the proof of
Theorem 1.11 is completed.
These methods actually depend on more things than what Proposition 8.5 can
give. It is very trouble to check that Proposition 8.5 may apply to the homotopy
extension constructed in each induction step (because some quantitative estimates
about Bangert homotopies or its variants are needed). We shall bypass them. The
main novelty is to prove
Proposition 8.7 Let Γ0p(̺) = {γ01, · · · , γ0ℓ} and ̺ =
∑ℓ
i=1 aiγ0i, where ai ∈ Q,
i = 1, · · · , ℓ. Let k ∈ N such that kai ∈ Z, i = 1, · · · , ℓ. Then there exist positive
integers m1 < · · · < mp−1 (in the case p > 2) and cycles ̺j,mj ,k, j = 1, · · · , p − 1
such that each ̺j,mj ,k is smooth on each simplex of it, satisfies
∪ji=0 Γ0i(̺j,mj ,k) ⊂ Λ(γmj0 ) (8.5)
and also represents the class k(ϕmj )∗ ◦ ι∗(C) ∈ Hp(Λ,Λ(γmj0 );Q). Furthermore there
exists an integer M > 0 such that for every integer m > M and for every µ ∈
Γ0(̺p−1,mp−1,k) with µ : △r → Λ and 0 ≤ r ≤ p, there exists a homotopy P (ϕm(µ)) :
△r × [0, 1] → Λ such that the properties (i), (ii’) and (iii)-(iv) in Lemma 8.2 hold
for (X,A) =
(
Λ,Λ(γm0 )
)
. Consequently, ϕm∗(ι∗(C)) ∈ Hp(Λ,Λ(γm0 );Q) vanishes for
every integer m > M.
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Once this is proved. Take an integer m > M +m0 such that m ∈ N \KN. The
expected contradiction is obtained, and so the proof of Theorem 1.11 is completed.
It remains to prove Propositions 8.5, 8.7.
Proof of Proposition 8.7. Step 1. Find another cycle representative ˜̺k of the class
kι∗(C) ∈ Hp(Λ,Λ(γ0);Z) in (Λ,Λ(γ0)) such that Γ00(˜̺k) ⊂ Λ(γ0).
Because the carrier of ̺ is contained in the given neighborhood U , and the pair
(U ,U ∩ Λ(γ0)) is 0-connected, by Lemma 8.3 we may assign to every simplex γ0 ∈
Γ0q(k̺) with q ∈ {0, 1, · · · , p} a homotopy P (γ0) : △q × [0, 1]→ U such that
P (γ0)0 = γ0,
γ0(△q) ⊂ Λ(γ0) =⇒ P (γ0)t = γ0 ∀t ∈ [0, 1],
P (γ0) ◦ (eiq × id) = P (γ0 ◦ eiq) ∀0 ≤ i ≤ q.

It follows from Lemma 8.2 that ˜̺k :=
∑ℓ
i=1 kaiP (γ0i)1 is also a cycle representative
of the class kι∗(C) ∈ Hp(Λ,Λ(γ0);Z) in (Λ,Λ(γ0)) with the carrier in U , and
Γ00(˜̺k) ⊂ Λ(γ0) ∩ U . (8.6)
Step 2. There exists an integer M(˜̺k) > m0 such that for every integer m ≥M(˜̺k)
the class k(ϕm)∗ ◦ ι∗(C) ∈ Hp(Λ,Λ(γm0 );Z) has a cycle representative ˜̺1,m,k such that
∪1i=0Γ0i(˜̺1,m,k) ⊂ Λ(γm0 ).
For each µ ∈ Γ00(˜̺k) we define P (µ) : △0 × [0, 1]→ Λ by P (µ)(0, t) ≡ µ.
By Proposition 8.5 there exists an integer M(˜̺k) > m0 such that for every integer
m ≥ M(˜̺k) and every 1-simplex η ∈ Γ01(˜̺k), we have a homotopy P (ηm) : △1 ×
[0, 1]→ Λ from the 1-simplex ηm ≡ ϕm(η) : (△1, ∂△1)→
(
Λ,Λ(γm0 )
)
to a singular 1-
simplex ηm : (△1, ∂△1)→ (Λ(γm0 ),Λ(γm0 )) to satisfy P (ηm)t|∂△1 = ηm|∂△1 ∀t ∈ [0, 1].
By Lemma 8.4 we assign to every simplex γ0 ∈ Γ0q(˜̺k), 1 < q ≤ p, a homotopy
P (γ0
m) : △q × [0, 1]→ Λ such that
P (γ0)0 = γ0,
γ0(△q) ⊂ Λ(γm0 ) =⇒ P (γ0)t = γ0 ∀t ∈ [0, 1],
P (γ0) ◦ (eiq × id) = P (γ0 ◦ eiq) ∀0 ≤ i ≤ q.

It follows from (8.6), these and Lemma 8.2 that
˜̺1,m,k :=
ℓ∑
i=1
kaiP (ϕm(P (γ0i)1))
is a cycle representative of the class (ϕm)∗([˜̺k]) = k(ϕm)∗ ◦ ι∗(C) ∈ Hp(Λ,Λ(γm0 );Z),
and that
∪1i=0 Γ0i(˜̺1,m,k) ⊂ Λ(γm0 ). (8.7)
Unfortunately, the simplices of Γ01(˜̺1,m,k) are not necessarily smooth. These obstruct
direct applications of Proposition 8.5. It is next step that helps us to overcome this
difficulty.
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Step 3. For every integerm ≥M(˜̺k) the class k(ϕm)∗◦ι∗(C) ∈ Hp(Λ,Λ(γm0 );Z) has
a cycle representative ̺1,m,k that is smooth on each simplex, such that ∪1i=0Γ0i(̺1,m,k) ⊂
Λ(γm0 ).
As in the proof of Lemma 8.2 we consider the integral cycle k ˜̺1,m,k a (continuous)
map from a p-dimensional finite oriented simplicial complex K with boundary, which
may be assumed to be an Euclid complex in some RN , to Λ such that ˜̺1,m,k(∂K) ⊂
Λ(γm0 ). And so (˜̺1,m,k)∗ maps the fundamental class [K,∂K] ∈ Hp(K,∂K;Z) to
k(ϕm)∗ ◦ ι∗(C).
Now let us approximate ˜̺1,m,k by a map ̺1,m,k : K → Λ that is smooth on each
simplex. Because Λ(γm0 ) is open, by (8.7) we may require
∪1i=0Γ0i(̺1,m,k) ⊂ Λ(γm0 ).
Hence ̺1,m,k determines a new cycle representing the class k(ϕm)∗◦ι∗(C), also denoted
by ̺1,m,k.
Step 4. Fix an integer m1 ≥ M(˜̺k). If p > 2 we may continue to repeat the
above procedures and obtain integers mp−1 > mp−2 > · · · > m1 and cycles ̺j,mj ,k,
j = 2, · · · , p− 1, such that each ̺j,mj ,k is smooth on each simplex of it, satisfies (8.5)
and also represents the class k(ϕmj )∗ ◦ ι∗(C) ∈ Hp(Λ,Λ(γmj0 );Z).
Step 5. For the cycle ̺p−1,mp−1,k, by Proposition 8.5 we get an integerM(̺p−1,mp−1,k)
such that for every integerm ≥M(̺p−1,mp−1,k) and every p-simplex η ∈ Γ0p(̺p−1,mp−1,k),
we have a homotopy P (ηm) : △p × [0, 1]→ Λ from the p-simplex
ηm ≡ ϕm(η) : (△p, ∂△p)→ (Λ,Λ(γm0 ))
to a singular p-simplex ηm : (△p, ∂△p) →
(
Λ(γm0 ),Λ(γ
m
0 )
)
satisfying P (ηm)t|∂△p =
ηm|∂△p ∀t ∈ [0, 1]. By (8.5), for every r-simplex η ∈ ∪p−1i=0Γ0i(̺p−1,mp−1,k) and for
every integer m ≥M(̺p−1,mp−1,k), we define a homotopy P (ηm) : △r × [0, 1] → Λ by
P (ηm)(z, t) = ηm(z) ∀(z, t) ∈ △r × [0, 1]. These homotopies satisfy the second part
of Lemma 8.2 (i.e., [2, Lemma 1]) and hence
k(ϕm′)∗ ◦ ι∗(C) = k(ϕm)∗ ◦ (ϕmp−1)∗ ◦ ι∗(C) = k(ϕm)∗[̺p−1,mp−1,k] = 0
in Hp
(
Λ,Λ(γm
′
0 );Z
)
with m′ = m+mp−1. Define M := M(̺p−1,mp−1,k) +mp−1, the
desired conclusion holds for it. Proposition 8.7 is proved. ✷
Proof of Proposition 8.5. Since △q and ∂△q are compact,
K0(η) := max {L(η(x)) | x ∈ ∂△q} and K1(η) := max {L(η(x)) | x ∈ △q}
are always finite. Following [31], for t, s ∈ [0, 1] let e(t, s) = (t, · · · , t, s) ∈ Rq × [0, 1]
and thus the barycenter of △q × {s} ⊂ Rq × {s} is eˆ(s) := e(1/(q + 1), s). Set
△q(s) = e((1 − s)/(q + 1), s) + (s△q)× {0} ⊂ △q × {s}
for s ∈ [0, 1]. (Clearly, △q(1) = △q × {1} and △q(0) = eˆ(0).) Denote by L(s)
the straight line passing through e(0, s) and eˆ(s) successively in Rq × {s}, that is,
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L(s) = {e(t, s) | t ∈ R}. Then we have an orthogonal subspace decomposition Rq ×
{s} = Vq−1,s×L(s), and each w ∈ △q ×{s} may be uniquely written as w = (v, τ) ∈
Vq−1,s×L(s). For such a w = (v, τ) ∈ △q(s) denote by l(v, s) the intersection segment
of △q(s) with the straight line passing through w and parallel to L(s). Actually
l(v, s) = {(v, e(t, s)) | a(v, s) ≤ t ≤ b(v, s)}, where a(v, s) and b(v, s) depend piecewise
smoothly on (v, s).
For w = (v, τ) ∈ △q(s) define a v-parameterized curve
♯ηv : l(v, s)→ Λ, τ 7→ η(v, τ) for (v, τ) = w ∈ [Vq−1,s × L(s)] ∩△q(s).
It is C1, and the corresponding initial value curves ηiniv : l(v, s)→M is also C1 as the
evaluation Λ ∋ γ 7→ γ(0) ∈M is smooth. As in [31] using ηiniv we define ηm : △q → Λ
by ηm(w) = (
♯ηv)m(t), where (v, t) is the unique Vq−1,1 × L(1) decomposition of
(w, 1) ∈ △q(1) = △q ×{1}. It is continuous. Writing (w, s) ∈ △q × [0, 1] as (v, t, s) ∈
[Vq−1,s × L(s)]× [0, 1] we define a homotopy H : △q × [0, 1]→ Λ by
H(w, s) =
{
ηm(w) if (w, s) ∈ (△q × {s}) \ △q(s),
(♯ηv)m(t) if (w, s) = (v, t, s) ∈ △q(s).
It is continuous and satisfies H(w, 0) = ηm, H(w, 1) = ηm and H(w, s) = η
m(w) for
any (w, s) ∈ ∂△q × [0, 1]. Now for (w, s) ∈ (△q × {s}) \ △q(s) it holds that
L(H(w, s)) = m2L(η(w)) ≤ m2K1(η),
and for (w, s) = (v, t, s) ∈ △q(s) it follows from [2, (1)] that
L(H(w, s)) = L((♯ηv)m(t))
≤ (m+ 2|l(v, s)|)((m− 1)κ0(♯ηv) + κ1(♯ηv) + 2κ2(♯ηv))
≤ (m+ 4)((m− 1)K0(η) + K1(η) + ∫ b(v,s)
a(v,s)
∥∥∥ d
dt
η(v, t)(0)
∥∥∥2
1
dt
)
≤ (m+ 4)((m− 1)K0(η) + K1(η) + C (η)).
Here C (η˜) := max{|∇x(η(x)(0))|2 | x ∈ △q} < +∞ because △q ∋ x→ η(x)(0) ∈ M
is C1. Proposition 8.5(iii)-(v) follows immediately. ✷
By the arguments below Assumption F it is not hard to see that we actually
prove the following result: if the closed geodesic γ¯ in Theorem 1.11 is big in the sense
that Hq(Λ(γ) ∪ S1 · γ,Λ(γ);Q) = 0 ∀q > p¯ for each other closed geodesic γ with
m−(γk) = 0 ∀k ∈ N, then there exist infinitely many geometrically distinct closed
geodesics on (M,F ) such that each of them is free homotopic to one of {γ¯k | k ∈ N}.
Remark 8.8 Our proof method is slightly different from [2]. It is key for us that
γ0 is not a local minimum of the functional L, which comes from (8.1) and thus
our assumption that there exist a closed geodesics γ¯ and an integer p¯ ≥ 2 such that
m−(γ¯k) = 0 ∀k ∈ N and Hp¯(Λ(γ¯)∪ S1 · γ¯,Λ(γ¯);Q) 6= 0. According to [2, Theorem 3]
one should make the following weaker:
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Assumption: There exists a closed geodesics γ with m−(γk) = 0 ∀k ∈ N such that
Hq(Λ(γ) ∪ S1 · γ,Λ(γ);Q) 6= 0 for some q ∈ N ∪ {0} and that γ is not an absolute
minimum of L in its free homotopy class.
Let us explain how such an assumption leads to the following sentence at the
beginning of the proof of [2, Theorem 3, page 385] (in our notations and with the
Z-coefficient groups being replaced by Q-coefficient ones):
Sentence ([2, lines 5-6 on page 385]): Choosing a different γ, if necessary, we can find
p ∈ N such that Hp(Λ(γ) ∪ S1 · γ, Λ(γ);Q) 6= 0 and Hq(Λ(β) ∪ S1 · β, Λ(β);Q) = 0
for every q > p and every closed geodesic β with m−(βk) = 0 ∀k ∈ N.
In fact, by Theorem 1.8 the following case cannot occur:
H0(Λ(γ) ∪ S1 · γ, Λ(γ);Q) 6= 0 and Hk(Λ(γ) ∪ S1 · γ, Λ(γ);Q) = 0 ∀k ∈ N.
Hence we may choose s ∈ N such that Hs(Λ(γ) ∪ S1 · γ, Λ(γ);Q) 6= 0 and
Hq(Λ(γ) ∪ S1 · γ, Λ(γ);Q) = 0 ∀q > s
because the shifting theorem implies that Hq(Λ(α) ∪ S1 · α, Λ(α);Q) = 0 for all
q /∈ [0, 2n − 1] for every closed geodesic α with m−(α) = 0.
• If Hq(Λ(β) ∪ S1 · β, Λ(β);Q) = 0 for every q > s and every closed geodesic β with
m−(βk) = 0 ∀k ∈ N, then we may take p = s in the above sentence. In this case the
closed geodesic γ is not a local minimum of L if s > 1 by Theorem 1.8(ii). If s = 1
then γ is a local minimum of L by Theorem 1.8(i), but is not an absolute minimum
of L in the free homotopy class of γ by the above Assumption.
• If there must exist an integer l > s and a closed geodesic γ¯ with m−(γ¯k) = 0 ∀k ∈ N
such that Hl(Λ(γ¯) ∪ S1 · γ¯, Λ(γ¯);Q) 6= 0, it is easily seen that such a pair (l, γ¯) can
be chosen so that Hq(Λ(β)∪S1 ·β, Λ(β);Q) = 0 for every integer q > l and for every
closed geodesic β with m−(βk) = 0 ∀k ∈ N. In this case γ and p in the above sentence
can be chosen as γ¯ and l, respectively. Since p = l ≥ 2 Theorem 1.8(ii) shows that
γ = γ¯ is not a local minimum of L.
Summarizing the above arguments we equivalently expressed the above Assump-
tion as follows:
• either H1(Λ(γ) ∪ S1 · γ, Λ(γ);Q) 6= 0 and Hq(Λ(β) ∪ S1 · β, Λ(β);Q) = 0 for every
q > 1 and every closed geodesic β with m−(βk) = 0 ∀k ∈ N, and γ is not an absolute
minimum of L in the free homotopy class of γ;
• or ∃ p ≥ 2 and a closed geodesic γ′ such that Hp(Λ(γ′) ∪ S1 · γ′, Λ(γ′);Q) 6= 0 and
that Hq(Λ(β) ∪S1 · β, Λ(β);Q) = 0 for every q > p and every closed geodesic β with
m−(βk) = 0 ∀k ∈ N. (Hence γ′ not a local minimum of L.)
Hence the above Assumption may lead to the above sentence. Comparing with
the method by Bangert and Klingenberg [2] ours can only deal with the latter case.
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A Appendix: The splitting theorems in [35,
37, 36, 28]
Let H be a Hilbert space with inner product (·, ·)H and the induced norm ‖ · ‖, and
let X be a Banach space with norm ‖ · ‖X , such that
(S) X ⊂ H is dense in H and ‖x‖ ≤ ‖x‖X ∀x ∈ X.
For an open neighborhood U of the origin 0 ∈ H, write UX = U ∩ X as an open
neighborhood of 0 in X. Let L ∈ C1(U,R) have 0 as an isolated critical point.
Suppose that there exist maps A ∈ C1(UX ,X) and B ∈ C(UX , Ls(H)) such that
L′(x)(u) = (A(x), u)H ∀x ∈ UX and u ∈ X, (A.1)
(A′(x)u, v)H = (B(x)u, v)H ∀x ∈ UX and u, v ∈ X. (A.2)
(These imply: (a) L|UX ∈ C2(UX ,R), (c) d2L|UX (x)[u, v] = (B(x)u, v)H for any
x ∈ UX and u, v ∈ X, (c) B(x)(X) ⊂ X ∀x ∈ UX). Furthermore we assume B to
satisfy the following properties:
(B1) If u ∈ H such that B(0)(u) = v for some v ∈ X, then u ∈ X. Moreover,
all eigenvectors of the operator B(0) that correspond to negative eigenvalues
belong to X.
(B2) The map B : UX → Ls(H) has a decomposition B(x) = P (x) + Q(x) for
each x ∈ UX , where P (x) : H → H is a positive definitive linear operator and
Q(x) : H → H is a compact linear operator with the following properties:
(i) For any sequence {xk} ⊂ UX with ‖xk‖ → 0 it holds that ‖P (xk)u −
P (0)u‖ → 0 for any u ∈ H;
(ii) The map Q : U∩X → L(H) is continuous at 0 with respect to the topology
induced from H on U ∩X;
(iii) There exist positive constants η0 > 0 and C0 > 0 such that
(P (x)u, u) ≥ C0‖u‖2 ∀u ∈ H, ∀x ∈ X with ‖x‖ < η0.
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Let H−, H0 and H+ be the negative definite, null and positive definite spaces of
B(0). Then H = H− ⊕ H0 ⊕ H+. By (B1) and (B2) both H0 and H− are finite-
dimensional subspaces contained in X. Denote by P ∗ the orthogonal projections onto
H∗, ∗ = +,−, 0, and by X∗ = X ∩H∗ = P ∗(X), ∗ = +,−. Then X+ is dense in H+,
and (I − P 0)|X = (P+ + P−)|X : (X, ‖ · ‖X) → (X+ +X−, ‖ · ‖) is also continuous
because all norms are equivalent on a linear space of finite dimension. These give
the topological direct sum decomposition: X = H−+˙H0+˙X+. m0 = dimH0 and
m− = dimH− are called the nullity and the Morse index of critical point 0 of L,
respectively. The critical point 0 is called nondegenerate if m0 = 0. The following
is, except for (iv), Theorem 1.1 of [35] , which is a special version of Theorem 2.1 in
[36].
Theorem A.1 Under the above assumptions (S) and (B1)-(B2), there exist a posi-
tive number ǫ ∈ R, a C1 map h : Bǫ(H0)→ X+ +X− satisfying h(0) = 0 and
(I − P 0)A(z + h(z)) = 0 ∀z ∈ Bǫ(H0),
an open neighborhood W of 0 in H and an origin-preserving homeomorphism
Φ : Bǫ(H
0)× (Bǫ(H+) +Bǫ(H−))→ W
of form Φ(z, u+ + u−) = z + h(z) + φz(u
+ + u−) with φz(u
+ + u−) ∈ H± such that
L ◦ Φ(z, u+ + u−) = ‖u+‖2 − ‖u−‖2 + L(z + h(z))
for all (z, u+ + u−) ∈ Bǫ(H0)× (Bǫ(H+) +Bǫ(H−)), and that
Φ
(
Bǫ(H
0)× (Bǫ(H+) ∩X +Bǫ(H−))) ⊂ X.
Moreover, Φ, h and the function Bǫ(H
0) ∋ z 7→ L◦(z) := L(z + h(z)) also satisfy:
(i) For z ∈ Bǫ(H0), Φ(z, 0) = z + h(z), φz(u+ + u−) ∈ H− if and only if u+ = 0;
(ii) h′(z) = −[(I − P 0)A′(z + h(z))|X± ]−1(I − P 0)A′(z + h(z))|H0 ∀z ∈ Bǫ(H0);
(iii) L◦ is C2, has an isolated critical point 0, d2L◦(0) = 0 and
dL◦(z0)[z] = (A(z0 + h(z0)), z)H ∀z0 ∈ Bǫ(H0), z ∈ H0.
(iv) Φ is also a homeomorphism from Bǫ(H
0) ×Bǫ(H−) to Φ
(
Bǫ(H
0)×Bǫ(H−)
)
even if the topology on the latter is taken as the induced one by X. (This implies
that H and X induce the same topology in Φ
(
Bǫ(H
0)×Bǫ(H−)
)
.)
Corollary A.2 ([35, 36]) (Shifting) Under the assumptions of Theorem A.1, for
any Abelian group K it holds that Cq(L, 0;K) ∼= Cq−m−(L◦, 0;K) for each q = 0, 1, · · · .
Theorem A.3 ([36, Th.6.4]) Under the assumptions of Theorem A.1, suppose that
Hˇ ⊂ H is a Hilbert subspace whose orthogonal complementary in H is finite-dimensional
and is contained in X. Then (L|Hˇ , Hˇ, Xˇ) with Xˇ := X ∩ Hˇ also satisfies the assump-
tions of Theorem A.1 around the critical point 0 ∈ Hˇ.
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Theorem A.4 ([36, Th.6.3]) Under the assumptions of Theorem A.1, let (Ĥ, X̂)
be another pair of Hilbert-Banach spaces satisfying (S), and let J : H → Ĥ be a
Hilbert space isomorphism which can induce a Banach space isomorphism JX : X →
X (this means that J(X) ⊂ X̂ and J |X : X → X̂ is a Banach space isomorphism).
Set Û = J(U) (and hence ÛX̂ := Û ∩ X̂ = J(UX)) and L̂ : Û → R by L̂ = L ◦ J−1.
Then (Ĥ, X̂, Û , L̂) satisfies the assumptions of Theorem A.1 too.
Let us give the following special case of the splitting lemma by Ming Jiang [28]
(i.e. the case X = Y ) with our above notations.
Theorem A.5 ([28, Th.2.5]) Let the assumptions above (B1) be satisfied when the
neighborhood UX therein is replaced by some ball Bε(X) ⊂ X. (These imply that the
conditions (SP),2 (FN1)-(FN3) in [28, Th.2.5] hold in Bε(X)). Suppose also that
the first condition in (B1) and the following condition are satisfied:
(CP1) either 0 is not in the spectrum σ(B(0)) or it is an isolated point of σ(B(0)).
(This holds if (B2) is true by Proposition B.2 in [37].)
Then there exists a ball Bδ(X) ⊂ Bε(X), an origin-preserving local homeomorphism
ϕ from Bδ(X) to an open neighborhood of 0 in UX and a C
1 map h : Bδ(H
0) →
X+ +X− such that
L|X ◦ ϕ(x) = 1
2
(B(0)x⊥, x⊥)H + L(h(z) + z) ∀x ∈ Bδ(X), (A.3)
where z = P 0(x) and x⊥ = (P+ + P−)(x). Moreover, the function Bδ(X) ∋ z 7→
L◦X(z) := L(h(z) + z) has the same properties as L◦ in Theorem A.1.
If X− := X ∩ H− = H− then −B(0)|H− : H− → H− is positive definite and
therefore (−B(0)|H−)
1
2 : H− → H− is an isomorphism. It follows that
1
2
(B(0)P+x, P+x) =
(
2−
1
2 (−B(0)|H−)
1
2P−x, 2−
1
2 (−B(0)|H−)
1
2P−x
)
.
Consider the Banach space isomorphism Γ : X → X given by
X = X−+˙X0+˙X+ ∋ x = x− + x0 + x+ → 2− 12 (−B(0)|H−)
1
2x− + x0 + x+.
Replaceing ϕ by ϕ ◦ Γ−1 and shrinking δ > 0 suitably, (A.3) becomes
L|X ◦ ϕ ◦ Γ−1(x) = 1
2
(B(0)x+, x+)H − ‖x−‖2 + L(h(z) + z) ∀x ∈ Bδ(X), (A.4)
where z = P 0(x), x⋆ = P ⋆x, ⋆ = +,−, and ‖x−‖2 = (x−, x−)H . In some applications
such a form of Theorem A.5 is more convenient.
Clearly, the assumptions of Theorem A.1 are stronger than those of Theorem A.5.
Under the conditions of Theorem A.1 these two theorems take the same maps h and
hence L◦X and L◦ are same near 0 ∈ H0.
Following the methods of proof in [15, Th.5.1.17] we may obtain
2In the original Theorem 2.5 of [28] the density of X in H is not needed.
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Corollary A.6 (Shifting) Under the assumption of Theorem A.5 suppose that H− ⊂
X and dim(H0 + H−) < ∞. Then Cq(L|UX , 0;K) = Cq−m−(L◦X , 0;K) for each q =
0, 1, · · · , where m− := dimH−.
By simple arguments as in the proofs of [36, Th.6.3, Th.6.4] we may obtain the
following corresponding results with Theorems A.3, A.4.
Theorem A.7 Under the assumptions of Theorem A.5, suppose that Hˇ ⊂ H is
a Hilbert subspace whose orthogonal complementary in H is finite-dimensional and
is contained in X. Then (L|Hˇ , Hˇ, Xˇ, Aˇ := PHˇ ◦ A|Xˇ , Bˇ(·) := PHˇB(·)|Hˇ), where
Xˇ := X∩Hˇ and PHˇ is the orthogonal projection onto Hˇ, also satisfies the assumptions
of Theorem A.5.
Theorem A.8 Under the assumptions of Theorem A.1, let (Ĥ, X̂) be another pair
of Hilbert-Banach spaces satisfying (S), and let J : H → Ĥ be a Hilbert space
isomorphism which can induce a Banach space isomorphism JX : X → X̂. Then
(Ĥ, X̂, L̂ = L ◦ J−1) satisfies the assumptions of Theorem A.5 too.
Under Corollaries A.2, A.6 it holds that for any q = 0, 1, · · · ,
Cq(L, 0;K) = Cq−m−(L◦, 0;K) = Cq−m−(L◦X , 0;K) = Cq(LUX , 0;K). (A.5)
because L◦ and L◦X are same near 0 ∈ Bδ(X). Actually, a stronger result holds.
Theorem A.9 ([36, Cor.2.5]) Under the assumptions of Theorem A.1 let c = L(0).
For any open neighborhood W of 0 in U and a field F, write WX = W ∩ X as an
open subset of X, then the inclusion
(Lc ∩WX ,Lc ∩WX \ {0}) →֒ (Lc ∩W,Lc ∩W \ {0}) (A.6)
induces isomorphisms
H∗ (Lc ∩WX ,Lc ∩WX \ {0};F) ∼= H∗ (Lc ∩W,Lc ∩W \ {0};F) .
It is not hard to prove that the corresponding conclusion also holds true if we
replace (Lc ∩WX ,Lc ∩WX \ {0}) and (Lc ∩W,Lc ∩W \ {0}) in (A.6) by
(L˚c∩WX∪
{0}, L˚c ∩WX
)
and
(L˚c ∩W ∪ {0}, L˚c ∩W ) respectively, where L˚c = {L < c}.
B Appendix: Computations of gradients
We shall make computations in general case. Let Eγ0 = diag(S1, · · · , Sσ) ∈ Rn×n
with ord(S1) ≥ · · · ≥ ord(Sσ) be as in Section 5.3. By the proof of Claim 6.3 we have
Eγm0 = diag(S
m
1 , · · · , Smσ ) = diag(Sˆ1, · · · , Sˆτ ) with ord(Sˆ1) ≥ · · · ≥ ord(Sˆτ ),
where each Sˆj is either 1, or −1, or


cos θj sin θj
− sin θj cos θj

, 0 < θj < π.
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For an integer m ∈ N, assume that Lγm0 ∈ C1(R × Rn × Rn,R) and there exist
a ∈ C(R+,R+), b ∈ L1([0, 1],R+), c ∈ L2([0, 1],R+) such that Lγm0 (t + 1, x, v) =
Lγm0 (t, (Eγm0 x
T )T , (Eγm0 v
T )T ) ∀t and
|Lγm0 (t, x, v)| + |∂xLγm0 (t, x, v)| ≤ a(|x|)(b(t) + |v|2),
|∂xLγm0 (t, x, v)| ≤ a(|x|)(c(t) + |v|) ∀(t, x, v) ∈ [0, 1] × Rn × Rn.
Let Hˆγm0 be the Hilbert space above (6.23). Then the functional
Lγm0 : Hˆγm0 → R, ξ 7→
∫ 1
0
Lγm0 (t, ξ(t), ξ˙(t))dt
is C1 by Theorem 1.4 on the page 10 of [41]. Denote by ∇mLγm0 the gradient of Lγm0 .
Note that Hˆγ10 = Hγ0 and ∇1Lγ10 = ∇Lγ0 . By the continuality of ∇mLγm0 we only
need to compute ∇mLγm0 (ξ) for ξ ∈ Xγm0 . Write
∂vLγ0m
(
t, ξ(t), ξ˙(t)
)
= (Vξ1(t), · · · ,Vξn(t)), (B.1)
∂xLγ0m
(
t, ξ(t), ξ˙(t)
)
= (Xξ1(t), · · · ,Xξn(t)). (B.2)
Since ξ(t+ 1)T = Eγm0 ξ(t)
T , by the assumptions on Lγm0 we have
∂xLγm0 (t+ 1, ξ(t+ 1), ξ˙(t+ 1)) = ∂xLγm0 (t, ξ(t), ξ˙(t))Eγm0 ∀t ∈ R, (B.3)
∂vLγm0 (t+ 1, ξ(t+ 1), ξ˙(t+ 1)) = ∂vLγm0 (t, ξ(t), ξ˙(t))Eγm0 ∀t ∈ R. (B.4)
Case 1. ord(Sˆ1) = · · · = ord(Sˆτ ) = 1 and so τ = n.
By (B.1)-(B.2) and (B.3)-(B.4) we have
V
ξ
j(t+ 1) = −Vξj(t), Xξj(t+ 1) = −Xξj(t) ∀t ∈ R if Sˆj = −1, (B.5)
V
ξ
j(t+ 1) = V
ξ
j(t), X
ξ
j(t+ 1) = X
ξ
j(t) ∀t ∈ R if Sˆj = 1. (B.6)
For the case of (B.5), define Gξj : R→ R by
G
ξ
j(t) =
∫ t
0
V
ξ
j(s)ds−
1
2
∫ 1
0
V
ξ
j(s)ds ∀t ∈ R. (B.7)
It is the primitive function of the function Vξj(t), and satisfies
G
ξ
j(t+ 1) = −Gξj(t) ∀t ∈ R. (B.8)
For the case of (B.6), we define
G
ξ
j(t) =
∫ t
0
[
V
ξ
j(s)−
∫ 1
0
V
ξ
j(u)du
]
ds, (B.9)
which is a 1-periodic primitive function of the function s 7→ Vξj(s)−
∫ 1
0 V
ξ
j(u)du. In
these two cases it is easily proved that∫ 1
0
V
ξ
j(t)η˙j(t)dt =
∫ 1
0
G˙
ξ
j(t)η˙j(t)dt = 〈Gξj , ηj〉1,2,m −m2
∫ 1
0
G
ξ
j(t)ηj(t)dt
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for any η = (η1, · · · , ηn) ∈ Hˆγm0 and j = 1, · · · , n. By this and (B.1)-(B.2) we obtain
dLγm0 (ξ)(η) =
n∑
j=1
∫ 1
0
X
ξ
j(t)ηj(t)dt+
n∑
j=1
∫ 1
0
V
ξ
j(t)η˙j(t)dt
=
n∑
j=1
∫ 1
0
[Xξj(t)−m2Gξj(t)]ηj(t)dt+ 〈Gξ , η〉1,2,m. (B.10)
Since Hˆγm0 ∋ η 7→
∑n
j=1
∫ 1
0 [X
ξ
j(t) − m2Gξj(t)]ηj(t)dt is a bounded linear functional
there exists a unique Fξ = (Fξ1, · · · ,Fξn) ∈ Hˆγm0 such that
n∑
j=1
∫ 1
0
[Xξj(t)−m2Gξj(t)]ηj(t)dt = 〈Fξ, η〉1,2,m ∀η ∈ Hˆγm0 . (B.11)
This and (B.10) lead to
∇mLγm0 (ξ) = Gξ + Fξ. (B.12)
Moreover, (B.11) also implies∫ 1
0
[Xξj(t)−m2Gξj(t)]ηj(t)dt = m2
∫ 1
0
F
ξ
j(t)ηj(t)dt+
∫ 1
0
F˙
ξ
j(t)η˙j(t)dt (B.13)
for any W 1,2loc map ηj : R→ Rn satisfying ηj(t+ 1) = ±ηj(t) ∀t ∈ R if Sˆj = ±1.
The following lemma may be proved directly.
Lemma B.1 Let m ∈ N, θ ∈ R, and let f ∈ L1loc(R,Cn) be bounded. If f satisfies:
f(t+ 1) = eiθf(t) ∀t then the equation x′′(t)−m2x(t) = f(t) has a unique solution
x(t) = − 1
2m
∫ ∞
t
em(t−s)f(s) ds− 1
2m
∫ t
−∞
em(s−t)f(s) ds
satisfying: x(t+ 1) = eiθx(t) ∀t.
From (B.1)-(B.2) and (B.5)-(B.9), Lemma B.1 and (B.13) we derive that
Fj(t) =
1
2m
∫ ∞
t
em(t−s)[Xξj(s)−m2Gξj(s)] ds
+
1
2m
∫ t
−∞
em(s−t)[Xξj(s)−m2Gξj(s)] ds (B.14)
for j = 1, · · · , n. This and (B.12) lead to
∇mLγm0 (ξ)(t) = Gξ(t) +
1
2m
∫ ∞
t
em(t−s)
[
∂xLγm0
(
s, ξ(s), ξ˙(s)
) −m2Gξ(s)] ds
+
1
2m
∫ t
−∞
em(s−t)
[
∂xLγm0
(
s, ξ(s), ξ˙(s)
)−m2Gξ(s)] ds, (B.15)
where by (B.7) and (B.9) Gξ = (Gξ1, · · · ,Gξn) are given by
Gξ(t) =
∫ t
0
∂vLγm0
(
s, ξ(s), ξ˙(s)
)
ds
−
(∫ 1
0
∂vLγm0
(
s, ξ(s), ξ˙(s)
)
ds
)
diag(a1(t), · · · , an(t)) (B.16)
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with aj(t) =
2tSj+2t+1−Sj
4 , j = 1, · · · , n.
Case 2. ord(Sˆ1) = · · · = ord(Sˆτ ) = 2 and so n is even and 2τ = n.
By (B.3) and (B.4), for l = 1, · · · , τ = n/2 we have
(Vξ2l−1(t+ 1),V
ξ
2l(t+ 1)) = (V
ξ
2l−1(t),V
ξ
2l(t))Sl ∀t ∈ R,
(Xξ2l−1(t+ 1),X
ξ
2l(t+ 1)) = (X
ξ
2l−1(t),X
ξ
2l(t))Sl ∀t ∈ R.
Set V ξl (t) := V
ξ
2l−1(t)+ iV
ξ
2l(t) and X
ξ
l (t) := X
ξ
2l−1(t)+ iX
ξ
2l(t) with i =
√−1. Then
V
ξ
l (t+ 1) = e
iθlV
ξ
l (t) ∀t ∈ R, X ξl (t+ 1) = eiθlX ξl (t) ∀t ∈ R. (B.17)
Since eiθl 6= 1 we may define V ξl : R→ C by
V ξl (t) =
∫ t
0
V
ξ
l (s)ds−
1
1− eiθl
∫ 1
0
V
ξ
l (s)ds. (B.18)
It is the primitive function of the function V ξl , and satisfies
V ξl (t+ 1) = e
iθlV ξl (t) ∀t ∈ R, l = 1, · · · , τ. (B.19)
Write ζl(t) := η2l−1(t) + iη2l(t), l = 1, · · · , τ . Then
dLγm0 (ξ)(η) =
n∑
j=1
∫ 1
0
X
ξ
j(t)ηj(t)dt+
n∑
j=1
∫ 1
0
V
ξ
j(t)η˙j(t)dt
=
τ∑
l=1
Re
∫ 1
0
X
ξ
l (t)ζl(t)dt+
τ∑
l=1
Re
∫ 1
0
V
ξ
l (t)
˙
ζl(t)dt
=
τ∑
l=1
Re
∫ 1
0
[X ξl (t)−m2V ξl (t)]ζl(t)dt+Re(V ξ, ζ)1,2,m (B.20)
since ∫ 1
0
V
ξ
l (t)
˙
ζl(t)dt = (V
ξ
l , ζl)1,2,m −m2
∫ 1
0
V ξl (t)ζl(t)dt (B.21)
for l = 1, · · · , τ . Here V ξ = (V ξ1 , · · · , V ξτ ), ζ = (ζ1, · · · , ζτ ) and
(V ξl , ζl)1,2,m = m
2
∫ 1
0
V ξl (t)ζl(t)dt+
∫ 1
0
V˙ ξl (t)
˙
ζl(t)dt, (B.22)
(V ξ, ζ)1,2,m =
τ∑
l=1
(V ξl , ζl)1,2,m. (B.23)
Since Hˆγm0 ∋ η = (η1, · · · , ηn) ≡ (η1 + iη2, · · · , η2τ−1 + iη2τ ) ≡ (ζ1, · · · , ζτ ) 7→∑τ
l=1Re
∫ 1
0 [X
ξ
l (t) − m2V ξl (t)]ζl(t)dt is a bounded linear functional there exists a
unique Fξ = (Fξ1, · · · ,Fξn) ∈ Hˆγm0 such that for any η ∈ Hˆγm0 ,
τ∑
l=1
Re
∫ 1
0
[X ξl (t)−m2V ξl (t)]ζl(t)dt = Re
τ∑
l=1
(Fξ2l−1 + iF
ξ
2l, ζl)1,2,m. (B.24)
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This and (B.20) lead to
∇mLγm0 (ξ) = Fξ + (ReV
ξ
1 , ImV
ξ
1 , · · · ,ReV ξτ , ImV ξτ ). (B.25)
By Lemma B.1 and (B.24) it is easily checked that
F
ξ
2l−1(t) + iF
ξ
2l(t) =
1
2m
∫ ∞
t
em(t−s)[X ξl (s)−m2V ξl (s)] ds
+
1
2m
∫ t
−∞
em(s−t)[X ξl (s)−m2V ξl (s)] ds
for l = 1, · · · , τ . From these, (B.25) and (B.18) we may derive
(∇mLγm0 (ξ))2l−1 = F
ξ
2l−1(t) + ReV
ξ
l
= ReV ξl +
1
2m
∫ ∞
t
em(t−s)[Xξ2l−1(s)−m2ReV ξl (s)] ds
+
1
2m
∫ t
−∞
em(s−t)[Xξ2l−1(s)−m2ReV ξl (s)] ds (B.26)
(∇mLγm0 (ξ))2l = F
ξ
2l(t) + ImV
ξ
l
= ImV ξl +
1
2m
∫ ∞
t
em(t−s)[Xξ2l(s)−m2ImV ξl (s)] ds
+
1
2m
∫ t
−∞
em(s−t)[Xξ2l(s)−m2ImV ξl (s)] ds (B.27)
with
ReV ξl (t) =
∫ t
0
V
ξ
2l−1(s)ds −
1
2
∫ 1
0
V
ξ
2l−1(s)ds+
sin θl
2− 2 cos θl
∫ 1
0
V
ξ
2l(s)ds (B.28)
ImV ξl (t) =
∫ t
0
V
ξ
2l(s)ds −
1
2
∫ 1
0
V
ξ
2l(s)ds −
sin θl
2− 2 cos θl
∫ 1
0
V
ξ
2l−1(s)ds (B.29)
for l = 1, · · · , τ . That is, we arrive at
∇mLγm0 (ξ) = Jξ(t) +
1
2m
∫ ∞
t
em(t−s)[∂xLγm0
(
s, ξ(s), ξ˙(s)
)−m2Jξ(s)] ds
+
1
2m
∫ t
−∞
em(s−t)[∂xLγm0
(
s, ξ(s), ξ˙(s)
) −m2Jξ(s)] ds, (B.30)
where
Jξ(t) : = (ReV ξ1 (t), ImV
ξ
1 (t), · · · ,ReV ξτ (t), ImV ξτ (t)) =
∫ t
0
∂vLγm0
(
s, ξ(s), ξ˙(s)
)
ds
+
∫ 1
0
∂vLγm0
(
s, ξ(s), ξ˙(s)
)
ds
(
⊕τl=1
sin θl
2− 2 cos θl


0 −1
1 0

−
1
2
In
)
. (B.31)
Case 3. ord(Sˆ1) = · · · = ord(Sˆp) = 2 > ord(Sˆp+1) = · · · = ord(Sˆτ ) = 1 with p < τ .
Since 1 ≤ p < τ = n− p, combing the above two cases together we may obtain
∇mLγm0 (ξ) = Kξ(t) +
1
2m
∫ ∞
t
em(t−s)[∂xLγm0
(
s, ξ(s), ξ˙(s)
)−m2Kξ(s)] ds
+
1
2m
∫ t
−∞
em(s−t)[∂xLγm0
(
s, ξ(s), ξ˙(s)
)−m2Kξ(s)] ds, (B.32)
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where
Kξ(t) =
∫ t
0
∂vLγm0
(
s, ξ(s), ξ˙(s)
)
ds+
∫ 1
0
∂vLγm0
(
s, ξ(s), ξ˙(s)
)
ds×
×
(
⊕pl=1
sin θl
2− 2 cos θl


0 −1
1 0

−
1
2
I2p
)
⊕ diag(ap+1(t), · · · , aτ (t)) (B.33)
with aj(t) =
2tSˆj+2t+1−Sˆj
4 , j = p+ 1, · · · , τ = n− p.
These two formulas, (B.15)-(B.16) and (B.30)-(B.31) can be written as a united
way as done for m = 1 below.
Corollary B.2 Let Eγ0 = diag(S1, · · · , Sσ) ∈ Rn×n with ord(S1) ≥ · · · ≥ ord(Sσ),
where each Sj is either 1, or −1, or


cos θj sin θj
− sin θj cos θj

, 0 < θj < π. Then the
gradient of Lγ0 on Hγ0 = Hˆγ0 is given by
∇Lγ0(ξ)(t) = ∇1Lγ0(ξ)(t)
=
1
2
∫ ∞
t
et−s
[
∂xLγ0
(
s, ξ(s), ξ˙(s)
)−Rξ(s)] ds
+
1
2
∫ t
−∞
es−t
[
∂xLγ0
(
s, ξ(s), ξ˙(s)
)−Rξ(s)] ds+Rξ(t), (B.34)
where as 2 = ord(Sp) > ord(Sp+1) for some p ∈ {0, · · · , σ},
Rξ(t) =
∫ t
0
∂vLγ0
(
s, ξ(s), ξ˙(s)
)
ds+
∫ 1
0
∂vLγ0
(
s, ξ(s), ξ˙(s)
)
ds×
×
(
⊕l≤p sin θl
2− 2 cos θl


0 −1
1 0

−
1
2
I2p
)
⊕ diag(ap+1(t), · · · , aσ(t)) (B.35)
with aj(t) =
2tSj+2t+1−Sj
4 , j = p+1, · · · , σ = n− p. (As usual p = 0 or p = σ means
there is no first or second term in (B.35).)
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