An important problem in modeling networks is how to generate a randomly sampled graph with given degrees. A popular model is the configuration model, a network with assigned degrees and random connections. The erased configuration model is obtained when self-loops and double-edges in the configuration model are removed. We prove an upper bound for the number of such erased edges for regularly-varying degree distributions with infinite variance, and use this result to prove central limit theorems for Pearson's correlation coefficient and the clustering coefficient in the erased configuration model. Our results explain the structural correlations in the erased configuration model and show that removing edges leads to different scaling of the clustering coefficient. We then prove that for the rank-1 inhomogeneous random graph, another null model that creates scale-free simple networks, the results for Pearson's correlation coefficient as well as for the clustering coefficient are similar to the results for the erased configuration model.
1 Introduction and results
Motivation
The configuration model [5, 38] is an important null model to generate graphs with a given degree sequence, by assigning each node a number of half-edges equal to its degree and connecting stubs at random to form edges. Conditioned on the resulting graph being simple, its distribution is uniform over all graphs with the same degree sequence [11] . Due to this feature the configuration model is widely used to analyze the influence of degrees on other properties or processes on networks [10, 12, 13, 23, 29, 33] .
An important property that many networks share is that their degree distributions are regularly varying, with the exponent γ of the degree distribution satisfying γ ∈ (1, 2), so that the degrees have infinite variance. In this regime of degrees, the configuration model results in a simple graph with vanishing probability. To still be able to generate simple graphs with approximately the desired degree distribution, the erased configuration model removes selfloops and multiple edges of the configuration model [6] , while the empirical degree distribution still converges to the original one [11] .
The degree distribution is a first order characteristic of the network structure, since it is independent of the way nodes are connected. An important second order network characteristic is the correlation between degrees of connected nodes, called degree-degree correlations or network assortativity. A classical measure for these correlations computes Pearson's correlation coefficient on the vector of joint degrees of connected nodes [26, 27] . In the configuration model, Pearson's correlation coefficient tends to zero in the large graph limit [15] , so that the configuration model is able to generate networks with neutral degree correlations.
While the configuration model creates networks with neutral degree correlations, it has frequently been observed that constraining a network to be simple results in so-called structural negative correlations [7, 20, 35, 39] . To investigate the extent to which the edge removal procedure of the erased configuration model results in structural negative correlations, we first characterize the scaling of the number of edges that have been removed. Such results are known when the degree distribution has finite variance [1, 24, 25] . However, for scale-free distributions with infinite variance only some preliminary upper bounds have been proven [21] . Here we prove a new upper bound and obtain several useful corollaries. Our result improves the one in [21] while strengthening [18, Theorem 8.13] . We then use this bound on the number of removed edges to investigate the consequences of the edge removal procedure on Pearson's correlation coefficient in the erased configuration model. We prove a central limit theorem, which shows that the correlation coefficient in the erased configuration model converges to a random variable with negative support. Thus, our result confirms the existence of structural correlations in simple networks theoretically.
We then investigate the clustering coefficient, which measures the tendency of sets of three vertices to form triangles. In the configuration model, the clustering coefficient tends to zero whenever the exponent of the degree distribution satisfies γ > 4/3, whereas it tends to infinity for γ < 4/3 [28] in the infinite graph limit. In this paper, we obtain more detailed results on the behavior of the clustering coefficient in the configuration model in the form of a central limit theorem. We then investigate how the edge removal procedure of the erased configuration model affects the clustering coefficient and obtain a central limit theorem for the clustering coefficient in the erased configuration model. Interestingly, the clustering coefficient of the erased configuration model scales significantly different than the clustering coefficient in the configuration model. In particular, the clustering coefficient of the erased model tends to zero for all γ ∈ (1, 2). This shows that constraining a graph to be simple may significantly impact network statistics.
We further show that the results on Pearson's correlation coefficient and the clustering coefficient for the erased configuration model can easily be extended to another important random graph null model for simple scale-free networks: the rank-1 inhomogeneous random graph [4, 8] . In this model, every vertex is equipped with a weight w i , and vertices are connected independently with some connection probability p(w i , w j ). We show that for a wide class of connection probabilities, the rank-1 inhomogeneous random graph also has structurally negative degree correlations, satisfying the same central limit theorem as in the erased configuration model. Furthermore, we show that for the particular choice p(w i , w j ) = 1 − e −w i w j /(µn) , where µ denotes the average weight, the clustering coefficient behaves asymptotically the same as in the erased configuration model.
Outline of the paper
The remainder of paper is structured as follows. In the next three sections we formally introduce the models, the measures of interest and some additional notation. Then, in Section 1.7, we summarize our main results and discuss important insights obtained from them. We give a heuristic outline of our proof strategy in Section 2 and recall several results for regularly-varying degrees. Then we proceed with proving our result for Pearson's correlation coefficient in Section 3 and the clustering coefficient in Section 4. We then show in Section 5 how the proofs for Pearson's correlation coefficient and the clustering coefficient in the erased configuration model can be adapted to prove the central limit theorems for the rank-1 inhomogeneous random graph. Finally, Appendix 6 contains the proof for the number of erased edges, Theorem 2.1, as well as some additional technical results.
Configuration model with scale-free degrees
The first models of interest in this work are the configuration model and the erased configuration model. Given a vertex set [n] := {1, 2, . . . , n} and a sequence D n = {D 1 , D 2 , . . . , D n }, whose sum i∈[n] D i is even, the configuration model (CM) constructs a graph G n with this degree sequence by assigning to each node i, D i stubs and then proceeds by connecting stubs at random to form edges. This procedure will, in general, create a multi-graph with self-loops and multiple edges between two nodes. To make sure that the resulting graph is simple we can remove all self-loops and replace multiple edges between nodes by just one edge. This model is called the erased configuration model (ECM).
We will denote by CM(D n ) and ECM(D n ) graphs generated by, respectively, the standard and erased configuration model, starting from the degree sequence D n . We often couple both constructions by first constructing a graph via the standard configuration model and then remove all the self-loops and multiple edges to create the erased configuration model. In this case we write G n for the graph created by the CM and G n for the ECM graph constructed from G n . In addition we use the hats to distinguish between objects in the CM and the ECM. For example, D i denotes the degree of node i in the graph CM(D n ) while its degree in ECM(D n ) is denoted by D i .
We consider degree sequences D n = {D 1 , D 2 , . . . , D n } where the degrees D i are i.i.d. copies of an integer-valued random variable D with regularly-varying distribution value of (1) be denoted by µ. We then assume the following conditions on the connection probabilities, similarly to [14] : (ii) q(u) = uh(u) increases to 1 as u → ∞.
(iii) There exists
This class includes the commonly used connection probabilities q(u) = (u ∧ 1), where (x∧y) := min(x, y) (the Chung Lu setting) [8] , q(u) = 1−e −u (the Poisson random graph) [30] and q(u) = u/(1 + u) (the maximal entropy random graph) [9, 19, 31] . Note that within the class of connection probabilities satisfying Condition 1.1, q(u) ≤ (u ∧ 1). Note that p(w i , w j ) = q w i w j µn .
Central quantities
Pearson's correlations coefficient r(G n ) is a measure for degree-degree correlations. For an undirected graph G n , this measure is defined as (see [15] ),
where X ij denotes the number of edges between nodes i and j in G n and self-loops are counted twice. We write r n for Pearson's correlation coefficient on G n generated by CM and r n if G n is generated by ECM. The clustering coefficient of graph G n is defined as
where n denotes the number of triangles in the graph. The clustering coefficient can be written as
where X ij again denotes the number of edges between vertex i and j in G n . As with Pearson, C n denotes the clustering coefficient in G n generated by CM, while C n is the clustering coefficient in G n generated by ECM.
Notation
We write P n and E n for, respectively, the conditional probability and expectation, with respect to the degree sequence D n . We use d −→ for convergence in distribution, and P −→ for convergence in probability. We say that a sequence of events (E n ) n≥1 happens with high probability (w.h.p.) if lim n→∞ P (E n ) = 1. Furthermore, we write f (n) = o(g(n)) if lim n→∞ f (n)/g(n) = 0, and f (n) = O(g(n)) if |f (n)|/g(n) is uniformly bounded, where (g(n)) n≥1 is nonnegative.
We say that X n = O P (g(n)) for a sequence of random variables (X n ) n≥1 if |X n |/g(n) is a tight sequence of random variables, and
Finally, we will use (x ∧ y) to denote the minimum of x and y.
Results
In this paper we study the interesting regime when 1 < γ < 2, so that the degrees have finite mean but infinite variance. When γ > 2, the number of removed edges is constant in n and hence asymptotically there will be no difference between the CM and ECM. We establish a new asymptotic upper bound for the number of erased edges in the ECM and prove new limit theorems for Pearson's correlation coefficient and the clustering coefficient. We further show that the limit theorems for Pearson and clustering for the inhomogeneous random graph are very similar to the ones obtained for the ECM.
Our limit theorems involve random variables with joint stable distributions, which we define as follows. Let
with (ξ j ) j≥1 i.i.d exponential random variables with mean 1. Then we define, for any integer p ≥ 2,
We remark that for any α > 1 we have that
has a stable distribution with stability index α (see [34, Theorem 1.4.5] ).
In the remainder of this section we will present the theorems and highlight their most important aspects in view of the methods and current literature. We start with r n .
where S γ/2 and S γ/3 are given by (6).
The following theorem shows that the correlation coefficient for all rank-1 inhomogeneous random graphs satisfying Condition 1.1 behaves the same as in the erased configuration model: Theorem 1.2 (Pearson in the rank-1 inhomogeneous random graph). Let W n be sampled from D with 1 < γ < 2 and E [D] = µ. Then, when G n is a rank-1 inhomogeneous random graph with weights W n and connection probabilities satisfying Condition 1.1, there exists a slowly-varying function L 1 such that,
Interestingly, the behavior of Pearson's correlation coefficient in the rank-1 inhomogeneous random graph does not depend on the exact form of the connection probabilities, as long as these connection probabilities satisfy Condition 1.1.
Asymptotically vanishing correlation coefficient. It has been known for some time, c.f. [15, Theorem 3.1] , that when the degrees D n are sampled from a degree distribution with infinite third moment, any limit point of Pearson's correlation coefficient is non-negative. Theorem 1.1 confirms this, showing that for the erased configuration model, with infinite second moment, the limit is zero. Moreover, Theorem 1.1 gives the exact scaling in terms of the graph size n, which has not been available in the literature. Compare e.g. to [18, Theorem 5.1] , where only the scaling of the negative part of r n is given.
Structural negative correlations. It has also been observed many times that imposing the requirement of simplicity on graphs gives rise to so-called structural negative correlations, see e.g. [7, 20, 35, 39] . Our result is the first theoretical confirmation of the existence of structural negative correlations, as a result of the simplicity constraint on the graph. To see this, note that the distributions of the random variables S γ/2 and S γ/3 have support on the positive real numbers. Therefore, Theorem 1.1 shows that when we properly rescale Pearson's correlation coefficient in the erased configuration model, the limit is a random variable whose distribution only has support on the negative real numbers. Theorem 1.2 shows that the same result holds for rank-1 inhomogeneous random graphs, which shows that the structural negative correlations also exist in inhomogeneous random graphs.
Pearson in ECM versus CM. Currently we only have a limit theorem for the erased model, in the scale-free regime 1 < γ < 2. Interestingly, and also somewhat unexpectedly, proving a limit theorem for CM, which is a simpler model, turns out to be more involved. The main reason for this is that in the ECM, the positive part of r(G n ), determined by i,j X ij D i D j is negligible with respect to the other term since a polynomial in n number of edges are removed (see Section 2.3 for more details). Therefore, the negative part determines the distribution of the limit. In the CM this is no longer true and hence the distribution is determined by the tricky balance between the positive and the negative term, and their fluctuations. This requires more involved methods to analyze than we could develop so far.
We now present our results for the clustering coefficient. The following theorem gives a central limit theorem for the clustering coefficient in the configuration model: Theorem 1.3 (Clustering in the CM). Let D n be sampled from D with 1 < γ < 2 and
where S γ/2 , S γ/4 and S γ/6 are given by (6) .
What is a triangle? The result in Theorem 1.3 depends on what we consider to be a triangle. In general, one can think of a triangle as a loop of length three. In the configuration model however, self-loops and multiple edges may be present. Then for example three selfloops at the same vertex also form a loop of length three. Similarly, a multiple edge between vertices v and w together with a self-loop at vertex w can also form a loop of length three. In Theorem 1.3, we do not consider these cases as triangles. Excluding these types of "triangles" gives the terms S γ/4 and S γ/6 /S γ/2 in Theorem 1.3.
To obtain the precise asymptotic behavior of the clustering coefficient in the erased configuration model, we need an extra assumption on the degree distribution (1).
Assumption 1.1. The degree distribution (1) satisfies for all x ∈ {1, 2, . . . } and for some K > 0
Note that for all t ≥ 2
Hence, since (t − 1) −γ − t −γ ∼ γt −γ−1 as t → ∞, it follows that Assumption 1.1 is satisfied whenever the slowly-varying function L(t) is monotonic increasing for all t greater than some T . 
where S γ/2 is a stable random variable defined in (6), and
We now investigate the behavior of the clustering coefficient in rank-1 inhomogeneous random graphs: Theorem 1.5 (Clustering in the rank-1 inhomogeneous random graph). Let W n be sampled from D, satisfying Assumption 1.1, with 1 < γ < 2 and E [D] = µ. Then, if G n is an inhomogeneous random graph with weights W n and connection probabilities satisfying Condition 1.1, there exists a slowly-varying function L 3 such that
where S γ/2 is a stable random variable defined in (6), and Maximal clustering in the ECM and the inhomogeneous random graph. Figure 1 shows the exponents of n in the main multiplicative term of the clustering coefficient, in the CM and the ECM. The exponent in Theorem 1.4 is a quadratic expression in γ, hence, there may be a value of γ that maximizes the clustering coefficient. We set the derivative of the exponent equal to zero
which solves to γ = 4/3 ≈ 1.15. Thus, the global clustering coefficient of an erased configuration model with γ ∈ (1, 2) is maximal for γ ≈ 1.15. This maximal value arises from the trade off between the denominator and the numerator of the clustering coefficient in (3). When γ becomes close to 1, there will be some vertices with very high degrees. This makes the denominator of (3) very large. On the other hand, having more vertices of high degrees also causes the graph to contain more triangles. Thus, the numerator of (3) also increases when γ decreases. The above computation shows that in the erased configuration model, the optimal trade off between the number of triangles and the number of connected triples is attained at γ ≈ 1.15. Theorem 1.5 shows that the same phenomenon occurs in the rank-1 inhomogeneous random graph.
Mean clustering in CM vs ECM. In the CM, the normalized clustering coefficient converges to a constant times a stable random variable squared. This stable random variable has an infinite mean, and therefore its square also has an infinite mean. In the ECM as well as in the rank-1 inhomogeneous random graph however, the normalized clustering coefficient converges to one divided by a stable random variable, which has a finite mean [32] . Thus, the rescaled clustering coefficient in the ECM and the rank-1 inhomogeneous random graph converges to a random variable with finite mean. Formally, E Cn n 4/γ−3 = ∞ and E Cn n −3/2γ+3−2/γ < ∞.
ECM and inhomogeneous random graphs. Theorems 1.4 and 1.5 show that the clustering coefficient in the erased configuration model has the same scaling as the clustering coefficient in the rank-1 inhomogeneous random graph. In fact, choosing q(u) = 1 − e −u in Condition 1.1 even gives the exact same behavior for clustering in the erased configuration model and in the inhomogeneous random graph. This shows that the erased configuration model behaves similarly as an inhomogeneous random graph with connection probabilities p(w i , w j ) = 1 − e −w i w j /(µn) in terms of clustering.
Vertices of degrees
√ n. In the proof of Theorem 1.4 we show that the main contribution to the number of triangles comes from vertices of degrees proportional to √ n. Let us explain why this is the case. In the ECM, the probability that an edge exists between vertices i and j can be approximated by 1 − e −D i D j /Ln . Therefore, when D i D j is proportional to n, the probability that an edge between i and j exists is bounded away from zero. Similarly, the probability that a triangle between vertices i,j and k exists is bounded away from zero as soon as
This is indeed achieved when all three vertices have degrees proportional to √ n. If, for example, vertex i has degree of the order larger than √ n, this means that vertices j and k can have degrees of the order smaller
However, D j D k also has to be of size n for the probability of a triangle to be bounded away from zero. Now recall that the degrees follow a power-law distribution. Therefore, the probability that a vertex has degree much higher than √ n is much smaller than the probability that a vertex has degree of the order √ n. Thus, the most likely way for all three contributions to be proportional to n is to have
Intuitively, this shows that the largest contribution to the number of triangles in the ECM comes from the vertices of degrees proportional to √ n. This balancing of the number of vertices and the probability of forming a triangle also appears for other subgraphs [16] .
Global and average clustering. Clustering can be measured by two different metrics: the global clustering coefficient and the average clustering coefficient [29, 36] . In this paper, we study the global clustering coefficient, which divides the total number of triangles by the total number of pairs of neighbors (3). The average clustering coefficient is defined as the average over the local clustering coefficient of every vertex, where the local clustering coefficient of a vertex is the number of triangles the vertex participates in divided by the number of pairs of neighbors of the vertex. For the configuration model, the global clustering coefficient as well as the average clustering coefficient are known to scale as n 4/3−γ [28] . In particular, this shows that both clustering coefficients in the configuration model diverge when γ < 4/3. In this paper, we present a limit theorem for the global clustering coefficient, which characterizes the entire distribution of the clustering coefficient. This limit theorem shows that the sampleto-sample fluctuations of the global clustering coefficient in the configuration model are large, since the rescaled clustering coefficient converges to a random variable with infinite mean. The average clustering coefficient in the rank-1 inhomogeneous random graph has been shown to scale as n 1−γ log(n) [9, 14] , which is very different from the scaling of the global clustering coefficient from Theorem 1.4. For example, the average clustering coefficient decreases in γ, whereas the global clustering coefficient first increases in γ, and then decreases in γ (see Figure 1) . Furthermore, the average clustering coefficient decays only very slowly in n as γ approaches 1. The global clustering coefficient on the other hand decays as n −1/2 when γ approaches 1. This shows that the global clustering coefficient and the average clustering coefficient are two very different ways to characterize clustering.
Before we proceed with the proofs, we remark that each of the three limit theorems uses a coupling between the sum of different powers of degrees and the limit distributions S γ/p . It follows from the proofs of our main results, that these couplings hold simultaneously for all three measures. As a direct consequence, it follows that the rescaled measures convergence jointly in distribution: Theorem 1.6 (Joint convergence). Let D n be sampled from D, satisfying Assumption 1.1, with 1 < γ < 2 and
with A γ as in (8) and S γ/2 , S γ/3 and S γ/4 given by (6).
Overview of the proofs
Here we give an outline for the proofs of our main results for the configuration model and the erased configuration model and explain the main ideas that lead to them. The proofs for the rank-1 inhomogeneous random graphs follow very similar lines, and we show how the proofs for the erased configuration model extend to rank-1 inhomogeneous random graphs satisfying Condition 1.1 in Section 5. We start with some results on the number of removed edges in the erased configuration model.
The number of removed edges
The number of removed edges Z n in the erased configuration model is given by
For the analysis of the ECM it is important to understand the behavior of this number. In particular we are interested in the scaling of Z n with respect to n. Here we give an asymptotic upper bound, which implies that, up to sub-linear terms, Z n scales no faster than n 2−γ . The proof can be found in Section 6.1.
The scaling n 2−γ is believed to be sharp, up to some slowly-varying function. We therefore conjecture that for any δ > 0,
From Theorem 2.1 we obtain several useful results, summarized in the corollary below. The proof can be found in Section 6.1. Let Z ij be the number of edges between i and j that have been removed and Y i the number of removed stubs of node i. Then we have
The first result of Corollary 2.2 gives the scaling of the difference of the sum of powers of degrees, between CM and ECM. To see why, note that since for any integer q ≥ 1 we have
Hence, for any q ≥ 1 and δ > 0,
Results for regularly-varying random variables
In addition to the number of edges, we shall make use of several results, regarding the scaling of expressions with regularly-varying random variables. We summarize them here, starting with a concentration result on the sum of i.i.d. samples, which is a direct consequence of the Kolmogorov-Marcinkiewicz-Zygmund strong law of large numbers.
Lemma 2.3. Let (X i ) i≥1 be independent copies from a non-negative regularly-varying random variable X with exponent γ > 1 and mean µ. Then, with κ = (γ − 1)/(1 + γ),
with regularly-varying distribution (1) and mean µ, it holds that n κ−1 |L n − µn| P −→ 0. Therefore, the above lemma allows us to replace L n with µn in our expressions.
The next proposition gives the scaling of sums of different powers of independent copies of a regularly-varying random variable.
Proposition 2.4 ([18, Proposition 2.4]).
Let (X i ) i≥1 be an independent copies of a nonnegative regularly-varying random variable X with exponent γ > 1. Then, i) for any integer p ≥ 1 and δ > 0,
ii) for any integer p ≥ 1 with γ < p and δ > 0,
Finally we have following lemma, where we recall that (x ∧ y) denote the minimum of x and y.
Lemma 2.5 ([18, Lemma 2.6]). Let X be a non-negative regularly-varying random variable with exponent 1 < γ < 2 and slowly-varying function L. Then,
Heuristics of the proof for Pearson in the ECM
Let D n be sampled from D with 1 < γ < 2, consider G n = CM(D n ) and let us write r n = r + n − r − n , where r ± n are positive functions given by
First note that by the Stable Law CLT, see for instance [37] , there exist two slowly-varying
Applying this and using that L n ≈ µn,
with
Note that r − n scales roughly as n 1 γ −1 and thus tends to zero. This extends the results in the literature that r n has a non-negative limit [15] .
Next, we need to show that this result also holds when we move to the erased model, i.e. when all degrees D i are replaced by D i . To understand how this works, consider the sum of the squares of the degrees in the erased model
Recall that Y i is the number of removed stubs of node i. Then we have
and hence
Therefore we only need to show that the error vanishes when we divide by n 2 γ . For this we can use Corollary 2.2 to get
These results will be used to prove that when G n = ECM(D n ),
The final ingredient is Proposition 3.6, where we show that for some δ > 0, as n → ∞,
The result then follows, since for n large enough L 1 (n) ≤ Cn δ and hence
To establish (14) , let X ij denote the number of edges between i and j in the erased graph and note that since we remove self-loops X ii = 0, while in the other cases X ij = 1 {X ij >0} .
We consider the nominator of r +
and will show that, as n → ∞,
Since the denominator in r + n scales as n 3/γ we get that n 1−1/γ+δ r + n P −→ 0.
Proofs for clustering in CM and ECM
The general idea behind the proof for both Theorems 1.3 and 1.4 is that, conditioned on the degrees, the clustering coefficients are concentrated around their conditional mean. We then proceed by analyzing this term using stable laws for regularly-varying random variables to obtain the results.
Configuration model
To construct a triangle, six different half-edges at three distinct vertices need to be paired into a triangle. For a vertex with degree D i , there are D i (D i − 1)/2 ways to choose two half-edges incident to it. The probability that any two half-edges are paired in the configuration model can be approximated by 1/L n . Using this, we will show that the conditional expectation for the clustering coefficient can be written as
Here the first term describes the expected number of times six half-edges are paired into a triangle. The last two terms exclude triangles including either multi-edges or self-loops. Then by the Stable-Law CLT ( [37] ) we have that there exists a slowly-varying function
Hence, using that L n ≈ µn we obtain that
where S γ/2 , S γ/4 and S γ/6 are given by (6) . To complete the proof we establish a concentration result for C n , conditioned on the degrees. To be more precise, we employ a careful counting argument, following the approach in the proof of [11, Proposition 7.13 ] to show (see Lemma 4.1) that there exists a δ > 0 such that
where Var n denotes the conditional variance given the degrees. Then, it follows from Chebyshev's inequality, conditioned on the degrees, that
and we conclude that
Erased configuration model
The difficulty for clustering in ECM, compared to CM, is in showing that C n behaves as its conditional expectation, as well as establishing its scaling. To compute this we first fix an ε > 0 and show in Lemma 4.2 that the main contribution is given by triples of nodes with
where E 1 (ε) is an error function, independent of n, with lim ε→0 E 1 (ε) = 0. Then in Lemma 4.3
, where g n,ε (x, y, z) = 1 − e − xy Ln
After that, we show in Lemma 4.4 that C n concentrates around its expectation conditioned on the degrees, so that conditioned on the degree sequence, we can approximate
We then replace L n by µn in Lemma 4.5, so that, conditioned on the degree sequence,
We then take the random degrees into account, by showing that
where
and E 2 (ε) is a deterministic error function, with lim ε→0 E 2 (ε) = 0. Finally, we again replace the D i with D i and use the Stable Law CLT to obtain a slowly-varying function L 3 , such that
Combining all these results implies that, for any ε > 0,
, from which the result follows by taking ε ↓ 0.
Pearson's correlation coefficient
In this section we give the proof of Theorem 1.1, where we follow the approach described in Section 2.3.
Limit theorem for r − n
We first prove a limit theorem for r − n , when G n = CM(D n ).
Proposition 3.1. Let D n be sampled from D with 1 < γ < 2 and
as n → ∞. Here S γ/2 and S γ/3 are given by (6).
Proof. We will first show that there exists a slowly-varying function L 0 such that
as n → ∞ and S γ/2 and S γ/3 defined by (6) .
, and let Γ i be defined as in (5) . Then, since
Combining this with (16) and (17) and noting that L 0 (n) := L 2 (n)/L 1 (n) 2 is slowly varying, yields (15) .
Hence, to prove the main result, it is enough to show that
We will prove the stronger statement,
where κ = (γ − 1)/(γ + 1) > 0 is the same as in Lemma 2.3.
Note that by Lemma 2.3 we have that νn/L n P −→ 1. Hence, by (15), we have that for any δ > 0,
from which we conclude that
To show (18), we write
For the first term we have, using (19) and Lemma 2.3,
which finishes the proof of (18).
We now turn to the ECM. Observe that for G n = ECM(D n ), (12) and Corollary 2.2 that, for any δ > 0,
This line of reasoning can be extended to sums of D p i , for any p > 0, proving that the degrees D i in the ECM satisfy the same scaling results as those for D i . In particular we have the following extension of (19) to the erased configuration model: Lemma 3.2. Let D n be sampled from D with 1 < γ < 3 and G n = ECM(D n ). Then, for any δ > 0,
We now show that the difference
Proposition 3.3. Let D n be sampled from D with 1 < γ < 2, G n = ECM(D n ) and G n denote the graph before the removal of edges. Then,
Proof. The proof consist of splitting the main term into separate terms, which can be expressed in terms of erased stubs or edges, and showing that each of these terms converge to zero. Throughout the proof we let
We start by splitting the main term as follows,
For (21) we use that
Now observe that 2
with all the three terms inside the brackets positive. Therefore, it follows from (23), together with Corollary 2.2, Proposition 2.4 and (19) that
The second term, (22) , requires more work. Let us first write
(1)
Note that
Therefore, in order to complete the proof, it suffices to show that For t = 1 this follows from (25), since,
and hence 3δ 2
For t = 2 we use that
n ≤
By Proposition 3.1 it follows that
In addition we have that ε := γ − 1 − 3δ/2 > 0 and hence, by Theorem 2.1 and the strong law of large numbers,
Finally, for I
n we first compute
and hence,
.
By (26) the last term converges in probability to one. Finally, by (24),
and hence, by Corollary 2.2 and Proposition 2.4,
which finishes the proof.
Convergence of r + n
The next step towards the proof of Theorem 1.1 is to show that, for some δ > 0,
The main ingredient of this result is the following lemma, which gives an approximation for
Lemma 3.4. Let D n be sampled from D with 1 < γ < 2 and E [D] = ν. Consider graphs G n = CM(D n ) and define
Then, for any K > 0 and 0 < δ <
In our proofs M n will be divided by
which is of the order n 3/γ . Hence the final expression will be of the order n
, which is enough to prove the final result.
To prove Lemma 3.4, we will use the following technical result:
Lemma 3.5 ( [22, Lemma 6.7]).
For any non-negative x, x 0 > 0, y i , z i ≥ 0 with z i < x for all i, and any m ≥ 1, we have
Proof of Lemma 3.4. We will first consider the term P n (X ij = 0) − exp −
. It follows from computations done in [12] 
For the product term in (27) we have the following bounds
and therefore, using Lemma 3.5 with m = 1, we can bound the difference between P n (X ij = 0) and exp
while changing x 0 to L n yields
Combining (28) and 29 gives
n + I
n .
We will now show that n
which proves the result. For the remainder of the proof we denote
and observe that by our choice of δ,
For t = 1, we have
By the strong law of large numbers and Proposition 2.4, it follows that
Proposition 2.4 then implies
The analysis for I (2) n is similar so that we are left with I
n . Here, we have
The last term again converges in probability to one, by (31) . For the remaining terms we use the definition of ε 2 and Proposition 2.4 to obtain
which finishes the proof of (30).
We proceed to prove the convergence of r + n : Proposition 3.6. Let D n be sampled from D with 1 < γ < 2,
Proof. Let
We will show that n
which then implies (32), since by Potter's theorem L(n)n −δ → 0, for any δ > 0. The main part of the proof of (33) will be to show that
To see that (34) implies (33), we write
and hence, using (34) and Proposition 2.4,
To prove (34) let κ = (γ − 1)/(γ + 1) and define the events
Then, if we set Λ n = A n ∩ B n , it follows from Lemma 2.3 and Lemma 3.4 that P (Λ n ) = 1 and hence, it is enough to prove that for any K > 0
First, since E n X ij = P n (X ij > 0) and Λ n is completely determined by the degree sequence,
From this we obtain, using Markov's inequality, that
where D 1 and D 2 are two independent copies of D. It follows that D 1 D 2 is again regularly varying with exponent 1 < γ < 2. Therefore, since 1 − e −x ≤ (1 ∧ x) and using Lemma 2.5,
Now observe that by our choice of δ > 0 and since 2 − γ < 1, we get
Plugging this into (38) , it follows from (37) that
+ n −δ .
and hence (36) follows.
Proving Theorem 1.1
We are now ready to prove the central limit theorem for the ECM.
Proof of Theorem 1.1. Let G n = ECM(D n ) and S γ/2 and S γ/3 be defined as in (6) and let L 0 be given by Proposition 3.1. Now we write
By Proposition 3.6 it follows that the first part converges to zero in probability, as n → ∞. For the second part, let δ = (γ − 1) 2 /(4γ) and note that by Potter's theorem [3, Theorem 1.5.6] we have that L 0 (n) ≤ n δ for all large enough n. Then, if we denote by G n the graph before the removal of edges, it follows by Proposition 3.3 that
Finally, we remark that the graph G n is generated by the CM so that the above and Proposition 3.1 now imply
as n → ∞ from which the result follows.
Clustering coefficient
In this section, we prove Theorems 1.3 and 1.4 on the clustering coefficient in the configuration model as well as the erased configuration model. In both models, we first study the clustering coefficient when the degree sequence is fixed. We show that the clustering coefficient concentrates around its expected value when the degrees are given. Then, we analyze how the random degrees influence the clustering coefficient.
Clustering in the configuration model
In this section, we compute the clustering coefficient for a configuration model with a powerlaw degree distribution with γ ∈ (1, 2). To prove Theorem 1.3, we first use a second moment method to show that the number of triangles n concentrates on its expected value conditioned on the degrees. Then we take the random degrees into account and show that the rescaled clustering coefficient converges to the stable distributions from Theorem 1.3.
Concentration for the number of triangles
The concentration result is formally stated and proved in the next lemma.
Lemma 4.1. Let D n be sampled from D with 1 < γ < 2, and G n = CM(D n ). Let n denote the number of triangles in in G n . Then, for any ε > 0,
Proof. Fix 0 < δ < 2 γ − 1. Define the event
Let A n be the event defined in (35) , and let Λ n = B n ∩ A n . We have lim n→∞ P n (Λ n ) = 1, thus, we only need to prove the result on the event Λ n . The proof is similar to the proof of [11, Proposition 7.13] . Define
This is the set of combinations of six half-edges that could possibly form a triangle. Thus,
denotes the number of ways six half-edges could form a triangle. For m ∈ I, let 1 m denote the indicator variable that the six half-edges of m form a triangle in the way specified by m. Then,
The probability that the half-edges in m form a triangle can be written as
This results in
Furthermore, by [11, Theorem 2.5],
The probability that the six pairs of half-edges are paired in the correct way is
if all involved half-edges are distinct, otherwise the probability equals zero. Therefore,
On the event B n , |I| = Ω(n 6/γ−3δ ). Using that L n = µn(1 + o (1)) under the event A n results in
for γ ∈ (1, 2). Then by Chebyshev's inequality, on the event Λ n
which gives the result.
Proof of Theorem 1.3
Proof of Theorem 1.3. We again prove the result under the event Λ n = B n ∩ A n , where B n and A n are given respectively in (39) and (35) . By (40) and (41)
Then, the definition of the clustering coefficient in (4) yields
Lemma 4.1 then gives that conditioned on the degree sequence
Very similar to the proof of Proposition 3.1 we can show that there exists a slowly-varying function L 0 (n) such that
for the same random variables Γ i . Combining this with (42) results in (7).
Clustering coefficient in the erased configuration model
In this section, we study the clustering coefficient in the ECM. Again, we start with the expectation and the variance of the clustering coefficient conditioned on the degree sequence.
Structure of the proof of Theorem 1.4. We prove Theorem 1.4 in four steps:
Step 1. We show in Lemma 4.2 that the expected contribution to the number of triangles from vertices with degrees larger than √ n/ε and smaller than ε √ n is small for fixed 0 < ε < 1.
Therefore, in the rest of the proof we focus on only counting triangles between vertices of degrees [ε √ n, √ n/ε].
Step 2. We calculate the expected number of triangles between vertices of degrees proportional to √ n, conditioned on the degree sequence. In Lemma 4.3, we show that this expectation can be written as the sum of a function of the degrees.
Step 3. We show that the variance of the number of triangles between vertices of degree proportional to √ n is small in Lemma 4.4. Thus, we can replace the number of triangles conditioned on the degrees by its expected value, which we computed in Step 2.
Step 4. We show that the expected number of triangles conditioned on the degrees converges to the value given in Theorem 1.4, when taking the random degrees into account.
We will start by proving the three lemma's described above. Let B n (ε) denote the interval [ε √ µn, √ µn/ε] for some ε > 0. Furthermore, let X ij denote the number of edges between vertex i and j in the erased configuration model. Then, we can write the number of triangles as
We want to show that the major contribution to n comes from n (B n (ε)). The following lemma shows that the expected contribution of n (B n (ε)) to the number of triangles is small. Lemma 4.2. Let D n be sampled from D with 1 < γ < 2 and G n = ECM(D n ). Let n (B n (ε)) denote the number of triangles in G n with at least one of the degrees not in B n (ε). Then,
Thus,
We now show that the contribution to (44) where D 1 < ε √ µn is small. We write
where we used Assumption 1.1 and the fact that D 1 , D 2 and D 3 are independent. We bound the sum in (45) as
Therefore,
for some constant K 2 . Thus, we only need to prove that the last triple integral in (46) tends to zero as ε → 0. Because there exist 0
where E 0 (ε) is such that E 0 (ε) → 0 as ε → 0. Thus, by (44) and (45), the contribution to the expectation where one of the degrees is smaller than ε √ µn is bounded by
Similarly,
where again E 0 (ε) satisfies E 0 (ε) → 0 as ε → 0. Therefore, we can show in a similar way that the contribution to the expected number of triangles where one of the degrees is larger than
γ E 0 (ε) . Then, taking E 1 (ε) = max(E 0 (ε), E 0 (ε)) proves the lemma.
The next lemma computes the expected contribution of the vertices of degree proportional to √ n to the number of triangles. Define
and let denote a sum over distinct indices.
Lemma 4.3. Let D n be sampled from D with 1 < γ < 2, and G n = ECM(D n ). Let n (B n (ε)) denote the number of triangles in G n with degrees in B n (ε). Then, on the event A n as defined in (35) ,
Proof. We can write the expectation as
where P n ( i,j,k ) denotes the probability of a triangle between vertices i, j, k being present. This probability can be written as (1)) under the event A n , we can use [16, Lemma
3.1] which results in
and similarly
Combining this with (49) yields
where the second equality follows because
under A n . Combining this with (48) shows that
on the event A n , which proves the lemma.
The following lemma bounds the variance of the number of triangles between vertices of degrees proportional to √ n.
Lemma 4.4. Let D n be sampled from D with 1 < γ < 2, and G n = ECM(D n ). Let n (B n (ε)) denote the number of triangles in G n with degrees in B n (ε). Then, as n → ∞,
let A n be as defined in (35), and set Λ n = A n ∩ B n . Because the degrees are i.i.d. samples from (1), P (Λ n ) → 1. Therefore, we will assume we are under the event Λ n in the rest of the proof. By a similar argument as in Lemma 4.2, we can show that
γ . Thus, we need to prove that
Var n ( n (B n (ε))) = o P n 6−3γ .
We can write the variance Var n ( n (B n (ε))) as
where P n ( i,j,k ) again denotes the probability that there is a triangle between vertices i, j and k. This splits into several cases, depending on |{i, j, k, s, t, u}|. Let the part of the variance where |{i, j, k, s, t, u}| = m be denoted by V
Under B n ,
Thus, by the choice of δ,
as required. Thus, the contributions V (m) , m = 3, 4, 5, to the variance are sufficiently small. Now we investigate the case where 6 different indices are involved. Equation (51) computes the second term inside the brackets in (52). To compute the first term inside the brackets, we make a very similar computation that leads to (51). A similar computation as in (50) yields that on the event A n
Hence,
Therefore, by Lemma 4.3,
and therefore also the contribution to the variance where |{i, j, k, s, t, u}| = 6 is small enough.
The final step before the proof of Theorem 1.4 is to replace the L n inside the definition of g n,ε by µn. In particular, define
then we have the following result:
Lemma 4.5. Let D n be sampled from D with 1 < γ < 2 and κ = (γ − 1)/(1 + γ) > 0. Then, for all ε > 0 and δ < κ,
Proof. Let A n be as in (35) and note that κ is the same as in the statement of the lemma. Then, since P (A n ) → 1, it is enough to prove that the result conditioned on A n . Next, note that 1 − e −a ≤ 1 for all a ≥ 0. Hence, due to symmetry it suffices to prove
For this we compute that, on the event A n ,
We recall that by Karamata's Theorem [3, Theorem 1.5.11] it follows that
Therefore, using Lemma 6.1,
so that by Markov's inequality, we obtain that for any K > 0 and ε > 0,
Proof of Theorem 1.4. First, we look at the denominator of the clustering coefficient in (4). By (13) 
where S γ/2 is a stable distribution. Now we consider the numerator of the clustering coefficient. We prove the convergence of the number of triangles in several steps. First, we show that the major contribution to the number of triangles comes from the triangles between vertices with degrees proportional to √ n. Fix ε > 0. We use (43), where we want to show that the contribution of n (B n (ε)) is negligible. Applying Lemma 4.2 with the Markov inequality yields, for every δ > 0,
Because E 1 (ε) tends to zero as ε → 0, we now focus on n (B n (ε)). The number of triangles consists of two sources of randomness: the random pairing of the edges, and the random degrees. First we show that n (B n (ε)) concentrates around its mean when conditioned on the degrees. By Lemma 4.4 and Chebyshev's inequality,
conditionally on the degree sequence (D i ) i∈ [n] . Combining this with Lemmas 4.3 and 4.5 yields that conditionally on (
To investigate the convergence of (56) when taking the random degrees into account, define for b > a ≥ 0 the random measure
so that N is binomially distributed and therefore this number concentrates around its mean value, which is large. Combining this with Lemma 6.1 yields
Let N (n) be the product measure
1 and F = [ε, 1/ε] 3 . Thus, N (n) counts the number of triples with all three degrees proportional to √ µn. Below, we show that
where h(x, y, z) := (1 − e −xy )(1 − e −xz )(1 − e −yz ) and ε is the same as in (55). First, we show how (58) completes the proof of Theorem 1.4. Combining (55), (56) and (58) gives
(2−γ)
Taking the limit of ε → 0 combined with (54) and the definition of the clustering coefficient in (4) then results in 
where E n now denotes expectation conditioned on the weight sequence. Furthermore, for w i = O(n 1/γ ), on the event B n , by Condition 1.1(ii) and (iii)
where the first equality follows from a first order Taylor expansion of h(x). Combining (59) and (60) yields
Let X ij again denote the indicator that edge {i, j} is present. Note that Var n (X ij ) = p(w i , w j )(1 − p(w i , w j )) ≤ p(w i , w j ). Because conditioned on the weights, the degree of a vertex D i = i =j X ij is the sum of independent indicators with success probability p(w i , w j ), Var n (D i ) ≤ i =j p(w i , w j ) ≤ 2w i for n large enough. Then, Bernsteins inequality yields that for t > 0
Thus, for w i > log(n),
and a similar result holds for the third moment of the degrees. In particular, this implies that (20) and (10) also hold for the inhomogeneous random graph under Condition 1.1.
Pearson in the rank-1 inhomogeneous random graph
The analysis of the term r − n in (9) is the same as in the erased configuration model, since it only depends on the degrees, and (20) also holds for the inhomogeneous random graph. We therefore only need to show that Proposition 3.6 also holds for the rank-1 inhomogeneous random graph. This means that we need to show that (34) also holds for the rank-1 inhomogeneous random graph. For all models satisfying Condition 1.
Because the weights are sampled from (1), this is the exact same bound as in (38) , so that from there we can follow the same lines as the proof of Proposition 3.6. Thus, Proposition 3.6 also holds for rank-1 inhomogeneous random graphs satisfying Condition 1.1. Then we can follow the same lines as the proof of Theorem 1.1 to prove Theorem 1.2.
Clustering in the rank-1 inhomogeneous random graph
For the clustering coefficient, note that conditioned on the weights, P n ( i,j,k ) = p(w i , w j )p(w j , w k )p(w i , w k ). Furthermore, Lemma 4.2 only requires the bound p(w i , w j ) ≤ (w i w j /(µn) ∧ 1), which also holds for all rank-1 inhomogeneous random graphs satisfying Condition 1.1, so that Lemma 4.2 also holds for these rank-1 inhomogeneous random graphs. Furthermore, conditioned on the weights, the probabilities of distinct edges being present are independent, so that similarly to (58). Thus, we can follow the exact same lines of the proof of the clustering coefficient in the erased configuration model, replacing the term (1 − e −t 1 t 2 )(1 − e −t 1 t 3 )(1 − e −t 2 t 3 ) by q(t 1 t 2 )q(t 1 t 3 )q(t 2 t 3 ), which them proves Theorem 1.5.
Appendix
In this section we prove some technical results used in the preceding proofs.
Erased edges
We start with the proof for the scaling of the number of erased edges.
Proof of Theorem 2.1. Let K, δ > 0, κ ≤ (γ − 1)/(1 + γ) and define the events A n = |L n − νn| ≤ n 1−κ , B n = max
and set Λ n = A n ∩ B n ∩ C n . Then by Lemma 2.3 and Proposition 2.4, P (Λ n ) → 1, and hence we only need to proof the result conditioned on the event Λ n . First recall that
It follows from [21] , see also [18, Proposition 8.4] , that
where φ(x) = x − 1 + e −x .
Then, on the event Λ n , M n ≤ n Taking t = νn − n 1−κ we obtain that
from which it follows that lim n→∞ P E n > n 2−γ+δ , Λ n = 0.
We proceed with the proof of the corollary.
Proof of Corollary 2.2. For the first part we write For the second part we bound the main term by
Hence, using the first part of the corollary and Proposition 2.4, it follows that 
Technical results for clustering
The following result is needed for the proof of Lemma 4.2.
Lemma 6.1. Let X be a non-negative regularly-varying random variable with distribution (1). Then, for any 0 ≤ a < b,
Proof. Because L is a slowly varying function,
for any c ∈ (0, ∞). Furthermore, using the Taylor expansion of (a √ n − x) −γ at x = 0 yields
We end this section with computing the constant A γ in Theorem 1.4. Case 2: y, z < 1. Again, w.l.o.g. we assume that y > z. Then yz < 1. Whether xy < 1 and xz < 1 depends on the value of x. .
These two cases covered the situations where all three variables are larger than one, the case where all three are smaller than one, the situation where one variable is smaller than one and the others larger, and the situation with one variable smaller than one and the others larger than one. Thus, all cases were covered, and the integral is finite.
