This paper is a sequel to an earlier paper dealing with a symme~c function generalization Xc of the chromatic polynomial of a finite graph G. We consider the question of when the expansion of XG in terms of Schur functions has nonnegative coefficients and give a number of applications, including new conditions on the f-vector of a flag complex and a new class of polynomials with real zeros. Some generalizations of X~ are also considered related to the Tutte polynomial, directed graphs, and hypergraphs, t~) 1998 Elsevier Science B.V. All rights reserved 1. Schur positivity Let G be a finite graph with no loops (edges from a vertex to itself) or multiple edges. In [35] we defined a symmetric function X~ =Xt (xl,x2 .... ) Stanley / Discrete Mathematics 193 (1998) [267][268][269][270][271][272][273][274][275][276][277][278][279][280][281][282][283][284][285][286] the chromatic polynomial go(n) of G. In this paper we will report on further work related to this symmetric function.
(c) By (b) the elements of the set z-l(i) form a chain, say ul <u2< ... <u~. Similarly suppose that the elements of z-l(i+ 1) are Vl <v2 <... <v;.,+,. Then for all i and all 1 ~<j~<2z+l we require that vj~uj.
Note that if P is itself a chain/)1 < "" ' </)d, then a map r : P ~ • is a P-tableau of shape 2 if and only if the sequence z(Vl),...,Z(Vd) is a lattice permutation of shape 2, as defined e.g. in [26, p. 68; 30, Definition 4.9.3] . Since there is a simple bijection between lattice permutations of shape 2 and standard Young tableaux of shape 2 [30, p. 173], we may regard a P-tableau of shape 2 (when P is a chain) as a standard Young tableau of shape 2. Hence, for general P, a P-tableau of shape 2 should be regarded as a generalization of a standard Young tableau of shape 2.
Let f;~(P) denote the number of P-tableaux of shape 2. Theorem 1.3 (Gasharov [14] ). Let P be a (3 + 1)-Jhee poset and G=inc(P). Then Xc = ~ f~(P)s;. (2) 2Fd Gasharov proves (2) when P is (3 + 1)-free by an involution principle argument. Since both sides have simple combinatorial interpretations, there should be a direct bijective proof. When P is a chain the identity (2) becomes (Xl +x2 +'" .)d = ~ faSa(X), 2F-d where fx denotes the number of standard Young tableaux of shape 2. A bijective proof of this identity is provided precisely by the Robinson-Schensted correspondence, so we are seeking a generalization of Robinson-Schensted. Such a generalization can be gleaned from the work of A. Magid [27, Section 3] , though a simpler direct bijection would be desirable.
A claw is a complete bipartite graph Ki,3. A graph is claw-free if no induced subgraph is a claw. Note that KI,3 is the incomparability graph of the disjoint union 3+ 1 of a three-element chain and one-element chain, and that KI,3 is the incomparability graph of no other poset. It follows that an incomparability graph inc(P) is claw-free if and only if P is (3 + 1)-free. Thus, it is natural to ask whether Conjecture 1.1 or Theorem 1.3 extends to claw-free graphs. In [35, Fig. 5] we gave an example of a claw-free graph which is not e-positive. On the other hand, the question of whether claw-free graphs might be s-positive was first raised by Gasharov (unpublished) , and there now seems to be enough evidence to make it into a conjecture.
Conjecture 1.4. If G is claw-free then G is s-positive.
There is a nice combinatorial consequence of the s-positivity of a graph G. Recall from [35] Proof. Since claws are not nice, the 'only if' part follows. To prove the 'if' part, we use the simple fact that if 2 covers # in dominance order, then/z is obtained from 2 by subtracting 1 from some part 2i and adding 1 to some part 2j ~< 2i-2. (Not all such # need be covered by 2.) Hence, it suffices to prove that if a claw-free graph H has a stable partition n of type 2 and if/z is as just described, then H has a stable partition of type/~. Let W be a subset of V which is the union of a block A of n of size 2i and a block B of size 2j. Let Hw denote the restriction of H to W. Hence Hw is bipartite. Since H is claw-free every vertex of Hw has degree one or two, so Hw is a disjoint union of paths and cycles. The vertices of each path and cycle alternate between A and B. Since #,4 > #B, there is a component of He/ which is a path starting and ending in A. Let P denote the vertex set of this path. Replace A and B by (A -P)t3 (B A P) and (A A P) t_J (B -P). This yields a stable partition of H of type #, completing the proof. [] Griggs has made a conjecture [18, Problem 3] equivalent to the statement that the incomparability graph of the boolean algebra B, is nice. This suggests that inc(B,) might be s-positive, which is true for n ~<4. Perhaps even the incomparability graph of any distributive lattice is s-positive. This seems quite unlikely, however, since in particular the distributive lattice L of Fig. 1 has the property that inc(L -{(), 5}) is not s-positive (though inc(L) is itself s-positive). The modular lattice of Fig. 2 has an incomparability graph which is not nice and hence is not s-positive. (There is a partition into chains of type (5,3, 1, 1, 1, 1) but not (2,2,2,2,2,2).) 
G-analogues of symmetric functions
For each graph G we define a homomorphism ~0G from the ring of symmetric functions to the polynomial ring in the vertices of G which is closely connected with the symmetric function )(6. This homomorphism is closely related to [16] , and I am grateful to Ira Gessel for calling to my attention the relevance of the paper [16] . Regard the vertices of G as commuting indeterminates, and define for each integer i >/0 a polynomial
S yES
where S ranges over all/-element stable subsets of the vertex set V of G. In particular, e0 c = 1. We regard e~ as a 'G-analogue' of the ith elementary symmetric function ei. Indeed, when G has no edges then eia=ei (vl 
vEV Thus, the theory of multicolorings of G is equivalent to the theory of ordinary colorings of the G~'s, and it is basically a matter of taste which one is preferred. Gasharov [14, 15] 
Proof. To obtain a monomial v ~ in the expansion of e~(v), we must choose stable sets (b) This is proved exactly as the equivalence of (i) and (ii) in (a), using the identity [26, (4.2')]
C(x, y) :-~ m~.(x)e:~(y).
[]
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We next consider the G-analogue of the power sum symmetric functions. We first note that it follows from the well-known identity (equivalent to [26, (2.10 
Hence, Theorem 2.3 below can be interpreted as a statement about the coefficients in the expansion of the left-hand side of (6). 
C(x, y) = ~ e~z~l p~(x)pa(y).
( We show that it is strong enough (though just barely) to establish Turhn's theorem for triangles (first proved by Mantel [28] ), stated below as Corollary 2.6. Similar reasoning may be found in [13] , where Cartier-Foata theory (mentioned in our first proof of Theorem 2.3) is used to prove some strengthenings of Corollary 2.6. The results in [13] only use the fact that the exponential of the righthand side of (9) has normegative coefficients, so it would be interesting to see whether Corollary 2.4 itself (or the stronger Theorem 2.3) can lead to even more general results. Note that Lemma 2.5 fails if we only assume that some finite number kl, k2 ..... kN of the ki's are nonnegative, no matter how large N is. For we can choose 0 to have a large real part and an imaginary part very close to zero, in which case N(0 n) will be positive unless n is large. Thus Corollary 2.4 is 'just sufficient' to imply Tur~in's theorem for triangles. It is therefore no surprise that Corollary 2.4 fails to imply Tur~in's theorem for K4-free graphs. For instance, a graph with 6 vertices and no K4 can contain at most 12 edges, yet all coefficients of -log(1 -6t + 13t 2 -11t 3) are positive.
As a final application of G-analogues of symmetric functions, we give a connection with the theory of total positivity. We will use the following fundamental result of Aissen et al. [1] characterizing when a polynomial has negative real zeros. 
. + aat a is a nonpositive real number. (ii) Every minor of the (infinite) Toeplitz matrix [aj-i]i,j>~o (where we set ak = 0 if
k<0 or k>d) is nonnegative. 
Theorem 2.8. Let G be a graph with vertex set V = {vl ..... va} such that for every ~ : V--* ~, the graph G ~ is s-positive. Equivalently (by Corollary 2.2(a)), s] E [~[V] for all partitions 2. Let ci be the number of i-element stable sets of vertices of G. Then all the zeros of the polynomial CG(t) =

-free poset. Let ci be the number of i-element chains of P. Then every zero of the polynomial ~ cit i is real. []
For a general discussion of the use of Lemma 2.7 to show that combinatorially defined polynomials have real zeros, see [8] . For additional information on stable set polynomials, see [13, 21] and the references given there.
A special case of Corollary 2.9 are the stable set polynomials ~ eit i of indifference graphs (also called unit interval graphs), which are the incomparability graphs of posets that are both (3 + 1)-and (2 + 2)-free (see e.g. [12, p. 51] A more precise connection than Theorem 2.8 between Schur positivity and the reality of the zeros of the stable set polynomial is given as follows. 
Theorem 2.11. Let P(t) be a polynomial with real coefficients satisfying P(O)= 1. Define Fp(x ) = 1-[ e(xi ), i an inhomogeneous symmetric formal power series. The following three conditions are equivalent. (i) Fp(x) is s-positive. (Equivalently, every homogeneous component of Fp(x) is s-positive. ) (ii) Fe(x) is e-positive. (iii) All the zeros of P(t) are negative real numbers.
Proof. A simple combinatorial argument shows that
YG(X) = H CG(Xi)" i
The proof follows from Theorem 2.11 (and the fact that Co(t) has positive coefficients, so every real zero is negative). []
Generalizations
There are a number of possible generalizations of the symmetric function X6. These generalizations are largely unexplored territory. We will sketch what is known about three such generalizations in this section.
The Tutte polynomial
The Tutte polynomial TG(x, y) is a polynomial in two variables associated with a graph G (or more generally any matroid). It specializes to the chromatic polynomial via the identity (11 ) . Unlike the chromatic polynomial, the Tutte polynomial does not vanish when the graph has loops, and is not unaffected by replacing a multiple edge by a single edge. Hence, we will allow G to have loops and multiple edges. For a good survey of Tutte polynomials, see [9] . One of the formulas [9, Proposition 6.3.26] for the Tutte polynomial of a graph (though not the original definition) is given by 
XG(x;t)= ~ (l + t)m(~)x~,
K:V---*P where the sum is over all colorings x : V ~ P of G with positive integers, and where x ~ is given by (1) and re(x) is as in (10) .
Note that Xo(x;-1)=X6(x). Moreover, it follows from (10) that
['t+n
XG(an;t)=nc(G)tP(G)TG ~----~,t + .
The only interesting results we know about X6(x; t) concern its expansion in terms of power sum symmetric functions. We will just state the main result here, first observed by Timothy Chow. The proof is a straightforward generalization of [35, Theorem 2.5] (the case t = -1 ). ( 
Theorem 3.2. We have XG(x;t)= ~ t#S p~(s)(x),
13) SCE where the sum ranges over all subsets of the edges of G, and where )~(S) is the partition whose parts are the number of vertices of the connected components of the spanning subgraph of G with edge set S. In particular, the coefficients of XG(X; t) when expanded in terms of power sum symmetric functions are polynomials in t with nonnegative integer coefficients.
It is not difficult to compute XG(x; t) when G is the complete graph Kd. To 
XK~(x;t) (zx~'(l+t)(~))
d>~0 l 1 \m~>0
Now consider Eq. (13) . We can choose a subset S C_E by choosing a partition it = {BI,B2,... ,Bk} of V and placing a connected graph on each block Bi. The contribution of a fixed partition rc of type 2 (i.e., with block sizes 2t, ;~2 .... ) to the right-hand side of (13) is C~(t)Ca2(t)..., where 
XKa(X; t) = Z b) C~, (t)C~2(t)... p;, 2~-d
where b~ is the number of partitions of type 2 of a d-element set. The numbers b~ are given explicitly by
where 2 has mi parts equal to i. A simple application of the exponential formula (e.g.,
d~>0 rn~>l
One can also easily derive (15) directly from (14).
Directed 9raphs
Let D be a directed graph, allowing loops (edges (u, u)) and bidirected edges (edges The path-cycle symmetric function ~D(X, y) was investigated by Chow [10] . We will state one of his more interesting results here, which when specialized to x = 1 m and y = 1 n answers a question raised by Chung and Graham [11, Section 8(c) ], and which has no counterpart for the symmetric function XG(x). 
where ( 
Hypergraphs
A (simple) graph may be regarded as a set of vertices and two-element subsets of vertices. What happens if we can take arbitrary subsets of vertices? A collection aft of subsets of a vertex set V is called a hypergraph. The elements of of ~ are still called edges. From now on we will assume that every edge has at least two elements. (We do not require, as is sometimes done, that the union of the edges is V.) A proper coloring of ~(f with positive integers is a map x : V ~ P such that no edge is monochromatic. 2 This is equivalent to assuming that no minimal edge is monochromatic, so we might as well assume 9f ~ is an antichain, i.e., no two elements of ~ are comparable (with respect to inclusion).
There is an extensive theory of hypergraph coloring (e.g., [3, Ch. 19] ), but little of this theory is enumerative. Given an antichain 9(6 of subsets of V, we can define a symmetric function X~e exactly in analogy with graphs, i.e., Then Lg is just the intersection lattice, as defined in [4] , of the subspace arrangement ~ ~e = { Hs : S E ,,ug }. 
The proof is exactly analogous to that of [35, Theorem 2.6] . Unlike the case of graphs, the sign of the integer ~(0, re) does not depend only on type(~), so we cannot conclude that coX~r is p-positive as was the case for graphs [ Our second result concerning the expansion of Xxr in terms of power sums is a generalization of [35, Theorem 2.5] . In fact, it applies to an even more general situation which generalizes X~(x) in exactly the same way that XG(x; t) (defined in Definition 3.1) generalizes Xc(x). Namely, for any hypergraph ~ with vertex set V define
X~r(x; t)----~ (1 + t)m(~)x ~, x:V---~P
where the sum ranges over all colorings x:g ~ P of ~, and where re(x) is the number of monochromatic edges of g. Thus Xsr(x; -1 )=Xg(x). Unlike the situation for Xjr(x), the symmetric function X~(x; t) is not determined by the minimal elements of .,~, so we should no longer assume that ~ is an antichain. Comparing with (12) suggests that we define the Tutte As an explicit example, if ~ has vertices a, b, c, d and edges ac, cd, abc, then X~(X; t) = ?nllll "[-(2t + 6)m211 + (2t 2 + 5t + 4)/n31 W (2t + 3)m22 + (t + 1 )37n 4 = p1111 + 2tp211 + (2t 2 + t)p3~ + (t 2 + t3)p4.
Note that if we set t =-1 in (19) then we obtain a second expansion (the first being Theorem 3.4) of Xyr(x) in terms of power sums.
As an interesting example of a hypergraph, fix k >/1 and let A '~ ----,~d,k consist of a// k-element subsets of the d-element set V. The arrangement ~¢Jr~.k is called a k-equal arrangement and has been extensively studied [5] [6] [7] 37] . By definition we have an immediate generalization of both (14) and (20) .
