In this note, we obtain the growth order of Lebesgue constants for Fekete points associated with tensor powers of a positive line bundle. Moreover, by endowing the space of global holomorphic sections with a natural Gaussian probability measure we prove that Fekete points are sampling for random holomorphic sections.
INTRODUCTION
Let X be a projective manifold of complex dimension n and L → X be a holomorphic line bundle endowed with a positive Hermitian metric h := e −ϕ . We also denote the set of global holomorphic sections of L by H 0 (X, L). For a fixed basis {S 1 , . . . , S N } of H 0 (X, L) and N-tuple of points x 1 , . . . , x N on X where N := dim(H 0 (X, L)), we denote Vandermonde-type determinant by vdm(x 1 , . . . , x N ) := det(S i (x j )) 1≤i,j≤N which defines a section of the pull-back line bundle L ⊠N over the manifold X N . A configuration of points (x 1 , . . . , x N ) is called a Fekete configuration if it maximizes the point-wise norm | det(S i (x j ))| with respect to the Hermitian metric on L ⊠N induced by h. We remark that by compactness Fekete configurations always exist but they need not to be unique.
Note that Fekete configurations form an interpolating array. Indeed, let's denote the Lagrange sections (see §3.2 for definition) ℓ k j ∈ H 0 (X, L k ) associated with a Fekete configuration F k of order k then one can define a projection π k : C(X, L k ) → H 0 (X, L k )
where c j := s(x j ), ℓ j (x j ) h ⊗k for j = 1, . . . , N k and C(X, L k ) denotes the set of continuous sections of the tensor power L k := L ⊗k . We may endow both C(X, L k ) and H 0 (X, L k )
with the sup norm. Then the operator norm of the projection π k is given by
which is called the Lebesgue constant of order k. In particular, for every s ∈ H 0 (X, L k ) we have
It follows from the definition of Lagrange sections that Λ k ≤ N k := dim(H 0 (X, L k )). We also remark that the operator norm π k = Λ k gives a bound on the distance (in the sup norm) between the interpolant and its best uniform approximation in H 0 (X, L k ). Indeed, it is easy to see that for s ∈ C(X, L k )
Interpolating and sampling properties of Fekete configurations have been studied by many authors in various geometric settings (see [B03, BBWN11, LOC16] ) and in the context of orthogonal polynomials ([MOC10, AOC12, Bos18] and references therein). Recall that in the context of polynomials on C n , Fekete configurations are defined to be those set of points that maximize the (absolute value of the) Vandermonde determinant on the given compact set K ⊂ C n . Fekete arrays provides often good (sometimes excellent) interpolation points. However, there are only a few cases K for which precise location of Fekete points is known. For instance, Fejér showed that Fekete points of K = [−1, 1] are the end points and critical points of the k th Legendre polynomial. In this case, it is well-known that Lebesgue constants are of order O(log k) which is best possible (see eg. [S84] ). Moreover, Südermannn [S84] also showed that in the case of real sphere K = S n ⊂ R n+1 Lebesgue constants are growing at order faster than k n−1 2 for n ≥ 2. Our first result gives asymptotic growth of Lebesgue constants in the current geometric setting: Theorem 1.1. Let (X, ω) be a compact Kähler manifold of dimension n and L → X be a holomorphic line bundle endowed with a positive Hermitian metric h. The Lebesgue constant of order k satisfy
In particular,
We say that an array
We say that a separated array Γ k is sampling for the pair (L, h) if there is a uniform constant C > 0 and k 0 ∈ N such that
In what follows we endow H 0 (X, L k ) with a natural Gaussian probability measure P rob k associated with the geometric data (X, ω, L, h) (see §4 for details). One can also consider the product probability space ∞ k=1 (H 0 (X, L k ), P rob k ). It follows from Theorem 1.1 that Fekete points F k do not form a sampling array in the sense of (1.2). However, they do form a sampling array for random holomorphic sections: Theorem 1.2. Let (X, ω) be a compact Kähler manifold and L → X be a holomorphic line bundle endowed with a positive Hermitian metric h. Assume that H 0 (X, L k ) is endowed with the Gaussian probability measure P rob k induced by the given geometric data. Then for each ǫ > 0 there exists k 0 ∈ N and a uniform constant C > 0 such that for k ≥ k 0
In particular, taking ǫ > 1, for almost every sequence of random holomorphic sections
Lev and Ortega-Cerdá [LOC16] recently studied sampling and interpolating properties of Fekete arrays. They proved that Fekete arrays F k are separated i.e. d(x i , x j ) 1 √ k but Fekete points do not form a L 2 -sampling array for the pair (L, h). This was observed in [LOC16, Theorem 3] by obtaining necessary density conditions for being L 2 -sampling (respectively interpolating arrays) and showing that Fekete arrays have the critical density (see [LOC16, §7.2]). In particular, our Theorem 1.1 gives precision on this by estimating the growth order of the the Lebesgue constants. Lev and Ortega-Cerdá also observed that there is no separated array Γ k that is simultaneously sampling and interpolating for the pair (L, h) (see [LOC16, Theorem 5] ). Unlike in the deterministic case, Theorem 1.2 shows that Fekete arrays are sampling and interpolating for random holomorphic sections.
The outline of the paper is as follows: we review basic tools in Kähler geometry and Bergman kernel asymptotics in Section 2. We prove Theorem 1.1 in Section 3. We consider random holomorphic sections in Section 4 and prove Theorem 1.2 therein. Finally, we obtain L 2 -version of our results.
PRELIMINARIES
Let (X, ω) be a compact Kähler manifold of complex dimension n and L → X be a holomorphic line bundle endowed with a smooth Hermitian metric h = e −ϕ where ϕ = {ϕ α } is a local weight of the metric. The latter means that if e α is a local holomorphic frame (i.e. a non-vanishing holomorphic section) for L over an open set U α then |e α | h = e −ϕα where ϕ α ∈ C ∞ (U α ) such that ϕ α = ϕ β + log |g αβ | and g αβ := e β /e α ∈ O * (U α ∩ U β ) are the transition functions for L. In what follows, we assume that the metric h is positively curved this means the its curvature form ω h| Uα = i∂∂ϕ α is a (globally welldefined) positive closed (hence, Kähler) form. We remark that under positivity assumption Kodaira's embedding theorem [GH] implies that X is a projective manifold. The Kähler form ω induces a distance function d(x, y) which will be used to define the balls B(x, r) := {y ∈ X : d(x, y) < r}.
The Hermitian metric h induces a Hermitian metric h ⊗k on the k th tensor power L k := L ⊗ · · · ⊗ L given by |e ⊗k α | h ⊗k := |e α | n h . Recall that a global holomorphic section s k ∈ H 0 (X, L k ) can be locally represented as
In what follows, for simplicity of notation we write s k = f k e k where e k := e ⊗k is a local non-vanishing holomorphic section defined as above. We remark that H 0 (X, L k ) is a finite dimensional complex vector space with
We refer the reader to the text [GH] for detailed account of complex geometry tools used in this note. The geometric data given above allow us to define a scalar inner product on the vector space of global holomorphic sections H 0 (X, L ⊗k ) via
where dV = ω n n! is the fixed volume form on X. We also denote the induced norm by s 2 .
Notation: In the sequel, (resp. ) indicates that the corresponding inequality holds up to a positive constant.
The following construction of peak-sections is a well-known result goes back to Tian [T90]:
j } be a fixed orthonormal basis (ONB) for H 0 (X, L k ) with respect to the inner product (2.2). Recall that Bergman kernel for the Hilbert space H 0 (X, L k ) is the integral kernel of the orthogonal projection from L 2 -space of global sections with values in L k onto H 0 (X, L k ). That is Bergman kernel satisfy the reproducing property
for s ∈ H 0 (X, L k ). Thus, it can be represented as a smooth section
of the line bundle L ⊗k ⊠ (L ⊗k ) * over X × X. Note that this representation is independent of the choice of ONB {S k j }. The point-wise norm of restriction of K k (x, y) to the diagonal is given by
We remark that |K k (x, x)| is the dimensional density:
In the sequel, we will need the following standard result which follows from reproducing property of the Bergman kernel:
Recall that celebrated Catlin-Tian-Zelditch [C99, T90, Z98] theorem asserts that the Bergman kernel K k (x, y) has the following diagonal asymptotics: Theorem 2.3. Let (X, ω) be a compact Kähler manifold of complex dimension n and L → X be a holomorphic line bundle endowed with a positive Hermitian metric h. Then
Off-diagonal asymptotics of the Bergman kernel has been considered by various authors in different settings (see eg. [C91, MM1, DLM06, SZ08, BCM] and references therein). The following version is adapted from [MM2]:
Theorem 2.4. Let (X, ω) be a compact Kähler manifold of complex dimension n and L → X be a holomorphic line bundle endowed with a positive Hermitian metric h. Then there exist c > 0 and k 0 ∈ N such that for any r ∈ N there exists C r such that for any k ≥ k 0 and x, y ∈ X we have
Here, the pointwise C r seminorm |K k (x, y)| C r of the section K k ∈ C ∞ (X × X, L ⊗k ⊠ (L ⊗k ) * ) at the point (x, y) ∈ X × X is the sum of norms induced by h.
SAMPLING AND INTERPOLATING PROPERTIES OF FEKETE POINTS
3.1. Fekete Configurations. Recall that a Fekete configuration is a finite collection Γ of points in X maximizing the determinant in the interpolation problem. More precisely, let N := dim H 0 (X, L) and Γ = (x 1 , . . . , x N ) we consider the evaluation map
Then a Fekete configuration maximizes point-wise norm of the determinant of the evaluation map with respect to a (equivalently every) basis {S 1 , . . . , S N } of H 0 (X, L). This means that writing S i = f ij e j for some local frame e j near the point x j a Fekete array maximizes the quantity
3.2. Lagrange Sections. Given a configuration Γ = {x 1 , . . . , x N } of distinct points we define associated Lagrange sections ℓ j ∈ H 0 (X, L ⊗ L * x j ) for j = 1, . . . , N by
where vdm(x 1 , . . . , x N ) := det(S i (x j )) 1≤i,j≤N . More precisely, writing S i = f ij e j for some local frame e j near the point
where M ij denotes the determinant of the the submatrix of M obtained by deleting i th row and j th column of M. Note that
Thus, ℓ j form a basis for H 0 (X, L) and for each s ∈ H 0 (X, L) we have
We remark that if Γ = F is a Fekete array then then Lagrange sections have the property that sup x∈X |ℓ j (x)| h ≤ 1.
The following result was obtained in [LOC16, Lemma 3] (cf. [AOC12, Lemma 3.1]):
Proposition 3.1. Let F k denote Fekete array of order k. Then there exists k 0 ∈ N and δ > 0 such that 
We remark that the statement of [LOC16, Theorem 1] involves a fixed radii r √ k for any r > 0. One can prove Theorem 3.2 by adapting approach of [LOC16] to the current setting . One of the key points is that the assumptions on r k ensures that Bay17] ). As the arguments are very similar to that of [LOC16, Theorem 1] we omit the details.
Lebesgue Constants. Building upon the arguments in [LOC16] we prove the next result:
Proposition 3.3. For every a > 1 the Fekete arrays F ⌈ak⌉ form a sampling array for the pair (L, h).
Proof. We write a = 1 + ǫ for some ǫ > 0. Let s ∈ H 0 (X, L k ) then by compactness of X we have s ∞ = |s(x 0 )| h ⊗k for some x 0 ∈ X. By Lemma 2.1 there exists Q
where in the third inequality we used Plancherel-Pólya type inequality [LOC16, Lemma 2]. Finally, since
is bounded by a uniform constant the assertion follows.
Next, we prove Theorem 1.1. Note that Theorem 1.1 implies that one can not improve Proposition 3.3 to the case a = 1.
Proof of Theorem 1.1. We have already observed that
For sufficiently large k, we will construct a section s ∈ H 0 (X, L k ) such that
where the implied constant does not depend on k. To this end, fix x ∈ X \ F k . Then it follows from Theorem 3.2 that there exists k 0 ∈ N such that
Note that s ∞ = |s(x)| h ⊗k = 1. On the other hand, for x k j ∈ F k ∩ B(x, ρ k ) we have s(x k j ) = 0. Moreover, for x k j ∈ F k \ B(x, ρ k ) by Theorem 2.3 and Theorem 2.4 we have
Hence, the assertion follows by letting ǫ → 0 + .
RANDOM HOLOMORPHIC SECTIONS
Let {S k j } be a fixed orthonormal basis (ONB) for H 0 (X, L k ) with respect to the inner product (2.2). A Gaussian holomorphic section is of the form
where c j are independent identically distributed (iid) complex Gaussian random variables of mean zero and variance 1 N k . This induces a N k -fold product measure on H 0 (X, L k ) given by
where dL denotes the Lebesgue measure on C N k and c denotes the Euclidean norm of the vector c = (c j ) N k j=1 . We remark that this Gaussian is characterized by the properties that the real random random variables Re(c j ) and Im(c j ) are independent with mean zero and satisfying E[c j ] = 0 together with
for all i, j ∈ {1, . . . , N k }. We also remark that this Gaussian ensemble is equivalent to the spherical ensemble induced by the norm · 2 . More precisely, denoting the unit sphere SH 0 (X, L k ) := {s ∈ H 0 (X, L k ) : s 2 = 1} we endow it with the Haar probability measure σ k . Then using the spherical coordinates and integrating the radial variable out one sees that for A ⊂ H 0 (X, L k )
where Π :
is the natural projection and C k > 0 is a dimensional constant.
Asymptotic distribution of zeros of random holomorphic sections was initiated by Shiffman and Zelditch [SZ99] (see [Bay16] and references therein for non-Gaussian ensembles). They proved that (suitably normalized ) current of integrations along zeros of random holomorphic sections equidistributed with respect to the curvature form ω h as k → ∞. We refer the reader to the survey [BCHM18] and references therein for the current state of the art of this problem. More recently, Shiffman-Zelditch [SZ03] and Feng-Zelditch [FZ04] studied asymptotic growth of sup norms s k ∞ of random holomorphic sections. In particular, they proved the following result: 1 ([FZ04] ). There exists uniform constants C, c > 0 such that
for each ǫ > 0.
4.1. Proof of Theorem 1.2. Now, we will prove Theorem 1.2. For fixed ǫ > 0 it follows from Theorem 4.1 that there exists C > 0 such that
Next, for each x k j ∈ F k we define the Gaussian processes
First, we prove that for each k we can find a subset M k ⊂ F k with positive density such that increment variance between Y k j 's for x k j ∈ M k are bounded from below: 
i , x k j ∈ M k and i = j. Proof. Fix 0 < δ < 1. As before we write S k j = f k j e k for a local frame e k near the point x k j . Then by Theorem 2.3 and Theorem 2.4 we obtain 
for k sufficiently large. Next, we define M k to be the maximal set of points in F k whose elements' pairwise distance greater than r k √ k . We will show that for every 0 < c < 1 we have #M k ≥ c#F k for sufficiently large k. Indeed, for each x k j ∈ F k by Theorem 3.2 and F k = N k = k n (1+O( 1 k )) we have (4.5)
Now, we let C k denote the least number of balls of the form B(x k j , 2r k √ k ) with x k j ∈ F k needed to cover F k . Note that #M k ≥ C k . On the other hand, by (4.5) we have C k k n r 2n k . Thus, the assertion follows.
We may write each Y k j = Z k 1,j + iZ k 2,j where Z k i,j are independent real centered Gaussian processes. Observe that
We also remark that by independence we have
Next, we will use Sudokov's minoration theorem (see [L12, Theorem 10 .4]):
Theorem 4.3. Let X(t), Y (t) be two centered (real) Gaussian processes parametrized by a common set T . Assume that
We will also use the following well-known lower bound for independent Gaussian processes (see. [L12, §10.3]):
Lemma 4.4. Let X j be independent centered (real) Gaussian random variables for j = 1, . . . , N. Assume that min
Then there exists c > 0 such that
Thus, it follows from Theorem 4.3 and Lemma 4.2 together with (4.6) & (4.7) and Lemma 4.4 that there exists T > 0 such that
On the other hand, fluctuations of E[max x j ∈Γ k |s(x k j )| h ⊗k ] is governed by the individual Gaussian process |s(x k j )| h ⊗k . This is a consequence of the following result in the context of Gaussian processes (see [Le01, §7.1] ):
Lemma 4.5 ([Le01] ). Let (X t ) t∈I be centered (real) Gaussian processes with finite index set I. Assume that σ 2 := sup t∈I (E[X 2 t ]) < ∞. Then for each ǫ > 0
We remark that by Theorem 2.3
Hence, applying Lemma 4.5 we obtain:
Lemma 4.6. For each ǫ > 0 there exists constants A, b > 0 such that
Next, we define and for s ∈ H 0 (X, L k ) \ E k we have
Finally, the last assertion in the Theorem follows from Borel-Cantelli lemma by putting ǫ > 1. This finishes the proof of Theorem 1.2. 4.2. L 2 -Sampling for Random Holomorphic Sections. Next, we obtain a generalization of Theorem 1.2 for L 2 -sampling arrays. Recall that a separated array Γ k is called an L 2 -sampling for (L, h) is there exists k 0 ∈ N and uniform constants A, B > 0 such that
Theorem 4.7. Let (X, ω) be a compact Kähler manifold and L → X be a holomorphic line bundle endowed with a positive Hermitian metric h. Assume that H 0 (X, L k ) is endowed with the Gaussian probability measure P rob k induced by the given geometric data. Then for each ǫ > 0 there exists k 0 ∈ N and a uniform constants A, B > 0 such that for k ≥ k 0 (1) there exists E k ⊂ H 0 (X, L k ) satisfying P rob k (E k ) = O(k −ǫ )
(2) Ak −n λ∈F k |s(λ)| 2 h ⊗k ≤ X |s(x)| 2 h ⊗k dV ≤ Bk −n λ∈F k |s(λ)| 2 h ⊗k for every s ∈ H 0 (X, L k ) \ E k .
In particular, taking ǫ > 1, for almost every sequence of random holomorphic sections {s k } ∈ ∞ k=1 (H 0 (X, L k ), P rob k ) we have
Since the proof is very similar to that of Theorem 1.2 we provide only key ingredients and leave some details to the reader:
Proof. Since F k is separated the left inequality in (2) is a consequence of Plancherel-Pólya type inequality [LOC16, Lemma 2].
It follows from [Bay20, Eq. 3.12] that there exists C 1 c > 0 such that (4.9) P rob k {s ∈ H 0 (X, L k ) :
for sufficiently large k.
On the other hand, for each small ǫ > 0 we may find M k ⊂ F k as in proof of Theorem 1.2 such that #M k ≥ (1 − ǫ)F k and d(x k i , x k j ) ≥ r k √ k for i = j where r k as in the proof of Theorem 1.2. Then by Theorem 2.4 the covariances satisfy (4.10)
where Z k j (s) := s(x k j ) and x k j ∈ M k . We also remark that by (4.1) (4.11) ∆ jj = E[|Z k j | 2 ] = E[|s(x k j )| 2 h ⊗k ] = 1 N k |K k (x k j , x k j )| = O(1).
Note that X k j (s) := |Z k j (s)| 2 = |s(x k j )| 2 h ⊗k is exponentially distributed random variables with E[X k j ] = 1 N k |K k (x k j , x k j )|. Then it follows from (4.10) and (4.11) and a Chernoff type bound for sums of weakly dependent random varibles we obtain (4.12) P rob k s ∈ H 0 (X, L k ) :
for some C 2 > 0 endependent of M k . This in turn implies that there exists E k ⊂ H 0 (X, L k ) such that P rob(E k ) = O(k −ǫ 2 ) and for s ∈ H 0 (X, L k ) \ E k and sufficiently large k (4.13) X |s| 2 h ⊗k dV
where C 3 > 0 independent of M k . Thus, using N k = k n + O(k n−1 ) and letting ǫ → 0 + the assertion follows.
