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1 Einleitung
In der Theorie des automatischen Beweisens sind in den letzten Jahrzehnten
verschieden Beweiskalk

ule entwickelt und in automatischen Beweissystemen ein-
gesetzt und ausgebaut worden. Die wohl bekannteste und am weitesten verbrei-
tete Methode ist das Resolutionsverfahren, das 1965 von J. A. Robinson [Rob65]
vorgestellt wurde. Neben der Resolutionsmethode hat sich das Tableauverfahren
etabliert. Semantische Tableaus wurden von E. W. Beth [Bet86] eingef

uhrt und
fanden ihre Verbreitung durch die Darstellung von R. Smullyan [Smu68]. In die-
ser Diplomarbeit werden semantische Tableaus mit freien Variablen verwendet,
die seit Mitte der 80er Jahre untersucht werden [Ree87, Sch87].
Neben der getrennten Weiterentwicklung der Beweisverfahren besteht auch der
Wunsch, die einzelnen Methoden zu vergleichen und eziente Verfeinerungen
und Einschr

ankungen des einen Beweisverfahrens in das andere zu

ubernehmen.
Wegen des unterschiedlichen Aufbaus und der verschiedenen Struktur lassen sich
Tableaus und Klauselmengen jedoch nicht direkt ineinander

uberf

uhren. Der Ab-
lauf eines Beweises im Tableaukalk

ul unterscheidet sich grunds

atzlich von einem
Resolutionsbeweis. Deshalb ist es sinnvoll, sich geeignete Verfahren zu

uberlegen,
die Tableaus in Klauselmengen

ubersetzen und die diese Klauselmengen auch
wieder in Tableaus zur

uckwandeln k

onnen.
Einer der Hauptunterschiede von Tableaus gegen

uber Klauselmengen ist die Ver-
wendung der Baumstruktur beim Tableauverfahren. Bei der Transformation von
Tableaus in Klauselmengen mu darauf geachtet werden, da diese Struktur in
gewisser Weise erhalten bleibt, um einerseits beim Resolutionsverfahren daraus
Nutzen zu ziehen und andererseits aus der Klauselmenge wieder ein Tableau her-
stellen zu k

onnen.
In dem dieser Einleitung folgenden Kapitel 2 werden Tableaus mit Verzweigungs-
variablen und Klauselmengenmit Verzweigungsvariablen vorgestellt. Die Verwen-
dung von Verzweigungsvariablen zur Erhaltung der Tableaustruktur ist zentraler
Bestandteil der in Kapitel 3 vorgestellten Transformationen. Die Transformation
	

ubersetzt ein Tableau mit Verzweigungsliteralen T in eine Klauselmenge mit
Verzweigungsliteralen 	(T ). Die zweite Transformation  erzeugt zu einer Klau-
selmenge K Tableaus (K). Diese Transformation ist, wie in diesem Kapitel ge-
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zeigt wird, nicht immer eindeutig. Dieses Problem kann mit der Verwendung einer
Ordnung auf den Verzweigungsliteralen umgangen werden. Die Bildung eines Ta-
bleaus aus einer Klauselmenge ist insgesamt aufwendiger als die Transformation
in umgekehrter Richtung, da die Tableaustruktur wieder hergestellt werden mu.
Im darauolgenden Kapitel 4 werden die Eigenschaften der Transformationen
untersucht. Es wird gezeigt, da  und 	 korrekt sind. Auerdem wird gezeigt,
da die Anwendung von  auf das Ergebnis der Transformation 	 wieder das
Ausgangstableau ergibt, also (	(T )) = T . Der umgekehrte Fall ist schwieriger,
aber unter bestimmten Voraussetzungen gilt auch 	((K)) = K f

ur eine Klau-
selmenge K.
Die Erf

ullbarkeit einer Klauselmenge kann mit Integer-programming-Methoden
getestet werden. Ein Integer-Programm [SM89, Hoo93] ist ein mathematisches
Modell, bei dem eine Menge von positiven, ganzzahligen Werten gesucht wird,
die eine Gleichung maximieren, w

ahrend sie ein System von Bedingungen, soge-
nannten Integer-programming-constraints, erf

ullen. Sind nur Werte aus der Men-
ge f0; 1g zugelassen, so spricht man von 0-1-Integer-Programmen. In Kapitel 5
wird eine einfache

Ubersetzung von Klauselmengen mit Verzweigungsliteralen in
0-1-Integer-Programme angegeben und ein Verfahren vorgestellt, mit dem die
Unerf

ullbarkeit

uberpr

uft werden kann.
Nachdem die Transformationen eingef

uhrt sind, ist es m

oglich, in Kapitel 6 zu
untersuchen, inwiefern bestimmte Verfeinerungen und Einschr

ankungen von ei-
nem Beweisverfahren in das andere

ubertragen werden k

onnen.
Schlielich wird in Kapitel 7 eine Programmierung der Transformationen  und
	 angegeben.
2 Klauselmengen und Tableaus
Dieses Kapitel beschreibt die grundlegenden Denitionen f

ur Klauselmengen und
Tableaus. Nach einigen allgemeinen Festlegungen werden in den Abschnitten 2.2
und 2.3 Verzweigungsliterale und Ordnungen auf ihnen eingef

uhrt. Verzweigungs-
literale sind von elementarer Bedeutung f

ur die Transformationen zwischen Klau-
selmengen und Tableaus, da mit ihnen unter Zuhilfenahme einer Ordnung der Zu-
sammenhang zwischen einer Klauselmenge und einem bestimmtenTableau herge-
stellt werden kann. In Abschnitt 2.4 werden Tableaus mit Verzweigungsliteralen
und ein Tableauverfahren auf ihnen vorgestellt. Schlielich werden in Abschnitt
2.5 noch Klauselmengen mit Verzweigungsliteralen und ein Resolutionsverfahren
deniert.
2.1 Allgemeine Denitionen
Die in dieser Arbeit verwendeten logischen Begrie werden, falls nicht anders an-
gegeben, in herk

ommlicherWeise verwendet, wie zum Beispiel in [Fit90] deniert.
Alle Aussagen sind in Pr

adikatenlogik erster Ordnung formuliert.
H

aug werden folgende Schreibweisen verwendet: Das zu l komplement

are Literal
wird mit l angegeben. F

ur die Menge von LiteralenK = fl
1
; : : : ; l
n
g istK deniert
durch K = fl
1
; : : : ; l
n
g. Mit (l) erh

alt man die zum Literal l geh

orende atomare
Formel, zum Beispiel: (:p(f(x))) = (p(f(x))) = p(f(x)). Die Menge der in C
frei vorkommenen Variablen heit var(C). Auerdem gilt f

ur die Klauselmenge
M = fC
1
; : : : ; C
n
g und die Substitution , da M = fC
1
; : : : ; C
n
g.
2.2 Verzweigungsliterale
F

ur die Transformation von Tableaus in Klauselmengen und vor allem f

ur die
R

ucktransformation m

ussen die

Aste im Tableau genauer gekennzeichnet werden,
damit es m

oglich ist, Formeln an der richtigen Stelle in das Tableau einzuf

ugen.
Dies geschieht mit Verzweigungsliteralen. Diese Verzweigungsliterale werden, wie
der Name schon vermuten l

at, mit den Verzweigungen im Tableau verbunden.
Damit kann man die Pfade im Tableau eindeutig benennen.
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2.3 Verzweigungsordnungen
Ordnungen werden bei der Transformation von Klauselmengen in Tableaus ver-
wendet. Meistens ist es m

oglich, aus einer Klauselmenge mehrere verschiedene
Tableaus zu erzeugen. Um ein bestimmtes dieser Tableaus zu erhalten, mu die
Reihenfolge der im Tableau auftretenden Verzweigungen festgelegt werden. Dazu
wird eine Ordnungsrelation, im folgenden auch einfach Ordnung genannt, ver-
wendet, die die Verzweigungsliterale ordnet. Diese Ordnungsrelation wird jedoch
nicht auf den Verzweigungsliteralen selbst, sondern auf der Menge der atomaren
Formeln aller Verzweigungsliterale deniert.
Denition 2.1 Ordnungsrelation, Ordnung
Sei R eine bin

are Relation auf der Menge M.
 R heit strikte, partielle Ordnungsrelation (oder Ordnung) auf M, falls R
transitiv und irreexiv ist.
 R heit totale Ordnungsrelation (oder Ordnung) auf M, falls R eine strikte,
partielle Ordnung auf M ist und f

ur alle m
1
2M und m
2
2 M mit m
1
6= m
2
gilt: Entweder m
1
Rm
2
oder m
2
Rm
1
.
Denition 2.2 Verzweigungsordnung
Sei M eine Menge von Verzweigungsliteralen und At
M
die Menge aller atomaren
Formeln von Elementen aus M . >
M
heit Verzweigungsordnung(srelation), wenn
>
M
eine strikte, partielle Ordnung in der Menge At
M
ist.
Es kann auch die Schreibweise >
K
oder >
T
verwendet werden, wobei K eine
Klauselmenge und T ein Tableau ist. >
K
und >
T
sind dann Verzweigungsord-
nungen auf den atomaren Formeln aller Verzweigungsliterale in K und T .
F

ur die Verzweigungsatome p 2M und q 2M gilt p 6>
M
q, falls q>
M
p oder falls
p und q bez

uglich >
M
nicht vergleichbar sind. Die Verzweigungsatome p und q
heien unvergleichbar bez

uglich >
M
(p <>
M
q), wenn weder p>
M
q noch q>
M
p
gilt.
In einer Menge von Verzweigungsatomen kann es bez

uglich einer Ordnungsrela-
tion maximale Elemente geben. Diese sind wie folgt deniert:
Denition 2.3 Maximales Element
Sei M eine Menge von Verzweigungsliteralen und >
M
eine Verzweigungsordnung
in M. Dann heit p 2M maximales Element von M bez

uglich >
M
, falls 8q; q 2
M : (q) 6>
M
(p).
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Falls >
M
eine partielle Ordnung auf M ist, kann es mehrere maximale Elemente
geben. Ist >
M
total, dann gibt es ein eindeutiges maximales Element.
Denition 2.4 max
>
Sei M eine Menge von Verzweigungsliteralen und >
M
eine Verzweigungsordnung.
Dann ist max
>
M
(M) = fp
1
; : : : ; p
n
g die Menge aller maximalen Elemente von
M , falls 8 p
i
2M , 1  i  n: p
i
ist maximales Element von M bez

uglich >
M
.
In gleicher Weise werden minimale Elemente deniert:
Denition 2.5 Minimales Element
Sei M eine Menge von Verzweigungsliteralen und >
M
eine Verzweigungsordnung
in M. Dann heit p 2 M minimales Element von M bez

uglich >
M
, falls 8q; q 2
M : (p) 6>
M
(q).
Denition 2.6 min
>
Sei M eine Menge von Verzweigungsliteralen und >
M
eine Verzweigungsordnung.
Dann ist min
>
M
(M) = fp
1
; : : : ; p
n
g die Menge aller minimalen Elemente von M ,
falls 8 p
i
2M , 1  i  n: p
i
ist minimales Element von M bez

uglich >
M
.
Zur Berechnung der maximalen Verzweigungsatome einer Klausel C kann max
>
auch direkt auf C angewendet werden. Dann ist max
>
K
(C) = max
>
K
(M), wobei
M  C die Teilmenge von C ist, die genau alle Verzweigungsliterale aus C
enth

alt. In gleicher Weise wird min
>
K
(C) verwendet.
2.4 Tableaus
Als Tableaus werden Tableaus mit freien Variablen verwendet, wie zum Beispiel
in [Fit90]. Es wird hier jedoch eine Einschr

ankung vorgenommen. Auf den

Asten
d

urfen nur Disjunktionen von Literalen vorkommen.
Denition 2.7 Tableauformel
A ist eine Tableauformel, wenn A eine Disjunktion von Literalen ist und in A
entweder alle Variablen frei vorkommen, oder alle Variablen durch Allquantoren
gebunden sind.
Es handelt sich also eigentlich um Klauseltableaus. Im folgenden wird jedoch
nicht von Klauseltableaus gesprochen, sondern die Tableaus werden wie seman-
tische Tableaus mit freien Variablen eingef

uhrt. Diese Einschr

ankung der im Ta-
bleau zugelassenen Formeln vereinfacht die Transformation zwischen Tableaus
und Klauselmengen, sie ist aber nicht zwingend. Ohne sie werden die Transfor-
mationsschritte komplexer.
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Bei der Disjunktion von Literalen wird keine explizite Klammerung angegeben.
Die sp

ater eingef

uhrte -Tableauregelanwendung ist jedoch zweistellig deniert.
Um den korrekten Ablauf des Tableauverfahrens zu gew

ahrleisten, wird f

ur die
Disjunktionen eine Klammerung implizit in sinnvoller Weise angenommen.
2.4.1 Tableauverfahren mit Verzweigungsliteralen
Beim Aufbau der Tableaus wird die uniforme Notation [Fit90] verwendet, das
heit, die Menge der Formeln wird in vier Klassen eingeteilt:  f

ur konjunktive
Formeln,  f

ur disjunktive Formeln,  f

ur universell quantizierte Formeln und
 f

ur existentiell quantizierte Formeln. Auerdem werden die bekannten Ta-
bleauerweiterungsregeln verwendet. Durch die Verwendung der Tableauformeln
(Denition 2.7) werden nur die - und die -Erweiterungsregel ben

otigt. Die Ta-
bleauerweiterungsregeln und die verschiedenen Klassen von Formeln sind in den
Abbildungen 2.1 und 2.2 zu sehen.


1

2
j(x
1
; : : : ; x
n
)


1
(x
1
; : : : ; x
n
)
Wobei j ein neues Verzweigun-
spr

adikat ist und x
1
; : : : ; x
n
die
sowohl in 
1
als auch in 
2
frei
vorkommenden Variablen sind.
Wobei x
1
; : : : ; x
n
neue freie Varia-
blen sind.
Abbildung 2.1: Tableauerweiterungsregeln
Bei der Erweiterung eines Tableaus durch Anwendung einer -Regel wird die Ver-
zweigung mit einem Verzweigungspr

adikat j(x
1
; : : : ; x
n
) gekennzeichnet, wobei j
ein neues Pr

adikatensymbol ist und x
1
; : : : ; x
n
die in 
1
und 
2
frei vorkommenden
Variablen (bzw. deren Schnittmenge) sind. Die beiden neu entstandenen

Aste im
Tableau werden durch die Verwendung der positiven j(x
1
; : : : ; x
n
) und der negati-
ven :j(x
1
; : : : ; x
n
) Auspr

agung des neuen Verzweigungspr

adikats gekennzeichnet.
Ein Tableau wird als endlicher bin

arer Baum dargestellt, dessen Knoten pr

adi-
katenlogische Formeln sind. Der Baum wird wie folgt konstruiert:
Denition 2.8 Tableau
Sei F = ff
1
; : : : ; f
n
g eine endliche Menge von Tableauformeln. Dann ist der
2.4 Tableaus 7
lineare Baum
f
1
.
.
.
f
n
ein Tableau mit Verzweigungsliteralen f

ur F .
Ist T ein Tableau mit Verzweigungsliteralen f

ur F und folgt T
0
aus T durch An-
wendung einer Tableauerweiterungsregel aus Bild 2.1, dann ist T
0
ein Tableau mit
Verzweigungsliteralen f

ur F .
 
1

2
 ^    
:( _  ) : : 
:(   )  : 
::  
 
1

2
 _    
:( ^  ) : : 
   :  
 
1
(x)
8z(z) (x)
:9(z) :(x)
 
1
(f(x
1
; : : : ; x
n
))
:8z(z) :(f(x
1
; : : : ; x
n
))
9(z) (f(x
1
; : : : ; x
n
))
Abbildung 2.2: Die verschiedenen Formeltypen.
2.4.2 Notation f

ur Tableaus mit Verzweigungsliteralen
F

ur die Transformationen wird eine kompaktere Notation ben

otigt. Wegen der
einfacheren Beschreibung werden lineare Teilb

aume in einemTableau als ein Mul-
tiknoten betrachtet. Ein solcher Knoten kann mehrere Formeln enthalten. Da die
Reihenfolge der Formeln in einem linearen Teiltableau beliebig ist, kann ein Mul-
tiknoten als Menge von Tableauformeln betrachtet werden. Die -Regelanwen-
dungen nden innerhalb eines Multiknotens statt.
Auerdem wird ein Tableau als ein Paar, bestehend aus einem Multiknoten
und Unterb

aumen, dargestellt. Hier werden immer zwei Unterb

aume verwendet.
T = hW; ((j(x
1
; : : : ; x
n
); T
1
); (:j(x
1
; : : : ; x
n
); T
2
))i ist also ein Tableau, wobei W
der Multiknoten ist und T
1
und T
2
die beiden Unterb

aume von T sind. Die Un-
terb

aume sind mit dem Verzweigungspr

adikat j beziehungsweise dessen positiver
und negativer Auspr

agung gekennzeichnet.
Die Verwendung von Multiknoten und das Tableaus T sind in Abbildung 2.3 zu
sehen.
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T2T1
F
jj
Abbildung 2.3: Tableau mit Multiknoten und das Tableau T =
hF; (j; T
1
); (

j; T
2
)i.
Mit dieser Notation ist ein Tableau mit Verzweigungsliteralen auf folgende Weise
deniert:
Denition 2.9 Tableau mit Verzweigungsliteralen
Sei F = ff
1
; : : : ; f
n
g eine endliche Menge von Tableauformeln.
1. Dann ist T = hff
1
; : : : ; f
n
g; ;i ein Tableau mit Verzweigungsliteralen f

ur F .
2. Falls T = hW;Ui ein Tableau mit Verzweigungsliteralen f

ur F ist, dann
ist auch T
0
ein Tableau mit Verzweigungsliteralen f

ur F , wobei T
0
durch
Ersetzen eines Knotens S = hW
1
; U
1
i mit  2 W
1
aus T durch S
0
= hW
1
[
f
1
g; U
1
i entsteht.
3. Falls T = hW;Ui ein Tableau mit Verzweigungsliteralen f

ur F ist, dann ist
auch T
0
ein Tableau mit Verzweigungsliteralen f

ur F . Dabei ist  Element
eines Multiknotens M in T , und T
0
entsteht durch Ersetzen aller Bl

atter
B
i
= hW
i
; ;i im Teilbaum mit der WurzelM durch B
0
i
= hW
i
; ((j; hf
1
g; ;i);
(j; hf
2
g; ;i))i.
4. Falls T = hW;Ui ein Tableau mit Verzweigungsliteralen f

ur F ist und
S = hW
1
; U
1
i ein Knoten in T mit dem Literal f 2 W
1
, und falls es eine
Substitution  und ein Literal f
0
auf dem Pfad von der Wurzel nach S gibt,
mit f
0
 = f, dann ist auch T
0
ein Tableau mit Verzweigungsliteralen f

ur
F . Dabei entsteht T
0
aus T durch Ersetzen von S durch S
0
= hW
1
[f?g; U
1
i
und Anwendung der Substitution  auf T .
Dabei sind , 
1
, , 
1
, 
2
und j entsprechend der Tableauerweiterungsregeln aus
Bild 2.1 deniert.
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Bei einer -Regel-Erweiterung wird, wie in Fall 3 der Denition 2.9 beschrieben,
die neue Verzweigung an alle Bl

atter des Teilbaums, in dem die -Formel an der
Wurzel steht, angeh

angt. Das f

uhrt nicht unbedingt zu einem ezienten Tableau-
verfahren, da diese -Expansionen meistens nicht in allen Teilb

aumen ben

otigt
werden. Es kann statt dessen auch folgende Erweiterung verwendet werden:
Falls T = hW;Ui ein Tableau mit Verzweigungsliteralen f

ur F ist und B = hW
1
; ;i
ein Blatt in T , dann ist auch T
0
ein Tableau mit Verzweigungsliteralen f

ur F . Da-
bei ist  Element eines Multiknotens auf dem Pfad von der Wurzel nach B, und
T
0
entsteht durch Ersetzen von B durch B
0
= hW
1
; ((j; hf
1
g; ;i); (j; hf
2
g; ;i))i.
Bei der Anwendung einer Substitution  auf ein Tableau mit Verzweigungslitera-
len T wird  auf alle Multiknoten und alle Verzweigungsliterale in T angewendet.
Ein Ast A im Tableau T ist ein maximaler Pfad von der Wurzel zu einem Blatt
in T . Er l

at sich durch eine Menge von Verzweigungsliteralen eindeutig ange-
ben. Ein Ast im Tableau mit Verzweigungsliteralen heit geschlossen, wenn in
einem Multiknoten auf dem Ast ein Abschlusymbol ? vorkommt, das heit,
wenn er zwei komplement

are Literale enth

alt. Ein Tableau T mit Verzweigungsli-
teralen heit geschlossen, wenn alle

Aste in T geschlossen sind. F

ur den sp

ateren
Vergleich des Tableau- und des Resolutionsverfahrens ist es sinnvoll, mit dem
Abschlusymbol ? auch die Substitution  zu speichern, die zu dem Abschlu
gef

uhrt hat.
2.4.3 Aussagen

uber Tableaus mit Verzweigungsliteralen
Die Verzweigungsliterale der im letzten Abschnitt eingef

uhrten Tableaus werden
nur als Bezeichner verwendet und haben keinen Einu auf das Tableauverfah-
ren. Das hier verwendete Abschlusymbol ? wird in [Fit90] als Konstante mit
dem Wahrheitswert falsch verwendet. Das stellt jedoch keinen Unterschied dar,
da ein Ast, der die Konstante ? enth

alt, automatisch geschlossen ist.
Es gelten f

ur Tableaus mit Verzweigungsliteralen also die in [Fit90] bewiesenen
S

atze:
Satz 2.10
Sei F eine Menge von Tableauformeln. Gibt es ein geschlossenes Tableau mit
Verzweigungsliteralen f

ur F , dann ist F unerf

ullbar.
Satz 2.11
Sei F eine Menge von Tableauformeln. Ist F unerf

ullbar, dann gibt es ein ge-
schlossenes Tableau mit Verzweigungsliteralen f

ur F .
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2.5 Klauselmengen
Die bei den Transformationen verwendeten Klauselmengen unterscheiden sich
von den \normalen" Klauselmengen, wie sie zum Beispiel in [Lei92, CL73] f

ur
Resolutionsverfahren angegeben sind. Die hier verwendeten Klauselmengen sol-
len Klauselmengen mit Verzweigungsliteralen heien. Neben der Verwendung von
Verzweigungsliteralen wird die Klauselmenge noch in eine starre und eine univer-
selle Menge unterteilt. Diese Unterteilung ist f

ur das Resolutionsverfahren auf
Klauselmengen mit Verzweigungsliteralen wichtig.
2.5.1 Klauseln mit Verzweigungsliteralen
Wurden die Verzweigungsliterale im Tableau nur zur Namensgebung verwendet,
so werden sie in den Klauseln wie \normale" Literale behandelt. Eine Klausel
mit Verzweigungsliteralen kann also neben diesen \normalen" Literalen, die im
folgenden Formelliterale genannt werden, auch Verzweigungsliterale enthalten.
Das ist jedoch nicht zwingend. Insbesondere ist jede \normale" Klausel auch eine
Klausel mit Verzweigungsliteralen. Auerdem ist es m

oglich, da eine Klausel mit
Verzeigungsliteralen keine Formelliterale enth

alt.
Um die Verzweigungsliterale und die Formelliterale einer Klausel C zu erhalten,
werden die Funktionen V l und Fl verwendet, die auf folgende Weise deniert
sind:
Denition 2.12 V l und Fl
Sei C = fj
1
; : : : ; j
n
; l
1
; : : : ; l
m
g eine Klausel mit den Verzweigungsliteralen j
1
; : : :,
j
n
und den Formelliteralen l
1
; : : : ; l
m
. Dann ist V l(C) = fj
1
; : : : ; j
n
g die Menge
aller Verzweigungsliterale in C, und Fl(C) = fl
1
; : : : ; l
m
g ist die Menge aller
Formelliterale in C.
Auerdem sind Klauseln mit Verzweigungsliteralen Multimengen, das heit, das
gleiche Literal kann mehrmals in einer Klausel vorkommen. Das erfordert beim
Resolutionsverfahren einen expliziten Faktorisierungsschritt.
2.5.2 Klauselmengen mit Verzweigungsliteralen
Klauselmengenmit Verzweigungsliteralen sind Mengen von Klauseln mit Verzwei-
gungsliteralen. Bei der Anwendung eines Resolutionsverfahrens auf eine Klausel-
menge mit Verzweigungsliteralen werden die Verzweigungsliterale genauso behan-
delt, wie die Formelliterale. Syntaktisch besteht also kein Unterschied zwischen
Verzweigungsliteralen und Formelliteralen.
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In einer einzelnen Klausel k

onnen beliebig viele Verzweigungsliterale vorkommen.
In einer Klauselmenge ist das Vorkommen von Verzweigungsliteralen in den ein-
zelnen Klauseln jedoch nicht beliebig. Die Verzweigungsliterale geben den Aufbau
der Formel wieder, die die Klauselmenge repr

asentiert. Eine allgemeine Deniti-
on f

ur Klauselmengen mit Verzweigungsliteralen wird erst im n

achsten Abschnitt
gegeben, da daf

ur die Denitionen weiterer Begrie notwendig sind.
2.5.3 Erzeugen von Klauselmengen mit Verzweigungsvariablen
Hier sollen zun

achst zwei Verfahren beschrieben werden, die aus einer beliebigen
pr

adikatenlogischen Formel F eine Klauselmenge mit Verzweigungsliteralen er-
zeugen:
Das erste ist eine triviale Transformation, da keine Verzweigungsliterale erzeugt
werden. Jede \normale" Klauselmenge f

ur die Formel F , die zum Beispiel durch
Skolemisieren und Transformation in konjunktive Normalform erzeugt wurde (wie
zum Beispiel in [Sch89] beschrieben), ist auch eine Klauselmenge mit Verzwei-
gungsliteralen f

ur F .
Das zweite Verfahren zur Erzeugung einer Klauselmenge mit Verzweigungslite-
ralen f

ur eine Formel F ist eine Abwandlung eines in [BH96] vorgestellten Al-
gorithmus zur Transformation von F in ein Integer-programming-Problem. Das
Verfahren kann fast analog f

ur Klauselmengen verwendet werden. Anstelle der
Integer-programming-constraints werden Klauseln mit Verzweigungsliteralen er-
zeugt, und anstelle von neuen Interger-programming-Variablen werden neue Ver-
zweigungsliterale eingef

uhrt.
Bei diesem Verfahren werden markierte Formeln C F verwendet, wobei C eine
Klausel und F eine Formel ist. Damit ergibt sich folgender Ablauf:
Sei F eine beliebige pr

adikatenlogische Formel und M
0
; : : : ;M
n
eine Folge von
Mengen, f

ur die die folgenden drei Bedingungen gelten:
 M
0
= f ; Fg,
 M
k
entsteht aus M
k 1
durch Ersetzen von g 2M
k 1
durch g
0
, wobei durch
Anwendung einer Erweiterungsregel aus Bild 2.4 auf g entsteht, (Anstelle
der -Regel kann, falls m

oglich, auch eine der optimierten -Regeln ver-
wendet werden.)
 M
n
enth

alt nur noch Klauseln.
M
n
ist dann eine Klauselmenge mit Verzweigungsliteralen f

ur die Formel F .
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Beide Verfahren lassen sich in gleicher Weise auch auf Formelmengen anwenden.
Falls beim zweiten Verfahren in keinem Schritt eine optimierte -Regel verwen-
det wird, erh

alt man eine Klauselmenge K, in der f

ur jede Klausel C 2 K gilt:
jFl(C)j = 1. Jede Klausel enth

alt also nur ein Formelliteral. Wird das zweite Ver-
fahren auf eine Menge von Tableauformeln (Denition 2.7) angewendet, so ist es
m

oglich, neben -Regeln nur optimierte -Regeln zu verwenden. Die resultierende
Klauselmenge enth

alt dann keine Verzweigungsliterale.
Optimierte -Regeln:
C 
C [ fj(x
1
; : : : ; x
n
)g 
1
C [ f:j(x
1
; : : : ; x
n
)g 
2
C 
C [ f
1
g 
2
C 
C [ f
2
g 
1
Wobei j ein neues Verzwei-
gungspr

adikatsymbol ist und
fx
1
; : : : ; x
n
g die Schnittmenge
der freien Variablen aus 
1
und

1
.
Falls 
1
= p und p Lite-
ral.
Falls 
2
= p und p Lite-
ral.
C 
C 
1
C 
2
C p
C [ fpg
C 
C 
1
(x)
C 
C 
1
(f(x
1
; : : : ; x
n
))
p Literal Wobei x eine neue freie
Variable ist.
Wobei f ein neues Sko-
lemfunktionssymbol ist und
x
1
; : : : ; x
n
die in  frei vor-
kommenden Variablen sind.
Abbildung 2.4: Erweiterungsregeln zur Erzeugung von Klauselmengen.
2.5.4 Einteilung in starre und universelle Teilmengen
Eine f

ur das im n

achsten Abschnitt beschriebene Resolutionsverfahren ben

otigte
Klauselmenge K besteht aus zwei unterschiedlich verwendeten Teilmengen, der
starren Teilmenge und der universellen Teilmenge. Diese seien mit ST
K
und UT
K
bezeichnet und K = hST
K
; UT
K
i.
Die Einteilung der Klauseln in eine starre und eine universelle Teilmenge funk-
tioniert f

ur die beiden im vorherigen Abschnitt beschriebenen Verfahren auf die
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gleiche Weise:
Die Klauseln einer Klauselmenge K = hST
K
; UT
K
i werden in die starre und die
universelle Teilmenge so eingeordnet, da f

ur alle C 2 K gilt: Falls var(C) = ;,
dann ist C 2 ST
K
, sonst C 2 UT
K
.
Diese Einordnungsregel gilt jedoch nur f

ur die beiden oben vorgestellten Ver-
fahren. Es kann im Verlauf einer Resolutionsableitung auch Klauselmengen mit
Verzweigungsliteralen geben, bei denen Klauseln aus der starren Teilmenge freie
Variablen enthalten.
2.5.5 Resolutionsverfahren
Resolutionverfahren, wie sie zum Beispiel in [CL73, Lei92] vorgestellt werden,
verwenden in der Regel nur eine universelle Klauselmenge. Das heit, eine Klau-
sel entspricht einer all-quantizierten Disjunktion von Literalen. Damit sind die
einzelnen Klauseln variablendisjunkt und die bei Unikationen durchzuf

uhrenden
Substitutionen sind nur f

ur die Ergebnisklausel relevant.
Im Hinblick auf die sp

ater eingef

uhrten Transformationen zwischen Tableaus und
Klauselmengen ist ein Resolutionsverfahren, das nur universelle Klauselmengen
verwendet, nicht geeignet. Aus diesem Grund wird hier neben der universellen
Teilmenge noch eine starre Teilmenge verwendet. Die in dieser Teilmenge vor-
kommenden Klauseln m

ussen nicht variablendisjunkt sein. Die bei Resolventen-
und Faktorbildung erhaltenen Substitutionen m

ussen dann jedoch auf die gesam-
te Klauselmenge angewendet werden.
Dieser Ansatz besitzt viele Freiheisgrade und wird daher ohne gr

oere Einschr

an-
kungen nicht als ezientes Resolutionsverfahren geeignet sein. Insbesondere ist zu
kl

aren, in welcher der Teilmengen Resolventen gebildet werden d

urfen und unter
welchen Bedingungen Klauseln aus der einen in die andere Teilmenge

uberf

uhrt
werden k

onnen.
Im hier vorgestellten Verfahren ist die starre Teilmenge die eigentliche Klausel-
menge. Resolventen- und Faktorbildungen sind nur in ihr erlaubt. Die universelle
Teilmenge wird nur zum Erzeugen weiterer Instanzen der Ursprungsklauseln ver-
wendet, die dann in die starre Teilmenge

uberf

uhrt werden.
Zun

achst werden jetzt Resolventen und Faktoren deniert, auerdem noch Ver-
zweigungsklauseln.
Denition 2.13 Resolvente
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Sei K eine (starre) Klauselmenge mit C
1
2 K und C
2
2 K und l
1
2 C
1
und
l
2
2 C
2
. Auerdem sei f

l
1
; l
2
g unizierbar durch den allgemeinsten Unikator .
Dann heit R = (C
1
  fl
1
g) [ (C
2
  fl
2
g) Resolvente von C
1
und C
2
.
Denition 2.14 Faktor
Sei C eine Klausel und A  C eine Teilmenge von C mit A 6= ;. Ist A unizierbar
durch einen allgemeinsten Unikator , dann wird C Faktor von C genannt.
Denition 2.15 Verzweigungsklauseln
Sei K eine Klauselmenge und C = fj
1
; : : : ; j
n
; l
1
; : : : ; l
m
g eine Klausel aus K.
Dann heien die Klauseln D = fj
1
; : : : ; j
n
; j
n+1
; l
1
g und E = fj
1
; : : : ;
j
n
;:j
n+1
; l
2
; : : : ; l
m
g Verzweigungsklauseln von C, wobei j
n+1
ein neues Pr

adi-
katensymbol ist, das bisher in keiner Klausel vorkommt. Kommen in den Lite-
ralen l
1
; : : : ; l
m
freie Variablen vor, so ist das neue Verzweigungsliteral k-stellig:
j
n+1
(x
1
; : : : ; x
k
). Dabei ist fx
1
; : : : ; x
k
g die Schnittmenge der in l
1
und l
2
; : : : ; l
m
frei vorkommenden Variablen.
Die Verwendung einer universellen und einer starren Teilmenge bei der Klausel-
menge erfordert eine genauere Festlegung, in welcher der TeilmengenResolventen,
Faktoren und Verzweigungsklauseln gebildet werden d

urfen. In der Denition f

ur
erweiterte Klauselmengen wird festgelegt, da Erweiterungen nur in der starren
Teilmenge vorgenommen werden d

urfen. Zus

atzlich ist noch die

Uberf

uhrung von
Klauseln aus der universellen in die starre Teilmenge erlaubt.
Denition 2.16 Erweiterte Klauselmenge
Sei K = hST
K
; UT
K
i eine Klauselmenge mit Verzweigungsliteralen und seien
ST
K
und UT
K
deren starre und universelle Teilmengen. K
0
= hST
K
0
; UT
K
0
i ist
eine erweiterte Klauselmenge von K, falls K
0
aus K entsteht durch
1. Hinzuf

ugen einer neuen Klausel D, wobei D eine Resolvente zweier Klau-
seln aus ST
K
oder ein Faktor einer Klausel aus ST
K
ist und die Substitu-
tion  auch auf ST
K
angewendet wird (K
0
= hST
K
 [ fDg; UT
K
i), oder
durch
2. Hinzuf

ugen einer neuen Klausel D, wobei D durch Anwendung einer Va-
riablenumbenennung  auf eine Klausel E aus der universellen Teilmenge
UT
K
entsteht (E 2 UT
K
, D = E, K
0
= hST
K
[ fDg; UT
K
i), oder durch
3. Hinzuf

ugen zweier neuer Klauseln D und E, wobei D und E die Verzwei-
gungsklauseln einer Klausel aus ST
K
sind (K
0
= hST
K
[ fD;Eg; UT
K
i).
Damit ist es m

oglich, Klauselmengen mit Verzweigungsliteralen und Resolutions-
ableitungen genauer einzuf

uhren.
2.5 Klauselmengen 15
Denition 2.17 Klauselmenge mit Verzweigungsliteralen
K ist eine Klauselmenge mit Verzweigungsliteralen f

ur die Formel F , falls
1. K mit Hilfe des trivialen Verfahrens aus Abschnitt 2.5.3 aus F entstanden
ist, oder
2. K durch das zweite in Abschnitt 2.5.3 beschriebenen Verfahren aus der
Formel F erzeugt wurde, oder
3. K eine erweiterte Klauselmenge von K
0
ist, wobei K
0
eine Klauselmenge
mit Verzweigungsliteralen f

ur F ist.
Denition 2.18 Resolutionsableitung mit starren Variablen
Eine Resolutionsableitung der Klausel C aus einer Klauselmenge mit Verzwei-
gungsliteralen K
1
ist eine Folge von Klauselmengen K
1
; : : : ;K
n
. Dabei ist C 2
K
n
, und f

ur alle i mit 1 < i  n gilt, da K
i
eine erweiterte Klauselmenge von
K
i 1
ist.
2.5.6 Aussagen

uber Klauselmengen mit Verzweigungsliteralen
Die Verzweigungsliterale werden beim Resolutionsverfahren auf Klauselmengen
mit Verzweigungsliteralen wie die \normalen" Literale verwendet. Die Verwen-
dung von Verzweigungsklauseln beeinut Aussagen

uber die Erf

ullbarkeit nicht.
Ist die Klauselmenge K erf

ullbar, dann ist auch die um Verzweigungklauseln er-
weiterte Klauselmenge K
0
erf

ullbar.
F

ur Klauselmengen mit Verzweigungsliteralen gelten also auch die in [H

ah94a]
bewiesenen S

atze:
Satz 2.19
Sei K eine Klauselmenge mit Verzweigungsliteralen. Wenn es eine Resolutions-
ableitung der leeren Klausel aus K gibt, dann ist K unerf

ullbar.

3 Transformationen
Nachdem im letzten Kapitel Tableaus und Klauselmengen mit Verzweigungslite-
ralen eingef

uhrt wurden, werden in diesem die Transformationen zwischen diesen
Klauselmengen und Tableaus erkl

art. Klauseln, Klauselmengen und Tableaus sind
im folgenden immer Klauseln, Klauselmengen und Tableaus mit Verzweigungsli-
teralen, so da die explizite Angabe von \mit Verzweigungsliteralen" nicht immer
verwendet werden mu. Zun

achst (Abschnitt 3.2) wird noch einmal auf die Rolle
der Verzweigungsliterale eingegangen. In Abschnitt 3.3 wird dann die Transfor-
mation von Klauselmengen in Tableaus deniert und im folgenden Abschnitt 3.4
das Gegenst

uck, die Transformation von Tableaus in Klauselmengen. Jeweils am
Ende dieser beiden Abschnitte wird ein umfangreiches Beispiel zur Erl

auterung
der Transformationen gegeben.
3.1 Wertebereiche der Funktionen
Um die Wertebereiche der Transformationsfunktionen besser angeben zu k

onnen,
werden Bezeichner verwendet. Die zugeordneten Symbole sind in der Tabelle in
Abbildung 3.1 zu sehen.
Verzweigungsordnung O
Tableauformel F
Multiknoten W
Literal L
Klausel C
Klauselmenge K
Tableau T
Menge von Tableaus T

Abbildung 3.1: Die Symbole der verwendeten Funktionswertebereiche.
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3.2 Semantik der Verzweigungsliterale
Im Tableau kommt den Verzweigungsliteralen nur eine bezeichnende Rolle zu.
Eine Verzweigung wird mit einem Verzweigungsatom gekennzeichnet beziehungs-
weise die beiden Teilb

aume jeweils mit der positiven und der negative Auspr

agung
des Literals. F

ur diese Markierung ist es nicht notwendig, Literale zu verwenden.
Die Verzweigungen k

onnten auch einfach durchnummeriert werden. Die Bezeich-
ner sollen jedoch den Bezug zwischen Tableaus und Klauselmengen herstellen.
Da sie in den Klauselmengen als \normale" Literale verwendet werden, ist es
sinnvoll, auch schon im Tableau Literale als Bezeichner f

ur die Verzweigungen zu
verwenden.
Um die genaue Korrespondenz zwischen einem bestimmten Tableau und einer
bestimmten Klauselmenge herzustellen, wird noch eine Verzweigungsordnung be-
n

otigt. Im Tableau soll f

ur zwei Verzweigungsatome p und q gelten, da, falls
p>
K
q gilt, die mit p markierte Verzweigung im Tableau vor der mit q markierten
stehen soll.
Wie in den folgenden Abschnitten eingef

uhrt wird, wird ein Tableau
1
T mit
T = h;; ((j; hfag; ;i); (j; hfbg; ;i))i
in eine Klauselemenge K = ffj; ag; fj; bgg transformiert und umgekehrt. Da die
Verzweigungsliterale im Tableau nur zur Bezeichnung verwendet werden, w

are es
auch denkbar, da T in die Klauselmenge K
0
= ffj; ag; fj; bgg

ubersetzt wird.
Diese Variante wird jedoch nicht verwendet, da die Klauselmenge der Bedeutung
nach aus (j ! a)^ (:j ! b) hergeleitet werden soll, was zur Verwendung von K
f

uhrt.
Es w

are auch m

oglich, die Verzweigungsliterale im Tableau auf den

Asten zu hal-
ten, also wie bei den Klauselmengen als Tableauformeln zu verwenden. Das ist
jedoch nicht sinnvoll, da die Verzweigungsliterale keinen Beitrag zum Tableaube-
weisverfahren liefern und nur den Suchraum vergr

oern w

urden.
3.3 Transformation von Klauselmengen in Tableaus
Bei dieser Transformation wird ein Tableau aus einer Klauselmenge aufgebaut.
Dabei werden die Verzweigungen im Tableau durch die Verzweigungsliterale der
Klauseln bestimmt. Die Verzweigungsliterale einer Klausel geben jedoch nicht
1
Hier sei nochmals, um Verwechslungen zu vermeiden, darauf hingewiesen, da es sich bei
den Multiknoten um Formelmengen handelt. So ist T = hfa; bg; ;i ein lineares Tableau,
bestehend aus den beiden Formeln a und b und nicht etwa aus der Klausel fa; bg.
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immer einen kompletten Pfad von der Wurzel zu einem Blatt im Tableau an. Au-
erdem ist, da es sich bei den Klauseln um Mengen handelt, keine Reihenfolge, in
der die Verzweigungen im Tableau vorkommen sollen, aus den Klauseln ablesbar.
Es ist also m

oglich, aus einer Klauselmenge verschiedene Tableaus zu erzeugen.
Dieses Problem kann durch die Verwendung von Verzweigungsordnungen umgan-
gen werden.
Die Transformation einer Klauselmenge K in ein Tableau T unter einer Verzwei-
gungsordnung >
K
wird durch die Funktion  beschrieben:
 : K O ! 2
T

(K;>
K
) = fT jT = ctt(K;>
K
)g
Dabei erzeugt  eine Klasse von Tableaus, die alle m

oglichen aus eine Klau-
selmenge unter Verwendung einer bestimmten Ordnung herstellbaren Tableaus
enth

alt. Mit der Funktion ctt k

onnen alle in dieser Menge enthaltenen Tableaus
berechnet werden. Jedoch wird mit ctt immer nur ein Tableau erzeugt. ctt,
beziehungsweise die von ctt aufgerufene Funktion fe, enth

alt sogenannte Wahl-
stellen (choicepoints), an denen entschieden werden mu, welches Tableau aus
der Menge berechnet werden soll. Die Funktion fe enth

alt zwei Stellen, an denen
eine solche Wahlm

oglichkeit besteht: Direkt nach dem Aufruf von fe mu ein
bez

uglich der Ordnung maximales Element berechnet werden. Existieren meh-
rere, so mu eines davon ausgew

ahlt werden. Die zweite M

oglichkeit f

ur eine
Auswahl erh

alt man, wenn Fall (6) von fe zutrit.
Doch zun

achst wird die Funktion ctt beschrieben. Die beiden Wahlstellen wer-
den bei der Einf

uhrung von fe n

aher betrachtet.
Die Funktion ctt berechnet das Tableau auf folgende Weise: Nacheinander, in
beliebiger Reihenfolge, werden die Klauseln aus K in ein Tableau eingef

ugt, die
erste Klausel in ein leeres Tableau und die folgenden immer in das davor entstan-
dene. Das wird durch die Funktion
ctt : K O ! T
ctt(K;>
K
) =
8
>
>
<
>
>
:
h;; ;i (1)
falls K = ;
fe(C;>
K
; ctt(KnfCg; >
K
)) (2)
sonst; mit C 2 K beliebig
dargestellt.
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Falls die Klauselmenge K leer ist, wird das leere Tableau ausgegeben (1). Sonst
wird eine Klausel C aus K ausgew

ahlt und in das rekursiv aus der Klauselmen-
ge KnfCg erzeugte Tableau eingef

ugt. Aus K werden alle Klauseln, also sowohl
die aus der starren als auch die aus der universellen Teilmenge, in das Tableau

uberf

uhrt.
Die Reihenfolge, in der die Klauseln in das Tableau eingef

ugt werden, wird durch
die Aufrufe von ctt festgelegt. Sie ist beliebig und hat, wie sp

ater in Lemma 4.1
gezeigt wird, keinen Einu auf das resultierende Tableau.
Die eigentliche Transformation wird mit der Funktion fe durchgef

uhrt, die ein
Tableau um eine Klausel erweitert. Anhand der Verzweigungsliterale in der Klau-
sel werden die Stellen im Tableau gesucht, an denen die Klausel eingef

ugt werden
soll. Dabei ist die Verzweigungsordnung entscheidend, da mit ihr die Reihenfolge
der im Tableau auftretenden Verzweigungen festgelegt wird.
Die Funktion fe ist wie folgt deniert:
fe : C O  T ! T
fe(C;>
K
; T ) =
8
>
>
>
>
>
>
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
>
>
>
>
>
>
:
hW [ ffma(C)g; Ui (1)
f ur n = 0
hW; ((k; T
1
); (k; fe(C
0
; >
K
; T
2
)))i (2)
f ur n > 0; U 6= ;; j = k
hW; ((k; fe(C
0
; >
K
; T
1
)); (k; T
2
))i (3)
f ur n > 0; U 6= ;; j = k
hW; ((j; h;; Ui); (j; fe(C
0
; >
K
; h;; Ui)))i (4)
f ur n > 0; (j)>
K
(k) oder U = ;
hW; ((k; fe(C;>
K
; T
1
)); (k; fe(C;>
K
; T
2
)))i (5)
f ur n > 0; U 6= ;; (k)>
K
(j)
Ergebnis von (4) oder (5) (6)
f ur n > 0; U 6= ;; (j)<>
K
(k)
Dabei werden, der besseren Lesbarkeit wegen, die folgenden Abk

urzungen ver-
wendet: fe erh

alt als Eingabe die Klausel C = fj
1
; : : : ; j
n
; l
1
; : : : ; l
m
g und das
Tableau T = hW;Ui, wobei U = ((k; T
1
); (k; T
2
)) oder U = ; ist. Auerdem
ist j 2 max
>
K
(fj
1
; : : : ; j
n
g) ein bez

uglich der Verzweigungsordnung maximales
Element, und C
0
= Cnfjg ist die Eingabeklausel ohne dieses maximale Ele-
ment. Falls es mehrere maximale Elemente in max
>
K
(fj
1
; : : : ; j
n
g) gibt, wird
eines davon ausgew

ahlt (choicepoint). Die Wahl kann die Struktur des entstehen-
den Tableaus beinussen. Die Auswahl eines der maximalen Elemente ist f

ur den
weiteren Aufbau des Tableaus bindend. Neue Vergleiche m

ussen immer in der-
selben Weise beantwortet werden. Insbesondere mu f

ur das gew

ahlte maximale
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Element j die Ordnung erweitert werden:
8k 2 max
>
K
(fj
1
; : : : ; j
n
g); k 6= j : (j)>
K
(k):
Es ergeben sich beim Einf

ugen der Klausel C in das Tableau T sechs verschiedene
F

alle:
Fall (1) ist der Basisfall. Die Klausel K enth

alt keine Verzweigungsliterale, das
heit, die Klausel wird in eine Tableauformel

uberf

uhrt und an der Wurzel von
T eingef

ugt, also in den Multiknoten W .
Es mu f

ur C die richtige Stelle im Tableau gefunden werden. Diese Stelle ist dann
gefunden, wenn alle Verzweigungsliterale in der Klausel auf dem Pfad bis zur
Wurzel vorkommen. Auf dem Pfad zur Wurzel k

onnen auch Verzweigungsliterale
stehen, die nicht in der Klausel vorkommen. Die restlichen F

alle in fe kommen
also durch den Vergleich der Verzweigungsliterale j und k bez

uglich der Ord-
nung zustande. Dabei ist j eines der maximalen Verzweigungsliterale aus C, und
die n

achste Verzweigung im Tableau ist mit k und k gekennzeichnet. Es gibt
die M

oglichkeiten j = k (2), j = k (3), (j)>
K
(k) (4), (k)>
K
(j) (5) und
(k)<>
K
(j) (6).
Bei Fall (2) stimmt das aktuelle Verzweigungsliteral k in T mit dem maximalen
j in C

uberein. Es kann in dem mit k gekennzeichneten Teilbaum T
2
von T wei-
tergesucht werden, also Cnfjg rekursiv in T
2
eingef

ugt werden. Die Erweiterung
von T durch fe, Fall (2), ist in Bild 3.2 zu sehen.
fe
0
B
B
B
B
B
B
B
B
B
@
C;
W
k k
1
C
C
C
C
C
C
C
C
C
A
T
1
T
2
(2)
=
W
k
fe
0
B
@
C
0
;
1
C
A
k
T
1
T
2
Abbildung 3.2: Erweiterung von T durch Fall (2) von fe.
Analog zu (2) verl

auft auch Fall (3), jedoch wird in dem mit k gekennzeichneten
Teilbaum T
1
von T weitergesucht.
Fall (4) ist der komplizierteste. Es gilt (j)>
K
(k), das heit, die mit j gekenn-
zeichnete Verzweigung kommt in T noch nicht vor. Sonst k

onnte im Tableau
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die mit k gekennzeichnete Verzweigung nicht die oberste sein oder j nicht in C
vorkommen. Es mu eine neue Verzweigung erzeugt werden. Dabei mu der Mul-
tiknoten W aus T als Multiknoten der neuen Verzweigung verwendet und in T
durch den leeren Multiknoten ersetzt werden. T , mit leerem Multiknoten, wird
dann sowohl als linker als auch als rechter Teilbaum der neuen Verzweigung be-
nutzt. Die beiden Teilb

aume werden mit j und mit j gekennzeichnet. Schlielich
wird Cnfjg rekursiv in den mit j gekennzeichneten Teilbaum eingef

ugt. In Bild
3.3 wird T durch Fall (4) von fe erweitert:
fe
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B
@
C;
W
k k
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A
T
1
T
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Abbildung 3.3: Erweiterung von T durch Fall (4) von fe.
In Fall (5) ist j, eines der maximalen Verzweigungsliterale aus C, kleiner als das
aktuelle Verzweigungsliteral k in T . k kommt in C nicht vor. Weil (k)>
K
(j)
gilt, w

are es sp

atestens jetzt als maximales Verzweigungsliteral gew

ahlt worden.
Also wird C rekursiv in beide Teilb

aume von T eingef

ugt. Fall (5) wird in Bild
3.4 gezeigt.
fe
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Abbildung 3.4: Erweiterung von T durch Fall (5) von fe.
Der letzte Fall (6) tritt nur auf, wenn die Ordnung >
K
nicht total ist. Dann
ist es m

oglich, da (l)<>
K
(k) gilt, und man kann w

ahlen (choicepoint), ob
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(j)>
K
(k) oder (k)>
K
(j) gelten soll. Die Wahl mu jedoch endg

ultig sein,
und weitere Vergleiche zwischen j und k m

ussen immer gleich beantwortet wer-
den. Es kann also wie in (4) oder (5) vorgegangen werden.
Nun fehlt noch die

Ubersetzung von Klauseln in Tableauformeln. Dazu wird die
Funktion
fma : C ! F
fma(fl
1
; : : : ; l
n
g) =
8
>
>
>
>
>
<
>
>
>
>
>
:
? (1)
falls n = 0
l
1
_ : : : _ l
n
(2)
falls fl
1
; : : : ; l
n
g aus der starren Teilmenge
8 x
1
; : : : ; x
h
l
1
_ : : : _ l
n
(3)
falls fl
1
; : : : ; l
n
g aus der universellen Teilm:
verwendet. x
1
; : : : ; x
h
sind die freien Variablen in fl
1
; : : : ; l
n
g.
Der schrittweise Aufbau eines Tableaus aus eine Klauselmenge wird im folgenden
Beispiel verdeutlicht:
Beispiel 3.1
Aus der Klauselmenge
K = ff:j
1
; ag; fj
1
; bg; f:j
1
;:j
3
; eg; f:j
1
;:j
2
; cg; f:j
1
; j
2
; dg; f:j
1
; j
3
; fgg
wird das Tableau T = ctt(K;>
K
) erzeugt. K enth

alt die Verzweigungsliterale
j
1
, :j
1
, j
2
, :j
2
, j
3
, :j
3
und die Formelliterale a, b, c, d, e, f . Als Ordnungsrelation
auf den Verzweigungsatomen j
1
, j
2
, j
3
wird die totale Ordnung >
K
verwendet.
Es gilt j
1
>
K
j
2
, j
1
>
K
j
3
und j
2
>
K
j
3
.
Durch ctt werden die Klauseln aus K nacheinander mit fe in das jeweils im vor-
herigen Schritt entstandene Tableau eingef

ugt. Anstelle von fe(C;>
K
; T ) wird
der besseren Lesbarkeit wegen im Beispiel fe(C;T ) verwendet.
Als erste Klausel wird f:j
1
; ag in das leere Tableau eingef

ugt.
fe(f:j
1
; ag; h;; ;i)
(4)
= h;; ((:j
1
; h;; ;i); (j
1
; fe(fag; h;; ;i)))i
(1)
= h;; ((:j
1
; h;; ;i); (j
1
; hfag; ;i))i = T
1
Es trit Fall (4) in fe zu, da im leeren Tableau U = ; gilt. Anstelle des leeren
Unterbaums wird eine neue Verzweigung f

ur j
1
erzeugt und a rekursiv (n = 0,
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Fall (1)) in den mit j
1
gekennzeichneten Teilbaum eingef

ugt.
Als n

achstes wird die Klausel fj
1
; bg in das neu entstandene Tableau T
1
eingef

ugt.
fe(fj
1
; bg; T
1
)
(3)
= h;; ((:j
1
; fe(fbg; h;; ;i)); (j
1
; hfag; ;i))i
(1)
= h;; ((:j
1
; hfbg; ;i); (j
1
; hfag; ;i))i = T
2
Jetzt ist die Verzweigung f

ur j
1
schon vorhanden, so da mit :j
1
abgestiegen
(j = k, Fall (3)) und b eingef

ugt werden kann (n = 0, Fall (1)). Die beiden resul-
tierenden Tableaus, T
1
und T
2
, sind in Bild 3.5 dargestellt.
;
!
;
a
j
1
;
:j
1
!
;
a
j
1
b
:j
1
Abbildung 3.5: Das leere Tableau und T
1
und T
2
nach dem Einf

ugen von
f:j
1
; ag und fj
1
; bg.
Beim Einf

ugen der Klauseln f:j
1
;:j
3
; eg und f:j
1
;:j
2
; cg entsteht jeweils eine
neue Verzweigung (in Fall (4)).
fe(f:j
1
;:j
3
; eg; T
2
)
(2)(4)(1)
= T
3
fe(f:j
1
;:j
2
; cg; T
3
)
(2)(4)(1)
= T
4
Bei f:j
1
;:j
2
; cg wird die neue Verzeigung f

ur j
2
nicht an einem Blatt des Baums,
sondern oberhalb der mit j
3
gekennzeichneten Verzweigung hinzugef

ugt. Dabei
wird der Teilbaum mit j
3
an jeden der neuen

Aste angeh

angt. T
3
und T
4
sind in
Bild 3.6 zu sehen.
F

ur die Klauseln f:j
1
; j
2
; dg und f:j
1
; j
3
; fg m

ussen keine neuen Verzweigungen
erzeugt werden.
fe(f:j
1
; j
2
; dg; T
4
)
(2)(3)(1)
= T
5
fe(f:j
1
; j
3
; fg; T
5
)
(2)(5)2((3)(1))
= T
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Abbildung 3.6: T
3
und T
4
nach dem Einf

ugen von f:j
1
;:j
3
; eg und
f:j
1
;:j
2
; cg.
In beiden F

allen wird entsprechend den Verzweigungsliteralen im Tableau abge-
stiegen, bis die Stellen gefunden sind, an denen d und f in das Tableau eingef

ugt
werden. Bei f:j
1
; j
3
; fg mu im zweiten Schritt (Fall (5)) in beide Tableau

aste
abgestiegen werden, da in diesem Fall (k)>
K
(j) (j
2
>
K
j
3
) gilt. T
5
und das Er-
gebnistableau T sind { in Bild 3.7 { ebenfalls als Baum abgebildet. 2
Hier soll noch darauf hingewiesen werden, da man bei der Transformation von
Klauselmengen in Tableaus erst nach dem Einf

ugen aller Klauseln ein der De-
nition entsprechendes Tableau erh

alt. Zum Beispiel stellt die Klausel f:j; ag nur
den mit :j markierten Teil einer Verzweigung dar. Beim Einf

ugen bleibt der mit
j markierte Teil leer. Deshalb m

ussen alle Klauseln eingef

ugt werden, damit ein
sinnvolles Tableau entsteht.
3.4 Transformation von Tableaus in Klauselmengen
Die Transformation eines Tableaus T in eine Klauselmenge C ist einfacher als die
in umgekehrter Richtung, da in der Klauselmenge keine Ordnung zu beachten ist.
Es werden f

ur jeden Multiknoten W in T die Verzweigungspr

adikate j
1
; : : : ; j
n
auf dem Pfad von der Wurzel nach W bestimmt und f

ur jede Tableauformel
l
1
_ : : : _ l
m
in W eine Klausel fj
1
; : : : ; j
n
; l
1
; : : : ; l
m
g gebildet. Dabei wird auch
eine Ordnung erzeugt, unter der aus der Ergebnisklauselmenge wieder das ur-
spr

ungliche Tableau hergestellt werden kann.
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Abbildung 3.7: T
5
und T nach dem Einf

ugen von f:j
1
; j
2
; dg und
f:j
1
; j
3
; fg.
Die Transformation wird durch die Funktion 	 beschrieben. Dabei ist 	 deniert
als:
	 : T ! K O
Mit 	(T ) = hK;>
T
i wird also das Paar
2
bestehend aus einer Klauselmenge K
und einer Verzweigungsordnung >
T
f

ur K bestimmt. Es wird hier >
T
anstelle
von >
K
verwendet, um deutlich zu machen, da die Ordnung durch das Tableau
T bestimmt wurde.
Die Berechnung der Klauselmenge und der Ordnung werden in der folgenden Be-
schreibung der besseren Lesbarkeit wegen getrennt voneinander behandelt.
Soll durch 	 nur die Klauselmenge berechnet werden, so wird vereinfachendK =
	(T ) verwendet. F

ur die Berechnung der Klauselmenge K wird 	 durch
	(T ) = ttc(;; T )
deniert. Zur Erzeugung der Ordnung wird die Funktion ord (s.u.) verwendet,
die dann in Fall (2) von ttc noch zus

atzlich aufgerufen wird.
2
Die Schreibweise (h; i) f

ur das Paar aus Klauselmenge und Ordnung gleicht der Paarschreib-
weise f

ur Tableaus, die aus einem Multiknoten und Unterb

aumen bestehen, ist jedoch nicht
mit dieser zu verwechseln.
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Doch zun

achst wird die Funktion ttc erkl

art:
ttc : C  T ! K
ttc(V; T ) =
8
>
>
<
>
>
:
kl(V;W ) (1)
f ur U = ;
kl(V;W ) [ lo(ttc(V [ fkg; T
1
); ttc(V [ fkg; T
2
); k) (2)
sonst
ttc erh

alt als Eingabe ein Tableau T = hW;Ui und eine Menge von Verzwei-
gungsliteralen V , die bisher auf dem Pfad nach T gesammelt wurden. F

ur alle
Unterb

aume U in T gilt U = ((k; T
1
); (k; T
2
)) oder U = ;.
In Fall (1) von ttc werden, da T keine weiteren Unterb

aume besitzt, nur die
Tableauformeln im Multiknoten W mit der Funktion kl in Klauseln gewandelt.
Sind noch Unterb

aume vorhanden, Fall (2), dann wird ttc rekursiv auf die beiden
Unterb

aume angewendet. Die Klauselmenge, bestehend aus der Vereinigung der
zu W geh

orenden Klauseln und der aus den Unterb

aumen erzeugten Klauseln,
wird als Ergebnis zur

uckgegeben. Auf die Ergebnisklauselmengen der beiden Un-
terb

aume wird noch die Funktion lo angewendet, um doppelte, aus den beiden
Teilb

aumen erzeugte, Klauseln zu beseitigen.
Neben der Klauselmenge soll aus dem Tableau auch eine Ordnung erzeugt wer-
den. Die Bestimmung dieser Ordnung wurde jedoch bewut nicht in der Funktion
ttc formuliert, da die Berechnung der Klauselmenge sonst sehr un

ubersichtlich
wird. Die Ordnung wird ebenfalls beim Durchlauf durch das Tableau bestimmt.
Sie wird, beginnend mit der leeren Ordnung, jeweils bei der Ausf

uhrung von
Schritt (2) in ttc erweitert. Dies geschieht mit der Funktion ord:
ord : C  L O ! O
ord(V; k;>
T
) = 8j 2 V : erweitere >
T
um (j)>
T
(k)
Die Funktion kl ist auf folgende Weise deniert:
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kl : C W ! K
kl(V;W ) =
8
>
>
>
>
>
>
>
<
>
>
>
>
>
>
>
:
; (1)
falls W = ;
fV g [ kl(V;WnfFg) (2)
falls F 2 W und F = ?
fV [ fl
1
; : : : ; l
m
gg [ kl(V;WnfFg) (3)
falls F 2 W und F = l
1
_ : : : _ l
m
fV [ fl
1
; : : : ; l
m
gg [ kl(V;WnfFg) (4)
falls F 2 W und F = 8 x
1
; : : : ; x
h
l
1
_ : : : _ l
n
In Fall (2) wird die leere Klausel 2 zur

uckgegeben, falls V eine leere Menge ist.
Auerdem ist zu beachten, da die in Fall (3) erzeugten Klauseln in die starre und
die in Fall (4) erzeugten Klauseln in die universelle Teilmenge der zu erzeugenden
Klauselmenge eingef

ugt werden. Die Klauseln aus Fall (2) werden immer in die
starre Teilmenge genommen.
Nun bleibt noch die Denition von lo zu kl

aren.
lo : K K L ! K
lo(K
1
;K
2
; k) =
8
>
>
>
<
>
>
>
>
:
lo(K
1
nfC
1
g [ fC
1
nfk; kgg;K
2
nfC
2
g; k) (1)
falls es C
1
2 K
1
und C
2
2 K
2
gibt mit
C
1
nfk; kg = C
2
nfk; kg und k 62 min
>
T
(C
1
) [min
>
T
(C
2
)
K
1
[K
2
(2)
sonst
Mit lo werden in den beiden KlauselmengenK
1
und K
2
die Klauseln gel

oscht, die
aus redundanten Teilb

aumen stammen. Durch die Bedingung k 62 min
>
T
(C
1
) [
min
>
T
(C
2
) in Fall (1) von lo wird verhindert, da das Tableau h;; ((j; hfag; ;i);
(j; hfag; ;i))i bei der Ausf

uhrung von ttc auf die Klauselmenge ffagg reduziert
wird.
Am besten l

at sich die Wirkung von lo beim Vergleich der Klauselmengen zei-
gen, die mit und ohne die Verwendung von lo erzeugt werden. Dazu wird folgen-
des Beispiel betrachtet:
Beispiel 3.2
In Beispiel 3.1 wurde das Tableau T = ctt(K;>
K
) aus der Klauselmenge
K = ff:j
1
; ag; fj
1
; bg; f:j
1
;:j
3
; eg; f:j
1
;:j
2
; cg; f:j
1
; j
2
; dg; f:j
1
; j
3
; fgg
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erzeugt. T (Bild 3.8) soll nun mit 	 wieder in eine Klauselmenge K
0
= 	(T ) =
ttc(;; T )

uberf

uhrt werden.
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Abbildung 3.8: Das Tableau T .
Zun

achst wird K
0
ohne Ausf

uhrung von lo berechnet. Dazu wird ttc in Fall (2)
ge

andert und ttc
0
verwendet:
ttc
0
: C  T ! K
ttc
0
(V; T ) =
(
kl(V;W ) f ur U = ;
kl(V;W ) [ ttc
0
(V [ fkg; T
1
) [ ttc
0
(V [ fkg; T
2
) sonst
K
0
= ttc
0
(;; T ) wird rekursiv auf folgende Weise erzeugt:
ttc
0
(;; T ) = ; [ ttc
0
(f:j
1
g; T
1
) [ ttc
0
(fj
1
g; hfbg; ;i)
Dabei sind:
ttc
0
(fj
1
g; hfbg; ;i) = ffj
1
; bgg
ttc
0
(f:j
1
g; T
1
) = ff:j
1
; agg [ ttc
0
(f:j
1
;:j
2
g; T
2
) [ ttc
0
(f:j
1
; j
2
g; T
3
)
Die Klauseln f

ur die Teilb

aume T
2
und T
3
erh

alt man analog:
ttc
0
(f:j
1
;:j
2
g; T
2
) = ff:j
1
;:j
2
; cg; f:j
1
;:j
2
;:j
3
; eg; f:j
1
;:j
2
; j
3
; fgg
ttc
0
(f:j
1
; j
2
g; T
3
) = ff:j
1
; j
2
; dg; f:j
1
; j
2
;:j
3
; eg; f:j
1
; j
2
; j
3
; fgg
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d
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3
Abbildung 3.9: Die Teilb

aume T
1
, T
2
und T
3
.
Bild 3.9 zeigt die Teilb

aume T
1
, T
2
und T
3
.
Das Ergebnis ist die Klauselmenge
K
0
= ffj
1
; bg; f:j
1
; ag; f:j
1
;:j
2
; cg; f:j
1
;:j
2
;:j
3
; eg; f:j
1
;:j
2
; j
3
; fg;
f:j
1
; j
2
; dg; f:j
1
; j
2
;:j
3
; eg; f:j
1
; j
2
; j
3
; fgg;
die jedoch nicht mit der urspr

unglichen KlauselmengeK, aus der T erzeugt wur-
de,

ubereinstimmt. Durch die redundanten Teilb

aume in T werden mehr Klauseln
erzeugt als gew

unscht.
Die Berechnung von K
00
= ttc(;; T ) unter Verwendung von lo in ttc verl

auft
analog zu der oben f

ur K
0
beschriebenen. Die Funktion lo wird jeweils auf die
beiden aus den Teilb

aumen erzeugten Klauselmengen angewendet. Im Beispiel
tritt Fall (1) von lo nur bei den aus den Teilb

aumen T
2
und T
3
zur

uckgegebenen
Klauselmengen auf.
lo(ff:j
1
;:j
2
; cg; f:j
1
;:j
2
;:j
3
; eg; f:j
1
;:j
2
; j
3
; fgg;
ff:j
1
; j
2
; dg; f:j
1
; j
2
;:j
3
; eg; f:j
1
; j
2
; j
3
; fgg; j
2
)
(1)
= lo(ff:j
1
;:j
2
; cg; f:j
1
;:j
3
; eg; f:j
1
;:j
2
; j
3
; fgg;
ff:j
1
; j
2
; dg; f:j
1
; j
2
; j
3
; fgg; j
2
)
(1)
= lo(ff:j
1
;:j
2
; cg; f:j
1
;:j
3
; eg; f:j
1
; j
3
; fgg; ff:j
1
; j
2
; dgg; j
2
)
(2)
= ff:j
1
;:j
3
; eg; f:j
1
;:j
2
; cg; f:j
1
; j
2
; dg; f:j
1
; j
3
; fgg
Beim ersten Aufruf von lo gilt C
1
nfj
2
;:j
2
g = C
2
nfj
2
;:j
2
g f

ur die Klauseln
C
1
= f:j
1
;:j
2
;:j
3
; eg und C
2
= f:j
1
; j
2
;:j
3
; eg. Im zweiten Schritt gilt das
gleiche f

ur die Klauseln f:j
1
;:j
2
; j
3
; fg und f:j
1
; j
2
; j
3
; fg. Im letzten Schritt
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erf

ullen keine zwei Klauseln die Bedingung (1) in lo, und die Ergebnisklausel-
menge wird zur

uckgegeben.
Unter Verwendung von lo erh

alt man also die Klauselmenge
K
00
= ff:j
1
; ag; fj
1
; bg; f:j
1
;:j
3
; eg; f:j
1
;:j
2
; cg; f:j
1
; j
2
; dg; f:j
1
; j
3
; fgg;
die mit der urspr

unglichen Klauselmenge K

ubereinstimmt.
Die Ordnung ergibt sich durch die Aufrufe der Funktion ord. Und zwar durch:
ord(f:j
1
g; j
2
; >
T
) = fj
1
>
T
j
2
g
ord(f:j
1
;:j
2
g; j
3
; >
T
) = fj
1
>
T
j
3
; j
2
>
T
j
3
g
Alle weiteren Aufrufe von ord ergeben keine neuen Vergleiche. Damit ist j
1
>
T
j
2
,
j
1
>
T
j
3
, j
2
>
T
j
3
die aus T erzeugte Ordnung. 2

4Eigenschaften der
Transformationen
Im letzten Kapitel wurden die Transformationen zwischen Klauselmengen mit
Verzweigungsliteralen und Tableaus mit Verzweigungsliteralen eingef

uhrt. Die
Transformation von Klauselmengen in Tableaus wird mit der Funktion
 : KO ! [T ]
durchgef

uhrt, die von Tableaus in Klauselmengen mit
	 : T ! K O:
Nun werden diese Transformationen n

aher untersucht. Zun

achst wird in Ab-
schnitt 4.1 auf die Rolle der Verzweigungsordnung eingegangen. In Abschnitt
4.2 wird gezeigt, da die Ergebnisse der Transformationen auch wirklich den De-
ninitionen entsprechende Tableaus und Klauselmengen sind. Der darauf folgen-
de Abschnitt 4.3 ist der Umkehrbarkeit der beiden Transformationen gewidmet.
Schlielich werden in Abschnitt 4.4 noch weitere Aussagen angegeben, die sich
aus den bis dahin gezeigten S

atzen schlieen lassen.
Im Zusammenhang mit der Transformation von Klauseln in Tableauformeln und
der Transformation im umgekehrter Richtung wird im folgenden, vor allem in den
Beweisen, nicht immer explizit zwischen Klauseln aus der universellen oder der
starren Teilmenge einer Klauselmenge beziehungsweise allquantizierten Formeln
oder Formeln mit freien Variablen unterschieden.
Auerdem wird, falls es nicht notwendig ist, nicht immer darauf hingewiesen, da
die Literale Variablen enthalten k

onnen. Wenn zum Beispiel von der Transfor-
mation der Klausel C = fpg in die Tableauformel p gesprochen wird, dann kann
das Literal p in C Variablen enthalten. Kommt C in der universellen Teilmenge
einer Klauselmenge vor, dann ist die korrespondierende Tableauformel allquanti-
ziert. Falls C Element der starren Teilmenge ist, so enth

alt die Tableauformel
freie Variablen.
4.1 Eigenschaften der Verzweigungsordnung
Verzweigungsordnungen werden immer nur auf den Verzweigungsliteralen ange-
geben, die auch in der Klauselmenge vorkommen. Verzweigungsliterale, die nicht
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in der Klauselmenge K vorkommen, k

onnen in der Ordnung auch verwendet
werden, bewirken jedoch bei der Transformation  keine

Anderung gegen

uber
Ordnungen, die nur die Verzweigungsliterale aus K enthalten. So kann bei der
Transformation einer Klauselmenge, die keine Verzweigungsliterale enth

alt, zum
Beispiel jede beliebige Verzweigungsordnung verwendet werden. Es entsteht aber
immer das gleiche Tableau, bei dem alle Formeln an der Wurzel stehen und das
keine Unterb

aume besitzt. Im folgenden werden f

ur K also immer Ordnungen
verwendet, die nur die in K enthaltenen Verzweigungsliterale ordnen. F

ur die
eben beschriebene Klauselmenge, die keine Verzweigungsliterale enth

alt, kommt
dann nur die leere Ordnung in Frage.
4.1.1 Totale Verzweigungsordnungen
Bisher wurde eine Verzweigungsordnung bei der Transformation von Klauselmen-
gen in Tableaus nur unter dem Einu, den sie auf die Struktur des entstehenden
Tableaus aus

ubt, betrachtet. Da es m

oglich ist, mit einer Ordnung verschiedene
Tableaus aus einer Klauselmenge aufzubauen, soll nun untersucht werden, unter
welchen Bedingungen mehrere oder nur ein Tableau erzeugt werden k

onnen.
Falls die Verzweigungsordnung >
K
total ist, l

at sich nur ein einziges Tableau
aus der Klauselmenge K bilden. In Satz 4.2 wird gezeigt, da diese Behauptung
stimmt. Doch zun

achst wird noch das folgende, f

ur den Beweis ben

otigte Lemma
betrachtet:
Lemma 4.1
Bei der Transformation einer Klauselmenge K in ein Tableau hat die Reihenfolge,
in der die Klauseln durch die Funktion ctt in das entstehende Tableau eingef

ugt
werden, keinen Einu auf das Ergebnistableau.
Beweis:
>
K
sei eine Verzweigungsordnung f

ur K. Die einzelnen Klauseln werden mit der
Funktion fe zu einem Tableau zusammengebaut. Es bleibt also zu zeigen, da
f

ur zwei Klauseln C
1
2 K und C
2
2 K und ein Tableau T gilt:
fe(C
2
; >
K
; fe(C
1
; >
K
; T )) = fe(C
1
; >
K
; fe(C
2
; >
K
; T ))
Der Beweis erfolgt mittels Induktion

uber n
1
und n
2
, die Anzahl der Verzwei-
gungsliterale in C
1
und C
2
. Dabei sind j
1
2 max
>
K
(C
1
) und j
2
2 max
>
K
(C
2
)
maximale Elemente von C
1
und C
2
. Die Wahl von j
1
und j
2
kann Einu auf die
Struktur des entstehenden Tableaus haben. Sind j
1
und j
2
jedoch gew

ahlt, dann
hat die Reihenfolge, in der C
1
und C
2
in das Tableau eingef

ugt werden, keinen
Einu auf die Struktur des Ergebnistableaus.
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Falls max
>
K
(C
1
) mehr als ein Element enth

alt, beeinut die Wahl von j
1
auch
die Ordnung >
K
. W

ahrend des weiteren Aufbaus von T gilt, da j
1
bez

uglich >
K
gr

oer ist als alle weiteren Verzweigungsliterale aus max
>
K
(C
1
) (siehe Abschnitt
3.3). Diese neuen Vergleiche sind bei der Wahl von j
2
zu ber

ucksichtigen. Falls j
2
zuerst gew

ahlt wird, gilt alles analog.
Auerdem sind C
0
1
= C
1
nfj
1
g und C
0
2
= C
2
nfj
2
g die Klauseln ohne die gew

ahlten
maximalen Elemente, und T = hW;Ui ist ein Tableau mit U = ((h; T
1
); (h; T
2
)).
Bei den folgenden Berechnungen geben die Zahlen

uber den Gleichheitszeichen
den Fall von fe an, der bei der entsprechenden Gleichung verwendet wird, und
bei fe wird die Angabe von >
K
weggelassen.
Induktionsanfang: n
1
= 0 und n
2
= 0
Es kommen keine Verzweigungsliterale in C
1
und C
2
vor. Das heit, die mit den
Klauseln korrespondierenden Formeln werden an der Wurzel von T eingef

ugt:
fe(C
2
; fe(C
1
; T ))
(1)(1)
= hW [ ffma(C
1
)g [ ffma(C
2
)g; Ui
(1)(1)
= fe(C
1
; fe(C
2
; T ))
Induktionsschritt: n
2
! n
2
+ 1
Der Induktionsschritt mu f

ur jede Kombination von j
1
, j
2
und h bez

uglich >
K
durchgef

uhrt werden. Exemplarisch wird hier der Fall j
1
= h, (j
2
)>
K
(j
1
) ge-
zeigt.
Zun

achst wird die linke Seite der Gleichung expandiert:
fe(C
2
; fe(C
1
; T ))
(2)
= fe(C
2
; hW; ((h; T
1
); (h; fe(C
0
1
; T
2
)))i)
(4)
= hW; ((j
2
; h;; ((h; T
1
); (h; fe(C
0
1
; T
2
)))i);
(j
2
; fe(C
0
2
; h;; ((h; T
1
); (h; fe(C
0
1
; T
2
)))i)))i
= S
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F

ur die rechte Seite der zu beweisenden Behauptung ergibt sich folgendes:
fe(C
1
; fe(C
2
; T ))
(4)
= fe(C
1
; hW; ((j
2
; h;; ((h; T
1
); (h; T
2
))i);
(j
2
; fe(C
0
2
; h;; ((h; T
1
); (h; T
2
))i)))i)
(5)
= hW; ((j
2
; fe(C
1
; h;; ((h; T
1
); (h; T
2
))i));
(j
2
; fe(C
1
; fe(C
0
2
; h;; ((h; T
1
); (h; T
2
))i))))i
(2)
= hW; ((j
2
; h;; ((h; T
1
); (h; fe(C
0
1
; T
2
)))i);
(j
2
; fe(C
1
; fe(C
0
2
; h;; ((h; T
1
); (h; T
2
))i))))i
IH
= hW; ((j
2
; h;; ((h; T
1
); (h; fe(C
0
1
; T
2
)))i);
(j
2
; fe(C
0
2
; fe(C
1
; h;; ((h; T
1
); (h; T
2
))i))))i
(2)
= hW; ((j
2
; h;; ((h; T
1
); (h; fe(C
0
1
; T
2
)))i);
(j
2
; fe(C
0
2
; h;; ((h; T
1
); (h; fe(C
0
1
; T
2
)))i)))i
= S
Unter Anwendung der Induktionshypothese (IH) ergibt sich f

ur fe(C
1
; fe(C
2
; T ))
das gleiche Tableau, wie f

ur fe(C
2
; fe(C
1
; T )).
Die Berechnungen f

ur die weiteren Kombinationen von j
1
, j
2
und h bez

uglich >
K
und der Induktionsschritt n
1
! n
1
+ 1 verlaufen analog.
Die Reihenfolge, in der die Klauseln in ein Tableau zusammengef

ugt werden,
hat also keinen Einu auf die Struktur des Ergebnistableaus. Damit l

at sich
zeigen, da durch die Transformation  unter Verwendung einer totalen Ordnung
>
K
genau ein Tableau herstellbar ist.
Satz 4.2
Sei K eine Klauselmenge mit Verzweigungsliteralen und >
K
eine totale Verzwei-
gunsordnung f

ur K. Dann enth

alt die Klasse [T ] = (K;>
K
) von Tableaus nur
ein Tableau.
Beweis:
Bei der Transformation k

onnen nur dann mehrere verschiedene Tableaus entste-
hen, wenn in der Funktion fe der Fall (6) auftritt oder max
>
K
nicht eindeutig ist.
Da >
K
eine totale Ordnung ist, ergibt sich bei der Berechnung von max
>
K
jedoch
immer nur ein eindeutiges Verzweigungsliteral. Fall (6) von fe wird gew

ahlt, wenn
(j
1
)<>
K
(j
2
) gilt, wobei j
1
und j
2
Verzweigungsliterale sind. Falls >
K
total
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ist, gilt jedoch immer (j
1
)>
K
(j
2
) oder (j
2
)>
K
(j
1
). Fall (6) kann also nicht
auftreten. Auerdem hat die Reihenfolge, in der die Klauseln in ein entstehendes
Tableau eingef

ugt werden, keinen Einu auf das Ergebnistableau (Lemma 4.1).
Damit ist die Transormation eindeutig und die Klasse [T ] enth

alt nur ein eindeu-
tiges Tableau.
4.1.2 Klauseltotale und tableaueindeutige Verzweigungsordnungen
Es gibt jedoch auch nicht-totale Verzweigungsordnungen, mit denen sich nur ein
Tableau erzeugen l

at. Um diese Ordnungen genauer beschreiben zu k

onnen,
werden klauseltotale und tableaueindeutige Verzweigungsordnungen deniert.
Denition 4.3 Klauseltotale Ordnung
Die Verzweigungsordnung >
K
heit klauseltotal f

ur die Klauselmenge K, wenn
>
K
f

ur jede Klausel C 2 K auf den Verzweigungsliteralen V l(C) aus C total ist.
Denition 4.4 Tableaueindeutige Ordnung
Die Verzweigungsordnung >
K
heit tableaueindeutig f

ur die Klauselmenge K,
falls >
K
klauseltotal ist und f

ur jede Kombination zweier Klauseln C
1
2 K und
C
2
2 K gilt:
 Entweder ordnet >
K
die Menge V l(C
1
) [ V l(C
2
) total oder
 C
1
und C
2
enthalten genau ein komplement

ares Verzweigungsliteral, und es
gilt f

ur C
1
= fj; j
1
; : : : ; j
i
; j
i+1
; : : : ; j
n
g und C
2
= fj; k
1
; : : : ; k
i
; k
i+1
; : : : ; k
m
g,
da j
s
= k
s
f

ur 1  s  i, (j)>
K
(j
r
) f

ur i < r  n und (j)>
K
(k
r
) f

ur
i < r  m.
Jede totale Ordnung f

ur eine Klauselmenge K ist auch klauseltotal und tableau-
eindeutig f

ur K. Wie bei totalen Ordnungen l

at sich mit tableaueindeutigen
Ordnungen durch die Transformation  auch nur genau ein Tableau erzeugen. Es
gilt der folgende Satz:
Satz 4.5
Sei K eine Klauselmenge mit Verzweigungsliteralen und >
K
eine tableaueindeu-
tige Verzweigungsordnung f

ur K. Dann enth

alt die Menge T = (K;>
K
) von
Tableaus nur ein Tableau.
Beweis:
Der Beweis verl

auft analog zum Beweis von Satz 4.2. Die Berechnung des ma-
ximalen Verzweigungsliterals der neu einzuf

ugenden Klausel C ist eindeutig, da
die Verzweigungsliterale aus C durch >
K
total geordnet sind (>
K
ist klauselto-
tal). Fall (6) von fe tritt auch bei der Verwendung tableaueindeutiger Ordnungen
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nicht auf, da die nicht geordneten Verzweigungsliterale, die diesen Fall hervorru-
fen k

onnten, in verschiedenen Teilb

aumen des Tableaus vorkommen.
Die Erzeugung eines Tableaus unter Verwendung einer tableaueindeutigen Ord-
nung wird im folgenden Beispiel 4.6 gezeigt.
Beispiel 4.6
F

ur die Klauselmenge
K = ff:j
1
;:j
2
; ag; f:j
1
; j
2
; bg; fj
1
;:j
3
; cg; fj
1
; j
3
; dgg
und die Verzweigungsordnung >
K
soll das Tableau T = (K;>
K
) berechnet
werden. F

ur die in K vorkommenden Verzweigungsatome j
1
, j
2
und j
3
ist >
K
mit j
1
>
K
j
2
und j
1
>
K
j
3
gegeben. Die Ordnung >
K
ist nicht total, da j
2
<>
K
j
3
gilt, aber tableaueindeutig. Es entsteht das Tableau T mit
T = h;; ((j
1
; h;; ((j
2
; hfag; ;i); (j
2
; hfbg; ;i))i);
(j
1
; h;; ((j
3
; hfcg; ;i); (j
3
; hfdg; ;i))i))i
T ist auch in Abbildung 4.1 zu sehen. 2
;
;
j
1
a
j
2
b
:j
2
;
:j
1
c
j
3
d
:j
3
Abbildung 4.1: Das Tableau T .
4.1.3 Beliebige Verzweigungsordnungen
Aus einer beliebigen Verzweigungsordnung >
K
k

onnen durch Festlegen der Ver-
gleiche f

ur die ungeordneten Verzweigungsliterale verschiedene totale Ordnungen
hergestellt werden. Die Menge dieser totalen Ordnungen f

ur eine beliebige Ver-
zweigungsordnung >
K
wird mit  (>
K
) bezeichnet.
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Denition 4.7 Totale Ordnungen zu >
K
Sei >
K
eine beliebige Verzweigungsordnung f

ur die Klauselmenge mit Verzwei-
gungsliteralen K. Mit  (>
K
) wird die Menge aller totalen Ordnungen bezeichnet,
die Spezialisierungen von >
K
sind.
Im folgenden Beispiel wird  f

ur eine Verzweigungsordnung angegeben:
Beispiel 4.8
F

ur die Klauselmenge K mit den Verzweigungsatomen j
1
, j
2
und j
3
ist die Ver-
zweigungsordnung >
K
mit den Vergleichen j
1
>
K
j
2
und j
1
>
K
j
3
gegeben. Die
Menge  (>
K
) enth

alt die zwei totalen Ordnungen >
1
K
und >
2
K
mit
>
1
K
= fj
1
>
K
j
2
; j
1
>
K
j
3
; j
2
>
K
j
3
g
>
2
K
= fj
1
>
K
j
2
; j
1
>
K
j
3
; j
3
>
K
j
2
g:
2
In der Menge (K;>
K
) von Tableaus sind alle Tableaus enthalten, die mit  aus
der Klauselmenge K unter Verwendung einer Ordnung aus  (>
K
) gebildet wer-
den. Und zwar genau diese und keine weiteren.
Bei der Berechnung eines Tableaus aus der Menge werden die durch >
K
nicht
geordneten Verzweigungsatome sukzessive geordnet (an den Wahlstellen), so da
mit dem aufgebauten Tableau auch eine tableaueindeutige Verzweigungsordnung
entstanden ist. Diese Ordnung mu nicht total sein, da verschiedene Verzwei-
gungsliterale durch die Struktur der Literale in den Klauseln im Tableau in ver-
schiedenen Teilb

aumen vorkommen k

onnen. Beim Einf

ugen der Klauseln werden
dann keine Vergleiche zwischen diesen Verzweigungsliteralen ben

otigt. In Beispiel
4.6 wird bei der Berechnung von T in keinem Schritt ein Vergleich zwischen j
2
und j
3
vorgenommen.
Jede totale Verzweigungsordnung f

ur K, die aus einer tableaueindeutigen durch
Ordnen der nicht vergleichbarenVerzweigungsliterale entstanden ist, bewirkt, da
mit  aus K jeweils das gleiche Tableau erzeugt wird, da mit einer tableauein-
deutigen Ordnung immer nur ein eindeutiges Tableau gebildet werden kann (Satz
4.5). Es spielt also keine Rolle, wie die nicht geordneten Verzweigungsliterale ge-
ordnet werden. Wird in Beispiel 4.6 die Ordnung um j
2
>
K
j
3
oder um j
3
>
K
j
2
erweitert, so erh

alt man zwei verschiedene totale Ordnungen. Die Anwendung
von  auf K unter Verwendung dieser totalen Ordnungen ergibt jeweils wieder
das Tableau aus Bild 4.1.
Um aus einer Klauselmenge ein eindeutiges Tableau zu bilden, reicht es nicht aus,
eine klauseltotale Ordnung zu verwenden. Hier ist es m

oglich, da Fall (6) in der
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Funktion fe auftritt. Zur Verdeutlichung werden in Beispiel 4.9 zwei verschiedene
Tableaus unter Verwendung einer klauseltotalen Ordnung gebildet.
Beispiel 4.9
Aus der Klauselmenge
K = ff:j
1
; ag; fj
1
;:j
2
; bg; fj
1
; j
2
; cg; f:j
3
; dg; fj
3
; egg
und der Verzweigungsordnung >
K
sollen die Tableaus aus der Menge (K;>
K
)
erzeugt werden. >
K
ist klauseltotal und ordnet die Verzweigungsatome aus K
auf folgende Weise: j
1
>
K
j
2
und j
1
>
K
j
3
. Die Ordnung ist nicht tableaueindeutig,
da zum Beispiel die Klauseln fj
1
; j
2
; cg und fj
3
; eg keine der Bedingungen in
Denition 4.4 erf

ullen. Bei der Berechnung mu der Vergleich zwischen j
2
und
j
3
festgelegt werden. Es gibt also zwei m

ogliche Ergebnistableaus: T
1
mit j
2
>
K
j
3
und T
2
, bei dem j
3
>
K
j
2
gilt. Beide Tableaus sind in Bild 4.2 zu sehen. 2
;
a
j
1
d
j
3
e
:j
3
;
:j
1
b
j
2
d
j
3
e
:j
3
c
:j
2
d
j
3
e
:j
3
;
a
j
1
d
j
3
e
:j
3
;
:j
1
d
j
3
b
j
2
c
:j
2
e
:j
3
b
j
2
c
:j
2
Abbildung 4.2: Die Tableaus T
1
und T
2
.
4.1.4 Durch 	 bestimmte Verzweigungsordnungen
Eine bei der Transformation 	 von Tableaus in Klauselmengen berechnete Ver-
zweigungsordnung >
T
ist tableaueindeutig. Dies ist leicht einzusehen, da durch
die Funktion ord die Verzweigungsliterale der einzelnen

Aste im Tableau jeweils
total geordnet werden.

Ahnlich wie bei den eben beschriebenen Ordnungen, die bei der Festlegung der
nicht geordneten Verzweigungsatome (an den Wahlstellen) bei der Transformati-
on  entstehen, kann >
T
auch nur tableaueindeutig sein.
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Bei der R

ucktransformation des in Bild 4.1 dargestellten Tableaus werden j
2
und
j
3
nicht geordnet. Es entsteht die tableaueindeutige Ordnung mit j
1
>
K
j
2
und
j
1
>
K
j
3
.
4.2 Korrektheit der Transformationen
In diesemAbschnitt wird gezeigt, da die Transformationen auch die gew

unschten
Tableaus und Klauselmengen als Ergebnis haben.
4.2.1 Korrektheit von 	
Zun

achst wird f

ur die Transformation von Tableaus in Klauselmengen gezeigt, da
nur Klauselmengen erzeugt werden k

onnen, die der Denition f

ur Klauselmengen
mit Verzweigungsliteralen entsprechen.
Satz 4.10
Seien F eine Menge von Tableauformeln und T ein Tableau mit Verzweigungsli-
teralen f

ur F . Dann ist K = 	(T ) eine Klauselmenge mit Verzweigungsliteralen
f

ur F .
Beweis:
Es ist zu zeigen, da f

ur jedes Tableau T f

ur F gilt, da K = 	(T ) eine Klausel-
menge f

ur F ist. Der Beweis wird mit Induktion

uber den Aufbau von T gef

uhrt.
Zun

achst ist jedoch der Sonderfall F = ; zu betrachten.
Falls F = ; gilt, dann gibt es nur ein m

ogliches Tableau mit Verzweigungslite-
ralen f

ur F , n

amlich T = h;; ;i. Zu diesem Tableau wird K auf folgende Weise
berechnet:
K = 	(T )
= ttc(;; h;; ;i)
= kl(;; ;)
= ;
Nach Denition 2.17 ist K = ; eine Klauselmenge mit Verzweigungsliteralen f

ur
F = ;.K kann zum Beispiel mit der trivialen Transformation aus Abschnitt 2.5.3
erzeugt werden.
Im allgemeinen Fall sei F = ff
1
; : : : ; f
n
g. Nun wird der Induktionsbeweis

uber
den Aufbau von T gef

uhrt:
Induktionsanfang:
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Im Basisfall ist T = hff
1
; : : : ; f
n
g; ;i das nur aus einem Multiknoten und keinen
Unterb

aumen bestehende Tableau (Fall 1 von Denition 2.9). Der Multiknoten
enth

alt dann alle Formeln aus F . Es ergibt sich f

ur 	(T ):
	(T ) = ttc(;; T )
= kl(;; ff
1
; : : : ; f
n
g)
= fC
1
; : : : ; C
n
g
Dabei ist C
i
eine Klausel mit Verzweigungsliteralen f

ur f
i
f

ur 1  i  n. Die
Klauselmenge fC
1
; : : : ; C
n
g kann ebenfalls mit der trivialen Transformation aus
F erzeugt werden. 	(T ) ist also eine Klauselmenge mit Verzweigungsliteralen f

ur
F .
Induktionsschritt: T ! T
0
T = hW;Ui ist ein Tableau mit Verzweigungsliteralen f

ur F = ff
1
; : : : ; f
n
g und
K = 	(T ) eine Klauselmenge mit Verzweigungsliteralen f

ur F (Induktinshypo-
these). T
0
entsteht durch Erweiterung von T . Es ist zu zeigen, da K
0
= 	(T
0
)
ebenfalls eine Klauselmenge mit Verzweigungsliteralen f

ur F ist. Hier sind drei
F

alle zu betrachten, die durch die Denition f

ur Tableaus mit Verzweigungslite-
ralen (Denition 2.9 in Abschnitt 2.4.2) bestimmt werden.
Die Induktionshypothese (IH) ist 	(T ) = K, wobei T ein Tableau und K eine
Klauselmenge mit Verzweigungsliteralen f

ur F sind.
Fall 1: T
0
entsteht durch eine -Regel-Erweiterung.
T
0
entsteht aus T durch Ersetzen der Bl

atter B
i
= hW
i
; ;i durch
B
0
i
= hW
i
; ((j; hf
1
g; ;i); (j; hf
2
g; ;i))i
(Fall 3 von Denition 2.9). Dabei werden mit B
i
alle Bl

atter des Teiltableaus,
in dem die -Formel an der Wurzel steht, bezeichnet. Die Anzahl der Bl

atter in
diesem Teiltableau sei h. Im folgenden gelten, falls nicht anders angegeben, alle
Aussagen f

ur 1  i  h.
Bei der Berechnung von K
0
= 	(T
0
) mu, wenn die Abarbeitung des Baums bei
einem Blatt B
0
i
angekommen ist, ttc(V
i
; B
0
i
) berechnet werden. V
i
ist eine Menge
von Verzweigungsliteralen. Dabei enth

alt die Menge
1
V
i
genau die Verzweigungs-
1
Wegen der Korrespondenz von h;; ((j; hfag; ;i); (:j; hfbg; ;i))i mit ff:j; ag; fj; bgg enth

alt
V
i
aus ttc(V
i
; B
i
) die zu den Verzweigungsliteralen auf dem Pfad nach W
i
komplement

aren
Literale. (Es ist V = fj
1
: : : j
n
g f

ur V = fj
1
; : : : ; j
n
g.)
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literale auf dem Pfad von der Wurzel nach B
0
i
. Man erh

alt:
ttc(V
i
; B
0
i
)
= ttc(V
i
; hW
i
; ((j; hf
1
g; ;i); (j; hf
2
g; ;i))i)
(2)
= kl(V
i
;W
i
) [ lo(ttc(V
i
[ fjg; hf
1
g; ;i); ttc(V
i
[ fjg; hf
2
g; ;i); j)
(1)
= kl(V
i
;W
i
) [ lo(kl(V
i
[ fjg; f
1
g); ttc(V
i
[ fjg; hf
2
g; ;i); j)
= kl(V
i
;W
i
) [ lo(fV
i
[ fjg [ f
1
gg; ttc(V
i
[ fjg; hf
2
g; ;i); j)
(1)
= kl(V
i
;W
i
) [ lo(fV
i
[ fjg [ f
1
gg; fV
i
[ fjg [ f
2
gg; j)
(2)
= kl(V
i
;W
i
) [ fV
i
[ fjg [ f
1
g; V
i
[ fjg [ f
2
gg
= ttc(V
i
; B
i
) [ fV
i
[ fjg [ f
1
g; V
i
[ fjg [ f
2
gg
Vereinfachend werden nun D
i
= fV
i
[ fjg [ f
1
gg und E
i
= fV
i
[ fjg [ f
2
gg
verwendet. Beim mit * gekennzeichneten Schritt wird Fall (2) von lo ausgef

uhrt,
da j 2 min
>
(D
i
) [min
>
(E
i
) gilt.
Nun ergibt sich f

ur 	(T
0
) folgende Berechnung: D
i
, E
i
und V
i
werden weiterhin
verwendet.
	(T
0
) = ttc(;; T
0
)
= : : : [ ttc(V
i
; B
0
i
) [ : : :
= : : : [ (ttc(V
i
; B
i
) [ fD
i
; E
i
g) [ : : :

= (: : : [ ttc(V
i
; B
i
) [ : : :) [ fD;Eg
= 	(T ) [ fD;Eg
IH
= K [ fD;Eg
= K
0
Im mit * gekennzeichneten Schritt wird die Funktion lo auf die Ergebnisse aus
den verschiedenen Teilb

aumen angewendet. M sei der Multiknoten, in dem die
-Formel, an der die Verzweigung vorgenommen wurde, vorkommt. Die Klauseln
D
i
und E
i
enthalten jeweils die komplement

aren Verzweigungsliterale des Pfads
von der Wurzel

uber M nach B
i
. In den Klauseln D
1
; : : : ;D
n
unterscheiden sich
also nur die komplement

aren Verzweigungsliterale der Pfade von M nach B
i
(E
i
analog). Diese Verzweigungsliterale werden durch die Funktion lo gel

oscht,
so da nach der Abarbeitung aller Aufrufe von lo nur noch die Klauseln D =
fV [ fjg [ f
1
gg und E = fV [ fjg [ f
2
gg

ubrig bleiben. V enth

alt dabei die
Verzweigungsliterale des Pfads von der Wurzel nach M .
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Bei der weiteren Bearbeitung von lo haben D und E keinen Einu auf das Er-
gebnis. Die Verzweigungsliterale j und j kommen ausschlielich in D und E vor,
so da im Zusammenhang mit einer weiteren Klausel und D oder E nie Fall (1)
von lo ausgef

uhrt wird.
K
0
ist eine erweiterte Klauselmenge von K (Fall 3 in Denition 2.16) und damit
auch eine Klauselmenge mit Verzweigungsliteralen f

ur F .
Fall 2: T
0
entsteht durch eine -Regel-Erweiterung.
In diesem Fall entsteht T
0
aus T durch Ersetzen eines Knotens S = hW
1
; U
1
i
durch S
0
= hW
1
[ f
1
g; U
1
i (Fall 2 von Denition 2.9). Bei der Bestimmung von
	(T
0
) mu auch ttc(V; S
0
) berechnet werden. V ist dabei wieder die Menge von
Verzweigungsliteralen auf dem Pfad von der Wurzel nach S
0
. Die Berechnung
ergibt:
ttc(V; S
0
) = ttc(V; hW
1
[ f
1
g; U
1
i)
= kl(V;W
1
[ f
1
g) [ lo(: : :)
= fV [ f
1
gg [ kl(V;W
1
) [ lo(: : :)
= fV [ f
1
gg [ ttc(V; hW
1
; U
1
i)
= fV [ f
1
gg [ ttc(V; S)
Falls U
1
= ;, dann f

allt in Zeile 2 und 3 die Berechnung von lo(: : :) weg. Verein-
fachend wird jetzt C = fV [ f
1
gg verwendet.
Es ergibt sich f

ur 	(T
0
):
	(T
0
) = ttc(;; T
0
)
= : : : [ ttc(V; S
0
) [ : : :
= : : : [ (ttc(V; S) [ fCg) [ : : :
= (: : : [ ttc(V; S) [ : : :) [ fCg
= 	(T ) [ fCg
IH
= K [ fCg
= K
0
Dabei ist  eine allquantizierte Formel, und 
1
entsteht entsprechend der Zu-
ordnung aus Abbildung 2.2. K [ ff
1
gg ist entsprechend Denition 2.16 eine
erweiterete Klauselmenge von K (Fall 2) und K
0
somit eine Klauselmenge mit
Verzweigungsliteralen f

ur F .
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Fall 3: T
0
entsteht durch Abschlu eines Asts.
T
0
entsteht aus T , wie in Fall (4) von Denition 2.9 beschrieben. Dabei wird in
T der Knoten S = hW
1
; U
1
i durch S
0
= hW
1
[ f
1
g; U
1
i ersetzt. F

ur ttc(V; S
0
)
wird berechnet:
ttc(V; S
0
) = ttc(V; hW
1
[ f?g; U
1
i)
= kl(V;W
1
[ f?g) [ lo(: : :)
= fV g [ kl(V;W
1
) [ lo(: : :)
= fV g [ ttc(V; hW
1
; U
1
i)
= fV g [ ttc(V; S)
Falls U
1
= ;, dann f

allt auch hier in Zeile 2 und 3 die Berechnung von lo(: : :) weg.
V ist wieder die Menge der Verzweigungsliterale auf dem Pfad von der Wurzel
nach S
0
.
Damit ergibt sich f

ur 	(T
0
):
	(T
0
) = ttc(;; T
0
)
= : : : [ ttc(V; S
0
) [ : : :
= : : : [ (ttc(V; S) [ fV g) [ : : :
= (: : : [ ttc(V; S) [ : : :) [ fV g
= 	(T) [ fV g

= 	(T ) [ fV g
IH
= K [ fV g
= K
0
Die Substitution 

andert nichts an der Struktur von T , so da 	(T) = 	(T )
gilt (Schritt *). Bei der Transformation wird aus ? die Klausel V , die die zu den
Verzweigungsliteralen des Pfads nach S
0
komplement

aren Literale enth

alt. Das
Literal f 2 W
1
wird zur Klausel C
1
= ffg [ V . Da f
0
auf dem Pfad nach S
vorkommt, enth

alt die Klausel, in die f
0

ubersetzt wird, nur eine Teilmenge der
Verzweigungsliterale von C
1
. Die Formel f
0
wird also zu C
2
= ff
0
g [ V
0
, mit
V
0
 V . Die Literale f und f
0
werden wie in Denition 2.9, Fall 4 verwendet.
K
0
ist eine erweiterte Klauselmenge von K (Fall 1 in Denition 2.16), da V als
Resolvente von C
1
und C
2
gebildet werden kann. Damit ist K
0
auch eine Klau-
selmenge mit Verzweigungsliteralen f

ur F .
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4.2.2 Korrektheit von 
Nun soll auch f

ur die Transformation , die aus einer Klauselmenge und einer
Verzweigungsordnung Tableaus erzeugt, gezeigt werden, da die gebildeten Ta-
bleaus der Denition f

ur Tableaus mit Verzweigungsliteralen entsprechen. Als
Einschr

ankung werden zun

achst nur totale Verzweigungsordnungen zugelassen.
Satz 4.11
Seien F eine Menge von Tableauformeln, K eine Klauselmenge mit Verzwei-
gungsliteralen f

ur F und >
K
eine totale Verzweigungsordnung auf K. Dann ist
T = (K;>
K
) ein Tableau mit Verzweigungsliteralen f

ur F .
Beweis:
Es ist zu zeigen, da f

ur eine Klauselmenge K und eine totale Verzweigungsord-
nung >
K
aufK gilt, da T = (K;>
K
) ein Tableau mit Verzweigungsliteralen f

ur
F ist. Da >
K
eine totale Ordnung ist, entsteht bei der Berechnung von (K;>
K
)
ein eindeutiges Tableau (Satz 4.2). Auf die Schreibweise mit Klassen von Ta-
bleaus wird im folgenden also verzichtet. Der Beweis wird mit Induktion

uber
den Aufbau der Klauselmenge K gef

uhrt.
Zun

achst wird der Fall F = ; betrachtet. K = ; ist die einzige Klauselmenge mit
Verzweigungsliteralen f

ur F (Denition 2.17, Fall 1). Die Ordnung ist in diesem
Fall die leere Ordnung. Es gilt:
T = (K;>
K
)
= ctt(;; >
K
)
= h;; ;i
Nach Fall 1 von Denition 2.9 ist T = h;; ;i ein Tableau mit Verzweigungslitera-
len f

ur F = ;.
Nun wird f

ur F = ff
1
; : : : ; f
n
g der Induktionsbeweis

uber den Aufbau von K
gef

uhrt.
Induktionsanfang:
K = fC
1
; : : : ; C
n
g entsteht durch die triviale Transformation aus Abschnitt 2.5.3
aus F = ff
1
; : : : ; f
n
g. K ist eine Klauselmenge mit Verzweigungsliteralen f

ur F .
Auch in diesem Fall ist >
K
die leere Ordnung, da K keine Verzweigungsliterale
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enth

alt. Damit ergibt sich f

ur T :
T = (K;>
K
)
= fe(C
1
; >
K
;(KnfC
1
g; >
K
))
.
.
.
= fe(C
1
; >
K
; : : :(;; >
K
) : : :)
= hffma(C
1
); : : : ; fma(C
n
)g; ;i
= hff
1
; : : : ; f
n
g; ;i
T = hff
1
; : : : ; f
n
g; ;i ist ein Tableau mit Verzweigungsliteralen f

ur F (Denition
2.9, Fall 1).
Induktionsschritt: K ! K
0
Als Induktionshypothese (IH) gilt (K;>
K
) = T , wobei K eine Klauselmenge
und T ein Tableau mit Verzweigungsliteralen f

ur F sind. Nun sind drei F

alle zu
unterscheiden, die durch die Denition f

ur erweiterte Klauselmengen bestimmt
werden (Denition 2.16). K sei die Klauselmenge fC
1
; : : : ; C
n
g.
Fall 1:
K
0
= fC
1
; : : : ; C
n
;D;Eg ist eine erweiterte Klauselmenge von K (Denition 2.16,
Fall 3). D und E sind Verzweigungsklauseln einer Klausel C 2 K, und j ist ein
neues Verzweigungsliteral, das nur in D und E vorkommt. Die Verzweigungs-
ordnung >
K
0
entsteht durch Erweiterung von >
K
um h>
K
(j) f

ur alle Verzwei-
gungsatome h 2 K.
T
0
wird auf folgende Weise berechnet:
T
0
= (K
0
; >
K
0
)
= ctt(K
0
; >
K
0
)
= ctt(fC
1
; : : : ; C
n
;D;Eg; >
K
0
)
= fe(D;>
K
0
; fe(E;>
K
0
; ctt(fC
1
; : : : ; C
n
g; >
K
0
)))
= fe(D;>
K
0
; fe(E;>
K
0
;(K;>
K
0
)))

= fe(D;>
K
0
; fe(E;>
K
0
;(K;>
K
)))
IH
= fe(D;>
K
0
; fe(E;>
K
0
; T ))
Der mit * gekennzeichnete Schritt ist erlaubt, da j und j nur in D und E vor-
kommen.D und E sind jedoch nicht in K enthalten, so da die Verwendung von
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>
K
gegen

uber von >
K
0
auf der Menge K keinen Unterschied erzeugt.
Die Funktion fe f

ugt die Klauseln D und E an allen Bl

attern B
i
im Teiltableau
unterhalb des Knotens, in den die Klausel C eingef

ugt wurde, ein, da D und
E genau die Verzweigungsliterale aus C enthalten. Auerdem kommen noch die
Verzweigungsliterale j oder j in D und E vor (Denition 2.16). Da (j) bez

uglich
>
K
0
das einzige Minimum ist, wird T durch die Funktion fe an allen Bl

attern B
i
um eine mit j gekennzeichnete Verzweigung erweitert. Das dabei erhaltene Ta-
bleau T
0
ist nach Fall 3 von Denition 2.9 ein Tableau mit Verzweigungsliteralen.
Fall 2:
K
0
= fC
1
; : : : ; C
n
;Dg ist eine erweiterte Klauselmenge von K (Denition 2.16,
Fall 2). Dabei entsteht D durch Variablenumbenennung einer Klausel E 2 K aus
der universellen Teilmenge von K. Die Verzweigungsordnung >
K
0
stimmtmit>
K

uberein. T
0
wird wie folgt berechnet:
T
0
= (K
0
; >
K
0
)
= ctt(K
0
; >
K
0
)
= ctt(fC
1
; : : : ; C
n
;Dg; >
K
0
)
= fe(D;>
K
0
; ctt(fC
1
; : : : ; C
n
g; >
K
0
))
= fe(D;>
K
0
;(K;>
K
0
))
= fe(D;>
K
0
;(K;>
K
))
IH
= fe(D;>
K
0
; T )
Die Klausel E 2 K ist im Tableau T eine allquantizierte Formel. Sie steht im
Multiknoten W
1
, dessen Stelle im Tableau durch die Verzweigungsliterale in E
bestimmt wird. D entsteht durch Variablenumbenennung aus E und ist Element
der starren Teilmenge von K
0
. D enth

alt dieselben Verzweigungsliterale wie E.
Dadurch wirdD durch die Funktion fe in den gleichen MultiknotenW
1
eingef

ugt,
in dem auch E vorkommt. Da T ein Tableau mit Verzweigungsliteralen f

ur F ist,
ist das um D erweiterte Tableau nach Fall 2 von Denition 2.9 auch ein Tableau
mit Verzweigungsliteralen f

ur F .
Fall 3:
In diesem Fall gilt K
0
= K [ fDg. K
0
ist eine erweiterte Klauselmenge von K
(Denition 2.16, Fall 1). Dabei ist D eine Resolvente von E 2 K und F 2 K. F

ur
E und F soll jFl(E)j = jFl(F )j = 1 gelten. E und F enthalten also jeweils nur
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ein Formelliteral. D entsteht durch Resolventenbildung an diesem Formelliteral.
Die dabei entstandene Substitution  wird auf K angewendet. Auerdem d

urfen
E und F keine komplement

aren Verzweigungsliterale enthalten. Sonst enth

alt
auch D komplement

are Literale und ist eine Tautologie.
Die Verzweigungsordnung >
K
0
enth

alt gegen

uber >
K
keine neuen Verzweigungs-
literale. Es mu lediglich die Substitution  auf die Verzweigungsliterale der Ord-
nung angewendet werden.
F

ur T
0
ergibt sich:
T
0
= (K
0
; >
K
0
)
= ctt(K [ fDg; >
K
0
)
= fe(D;>
K
0
; ctt(K;>
K
0
))
= fe(D;>
K
0
;(K;>
K
0
))
= fe(D;>
K
0
;(K;>
K
))

= fe(D;>
K
0
;(K;>
K
))
IH
= fe(D;>
K
0
; T)
Der mit * gekennzeichnete Schritt kann durchgef

uhrt werden, da die Anwendung
der Substitution keine

Anderung der Struktur des Tableaus erzeugt.
Die zu der Klausel F korrespondierende Tableauformel kommt in T im Knoten
S vor und die zu E korrespondierende in einem Knoten auf dem Pfad von der
Wurzel nach S. Auerdem sind diese beiden Formeln unter der Substitution 
komplement

are Literale. Die Klausel D enth

alt nur Verzweigungsliterale. Durch
fe wird das Abschlusymbol ? im Knoten S eingef

ugt. Das so entstandene Ta-
bleau T
0
ist nach Fall 4 von Denition 2.9 ein Tableau mit Verzweigungsliteralen
f

ur F .
Falls die Klauseln E und F mehrere Formelliterale enthalten, l

at sich nur mit
mehreren Tableauerweiterungsschritten zeigen, wie T
0
aus T entsteht. Es wird
eine -Regel-Erweiterung mit anschlieendem Abschlu eines der beiden

Aste
durchgef

uhrt. Das resultierende Tableau ist also auch ein Tableau mit Verzwei-
gungsliteralen. Der genaue Ablauf wird in Abschnitt 6.2.1 verdeutlicht.
Aus der G

ultigkeit des letzten Satzes 4.11 folgt sofort die Erweiterung auf belie-
bige Verzweigungsordnungen. Es gilt:
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Korollar 4.12
Sei F eine Menge von Tableauformeln, K eine Klauselmenge mit Verzweigungs-
literalen f

ur F und >
K
eine beliebige Verzweigungsordnung auf K. Dann enth

alt
die Klasse [T ] = (K;>
K
) nur Tableaus mit Verzweigungsliteralen f

ur F .
Da Vergleiche zwischen ungeordneten Literalen bei der weiteren Bearbeitung
durch  beibehalten werden m

ussen (Denition von fe in Abschnitt 3.3), k

onnen
alle Tableaus aus [T ] unter Verwendung von totalen Ordnungen aus  (>
K
) be-
rechnet werden. Diese totalen Ordnungen lassen sich aus der beliebigen durch
Ordnen der nicht geordneten Verzweigungsatome bilden.
4.3 Umkehrbarkeit der Transformationen
Nachdem im letzten Abschnitt gezeigt wurde, da die Transformationen wirklich
die gew

unschten Ergebnisse liefern, soll nun untersucht werden, ob die Anwen-
dung der Verkn

upfung der Transformationen  und 	 wieder das urspr

ungliche
Tableau, auf das sie angewendet wurde, ergibt.
4.3.1 Umkehrtransformation von 	
Mit der Transformation  kann aus der durch 	 f

ur ein Tableau T erzeugten
Klauselmenge wieder T gebildet werden, wie der n

achste Satz beziehungsweise
dessen Beweis zeigt.
Satz 4.13
Sei T ein Tableau mit Verzweigungsliteralen f

ur die Tableauformelmenge F . Es
gilt (	(T )) = T .
Beweis:
Es ist zu zeigen, da die Anwendung der Transformation  auf die Klauselmenge
	(T ) wieder das Tableau T ergibt. Daf

ur mu ein Induktionsbeweis

uber den
Aufbau des Tableaus gef

uhrt werden.
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F

ur den Fall F = ; gibt es nur ein m

ogliches Tableau mit Verzweigungsliteralen
f

ur F . Dieses ist T = h;; ;i. Es gilt:
(	(T )) = (	(h;; ;i))
= (ttc(;; h;; ;i))
= (kl(;; ;); >
T
)
= (;; >
T
)
= ctt(;; >
T
)
= h;; ;i
= T
Nun werden der Fall F = ff
1
; : : : ; f
n
g betrachtet und der Induktionsbeweis

uber
den Aufbau von T gef

uhrt:
Induktionsanfang:
Hier besteht T = hff
1
; : : : ; f
n
g; ;i nur aus einem Multiknoten und besitzt keine
Unterb

aume (Fall 1 von Denition 2.9). Der Multiknoten enth

alt also alle Formeln
aus F . Es ergibt sich:
(	(T )) = (	(hff
1
; : : : ; f
n
g; ;i))
= (ttc(;; hff
1
; : : : ; f
n
g; ;i))
= (kl(;; ff
1
; : : : ; f
n
g); >
T
)
= (fC
1
; : : : ; C
n
g; >
T
)
= fe(C
1
; >
T
;(KnfC
1
g; >
T
))
.
.
.
= fe(C
1
; >
T
; : : :(;; >
T
) : : :)
= hffma(C
1
); : : : ; fma(C
n
)g; ;i
= hff
1
; : : : ; f
n
g; ;i
= T
Dabei ist C
i
eine Klausel mit Verzweigungsliteralen f

ur f
i
f

ur 1  i  n. Die
durch 	 gebildete Klauselmenge fC
1
; : : : ; C
n
g enth

alt keine Verzweigungslitera-
le, und die Ordnung >
T
ist die leere Ordnung, da das Tableau T keine Un-
terb

aume besitzt. Durch die Anwendung von  entsteht wieder das Ausgangsta-
bleau T = hff
1
; : : : ; f
n
g; ;i.
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Induktionsschritt: T ! T
0
T
0
entsteht durch Erweiterung des Tableaus T . Die drei F

alle aus Denition 2.9
m

ussen getrennt betrachtet werden. Als Induktionshypothese (IH) gilt
(	(T )) = T;
wobei T ein Tableau mit Verzweigungsliteralen f

ur F ist.
Fall 1: T
0
entsteht durch eine -Regel-Erweiterung.
In T werden alle Bl

atter B
i
= hW
i
; ;i des Teilbaums mit der Wurzel M , in der
die -Formel vorkommt, durch
B
0
i
= hW
i
; ((j; hf
1
g; ;i); (j; hf
2
g; ;i))i
ersetzt (Fall 3 von Denition 2.9). Das Ergebnis ist das Tableau T
0
. Wie schon
im Beweis von Satz 4.10 (Induktionsschritt, Fall 1) gezeigt wurde, ergibt sich f

ur
	(T
0
):
	(T
0
) = 	(T ) [ fD;Eg
Dabei werden abk

urzend D = fV [ fjg [ f
1
gg und E = fV [ fjg [ f
2
gg ver-
wendet. V ist die Menge der Verzweigungsliterale auf dem Pfad von der Wurzel
in T nach M , und j ist ein neues Verzweigungsliteral, das bei der Erweiterung
von T eingef

uhrt wurde.
Es gilt folgende Berechnung:
(	(T
0
)) = (ttc(;; T
0
))
= (	(T ) [ fD;Eg)
= ctt(	(T ) [ fD;Eg; >
T
0
)
= fe(D;>
T
0
; fe(E;>
T
0
; ctt(	(T ); >
T
0
)))

= fe(D;>
T
0
; fe(E;>
T
0
;(	(T ))))
IH
= fe(D;>
T
0
; fe(E;>
T
0
; T ))

= T
0
Bei der Bearbeitung von 	(T
0
) wird auch die tableaueindeutige Verzweigungs-
ordnung >
T
0
erzeugt, nach der dann durch die Funktion  wieder das Tableau T
0
hergestellt wird. Das bei T
0
neu hinzugekommene Verzweigungsliteral j ist das
einzige minimale Element in >
T
0
und kommt in T nicht vor. Die Ordnung >
T
0
kann also auch zur Erzeugung des Tableaus T verwendet werden (Schritt *).
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Da die Klauseln D und E nur die Verzweigungsliterale aus V und noch j oder
j enthalten, wird durch die Funktion fe jedes Blatt B
i
im Teilbaum unter M
um eine mit j markierte Verzweigung erweitert (Schritt **). Das so entstandene
Tableau ist wieder das Ausgangstableau.
Fall 2: T
0
entsteht durch eine -Regel-Erweiterung.
Dieser Teil des Induktionsschritts verl

auft weitgehend analog zu Fall 1. T
0
entsteht
aus T durch Ersetzen eines Knotens S = hW
1
; U
1
i durch S
0
= hW
1
[ f
1
g; U
1
i
(Fall 2 von Denition 2.9). Im Beweis von Satz 4.10 (Induktionsschritt, Fall 2)
wurde schon gezeigt, da f

ur 	(T
0
) gilt:
	(T
0
) = 	(T ) [ fCg
Dabei ist C = fV [f
1
gg die Klausel, die aus der neu in das Tableau T eingef

ugten
Formel entstanden ist. Es gilt:
(	(T
0
)) = (ttc(;; T
0
))
= (	(T ) [ fCg)
= ctt(	(T ) [ fCg; >
T
0
)
= fe(C;>
T
0
; ctt(	(T ); >
T
0
))

= fe(C;>
T
0
;(	(T )))
IH
= fe(C;>
T
0
; T )

= T
0
Auch in diesem Fall ist >
T
0
die Ordnung, die bei der Bearbeitung von 	(T
0
) ent-
steht. Da T
0
die gleichen Verzweigungsliterale wie T enth

alt, kann >
T
0
auch zum
Aufbau von T verwendet werden (Schritt *). C enth

alt die Verzweigungsliterale
des Pfads von der Wurzel in T nach S, n

amlich die aus V . Dadurch wird C durch
die Funktion fe in den Knoten S eingef

ugt, und es entsteht wieder das Tableau
T
0
(Schritt **).
Fall 3: T
0
entsteht durch Abschlu eines Asts.
In diesem Fall entsteht T
0
aus T durch den Abschlu eines Asts. In den Knoten
S = hW
1
; U
1
i aus T wird das Abschlusymbol ? eingef

ugt. Auerdem wird die
Substitution  auf T angewendet.  ist die Substitution, unter der zwei Literale
auf dem Pfad nach S komplement

ar werden. Es gilt
	(T
0
) = 	(T ) [ fV g;
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wie schon im Beweis von Satz 4.10 (Induktionsschritt, Fall 3) gezeigt wurde.
Damit entsteht folgende Berechnung:
(	(T
0
)) = (ttc(;; T
0
))
= (	(T ) [ fV g; >
T
0
)
= ctt(	(T ) [ fV g; >
T
0
)
= fe(V;>
T
0
; ctt(	(T );>
T
0
))

= fe(V;>
T
0
; ctt(	(T ); >
T
))
= fe(V;>
T
0
;(	(T )))
IH
= fe(V;>
T
0
; T)
= T
0
Durch 	(T
0
) wird wieder die Verzweigungsordnung >
T
0
berechnet. >
T
ist die
Ordnung, aus der >
T
0
durch Anwendung der Substitution  entsteht. Wendet
man  auf das unter >
T
aus der Klauselmenge 	(T
0
) entstandene Tableau an,
erh

alt man das gleiche Tableau, das unter >
T
0
aus 	(T ) aufgebaut wird (Schritt
*). Durch das Einf

ugen der Klausel fV g in T wird der Knoten S um das Ab-
schlusymbol erweitert. Man erh

alt also wieder T
0
.
4.3.2 Umkehrtransformation von 
Die Verkn

upfung von  und 	 in umgekehrter Reihenfolge ist schwieriger zu be-
handeln, da neben der Klauselmenge noch die Ordnung ber

ucksichtigt werden
mu. Es werden zun

achst nur totale Verzweigungsordnungen verwendet, so da
mit der Transformation  aus einer Klauselmenge K und einer dazugeh

orenden
totalen Ordnung >
K
nur ein Tableau gebildet werden kann. Es soll gezeigt wer-
den, da die Transformation 	 dieses Tableau wieder in die KlauselmengeK und
die Ordnung >
T
zur

uckwandelt. Die Wiederherstellung der Klauselmenge ist da-
bei die leichtere Aufgabe. Schwieriger sind die Ordnungen.
Es werden auch hier nur die Verzweigungsordnungen >
K
verwendet, die die Ver-
zweigungsatome aus K vergleichen und keine weiteren, nicht inK vorkommenden
Verzweigungsatome. Vergleiche mit Verzweigungsatomen, die nicht in der Klau-
selmenge enthalten sind, k

onnen aus demTableau nicht wieder hergestellt werden,
da diese Verzweigungsatome nach der Transformation  auch im Tableau nicht
enthalten sind.
Die durch 	 aus dem Tableau (K;>
K
) erzeugte Ordnung >
T
ist, wie schon in
Abschnitt 4.1 gezeigt wurde, nicht unbedingt total auf K. Sie ist aber in jedem
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Fall tableaueindeutig. Falls sie dennoch total ist, dann sind >
K
und >
T
gleich.
Wenn >
T
nur tableaueindeutig ist, so gilt >
K
2  (>
T
). Nun wird der folgende
Satz gezeigt:
Satz 4.14
Seien K eine Klauselmenge mit Verzweigungsliteralen f

ur die Formelmenge F
und >
K
eine totale Verzweigungsordnung auf K. Es gilt 	((K;>
K
)) = hK;>
T
i
mit >
K
= >
T
oder >
K
2 (>
T
).
Beweis:
Es ist zu zeigen, da durch die Anwendung von 	 auf das Tableau (K;>
K
)
wieder die KlauselmengeK und die Verzweigungsordnung >
K
entstehen. Hierf

ur
mu ein Induktionsbeweis

uber den Aufbau von K gef

uhrt werden.
Zun

achst wird der Sonderfall F = ; betrachtet. Nach Denition 2.17, Fall 1 ist
K = ; die einzige Klauselmenge mit Verzweigungsliteralen f

ur F , und >
K
ist die
leere Ordnung. Es gilt:
	((K;>
K
)) = 	((;; >
K
))
= 	(ctt(;; >
K
))
= 	(h;; ;i)
= ttc(;; h;; ;i)
= kl(;; ;)
= h;; >
T
i

= hK;>
K
i
Mit der Transformation  wird das Tableau h;; ;i erzeugt, aus dem mit 	 wieder
die leere Klauselmenge gebildet wird. 	 erzeugt auerdem die Verzweigungsord-
nung >
T
, die in diesem Fall die leere Ordnung ist. Es gilt also >
T
= >
K
(Schritt
*).
Nun wird f

ur F = ff
1
; : : : ; f
n
g der Induktionsbeweis

uber den Aufbau von K
gef

uhrt.
Induktionsanfang:
Die Klauselmenge K = fC
1
; : : : ; C
n
g entsteht durch die triviale Transformati-
on aus Abschnitt 2.5.3 aus F = ff
1
; : : : ; f
n
g. Da K keine Verzweigungsliterale
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enth

alt, ist >
K
wieder die leere Ordnung. Es gilt:
	((K;>
K
)) = 	((fC
1
; : : : ; C
n
g; >
K
))
= 	(fe(C
1
; >
K
;(fC
2
; : : : ; C
n
g; >
K
)))
.
.
.
= 	(fe(C
1
; >
K
; : : :(;; >
K
) : : :))
= 	((ffma(C
1
); : : : ; fma(C
n
)g; ;))
= 	(hff
1
; : : : ; f
n
g; ;i)
= ttc(;; hff
1
; : : : ; f
n
g; ;i)
= hkl(;; ff
1
; : : : ; f
n
g); >
T
i
= hfC
1
; : : : ; C
n
g; >
T
i
= hK;>
K
i
C
i
und f
i
(f

ur 1  i  n) sind jeweils die miteinander korrespondierende Klau-
sel und Tableauformel. Durch  wird das Tableau hff
1
; : : : ; f
n
g; ;i erzeugt, bei
dem alle Formeln im Multiknoten an der Wurzel enthalten sind und das keine
Unterb

aume besitzt. Daraus wird mit 	 wieder die Klauselmenge K hergestellt.
Weiterhin erh

alt man durch 	 die leere Ordnung >
T
. Es gilt also >
K
= >
T
.
Induktionsschritt: K ! K
0
K
0
ist eine erweiterte Klauselmenge von K = fC
1
; : : : ; C
n
g. Es m

ussen also die
F

alle aus Denition 2.16 unterschieden werden.
Die Induktionshypothese (IH) ist 	((K;>
K
)) = hK;>
T
i, wobei K eine Klau-
selmenge mit Verzweigungsliteralen und >
K
und >
T
Verzweigungsordnungen f

ur
K sind. Es gilt >
K
= >
T
oder >
K
2 (>
T
).
Fall 1:
Nach Denition 2.16, Fall 3 ist K
0
= fC
1
; : : : ; C
n
;D;Eg eine erweiterte Klausel-
menge von K . D und E sind Verzweigungsklauseln einer Klausel C 2 K, und j
ist ein neues Verzweigungsliteral, das nicht in K vorkommt. Es ist also nur in D
und E enthalten. Die Verzweigungsordnung >
K
0
entsteht durch Erweiterung von
>
K
um h>
K
(j) f

ur alle Verzweigungsatome h 2 K. Wie schon im Beweis von
Satz 4.11 (Induktionsschritt, Fall 1) gezeigt wurde, gilt:
(K
0
; >
K
0
) = fe(D;>
K
0
; fe(E;>
K
0
;(K;>
K
)))
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Es wird folgendes berechnet:
	((K
0
; >
K
0
)) = 	((fC
1
; : : : ; C
n
;D;Eg; >
K
0
))
= 	(fe(D;>
K
0
; fe(E;>
K
0
;(K;>
K
))))
= ttc(;; fe(D;>
K
0
; fe(E;>
K
0
;(K;>
K
))))

= : : : [ ttc(V
i
; B
0
i
) [ : : :
= : : : [ (ttc(V
i
; B
i
) [ fD
i
; E
i
g) [ : : :
= (: : : [ ttc(V
i
; B
i
) [ : : :) [ fD;Eg

= h	((K;>
K
)) [ fD;Eg; >
T
0
i
IH
= hK [ fD;Eg; >
T
0
i
= hK
0
; >
T
0
i
Aus dem um D und E erweiterten Tableau (K;>
K
) wird durch die Funktion
ttc wieder die um D und E erweiterte Klauselmenge hergestellt (Schritt * bis
**, analog zum Beweis von Satz 4.10).
Da die Erzeugung der Klauselmenge und der Ordnung durch die Transformation
	 bei deren Denition in Abschnitt 3.4 getrennt wurde, ist die Bildung der Ord-
nung >
T
0
in der obige Berechnung nur ungenau wiedergegeben. Durch 	 wird
aus (K;>
K
) die Ordnung >
T
berechnet (IH), die dann bei der Erzeugung der
Klauseln D und E (Schritt * bis **) um die Vergleiche (h)>
T
0
(j) erweitert
wird. Und zwar f

ur alle Literale h auf dem Pfad zum Multiknoten M , der die
zu C korrespondierende Formel enth

alt, und f

ur alle h, die im Teilbaum unter
M vorkommen. Diese Vergleiche werden mit der Funktion ord (Abschnitt 3.4)
gebildet.
Die Ordnung >
K
0
kann auch noch Vergleiche f

ur j enthalten, die nicht in >
T
0
vorkommen. Die Verzweigungsordnung >
T
0
ist jedoch auch ohne diese Vergleiche
tableaueindeutig, da C und D nur in Teilb

aumen vorkommen, in denen die Ver-
zweigungsliterale, mit denen j durch >
K
0
noch verglichen wird, nicht vorkommen.
Es gilt also >
K
0
2  (>
T
0
).
Fall 2:
In diesem Fall ist K
0
= fC
1
; : : : ; C
n
;Dg eine erweiterte Klauselmenge von K
(Denition 2.16, Fall 2). Dabei entsteht D durch Variablenumbenennung einer
Klausel E 2 K aus der universellen Teilmenge von K. Die Verzweigungsordnung
>
K
0
stimmt mit >
K

uberein. Im Beweis von Satz 4.11 (Induktionsschritt, Fall 2)
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wurde schon gezeigt, da f

ur (K
0
; >
K
0
) gilt:
(K
0
; >
K
0
) = fe(D;>
K
0
;(K;>
K
))
Damit wird berechnet:
	((K
0
; >
K
0
)) = 	((fC
1
; : : : ; C
n
;Dg; >
K
0
))
= 	(fe(D;>
K
0
;(K;>
K
)))
= ttc(;; fe(D;>
K
0
;(K;>
K
)))
= : : : [ ttc(V; S
0
) [ : : :
= : : : [ (ttc(V; S) [ fDg) [ : : :
= (: : : [ ttc(V;B) [ : : :) [ fDg
= h	((K;>
K
)) [ fDg; >
T
0
i
IH
= hK [ fDg; >
T
0
i
= hK
0
; >
T
0
i
Auch in diesem Fall wird durch die Funktion 	 aus dem Tableau (K;>
K
)
die Ordnung >
T
hergestellt (IH). Da durch das Einf

ugen von D keine

Ande-
rung der Struktur des Tableaus vorgenommen wird, ist >
T
0
die gleiche Ordnung
wie >
T
. F

ur die durch 	 erzeugte Ordnung >
T
0
gilt also, da >
K
0
= >
T
0
oder
>
K
0
2  (>
T
0
) je nachdem, ob >
K
= >
T
oder >
K
2 (>
T
).
Fall 3:
In diesem Fall ist K
0
= K[fDg die erweiterte Klauselmenge von K (Denition
2.16, Fall 1). Dabei ist D eine Resolvente von E 2 K und F 2 K. D entsteht
durch Resolventenbildung an einem Formelliteral aus D und E. Die dabei ent-
standene Substitution  wird auf K angewendet. Die Klauseln E und F d

urfen
keine komplement

aren Verzweigungsliterale enthalten, da D sonst eine Tautolo-
gie ist.
Die Verzweigungsordnung >
K
0
enth

alt gegen

uber >
K
keine neuen Verzweigungs-
literale. Es mu lediglich die Substitution  auf die Verzweigungsliterale der Ord-
nung angewendet werden.
Wie schon im Beweis von Satz 4.11 (Induktionsschritt, Fall 3) gezeigt wurde, gilt
(K
0
; >
K
0
) = fe(D;>
K
0
;(K;>
K
));
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Damit wird berechnet:
	((K
0
; >
K
0
)) = 	((K [ fDg; >
K
0
))
= 	(fe(D;>
K
0
;(K;>
K
)))
= ttc(;; fe(D;>
K
0
;(K;>
K
)))
= : : : [ ttc(V; S
0
) [ : : :
= : : : [ (ttc(V; S) [ fDg) [ : : :
= (: : : [ ttc(V; S) [ : : :) [ fDg
= h	((K;>
K
)) [ fDg; >
T
i

= h	((K;>
K
)) [ fDg; >
T
i
IH
= hK [ fDg; >
K
i
= hK
0
; >
K
0
i
Schritt * wird analog zum Beweis von Satz 4.10 gef

uhrt. Mit 	 wird die Ordnung
>
T
0
durch Anwendung von  auf >
T
gebildet. Da die Ordnungen >
K
und >
T
in
diesem Fall gleich sind, gilt auch >
K
0
= >
T
0
.
Aus der G

ultigkeit des letzten Satzes wird das folgende Korollar geschlossen:
Korollar 4.15
Seien K eine Klauselmenge mit Verzweigungsliteralen f

ur die Formelmenge F
und >
K
eine beliebige Verzweigungsordnung aufK. Es gilt 	((K;>
K
)) = hK;Oi,
wobei O = f>
1
T
; : : : ; >
n
T
g eine Menge von tableaueindeutigen Verzweigungsord-
nungen ist und  (>
K
) 
n
S
i=1
(>
i
T
).
Mit  kann unter einer beliebige Verzweigungsordnung >
K
aus K eine Klasse
[T ] von Tableaus erzeugt werden. Alle Tableaus dieser Klasse werden mit der
Transformation 	 wieder in die Klauselmenge K zur

uckgewandelt. Allerdings
erzeugt 	 nur tableaueindeutige Ordnungen, so da die Herstellung von >
K
nicht
m

oglich ist. Statt dessen wird die Menge O von Verzweigungsordnungen erzeugt.
4.4 Erf

ullbarkeit
Mit den S

atzen 4.10, 4.11, 4.13 und 4.14 und denen aus den Abschnitten 2.4.3
und 2.5.6 lassen sich die folgenden Aussagen schlieen:
Korollar 4.16
Sei T ein Tableau mit Verzweigungsliteralen f

ur die Tableauformelmenge F .
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 Ist T ein erf

ullbares Tableau, dann ist K = 	(T ) eine erf

ullbare Klausel-
menge f

ur F .
 Ist T geschlossen, dann l

at sich aus der Klauselmenge mit Verzweigungs-
literalen K = 	(T ) die leere Klausel ableiten.
Korollar 4.17
Sei K eine Klauselmenge mit Verzweigungsliteralen f

ur die Formelmenge F .
 Ist K eine erf

ullbare Klauselmenge und >
K
eine Verzweigungsordnung auf
K, dann ist T = (K;>
K
) ein erf

ullbares Tableau f

ur F .
 Aus K l

at sich die leere Klausel ableiten, dann gibt es ein geschlossenes
Tableau mit Verzweigungsliteralen T f

ur F .
5Integer-programming-
Probleme
Nachdemdie Transformationen zwischen Tableaus und Klauselmengen eingef

uhrt
wurden, soll nun eine Transformation von Klauselmengen in Integer-program-
ming-Probleme vorgestellt werden (Abschnitt 5.1). Im darauolgenden Abschnitt
5.2 wird ein Verfahren angegeben, mit dem die Unerf

ullbarkeit einer Klauselmen-
geK durch Bearbeitung des zuK berechneten 0-1-Integer-Programms festgestellt
werden kann. Schlielich wird in Abschnitt 5.3 noch eine Bemerkung zur Bedeu-
tung der bei diesem Verfahren neu erzeugten Integer-programming-constraints
gemacht.
5.1 Transformation von Klauselmengen in Integer-Programme
Klauselmengen k

onnen in einfacherWeise in Integer-programming-Probleme

uber-
tragen werden [Hoo92a, Hoo92b]. Da es sich bei den Klauseln um Disjunktionen
von Literalen handelt, wird hier die

ubliche

Ubersetzung in Integer-programming-
Ungleichungen (constraints
1
) verwendet. Aus einer Klausel fp
1
; : : : ; p
n
;:p
n+1
; : : : ;
:p
m
g wird der Integer-programming-constraint
p
1
+ : : :+ p
n
+ (1   p
n+1
) + : : :+ (1  p
m
)  1
erzeugt. Dabei sind p
i
, 1  i  m, pr

adikatenlogische Atome, wobei p
1
; : : : ; p
n
die positiven und :p
n+1
; : : : ;:p
m
die negativen Literale in der Klausel sind. Die
einzelnen Atome werden dann als Integer-programming-Variablen verwendet.
Bei der Denition der Transformationsfunktion werden neben den Typen aus Ta-
belle 3.1 noch zwei weitere verwendet. Und zwar IP f

ur Integer-Programme und
IPC f

ur Integer-programming-constraints. Die Transformation einer Klauselmen-
ge mit Verzweigungsliteralen in eineMenge von Integer-programming-constraints,
also in ein Integer-Programm, wird durch die Funktion 
 beschrieben:

 : K ! IP

(K) =
(
; falls K = ;
ipc(C) [ 
(KnfCg) sonst; wobei C 2 K beliebig ist
1
Im folgenden wird der Ausdruck constraint weiter verwendet.
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Dabei wird mit der Funktion ipc(C) wie oben beschrieben der zur Klausel C
korrespondierende Integer-programming-constraint berechnet.
ipc : C ! IPC
ipc(fp
1
; : : : ; p
n
;:p
n+1
; : : : ;:p
m
g) = fp
1
+ : : :+ p
n
+
(1   p
n+1
) + : : :+ (1  p
m
)  1g
In analoger Weise l

at sich aus einem Integer-Program auch wieder eine Klausel-
menge bilden.
5.2 Ein Beweisverfahren mit Integer-Programmen
In [BH96] wird ein Verfahren vorgestellt, das semantische Tableaus mit Hilfe von
0-1-Integer-Programmen auf ihre Unerf

ullbarkeit hin

uberpr

uft. Dabei werden
die 0-1-Integer-Programme nicht dazu benutzt, einzeln zu testen, ob jeder Ast
im Tableau geschlossen ist, sondern es wird mit einer speziellen Umformung das
gesamte Tableau mit seiner Struktur in ein Integer-Programm

ubersetzt.
Mit der in Kapitel 3 beschriebenen Transformation von Tableaus in Klauselmen-
gen mit Verzweigungsliteralen und der anschlieenden

Ubersetzung durch 
 wird
genau ein solches Integer-Programm f

ur das Tableau T erzeugt. 
(	(T )) stellt
also genau die in [BH96] beschriebene Transformation dar. Die Unerf

ullbarkeit
des Tableaus kann nun mit dem zugeh

origen Integer-Programm und darauf an-
gewendeten Integer-programming-L

osungsverfahren

uberpr

uft werden.
Das in [BH96] f

ur Tableaus vorgestellte Verfahren wird hier f

ur Klauselmengen
mit Verzweigungsliteralen angegeben. Es wird also die Unerf

ullbarkeit einer Klau-
selmenge mit Hilfe des dazu berechneten Integer-Programms festgestellt:
1. Berechne das zur Klauselmenge mit Verzweigungsliteralen K geh

orende
Integer-Programm IP = 
(K).
2. Falls das 0-1-Integer-Programm IP unl

osbar (infeasible) ist,
dann Ende. K ist unerf

ullbar.
3. W

ahle eine L

osung L f

ur IP . L ordnet den Atomen in IP Werte aus f0; 1g
zu, L : Atome(IP )! f0; 1g.
4. Falls es eine Substitution  und Atome p und q gibt, mit p = q und
L(p) 6= L(q),
dann berechne IP := IP [ IP und weiter bei 2,
sonst Ende. K ist erf

ullbar.
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Falls in Schritt 3 eine L

osung gew

ahlt wird, f

ur die die Bedingung aus Schritt 4
erf

ullt ist, dann wird das Integer-Programm um die unter der Substitution  er-
zeugten Integer-programming-constraints erweitert. Dazu wird folgendes Beispiel
betrachtet:
Beispiel 5.1
Die Klauselmenge K mit
K = ffp(a)g; fp(b)g; fq(b)g; f:p(X);:q(X)gg
wird durch die Transformation 
 in das Integer-Programm IP

ubersetzt:
p(a)  1
p(b)  1
q(b)  1
(1   p(X)) + (1   q(X))  1
IP besitzt mehrer L

osungen. Es wird die L

osung L gew

ahlt mit L(p(a)) =
L(p(b)) = L(q(b)) = L(q(X)) = 1 und L(p(X)) = 0. Mit der Substitution
 = fX  ag gilt p(a) = p(X) und L(p(a)) 6= L(p(X)). Nach Anwendung
von  auf IP wird der zus

atzliche Integer-programming-constraint
(1  p(a)) + (1   q(a))  1
zu IP hinzugef

ugt.
Auch das um diesen neuen Constraint erweiterte Integer-Programm IP ist nicht
unl

osbar. Unter Verwendung der L

osung L(p(a)) = L(p(b)) = L(q(b)) = 1 und
L(q(a)) = L(p(X)) = L(q(X)) = 1 gilt die Bedingung aus Schritt 4 f

ur q(X) und
q(b) mit  = fX  bg. Nun wird
(1  p(b)) + (1   q(b))  1
hinzugef

ugt und IP ist damit unl

osbar (infeasible). 2
Analog zu [BH96] gilt dann auch der folgende Satz, aus dem die Korrektheit und
die Vollst

andigkeit des oben beschriebenen Verfahrens folgen:
Satz 5.2
Die Klauselmenge mit Verzweigungsliteralen K ist unerf

ullbar, wenn das 0-1-
Integer-Programm 
(K) unl

osbar (infeasible) ist.
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5.3 Bedeutung der zus

atzlichen Constraints im Resolutions-
verfahren
Die Erzeugung neuer Integer-programming-constraints und deren Hinzuf

ugen
zum Integer-Programm (Schritt 4 im oben beschriebene Verfahren) lassen sich
nicht direkt mit Schritten in einer Resolutionsableitung vergleichen. Der Ablauf
kann auf folgende Weise beschrieben werden:
Es wird versucht, die Resolvente von zwei Klauseln zu bilden. Falls es m

oglich
ist, wird jedoch nicht diese Resolvente erzeugt, sondern nur die daf

ur notwendige
Substitution. Die Substitution wird auf die Klauselmenge angewendet, und die
neuen Instanzen der vorhandenen Klauseln werden zur urspr

unglichen Klausel-
menge hinzugef

ugt.
Dann kann versucht werden, mit dem herk

ommlichen Resolutionsverfahren die
leere Klausel abzuleiten. Jedoch darf bei der Bildung einer Resolvente keine Uni-
kation verwendet werden, um komplement

are Literale zu erzeugen. Es k

onnen
also nur Resolutionsschritte an Literalen durchgef

uhrt werden, die schon kom-
plement

ar sind. L

at sich die leere Klausel nicht herleiten, so werden die beiden
Schritte wiederholt.
Es wird also die Unikation von der eigentlichen Resolventenbildung getrennt,
was nat

urlich nur dann vorteilhaft ist, wenn mit sinnvollen Methoden Nutzen
aus den vereinfachten Resolutionsschritten gezogen wird.
6 Erweiterungen und Verfahren
Zun

achst werden einige Erweiterungsm

oglichkeiten f

ur die vorgestellten Transfor-
mationen angegeben (in Abschnitt 6.1). In Abschnitt 6.2 werden das Resolutions-
und das Tableauverfahren mit Verzweigungsliteralen bez

uglich der

Ubertragbar-
keit von Ableitungsschritten betrachtet. Schlielich werden in Abschnitt 6.3 noch
einige abschlieende Bemerkungen angegeben.
6.1 Erweiterungen
6.1.1 Ordnen ungeordneter Verzweigungsliterale
Bei der Transformation  werden einige, in manchen F

allen auch alle, der unge-
ordneten Verzweigungsliterale durch die Festlegung der Vergleiche (an den Wahl-
stellen) geordnet. Diese neuen Vergleiche sind dann f

ur den weiteren Ablauf von
 bindend. Es ist denkbar, diese Bindung bei der weiteren Berechnung aufzuhe-
ben, also bei Vergleichen mit ungeordneten Verzweigungsliteralen jedesmal neu
zu entscheiden.
Dadurch k

onnen weitere Tableaus dargestellt werden, die mit der vorgestellten
Transformation  nicht erzeugt werden k

onnen. In Bild 6.1 sind die Verzwei-
gungen eines Tableaus T , das dann gebildet werden kann, zu sehen. Dabei gilt
f

ur j
2
und j
3
im linken Teilbaum j
2
>
K
j
3
und im rechten Teilbaum j
3
>
K
j
2
. T
kann mit  nicht erzeugt werden, da nach dem Aufbau des linken Teilbaums
auch im rechten j
2
>
K
j
3
verwendet wird.
Die Verwendung dieser Darstellung ist jedoch nicht sinnvoll, da die Vorkommen
von Verzweigungen, die mit dem gleichen Verzweigungsatom j markiert sind,
nicht eine mehrmalige Anwendung einer -Regel auf die gleiche Ausgangsformel
bedeuten. Sie entstehen nur auf Grund der Unbestimmtheit (bez

uglich der Ord-
nung) des Vergleichs von j mit Verzweigungsliteralen, die Verzweigungen ober-
halb von j markieren.
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j
1
j
2
j
3
:j
3
:j
2
j
3
:j
3
:j
1
j
3
j
2
:j
2
:j
3
j
2
:j
2
Abbildung 6.1: Das Tableau T .
6.1.2 Weniger Vorkommen von Verzweigungsliteralen
In [BH96] werden bei der Transformation einer pr

adikatenlogischen Formel in ein
Integer-Programm tableaubasierte Regeln verwendet. Eine Formel vom Typ 
wird in die Teilformeln 
1
und 
2
zerlegt. Die Markierung von 
1
und 
2
wird
gegen

uber der von  um eine neue Integer-programming-Variable erweitert (Bild
6.2, linke Seite). Es ist jedoch nicht notwendig, beide Teilformeln von  wieder mit
allen Integer-programming-Variablen zu markieren. Die vor  gebildete Summe
i kann entweder bei 
1
oder bei 
2
durch 1 ersetzt werden. In Bild 6.2 (rechte
Seite) wird bei 
2
die Summe i durch 1 ersetzt.
Reduzierte -Regel:
 i 
 i  j(x
1
; : : : ; x
n
) 
1
 i  (1  j(x
1
; : : : ; x
n
)) 
2
 i 
 i   j(x
1
; : : : ; x
n
) 
1
 1  (1  j(x
1
; : : : ; x
n
)) 
2
Wobei j ein neues Verzweigungs-
pr

adikatsymbol ist und fx
1
; : : : ; x
n
g
die Schnittmenge der freien Variablen
aus 
1
und 
1
.
Wobei j ein neues Verzweigungs-
pr

adikatsymbol ist und fx
1
; : : : ; x
n
g
die Schnittmenge der freien Variablen
aus 
1
und 
1
.
Abbildung 6.2: -Erweiterungsregel aus [BH96] und die reduzierte -
Regel.
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Durch die Reduzierung verringert sich zwar die Anzahl der Verzweigungsvaria-
blen nicht, aber die einzelnen Verzweigungsvariablen treten im gebildeten Integer-
Programm weniger h

aug auf.
Diese

Anderung kann analog auch bei der in Abschnitt 2.5.3 beschriebenen Erzeu-
gung von Klauselmengen mit Verzweigungsliteralen verwendet werden. In man-
chen der gebildeten Klauseln kommen dann weniger Verzweigungsliterale vor.
Dabei gehen jedoch die Informationen

uber den Ast, auf dem 
2
steht, verloren.
Werden solche Klauselmengen durch  in Tableaus transformiert, dann k

onnen
Verzweigungen entstehen, bei denen ein Teil leer bleibt. Diese leeren Verzwei-
gungen m

ussen, nachdem alle Klauseln eingef

ugt sind, gel

oscht werden.
Beispiel 6.1
Eine aus der Formel F = a _ (b ^ (c _ d)) erzeugte Klauselmenge K enth

alt die
Klauseln f:j
1
; ag, fj
1
; bg, fj
1
;:j
2
; cg und fj
2
; dg. Ohne die Verwendung der re-
duzierten -Regel wird anstelle von fj
2
; dg die Klausel fj
1
; j
2
; dg erzeugt. Wenn
K durch  mit der Ordnung >
K
und j
1
>
K
j
2
in ein Tableau T transformiert
wird, dann wird fj
2
; dg sowohl in den mit j
1
markierten als auch in den mit :j
1
markierten Teilbaum eingef

ugt. In beiden Teilb

aumen entsteht eine mit j
2
mar-
kierte Verzweigung. Das Tableau T ist in Abbildung 6.3 zu sehen. Die unter dem
die Formel a enthaltenden Knoten gebildete Verzweigung mu wieder gel

oscht
werden. 2
a
j
1
;
j
2
d
:j
2
b
:j
1
c
j
2
d
:j
2
Abbildung 6.3: Das Tableau T .
6.1.3 Tableauabschl

usse
Beim Abschlu eines Asts im Tableau wird die n

otige Substitution sofort auf das
Tableau angewendet (Denition 2.9). Es ist auch m

oglich, die Substitution nicht
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auszuf

uhren und nur mit dem Abschlusymbol ? auf dem Ast zu speichern. Der
Ast wird dann noch nicht als geschlossen angesehen. Weitere Regelanwendungen
sind m

oglich. In einemgetrennten Schritt kann dann, falls alle

Aste mindestens ein
Abschlusymbol enthalten, festgestellt werden, ob es eine Substitution gibt, mit
der auf jedem Ast mindestens eine der gespeicherten Substitutionen kompatibel
1
ist. Falls es eine solche gibt, ist das Tableau unter dieser Substitution geschlossen.
Dieses Verfahren kann auch auf Teilb

aume angewendet werden. Das Abschlu-
symbol mit der Substitution  kann in einen Multiknoten W eingef

ugt werden,
wenn  eine gemeinsame Spezialisierung von zwei Substitutionen in den beiden
Nachfolgeknoten von W ist.
Es ist auch denkbar, Teile des Tableaus durch Anwendung der Substitutionen
zu schlieen, wenn feststeht, da diese Substitutionen auf jeden Fall verwendet
werden.
6.2 Vergleich von Verfahren
Die im Anschlu beschriebenen Korrespondenzen zwischen Klauseln mit Ver-
zweigungsliteralen und Formeln im Tableau werden nur f

ur Klauseln aus der
starren Teilmenge und den dazugeh

orenden Tableauformeln mit freien Variablen
beschrieben. Die Korrespondenzen gelten aber in gleicherWeise auch f

ur Klauseln
aus der universellen Teilmenge. Dann sind die Tableauformeln jedoch universell
quantiziert.
Allgemein gilt, da die Klausel fj
1
; : : : ; j
n
; l
1
; : : : ; l
m
g mit den Verzweigungs-
literalen j
1
; : : : ; j
n
und den Formelliteralen l
1
; : : : ; l
m
im Tableau der Formel
l
1
_ : : : _ l
m
auf dem Pfad j
1
; : : : ; j
n
entspricht. Die mit der Klausel fl
1
; : : : ; l
m
g
korrespondierende Formel l
1
_ : : : _ l
m
steht im Tableau also an der Wurzel, da
keine Verzweigungsliterale vorhanden sind. Falls eine Klausel fj
1
; : : : ; j
n
g keine
Formelliterale enth

alt, bedeutet das im Tableau, da der mit den Verzweigungs-
literalen markierte Ast j
1
; : : : ; j
n
geschlossen ist.
6.2.1 Resolventenbildung und Astabschlu
Die Bildung einer Resolvente an den Formelliteralen zweier Klauseln einer Klau-
selmenge entspricht im Tableau dem Abschlu eines oder mehrerer

Aste und
1
Auf die Berechnung dieser Substitution soll hier nicht n

aher eingegangen werden. Sie kann
durch Spezialisierung aus den auf den

Asten stehenden Substitutionen ermittelt werden. Die
Substitution  ist eine Spezialisierung von , wenn es eine Substitution 
0
gibt mit  = 
0
.
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umgekehrt.
Im einfachsten Fall enthalten die beiden Klauseln C
1
und C
2
jeweils nur ein For-
melliteral. Sie k

onnen beliebig viele Verzweigungsliterale enthalten. An diesem
einen Formelliteral wird unter der Substitution  die Resolvente D gebildet. In
D kommen dann nur Verzweigungsliterale vor. Auerdem sei D keine Tautolo-
gie. Im Tableau k

onnen alle

Aste, die die Verzweigungsliterale aus D enthalten,
geschlossen werden. Falls D eine Tautologie ist, gibt es im Tableau keine mit D
korresponierende Formel. Dieser Fall wird im n

achsten Abschnitt 6.2.2 behandelt.
Wenn die Klausel C
1
noch weitere Formelliterale enth

alt, dann sind diese weite-
ren Literale auch in der Resolvente D von C
1
und C
2
zu nden. Mit f
1
, f
2
und g
werden die mit den Klauseln C
1
, C
2
und D korrespondierenden Tableauformeln
bezeichnet. Bei der Transformation der um die Resolvente D erweiterten Klau-
selmenge in ein Tableau T wird der Multiknoten, in dem f
1
vorkommt, um die
Formel g erweitert. Dabei stehe der Multiknoten von f
1
in T weiter unten als der
Multiknoten von f
2
, oder f
1
und f
2
kommen im gleichen Multiknoten vor.
Bez

uglich des Tableaus ist damit eine Erweiterung vorgenommen worden, die der
Ausf

uhrung von mehreren Tableauschritten entspricht. Zun

achst wird T durch
Anwendung einer -Regel auf f
1
erweitert. Es entstehen zwei neue Bl

atter B
1
und B
2
. In B
1
steht das Literal, das zur Resolventenbildung verwendet wurde.
Die zu den restlichen Literalen aus C
1
geh

orende Tableauformel steht in B
2
. Der
Ast zum Blatt B
1
kann mit f
1
und f
2
geschlossen werden. Die dabei ben

otigte
Substitution wird auf T angewendet. Wird der geschlossene Ast aus dem Tableau
entfernt, dann erh

alt man genau das Tableau, das der um die Resolvente D er-
weiterten Klauselmenge entspricht.
Enthalten beide Klauseln C
1
und C
2
mehrere Formelliterale, so wird das Tableau
nacheinander zweimal um eine Verzweigung erweitert, bei der jeweils einer der
beiden

Aste geschlossen werden kann.
Abbildung 6.4 verdeutlicht den Ablauf f

ur C
1
= fp; qg, C
2
= f:qg und D = fpg.
Eine elegantere Methode besteht darin, komplement

are Formelliterale als Ver-
zweigungsliterale zu betrachten. Die Klauseln C
1
= fa; bg und C
2
= f:a; cg mit
der Resolvente D = fb; cg von C
1
und C
2
ergeben dann das Tableau T mit
T = hfa _ bg; ((a; hfcg; ;i); (:a; hfbg; ;i))i:
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:q; p _ q
!
:q; p _ q
p
j
1
q
:j
1
!
:q; p _ q
p
j
1
q; ?
:j
1
!
:q; p _ q; p
Abbildung 6.4:Die zur Resolventenbildung analogen Schritte im Tableau.
6.2.2 Behandlung von Tautologien
Enth

alt D zwei komplement

are Literale, dann war es nicht sinnvoll diese Resol-
vente zu bilden. D ist eine Tautologie, tr

agt zur Beweisndung nichts mehr bei
und wird nicht ben

otigt. Auf der Seite der Tableaus bedeutet die Bildung ei-
ner Tautologie den Versuch, einen Abschlu mit zwei Literalen auf verschiedenen
Tableauzweigen herzuleiten. Dazu wird folgendes Beispiel betrachtet:
Beispiel 6.2
In der Klauselmenge mit Verzweigungsliteralen K mit
K = ffj
1
; j
2
; ag; fj
1
;:j
2
; bg; f:j
1
;:agg
wird mit der ersten und dritten Klausel an den Literalen a und :a die Resolvente
D = fj
1
; j
2
;:j
1
g gebildet. D ist eine Tautologie. K wird durch  (mit j
1
>
K
j
2
)
in das Tableau T transformiert mit
T = h;; ((:j
1
; h;; ((:j
2
; hfag; ;i); (j
2
; hfbg; ;i))i); (j
1
; hf:ag; ;i))i:
T ist auch in Bild 6.5 zu sehen. In T kann kein Abschlu mit a und :a herbei-
gef

uhrt werden, da diese Literale auf verschiedenen

Asten stehen. 2
6.2.3 Regul

are Tableaus
Regularit

at ist eine Einschr

ankung auf Tableaus, die die Bildung sinnloser iden-
tischer Instantiierungen verhindern kann.
Denition 6.3 Regul

ares Tableau
Ein Tableau T heit regul

ar, wenn auf keinem Ast in T die gleiche Formel mehr
als einmal vorkommt.
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;
;
:j
1
a
:j
2
b
j
2
:a
j
1
Abbildung 6.5: Das Tableau T , a und :a sind auf verschiedenen

Asten.
Durch die Verwendung der Verzweigungsliterale ist es m

oglich die Regularit

ats-
bedingung auch auf Klauselmengen zu

ubertragen.
Denition 6.4 Regul

are Klauselmengen mit Verzweigungsliteralen
Eine Klauselmenge mit Verzweigungsliteralen K heit regul

ar, falls es keine zwei
Klauseln C
1
2 K und C
2
2 K gibt, f

ur die V l(C
1
)  V l(C
2
) und Fl(C
1
) = Fl(C
2
)
gilt.
6.3 Bemerkungen
Bevor im n

achsten Kapitel die Programmierung der Transformationen  und
	 angegeben wird, seien noch folgende abschlieende Bemerkungen gemacht. Die
in dieser Diplomarbeit eingef

uhrten Transformationen k

onnen in vielerleiHinsicht
erweitert werden:
 Es ist denkbar, nicht nur bin

are Verzweigungsregeln zu verwenden. Aller-
dings mu dann die Markierung der Verzweigungen ge

andert werden. Die
Verwendung von einzelnen zweiwertigen Literalen reicht nicht mehr aus.
Hier sei besonders auf die Verwendung von Tableaus f

ur mehrwertige Lo-
giken und deren Transformation [H

ah94b, H

ah92] in Integer-programming-
Probleme hingewiesen.
 Bei der Transformation gehen die Informationen dar

uber, welche logischen
Operatoren (_,!, : : :) den Typ der Formel, an der eine Tableauerweiterung
durchgef

uhrt wurde, bestimmt haben, verloren, da auf Resolutionsseite eine
konjunktive Normalform ben

otigt wird. Durch die Speicherung zusammen
mit den Verzweigungsliteralen k

onnten diese Informationen erhalten wer-
den.
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 Die Trennung der Klauselmenge in eine universelle und eine starre Teil-
menge bietet noch weitere M

oglichkeiten. Zum Beispiel bleibt zu kl

aren, in
welcher Weise auch Erweiterungen in der universellen Teilmenge vorgenom-
men werden d

urfen.
7 Programmierung
Die Transformationen von Klauselmengen in Tableaus und von Tableaus in Klau-
selmengen, also  und 	, wurden in Sicstus-Prolog [AAB
+
93] programmiert. In
Abschnitt 7.1 werden die Hauptpr

adikate und die Darstellung der Klauseln und
Tableaus erl

autert. Im darauolgenden Abschnitt 7.2 ist der Prolog-Programm-
text angegeben.
7.1 Realisierung in Prolog
Die Programmierung stimmt im Wesentlichen mit der Beschreibung der Trans-
formationen in den Abschnitten 3.3 und 3.4

uberein.
Die Transformation  wird durch das Prolog-Pr

adikat
built new tree from clauselist
realisiert, wobei das erste Tableau, das berechnet werden kann, zur

uckgegeben
wird. Die Unterscheidung der sechs F

alle der Funktion fe (Abschnitt 3.3) wird
mit add to tree vorgenommen. Um alle aus einer Klauselmenge und einer Ord-
nung herstellbaren Tableaus zu erhalten, kann
all built new tree from clauselist
verwendet werden.
Die Transformation 	 wird durch
built new clauselist from tree
dargestellt. Aus einem Tableau wird eine Klauselmenge und eine tableaueindeu-
tige Ordnung berechnet. Dabei wird mit shift up die Funktion lo aus Abschnitt
3.4 realisiert.
Klauseln werden durch das Pr

adikat cl(VzLitLis,LitList) dargestellt, wobei
das erste Argument (VzLitList) eine Liste von Verzweigungsliteralen und das
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zweite (LitList) eine Liste von Formelliteralen ist. Die Tableaus werden wie in
Abschnitt 2.4.2 verwendet:
tree(Formelmenge; [(id; T1); ( id; T2)];closed):
T1 und T2 sind die mit demVerzweigungsliteral id gekennzeichnetenUnterb

aume
des Multiknotens Formelmenge. Mit closed kann angegeben werden, ob das Ta-
bleau geschlossen ist.
Nun folgt der Programmtext:
7.2 Programmtext
% =====================================================================
% Predicates for the set of clauses to tableau transformation
% =====================================================================
% The predicates built_new_tree_from_clauselist, clauses_to_tree,
% add_to_tree are used to built a tree from a given set of
% clauses. add_to_tree is the main predicate.
% ---------------------------------------------------------------------
% built_new_tree_from_clauselist(+ClList,+Ordering,-Tree)
%
% computes one of the possible Trees, that can be built from
% ClList and Ordering.
%
built_new_tree_from_clauselist(ClList,Ordering,Tree):-
statistics(runtime,[_,_]),
transitive_closure(Ordering,O2),
statistics(runtime,[_,Time1]),
clauses_to_tree(ClList,O2,tree([],[],false),Tree),
statistics(runtime,[_,Time2]),
write(Time1),write(' msecs for transitive_closure'),nl,
write(Time2),write(' msecs for clauses_to_tree'),nl.
% ---------------------------------------------------------------------
% clauses_to_tree(+ClauseList,+Ordering,+Tree,-NewTree)
%
% calls add_to_tree for each clause in ClauseList
%
clauses_to_tree([],_,Tree,Tree).
clauses_to_tree([Fst|Rest],Ordering,Tree,NewTree):-
add_to_tree(Fst,Ordering,Tree,OutTree,NewOrdering),
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clauses_to_tree(Rest,NewOrdering,OutTree,NewTree).
% ---------------------------------------------------------------------
% add_to_tree(+Clause,+Ordering,+Tree,-NewTree,-NewOrdering)
%
% extends a tree
% The Lits of the Clause will be added to the Tree according to the
% ordering of the VzLits of the Clause and the NewTree is given back.
% The extended ordering NewOrdering is also given back.
%
add_to_tree(cl([],Lits),Ordering,tree(Fmas,Subtrees,Closed),
tree(NewFmas,Subtrees,Closed),Ordering):-
% There are no VzLits: The Lits should be added at the
% root of the tree
add_to_fmas(cl([],Lits),Fmas,NewFmas).
add_to_tree(cl(VzLits,Lits),OrderingIn,tree(Fmas,STs,Closed),
tree(BackFmas,BackSTList,BackClosed),BackOrdering):-
% else: go down the tree following the VzLits
get_max_predicate_from_list(VzLits,OrderingIn,MaxList),
get_one_maximum_and_add_to_ordering(MaxList,OrderingIn,MaxLit,
Ordering),
( STs==[] -> Comp=1 ; % this will lead to Comp=1 in the case
(STs=[(VZ1,ST1),(VZ2,ST2)], % disjunction below
compare(MaxLit,VZ1,Ordering,Comp))),
(Comp==eq ->
(remove_vzlit_from_clause(MaxLit,cl(VzLits,Lits),NewCl),
(VZ1 == MaxLit ->
(add_to_tree(NewCl,Ordering,ST1,NewST1,BOrd),
BackFmas=Fmas,
BackSTList=[(VZ1,NewST1),(VZ2,ST2)],
BackOrdering=BOrd,
BackClosed=Closed);
(add_to_tree(NewCl,Ordering,ST2,NewST2,BOrd),
BackFmas=Fmas,
BackSTList=[(VZ1,ST1),(VZ2,NewST2)],
BackOrdering=BOrd,
BackClosed=Closed)));
Comp==1 ->
(remove_vzlit_from_clause(MaxLit,cl(VzLits,Lits),NewCl),
add_to_tree(NewCl,Ordering,tree([],STs,Closed),NewT,BOrd),
get_complement(MaxLit,CompMaxLit),
BackFmas=Fmas,
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BackSTList=[(MaxLit,NewT),
(CompMaxLit,tree([],STs,Closed))],
BackOrdering=BOrd,
BackClosed=Closed);
Comp==2 ->
(add_to_tree(cl(VzLits,Lits),Ordering,ST1,NewST1,BOrd1),
add_to_tree(cl(VzLits,Lits),BOrd1,ST2,NewST2,BOrd),
BackFmas=Fmas,
BackSTList=[(VZ1,NewST1),(VZ2,NewST2)],
BackOrdering=BOrd,
BackClosed=Closed);
Comp==uc ->
((% first alternative: same as Comp=1
remove_vzlit_from_clause(MaxLit,cl(VzLits,Lits),NewCl),
get_atfma(MaxLit,MaxLitAt),
get_atfma(VZ1,VZ1At),
add_to_ordering(MaxLitAt,VZ1At,Ordering,NewOrdering),
add_to_tree(NewCl,NewOrdering,tree([],STs,Closed),
NewT,BOrd),
get_complement(MaxLit,CompMaxLit),
BackFmas=Fmas,
BackSTList=[(MaxLit,NewT),
(CompMaxLit,tree([],STs,Closed))],
BackOrdering=BOrd,
BackClosed=Closed);
(% second alternative: same as Comp=2
get_atfma(MaxLit,MaxLitAt),
get_atfma(VZ1,VZ1At),
add_to_ordering(VZ1At,MaxLitAt,Ordering,NewOrdering),
add_to_tree(cl(VzLits,Lits),NewOrdering,ST1,NewST1,BOrd1),
add_to_tree(cl(VzLits,Lits),BOrd1,ST2,NewST2,BOrd),
BackFmas=Fmas,
BackSTList=[(VZ1,NewST1),(VZ2,NewST2)],
BackOrdering=BOrd,
BackClosed=Closed))).
% ---------------------------------------------------------------------
% all_built_new_tree_from_clauselist(+ClList,+Ordering,-Tree)
%
% the same as built_new_tree_from_clauselist, but this will
% print out all possible trees
%
all_built_new_tree_from_clauselist(ClList,Ordering,Tree):-
transitive_closure(Ordering,O2),!,
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clauses_to_tree(ClList,O2,tree([],[],false),Tree),
write(Tree),nl,nl,
write_tree(Tree),nl,
fail.
% ---------------------------------------------------------------------
% add_to_fmas(+Clause,+Fmas,-NewFmas)
%
% Transforms a clause (without branching-literals) in a formula and
% adds it to Fma
%
add_to_fmas(cl(_,Lits),Fmas,NewFmas):-
clause_to_fma(Lits,F),!,
append(Fmas,[F],NewFmas).
% clause_to_fma(Lits,F)
clause_to_fma([],mtclause).
clause_to_fma([P],P).
clause_to_fma([Fst|Rest],Lits):-
clause_to_fma(Rest,Back),
Lits = Fst v Back.
% =====================================================================
% Predicates for tableau to set of clauses transformation
% =====================================================================
% ---------------------------------------------------------------------
% built_new_clauselist_from_tree(+Tree,-ClauseList,-Ordering)
%
% Transforms a Tree into a ClauseList + Ordering.
%
built_new_clauselist_from_tree(Tree,ClauseList,Ordering):-
tree_to_clauses([],Tree,ClauseList,[],Ordering).
% ---------------------------------------------------------------------
% tree_to_clauses(+VzLits,+Tree,-ClauseList,+InOrd,-OutOrd)
%
% Builts the clauses from the formulas of Tree. The branching-
% literals are collected in VzLits, while going down the tree.
% They are added to the clauses.
% OutOrd is the ordering computed from Tree.
%
tree_to_clauses(VzLits,tree(Fmas,[],_),ClauseList,Ord,Ord):-
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fmas_to_clauses(Fmas,VzLits,ClauseList).
tree_to_clauses(VzLits,tree(Fmas,[(VZ1,ST1),(VZ2,ST2)],_),ClauseList,
InOrd,OutOrd):-
fmas_to_clauses(Fmas,VzLits,Back3),
tree_to_clauses([VZ1|VzLits],ST1,Back1,InOrd,Ord1),
tree_to_clauses([VZ2|VzLits],ST2,Back2,Ord1,Ord2),
get_atfma(VZ1,VZAt),
get_atfma_list(VzLits,VzListAt),
add_to_ordering_list1(VzListAt,VZAt,Ord2,Ord3),
transitive_closure(Ord3,OutOrd),
shift_up(VZ1,VZ2,Back1,Back2,NewBack1,NewBack2,OutOrd),
append(NewBack1,NewBack2,B),
append(B,Back3,ClauseList).
% ---------------------------------------------------------------------
% shift_up(+VZ1,+VZ2,+ClList1,+ClList2,-NewClList1,-NewClList2,+Ord)
%
% If there are two equal formulas (clauses) (F,G) at branches whose
% branching-literals are only different at VZ1 and VZ2, one of these
% formulas can be deleted and the branching-lieral (VZ1 or VZ2) can
% be deleted in the other formula.
%
shift_up(_,_,[],ClList2,[],ClList2,_):-!.
shift_up(VZ1,VZ2,[cl(VzLits,Lits)|Rest1],ClList2,[NFst1|NewRest1],
NewClList2,Ord):-
delete(VzLits,VZ1,NVzLits),
delete(NVzLits,VZ2,RedVzLits),
shift_up_loop(VZ1,VZ2,cl(VzLits,Lits),cl(RedVzLits,Lits),
ClList2,NFst1,NClList2,Ord),
shift_up(VZ1,VZ2,Rest1,NClList2,NewRest1,NewClList2,Ord),!.
% shift_up_loop(+VZ1,+VZ2,OrgCl1,RedCl1,CLList2,NewCl1,NewClList2)
%
% If we can find a clause in ClList2 whose reduced form (without VZ1
% or VZ2) is equal to RedCl1, then we will remove this clause from
% ClList2 an take RedCl1 instead of OrgCl1.
%
shift_up_loop(_,_,Cl1,_,[],Cl1,[],_):-!.
shift_up_loop(VZ1,VZ2,cl(VzLitsOrgCl1,LitsOrgCl1),RedCl1,
[cl(VzLits,Lits)|Rest2],NewCl1,NewClList2,Ord):-
delete(VzLits,VZ1,NVzLits),
delete(NVzLits,VZ2,RedVzLits),
get_min_predicate_from_list(VzLitsOrgCl1,Ord,Min1),
get_min_predicate_from_list(VzLits,Ord,Min2),
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get_atfma_list(Min1,Min1Atfma),
get_atfma_list(Min2,Min2Atfma),
ord_union(Min1Atfma,Min2Atfma,Mins),
get_atfma(VZ1,VZ1At),
( ((RedCl1 == cl(RedVzLits,Lits)),
nu_memberchk_not_in(VZ1At,Mins)) ->
(NewCl1=RedCl1,
NewClList2=Rest2);
% else
(shift_up_loop(VZ1,VZ2,cl(VzLitsOrgCl1,LitsOrgCl1),
RedCl1,Rest2,NCl1,NRest2,Ord),
NewCl1=NCl1,
NewClList2=[cl(VzLits,Lits)|NRest2])),!.
% ---------------------------------------------------------------------
% fmas_to_clauses(+Fmas,+VzLits,-ClauseList)
%
% Transforms a list of formulas in alist of clauses.
%
fmas_to_clauses([],_,[]).
fmas_to_clauses([Fst|Rest],VzLits,[cl(VzLits,Cl)|RestCl]):-
fma_to_clause(Fst,Cl),
fmas_to_clauses(Rest,VzLits,RestCl).
% fma_to_clause(+Fma,-Clause)
%
% Transforms the Fma a v b v c in Clause [a,b,c]
%
fma_to_clause(F v G,[F|List]):-
fma_to_clause(G,List),!.
fma_to_clause(F,[F]).
% =====================================================================
% Predicates to manage the ordering
% =====================================================================
% ---------------------------------------------------------------------
% transitive_closure(+Ord,-TC)
%
% Computes the transitive closure TC of Ord.
%
transitive_closure(OrdList,NewOrdList):-
list_to_ord_set(OrdList,OrdList1),
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expand_loop_1(OrdList1,[],NewOrdList),!.
% expand_loop_1(+OrdList,+NewOrdList,-NewOrdListNew)
expand_loop_1([],L,L).
expand_loop_1([Fst|Rest],[],NewOrd):-
expand_loop_1(Rest,[Fst],NewOrd).
expand_loop_1([Fst|Rest],List,NewOrd):-
expand_loop_2(Fst,List,AddtoRest),
ord_union(Rest,AddtoRest,NewRest),
ord_add_element(List,Fst,List2),
expand_loop_1(NewRest,List2,NewOrd).
% expand_loop_2(+OComp,+NewOrdList,-NewOComps)
expand_loop_2(_,[],[]).
expand_loop_2(o(A,B),[o(B,C)|Rest],AddtoOrd2):-
expand_loop_2(o(A,B),Rest,AddtoOrd),
ord_add_element(AddtoOrd,o(A,C),AddtoOrd2).
expand_loop_2(o(A,B),[o(C,A)|Rest],AddtoOrd2):-
expand_loop_2(o(A,B),Rest,AddtoOrd),
ord_add_element(AddtoOrd,o(C,B),AddtoOrd2).
expand_loop_2(X,[_|Rest],AddtoOrd):-
expand_loop_2(X,Rest,AddtoOrd).
% ---------------------------------------------------------------------
% compare(+Elem1,+Elem2,+Ordering,-Out)
%
% Compares the predicate-symbols of Elem1 and Elem2 according to
% the Ordering. Gives back
% eq if Elem1=Elem2
% 1 if Elem1>Elem2
% 2 if Elem1<Elem2
% uc if Elem1 and Elem2 are uncompareable
% (For every ordering O and every e in O: e>ordbottom)
%
compare(E1,E2,O,Out):-
ccompare(E1,E2,O,Out),!.
ccompare(ordbottom,_,_,2).
ccompare(_,ordbottom,_,1).
ccompare(-Elem1,Elem2,Ordering,Out):-
ccompare(Elem1,Elem2,Ordering,Out).
ccompare(Elem1,-Elem2,Ordering,Out):-
ccompare(Elem1,Elem2,Ordering,Out).
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ccompare(Elem1,Elem1,_,eq).
ccompare(Elem1,Elem2,Ordering,1):-
functor(Elem1,F1,_),
functor(Elem2,F2,_),
nu_memberchk(o(F1,F2),Ordering).
ccompare(Elem1,Elem2,Ordering,2):-
functor(Elem1,F1,_),
functor(Elem2,F2,_),
nu_memberchk(o(F2,F1),Ordering).
ccompare(_,_,_,uc).
% ---------------------------------------------------------------------
% get_max_predicate_from_list(+List,+Ordering,-MaxList)
% get_min_predicate_from_list(+List,+Ordering,-MinList)
%
% Get the maximal predicates (according to Ordering) from
% List. If the ordering is total then MaxList=[t], where t is
% the maximum.
% Same for minimum.
%
get_max_predicate_from_list([],_,[]).
% this case should not appear
get_max_predicate_from_list([Fst|Rest],Ordering,Max):-
search_for_max(Fst,Rest,Ordering,Max).
% search_for_max(+P,+List,+Ordering,-Max)
search_for_max(P,[],_,[P]).
search_for_max(P,[Fst|Rest],Ordering,Max):-
compare(P,Fst,Ordering,Out),
( Out = 1 -> search_for_max(P,Rest,Ordering,Max);
Out = 2 -> search_for_max(Fst,Rest,Ordering,Max);
Out = uc -> (search_for_max(P,Rest,Ordering,Max1),
search_for_max(Fst,Rest,Ordering,Max2),
ord_union(Max1,Max2,Max))).
get_min_predicate_from_list([],_,[]).
% this case should not appear
get_min_predicate_from_list([Fst|Rest],Ordering,Min):-
search_for_min(Fst,Rest,Ordering,Min).
% search_for_min(+P,+List,+Ordering,-Min)
search_for_min(P,[],_,[P]).
search_for_min(P,[Fst|Rest],Ordering,Min):-
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compare(P,Fst,Ordering,Out),
( Out = 2 -> search_for_min(P,Rest,Ordering,Min);
Out = 1 -> search_for_min(Fst,Rest,Ordering,Min);
Out = uc -> (search_for_min(P,Rest,Ordering,Min1),
search_for_min(Fst,Rest,Ordering,Min2),
ord_union(Min1,Min2,Min))).
% ---------------------------------------------------------------------
% nu_memberchk(Elem,OrdSet)
%
% Checks if Elem is in OrdSet. nu_memberchk does no unification (nu):
% nu_memberchk(p(X),[p(a)]) and nu_memberchk(X,[a,b,c]) are failing.
%
nu_memberchk(Elem,OrdSet):-
(is_ordset(OrdSet) ->
ord_subset([Elem],OrdSet);
(% should not appear
write('Warning: Set in nu_memberchk should be an OrdSet'),
nl,
write(' (nu_memberchk fails)'),nl,
fail)).
nu_memberchk_not_in(Elem,OrdSet):-
(nu_memberchk(Elem,OrdSet) -> fail;true).
% ---------------------------------------------------------------------
% add_to_ordering(+Vz1,+Vz2,+InOrd,-OutOrd)
% add_to_ordering_list1(+Vz1List,+Vz2,+InOrd,-OutOrd)
% add_to_ordering_list2(+Vz1,+Vz2List,+InOrd,-OutOrd)
%
% adds o(Vz1,Vz2) to the ordering InOrd
% If Vz1 is a list, then o(E,Vz2) will be added to InOrd, for all
% Elements E of the List Vz1.
% If Vz2 is a list, then o(Vz1,E) for all E in Vz2.
%
add_to_ordering(Vz1,Vz2,InOrd,OutOrd):-
ord_add_element(InOrd,o(Vz1,Vz2),OutOrd).
add_to_ordering_list1([],_,InOrd,InOrd).
add_to_ordering_list1([Vz1|Rest],Vz2,InOrd,OutOrd):-
ord_add_element(InOrd,o(Vz1,Vz2),OutOrd1),
add_to_ordering_list1(Rest,Vz2,OutOrd1,OutOrd).
add_to_ordering_list2(_,[],InOrd,InOrd).
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add_to_ordering_list2(Vz1,[Vz2|Rest],InOrd,OutOrd):-
ord_add_element(InOrd,o(Vz1,Vz2),OutOrd1),
add_to_ordering_list2(Vz1,Rest,OutOrd1,OutOrd).
% =====================================================================
% Further Predicates
% =====================================================================
:- use_module(library(lists)).
:- use_module(library(ordsets)).
:- op( 500,fx,-).
:- op( 550,xfy,&).
:- op( 560,xfy,v).
:- op( 570,xfy,=>).
:- op( 580,xfy,<=>).
% ---------------------------------------------------------------------
% get_complement(Lit,OutLit)
%
% Gives back the complement of literal Lit
%
get_complement(-Lit,Lit):-!.
get_complement(Lit,-Lit):-!.
% ---------------------------------------------------------------------
% get_atfma(+Lit,-AtFma)
% get_atfma_list(+Lit,-AtFma)
%
% p(X) -> p(X), -p(X) -> p(X)
%
get_atfma(-X,X):-!.
get_atfma(X,X):-!.
get_atfma_list([],[]).
get_atfma_list([F|R],Out):-
get_atfma(F,F1),
get_atfma_list(R,R1),
ord_add_element(R1,F1,Out).
% ---------------------------------------------------------------------
% remove_vzlit_from_clause(+Lit,+Cl,-NewCl)
%
% removes the branching-literal Lit from the clause Cl.
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%
remove_vzlit_from_clause(Lit,cl(VzLits,Lits),cl(NewVzLits,Lits)):-
delete(VzLits,Lit,NewVzLits).
% ---------------------------------------------------------------------
% get_one_maximum(+List,-Max)
%
% Choose one of the maxima in List. If the ordering is total there
% will be no choice, because List contains only one maximum.
% Otherwise we have a CHOICEPOINT.
% The first element of List is taken at the moment.
%
get_one_maximum([P|_],P).
% ---------------------------------------------------------------------
% get_one_maximum_and_add_to_ordering(+List,+Ord,-Max,-NewOrd)
%
% Choose one of the maxima in List. If the ordering is total there
% will be no choice, because List contains only one maximum.
% Otherwise we have a CHOICEPOINT.
% The first element of List is taken at the moment.
% Fixes the ordering.
%
get_one_maximum_and_add_to_ordering([P|Rest],InOrd,P,OutOrd):-
add_to_ordering_list2(P,Rest,InOrd,OutOrd).
% ---------------------------------------------------------------------
% get_predicate_symbol_from_literal(+Literal,-PSymbol)
%
% Gives back the predicatesymbol of Literal. Example: -p(x) -> p
%
get_predicate_symbol_from_literal(-Literal,PSymbol):-
get_predicate_symbol_from_literal(Literal,PSymbol).
get_predicate_symbol_from_literal(Literal,PSymbol):-
functor(Literal,PSymbol,_).
% =====================================================================
% Output predicates
% =====================================================================
write_cl_list([]):-
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nl.
write_cl_list([Fst|Rest]):-
write_cl(Fst),
nl,
write_cl_list(Rest),!.
write_cl(cl(L1,L2)):-
write('{'),
write_cl_loop(L1),
(L1 == [] -> true; write(',')),
write_cl_loop(L2),
write('}').
write_cl_loop([]).
write_cl_loop([Fst]):-
write(Fst).
write_cl_loop([Fst|Rest]):-
write(Fst),write(','),
write_cl_loop(Rest).
% ---------------------------------------------------------------------
write_fmas_loop([]):-
write('*'),nl.
write_fmas_loop([Fst]):-
write(Fst),nl.
write_fmas_loop([Fst|Rest]):-
write(Fst),write(' , '),
write_fmas_loop(Rest).
% ---------------------------------------------------------------------
write_tree(Tree):-
write_tree_loop(Tree,''),!.
write_tree_loop(tree(Fmas,[],_),_):-
write_fmas_loop(Fmas).
write_tree_loop(tree(Fmas,[(J1,ST1),(J2,ST2)],_), Shift):-
name(Shift,HelpShift),
append(" ",HelpShift,HelpShift2),
name(Shift2,HelpShift2),
write_fmas_loop(Fmas),!,
write(Shift),write(J1),write(': '),
write_tree_loop(ST1,Shift2),!,
write(Shift),write(J2),write(': '),
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write_tree_loop(ST2,Shift2).
% ---------------------------------------------------------------------
% tree_to_psbeta(Tree,FileName)
%
tree_to_psbeta(Tree,FileName):-
open(FileName,write,Stream),
tree_to_psbeta_loop(Stream,Tree),
nl(Stream),
close(Stream).
% tree_to_psbeta_loop(Stream,Tree)
tree_to_psbeta_loop(Stream,tree(W,[],_)):-
psnode(Stream,W).
tree_to_psbeta_loop(Stream,tree(W,[(_,ST1),(_,ST2)],_)):-
write(Stream,'\pstree{'),
psnode(Stream,W),
write(Stream,'}{%'),
nl(Stream),
tree_to_psbeta_loop(Stream,ST1),
nl(Stream),
tree_to_psbeta_loop(Stream,ST2),
write(Stream,'}').
psnode(Stream,W):-
write(Stream,'\Tr{'),
psnode_loop(Stream,W),
write(Stream,'}').
psnode_loop(_,[]).
psnode_loop(Stream,[A]):-
write(Stream,A).
psnode_loop(Stream,[F|R]):-
write(Stream,F),
write(Stream,','),
psnode_loop(Stream,R).
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