Internal parameter calibration of remote sensing cameras (RSCs) is a necessary step in remote sensing photogrammetry. On-orbit camera calibration widely adopts external ground control points (GCPs) to measure its internal parameters. However, accessible and available GCPs are not easy to achieve when cameras work on a satellite platform. In this paper, we propose an efficient camera self-calibration method using a micro-transceiver in conjunction with deep learning. A supervised learning set is produced by the microtransceiver, where multiple two-dimensional diffraction grids are produced and transformed into multiple auto-collimating sub-beams equivalent to infinite target-point training examples. A deep learning network is used to invert the learnable internal parameters. The microtransceiver can be easily integrated into the internal structure of RSCs allowing to calibrate them independently on external ground control targets.
Introduction
Remote sensing photogrammetry takes measurements from images captured by remote sensing cameras (RSCs) to determine the exact positions and shapes of ground objects [1] [2] [3] . It is widely used in image position determination, topographic mapping, and geology. In the photogrammetric process, ground coordinates of a specific object point can be recovered from its image coordinates in a set of overlapping imagery when the internal and external parameters of RSCs are known [4] [5] [6] . The internal parameters of RSCs are determined through a calibration process; thus, RSC calibration is a necessary step in remote sensing photogrammetric applications.
Camera geometric calibration methods have been studied for different applications under different conditions . Existing RSC calibration techniques can be classified into two methods. The first technique involves angle measurements in the laboratory [34] [35] [36] , where a single-pixel illumination through collimated light combined with a turntable is used as a calibration target. Recently, multiple pixels illumination in a laboratory was used to replace the single-pixel version for avoiding the turntable vibration influence on RSC calibration [37] . In addition, other well-established camera calibration techniques, such as onedimensional object method [38] , can also be used to calibrate RSCs. The common feature of these methods is that the calibration process of RSCs is performed in a laboratory. However, the laboratory calibration is not sufficient for RSCs because the calibrated internal parameters in a laboratory may drift to a significant degree because of vibrations during complicated launches and on-orbit functioning. The second technique, called on-orbit calibration [39, 40] , is performed in orbit conditions after the launch of an RSC, which can compensate for the shortcomings of the ground methods. Therefore, on-orbit calibration methods are crucial for on-orbit functioning.
In the case of on-orbit RSC calibration, existing calibration methods can be classified into four methods: self-calibration bundle adjustment (SCBA) [41, 42] , ground control point (GCP) [43, 44] , 180-degree satellite maneuvers (180° SM) [45, 46] , and point-source focal plane (PSFP) self-calibration [47, 48] . The SCBA suffers from long computation times because complex constraint equations are utilised to invert the internal parameters of RSCs. The GCP and 180° SM methods are limited by space and time because they need to use external reference targets. Recently, the PSFP self-calibration method has allowed to refuse from using external reference targets by modifying the focal plane of an RSC. The modified focal plane can produce multiple diffraction point-sources (DPSs) as calibration targets. These DPSs pass through the optical system of the RSC to become collimated light. A dichroic filter reflects the collimated light, which then returns to the optical system and converges with the modified focal plane. Based on the relationship between DPS position and image points, the internal parameters can be calculated. This method is very suitable for onorbit cameras calibration without the aid of external reference targets also enabling real-time monitoring of the variation of internal parameters. However, several factors limit the accuracy and functionality of this technique, one of the most important among which is the PFP fabrication. Modifying the focal plane of an RSC to establish a PFP is very difficult; thus, the development of the RSC becomes costly. Consequently, such calibration method is limited to specifically customised cameras.
In this paper, we propose an efficient camera self-calibration method with deep learning. A micro-transceiver produces multiple two-dimensional diffraction grids as a learning training input set, which is then transformed into multiple auto-collimating sub-beams (equivalent to infinite target points). The auto-collimating sub-beams pass through the camera to form image grids as the supervised training set. Finally, a learning network is used to obtain the optimised internal parameters of the camera. In the proposed method, the microtransceiver can be easily integrated into the internal structure of RSCs allowing the calibration independently on external ground control targets. The proposed method has a potential use in on-orbit high resolution cameras [49] [50] [51] . In the future, some advanced fabrication technologies, such as high-resolution patterning [52] , and optical devices, such as optically addressed spatial light modulators [53] , will be used to obtain new microtransceivers for RSCs.
Positioning model of photogrammetry
Image position determination (positioning) is the reconstruction process of three dimensional coordinates of object points using extracted corresponding image coordinates from an overlapping remote sensing image set. Based on the optical geometric imaging relationship, the positioning established uses the collinearity property of the object point, camera projection centre, and image point. The positioning process employs three coordinate systems: the ground coordinate system, the image coordinate system, and the camera coordinate system. Let the coordinates of an object point be denoted by ( ) , ,
X Y Z in the ground coordinate system. In the image coordinate system, the coordinates of the corresponding image point are expressed by ( )
x y . In the ground coordinate system, the coordinates of the camera projection centre are expressed by ( )
expresses the internal parameters of the camera, R is the coordinate transform matrix between the image coordinate system and the ground coordinate system, and ( ) Here, a vector form is used to express the projection model and Fig. 1 shows the imaging vector relationship of an image point and object point.
First, the following terminology is used in Fig. 1: ( ) r is the vector that represents the coordinates of the image point (i) in the camera coordinate system, which is the camerascaled vector that connects the image point (i) and the camera's projection centre; i S is the scale factor which is the ratio between the magnitudes of the vector connecting the camera's projection centre and the object point and the vector connecting the camera's projection centre and the image point. The position coordinate of the object point (I) is the sum of the camera projection centre coordinate (in the ground coordinate system) and the camera scaled vector ( 
Equation (2) can be also expressed by the following equation:
Based on Eq. (3), the ground coordinates of an object point can be determined using the image coordinates, internal parameters, and external parameters of RSC at exposure time. The external parameters are usually determined using a georeferencing method, while the internal parameters are determined using a calibration procedure. Therefore, the internal parameters calibration is the prerequisite of the positioning of RSCs. The laboratory calibration procedure has low efficiency and is easily influenced by the vibration of the angle rotation equipment because it uses single pixel illumination in combination with angle rotation equipment (such as a turntable). Traditional on-orbit calibration uses a prearranged calibration test field with a bundle adjustment self-calibration, where the internal parameters, external parameters, and ground coordinates are determined using GCPs in the test field. Unfortunately, the accessible and available GCPs are not easily achieved when cameras work on the satellite platform. To overcome these drawbacks, in this paper, we report on an efficient camera self-calibration method using a micro-transceiver, which can be easily integrated into the internal structure of RSCs and produces equivalent GCPs to enable the convenient calibration of RSCs (in ground or orbit conditions) without the limitation of external ground control targets. 
Proposed self-calibration methods
In this paper, we use optimised encoded apertures, a beam splitter, a CMOS sensor, and a point-source integrated into a micro-transceiver of light (MTOL), which can generate a 2D virtual calibration grid and receive multiple sub-beams carrying optical distortion and internal parameter variation information. Figure 2 sketches the structure of the MTOL. The MTOL is composed of a single light emitting diode (LED), a collimating-expanding beam lens (CEBL), an encoded aperture mask (EAM), a beam splitter (BS), a CMOS sensor, and electronics. The LED can be considered as a point light source (PLS). The mask can generate multiple PLSs. The BS produces the equivalent effect of the same plane between incoming and outgoing grids. The CMOS sensor receives the beam traversing optical system. The image points in combination with encoded aperture position information are utilised to calculate internal parameters. The MTOL is installed on the focal plane (FP) of a remote sensing camera. The MTOL is then referenced as the FPMTOL. Figure 3 shows the calibration model using a light micro-transceiver. In the camera coordinate system, the origin is the camera projection centre (O z .), and the Z axis is the principal axis. The image plane is located on the focal plane; thus, the principal distance is the focal length, which is expressed by f. The intersection point between the principal axis and the image plane is the origin of the image coordinate system. A light micro-transceiver is placed on the front of the camera. In the light micro-transceiver, the array apertures are located on its focal plane; thus, the outgoing lights are collimated and then enter the camera. The collimated lights from the target points of the light micro-transceiver are equivalent to the lights of the infinite points. In this case, the virtual points are placed on the front of the camera (see Fig. 3(a) ). Let a virtual point be P with coordinates (X,Y,Z) in the camera coordinate system. The coordinates of the corresponding image point (Pc) are (u,v). The collinearity equation of the geometric imaging relationship can be expressed as:
Based on Eq. (4), the imaging model [56, 57] can be expressed as:
In an actual system, the origin of the image coordinate system is not located on the intersection point between the principal axis and the image plane. Let the coordinate of the origin (the principal point) of the image coordinate system be (u 0 , v 0 ). Equation (5) 
In Eq. (6), (X/Z, Y/Z) is the incoming light direction of the virtual point, which is determined by the position of the corresponding encoded aperture of the light micro-transceiver. Let the position of the corresponding encoded aperture of the light micro-transceiver and the focal length of the optical system of the light micro-transceiver be (x LMT , y LMT ) and f LMT , respectively; thus, α = X/Z = x LMT / f LMT , β = X/Z = y LMT / f LMT . Here, the matrix K = [f 0 u 0 ; 0 f v 0 ; 0 0 1] is the transfer matrix of the camera. In actual cameras, the optical system has distortions. The real coordinates of the image point are expressed as:
The most common distortion model of the camera is the radial distortion [58, 59] . Such camera distortion can be expressed as:
where
Based on Eqs. (6)- (8), the imaging equation can be expressed as:
In the captured image, the measured positions of all image points conform to Eq. (9) . Based on the distortion theory, camera has the minimal distortion at the principal point and principal distance position. In other words, in a set of the measured points
, N is the objective point number of the light micro-transceiver), the theoretical position of all measured image points using Eq. (9) with the camera internal parameters (f, u 0 , v 0 ) is closest to the measured position. The solving process of the internal parameters (f, u 0 , v 0 ) is an optimization problem. When Eq. (9) is seen as a predictor, inverting internal parameters (f, u 0 , v0,) is a deep learning process as deep learning is an input-output mapping, and it finds a predictor of an output when given a high dimensional input. Therefore, we use supervised deep learning to obtain internal parameters (f, u 0 , v0). The input training set is a multi-view feature learning setting, where the paired observations from two views, view 1 and view 2, are accessed; the set is denoted by 
, where 
from view Ω , and the corresponding output vectors are denoted by
The corresponding weights of the three features are defined as w 1 , w 2 , and w 3 , where
The learnable parameters set is the internal parameters matrix, denoted by w (1) = (
w ) and w (2) = (
w ), where
0 
The mapping implemented by deep learning is denoted by v, which is expressed as:
( ) ( ) ( ) ( ) v n w w x n w x n w x n = + + + (11) We adopt the supervised on-line learning with multilayer perceptions in the backpropagation algorithm, which is shown in Fig. 4 . We design a multilayer perception with an input layer of source nodes, multiple hidden layers, and an output layer consisting of more neurons, which is shown in Fig. 5(a) .
denotes the training sample used to train the network in a supervised manner. The synaptic weights of the multilayer perception are adjusted on an example by example basis. The cost function to be minimized is the total instantaneous error energy. Consider an epoch of N training examples arranged in the order 
, x n x n applied to the input layer. In the output layer, the total error signal of the whole network is defined by (1) (1)
( ) ( )
The instantaneous error energy of the whole network is
e n e n = (14) Fig. 4 . The flow chart of the supervised deep learning with the back-propagation. After a training example is presented on the deep neural network, the forward and backward computations are iterated. In the forward pass, the synaptic weights remain unaltered throughout the network, and the function signals of the network are computed on a neuron-byneuron basis. The backward pass starts at the output layer by passing the error signals leftward through the network, layer-by-layer, and recursively computing the local gradient for each neuron by propagating the changes to all synaptic weights in the network.
where the set C includes all the neurons in the output layer. Figure 5 (b) shows a neuron j being fed by a set of function signals produced by a layer of neurons to its left. The induced local field 
where m is the total number of input signals applied to neuron j. The synaptic weight
j j w n w n is the bias applied to neuron j, where the corresponding input is a fixed value ( ) ( ) ( )
j j y n y n appearing at the output of neuron j at iteration n is
, ,
In the learning network, the synaptic weights0
ji ji w n w n are updated based on
ji ji w n w n , which is expressed as ( )
, = ,
where η is the learning rate,
is called the local gradient,
y y is the input signal of neuron j. Equation (18) is established when neuron j is located in the output layer of the learning network. When neuron j is located in a hidden layer of the learning network, the desired response does not exist. To solve this problem, the back-propagation algorithm [60] adopts that the error signal for a hidden neuron would have to be determined recursively and works backwards in terms of the error signals of all the neurons, to which that hidden neuron is directly connected. Therefore, when neuron j as a hidden node of the network, the local gradient is the product of the derivative of the activation function ( ) ϕ ⋅ and the weighted sum, which is expressed as:
where T = 1,2, , , x n x n x n x n = .
3: user-selected learning rate: η 4: initialize w (1) = (w0 (1) , w1 (1) ,w2 (1) ,w3 (1) ) and w (2) = (w0 (2) , w1 (2) ,w2 (2) ,w3 ( In the light micro-transceiver, we use the surface micro-machining process to fabricate the EAM. Figure 6 shows the EAM structure and the diffraction model on the outgoing plane of the BS based on the Fresnel diffraction theory. The whole structure is stacked. From the light incident surface to the exit surface, there are the antireflection film, neutral-tinted glass substrate, mask layers, and secondary anti-reflection layer. The neutral-tinted glass is used as the coating substrate. Optical anti-radiation quartz glass is used as the glass substrate. The mask layers are composed of gold film and tantalum film. The chromium film is used as the secondary anti-reflection layer. We use the surface micro-machining method to fabricate the EAM. The outgoing rays from the CEBL are collimated. Based on the sub-wave coherent superposition theory, for the parallel light with any incidence angle on the EAM plane, the wave-front point within the internal aperture area can be considered as the centre of the secondary disturbance, where the existing sub-waves perform coherent superposition at the outgoing plane of the BS, forming a diffraction pattern. The complex amplitude of parallel rays can be expressed as
where k  is the wave vector in the light propagation direction, r  is the radius vector of any point in the light propagation direction, and A is the amplitude of light electric field. In Fig.  6 , the original point of the coordinate system X 0 AY 0 is the centre of the aperture, and the side direction is the coordinate axis direction. Let the direction cosines of the incident light wave vector be (cos(a), cos(b), cos(c)). The complex amplitude of the light-plane wave at arbitrary point 0 0
( , , 0) Q x y within the scope of the aperture can be expressed as:
The light passing through the aperture travels to the outgoing plane of the BS. The integral complex amplitude of the light-plane wave at arbitrary point P can be expressed as:
where r is the distance between P and Q, C is a constant value, and K(θ) is the inclination factor. Based on Fresnel-Kirchhoff formula, Eq. (23) where λ is the wavelength, A is constant value, k is the wave vector, r is the distance between area element dσ on the encoded mask plane and the outgoing plane point P; a and b are two incident direction cosines. Based on Eq. (24), the relationship between the beam and the aperture sizes can be determined. Figure 7 shows the beam profiles depending on the aperture size. Figure 7(a) indicates that the maximum profile of the grid is produced at the minimum aperture size. On the other hand, the profile decreases with increasing aperture size as the diffraction effect is gradually reduced. In these profiles, the first order of the diffraction grid is constituted by bright spots, while the second order is distributed along the side direction (X-axis and Y-axis) of the square aperture. Moreover, the second order tends to converge to the centre of the first order with an increase of the aperture size. We found that the profile size starts to increase with an increase of the aperture size when the aperture size is larger than a fixed value because the diffraction effect is further decreased and the rectilinear light propagation arises. Figure 7 (b) indicates that the maximum intensity of the diffraction grid gradually increases with the increase of the aperture size because more light passes through the aperture. Then, the maximum intensity decreases with further increase of the aperture size. Meanwhile, the side-lobes start to increase with further increase of the aperture size. As shown in Fig. 7 , the aperture size influences on the image spot size and intensity. A larger image spot has more dispersed energy distribution. A large spot is unfavourable to extract its centre position using a centroid extraction algorithm, which influences the calibration accuracy. The aperture size should be optimized to minimize the diffraction effect and achieve a concentrated calibration grid. For this propose, we optimize the aperture size to achieve the converged spot. Under various aperture sizes, the image spot is extracted when the intensity threshold value is 0.4 after the normalization of the spot image. In Fig. 8 , red curve shows the relationship between the spot size and aperture size, and blue curve shows the relationship between the covering pixel number of the spot and the aperture size. With the increase of the aperture size, the aperture diameter first decreases and then increases. When the range of aperture size is 14-17 pixels (each pixel size is 5.3 μm), the diameter of the extracted aperture is minimum. The number of covered pixels also decreases at first and then increases during the increase of aperture size within the same range. At the aperture size of 15 pixels, the minimum covering pixel number can be obtained. Therefore, the optimum design values can be obtained when the aperture size is 15 × 15 pixels (79.5 μm × 79.5 μm). Based on the optimized aperture, the minimum distance between two apertures is set to 80 μm, which ensures the image spots of two adjacent apertures do not interfere with each other. 
Results
To investigate the performance of this new approach, we experimentally demonstrated calibrating of RSCs with a light micro-transceiver. A sketch of the optical system of the experimental setup with the light micro-transceiver is shown in Fig. 9(a) . Light emitted from a 9-W LED is collimated and expanded by two lenses (L1 and L2). The collimated beam is then diffracted by the EAM (M1), which is placed in front of the L2. The diffracted subbeams change the propagation direction through a beam splitter (BS) and enter a remote sensing camera (C1).The beams passed through the C1 are reflected by a dichroic filter (F1) and enter the C1 again. Then, the beams carrying internal parameter information pass through BS and converge to CMOS sensor. We use the beam splitter (BS) to ensure the outgoing subbeams on the focal plane of the C1. Fig. 9 . Schematic overview of calibrating of RSC optical system with the light microtransceiver (a), the single pixel illumination method (b), and the setup of two methods (c), where L1 to L2 are the lenses; M1 is the EAM; C1 is the RSC optical system; F1 is the dichroic filter; BS is the beam splitter; CMOS is the image sensor; turntable α implements the horizontal rotation to calibrate the horizontal coordinates of the principal point, and turntable β implements the vertical rotation to calibrate the vertical coordinates of the principal point.
We also use the single pixel illumination method [61] as the reference to calibrate the cameras. Figure 9 (b) shows the setup of the reference method, where the single object is used as the calibration target; the multiple points at the different fields of view are obtained using two turntables (α and β) . This method first calibrates the horizontal direction using turntable α and then calibrates the vertical direction using turntable β. In the horizontal direction, based on the imaging geometric relationship, the internal parameters are calculated as: where n is the measurement number using the horizontal turntable α, ω i is the rotation angle, and y i the image coordinates in the horizontal direction. We use three RSCs composed of Cassegrain optical systems; the camera parameters are shown in Table 1 . After installing the light micro-transceiver on the focal plane of the RSC, an image of the virtual diffractive objective points was taken by the CMOS. After adjusting the integration time, the CMOS recorded all image points. A centroid algorithm was utilised to extract the centre with 0.1 pixel accuracy of each point in grey-scale mode, as shown in Fig. 10 . The extraction accuracy of the sub-pixel position of each image point produced an ignorable effect on the calibration parameters because the error was 0.53 μm for the CMOS pixels size of 5.3 μm. From the captured image, the image coordinates of multiple image points in the image coordinate system could organise a learning training set. In the learning training set, the internal parameters (principal distance and principal point) were calculated using the deep learning network.
In the single pixel illumination method, an image of a point is captured at each exposure time. Two turntables (α and β) implement the equivalent 2D array grids. We use the same position extraction algorithm to obtain the position set of the image points at different FOVs. In the position set, we calculate the principal distance and principal point using the deep learning network. The calibrated results of internal parameters of three cameras are shown in Table 2 . We also evaluate the calibration accuracy of the two methods with the standard deviation. Figure 11 shows the calibration difference between the calibrated value and the mean value. Then, we calculate the standard deviation as the calibration accuracy. The angle measurement has the accuracy of 0.0234 mm, while our method has 0.0118 mm. The focal length given in both calibration cases is nearly the same, having less than a 50-µm error. Using multiple points produced by the light micro-transceiver we can calculate the internal parameters without the turntable platform vibration. We also use the same method to evaluate the accuracy of the principal point. We calculated the standard deviation of the principal point as about 0.14 pixels (0.74 um) with the proposed method. The standard deviation of the principal point is 0.37 pixels (1.96 um) with the angle measurement method. 
Conclusions
The self-calibration method, which we proposed in this paper, utilises a light microtransceiver in conjunction with deep learning to efficiently calibrate the internal parameters of RSCs. Micro-transceiver produced multiple two-dimensional diffraction grids as a learning training set, which were transformed into multiple auto-collimating sub-beams equivalent to infinite target points, and a deep learning network for the calibration model was established. The aperture size of the encoded aperture mask of the light micro-transceiver was optimized to minimize the diffraction effect and to achieve a concentrated calibration grid, which provided an efficient calibration target. The micro-transceiver can be easily integrated into the internal structure of RSCs allowing to calibrate them independently on external ground control targets. With verified experimental results from RSC observation, the proposed method was proved to be effective and easy to implement; it meets the accuracy requirements of a high-accuracy positioning camera. We believe that this proposed concept can be used in the on-orbit calibration applications.
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