A high-order computational tool based on spectral and spectral//ip elements (/. Fluid. Mech. 2009; to appear) discretizations is employed for the analysis of BiGlobal fluid instability problems. Unlike other implementations of this type, which use a time-stepping-based formulation (/. Comput. Phys. 1994; 110(1):82-102; /. Fluid Mech. 1996; 322:215-241), a formulation is considered here in which the discretized matrix is constructed and stored prior to applying an iterative shift-and-invert Arnoldi algorithm for the solution of the generalized eigenvalue problem. In contrast to the time-stepping-based formulations, the matrix-based approach permits searching anywhere in the eigenspace using shifting. Hybrid and fully unstructured meshes are used in conjunction with the spatial discretization. This permits analysis of flow instability on arbitrarily complex 2-D geometries, homogeneous in the third spatial direction and allows both mesh (A)-refinement as well as polynomial (p)-refinement. A series of validation cases has been defined, using well-known stability results in confined geometries. In addition new results are presented for ducts of curvilinear cross-sections with rounded corners.
INTRODUCTION
The convergence properties of spectral methods, either using a Galerkin or pseudo-spectral projection [1, 2] , are put to optimal use in the context of global, also known as BiGlobal [3] or direct [4] instability analysis. Unlike low-order finite element methods, the order of convergence is not fixed and it is related with the máximum regularity of the solution. The reason for using spectral methods for this class of instability problems stems from the need to identify properties of the small-amplitude perturbations (e.g. frequency and amplification/damping rates) in an accurate manner. This is an increasingly difficult task when solving coupled systems of partial-differential equations as the Reynolds number increases and increasingly finer structures appear in the fluid.
In complex geometries, spectral/hp element methods [5] are of particular utility in analyzing instability, via both h-and p-type refinements. When performing /i-type refinement, a fixed-order polynomial is used in every element and convergence is achieved by reducing the size of the elements, h. On the other hand, p-refinement involves a fixed mesh and convergence is achieved by increasing the order of the polynomial in every element.
Highly accurate and geometrically flexible spectral//ip discretizations for the solution of linear instability problems in complex geometries, typically based on time-stepping methods, have an established history [6] [7] [8] . This approach has also been applied to a number of different complex geometry problems [9] [10] [11] [12] [13] . In this paper we present an alternative formulation undertaking a fluid mechanical instability analysis using the same class of discretizations, but constructing and storing the matrix system that arises from the discretized eigenvalue problem. The solution of the eigenvalue problem is then obtained by Krylov subspace iteration (Arnoldi) methods, after an LU-decomposition has been performed. Such an approach allows for the entire spectrum to be investigated using shifting techniques, although there is a (presently not quantified) computational cost implication when compared with the time-stepping formulation [7] for the leading eigenvalue. Exhaustive validation of the present formulation has been performed by investigating a series of well-known instability analysis applications in confined geometries. In addition new results are presented for ducts of curvilinear cross-sections with rounded corners.
The paper is organized as follows. In Section 2 the mathematical method is explained and some details of the numerical implementation are described. In Section 3, after presenting validation results on classic circular pipe and rectangular duct problems, the global instability of confined problems curvilinear intake geometries of technological interest in the motor-racing context is discussed. Concluding remarks are offered in Section 4.
THEORY

Mathematical formulation
The equations governing incompressible flows are written in primitive-variables u¡, p formulation as follows:
Du¡ dp
tíXi u¡ = 0 on To.
Here O is the computational domain, Tp is the boundary domain where in confined flows homogeneous Dirichlet boundary conditions are imposed, the material derivative operator is defined as usual,
and repeated Índices imply summation. In a linear stability analysis context the steady laminar basic flow (¿t¡, p) T is perturbed by small-amplitude velocity ü¡ and kinematic pressure p perturbations, as follows:
Ui=üi+eüi+c.c. p = p + ep+c.c,
where e«1 and ce. denotes conjúgate of the complex quantities (ü¡, p) to forcé the real valúes of the velocity and pressure. Substituting into Equations (l)- (2) , considering the basic flow as a particular solution of the Navier-Stokes equations, and linearizing, the equations for the perturbation quantities are obtained ( 
5) (6)
OXi with All the problems solved in this paper concern confined flows, for which the boundary condition used to cióse this system is K¡=0 on T D (7) In what follows, we seek numerical solutions to the system (5)- (7) for small-amplitude modal perturbations superimposed upon 1-and 2-D basic states. We monitor the former class of problems, for which abundant literature exists, in order to assess the accuracy of the numerical methods, before applying them to the BiGlobal problem.
1-D EVP formulation and solution methodology. In the case of an 1-D basic state, with velocity components (ü(y),0,0)
T , the separability of temporal and spatial derivatives in (5)-(6) permits introduction of an explicit harmonic temporal dependence of the disturbance quantities into these equations, according to the Ansatz
Here i = \/^T and a is a real wavenumber parameter, related with a periodicity length L x along the homogeneous direction through L x = 2n/cc. For simplicity a 2-D perturbed flow is considered (üj, p) T 7 = 1,2 are the complex amplitude functions of the linear perturbations. In a temporal context co is the complex eigenvalue, the real and imaginary parts of which are, respectively, associated with the growth rate and the frequency of the perturbations. The case w=¿0 may be associated, using an appropriate transformation, with that in which w = 0, so that only the latter case is considered here. Substitution into (5)-(6) results in
dy dp
dy One defines 7 = 1,2.
using which the complex non-symmetric operator A m corresponding to the LHS of (10)-(12) may be defined as
After the Galerkin formulation, some details of which are presented in Section 2.2 and the Appendix A, the discrete operator becomes Ai-/*«;
The real symmetric operator B is also introduced by 
The cEVP (17) has either real or complex solutions, corresponding to stationary (co¡ = 0) or traveling (co¡^0) modes. The real component co v gives the growing or damping rate of the perturbation.
2-D Laplace EVP formulation and solution methodology.
The main target of the present paper is to investígate high-order Galerkin methods as applied to the solution of the BiGlobal EVP. However, prior to embarking upon this problem, the convergence properties of the proposed method are monitored on a simple 2-D EVP, the solution of which are analytically and/or numerically available [14] . The model problem considered is
The problem permits the introduction of an explicit harmonic temporal dependence of the disturbance quantities into this equation, according to the Ansatz
In this case the operator A an is defined by
After the Galerkin formulation, details of which are also presented in Section 2.2 and the Appendix A, the discrete operator A becomes
The real symmetric operator B is also introduced by
where M represents the mass matrix; the elements of all matrices introduced in (22) and (23) are presented in the Appendix A. The system (18)- (19) is thus transformed into the (real) generalized eigenvalue problem for the determination of co,
The generalized eigenvalue problem (24) has either real solutions, corresponding to stationary (co¡ = 0) modes, or complex conjúgate ones corresponding to traveling (co¡^0) modes.
BiGlobal EVP formulation and solution methodology.
Finally, attention is turned to the BiGlobal EVP. The basic flow velocity vector is now 2-D and may contain all three velocity components, (ü,v,w) T , generalizing linear stability analysis to non-parallel flows [3] . For such basic states, the separability of temporal and spatial derivatives in (5)-(6) still permits introduction of an explicit harmonic temporal dependence of the disturbance quantities into these equations; however, the amplitude functions are now 2-D and the pertinent Ansatz is
where i = <J^\,k is a real wavenumber parameter, related with a periodicity length Lk along the single homogeneous spatial direction through Lk=2n/k, (üj,p) are the complex amplitude functions of the linear perturbations and co is the complex eigenvalue that contains as the real part the growth/damping rate and as the imaginary part the frequency of the perturbation. Substitution into (5)-(6) results in 
düs dü 2 ikÜi + -± + -+=0. (30) 0x3 óx 2 In the presence of a basic flow velocity vector comprising components, (ü\, ü 2 , ¡¡3) T , one defines
where no Einstein summation on the index i is implied. The complex non-symmetric operator A^ is defined by a n ^an3
:
After the variational formulation, details of which are presented in appendix, the operator becomes The real symmetric operator B is also introduced by The complex generalized eigenvalue problem (35) has either real or complex solutions, corresponding to stationary (co¡ = 0) or traveling (co¡^0) modes. In cases like the duct flow where the base flow has only one non-zero component in the homogeneous direction x$, this is (0,0, M3(x\, X2)) T , the operator A is unavoidably complex. On the other hand, if the base flow has two non-zero components (ü(xi,X2),v(xi,X2),0) T in the plañe orthogonal to the homogeneous direction X3, the operator A can be transformed into a real one, this transformation can be done, for example, in the lid-driven cavity (LDC) problem with the consequent reduction of memory requirements for the storage of the matrices A$.
Spectral/hp theory: modal discretization
The numerical solution of the three EVPs described in the previous sections may be accomplished by a nodal expansión of the unknowns on a set of nodes, x q , using a set of basis functions, í> 9 (x). Linear-and quadratic Lagrange polynomials are the method of choice for í>(x) in low-order FEM [15] , and have also been used in our earlier work [16] . The associated nodal points, x q , are chosen such that <S>p(x q ) = dpq, where d pq represents the Kronecker delta. This property implies that the discrete approximation, u 5 , of a function may be defined at x q in terms of the expansión coefficients
in other words, the expansión coefficients approximate the function at the set of the nodal points. However, experience with the low-order method has shown that the necessity to resolve structures associated with linear perturbations at modérate 7?e-numbers results in the need for rather fine grids, with all the consequent large memory and CPU time requirements [16] . It is then natural to seek an alternative high-order discretization, based on a modal expansión. The first characteristic of such an expansión is that there is no physical interpretation of the associated expansión coefficients. Second, modal expansión is hierarchical, meaning that the expansión set of order i 3 -1 is contained within the expansión set of order P; a modal expansión based on the Legendre polynomials L p (x) will be used in what follows. The key property of this expansión set is its orthogonality which, in addition to the hierarchical construction, leads to well-conditioned matrices [5] . Note that, for problems involving up to second-order differentiation, as those encountered herein, it is sufficient to guarantee that the approximate solution is in H l . Typically, in the finite element methods this is solved imposing a C° continuity between elemental regions, that is the global expansión modes are continuous everywhere in the solution domain while continuity in the derivatives is achieved at convergence [5] . Boundary and interior nodes are distinguished in this expansión: the former are equal to unity at one of the elemental boundaries and are zero at all other boundaries; the latter class of modes are non-zero only at the interior of each element and are zero along all boundaries. In the standard interval Q = {¿| -1<¿;<1} the p-type modal expansión is denoted by \¡i"(x) and is defined as It may be seen that the lowest expansión modes, \¡/Q{X) and \¡/ P (x),are the same as the low-order finite element expansión, these boundary modes being the only modes that are nonzero at the ends of the interval. The remaining interior modes are zero at the ends of the interval and increase in polynomial order. As a consequence of the orthogonality of the Legendre polynomials L p -\ (£) the stiffness and mass matrices are, respectively, tri-and penta-diagonal. The resulting discretization is denoted as spectral/hp element method [5] .
In an 1-D spectral/hp decomposition the global expansión basis is decomposed into elemental subdomains that can then be mapped into the standard interval [-1,1]. The polynomial basis is then defined in the standard región. To complete a Galerkin formulation it will be necessary to choose some form of numerical integration; for the purpose of the present work Gaussian quadrature is selected. The 1-D concept may be extended to múltiple dimensions in a straightforward manner. In two dimensions two standard regions, a quadrilateral or a triangle, may be used. All bases used in what follows can be expressed in terms of modified principal functions. In the quadrilateral expansión:
In the triangular expansión:
where \\> pq {v]2) l% defined slightly different to the ones in [5, p. 111 ]. In our case to have a perfect matching with the Legendre polynomials these basis functions are defined as:
In the standard quadrilateral región, the Cartesian coordinates (¿jj, ¿j 2 ) are bounded by constant limits
This is not the case in the standard triangular región, where the bounds of the Cartesian coordinates (¿j, ¿2) depend on each other, that is,
A means of developing a suitable tensorial-type basis within unstructured regions, such as the triangle, is suggested by Karniadakis and Sherwin [5] , in terms of a coordínate system in which the local coordinates have independent bounds. The advantage of such a system is that 1-D functions may be defined, upon which a multi-domain tensorial basis may be constructed. A suitable coordínate system, which describes the triangular región between constant independent limits, is defined by the transformation [5] 
1_< ;2
f2 = É2-(42)
The final step in constructing a multi-dimensional spectral/hp approximation is a mapping of every subdomain (element) into the corresponding standard región [-1,1] for the 1-D case, á 2 for the 2-D quadrilateral elements or ¡T 2 for the 2-D triangular elements.
Numerical aspects
In order to ensure stability of the finite element dicretization of all EVPs solved, the inf-sup compatibility condition must be satisfied by the discrete spaces in which disturbance velocity components and disturbance pressure are, respectively, discretized. In the present spectral/hp solution the standard approach is not strictly followed [17] , that is, the number of disturbance pressure modes has been kept one less than that of the disturbance velocities. The sparse structure of the operators has not been exploited, while all computations have been performed serially, on a 4.0 GHz Intel P-IV PC. Details particular to each problem are discussed next.
1-D EVP formulation and solution methodology.
The relatively small size of this problem permits the use of the direct QZ algorithm, as implemented in the LAPACK [18] library, for the recovery of the complete spectrum. The calculation time is composed of two tasks, the construction of the matrices, t m , and the solution of the generalized eigenvalue problem, t e . The number of complex matrix elements of A are
where n = -JÑ~e. The approximate memory needed (in Mb) in order to allocate the main matrix A with N e subdomains within p order of approximation is
This permits increasing the order of the polynomial approximation beyond p = 500, without encountering difficulties [19] in a typical modern personal computer. Nevertheless, it should be noted that the memory requirements increase quadratically with p and linearly with h, meaning that it is advantageous to increase the number of subdomains, keeping a modest valué of p, rather than increasing p in order to achieve convergence. This is an essential difference of the present approach compared with the earlier works on the same problem [19, 20] .
2-D Laplace EVP formulation and solution methodology.
Here too the QZ algorithm is used and the two main elements of CPU time consumption are again the time, t m , necessary to form the operators A and B and the time, t e , taken by the QZ algorithm. The operator A in this case is composed of
real elements, where n = *JÑ~l. The memory (in Mb) needed for the in-core storage of A for N e subdomains at order p is
Consequently, in this model 2-D EVP it becomes clear that the limitation of 4 Gb of available memory results in a p<150.
BiGlobal EVP formulation and solution methodology.
One of the particularities of the QZ algorithm in terms of memory requirements is its need to store both the discretized matrices A and B, as well as two more matrices of equal size, if the computation of eigenvectors is required. Since no sparsity information is used by this algorithm, it becomes clear that the in-core storage becomes a limiting factor for the solution of the BiGlobal EVP [3] . In this respect, for the problem at hand the iterative Arnoldi algorithm has been implemented and the linear systems that need to be solved at each iteration have been solved by a direct dense LU decomposition [18] . A Krylov subspace dimensión, m = 100, has been kept fixed at all computations presented in what follows. In the light of this, the total CPU time required for the solution of the BiGlobal EVP is composed of three parts, the time, t m , needed to calcúlate the operators A and B; the time, tuj, needed for the single LU decomposition of the A matrix at the beginning of the iteration; and the time, ÍA, needed for the Arnoldi algorithm. Regarding memory requirements (in Mb), the number of complex matrix elements needed to fill the dense operator A is
The memory requirements are
Consequently, the máximum allocatable problem in a typical 4 Gb RAM memory machine is determined by the condition N e p 2 <4096. It is worth noting that the computing cost in both CPU-time and memory requirements of the present spectral/hp methodology is similar to that of a spectral collocation solution of the complex EVP in the model problem solved [21] , the latter numerical methodology being ideally suited for regular geometry at hand. The present method is expected to become substantially more competitive in stability analyses of flows in less regular domains.
RESULTS
Several eigenvalue problems have been solved using the methodology discussed in the previous sections. The first is the classic linear instability of plañe Poiseuille flow [22] , which is addressed by the solution of the 1-D EVP in primitive-variables formulation. A model 2-D EVP with analytically known solutions [14] is solved next. The next two problems address BiGlobal linear instability in duct flows of rectangular and triangular cross-sections; the first of these is well-documented [21, 23] while the results in the latter problem are first obtained herein. A regularized cavity flow is analyzed next by a Bi-Global linear instability considering a regularized boundary condition for the base flow [24] . Finally, two curvilinear cross section intakes have also been solved for the first time, demonstrating the ability of the method to deal with non-regular geometries [25] .
Modal linear instability in plañe Poiseuille and Hagen-Poiseuille flows
Solution of the generalized eigenvalue (17) problem includes results of the classic Orr-Sommerfeld equation (OSE) as well as stable modes corresponding to Squire's equation [26] . Results of the solution to the OSE, obtained by a low-order FEM method, are available [19] and serve for comparisons against those obtained by the present high-order primitive-variables spectral/hp element. Both results will be compared with the standard reference for this problem [22] , which used spectral tau discretization and Chebyshev polynomials. Table I . Convergence of co v is achieved for p^60 and, in a manner analogous to that of earlier related (but single-domain) work [19] , no spurious eigenvalues have been encountered in the present combination of a Galerkin method and Legendre-polynomials basis functions. Figure 1 presents the critical eigenspectrum; making use of the possibility of the present method to increase the number of subdomains h, the polynomial degree approximation p needed to obtain converged eigenvalue results could be reduced, as also can be seen in Table I . Figure 1 also present the dependence of the eigenspectrum on p at the high Reynolds number valué T?e = 27000 [19] . The bifurcation appearing at the lower part of the spectrum at h/p = 2/100 is typical of lack of resolution for this (strongly damped) part of the S-family of eigenmodes [28] and disappears when increasing resolution by use of h/p = 2/150. Interestingly, higher quality results may be obtained by a single-domain computation, h/p = 1/200, than by a two-domain computation using the same nominal resolution, h/p = 2/100. Note also that results obtained point to algebraic convergence when increasing h at constant p, and exponential convergence when increasing p at constant h. Table II presents the dependence of the CPU time on h and p; it may be seen that this time depends on a power /^l of p, while only linear dependence of the CPU time consumed on h may be seen. From a point of view of efficiency, it is then preferable to attain convergence by increasing h at some moderately high p, rather than keeping h low (or unity) and use p in order to converge the eigenvalues; while the CPU times involved in the solution of the present 1-D EVP are low, this rule-of-thumb will be useful in solving multi-dimensional Table I . Most unstable eigenvalue obtained at critical conditions (Re = 5112.22, tx= 1.02056) of the plañe Poiseuille flow PPF and at (Re= 1000, tx= 1.0) of the Hagen-Poiseuille flow HPF using different combinations of h and p. Reference results are m = (5.9E-10,0.26400174) [22] for the PPF and w = (-0.07086,0.84675) [27] for the HPF. EVPs. Changing from cartesian to polar coordinates, the same code has been used to calcúlate the axisymmetric eigenvalues of the Hagen-Poiseuille flow, see Table I . In this case the singularities at r = 0 are avoided due to the use of Gauss points for the quadrature.
2-D-Laplace eigenvalue problem
The 2-D Laplace operator is at the heart of the linear operator describing small-amplitude BiGlobal instabilities. As such, the example solved in this section demonstrates the extensibility of the algorithms discussed in múltiple dimensions and gain experience on a problem, the solution of which is known analytically. In particular, when / = 0, (18) and (19) may be solved by separation of variables, the eigenvalues being (n 2 /4)(i 2 + j 2 ) i, j = 1,2,3.... Table III demonstrates that a rather low valué of the polynomial is capable of delivering the analytical result, while /i-refinement plays a minor role in obtaining convergence. Still, order-of-magnitude reduction of the residuals is noticeable when doubling the number of domains, at the same constant p=4. The generalization of this case for bigger domains has been also calculated and the expected eigenvalues are obtained, these eigenvalues are equal to the L = 1 case but divided into L 2 . On the other hand, in the cases / =¿= 0 the discrete matrix is less well-conditioned and substantially higher producís hxp have to be used in order to converge the eigenvalues. Results not presented at low h valúes demónstrate that, increasing p at constant h delivers convergence. However, (46) shows that increasing p is less efficient in terms of memory requirements and associated CPU time demands than increasing h, the dependence of the memory on p being quartic and that on h being quadratic. As such, it is preferable to seek converged results by increasing h at a modérate p. Contour plots of the first four eigenvectors of the /^0 problem are shown in Figure 2 ; 
x\,X2,xj,) = (y,z,x), k = tx, (ü\,Ü2,ü^) = (v, w,ü)
. The algorithms exposed have been applied to study the stability of the classic Hagen Poiseuille flow (HPF). While, from a physical point of view, this is probably the most prominent example of failure of modal linear theory to predict transition, the corresponding 1-D eigenvalue problem (of the Orr-Sommerfeld class) has been studied exhaustively over the years [27, 29] , thus serving for the present validation work. The analytically known basic flow, ü = 1 -r 2 , has been recovered on the same unstructured mesh as that on which the BiGlobal instability analysis has been performed. Results on the eigenvalues of the two least-damped eigenmodes presented by Lessen [29] and Salwen [27] at four Reynolds numbers are shown in Table V , where excellent agreement with those results may be seen. The corresponding amplitude functions are shown in Figure 3 . The mesh utilized is superimposed in these figures, in which the following result of significance deserves further discussion. The mesh utilized has only one square element that has been mapped into a circumference [5] , in which the following result of significance deserves further discussion. It must be remarked that without this curvilinear transformation it is extremely difficult to get an accurate approximation to the valúes found in the literature [27, 29] , the only alternative could be approximating the circumference by straight lines but a very large number of elements should be used. This justifies the use of curvilinear transformations in those problems where complex geometries are analyzed. It must be remarked that using a single element in a circular pipe could be potentially problematic. When two curved edges in a quadrilateral element meet at a vértex with a continuous tangent the Jacobian of the mapping becomes singular. In our case the singularity is avoided by the use of quadrature rule that does not contain the boundary points like the Gauss' quadrature rule. This means that with this particular mapping the convergence rate could be affected.
In the context of classic linear stability theory, studied by numerical solution of the OrrSommerfeld equation, axial and azimuthal spatial homogeneity is assumed. The parameters of the problem are the Reynolds number, Re, and the axial and azimuthal wave numbers, a and n. At each Reynolds number, this theory obtains the amplitude functions of the eigenmodes as 1-D function of the radial coordínate and uses its Ansatz in order to reconstruct the spatial structure of the eigenmode. The eigenmodes of Figure 3 are identified as modes n = í within the Orr-Sommerfeld theory, on account of the single-lobe structure of the amplitude functions. At each Re and a within an Orr-Sommerfeld context, such results would have been obtained by the solution of an eigenvalue problem at Re = 100, a=l; n = í. In addition, the eigenvalue problems corresponding to w = 0, «^2 would need to be solved for a complete picture of the instability to be obtained at these Re and a valúes. Table V at Re =100, a= 1. Left to right column: Dt{¡5i}, Ot{á 2 } (Upper row), Dt{w 3 }, 3{¡5i} (Middle row) and 3{¿Í2}, %{üj,} (Lower row). The mesh superposed shows the Gauss points used for the quadrature calculations in the single curved element (h= 1) that covers the entire domain.
By contrast, BiGlobal instability analysis only assumes axial homogeneity and resolves the entire plañe normal to this direction. Its parameters are Re and a, i.e. are reduced by one compared with the classic theory. Within a BiGlobal context one solves one eigenvalue problem at each pair of Re and a and the results known from classic Orr-Sommerfeld to correspond to distinct n valúes may be identified in the BiGlobal eigenspectrum on account of the structure of the eigenfunction. In other words, it is stressed that both axisymmetric (n = 0) and multiple-lobed structures recovered in the eigenmodes of Figure 3 are the results of the BiGlobal analysis, not an assumption.
Rectangular ductflow.
Turning to the rectangular duct problem, the stability of which was first solved by Tatsumi and Yoshimura [23] is now going to be analyzed by the present method. Although spectral collocation would be an obvious option in order to discretize the spatial operator, in this case many other possibilities are available if spectral elements are used. A single element with increasing polynomial order has been used for the first convergence analysis, also other centered quadrilateral meshes and even hybrid meshes have been used for both the basic fiow calculations and the instability analyses. The existence of a steady basic state implies stability of the 2-D (a = 0) eigenmodes, such that the objective of the analysis becomes interrogation of the fiow with respect to its stability to 3-D (a^O) small-amplitude perturbations. Unlike the seminal work of Tatsumi and Yoshimura [23] on this problem the symmetries of the basic state have not been exploited in the instability analysis. The complex EVP to be solved here is (35), for which no reduction to a real problem is possible. The single component of the basic fiow velocity vector, (0,0, ü(y,zj), is obtained from numerical solution (also using an spectral/hp element discretization) of the Poisson problem
the máximum valué of the basic state obtained has been used to normalize ü. Note that using the meshes necessary for convergence of the instability analysis results, the numerically obtained solution is identical with the (also numerically obtained) analytical solution of (49), see [30] í-y
To confirm the spectral convergence of the method a single element mesh was studied for different polynomial order approximations at different Reynolds numbers. Results are presented in Table VI where the good convergence properties can be appreciated. In this case the base fiow was calculated analytically by the expression (51). Error analysis of the damping rate and frequency results, using the valúes provided by a well-validated spectral collocation code [21] as a reference, show that convergence of the leading eigenvalue is obtained at a modérate polynomial order, p = 14, and the relative error of the eigenvalue obtained compared with the spectral collocation result [21] of the same cEVP is of 0(1O -6 ). Results displayed in Figure 4 demónstrate exponential convergence.
A similar instability analysis have been repeated with an unstructured mesh using a baseflow coming from the solution of (49) in the square duct at Re = 100,1000, 10 000, results are presented in Table VII where good accuracy has been obtained for the leading eigenmode increasing the p valué and keeping h with a constant valué. Finally, the computational solution in the general hybrid mesh described above has been also performed. The amplitude function of the leading damped eigenmode at Re = 100,tx=l can be seen in Figure 5 .
In Table IX computational times are measured versus h and p. In this case the only geometrical degree of freedom that is present is the possibility of changing the aspect ratio AR, one of the critical points studied by [21, 23] has also been calculated, that is Re= 10400, a = 0.91, AR = 5. The mesh used for the calculation is a 16(4x4) element structured mesh with four elements per row and column. Calculations were done for two different polynomial approximations, obtaining for p = 18 a imaginary part co¡ = 0.2126994i and for p = 20 co¡ = 0.2115566Í, where good agreement can be appreciated [21] co¡ = 0.21167L The eigenvector corresponding to the critical mode is also shown in Figure 6 .
The situation as far as the efficiency of the numerical approach is concerned changes as the Reynolds number increases. It is known that increasingly larger grids will be necessary in order to resolve the increasingly finer structures appearing as Re increases.
Triangular ductflow.
Two different triangular cross-section geometries have been analyzed. The first triangular duct Tí, which can be named as the canonical triangle in the spectral element TI geometry the baseflow comes from the solution of the Poisson problem, in the second case T2 the exact solution is used as the baseflow. In Figure 8 the eigenvectors corresponding to the leading damped mode the TI case at Re= 100 and a=l. To validate this case, the same triangular duct was also analyzed with a second-order code with 23 208 nodes and the same eigenvalues and eigenvectors were obtained. Table VIII shows instability analysis results for the triangle T2 at two different Reynolds numbers fle=10 2 ,10 3 , using a single triangular element, h = í, and an increasing polynomial degree, p, in order to obtain convergence. These results, completed with Re = 10 4 , are also represented in Figure 7 where the expected convergence properties can be appreciated. It must be remarked that these triangles have less área Arean =0.5 and Arear2 = 1 than any of the ducts analyzed and that is the reason because for the same h and p less error can be obtained, this way good convergence has been obtained even for relatively high Reynolds numbers, [16, 24] :(Í-(2X-4)18)2 at y = í, The lid velocity is regularized (53) while «=0on the other three and v = 0 on all four cavity boundaries. Other regularization possibilities exist, notably the well-tested approximation of the singular LDC presented in [31] , but have not been used here. It is worth noting that regularization of the boundary conditions in the cavity problem is essential in order to obtain a well-posed problem and avoid having to enter into the somewhat artificial debate found in the literature on the critical conditions for instability (cf. Poliashenko and Aidun [32] and related subsequent work) of a singular basic flow.
It must be also remarked that as we said at the end of Section 2.1 the complex operator A could be transformed into a real one.
In order to ensure spatial convergence, a collocation Chebyshev spectral code has been used for the basefiow calculation, see details in [3] . The mesh considered for this particular case has [64 x 64] Gauss-Lobato collocation points.
With respect to the basefiow convergence in time, the relative tolerance Emax{|/ ! (í + Aí)-/Hí)l}<10- 15 (54) toh has been used, where f¡ is the local valué in a node i of any flow quantity.
The instability problem in the regularized rectangular LDC has been solved by employing an EVP methodology based on numerical solution of (27)- (30) with a spectral/hp element discretization. In addition, a spectral collocation algorithm [21, 33] has been used for comparisons. Three Reynolds numbers were used in our simulations, two of them are stable Re = 200, 800, and the other unstable 7?e = 1000. Different from the former problems presented, the grid has five elements h = 5 distributed in a non-cartesian way. Four trapezoidal elements have been set around a central square element. This kind of centered meshes are often used in vortex stability calculations and it was a challenge to study their adequacy in cavity problems. Convergence results are presented Triangular duct; Error in eigenvalue (a at a = 1 Figure 7 . Convergence of the real and imaginary parts of co in the triangular duct T2 at Re =100, 1000, 10 000 and <x=l.
for a certain región of the spectrum for 7?e=1000 and 7?e = 800, see Figure 10 , in particular for the most unstable mode at ¡i = 1.5 good converge rate may be seen in Table X for both Reynolds numbers when the valué of the polynomial order p is increased. Interestingly, at this Reynolds number the regularization condition (53) results in a general stabilization of the global eigenmodes, especially at large /? valúes, when compared with the standard LDC flow, in which the singular boundary condition ü(x,y = \) = \ is used in the place of (53). This result is in line with the analogous prediction of Theofilis [33] , who analyzed a family of regularized profiles of the class discussed here. In addition, the frequency of the leading eigenmode is lower in the regularized compared with the singular LDC connguration; this effect also appears with the low-order finite element approximation [16] . The spatial distribution of the amplitude functions are qualitatively analogous; that of the leading eigenmode in the regularized LDC flow at (Re, p) = (1000,17) is shown in Figure 12 .
A consequence of the difference in amplification/damping rates among different cavity configurations is the increase of the linear critical Reynolds number pertinent to all known modes of the singular LDC, SI, TI, T2 and T3 [33] . In particular, with the regularization condition (53) the only two unstable modes were found at 7?e = 1000 in the range jSe [3, 25] see Figure 11 , while no unstable mode was found at 7?e = 1000 with the boundary condition described in [16] . Decreasing the Reynolds number to 800 genérate the stabilization of the two unstable modes that were found at 7?e = 1000 with the (53) boundary condition. The dependence of the amplification rates of these modes, TI and SI, on the spanwise wavenumber /? are shown in Figure 11 for different Reynolds numbers.
Finally, in Figure 9 the convergence rate of the least stable eigenvalue at Re = 200, jS = 7.5 is represented. It is remarkable that the good convergence properties are obtained in a problem where the baseflow and the analysis are performed with different codes and different meshes.
Curvilinear intakes.
As all geometries presented up to this point are composed of a combination of straight lines or circumferences, it is desirable to cióse this analysis by performing a original complex geometry never analyzed before. The intake cross-sections are simplifications of real geometries, constructed using polygons and circumference ares; all corners are replaced by circular ares. The first intake ini is relevant for motor racing and has the shape of an isósceles triangle. The second intake Í112 is a model of those found on fighter aircraft and it is constructed as intersections of different-radii circles. The radii of the circular intake Í112 are replaced by secant circular ares. All corners are filleted with the same curvature radium r. The geometric parameters used, defined in Figure 13 , are shown in Table XI . The meshes used for both intakes are shown in Figure 13 where it must be pointed out that no symmetry assumption has been taken into account. First, BiGlobal instability analyses have been performed for intake ini. Ten equispaced wavelengths from 1 to 10 have been analyzed at two different Reynolds numbers, Re =100 and Re= 1000. Figure 14 presents the dependence of the damping rate and frequency on the streamwise wavenumber, indicating that a=3 is the least stable wavelength. Figure 15 shows the amplitude functions of the disturbance velocity components pertaining to the leading (least damped) eigenmode at Re= 100 and a= 3. The Reynolds number has then been increased an order of magnitude up to 7?e=1000 and a similar analysis has been performed. Figure 14 also presents the dependence of the damping rate and frequency on the streamwise wavenumber, indicating that when Figure 13 . The two intake models analyzed, denoted as 'tai' and ' 1112' ; the valúes of the respective parameters are shown in Table XI . Hybrid (triangles and quadrilaterals) meshes used for the two intakes models, denoted as 'ini' and ' 1112' ; Gauss point grid (thin lines) and element grid (thick lines) [25] . Table XI . Geometrical definition (a,b,f) and flow parameters (peak velocity, volume flux and área) of the intake models. Comparing with the Re=\00 case, it is possible to confirm that the absolute valué of the damping rate decreases an order of magnitude something that could be qualitatively expected. Figure 15 shows the amplitude functions of the disturbance velocity components pertaining to the leading (least damped) eigenmode at 7? e = 1000 and a = 1. The expected tightening of the structures associated with the increase of the Reynolds number may be appreciated in these results. While the first intake ini analyzed had a combination of straight lines and rounded corners, the second intake in2 has a completely curved perimeter. In order to perform an accurate calculation the analytical equation that describes the perimeter must be included as input information for the code. Figure 16 presents the dependence of the damping rate and frequency on the streamwise wavenumber at Re = 100, indicating that a = 3 is again the least stable wavelength. Comparing this result with the first intake we can see a slight decrease on the absolute valué of the damping and Re= 1000 (lower) for 'in2'.
rate which means that the geometric change tumed the intake hi2 into a less stable mode for the same Reynolds number. Figure 17 shows the amplitude functions of the disturbance velocity components pertaining to the leading (least damped) eigenmode at Re = 100 and a= 3. Analogous results are produced when the Reynolds number is increased to 7?e=1000 for the second intake Í112, that is, less stable than the corresponding of both, the second intake Í112 at Re =100 and the first intake ini at Re= 1000. Figure 16 shows the dependence of the damping rate and frequeney on the streamwise wavenumber. The mode corresponding to the least stable case can be found in 17. The symmetries in these results, existing on account of those of the corresponding basic state, are clearly visible. In line with the Hagen-Poiseuille flow analyzed earlier, these symmetries have not been imposed in the solution of the BiGlobal eigenvalue problem. However, exploitation of the symmetries is one obvious means of reducing the rather demanding memory requirements for the spectral/hp element method solution of the BiGlobal EVP as the Reynolds number increases.
DISCUSSION
In summary, the instability analysis examples presented establish the proposed methodology as a viable alternative to spectral collocation computations of BiGlobal instability in regular domains. The newly developed algorithms have a decisive advantage over the latter methodology when it comes to flexibility in handling geometric complexity. The proposed spectral/hp approach has been shown to combine aecuracy and flexibility. Comparisons regarding the efficieney of the aforementioned established and the newly proposed methods, especially in terms of recovery of a wide window of the eigenspectrum, will be shown elsewhere. On the other hand, computational efficieney considerations aside, once sufficient resolution is provided, the method is capable of providing results in very good agreement with the established spectral computations.
