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Abstract
Meshfree methods have attracted much attention for the development and their ap-
plications in the recent years. The methods are commonly formulated using the
Moving Least Squares (MLS) methods. The interpolation version of the methods is
determined by introducing the singular weight functions for constructing the shape
functions and called as Interpolating Moving Least Squares (IMLS) methods. Since
the shape functions of the IMLS interpolants satisfy the Kronecker delta, the IMLS
methods have the property of nodal interpolation. For more information of the
IMLS method the explicit formulae of the derivatives of the IMLS interpolants are
derived. The methods are applied to a linear scalar conservation law with the Euler
and Lax-Wendroﬀ time discretizations.
The higher order schemes are presented employing a Taylor series expansion.
The ﬁeld variables and their successive derivatives are reconstructed using the IMLS
methods. An analysis of the 퐿2-norm of this method is given. The Weighted Essen-
tially Non-Oscillatory (WENO) schemes are adopted in the new schemes to prevent
spurious oscillation. Our new methods based on staggered grids are discretized on
space and the central Runge-Kutta schemes are used for time integration. Numerical
results show that our new methods achieve the expected accuracy from an analy-
sis of 퐿2-norm. Representative simulations show that the proposed methods are
applicable to hyperbolic conservation laws.
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Kurzfassung
In den letzten Jahren stieg das Interesse fu¨r die Entwicklung und Anwendung der net-
zfreien Verfahren an. Diese Verfahren basieren im Allgemeinen auf der Moving Least
Square (MLS) Methode. Die interpolierende Form wird durch die Einfu¨hrung einer
singula¨ren gewichteten Funktion bestimmt, um eine Kernfunktion, die so genan-
nte IMLS Methode, aufzubauen. Die IMLS Methode mit ihrer Kernfunktion erfu¨llt
die Kronecker Delta Eigenschaft und besitzt zugleich die Merkmale der Knoten-
Interpolation. Um die IMLS Methode genauer zu untersuchen, wird die explizite
Formel der IMLS Ableitung hergeleitet. Diese Verfahren ﬁnden in den linearen
skalaren Erhaltungssa¨tzen mit Euler- und Lax-Wendroﬀ- Zeitintegration Anwen-
dung.
Ein Verfahren ho¨herer Ordnung wird u¨ber der Taylor Entwicklung vorgestellt.
Dabei werden die Variablen und die aufeinander folgenden Ableitungen anhand
der IMLS Methode rekonstruiert. Eine Analyse der 퐿2-Norm der Methode wird
dargestellt. Die gewichteten wesentlich nichtoszillierenden Verfahren werden an die
neue Methode angepasst um Oszillationen zu vermeiden. Das neue Verfahren, das
auf versetzten Gittern basiert, wird fu¨r die Raum-Diskretisierung, und die zentrale
Runge-Kutta Verfahren fu¨r die Zeit-Integration benutzt. Die numerischen Ergeb-
nisse dieser Methode zeigen eine der 퐿2-Norm-Analyse entsprechende Genauigkeit.
Repra¨sentative Simulationen zeigen, dass die vorgeschlagene Methode auf hyper-
bolische Erhaltungsgleichungen angewendet werden kann.
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Chapter 1
Introduction
1.1 Hyperbolic conservation laws
Hyperbolic conservation laws in one dimension are partial diﬀerential equations of
the form
∂푢
∂푡
+
∂
∂푥
푓(푢) = 0 (1.1)
where 푢(푥, 푡) ∈ ℝ푠 is a 푠-dimensional vector of unknown functions and 푓 : ℝ푠 → ℝ푠
is a vector of ﬂux function. If all eigenvalues of Jacobian matrix 푓 ′(푢) are real and
distinct, then the system (1.1) is called strictly hyperbolic. Integrating (1.1) with
respect to 푥 and 푡 from 푥1 to 푥2 and 푡1 to 푡2 respectively, the result is∫ 푥2
푥1
푢(푥, 푡2)푑푥−
∫ 푥2
푥1
푢(푥, 푡1)푑푥 = −
(∫ 푡2
푡1
푓(푢(푥2, 푡))푑푡−
∫ 푡2
푡1
푓(푢(푥1, 푡))푑푡
)
. (1.2)
The above equation is called the integral form of conservation law (1.1). The physical
meaning of integral conservation (1.2) is that the change in the amount of ﬁeld
variable 푢 in the interval [푥1, 푥2] between 푡1 and 푡2 is corresponding to the ﬂux of
the ﬁeld variable across the boundaries 푥 = 푥1 and 푥 = 푥2 during the time interval
from 푡 = 푡1 to 푡 = 푡2.
As some examples of conservation laws in this study, the following equations will be
discussed.
1. Linear advection equation
A simple example of a scalar conservation law is a linear advection equation
which is obtained by setting the ﬂux 푓(푢) = 푎푢 in (1.1). Rewrite the equation
as
푢푡 + 푎푢푥 = 0 (1.3)
and assume that the initial condition is smooth 푢(푥, 0) = 푢0(푥). Then the exact
solution of (1.3) is simply obtained by method of characteristics [MM94], [LeV99].
The solution is
푢(푥, 푡) = 푢0(푥− 푎푡). (1.4)
for 푡 ≥ 0. This initial data moves to the right when 푎 > 0 and to the left
when 푎 < 0 with the velocity 푎. The solution 푢(푥, 푡) is constant along the
characteristics which obey the equation 푥−푎푡 = 푥0. These ideas are illustrated
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t
x
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a > 0
t = 0 t > 0
u
x
(b) Evolution
Figure 1.1 Characteristics in linear advection equation
in Figure 1.1
2. Burgers’ equation
Burgers’ equation is the most famous model problem in nonlinear scalar hy-
perbolic conservation laws. Assume 푓(푢) in (1.1) is a nonlinear function of 푢
and 푓 is a convex function, 푓 ′′(푢) > 0 for all 푢, the well-known nonlinear scalar
Burgers’ equation is demonstrated by setting 푓(푢) = 12푢
2 in (1.1). Then (1.1)
becomes
∂푢
∂푡
+
∂
∂푥
(
1
2
푢2
)
= 0. (1.5)
This above equation is called inviscid Burgers’ equation. In this case, the
characteristic speed is equal to 푢. For limit time, a solution can be obtained
by method of characteristics, i.e., 푢(푥, 푡) = 푢0(푥 − 푡푢(푥, 푡)) where 푢0 is the
initial data. But for increasing time the solution may be not unique because of
the behaviour of the characteristics. When the characteristics ﬁrst intersect at
time 푇푏, the function 푢(푥, 푡) has no classical solution of hyperbolic PDE. The
time at which the characteristics ﬁrst intersect at 푡 = 푇푏 is called the breaking
point and given as 푇푏 = − 1min푢′0(푥) . The weak solution becomes discontinuities.
If 푢푙 >
푑푥
푑푡 > 푢푟 where
푑푥
푑푡 is the speed of propagation of the discontinuity, a
discontinuity will be a shock. The jump condition or the Rankine-Hugonoit
(RH) condition is a condition that the weak solution must satisfy across the
RH condition. This condition is given as
푑푥
푑푡
=
푓(푢푙)− 푓(푢푟)
푢푙 − 푢푟 . (1.6)
Another weak solution is the rarefaction wave in which the discontinuity prop-
agates with the speed 푑푥푑푡 . We display an example of the behaviour of Burgers’
1.1 Hyperbolic conservation laws 3
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(a) Convex ﬂux
x
t
rarefaction shock line
(b) characteristics
Figure 1.2 Burgers’ equation
equation in Figure 1.2.
By introducing the vanishing viscosity, 휖∂
2푢
∂푥2
, to the right hand side of (1.5),
one can obtain the correct physical solutions. Another approach to ﬁnd the
solution of Burgers’ equation in the limit 휖→ 0 is due to the concept of entropy
conditions. The detailed description about the solutions of Burgers’ equation
can be founded in [LeV99, Tho99].
3. Buckley-Leverett equation.
It is another form of nonlinear hyperbolic problems in which the ﬂux function
is non-convex as shown in Figure 1.3(a). The ﬂux function we use in this study
is of the form
푓(푢) =
푢2
푢2 + 푎(1− 푢)2 , (1.7)
where 푎 is a constant. Figure 1.3(b) shows the sketch of the characteristics for
Buckley-Leverett equation with the initial values 푢푙 = 1 and 푢푟 = 0.
4. Euler equations.
Euler equations govern physical behavior of the conservation laws of mass,
momentum, and energy in the ﬁeld of gas dynamics. The formulation of Euler
equations in diﬀerential form can basically be classiﬁed by the choice of the de-
pendent variables, i.e., the conservative variables, the characteristic variables,
and the primitive variable variables.
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Figure 1.3 Buckley-Leverett equation
In conservation form, the equations are expressed in the vectors of conservative
variables composed by density, momentum, and total energy which are written
by using the vector notation as
∂u
∂푡
+
∂
∂푥
f(u) = 0, (1.8)
where the conserved quantities u and f(u) are as follows
u =
⎛⎜⎝ 휌휌푢
휌푒
⎞⎟⎠ and f(u) =
⎛⎜⎝ 휌푢휌푢2 + 푝
푢(휌푒+ 푝)
⎞⎟⎠, where 휌 is density, 푢 is velocity, 푝
is pressure, and 푒 is energy. Next, the equation of state is needed to calculate
the pressure associated with the density, velocity, and enegy which can be
speciﬁed as
푝 = (훾 − 1)
(
휌푒− 1
2
휌푢2
)
(1.9)
with the ratio of speciﬁc heat 훾 = 1.4. In order to transform the conservation
form to characteristic form, it is nescessary to rewrite (1.8) into quasi-linear
form
∂u
∂푡
+ A
∂
∂푥
u = 0, (1.10)
where A = ∂f(u)∂u is the ﬂux Jacobian matrix and is given by
A =
⎛⎜⎝ 0 1 0훾−32 푢2 (3− 훾)푢 훾 − 1
−훾푢푒+ (훾 − 1)푢3 훾푒− 32(훾 − 1)푢2 훾푢
⎞⎟⎠ . (1.11)
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Using the relation f′(u) = A(u) = 푄푉 푄−1 where
푄−1 =
⎛⎜⎜⎝
1− 훾−12 푢
2
푐2
(훾 − 1) 푢
푐2
−훾−1
푐2
1
휌푐
(
훾−1
2 푢
2 − 푢푐
)
1
휌푐(푐− 푢(훾 − 1)) 훾−1휌푐
− 1휌푐
(
훾−1
2 푢
2 + 푢푐
)
1
휌푐(푐+ 푢(훾 − 1)) −훾−1휌푐
⎞⎟⎟⎠
푄 =
⎛⎜⎜⎝
1 휌2푐 − 휌2푐
푢 휌2푐(푢+ 푐) − 휌2푐(푢− 푐)
푢2
2
휌
2푐
(
푢2
2 + 푢푐+
푐2
훾−1
)
− 휌2푐
(
푢2
2 − 푢푐+ 푐
2
훾−1
)
⎞⎟⎟⎠
푉 =
∣∣∣∣∣∣∣
푢 0 0
0 푢+ 푐 0
0 0 푢− 푐
∣∣∣∣∣∣∣ and 푐 is the speed of sound 푐2 = 훾푝휌 , then the new
form of the Euler equations is formulated by setting w = 푄−1u
∂w
∂푡
+ 푉
∂
∂푥
w = 0, (1.12)
and these equations have been separated into three scalar equations of the
form
∂푤푖
∂푡
+ 푣푖
∂
∂푥
푤푖 = 0. (1.13)
The elements of w are known as characteristic variables. Each characteristic
variable satisﬁes the linear advection equation with the velocity which is given
by the eigenvalues, 휆푖, of the ﬂux Jacobian matrix.
The last form of the Euler equations is described in the primitive variables
that are density, pressure, and velocity. By deﬁning the vector of primitive
variables as 푅 =
⎛⎜⎝ 휌푢
푝
⎞⎟⎠, then the primitive form of the Euler equations can
be written as
∂푅
∂푡
+ 퐶
∂푅
∂푥
= 0, (1.14)
where
퐶 = 푀−1A푀 =
∣∣∣∣∣∣∣
푢 휌 0
0 푢 1휌
0 휌푐2 푢
∣∣∣∣∣∣∣ .
And the matrices 푀−1 and 푀 are given by
푀 =
⎛⎜⎝ 1 0 0푢 휌 0
푢2
2 휌푢
1
훾−1
⎞⎟⎠
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푀−1 =
⎛⎜⎝ 1 0 0−푢휌 1휌 0
(훾−1)푢2
2 −(훾 − 1)푢 훾 − 1
⎞⎟⎠ .
More information and details about hyperbolic conservation laws can be founded
in [GR96, Hir90, Lan98, LeV99, LeV02, Tho99].
1.2 Discretization
Numerical solutions of the diﬀerential equations are usually formulated by discretiz-
ing in both space and time.
1. Time integration.
Rewrite (1.1) as
푢푡 = 퐿(푣) = −푓(푢)푥, (1.15)
in case of time integration we substitute the partial diﬀerential operators for
the time derivative in (1.15) with diﬀerence expression as follows:
(a) First order Euler method
푢푛+1푖 = 푢
푛
푖 + Δ푡L푖(푢
푛). (1.16)
This method will be studied in Chapter 4, section 4.2.
(b) Second order Lax-Wendroﬀ method
We derive the Lax-Wendroﬀ method by expanding a Taylor series in the
variable 푡, giving
푢(푥, 푡+ Δ푡) = 푢(푥, 푡) + Δ푡푢푡(푥, 푡) +
Δ푡2
2
푢푡푡(푥, 푡) +푂(Δ푡)
3. (1.17)
Then we convert the 푡-derivatives into 푥-derivatives by using the diﬀeren-
tial equation (1.1). This method will be studied in Chapter 4, section 4.2.
(c) The second and the third order TVB Runge-Kutta scheme
The details of both schemes will be presented in Chapter 6, section 6.3.
2. CFL condition.
CFL condition is a necessary but not suﬃcient condition for numerical stability.
This condition was ﬁrst introduced by Courant, Friedrichs, and Lewy and was
applied to FDMs for PDEs in 1928. The condition states that the domain
of dependence of the discrete problem includes the domain of dependence of
PDEs as the size of diﬀerence steps goes to zero [LeV99]. For the numerical
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schemes based on non-stagered grid see Figure 1.4(a), the CFL condition
휆 =
∣∣∣∣푎Δ푡ℎ
∣∣∣∣ ≤ 1, (1.18)
must be satisﬁes where 푎 = max
1≤푖≤푑
∣푣푖∣ is the spectral radius of Jacobian matrix
A in (1.11), 푣푖 denoting the 푖-th eigenvalue. In case of the methods based on
staggered grid see Figure 1.4(b), the CFL condition is
휆 =
∣∣∣∣푎Δ푡ℎ
∣∣∣∣ ≤ 12 . (1.19)
x
t
j1j − 1j +
n
1n −
1n +
(a) Non-staggered grid
x
t
j1j − 1j +
n
1n −
1n +
1
2
n +
1
2
n −
(b) Staggered grid
Figure 1.4 Discretization in space and time
3. Spatial discretization.
The classical famous numerical schemes which depend on mesh-based dis-
cretization methods such as FDM (Finite Diﬀerence Method), FEM (Finite
Element Method), and FVM (Finite Volume Method) have been widely used
in science and engineering. In these methods, the domain of problem is dis-
cretized into meshes. Although these traditional mesh-based methods are ro-
bust and have been thoroughly developed for many engineering problems, there
are still some limitations. For example, problems with distorted meshes require
adaptive procedures which are very costly and time consuming. Therefore, the
new method for decreasing or at least facilitating this limitation is introduced
in the concept of Meshfree or Meshless method. More detail of this method
will be presented in the next section.
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(a) Mesh-based method (b) Meshfree method
Figure 1.5 Spatial discretization
1.3 Meshfree Method
Meshfree methods for numerical analysis and computation of partial diﬀerential
equations are popularly known and were developed over the last decade. The meth-
ods approximate partial diﬀerential equations based only on a set of nodes without
the need for an additional mesh, see Figure 1.5(b). Traditional mesh-based meth-
ods, such as ﬁnite diﬀerence, ﬁnite element, or ﬁnite volume methods, require a
predeﬁnition of the node connectivity because they depend on the meshes, see Fig-
ure 1.5(a). Creation and/or remeshing of these meshes becomes a diﬃcult task for
high-dimensional problems and for the complex geometry for the domain of interest.
Mesh generators need a large consuming time of any mesh-based methods. Because
meshfree methods are based only on a set of independent nodes, the costs of mesh
generations are eliminated. This is why meshfree methods become an alternative
choice of the numerical tools. Nowadays there is a huge number of diﬀerent meshfree
methods but here we only give a brief overview of the common methods. A good
overview of meshfree methods is given in [BKFK96, Fri03].
The deﬁnition of meshfree method is given by Idelsohn et al. [IOCP03] as follows
Deﬁnition 1. A meshless or meshfree method is an algorithm that satisﬁes both of
the following statements:
1. the deﬁnition of the shape functions depends only on the node positions.
2. the evaluation of the nodes connectivity is bounded in time and its depends
exclusively on the total number of nodes in the domain.
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In practice meshfree methods are more time consuming than mesh-based meth-
ods. Because for every integration node on the domain of interest the neighbor-
ing nodes have to be determined and several operations are necessary to compute
the shape functions. The construction of the shape functions can mainly seper-
ate into two groups. First, the shape functions are constructed by using Moving
Least Squares (MLS) methods which are ﬁrstly introduced by Lancaster and Salka-
uskas [LS81]. The other construction is that it uses the Reproducing Kernel Particle
Methods (RKPM) for the determination of the shape functions. The RKPM have
been introduced by Liu et al. [LJZ95]. The concept of the MLS method is using a
local least squares approximation around a ﬁxed point. In general, the RKPM are
a class of operators that reproduce the function itself through integration over the
domain [Fri03]. An overview of the RKPM is given in [LCJ+96].
Based on the computational formulation, meshfree methods can be largely grouped
for solving partial diﬀerential equations into three categories as follows:
1.3.1 Method based on strong form
An attractive property of this formulation is that it is simple to code and to imple-
ment because of missing requirement of integration. Moreover, it is really meshfree
because it requires no mesh generators. The following methos are some of meshfree
methods in the strong form.
1. Smooth Particle Hydrodynamics (SPH)
The SPH was invented by Lucy [Luc93], Gingold and Monagham [GM77] to
model astrophysical problems. The SPH is a meshfree particle-based method
in which discrete particle properties are smoothed by a kernel function. The
approximation of functions is done using a quadrature rule approximating in-
tegrals [Nid05]. A major attractive of the SPH techniques is that the require-
ment of computational grids is removed when computing spatial derivatives.
Instead, an estimate of the derivatives is found by an exact derivative of an
approximate function [Mon05]. A drawback of the classical SPH is that it
is not able to reproduce constant function on the entire domain because the
method has no the property of partition of unity. This problem was noticed by
Liu et al. [LJZ95]. They improved the method to fulﬁll the consistency, or the
completeness with the use of a correction function and called as a corrective
SPH. The concept of a corrective SPH is to construct a corrective kernel, a
product of the corrective function with the original kernel [LL02]. This new
method is konwn as the RKPM. The SPH techniques have been applied to
several classes of problems such as surface ﬂow [Mon94, MFZ97], explosion
phenomenon [LLL97], heat conduction [CM97, CM99, ZB04], etc.
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2. Meshfree collocation method
Several techniques have been proposed in the meshfree collocation methods.
The Finite Point Method (FPM) [OIZT96] is based on a weigth least square
interpolation of point data to construct the smooth approximations of func-
tions. The Radial Point Collocation Method (RPCM) [WL02] is formulated
using Gaussian and multiquadric radial basis functions [Kan90a]. The nu-
merical techniques through radial basis functions have been developed in the
application of partial diﬀerential equations by Kansa [Kan90a, Kan90b]. More
information about radial basis functions and their applications in a class of
meshfree methods are given in [Fas07]. Another approach of meshfree collo-
cation methods based on the RKPM for constructing the shape functions is
given in [Alu00, AL01].
3. Generalized Finite Diﬀerence Method (GFDM) or Meshfree Diﬀerence Method
(MDM)
The GFDM [LO80, LDT96] can be considered as another group of meshless
method which establish the discrete equations directly from diﬀerential equa-
tions. In [LO80] the author improved the ﬂexibility of conventional FDM in
constructing diﬀerence schemes. Nevertheless the discrete equations yielded by
the GFDM do not have the favourable properties for example well-conditioned,
symmetric, positive deﬁnite. The improvement of the GFDM is given in [LC02].
The discrete equations are determined by minimizing a global residual which is
the sum of residuals from all the nodes scattered in the problem domain [LC02].
The work in [BUG01] shows explicit formulae for the GFDM using irregular
grids. The applications of the GFDM to the explicit solution of parabolic and
hyperbolic equations are given in [BUG07]. The positive schemes of a general-
ization of the central diﬀerence has been introduced in [FS01]. This scheme is
based on adding an explicit artiﬁcial viscosity to hyperbolic conservation laws.
1.3.2 Method based on weak form
The methods from this formulation are not truly meshfree methods because it re-
quires mesh for the integration of the weak form. Some methods are given as follows:
1. Diﬀuse Element Method (DEM) or Diﬀuse Approximation Method (DAM)
This approach is presented as a generalization of the FEM. The use of the
MLS approximations for constructing the meshfree shape functions has been
ﬁrstly developed by Nayroles et al. [NTV92] for numerical solutions of some
partial diﬀerential equations in the weak form. It is called as the DEM or the
DAM. The main advantage of the DEM is that it uses only a set of nodes and
thus avoids ﬁnite element mesh generation. However the disadvantage of this
approach is the incomplete derivatives of their basis functions, see [Gho10].
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With the use of the complete derivatives in the methods, the accuracy of the
numerical results is improved. Therefore, the Diﬀuse Element Kansa Method
(DEKM) [Gho10] was introduced to construct the complete basis by using ra-
dial basis functions. As an application of the methods, one can ﬁnd in [MCM77]
for electromagnatic ﬁeld problem, in [SP96] for ﬂuid ﬂow and heat transfer
problems.
2. Element Free Galerkin Method (EFGM)
Belytschko and his coworkers [BLG96] generalized the DEM and presented the
EFGM. The EFGM uses the MLS approximations to compute the trial and
test functions for the weak form. The diﬀerence between the DEM and the
EFGM is the terms in the derivatives of the shape functions, see [Gho10]. In
general, the problems with the MLS approximants is that they do not have
the property of nodal interpolants, i.e., 휙푖(x푗) = 훿푖푗 where 휙푖(x푗) is the shape
function corresponding to the node at x푖, evaluated at a point x푗 and 훿푖푗
is the Kronecker delta. Therefore, the idea of essential boundary conditions
is introduced in the EFGM. Several methods have been studied to treat the
boundary problems such as Lagrange multipliers method [BLG96, KB95], the
direct collocation methods [LBG92, BT96, ZA98], and the combination of FEM
and EFGM [BOK95, KB96, Heg96].
3. Meshless Local Petrov-Galerkin (MLPG) method
The MLPG is one of diﬀerent approaches which proposed to eliminate the need
of background mesh besides the collocation method. Atluri and Zhu [AZ98]
proposed a general framework for developing the MLPG method. This ap-
proach is ﬂexible to choose the local weak forms, the trial functions, and the
test functions for solving partial diﬀerential equations. The advantages of the
MLPG methods are as follows: (1) all weak forms are formulated locally; (2)
various trial and test functions can be chosen and combined together for solv-
ing one problem; (3) overlapping local sub-domains can be chosen in such a
way as to match problems and algorithms in any special cases [HLRA06]. The
MLPG techniques have been employed to many problems such as the large de-
formation problems [ZYZ06], incompressible Navier-Stokes equations [LA01].
1.3.3 Method based on weak-strong form (MWS)
The last form takes the usefulness of the two above strategies in order to obtain the
stable and accurate results and to use the minimum numbers of cells for numerical
integration. For the spatial discretization, the strong form is performed for all nodes
in the internal domain and the nodes on the essential boundaries; the weak form is
used for the nodes near or on the boundaries. This idea has been proposed by Liu’s
group for linear solid mechanics [LG04] and for time dependent problems [GL05].
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1.4 Motivation and Outline of this study
In recent years, the development of high resolution methods for the approximate so-
lutions of hyperbolic conservation laws was achieved by many researchers. A review
and an analysis of such methods are found, for example, in [GR96, Hir90, Lan98,
LeV99].
The Essentially Non-Oscillatory (ENO) scheme was ﬁrst proposed by Harten
et al. [HEOC87]. This scheme is one of high order schemes which is based on a
reconstruction technique. Its strategy is to select a best candidate stencil in each
cell of the grid. The procedure of stencil selection is fulﬁlled by minimizing the
oscillations due to the approximation of the given function and its derivatives. In
ENO scheme to increase the accuracy of the scheme, it is necessary to increase the
degree of the interpolating polynomial. However, there is a possible way to construct
high order schemes with lower degree polynomials. This idea is at the heart of the
Weighted Essentially Non-Oscillatory (WENO) scheme [LOC94, JS96] by taking a
convex combination of all the candidate stencils instead of selecting the best one.
The advantage of high order reconstruction with meshfree methods over the
classical high order schemes is that this technique is suitable to construct an ef-
ﬁcient and high order accurate schemes not only on structured grids but also on
unstructured grids, and especially to evaluate higher order derivatives [CFCF+06].
The development of high order reconstruction schemes based on meshfree meth-
ods has been proposed by Felgueroso et al. [CFCF+06, CFCN+07]. They applied
the MLS approximations to high order ﬁnite volume schemes on unstructured grids
for solving shallow water dynamics [CFCF+06] and the compressible Navier-Stokes
equations [CFCN+07]. In addition another meshfree approach, speciﬁcally Repro-
ducing Kernel Methods (RKM) [LLB97, LHC+97, LL99], has also been introduced
by Felgueroso et al. for solving acoustic problems [CFC08].
Although these meshfree strategies - MLS and RKM - used in the combination
with ﬁnite volume discretizations produce an accurate numerical scheme, see [CFCF+06,
CFCN+07, CFC08], the diﬃculty and the drawback of these approaches are asso-
ciated with the evaluation of higher derivatives of meshfree shape functions. See
details in Chapter 2, section 2.5. Then in the work of Felgueroso et al. [CFCF+06,
CFCN+07, CFC08, NCFC+08] the authors avoided this drawback by the help of
the diﬀuse derivative to compute the second derivative of MLS approximations.
However, it turns out that the cost of the computation of the ﬁrst derivative MLS
approximant is more expensive than the IMLS interpolant see Chapter 2, section 2.4.
Because for this reason, our approach seems to be an alternative proper choice for
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high order reconstruction and will be presented in Chapter 5.
The plan of this study is the following.
In Chapter 2, we begin with a description of MLS approximations mostly found
in the literature. Another approach of the approximations will also be presented.
It is formulated as a linearly constrained quadratic minimization problem. This ap-
proach is well known as the Backus-Gilbert method. For an interpolating case, we
follow the work of Kunle [Kun01]. He derived how to approximate the interpolants
and their derivatives with the help of Singular Value Decomposition (SVD). In order
to apply the IMLS interpolants to hyperbolic conservation laws which is the main
part of this study, an extension of the IMLS method is presented by introducing
non-symmetric window functions for constructing the interpolants.
To investigate the behaviour of the interpolants and their derivatives, we exactly
derive the diﬀerence formulae as Sonar [Son05] did from the Sherpard method. We
present the derivation of the formulae of the IMLS interpolants in Chapter 3.
As an application of the derivatives from the IMLS method we verify accuracy
with a standard test - Franke’s function - for interpolation problem. Later we apply
these derivatives to linear advection equations with two diﬀerent window functions.
Von Neumann analysis and the expression of ampliﬁcation factors of the methods
will be studied in Chapter 4.
In Chapter 5, we construct high order reconstruction schemes with the use of
the derivatives of the IMLS interpolants. The method formulated with a piecewise
linear functions is of the second order accuracy while the higher order schemes are
obtained using a piecewise quadratic polynomial reconstruction. An analysis of the
퐿2 error of these schemes will also be given. To avoid the spurious oscillations near
discontinuities from high order schemes, we apply the concept of Weighted Essen-
tially Non-Oscillatory (WENO) schemes as in [JS96].
We then study applications of the results from Chapter 5 to hyperbolic con-
servation laws in Chapter 6. In particular, we focus on the central schemes based
on staggered grids. For space discretization we use the high order reconstructions
from Chapter 5 and for time integration Runge-Kutta schemes are applied. One
of our second order schemes are mainly based on a second order Nessyahu Tadmor
scheme [NT90]. For the higher order method we follow Central WENO (CWENO)
schemes developed by Levy et al. [LPR99b].
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In Chapter 7, to conﬁrm an eﬃciency of our methods we show some numerical
results. Scalar and systems of conservation laws are the test problems of this study
for our new schemes in one dimension. Chapter 8 presents our conclusion and the
future work.
Chapter 2
Meshfree
methods:
Moving Least
Squares
Approximation
The MLS method was ﬁrst proposed by Lancaster and Salkauskas [LS81] for ap-
proximation of scattered data. The notion of MLS is to start with a weighted least
squares method for any ﬁxed point and then move this point over the entire domain.
A short review of MLS method will be presented in Section 2.1 and its interpolating
variant will be discussed in Section 2.4.
2.1 Moving Least Squares
This review of moving least squares methods is based on a book by Fasshauer [Fas07]
and can be described as follows.
2.1.1 Standard interpretation of MLS methods
Let us consider data (x푖, 푓(x푖)), 푖 = 1, . . . , 푁 where x푖 ∈ Ω ⊂ ℝ푠 and 푓(x푖) ∈ ℝ with
arbitrary 푠 ≥ 1, and let P푠푑 be the space of 푠-variate polynomials of degree 푑 with
basis {푝1, 푝2, . . . , 푝푚}. This space of 푠-variate polynomials has dimension 푚 =
(
푠+푑
푑
)
.
The discrete weighted 푙2 inner product is deﬁned by
⟨푓, 푔⟩푤(x) =
푁∑
푖=1
푓(x푖)푔(x푖)푤푖(x), x ∈ ℝ푠 ﬁxed (2.1)
15
16 Chapter 2 Meshfree methods: Moving Least Squares Approximation
with scalar weights 푤푖(x) = 푤(x − x푖) 푖 = 1, . . . , 푁 . The induced norm is of the
form
∥푓∥22,푤 =
푁∑
푖=1
푓(x푖)
2푤(x푖). (2.2)
The best approximation with respect to norm (2.2) is determined by
L푓(x) =
푚∑
푗=1
푐푗(x)푝푗(x) (2.3)
such that
푁∑
푖=1
(L푓(x푖)− 푓(x푖))2푤푖(x)
is minimized. One has to solve the normal equations
푚∑
푗=1
푐푗(x) ⟨푝푗 , 푝푘⟩푤(x) = ⟨푓, 푝푘⟩푤(x) , 푘 = 1, . . . ,푚, (2.4)
or, in the matrix-vector notation,
퐺(x)c(x) = f푝(x), (2.5)
where the matrix 퐺(x) = P푇w(x)P with
P =
⎛⎜⎜⎜⎜⎝
푝1(푥1) 푝2(푥1) . . . 푝푚(푥1)
푝1(푥2) 푝2(푥2) . . . 푝푚(푥2)
...
...
. . .
...
푝1(푥푁 ) 푝2(푥푁 ) . . . 푝푚(푥푁 )
⎞⎟⎟⎟⎟⎠ ,
and the weight matrix as
w(x) = diag(푤(x− x1), 푤(x− x2), . . . , 푤(x− x푁 ))
= diag(푤1(x), 푤2(x), . . . , 푤푁 (x)).
The right hand side of (2.5) is deﬁned as
f푝(x) =
[
⟨푓, 푝1⟩푤(x) , ⋅ ⋅ ⋅ , ⟨푓, 푝푚⟩푤(x)
]푇
. (2.6)
If the number of nodal supports is less than the order of the basis function, then
the Gram matrix 퐺(x) is singular and can not be inverted. Therefore the condition
which makes Gram matrix 퐺(x) invertible is that the number of nodal supports
must be greater than or equal to the dimension of the basis function, i.e., 푁 ≥ 푚.
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The unknown coeﬃcients c(x) in (2.5) are then obtained as
c(x) = 퐺−1(x)f푝(x). (2.7)
Substituting (2.7) into (2.3), the approximation can be rewritten in the following
form
L푓(x) =
푁∑
푗=1
휙푗(x)푓푗 = Φ(x)f , (2.8)
where the vector of shape or kernel function Φ(x) is deﬁned in the form
Φ(x) = w(x)P푇 (x)퐺−1(x)p(x). (2.9)
2.1.2 The Backus-Gilbert approach
In the Backus-Gilbert approach, the approximant will be formulated as the quasi-
interpolant
L푓(x) =
푁∑
푖=1
푓(x푖)휓푖(x), (2.10)
where f = [푓(x1), . . . , 푓(x푁 )]
푇 is given. In this approach, one attempts to ﬁnd the
values of generating functions, 휓푖(x) = 휓(x,x푖), by minimizing
1
2
푁∑
푖=1
휓2푖 (x)
1
푤(x,x푖)
(2.11)
subject to the constraints
푁∑
푖=1
푝(x푖)휓푖(x) = 푝(x) ∀푝 ∈ P푠푑 . (2.12)
The problem deﬁned in (2.11) with polynomial reproduction constraints (2.12) can
be written in matrix form as
1
2
Ψ(x)푇푄(x)Ψ(x) (2.13)
and the constraints
퐴Ψ(x) = p(x), (2.14)
where 푄(x) = diag
(
1
푤(x,x1)
, . . . , 1푤(x,x푁 )
)
, 퐴 is the 푚×푁 matrix with entries 퐴푗푖 =
푝푗(x푖), 푖 = 1, . . . , 푁, 푗 = 1, . . . ,푚 and p = [푝1, . . . , 푝푚]
푇 is a vector of polynomial
basis for the space P푠푑 of degree 푑. This problem is called a quadratic minimization
problem and can be solved with the help of Lagrange multipliers, Λ = (휆1, . . . , 휆푚)
푇 ,
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i.e., we consider solving the minimization of
1
2
Ψ(x)푇푄(x)Ψ(x)− Λ푇 [퐴Ψ(x)− p(x)] (2.15)
with respect to Ψ and Λ. Assume 푄(x) is invertible. The minimization of (2.15) is
achieved by diﬀerentiating (2.15) with respect to Ψ and Λ and this leads to
푄Ψ−퐴푇Λ = 0 (2.16)
퐴Ψ− p = 0, (2.17)
or in matrix form (
푄 −퐴푇
퐴 0
)(
Ψ
Λ
)
=
(
0
p
)
. (2.18)
Solving formally yields
Λ(x) =
(
퐴푄−1(x)퐴푇
)−1
p(x) = 퐺−1(x)p(x) (2.19)
Ψ(x) = 푄−1(x)퐴푇Λ(x), (2.20)
or, in the componentwise form, (2.20) leads to
Ψ푖(x) = 푤(x,x푖)
푚∑
푗=1
휆푗(x)푝푗(x), 푖 = 1, . . . , 푁. (2.21)
2.1.3 Equivalence of standard MLS formulation and the Backus-
Gilbert Approach
Now we present that the two formations of MLS approximation are equivalent that is
we show that 퐿푓(x) in (2.3) and (2.10) are the same. Rewrite the approximant (2.3)
in the vector notation
L푓(x) =
푚∑
푗=1
푐푗(x)푝푗(x) = p
푇 (x)c(x),
where p = (푝1, . . . , 푝푚)
푇 and c = (푐1, . . . , 푐푚)
푇 . Recall that the unknown coeﬃcients
c(x) are given as
c(x) = 퐺−1(x)f푝(x).
The vector f푝(x) can be written as
f푝(x) = 퐴(x)푄
−1(x)f
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where 푄−1(x) is used in the Backus-Gilbert formuation. Then we have
c(x) = 퐺−1(x)퐴(x)푄−1(x)f . (2.22)
Substituting (2.22) into (2.3), we get
L푓(x) = p푇 (x)c(x) = p푇 (x)퐺−1(x)퐴(x)푄−1(x)f . (2.23)
For the Backus-Gilbert approach, the approximant 퐿푓(x) can be written in the
vector notation as
퐿푓(x) = Ψ푇 (x)f = (푄−1(x)퐴푇 (x)퐺−1(x)p(x))푇 f . (2.24)
By the symmetry of 푄(x) and 퐺(x), the above equation is the same as (2.23).
2.2 Window function
A window function or weight function plays an important role to distinguish the
Moving Least Squares(MLS) from the Standard Least Squares approximation. The
smoothness of window functions reﬂects directly on the MLS shape functions.
The type of window functions which is widely used in MLS methods is in the
exponential functions and spline functions. A crucial parameter which is deﬁned in
the sense that the window function should be non-zero only over a small domain of
inﬂuence is called dilation parameter or the size of support domain. This parameter
deﬁnes the sparse linear systems of the discrete equations. The window functions
should satisfy the following properties:
∙ Positivity: 푤(x− x푖) ≥ 0.
∙ 푤(x−x푖) is a monotonically increasing function as ∣x− x푖∣ is decreasing. That
is, the window functions have relatively large values for the nodal points close
to the collocation point and relatively small for those away at some distance.
∙ Compactness of support: 푤(x−x푖) = 0⇔ ∣x− x푖∣ > 푅 where 푅 is the dilation
parameter.
∙ Partition of unity: ∑푖푤(x− x푖) = 1.
∙ lim
x→x푖
푤(x− x푖) −→∞, for the interpolating case.
In this work, the Gaussian function as in [AD01] will be used. For the pur-
pose of improvement the MLS schemes need to diminish unphysical oscillations
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in convection-dominated problems by means of upwind strategy. Hence a non-
symmetric window function will also be discussed. Let us deﬁne the window function
in one dimension
푤(푧) =
⎧⎨⎩
푒
−훿( 푧푅∗ )
2
−푒−훿
1−푒훿
(
1− ( 푧푅∗ )2)4 if −푅∗ < 푧 < 0
푒
−훿( 푧푅)
2
−푒−훿
1−푒훿
(
1− ( 푧푅)2)4 if 0 < 푅 < 0
0 otherwise
(2.25)
where 푧 = 푥− 푥푖,
푅∗ = 푅 for symmetric window function (2.26)
and
푅∗ = min
1≤푖≤푁
∣푥− 푥푖∣ for a non-symmetric window function (2.27)
as shown in Figure 2.1. Based on the work by Lancaster [LS86], to compute an
interpolating MLS version, weight functions with a singularity have to be used and
an inverse of even power of the distance gives the proper order of the singularity.
Then for the interpolating case, the weight function 푤˜ is deﬁned by
푤˜(푟) =
푤(푟)
∥푥− 푥푖∥4 . (2.28)
2.2.1 Dilation parameter
The size of dilation parameter 푅 is designed in order to ensure that the normal
matrix or Gram matrix 퐺(x) in (2.5) is invertible. In order to analyse the diﬀerence
operators from the IMLS method it is a good choice to set the dilation parameter
to be propertional to the product of the dimension of polynomial basis and the
equi-distance ℎ, i.e.,
푅 = 푚ℎ in the case of symmetric window function and (2.29)
푅 = (푚+ 1)ℎ in the case of non-symmetric window function. (2.30)
In this study, (2.29) and (2.30) are the minimum size of the dilation parameter to
ensure invertibility of Gram matrix 퐺(x).
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(a) Symmetric window function
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(b) Non-symmetric window functions
Figure 2.1 Diﬀerent window functions
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2.3 Treatment of singularity
To achieve the interpolation version of MLS function, the weight function should be
deﬁned in the sense that the value of weights tends to ∞ around the singular node.
According to (2.9), if the singular weight w˜ is introduced into the MLS-shape func-
tion, then the Gram matrix in (2.9) can not be invertible. Kunle [Kun01] cured this
singularity problem by adding a small value, 휖, to the singular weight. In his work,
this was done in a componentwise form. Later Netuzhylov et al. [NSY07], [Net08]
have revised this singular treatment in the matrix-vector notation and extended it
to derivatives of arbitrary order.
By adding the small value 휖 to (2.9), then (2.9) becomes
Φ(x + 휖) = w˜(x + 휖)P푇 (푥)퐺−1(x + 휖)p(푥). (2.31)
where 퐺(x + 휖) = P푇w(x + 휖)p. In order to ﬁnd the inverse matrix 퐺−1(x + 휖), we
use the Sherman-Morrison Formula [PFTV92] which relates the matrix 퐺−1(x + 휖)
to a given matrix 퐺˜−1(x). Then the matrix 퐺−1(x + 휖) leads to
퐺−1(x푖 + 휖) = 퐺˜(x푖)−1 − 1
p푇 (x푖)퐺˜(x푖)−1p(x푖)
(
퐺˜(x푖)
−1p(x푖)
)(
퐺˜−1p(x푖)
)푇
,
(2.32)
where
퐺˜(x) =
⎛⎜⎜⎜⎜⎝
∑푁
푗=1
푗 ∕=푖
푝1(푥푗)푤푗(푥푖)푝1(푥푖) ⋅ ⋅ ⋅
∑푁
푗=1
푗 ∕=푖
푝1(푥푗)푤푗(푥푖)푝푚(푥푖)
...
. . .
...∑푁
푗=1
푗 ∕=푖
푝푚(푥푗)푤푗(푥푖)푝1(푥푖) ⋅ ⋅ ⋅
∑푁
푗=1
푗 ∕=푖
푝푚(푥푗)푤푗(푥푖)푝푚(푥푖)
⎞⎟⎟⎟⎟⎠ (2.33)
To ﬁnd the inverse of 퐺˜(푥), Kunle [Kun01] recommended Singular Value Decompo-
sition(SVD) techniques.
2.4 IMLS shape functions and their derivatives
The interpolating version of MLS is achieved by introducing the singular weight
function in to the MLS shape functions (2.9). The singularity can be avoided by the
help of the regularization as mentioned in the previous section. In order to explicitly
compute the expression of shape functions (2.4)
Φ(x + 휖) = w˜(x + 휖)P푇 (푥)퐺−1(x + 휖)p(푥),
we apply Taylor expansion around a point x. For the details see [NSY07], [Net08].
The IMLS shape functions and their derivatives are summarized as follows:
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Theorem 2.1. For x푖 = x푗 and 훼 ≥ 1, the shape function and its derivaitves are
given as
휙푖(x푖) = 1, (2.34)
푑훼
푑x훼
휙푖(x푖) =
1
p푇 (x푖)퐺˜(x)−1p(x푖)
p푇 (x푖)퐺˜
−1 푑훼
푑x훼
p(x푖) (2.35)
where 퐺˜(x) is deﬁned in (2.33).
Proof. See [NSY07], [Net08] for the proof. ■
Theorem 2.2. For x푖 ∕= x푗 and 훼 ≥ 1, the following equations
휙푗(x푖) = 0, (2.36)
푑훼
푑x훼
휙푗(x푖) = 푤푗(x푖)p
푇 (x푗)
⎡⎢⎣퐺˜−1(x푖)−
(
퐺˜−1p(x푖)
)(
퐺˜−1p(x푖)
)푇
p푇 (x푖)퐺˜−1p(x푖)
⎤⎥⎦ 푑훼
푑x훼
p(x푖)
(2.37)
hold.
Proof. See [NSY07], [Net08] for the proof. ■
2.5 MLS shape functions and their derivatives
Rewriting the transpose of the shape function (2.9) as
Φ푇 (x) = p푇 (x)퐺−1(x)B(x), (2.38)
where B(x) = w(x)P(푥), the ﬁrst derivative of MLS shape functions can be directly
computed by the product rule to give
Φ푇,푘(x) = p
푇
,푘(x)퐺
−1(x)B(x) + p푇 (x)퐺−1,푘 (x)B(x) + p
푇 (x)퐺−1(x)B,푘(x) (2.39)
and the second derivatives then follow to
Φ푇,푘푙(x) = p
푇
,푘푙(x)퐺
−1(x)B(x) + p푇,푘(x)퐺
−1
,푙 (x)B(x) + p
푇
,푘(x)퐺
−1(x)B,푙(x)
+ p푇,푙 (x)퐺
−1
,푘 (x)B(x) + p
푇 (x)퐺−1,푘푙 (x)B(x) + p
푇 (x)퐺−1,푘 (x)B,푙(x)
+ p푇,푙 (x)퐺
−1(x)B,푘(x) + p푇 (x)퐺−1,푙 (x)B,푘(x) + p
푇 (x)퐺−1(x)B,푘푙(x)
(2.40)
with
퐺−1,푘 (x) = −퐺−1(x)퐺,푘(x)퐺−1(x)
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Figure 2.2 Shape functions from MLS and IMLS method based on linear basis.
and
퐺−1,푘푙 = 퐺
−1퐺,푙퐺−1퐺,푘퐺−1 −퐺−1퐺,푘푙퐺−1 +퐺−1퐺,푘퐺−1퐺,푙퐺−1.
As an example of the diﬀerence between MLS and IMLS methods, Figure 2.2 and
Figure 2.3 show the shape functions located at speciﬁc point 푥푗 = 0. For the linear
method, the top of Figure 2.2 represent the result from employing symmetric window
function while the bottom show the output from non-symmetric window function.
For the quadratic method based on symmetric window function, the shape function
is presented in Figure 2.3.
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(a) MLS (b) IMLS
Figure 2.3 Shape functions from MLS and IMLS methods based on quadratic basis.
2.6 Properties of IMLS and MLS approximations
∙ Reproducing property
According to (2.12),
푁∑
푖=1
푝(x푖)휙푖(x) = 푝(x) ∀푝 ∈ P푠푑 .
Hence, the MLS approximants reproduce the polynomial basis functions of
degree 푑.
∙ Partition of unity
The sum of shape functions is equal to one in the whole domain. Thus the
shape functions build a partition of unity, i.e.
∑
푗 휙푗(푥) = 1.
∙ Partition of nullity
The derivatives of the shape functions build a partition of nullities, i.e.,∑
푗
∇휙푗(x) = 0 =
∑
푗
∇2휙푗(x).
∙ Interpolation properties
In case of IMLS, the shape functions act as the Kronecker delta, that is
휙푗(x푖) =
⎧⎨⎩1 if 푖 = 푗,0 if 푖 ∕= 푗.
If the function 푓(x) is approximated by IMLS methods at any ﬁxed point
26 Chapter 2 Meshfree methods: Moving Least Squares Approximation
x = x푖, then
푓(x) =
푁∑
푗=1
휙푗(x푖)푓푗 = 푓(x푖). (2.41)
In all of this work, we only focus on the derivatives of IMLS approximations in one
dimension. Let’s deﬁne the notation of the IMLS shape functions corresponding to
the diﬀerent window functions in Section 2.2 as
1. 푑푑푥휙
푙(푥) is the ﬁrst derivative of IMLS interpolant based on the non-symmetric
left window function.
2. 푑푑푥휙
푓 (푥) is the ﬁrst derivative of IMLS interpolant based on the symmetric
window function.
3. 푑푑푥휙
푟(푥) is the ﬁrst derivative of IMLS interpolant based on the non-symmetric
right window function.
The second derivatives are analogously speciﬁed as above.
Chapter 3
Diﬀerence
Formulae from
IMLS method
In this chapter we analyse IMLS methods to derive the ﬁrst and the second deriva-
tives into explicit formulae as in the work of Sonar [Son05]. For simplicity we focus
on one dimensional situations with the speciﬁc size of stencils depended on the mag-
nitude of the dilation parameter 푅. Both, symmetric and non-symmetric window
functions will be concerned.
3.1 Diﬀerence formulae of the ﬁrst derivatives of inter-
polants
According to the expression of the derivatives of IMLS shape functions in Chapter 2,
Section 2.4, the ﬁrst derivative can be rewritten as
푑
푑푥
휙푖(푥푖) =
1
푝푇 (푥푖)퐺˜(푥푖)−1푝(푥푖)
푝푇 (푥푖)퐺˜(푥푖)
−1 푑
푑푥
푝(푥푖) (3.1)
푑
푑푥
휙푗(푥푖) = 푤푗(푥푖)푝
푇 (푥푗)
⎡⎢⎣퐺˜(푥푖)−1 −
(
퐺˜(푥푖)
−1푝(푥푖)
)(
퐺˜(푥푖)
−1푝(푥푖)
)푇
푝푇 (푥푖)퐺˜(푥푖)−1푝(푥푖)
⎤⎥⎦ 푑
푑푥
푝(푥푖).
(3.2)
If the function 푓(푥) is interpolated by the IMLS method
L푓(푥) =
푁∑
푗=1
휙푗(푥)푓푗 ,
then the ﬁrst derivative of the function 퐿푓(푥) is
푑
푑푥
L푓(푥) =
푁∑
푗=1
푑
푑푥
휙푗(푥)푓푗 (3.3)
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3.1.1 Linear basis
Substituting 푝(푥) = {1, 푥} and 푑푑푥푝(푥) = {0, 1} into (3.1) and (3.2), the ﬁrst deriva-
tive of the IMLS shape functions can be rewritten as
푑
푑푥
휙푖(푥푖) =
∑
푗,푗 ∕=푖
푤푗(푥푖 − 푥푗)
푥2푖
∑
푗,푗 ∕=푖
푤푗 − 2푥푖
∑
푗,푗 ∕=푖
푤푗푥푗 +
∑
푗,푗 ∕=푖
푤푗푥2푗
(3.4)
for 푥푖 = 푥푗 , and
푑
푑푥
휙푗(푥푖) = 푤푗
푥푗 − 푥푖
푥2푖
∑
푗,푗 ∕=푖
푤푗 − 2푥푖
∑
푗,푗 ∕=푖
푤푗푥푗 +
∑
푗,푗 ∕=푖
푤푗푥2푗
. (3.5)
for 푥푖 ∕= 푥푗 . To avoid the diﬃculty, we only consider a uniform grid, i.e., 푥푖+1−푥푖 =
ℎ.
Lemma 3.1. The explicit diﬀerence formulae from IMLS method based on non-
symmetric left window functions are
푑
푑푥
L푓(푥푘) =
푓푘 − 푓푘−1
ℎ
− 2(푓푘 − 2푓푘−1 + 푓푘−2)
ℎ(4 + 휉)
for 푅 = 3ℎ, (3.6)
where 휉 :=
푤푘−1
푤푘−2 .
Proof. Let 푅 = 3ℎ, the denominator of the right hand side of (3.4) and (3.5) is given
as
푥2푘
∑
푗,푗 ∕=푘
푤푗 − 2푥푘
∑
푗,푗 ∕=푘
푤푗푥푗 +
∑
푗,푗 ∕=푘
푤푗푥
2
푗 = ℎ
2(푤푘−1 + 4푤푘−2).
For 푗 = 푘, (3.4) reads as
푑
푑푥
휙푘(푥푘) =
ℎ(푤푘−1 + 2푤푘−2)
ℎ2(푤푘−1 + 4푤푘−2)
=
휉 + 2
ℎ(휉 + 4)
, (3.7)
for 푗 ∕= 푘, we have
푑
푑푥
휙푘−1(푥푘) =
−ℎ푤푘−1
ℎ2(푤푘−1 + 4푤푘−2)
=
−휉
ℎ(휉 + 4)
and (3.8)
푑
푑푥
휙푘−2(푥푘) =
−2ℎ푤푘−2
ℎ2(푤푘−1 + 4푤푘−2)
=
−2
ℎ(휉 + 4)
. (3.9)
Substituting (3.7), (3.8), (3.9) to (3.3), we obtain (3.6). ■
Lemma 3.2. In case of symmetric window functions, the diﬀerence formulae are
given by
푑
푑푥
L푓(푥푘) =
푓푘+1 − 푓푘−1
2ℎ
for 푅 = 2ℎ, (3.10)
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and
푑
푑푥
L푓(푥푘) =
푓푘+1 − 푓푘−1
2ℎ
+
(푓푘+2 − 2푓푘+1 + 2푓푘−1 − 푓푘−2)
ℎ(4 + 휉)
for 푅 = 3ℎ. (3.11)
For more information of the formulae (3.6), (3.10), and (3.11), we use Taylor
series expansion
푓(푥푘) = 푓(푥푗) + ℎ푓
′(푥푗)(푥푗 − 푥푘) + 1
2!
푓 ′′(푥푗)(푥푗 − 푥푘)2 +풪(ℎ3)
which we introduce into equation (3.6) (3.10), and (3.11), and obtain the following
Lemma 3.3. The diﬀerence formulae are the approximations to the ﬁrst derivative
of 푓(푥). In particular, (3.6) gives
푑
푑푥
L푓(푥푘) = 푓
′(푥푘)− 2ℎ푓
′′(푥푘)
4 + 휉
. (3.12)
(3.10) leads to
푑
푑푥
L푓(푥푘) = 푓
′(푥푘) +풪(ℎ2). (3.13)
(3.11) gives
푑
푑푥
L푓(푥푘) = 푓
′(푥푘) +
2ℎ2푓 ′′′(푥푘)
4 + 휉
. (3.14)
In the symmetric case with the speciﬁc parameter 푅 = 2ℎ, the method is of
second order.
3.1.2 Quadratic basis
The Gram matrix 퐺˜ in equation (2.33) reads as
퐺˜(푥) :=
⎛⎜⎝ 푎 푏 푑푏 푑 푓
푑 푓 푔
⎞⎟⎠ =
⎛⎜⎜⎜⎜⎝
∑푁
푗=1
푗 ∕=푖
푤푗
∑푁
푗=1
푗 ∕=푖
푤푗푥푗
∑푁
푗=1
푗 ∕=푖
푤푗푥
2
푗∑푁
푗=1
푗 ∕=푖
푤푗푥푗
∑푁
푗=1
푗 ∕=푖
푤푗푥
2
푗
∑푁
푗=1
푗 ∕=푖
푤푗푥
3
푗∑푁
푗=1
푗 ∕=푖
푤푗푥
2
푗
∑푁
푗=1
푗 ∕=푖
푤푗푥
3
푗
∑푁
푗=1
푗 ∕=푖
푤푗푥
4
푗
⎞⎟⎟⎟⎟⎠ (3.15)
and its inverse is
퐺˜(푥)−1 =
1
휓
⋅
⎛⎜⎝ −푓
2 + 푑푔 푑푓 − 푏푔 −푑2 + 푏푓
푑푓 − 푏푔 −푑2 + 푎푔 푏푑− 푎푓
−푑2 + 푏푓 푏푑− 푎푓 −푏2 + 푎푑
⎞⎟⎠ (3.16)
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where 휓 := −푑3 + 2푏푑푓 − 푎푓2 − 푏2푔 + 푎푑푔. The ﬁrst derivatives of kernel functions
are given by
푑
푑푥
휙푖(푥푖) =
휏
휁
(3.17)
푑
푑푥
휙푗(푥푖) =
휔
휁
, 푗 ∕= 푖, (3.18)
where
휏 = −푑푓 + 푏푔 + (3푑2 − 2푏푓 − 푎푔)푥푖 + (3푎푓 − 3푏푑)푥2푖 + 2(푏2 − 푎푑)푥3푖 (3.19)
휔 = 푤푗(푥푖 − 푥푗)(푔 − 3푓푥푖 + 3푑푥2푖 − 푏푥3푖 − 푓푥푗 + 3푑푥푖푥푗 (3.20)
− 3푏푥2푖푥푗 + 푎푥3푖푥푗 (3.21)
휁 = 푓2 − 푑푔 + 2(푏푔 − 푑푓)푥푖 + (3푑2 − 2푏푓 − 푎푔)푥2푖 (3.22)
+ 2(푎푓 − 푏푑)푥3푖 + (푏2 − 푎푑)푥4푖 (3.23)
Lemma 3.4. Let 푅 = 4ℎ, an explicit expression of the ﬁrst derivative from IMLS
method based on non-symmetric window functions is
푑
푑푥
L푓(푥푘) =
3푓푘 − 4푓푘−1 + 푓푘−2
2ℎ
+
3(휉 + 4)(푓푘−3 − 3푓푘−2 + 3푓푘−1 − 푓푘)
2ℎ(9 + 9휉 + 휉1)
(3.24)
where 휉 =
푤푘−1
푤푘−2 and 휉1 =
푤푘−1
푤푘−3 .
Proof. For 푅 = 4ℎ, the expression of the denominator of (3.17), (3.18) reads as
휁 = 4ℎ6(푤푘−1푤푘−2 + 9푤푘−1푤푘−3 + 9푤푘−2푤푘−3). (3.25)
The ﬁrst derivative of the IMLS shape function at point 푥푗 = 푥푘 is given as
푑
푑푥
휙푘(푥푘) =
6ℎ5(푤푘−1푤푘−2 + 8푤푘−1푤푘−3 + 5푤푘−2푤푘−3)
4ℎ6(푤푘−1푤푘−2 + 9푤푘−1푤푘−3 + 9푤푘−2푤푘−3)
=
6(휉1 + 8휉 + 5)
4ℎ(휉1 + 9휉 + 9)
.
(3.26)
For 푥푗 ∕= 푥푘, we have
푑
푑푥
휙푘−1(푥푘) =
−2(4휉1 + 27휉)
4ℎ(휉1 + 9휉 + 9)
(3.27)
푑
푑푥
휙푘−2(푥푘) =
2(휉1 − 27)
4ℎ(휉1 + 9휉 + 9)
(3.28)
푑
푑푥
휙푘−3(푥푘) =
6(휉 + 4)
4ℎ(휉1 + 9휉 + 9)
. (3.29)
Substituting (3.26) - (3.29) to (3.3), we obtain (3.24). ■
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Lemma 3.5. In the symmetric window function cases, the diﬀerence formulae of
the ﬁrst derivatives of IMLS interpolants are
푑
푑푥
L푓(푥푘) =
푓푘+1 − 푓푘−1
2ℎ
+
(푓푘+2 − 2푓푘+1 + 2푓푘−1 − 푓푘−2)
ℎ(4 + 휉)
(3.30)
for 푅 = 3ℎ and
푑
푑푥
L푓(푥푘) =
푓푘+1 − 푓푘−1
2ℎ
+
2휉(푓푘+2 − 2푓푘+1 + 2푓푘−1 − 푓푘−2)
2ℎ(1 + 4휉 + 9휉1)
+
3휉1(푓푘+3 − 3푓푘+1 + 3푓푘−1 − 푓푘−3)
2ℎ(1 + 4휉 + 9휉1)
(3.31)
for 푅 = 4ℎ.
Lemma 3.6. The diﬀerence formulae (3.24),(3.30), and (3.31) are the approxima-
tions to the ﬁrst derivative of 푓(푥). (3.24) leads to
푑
푑푥
L푓(푥푘) = 푓
′(푥푘) +
3ℎ2(휉 + 4)푓 ′′′(푥푘)
2(9 + 9휉 + 휉1)
. (3.32)
(3.30) provides
푑
푑푥
L푓(푥푘) = 푓
′(푥푘) +
2ℎ2푓 ′′′(푥푘)
4 + 휉
, (3.33)
and (3.31) gives
푑
푑푥
L푓(푥푘) = 푓
′(푥푘)− ℎ
2휉푓 ′′′(푥푘)
1 + 4휉 + 9휉1
+
12ℎ2휉1푓
′′′(푥푘)
1 + 4휉 + 9휉1
. (3.34)
Proof. Use Taylor expansions as in Lemma 3.3. ■
In the next section we will derive the explicit form of the second derivatives of
IMLS interpolants.
3.2 Diﬀerence formulae of the second derivatives of in-
terpolants
For the second derivatives, we will consider only the method based on a quadratic
basis. In general, the second derivatives do not exist for the method based on linear
basis.
Theorem 3.7. The second derivatives of our IMLS method based on a linear basis
is inconsistent.
Proof. The proof is given by Sonar [Son05]. ■
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We now turn back to the quadratic case. According to the expression of the
derivatives of IMLS shape functions in Chapter 2 Section 2.4, the second derivative
can be written as
푑2
푑푥2
휙푖(푥푖) =
1
푝푇 (푥푖)퐺˜(푥)푝(푥푖)
푝푇 (푥푖)퐺˜(푥푖)
−1 푑2
푑푥2
푝(푥푖), (3.35)
푑2
푑푥2
휙푗(푥푖) = 푤푗(푥푖)푝
푇 (푥푗)
⎡⎢⎣퐺˜(푥푖)−1 −
(
퐺˜(푥푖)
−1푝(푥푖)
)(
퐺˜(푥푖)푝(푥푖)
)푇
푝푇 (푥푖)퐺˜(푥푖)푝(푥푖)
⎤⎥⎦ 푑2
푑푥2
푝(푥푖), 푗 ∕= 푖.
(3.36)
Another form of the second derivatives reads as
푑2
푑푥2
휙푖(푥푖) =
2(푏푓 − 푑2 + 푥푖(푏푑− 푎푓) + 푥2푖 (푎푑− 푓2))
휁
(3.37)
푑2
푑푥2
휙푗(푥푖) =
2푤푗휂
휁
, 푗 ∕= 푖, (3.38)
where
휂 := 푥2푗 (푑− 2푏푥푖 + 푎푥2푖 ) + 푥푗(−푓 + 푑푥푖 + 푏푥2푖 − 푎푥3푖 ) + 푓푥푖 − 2푑푥2푖 + 푏푥3푖 (3.39)
and 휁 is deﬁned by (3.23). The constants 푎, 푏, 푑, and 푓 are deﬁned in (3.15). The
second derivative of the function 퐿푓(푥) is
푑2
푑푥2
L푓(푥) =
푁∑
푗=1
푑2
푑푥2
휙푗(푥)푓푗 . (3.40)
The detailed information on the second derivative of IMLS interpolants is summer-
ized as follows
Lemma 3.8. Based on the non-symmetric window function with the ﬁxed parameter
푅 = 4ℎ, the diﬀerence formula of IMLS interpolants is given as
푑2
푑푥2
L푓(푥푘) =
푓푘 − 2푓푘−1 + 푓푘−2
ℎ2
− 3(휉 + 2)(푓푘 − 3푓푘−1 + 3푓푘−2 − 푓푘−3)
ℎ2(9 + 9휉 + 휉1)
(3.41)
where 휉 =
푤푘−1
푤푘−2 and 휉1 =
푤푘−1
푤푘−3 .
Proof. For the ﬁxed parameter 푅 = 4ℎ, the second derivatives of the IMLS shape
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functions are summerized as
푑2
푑푥2
휙푘(푥푘) =
4ℎ4(푤푘−1푤푘−2 + 6푤푘−1푤푘−3 + 3푤푘−2푤푘−3)
4ℎ6(푤푘−1푤푘−2 + 9푤푘−1푤푘−3 + 9푤푘−2푤푘−3)
=
휉1 + 6휉 + 3
ℎ2(휉1 + 9휉 + 9)
(3.42)
푑2
푑푥2
휙푘−1(푥푘) =
4ℎ4(−2푤푘−1푤푘−2 − 9푤푘−1푤푘−3)
4ℎ6(푤푘−1푤푘−2 + 9푤푘−1푤푘−3 + 9푤푘−2푤푘−3)
=
−2휉1 − 9휉
ℎ2(휉1 + 9휉 + 9)
(3.43)
푑2
푑푥2
휙푘−2(푥푘) =
4ℎ4(푤푘−1푤푘−2 − 9푤푘−2푤푘−3)
4ℎ6(푤푘−1푤푘−2 + 9푤푘−1푤푘−3 + 9푤푘−2푤푘−3)
=
휉1 − 9
ℎ2(휉1 + 9휉 + 9)
(3.44)
푑2
푑푥2
휙푘−3(푥푘) =
12ℎ4(푤푘−1푤푘−3 + 2푤푘−2푤푘−3)
4ℎ6(푤푘−1푤푘−2 + 9푤푘−1푤푘−3 + 9푤푘−2푤푘−3)
=
3(휉 + 2)
ℎ2(휉1 + 9휉 + 9)
.
(3.45)
Substituting the second derivatives of IMLS shape functions from (3.42) - (3.45)
to (3.40), the second derivatives of the IMLS interpolants read as
푑2
푑푥2
L푓(푥) =
푁∑
푗=1
푑2
푑푥2
휙푗(푥)푓푗
=
휉1(푓푘 − 2푓푘−1 + 푓푘−2) + 3휉(2푓푘 − 3푓푘−1 + 푓푘−3) + 3(푓푘 − 3푓푘−2 + 2푓푘−3)
ℎ2(휉1 + 9휉 + 9)
=
푓푘 − 2푓푘−1 + 푓푘−2
ℎ2
− 3(휉 + 2)(푓푘 − 3푓푘−1 + 3푓푘−2 − 푓푘−3)
ℎ2(휉1 + 9휉 + 9)
.
■
Lemma 3.9. The approximations of the second derivatives of IMLS interpolants
based on symmetric window function are
푑2
푑푥2
L푓(푥푘) =
푓푘+1 − 2푓푘 + 푓푘−1
ℎ2
+
4(푓푘+2 − 4푓푘+1 + 6푓푘 − 4푓푘−1 + 푓푘−2)
ℎ2(16 + 휉)
(3.46)
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for the speciﬁc parameter 푅 = 3ℎ, and
푑2
푑푥2
L푓(푥푘) =
푓푘+1 − 2푓푘 + 푓푘−1
ℎ2
+
4휉(푓푘+2 − 4푓푘+1 + 6푓푘 − 4푓푘−1 + 푓푘−2)
ℎ2(1 + 16휉 + 81휉1)
+
9휉1(푓푘+3 − 9푓푘+1 + 16푓푘 − 9푓푘−1 + 푓푘−3)
ℎ2(1 + 16휉 + 81휉1)
(3.47)
for 푅 = 4ℎ.
Lemma 3.10. The diﬀerence formulae are approximations to the second derivative
of 푓(푥). In particular, (3.41) gives
푑2
푑푥2
L푓(푥푘) = 푓
′′(푥푘)− 3ℎ(휉 + 2)푓
′′′(푥푘)
9 + 9휉 + 9휉1
. (3.48)
(3.46) yields
푑2
푑푥2
L푓(푥푘) = 푓
′′(푥푘) +
4ℎ2푓 (4)(푥푘)
16 + 휉
, (3.49)
and (3.47) gives
푑2
푑푥2
L푓(푥푘) = 푓
′′(푥푘) +
4ℎ2푓 (4)(푥푘)
1 + 16휉 + 81휉1
+
9휉1ℎ
(6)푓 (6)(푥푘)
1 + 16휉 + 81휉1
(3.50)
Proof. Use Taylor expansions in (3.41), (3.46), (3.47). ■
At the end of this chapter, we conclude the diﬀerence formulae from IMLS meth-
ods in Table 3.1 for the ﬁrst derivatives and in Table 3.2 for the second derivatives
which are compared with classical upwind and central diﬀerences.
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Chapter 4
Application of
IMLS method
In this chapter, we will present some numerical computations with our IMLS meth-
ods. For tests on accuracy the derivatives of IMLS interpolants will be examined
by choosing Franke’s function as test functions. Later, an application to a one-
dimensional linear advection equation with smooth initial data will be disscussed.
4.1 Accuracy tests
As a standard test, we select Franke’s function which is often used in the literature
for the method of interpolation. Franke’s function is initially deﬁned on the interval
[−1, 1] in one dimension and is deﬁned as follows
푓(푥) =
3
4
푒−
(9푥−2)2
4 +
3
4
푒−
9푥+1)2
49 +
1
2
푒−
(9푥−7)2
4 − 1
5
푒−(9푥−4)
2
. (4.1)
Figure 4.1 show Franke’s function and its ﬁrst and second derivatives. The discrete
norms of the error are given by
퐿1 푒푟푟표푟 = ℎ
푁∑
푗=1
∣푓(푥푗)− 푓˜(푥푗)∣
퐿2 푒푟푟표푟 =
√√√⎷ℎ 푁∑
푗=1
∣푓(푥푗)− 푓˜(푥푗)∣2
퐿∞ 푒푟푟표푟 = max
1≤푗≤푁
∣푓(푥푗)− 푓˜(푥푗)∣
(4.2)
and an estimate of the order of convergence is computed by
ln(푒푟푟(ℎ1)/푒푟푟(ℎ2))
ln(ℎ1/ℎ2)
(4.3)
where ℎ1 and ℎ2 are any two grid spacings.
Table 4.1 and Table 4.2 show the results obtained by our IMLS method based
on a linear basis. It can be seen that the results obtained by using a non-symmetric
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Figure 4.1 Franke’s function and its derivatives.
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window function for a ﬁx 푅 = 3ℎ in Table 4.1 are ﬁrst order accurate in the discrete
퐿1, 퐿2, and 퐿∞ norms. Comparing these results with the solutions computed by
applying a symmetric window function (푅 = 2ℎ) as shown in Table 4.2, we see that
the method based on symmetric window functions produces smaller errors and gives
better accuracy.
Table 4.1
Linear basis (푅 = 3ℎ): ∣∣푓 ′(푥)− 푓˜ ′푙 (푥)∣∣ and order of accuracy
푁 퐿1 error 퐿1 order 퐿2 error 퐿2 order 퐿∞ error 퐿∞ order
20 4.63E-001 - 6.98E-001 - 1.75E+000 -
40 2.28E-001 1.02 3.56E-001 0.97 9.16E-001 0.94
80 1.16E-001 0.97 1.79E-001 1.00 4.67E-001 0.97
160 5.82E-002 1.00 8.93E-002 1.00 2.32E-001 1.01
320 2.91E-002 0.99 4.45E-002 0.99 1.16E-001 0.99
Table 4.2
Linear basis (푅 = 2ℎ): ∣∣푓 ′(푥)− 푓˜ ′푓 (푥)∣∣ and order of accuracy
푁 퐿1 error 퐿1 order 퐿2 error 퐿2 order 퐿∞ error 퐿∞ order
20 1.62E-001 - 2.66E-001 - 8.75E-001 -
40 4.47E-002 1.85 6.90E-002 1.94 2.35E-001 1.90
80 1.11E-002 2.01 1.73E-002 2.00 5.85E-002 2.01
160 1.77E-003 1.99 4.30E-003 2.01 1.48E-002 1.98
320 2.89E-004 2.00 1.10E-003 1.94 3.70E-003 1.98
In case of a quadratic basis with a speciﬁc dilation parameter 푅 = 3ℎ, the mag-
nitudes of errors and numerical orders of accuracy are shown in Table 4.3 for the
ﬁrst derivative test study and in Table 4.4 for the second derivative test study.
The experimental orders of accuracy in Table 4.3 are of second order which
are the same order as in Table 4.2. We observe that magnitudes of the errors in
Table 4.2 from the methods based on a linear basis are smaller because this method
achieves the optimal second order and is exactly the second order central diﬀerence,
see Lemma 3.2 in (3.10).
Table 4.3
Quadratic basis (푅 = 3ℎ): ∣∣푓 ′(푥)− 푓˜ ′푓 (푥)∣∣ and order of accuracy
푁 퐿1 error 퐿1 order 퐿2 error 퐿2 order 퐿∞ error 퐿∞ order
20 2.18E-001 - 3.47E-001 - 1.08E+000 -
40 5.44E-002 2.00 9.51E-002 1.87 3.30E-001 1.71
80 1.41E-002 1.95 2.47E-002 1.94 9.42E-002 1.81
160 3.60E-003 1.97 6.30E-003 1.97 2.40E-002 1.97
320 8.92E-004 1.99 1.60E-003 1.95 6.00E-003 1.98
In Table 4.4, we list the discrete 퐿1, 퐿2, and 퐿∞ errors and their accuracy for the
approximation of the second derivatives. The numerical results conﬁrm an expected
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order of accuracy as in Lemma 3.10.
Table 4.4
Quadratic basis(푅 = 3ℎ): ∣∣푓 ′′(푥)− 푓˜ ′′푓 (푥)∣∣ and order of accuracy
푁 퐿1 error 퐿1 order 퐿2 error 퐿2 order 퐿∞ error 퐿∞ order
20 1.62E+000 - 2.72E+000 - 7.40E+000 -
40 5.32E-001 1.61 1.03E+000 1.40 4.59E+000 0.69
80 1.39E-002 1.94 2.76E-001 1.90 1.25E+000 1.88
160 3.51E-002 1.98 7.02E-002 1.97 3.19E-001 1.97
4.2 IMLS method to linear advection equation
The following description is mainly based on [Hir90].
4.2.1 Monotone schemes
The general form of a numerical scheme applied to the scalar conservation equation
푢푡 + 푓(푢)푥 = 0 can be written as
푢푛+1푖 = 퐻(푢
푛
푖−푘, 푢
푛
푖−푘+1, . . . , 푢
푛
푖+푘). (4.4)
Deﬁnition 2. The numerical scheme(4.4) is called monotone if 퐻 is a monoton-
ically increasing function of each of its arguments, that is
∂퐻
∂푢푗
(푢푖−푘, 푢푖−푘+1, . . . , 푢푖+푘) ≥ 0 for all 푖− 푘 ≤ 푗 ≤ 푖+ 푘. (4.5)
For a general linear case,
푣푛+1푖 =
∑
푘
푏푘푣
푛
푖+푘, (4.6)
the condition of monotonicity is given by
푏푘 ≥ 0. (4.7)
As in the literature [Hir90, LeV99], monotone schemes are at most of the ﬁrst or-
der accurate. This limitation is not useful for practical numerical tools. Then a
weaker condition than monotonicity, has to be deﬁned by providing the idea of total
variation.
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4.2.2 Total variation
The total variation (푇푉 ) of a function 푢(푥) is given by
푇푉 (푢) =
∫ ∣∣∣∣∂푢∂푥푑푥
∣∣∣∣ . (4.8)
A function 푢(푥, 푡) is said to be of bounded variation, if 푇푉 (푢) stays bounded for all
times 푡. For the discrete version of the solution the total variation is deﬁned by
푇푉 (푢) =
∑
푖
∣푢푖+1 − 푢푖∣ (4.9)
and 푇푉 should be uniformly bounded in 푡 and ℎ. Moreover, a numerical scheme is
called total variation dimishing (TVD) if
푇푉 (푢푛+1) ≤ 푇푉 (푢푛) for all 푛. (4.10)
The numerical experiments on the TV property for hyperbolic conservation laws will
be presented in Chapter 7.
Let us ﬁrst discuss the linear advection equation
푢푡 + 푢푥 = 0. (4.11)
Lemma 4.1. If we discretize (4.11) in time by using the ﬁrst order Euler scheme
and in space by applying IMLS method based on the linear basis and non-symmetric
window functions with the speciﬁc dilation parameter 푅 = 3ℎ, then the method is
monotone.
Proof. Euler time integration reads as
푢푛+1푖 = 푢
푛
푖 −Δ푡(푢푥)푛푖 . (4.12)
The second term of the right hand side (4.12) is
(푢푥)
푛
푖 =
푁∑
푗=1
푑
푑푥
휙푙푗(푥푖)푢푗 .
By the help of Lemma 3.6, equation (4.12) can be rewritten as
푢푛+1푖 =
{
1− 휆+ 2휆
4 + 휉
}
푢푛푖 +
{
휆− 4휆
4 + 휉
}
푢푛푖−1 +
2휆
4 + 휉
푢푛푖−2
=
{
1− 휆(2 + 휉)
4 + 휉
}
푢푛푖 +
{
휆휉
4 + 휉
}
푢푛푖−1 +
2휆
4 + 휉
푢푛푖−2,
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where 휆 = Δ푡ℎ . It is seen that for 0 < 휆 ≤ 1, all of the coeﬃcients of 푢 at the right
side of the above equation are positive. Therefore, the scheme is monotone. ■
4.2.3 Lax-Wendroﬀ method
Since the above scheme is monotone, it is only of the ﬁrst order. For more accurate
results, we discretize in time by the Lax-Wendroﬀ (LW) method. The method reads
as
푢푛+1푖 = 푢
푛
푖 −Δ푡(푢푥)푛푖 +
Δ푡2
2
(푢푥푥)
푛
푖 . (4.13)
The particular species of IMLS methods will be divided into two cases depending on
the types of window functions used corresponding to the local domain of computa-
tion, see Figure 4.2.
Figure 4.2 Diﬀerent local domains of interest.
∙ IQS: IMLS method based on quadratic basis and symmetric window function
with the ﬁxed dilation parameter 푅 = 3ℎ.
∙ IQNS: IMLS method based on quadratic basis and non-symmetric left window
function with 푅 = 4ℎ.
4.3 Von Neumann stability analysis
In this section the method to ﬁnd the stability condition for a numerical scheme will
be presented. The following description is based on [Tra09].
We are interested only in the linear advection equation (4.11). The fourier mode of
the solution of the linear advection equation satisﬁes
푢푛푗 = 퐺(푘)
푛푒푖푘(푗ℎ) (4.14)
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where 퐺(푘) = 푒−푎푘 and 푘 is the wave number. Let us deﬁne the numerical ratio by
퐺(푘) =
푢푛+1
푢푛
.
The numerical scheme is dissipative if and only if ∣퐺∣ < 1 for all 휃 ∕= 0 where 휃 = 푘ℎ
and dispersive if and only if arg(퐺)/휃 depends on 휃. Note that any complex number
푧 has the polar form 푧 = ∣푧∣푒푖휐 with arg(푧) = 휐. The total numerical dissipation
(amplitude) error is 1 − ∣퐺∣1/휆. The total numerical dispersion is measured by the
phase error and given as 1 + arg(퐺)1/휆/휃. See [ATP84, MM94, Tho99, Tra09] for
more details.
The dissipation error measures how much the amplitude of that information
changes, while the phase error measures how fast the information moves. Positive
phase errors show that the information is moving slower than it should. Negative
dissipation errors indicate the unstable solution because the amplitude is larger than
it should be.
The ampliﬁcation factors of Fourier modes of the methods are obtained by in-
serting the Ansatz (4.14) into the discrete version of the linear advection equation.
In this section we consider the explicit Euler method and the Lax-Wendroﬀ method
for the behaviour of Fourier modes. We show the results over the range 0 ≤ 푘ℎ ≤ 휋
for the ampliﬁcation factors and the dissipiation errors. The results of the phases
errors is over the inteval 0 ≤ 푘ℎ ≤ 휋2 . Figure 4.3 shows graphs of the ampliﬁcation
factors for the explicit upwind scheme, the components of these factors are explicitly
given in Table 4.5, Figure 4.4 shows graphs of the dissipation errors, and Figure 4.5
shows the phase errors. We also display the results of a Fourier analysis of the Lax-
Wendroﬀ scheme in Figure 4.6 for the ampliﬁcation factors, in Figure 4.7 for the
dissipation errors, and in Figure 4.8 for the phase errors. We show the components
of the ampliﬁcation factors for the Lax-Wendroﬀ scheme in Table 4.6.
The modulus of the ampliﬁcation factors, ∣퐺∣, particularly decides the stability
of the scheme. In order for the schemes to be stable, the modulus of this factor
must be less than or equal to one, ∣퐺∣ ≤ 1 for all possible values of 푘. As we display
in Figure 4.3 for upwind methods, both schemes - upwind FDM (see Figure 4.3(a))
and upwind IMLS (see Figure 4.3(b)) deﬁned in Lemma 4.1 - have the modulus of
∣퐺∣ less than or equal to one for 휆 = 0.25, 0, 50, 0, 75. For the Lax-Wendroﬀ scheme
the modulus of ∣퐺∣ of the LW-FDM, the LW-IQS, and the LW-IQNS are also less
than one, see Figure 4.6. These quatities are close to unity when 푘ℎ is small for
the LW-FDM scheme and the LW-IQNS scheme, see Figure 4.6(a), 4.6(c). In Fig-
ure 4.8(c) it shows that in case of the LW-IQNS scheme the Fourier component of
44 Chapter 4 Application of IMLS method
0 0.5 1 1.5 2 2.5 3 3.50
0.2
0.4
0.6
0.8
1
 
 
0.25
0.5
0.75
(a) Upwind diﬀerence
0 0.5 1 1.5 2 2.5 3 3.50
0.2
0.4
0.6
0.8
1
 
 
0.25
0.50
0.75
(b) Upwind-IMLS
Figure 4.3 Ampliﬁcation factors of Fourier modes for explicit Euler time discretization,
plot against 푘ℎ, for 휆 = Δ푡ℎ = 0.25, 0.50, 0.75
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Figure 4.4 Dissipation errors for explicit Euler time discretization, plot against 푘ℎ, for
휆 = Δ푡ℎ = 0.25, 0.50, 0.75
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Figure 4.5 Phase errors for explicit Euler time discretization, plot against 푘ℎ, for 휆 =
Δ푡
ℎ = 0.25, 0.50, 0.75
Table 4.5
Components of ampliﬁcation factors of Fourier modes for the explicit Euler scheme
Method Upwind-FDM Upwind-IMLS
Real parts 1− 휆(1− cos(푘ℎ)) 1− 휆(1− cos(푘ℎ))
+ 2휆
4+휉a
(1− 2 cos(푘ℎ) + cos(2푘ℎ))
Imaginary parts −휆 sin(푘ℎ) −휆 sin(푘ℎ) + 2휆4+휉 (2 sin(푘ℎ) + cos(2푘ℎ))
a휉 =
푤푘−1
푤푘−2
, 푅 = 3ℎ
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Figure 4.6 Ampliﬁcation factors of Fourier modes for Lax-Wendroﬀ time discretization,
plot against 푘ℎ, for 휆 = Δ푡ℎ = 0.25, 0.50, 0.75
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Figure 4.7 Dissipation errors for Lax-Wendroﬀ time discretization, plot against 푘ℎ, for
휆 = Δ푡ℎ = 0.25, 0.50, 0.75
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Figure 4.8 Phase errors for Lax-Wendroﬀ time discretization, plot against 푘ℎ, for 휆 =
Δ푡
ℎ = 0.25, 0.50, 0.75
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the numerical solution is moving faster than the Fourier mode of the exact solution
since the phase errors are negative for 휆 = 0.25, 0.5, 0.75.
Next we show the application of IMLS method for linear advection equation. For
the purpose of comparison, we take the initial data as in Kunle’s work [Kun01].
푢(푥, 0) = 푒−55(푥+0.5)
2
, −1 ≤ 푥 ≤ 1. (4.15)
The parameter of mesh ratio in this test was chosen as 휆 = 0.9, the ﬁnal time 푡 = 1
and 푁 = 100. We display the outputs shown in Figure 4.9(a) of LW-IQS scheme
and Figure 4.9(b) of LW-IQNS scheme.
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(a) LW-IQS scheme
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(b) LW-IQNS scheme
Figure 4.9 Results at 푇 = 1 of linear advection equation with initial data.
The numerical output from the LW-IQNS scheme does not produce the spurious
oscillation. Moreover, for the computation of the spatial derivative 푢푥, IQNS scheme
only contains points in the upwind side whereas the IQS scheme includes points
in downwind side (see Figure 4.2). However, there is an alternative to improve
the LW-IQS scheme by using higher order basis polynomials for constructing IMLS
interpolants. This idea has already been proposed by Kunle [Kun01].
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Chapter 5
High order
reconstruction
using IMLS
derivatives
Reconstruction is a key point in high resolution schemes and usually addressed by
substituting the piecewise polynomials of the ﬁeld variables inside each computa-
tional region by higher order polynomials. The basic ﬁrst-order scheme is based on
piecewise constant polynomials. The limitation of the ﬁrst order schemes is generally
the absence of suﬃcient accuracy. Because of this reason, high order schemes have
been introduced and developed by a number of researchers in the literature.
In this chapter, we present our new schemes build on meshfree-IMLS interpola-
tion. For the high order method, a WENO concept will be applied to the method
in order to avoid spurious oscillation and to achieve the desired high order accuracy.
Our schemes are based on the work of Levy et al. [LPR00]. In this study the recon-
struction will be seperated into two parts: the pointwise reconstruction and its ﬁrst
derivatives.
The smoothness indicator of WENO schemes deﬁnded by Friedrich [Fri98, Fri99]
will be introduced in this study. To verify the eﬃciency of this indicator, the indi-
cator developed by Jiang and Shu [JS96] will also be discussed.
5.1 Second order reconstruction
This section presents the linear reconstructions using Taylor series expansion. The
ﬁrst derivatives of the ﬁeld variables will be computed using IMLS approximation.
Consider a uniform spatial grid where the stencil 퐼푗 =
[
푥푗− 1
2
, 푥푗+ 1
2
]
has a width ℎ.
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Let 휒푗(푥) be the characteristic function of the stencil 퐼푗 where
휒푗(푥) =
⎧⎨⎩1 if 푥 ∈ 퐼푗0 if 푥 /∈ 퐼푗 .
A general piecewise polynomial is of the form
푅˜(푥) =
푁∑
푖=1
푃푖(푥)휒푖(푥). (5.1)
The linear reconstruction of the ﬁeld variable can be written as
푃푖(푥) = 푢푖 + 푢
′
푖(푥− 푥푖) (5.2)
where 푢푖 is the given point values and 푢
′
푖 is the ﬁrst derivative of 푢 at 푥푖. We want
to reconstruct piecewise polynomial (5.1) by applying the IMLS method.
Theorem 5.1. Assume 푓(푥) be a smooth function over the interval [푥푙, 푥푟]. Given
an integer 푁 , let 푥푙 = 푥1 < 푥2 < . . . < 푥푁 < 푥푁+1 = 푥푟 be a partition of the
interval [푥푙, 푥푟] with 푥푖 − 푥푖−1 = ℎ for 푖 = 2, . . . , 푁 + 1. Then the 퐿2-error of the
linear function is
푒푟푟 =
√
1
푥푗+1 − 푥푗
∫ 푥푗+1
푥푗
∣푓(푥)− 푃푗(푥)∣2푑푥, (5.3)
where
푃푗(푥) = 푓푗 +
푑
푑푥
퐿푓(푥푗)(푥− 푥푗). (5.4)
푑
푑푥퐿푓(푥) is an approximated slope obtained by IMLS approximations. We consider
these approximants in three cases based on the diﬀerent window functions with a
ﬁxed dilation parameter 푅 = 3ℎ,(see section 2.2 in (2.25)- (2.27)) as follows:
1. If 푑푑푥퐿푓(푥푗) =
∑푁
푖=1
푑
푑푥휙
푙
푖(푥푗)푓푖, then the 퐿2-error is
푒푟푟 = ℎ2
√
(푓 ′′푖 )2
320
+
(푓 ′′푖−1)2
3(휉 + 4)2
, (5.5)
2. if 푑푑푥퐿푓(푥푗) =
∑푁
푖=1
푑
푑푥휙
푓
푖 (푥푗)푓푖, then the 퐿2-error is
푒푟푟 = ℎ2
√
(푓 ′′푖 )2
320
+
ℎ2(푓 ′′′푖 )2
3(휉 + 4)2
, (5.6)
and
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3. if 푑푑푥퐿푓(푥푗) =
∑푁
푖=1
푑
푑푥휙
푟
푖 (푥푗)푓푖, then the 퐿2-error is
푒푟푟 = ℎ2
√
(푓 ′′푖 )2
320
+
(푓 ′′푖+1)2
3(휉 + 4)2
. (5.7)
Proof. We will only consider the ﬁrst case, using Taylor expansion, 푓(푥) can be
expressed as
푓(푥) = 푓(푥푖) + 푓
′(푥푖)(푥− 푥푖) + 1
2
푓 ′′(푥푖)(푥− 푥푖)2 + 1
6
푓 ′′′(휁)(푥− 푥푖)3, (5.8)
where 휁 is a certain number in the interval (푥푗 , 푥푗+1). The diﬀerence between 푓(푥)
and 푃푗(푥) is
푓(푥)− 푃푗(푥) = (푓 ′푖 −
푁∑
푗=1
푑
푑푥
휙푙푗(푥푖)푓푗)(푥− 푥푖) +
푓 ′′푖
2
(푥− 푥푖)2 +풪(ℎ3). (5.9)
From (3.6) and lemma 3.3, we obtain
푁∑
푗=1
푑
푑푥
휙푙푗(푥푖)푓푗 =
푓푖 − 푓푖−1
ℎ
− 2(푓푖 − 2푓푖−1 + 푓푖−2)
ℎ(4 + 휉)
= 푓 ′(푥푖)−
2ℎ푓 ′′푖−1
4 + 휉
.
(5.10)
Substituting the absolute value of the right hand sides of (5.9) into (5.3), we obtain
푒푟푟2 =
1
푥푗+1 − 푥푗
∫ 푥푗+1
푥푗
(
2ℎ푓 ′′푖−1
휉 + 4
(푥− 푥푖) + 푓
′′
푖
2
(푥− 푥푖)2 +풪(ℎ3)
)2
푑푥 (5.11)
Let 푥푖 be the midpoint value of the interval [푥푗 , 푥푗+1], then the explicit integral
of (5.11) is
푒푟푟2 = ℎ4
(푓 ′′푖−1)
2
3(휉 + 4)2
+ ℎ4
(푓 ′′푖 )
2
320
+풪(ℎ5).
Therefore,
푒푟푟 =
√
ℎ4
(푓 ′′푖−1)2
3(휉 + 4)2
+ ℎ4
(푓 ′′푖 )2
320
+풪(ℎ5)
= ℎ2
√
(푓 ′′푖−1)2
3(휉 + 4)2
+
(푓 ′′푖 )2
320
+풪(ℎ).
■
The result from Theorem 5.1 points out that linear reconstruction by using the
ﬁrst order IMLS derivatives based on either symmetric or non-symmetric window
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function results in second order accuracy.
5.2 Third order reconstruction
In this section, the higher order scheme deals with the ﬁrst derivatives computed by
IMLS method based on quadratic basis and symmetric window function.
Using a Taylor series expansion, the quadratic reconstruction reads
푃푖(푥) = 푢푖 + 푢
′
푖(푥− 푥푖) +
1
2
푢′′푖 (푥− 푥푖) (5.12)
where 푢푖 is the given point value, 푢
′
푖 and 푢
′′
푖 are the ﬁrst and the second derivative of 푢
at 푥푖, respectively. We want to reconstruct piecewise quadratic function by applying
the ﬁrst and the second derivatives computed from IMLS method as follows:
Lemma 5.2. Let 푓(푥) be a smooth function over the interval [푥푙, 푥푟]. Given an
integer 푁 , let 푥푙 = 푥1 < 푥2 < . . . < 푥푁 < 푥푁+1 = 푥푟 be a partition of interval
[푥푙, 푥푟] with 푥푖 − 푥푖−1 = ℎ for 푖 = 2, . . . , 푁 + 1. The 퐿2-error of the quadratic
function is
푒푟푟 =
√
1
푥푗+1 − 푥푗
∫ 푥푗+1
푥푗
∣푓(푥)− 푃푗(푥)∣2푑푥, (5.13)
where
푃푗(푥) = 푓푗 +
푑
푑푥
퐿푓(푥푗)(푥− 푥푗) + 1
2
푑2
푑푥2
퐿푓(푥푗)(푥− 푥푗)2. (5.14)
푑
푑푥퐿푓(푥푗) and
푑2
푑푥2
퐿푓(푥푗) are approximated derivatives obtained by IMLS approxima-
tions based on quadratic basis and symmetric window function with a ﬁxed dilation
parameter 푅 = 3ℎ. The approximated derivatives may be given as
푑
푑푥
퐿푓(푥푗) =
푁∑
푖=1
푑
푑푥
휙푓푖 (푥푗)푓푖
푑2
푑푥2
퐿푓(푥푗) =
푁∑
푖=1
푑2
푑푥2
휙푓푖 (푥푗)푓푖. (5.15)
Then the 퐿2-error is
푒푟푟 = ℎ3
√
(푓 ′′′푖 )2
3(4 + 휉)2
+
ℎ2(푓
(4)
푖 )
2
20(16 + 휉)2
. (5.16)
Proof. Using Taylor expansion of 푓(푥), the absolute value of the diﬀerence between
푓(푥) and 푃푗(푥), ∣푓(푥)− 푃푗(푥)∣, is∣∣∣∣∣∣(푓 ′푖 −
푁∑
푗=1
푑
푑푥
휙푓푗 (푥푖)푓푗)(푥− 푥푖) +
1
2
(푓 ′′푖 −
푁∑
푗=1
푑2
푑푥2
휙푓푗 (푥푖)푓푗))(푥− 푥푖)2 +풪(ℎ3)
∣∣∣∣∣∣ .
(5.17)
According to equation (3.30) and lemma 3.6, the ﬁrst derivative in the IMLS method
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based on symmetric window function can be written as
푁∑
푗=1
푑
푑푥
휙푓푗 (푥푖)푓푗 =
푓푖+1 − 푓푖−1
2ℎ
+
(푓푖+2 − 2푓푖+1 + 2푓푖−1 − 푓푖−2)
ℎ(4 + 휉)
= 푓 ′(푥푖) +
2ℎ2푓 ′′′푖
4 + 휉
.
(5.18)
Analogously, the second derivative in the IMLS method reads as
푁∑
푗=1
푑2
푑푥2
휙푓푗 (푥푖)푓푗 =
푓푖+1 − 2푓푖 + 푓푖−1
ℎ2
+
4(푓푖+2 − 4푓푖+1 + 6푓푖 − 4푓푖−1 + 푓푖−2)
ℎ2(16 + 휉)
= 푓 ′′(푥푖) +
4ℎ2푓
(4)
푖
16 + 휉
.
(5.19)
Substituting equation (5.18) and (5.19) into (5.13), the square of 퐿2 error of the
quadratic function 푃 (푥) is
푒푟푟2 =
1
푥푗+1 − 푥푗
∫ 푥푗+1
푥푗
(
2ℎ2푓 ′′′푖
휉 + 4
(푥− 푥푖) + 2ℎ
2푓
(4)
푖
휉 + 16
(푥− 푥푖)2 +풪(ℎ3)
)2
푑푥 (5.20)
Let 푥푖 be the midpoint of the interval [푥푗 , 푥푗+1], then the computation of the integral
in (5.20) gives
푒푟푟2 = ℎ6
(푓 ′′′푖 )
2
3(4 + 휉)2
+ ℎ8
(푓
(4)
푖 )
2
20(16 + 휉)2
.
Therefore,
푒푟푟 =
√
ℎ6
(푓 ′′′푖 )2
3(4 + 휉)2
+ ℎ2
(푓
(4)
푖 )
2
20(16 + 휉)2
= ℎ3
√
(푓 ′′′푖 )2
3(4 + 휉)2
+ ℎ2
(푓
(4)
푖 )
2
20(16 + 휉)2
.
■
Lemma 5.2 points out that the quadratic polynomial reconstruction with the use
of the derivatives computed from IMLS methods results in third order accuracy.
5.3 The CWENO-IMLS (CWI) Reconstruction
In Section 5.1 and Section 5.2, we introduced the second order and the third or-
der reconstructions. Generally, the use of unlimited high order reconstructions may
lead to oscillatory solutions in the presence of large gradients. Several strategies
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were suggested to introduce the concept of upwinding to prevent the creation and
evolution of spurious oscillations. Essentially Non-Oscillatory (ENO) schemes are
generally based on a reconstruction procedure. The key idea of the 푟-th order ENO
presented in [HEOC87] is a selection of the 푟 possible stencils. The procedure of
selection is based on minimizing the spurious numerical oscillations which can be
created due to the approximation of function and/or its derivatives in non-smooth
regions.
Later, Liu, Osher and Chan [LOC94] developed the Weighted Essentially Non-
Oscillatory (WENO) reconstruction which takes a convex combination of all 푟 can-
didate stencils. Jiang and Shu [JS96] designed the proper smoothness indicators so
that the reconstruction achieves (2푟− 1)-th order spatial accuracy in smooth region
and switches to the 푟-th order ENO reconstruction near discontinuities.
Central WENO (CWENO) schemes have been developed by Levy et.al [LPR99a].
The advantages of CWENO schemes are that they are very easy to use and can be
easily adapted to a large variety of systems without any knowledge of the solution of
the Riemann problem. The Lax-Friedrich (LxF) scheme is a well known ﬁrst order
central scheme. It is the forerunner of central schemes and is based on piecewice
constant data. A brief description of LxF scheme will be presented in Chapter 6
section 6.2.
In this section, the concept of CWENO schemes will be combined with our second
and third order reconstruction.
To show the properties of the WENO idea, we consider the test problem [JS96]:
푓(푥푗) =
⎧⎨⎩sin(2휋푥푗) 0 ≤ 푥푗 < 0.51− sin(2휋푥푗) otherwise. (5.21)
Figure 5.1(a) shows the result obtained by using the method descreibed in Section 5.1
whereas Figure 5.1(b) illustrates the result without spurious oscillations near dis-
continuity 푥 = 0.5. These oscillations could be eliminated by the help of the WENO
schemes.
5.3.1 Second order Central Weno Interpolating moving least squares
(CWI2) reconstruction
We derive our new second order CWI2 reconstruction in one space dimension. We
ﬁrst note that in the absence of large gradients and/or in the smooth region, we
get the second order accuracy. However, when large gradients or discontinuities
occur, this reconstruction would be oscillatory. Therefore following the WENO
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Figure 5.1 Comparison between the method with and without WENO concept.
philosophy [LOC94, JS96], a second order essentially non-oscillatory reconstruction
is constructed by taking a convex combination of two linear polynomials which are
based on two diﬀerent stencils. In particular, in the stencil 퐼푗 we get
푅˜(푥) = 휔푙푃푙(푥) + 휔푟푃푟(푥), 휔푙 + 휔푟 = 1, 휔푙, 휔푟 ≥ 0 (5.22)
where 푃푙(푥) and 푃푟(푥) are linear polynomials based on a left stencil and a right
stencil, respectively and deﬁned in Theorem 5.1, equation (5.14). Rewrite the two
linear functions 푃푙(푥) and 푃푟(푥) as
푃푙(푥) = 푓푗 + 푓˜
′
푙 (푥− 푥푗) and 푃푟(푥) = 푓푗 + 푓˜ ′푟(푥− 푥푗)
where
푓˜ ′푙 =
푁∑
푖=1
푑
푑푥
휙푙푖(푥)푓푖 푓˜
′
푟 =
푁∑
푖=1
푑
푑푥
휙푟푖 (푥)푓푖.
With an appropriate deﬁnition of nonlinear weights 휔푗 it turns out that the
WENO scheme achieves an optimal accuracy in smooth region while preserving es-
sentially non-oscillatory property near discontinuities.
Following the ideas of [JS96], the weights 휔푗 are deﬁned as
휔푗 =
푐푗(휖+ 퐼푆푗)
−2∑
푘 푐푘(휖+ 퐼푆푘)
−2 , (5.23)
where 푐푗 ’s are the constant coeﬃcients deﬁned as 푐푙 = 푐푟 =
1
2 and 퐼푆푗 are so called
smoothness indicators of the stencil 퐼푗 . The smoothness indicators 퐼푆푗 from [JS96]
58 Chapter 5 High order reconstruction using IMLS derivatives
measure the 퐿2 norms of all derivatives and are given by
퐼푆푖 =
2∑
푙=1
∫ 푥푗+1/2
푥푗−1/2
ℎ2푙−1
(
푑(푙)
푑푥(푙)
푃푖(푥)
)2
푑푥, 푖 ∈ {푙, 푟}. (5.24)
There are several diﬀerent ways to compute these indicators suggested in [LOC94,
Fri98]. For instance, the indicators deﬁned by Friedrich [Fri98, Fri99] are determined
by using 퐿2 norm of the ﬁrst derivatives of the polynomials as
푂퐼푖 =
∫ 푥푗+1/2
푥푗−1/2
ℎ
(
푑
푑푥
푃푖(푥)
)2
푑푥 푖 ∈ {푙, 푟}. (5.25)
The indicators in (5.24) are identical to the indicators in (5.25) for the piecewise
linear reconstruction. More details concerning these indicators will be disscussed in
Subsection 5.3.2. Here, we take 휖 = 10−4 in order to prevent the denominator to
become zero.
An explicit integration of (5.24) yields
퐼푆푙 =
(
푓푗 − 푓푗−1 + 2(−푓푗 + 2푓푗−1 − 푓푗−2)
4 + 휉
)2
퐼푆푟 =
(
푓푗+1 − 푓푗 + 2(푓푗 + 2푓푗+1 − 푓푗+2)
4 + 휉
)2
.
(5.26)
In smooth regions, Taylor expansion of (5.26) gives
퐼푆푙 =
(
ℎ푓 ′푗 −
2ℎ
4 + 휉
푓 ′′푗−1
)2
퐼푆푟 =
(
ℎ푓 ′푗 +
2ℎ
4 + 휉
푓 ′′푗+1
)2
.
(5.27)
Reconstruction of the derivatives of point values
Let the function 푓(푥) be approximated by the CWI2 reconstruction in (5.22). A
pointwise reconstruction of the ﬁrst derivative 푓 ′(푥) is given by
푅˜′(푥) = 휔푙푃 ′푙 (푥) + 휔푟푃
′
푟(푥) (5.28)
where
푃 ′푙 (푥) = 푓˜
′
푙 =
푁∑
푖=1
푑
푑푥
휙푙푖(푥)푓푖, 푃
′
푟(푥) = 푓˜
′
푟 =
푁∑
푖=1
푑
푑푥
휙푟푖 (푥)푓푖 (5.29)
and the weights 휔푙 and 휔푟 deﬁned in (5.23).
Lemma 5.3. Assume the reconstruction of the ﬁrst derivative 푓 ′(푥) deﬁned in (5.28)
is in the smooth region such that the weights 휔푙 and 휔푟 are equal to the constant
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coeﬃcients 푐푙 =
1
2 and 푐푟 =
1
2 . Then the reconstruction (5.28) results in the second
order accurcy.
Proof. An explicit expression of 푓˜ ′푟(푥푗) is
푓˜ ′푟(푥푗) =
푓푗+1 − 푓푗
ℎ
+
2(푓푗 − 2푓푗+1 + 푓푗+2)
ℎ(4 + 휉)
.
Using Lemma 3.1 in Chapter 3 for an explicit form of 푓˜ ′푙 (푥푗) and taking a combination
of these two formulae, we get in the smooth region
푅˜′(푥) =
푓푗+1 − 푓푗−1
2ℎ
+
푓푗+2 − 2푓푗+1 + 2푓푗−1 − 푓푗−2
ℎ(4 + 휉)
.
We can conclude that the reconstruction in (5.28) results in the second order accuacy
according to Lemma 3.5 in equation (3.30) and Lemma 3.6 in Chapter 3. ■
5.3.2 Third order Central Weno Interpolating moving least squares(CWI3)
reconstruction
As the result of Lemma 5.2, the higher order scheme can be constructed by the
quadratic function 푃표(푥) as
푃표(푥) = 푓푗 +
푁∑
푖=1
푑
푑푥
휙푓푖 (푥푗)푓푖(푥− 푥푗) +
1
2
푁∑
푖=1
푑2
푑푥2
휙푓푖 (푥푗)푓푖(푥− 푥푗)2. (5.30)
Deﬁning the non-oscillatory reconstruction on the stencil 퐼푗 shown in Figure 5.2(a),
the following properties should be veriﬁed:
푓(푥) =
⎧⎨⎩
푃표(푥) if the solution is smooth in interval 퐼푗 ,
푃푙(푥) if the solution is not smooth in the interval 퐼푗+1/2,
푃푟(푥) if the solution is not smooth in the interval 퐼푗−1/2.
(5.31)
First, it is necessary to ﬁnd the polynomials 푃푙(푥) and 푃푟(푥). These two linear
polynomials 푃푙(푥) and 푃푟(푥) are constructed as in Theorem 5.1. Rewrite both linear
polynomials as
푓˜푙(푥) = 푃푙(푥) = 푓푗 +
푁∑
푖=1
푑
푑푥
휙푙푖(푥푗)푓푖(푥− 푥푗)
푓˜푟(푥) = 푃푟(푥) = 푓푗 +
푁∑
푖=1
푑
푑푥
휙푟푖 (푥푗)푓푖(푥− 푥푗).
(5.32)
In order to avoid the spurious oscillations near discontinuities or in the presence
of large gradients, the notion of WENO scheme will be applied. By taking a convex
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Figure 5.2 Local domain diﬀerence.
combination of polynomials which depend on diﬀerent stencils, we get
푅˜(푥) =
∑
푖
휔푖푃푖(푥)
∑
푖
휔푖 = 1 휔푖 ≥ 0 푖 ∈ {푙, 푐, 푟} (5.33)
where 푃푙 and 푃푟 are linear polynomials deﬁned in (5.32) corresponding to the 퐼푗−1/2
stencil and the 퐼푗+1/2 stencil, respectively. It is our goal to control the weights 휔푖
such that 푅˜(푥) = 푃표(푥) so that we would have a piecewise quadratic polynomial
reconstruction in the smooth regions and switch to one of the one-sided linear func-
tions near discontinuities .
In general, the nonlinear weights 휔푗 in (5.23) must smoothly converge to the
ideal constants 푐푗 in (5.36) as ℎ approaches zero in the smooth regions. On the
other hand, in regions where discontinuity does exist, the nonlinear weights 휔푗 of
the quadratic polynomial and of one of the one-sided linear reconstruction tend to
be zero. Then the second order method becomes the ﬁrst order method according
to properties (5.31).
Assume that the solution is smooth over the stencil 퐼푗 , then the nonlinear weights
휔푖 act as the constant coeﬃcients 푐푗 , and (5.33) yields
푅˜(푥) = 푃표(푥) = 푐푙푃푙(푥) + 푐푐푃푐(푥) + 푐푟푃푟(푥),
∑
푖
푐푖 = 1 푖 ∈ {푙, 푐, 푟}. (5.34)
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Then we can ﬁnd the polynomial 푃푐(푥) as:
푃푐(푥) =
1
푐푐
(푃표(푥)− 푐푙푃푙(푥)− 푐푟푃푟(푥)). (5.35)
Refering to the paper [LPR00], any symmetric choice of constants 푐푖 in (5.34) results
in third order accuracy. The linear constant coeﬃcients 푐푗 ’s are given by
푐푙 = 푐푟 =
1
4
and 푐푐 =
1
2
. (5.36)
Then the central polynomial 푃푐(푥) is
푃푐(푥) = 2푃표(푥)− 1
2
(푃푙(푥) + 푃푟(푥))
= 푓푗 + (2푓˜
′
푓 −
1
2
푓˜ ′푙 −
1
2
푓˜ ′푟)(푥− 푥푗) + 푓˜ ′′푓 (푥− 푥푗)2.
(5.37)
where
푓˜ ′푙 =
푁∑
푖=1
푑
푑푥
휙푙푖(푥)푓푖, 푓˜
′
푟 =
푁∑
푖=1
푑
푑푥
휙푟푖 (푥)푓푖, (5.38)
푓˜ ′푓 =
푁∑
푖=1
푑
푑푥
휙푓푖 (푥)푓푖, 푓˜
′′
푓 =
푁∑
푖=1
푑2
푑푥2
휙푓푖 (푥)푓푖. (5.39)
In particular, 푓˜ ′푙 and 푓˜
′
푟 are computed by linear-IMLS method while 푓˜
′
푓 and 푓˜
′′
푓
are determined by quadratic-IMLS method.
Rewrite the smoothness indicators 퐼푆푗 as
퐼푆푖 =
2∑
푙=1
∫ 푥푗+1/2
푥푗−1/2
ℎ2푙−1
(
푑(푙)
푑푥(푙)
푃푖(푥)
)2
푑푥, 푖 ∈ {푙, 푐, 푟}. (5.40)
An explicit integration of (5.40) yields
퐼푆푙 =
(
푓푗 − 푓푗−1 + 2(−푓푗 + 2푓푗−1 − 푓푗−2)
4 + 휉
)2
퐼푆푐 =
(
푓푗+1 − 푓푗−1
2
+
−푓푗−2 + 2푓푗−1 − 2푓푗+1 + 푓푗+2
4 + 휉
)2
+
1
3
(
푓푗+1 − 2푓푗 + 푓푗−1 + 4(푓푗−2 − 4푓푗−1 + 6푓푗 − 4푓푗+1 + 푓푗+2)
16 + 휉
)2
퐼푆푟 =
(
푓푗+1 − 푓푗 + 2(푓푗 + 2푓푗+1 − 푓푗+2)
4 + 휉
)2
.
(5.41)
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Figure 5.3 Comparison of nonlinear weights.
In smooth regions, Taylor expansion of (5.41) gives
퐼푆푙 =
(
ℎ푓 ′푗 −
2ℎ
4 + 휉
푓 ′′푗−1
)2
퐼푆푐 =
(
ℎ푓 ′푗 +
ℎ푓 ′′′푗
(4 + 휉)
)2
+
1
3
(
ℎ2푓 ′′푗 +
4ℎ2푓
(4)
푗
(16 + 휉)
)2
퐼푆푟 =
(
ℎ푓 ′푗 +
2ℎ
4 + 휉
푓 ′′푗+1
)2
.
(5.42)
To investigate the behaviour of the nonlinear weights (5.23), we display the
weights 휔푙, 휔푐 in Figure 5.3(a) which refer to the computation of the function in (5.21)
on the interval [0, 1] with 푁 = 100. We set 휖 = 10−6 in (5.23). Note that in the
smooth region the optimal weights are 휔푙 ≈ 푐푙 = 14 and for 휔푐 ≈ 푐푐 = 12 . We can see
from Figure 5.3(a) that although the solution is in the smooth region, the values of
central weights 휔푐 are practically zero and the values of weights 휔푙 do not converge
to the optimal linear constant 푐푙. Therefore, the method cannot achieve the desired
order of accuracy. In the opposite way, the method based on the new weights 푂퐼푗
see Figure 5.3 seems to be a better alternative.
The smoothness measurements (푂퐼) deﬁned by Friedrich [Fri98, Fri99] are de-
termined by using 퐿2 norm of the ﬁrst derivatives of the polynomials as
푂퐼푖 =
∫ 푥푗+1/2
푥푗−1/2
ℎ
(
푑
푑푥
푃푖(푥)
)2
푑푥 푖 ∈ {푙, 푐, 푟}. (5.43)
In the paper [Fri98], the author pointed out that the solutions from the smoothness
indicator 푂퐼푖 in (5.43) and from indicator 퐼푆푖 in (5.40) are very similar. But in
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Figure 5.4 Nonlinear weights.
our case, they are very diﬀerent, see Figure 5.3. It seems to be the case that the
indicator 퐼푆푖 is not suitable for the resolution techniques by using IMLS derivatives.
Therefore we use the expression of the indicators of the weights described in [Fri98]
is
휔푗 =
푐푗(휖+푂퐼푗)
−2∑
푘 푐푘(휖+푂퐼푘)
−2 . (5.44)
The direct computation of (5.43) yields
푂퐼푙 = 퐼푆푙
푂퐼푐 =
(
푓푗+1 − 푓푗−1
2
+
−푓푗−2 + 2푓푗−1 − 2푓푗+1 + 푓푗+2
4 + 휉
)2
푂퐼푟 = 퐼푆푟.
(5.45)
In smooth regions, Taylor expansion gives
푂퐼푐 =
(
ℎ푓 ′푗 +
ℎ푓 ′′′푗
(4 + 휉)
)2
.
Next, the choice of the parameter 휖 to be speciﬁed in (5.44) will be discussed.
We again display the weights 휔푗 in (5.44) with mesh width ℎ =
1
40 and we use the
function in (5.21) as a test function. Figure 5.4 shows the behaviour of the weights
휔푗 with two diﬀerent parameters 휖. Figure 5.4(a) shows the output from 휖 = 10
−6
and Figure 5.4(b) shows the results from 휖 = 10−4. It can be seen that the weights
computed with 휖 = 10−6 are optimal on the computed domain except around the
critical points, more precisely at 푥 = 14 ,
3
4 . Compared with Figure 5.4(b), if we in-
crease the magnitude of 휖 from 10−6 to 10−4, the weights 휔푐 and 휔푙 are close to the
linear constant 푐푐, 푐푙, respectively. However, around the discontinuity 푥 =
1
2 and at
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the most left grid point, the weights with 10−6 and 10−4 act similarly. Therefore,
we select 휖 = 10−4 for all computations in this study.
We test the accuracy with the Franke function as deﬁned in (4.1) on the interval
[−1, 1]. By the numerical experiments, see Table 5.1, it turns out that our proposed
method with the indicators 푂퐼푗 in (5.43) is in fact third order accurate while the
other scheme with the indicators 퐼푆푗 in (5.40) seems to be second order accurate as
grid size decreases.
Table 5.1
∣∣푓(푥)− 푃표(푥)∣∣1 error and order of accuracy (휖 = 10−6)
푁 퐿1 error(퐼푆) 퐿1 order(퐼푆) 퐿1 error(푂퐼) 퐿1 order(푂퐼)
20 2.47E-002 - 2.03E-002 -
40 5.50E-003 2.17 4.10E-003 2.31
80 1.10E-003 2.32 7.32E-004 2.49
160 2.21E-004 2.32 1.03E-004 2.82
320 4.62E-005 2.23 1.07E-005 3.23
Reconstruction of the derivatives of point values
This computation is requested for estimating the solutions at the intermediate state
휈 of a Rung-Kutta time integration scheme discussed in Chapter 6.
Assume the function 푓(푥) be approximated by the CWENO-IMLS reconstruc-
tion (5.33), The reconstruction of function 푓(푥) is rewritten as
푓(푥) ≈ 푅˜(푥) = 휔푙푃푙(푥) + 휔푐푃푐(푥) + 휔푟푃푟(푥)
where
푃푙(푥) = 푓푗 + 푓˜
′
푙 (푥− 푥푗)
푃푐(푥) = 푓푗 + (2푓˜
′
푓 −
1
2
푓˜ ′푙 −
1
2
푓˜ ′푟)(푥− 푥푗) + 푓˜ ′′푓 (푥− 푥푗)2
푃푟(푥) = 푓푗 + 푓˜
′
푟(푥− 푥푗)
and the nonlinear weights 휔푗 deﬁned are in (5.44). An approximation of the ﬁrst
derivative of function 푓(푥) can be determined as follows
푅˜′(푥) = 휔푙푃 ′푙 (푥) + 휔푐푃
′
푐(푥) + 휔푟푃
′
푟(푥) (5.46)
where
푃 ′푙 (푥) = 푓˜
′
푙 =
푁∑
푖=1
푑
푑푥
휙푙푖(푥)푓푖 (5.47)
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푃 ′푟(푥) = 푓˜
′
푟 =
푁∑
푖=1
푑
푑푥
휙푟푖 (푥)푓푖 (5.48)
and
푃 ′푐(푥) = 2푓˜
′
푓 −
1
2
푓˜ ′푙 −
1
2
푓˜ ′푟 + 2푓˜
′′
푓 (푥− 푥푗). (5.49)
The computation of the weights in (5.46) is the same as in (5.44) with the smooth-
ness indicators in (5.43). And the constants 푐푗 ’s are the same as in (5.36).
It is obvious to see that for the pointwise reconstruction, if the solution is smooth
in the stencil 퐼푗 , then 푅˜
′(푥) produces an approximation of the ﬁrst derivative of the
second order accuracy. On the other hand, if the solution is not smooth either in
the stencil 퐼푗−1/2 or in the stencil 퐼푗+1/2, then 푅˜′(푥) results an approximation of the
ﬁrst derivative of the ﬁrst order accuracy.
5.4 Accuracy Tests
For the numerical accuracy tests, we use again the Franke’s function deﬁned in (4.1).
Table 5.2 and Table 5.3 show the numerical errors and numerical order of ac-
curacy from linear reconstructions with non-symmetric IMLS and symmetric IMLS
method. Both cases produce the second order numerical results although the lin-
ear reconstruction based on symmetric window function (see Table 5.3) produce the
smaller magnitude of errors than non-symmetric window function (see Table 5.2).
From Theorem 5.1 we can see that the magnitude of error in equation (5.6) is smaller
than in equation (5.5) when ℎ < 1 and ℎ→ 0.
Table 5.2
∥푓(푥)− 푃푙(푥)∥ and order of accuracy
푁 퐿1 error 퐿1 order 퐿2 error 퐿2 order 퐿∞ error 퐿∞ order
20 3.35E-002 - 4.90E-002 - 1.14E-001 -
40 8.60E-003 1.96 1.30E-002 1.91 3.17E-002 1.85
80 2.20E-003 1.97 3.30E-003 1.98 8.40E-003 1.92
160 5.40E-004 2.03 8.24E-004 2.00 2.10E-003 2.00
320 1.35E-004 1.98 2.06E-004 1.98 5.37E-004 1.94
Table 5.3
∥푓(푥)− 푃푓 (푥)∥ and order of accuracy
푁 퐿1 error 퐿1 order 퐿2 error 퐿2 order 퐿∞ error 퐿∞ order
20 1.17E-002 - 1.89E-002 - 4.77E-002 -
40 2.90E-003 2.01 4.50E-003 2.07 1.10E-002 2.12
80 7.10E-003 2.03 1.10E-003 2.03 2.80E-003 1.97
160 1.77E-004 2.01 2.70E-004 2.03 7.04E-004 1.99
320 4.40E-005 1.98 6.73E-005 1.98 1.76E-004 1.98
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Table 5.4 and Table 5.5 present the errors and order of accuracy of the CWI2
schemes and the CWI3 schemes, respectively. The numerical results conﬁrm the
expected order of accuracy.
Table 5.4
The errors and order of accuracy from CWI2 schemes (휖 = 10−4)
푁 퐿1 error 퐿1 order 퐿2 error 퐿2 order 퐿∞ error 퐿∞ order
20 2.47E-002 - 4.06E-002 - 1.25E-001 -
40 5.10E-003 2.28 9.10E-003 2.16 3.39E-002 1.89
80 8.67E-004 2.56 1.71E-003 2.42 6.50E-003 2.38
160 1.93E-004 2.16 3.15E-004 2.43 1.00E-003 2.70
320 4.90E-002 1.96 7.87E-005 1.98 2.31E-004 2.09
Table 5.5
The errors and order of accuracy from CWI3 schemes (휖 = 10−4)
푁 퐿1 error 퐿1 order 퐿2 error 퐿2 order 퐿∞ error 퐿∞ order
20 1.99E-002 - 3.33E-002 - 1.03E-001 -
40 3.50E-003 2.51 6.40E-003 2.38 2.65E-002 1.96
80 3.92E-004 3.16 7.38E-004 3.12 2.60E-003 3.35
160 3.40E-005 3.53 6.37E-005 3.53 2.63E-004 3.30
320 2.92E-006 3.50 5.22E-006 3.57 2.03E-005 3.66
Table 5.6∥∥∥푓 ′(푥)− 푅˜′(푥)∥∥∥ and order of accuracy (CWI2)
푁 퐿1 error 퐿1 order 퐿2 error 퐿2 order 퐿∞ error 퐿∞ order
20 4.96E-001 - 7.65E-001 - 2.10E+000 -
40 1.94E-001 1.36 3.39E-001 1.18 1.22E+000 0.79
80 5.43E-002 1.83 1.09E-001 1.64 4.63E-001 1.39
160 9.27E-003 2.55 1.87E-002 2.55 8.56E-002 2.44
320 1.41E-003 2.69 2.63E-003 2.79 1.12E-002 2.90
Table 5.7∥∥∥푓 ′(푥)− 푅˜′(푥)∥∥∥ and order of accuracy (CWI3)
푁 퐿1 error 퐿1 order 퐿2 error 퐿2 order 퐿∞ error 퐿∞ order
20 3.94E-001 - 6.40E-001 - 1.83E+000 -
40 1.43E-001 1.46 2.70E-001 1.24 1.07E+000 0.78
80 3.50E-002 2.03 6.60E-002 2.03 2.80E-001 1.93
160 6.20E-003 2.50 1.14E-002 2.53 4.72E-002 2.57
320 1.10E-003 2.47 2.00E-003 2.48 7.60E-003 2.60
The 퐿1, 퐿2, and 퐿∞ errors and their accuracy of an approximation of the ﬁrst
derivative by CWI2 and CWI3 method are given in Table 5.6 and Table 5.7. The
computation is evaluated on the interval [0, 1]. It can be seen that both CWI2 and
CWI3 schemes produce the second order accuracy for the numerical approximations
of the ﬁrst derivatives.
Chapter 6
Conservative
high-order IMLS
reconstruction
This chapter will be concerned with the new second order and third order recon-
struction applied on hyperbolic conservation problem. Generally, the methods for
approximating solutions of such problems can be divided into two main categories:
upwind and central schemes. The ﬁrst-order Godunov method is the prototype
of upwind schemes. There are a variety of high-resolution Godunov-type methods
which are based on the reconstruction of a piecewise polynomial approximation from
cell averages and evolved exactly to the next time level.
Alternatively, central schemes oﬀer the principal advantage due to their simplic-
ity because no need of speciﬁc knowledge of the eigenstructure of a given problem, no
approximation Riemann solvers are involved in their construction. As an extension
of the staggered version of Lax-Friedrich (LxF), the second order central schemes
have been introduced by Nessyahu and Tadmor [NT90] and the sophisticated version
by Kurganov and Tadmor [KT00]. A brief review of upwind and central schemes
will be presented in Section 6.1.
Higher order schemes in the central framework have been introduced by Bianco,
Puppo, and Russo [BPR99] for the essentially non-oscillatory (ENO) reconstructions
and by Levy et al. [LPR99a, LPR99b] for the WENO approach. A high order central
weighted essentially non-oscillatory (CWENO) scheme in [LPR99b] is determined by
taking a convex combination of a piecewise parabola function and two one-sided lin-
ear functions. An overview of staggered CWENO schemes can be found in [LRR99].
An alternative approach of the staggered high order reconstruction techniques is
excluded from the scope of this study. More details of another approach and a col-
lection of the central high order schemes are available at the website for a package of
high-resolution central schemes for nonlinear conservation laws and related problems
(CentPack) in [CSC].
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6.1 Upwind and central schemes
Consider the hyperbolic conservation law
푢푡 + 푓(푢)푥 = 0. (6.1)
Let Δ푡 be the time step and 휆 = Δ푡/ℎ. Assume that grid is uniform, ℎ = 푥푗+1 − 푥푗
and 퐼푗 = [푥푗 − ℎ2 , 푥푗 + ℎ2 ], then an approximate value of 푢 at time 푡푛 is
푢푛푗 =
1
ℎ
∫ 푥푗+1/2
푥푗−1/2
푢(푥, 푡푛)푑푥. (6.2)
Integrate (6.1) over 퐼푗 and dividing by ℎ, we obtain
푑
푑푡
푢푗 = −1
ℎ
(푓(푢(푥푗+ 1
2
, 푡))− 푓(푢(푥푗− 1
2
, 푡)). (6.3)
The above equation is a prototype of a large variety of schemes. The ﬂux compu-
tation is integrated on the interval [푥푗−1/2, 푥푗+1/2] where the reconstruction of ﬂux
is generally discontinuous (see Figure 6.1(a)). Therefore, the information of wave
propagation of Riemann fans is necessarily required to integrate ﬂux along the cell
interface in time.
On the other hand, central schemes based on staggered grids require to construct
a smooth piecewise polynomial interpolant in the interval 퐼푗 . The ﬂux function is
integrated over the interval 퐼푗+1/2 = [푥푗 , 푥푗+1] where the interpolants are smooth
(see Figure 6.1(b)).
The evolution of the point values of the solution 푢 in (6.1) on the staggered grid
points reads as
푑
푑푡
푢푗+1/2 = −
1
ℎ
(푓(푢(푥푗+1, 푡))− 푓(푢(푥푗 , 푡)). (6.4)
The key point of all central schemes is that no requirement of Riemann solvers is
needed to evaluate ﬂux function since the Riemann fans are inside computed region
of the associated staggered grid. Because of this reason, it makes the computation of
the numerical ﬂuxes easier than upwind schemes. More precisely, the computation
of ﬂux functions will not require ﬂux splitting.
Integrating (6.1) in space and time and dividing by ℎ, we get
푢푛+1
푗+ 1
2
= 푢푛
푗+ 1
2
− 1
ℎ
∫ 푡푛+1
푡푛
[푓(푢(푥푗+1, 휏)− 푓(푢(푥푗 , 휏))] 푑휏. (6.5)
The ﬁrst term of the right hand side 푢푛
푗+ 1
2
is obtained by integrating the reconstruc-
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(b) Central scheme
Figure 6.1 Flux evaluation between upwind and central schemes.
tion exactly on [푥푗 , 푥푗+1] that is
푢푛
푗+ 1
2
=
1
ℎ
∫ 푥푗+1
푥푗
푢(푥, 푡푛)푑푥 =
1
ℎ
⎛⎝∫ 푥푗+12
푥푗
푅˜푗(푥)푑푥+
∫ 푥푗+1
푥
푗+12
푅˜푗+1(푥)푑푥
⎞⎠ . (6.6)
A suitable CFL condition for the central scheme is of the form
휆 max
푥푗<푥<푥푗+1
∣푓 ′(푢(푥, 푡))∣ ≤ 1
2
. (6.7)
6.2 The ﬁrst order Lax-Friedrich (LxF) scheme
The simplest ﬁrst order central scheme is Lax-Friedrich (LxF) scheme. This scheme
employs piecewise-constant representation of the function on the cell 퐼푗 = [푥푗− 1
2
−
푥푗+ 1
2
]. The resulting LxF scheme is then
푢푛+1
푗+ 1
2
=
1
2
(푢푛푗 + 푢
푛
푗+1)− 휆(푓(푢푛푗+1 − 푓(푢푛푗 )), 푢푛푗 := 푢(푥푗 , 푡푛), (6.8)
where 휆 = Δ푡/ℎ denotes the mesh ratio and satisﬁes the CFL condition (6.7). The
schematic representation of LxF-staggered version is given in Figure 6.2(a) and non-
staggered version in Figure 6.2(b).
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Figure 6.2 First order Lax-Friedrich schemes.
6.3 High order central schemes for conservation laws
6.3.1 The method based on NT scheme
Nessyahu-Tadmor (NT) scheme
First, the reconstruction of the ﬁeld variable will be discussed. Instead of using
piecewise constant functions as in LxF scheme, Nessyahu and Tadmor applied a
piecewise linear polynomial of the form
푃푛푗 (푥) = 푢
푛
푗 + (푢
′
푗)
푛(푥− 푥푗) 푥푗−1/2 ≤ 푥 ≤ 푥푗+1/2 (6.9)
where (푢′푗)
푛 is an approximation of the exact ﬁrst derivative 푢′(푥푗 , 푡푛). A possible
numerical computation of the slope (푢′푗)
푛, which prevent spurious oscillations in the
numerical solution, is proposed by the concept of limiters. According to the original
work of Nessyahu and Tadmor [NT90], the simplest minmod limiter is employed. It
is deﬁned as
푢′푗 =
1
ℎ
푀푀(푢푗+1 − 푢푗 , 푢푗 − 푢푗−1) (6.10)
where
푀푀(푎, 푏) :=
1
2
(sgn(푎) + sgn(푏)) min(∣푎∣, ∣푏∣). (6.11)
The staggered point value which is the ﬁrst integral of the right side of (6.5) is
computed by
푢푛푗+1/2 =
1
ℎ
∫ 푥푗+1
푥푗
푢(푥, 푡푛)푑푥
=
1
ℎ
(∫ 푥푗+1/2
푥푗
푃푗(푥, 푡
푛)푑푥+
∫ 푥푗+1
푥푗+1/2
푃푗+1(푥, 푡
푛)푑푥
)
.
(6.12)
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An explicit integration of (6.12) gives
푢푛푗+1/2 =
1
2
(푢푛푗 + 푢
푛
푗+1)−
ℎ
8
((푢′푗+1)
푛 − (푢′푗)푛) (6.13)
where 푢′푗 is deﬁned in (6.10). Next, the evolution step which is the second term of
the right side of (6.5) will be described. With the use of a second order quadrature
rule such as the midpoint rule and Taylor expansion, the intermediate value is
푢
푛+1/2
푗 = 푢
푛
푗 −
휆
2
(푓 ′푗)
푛 (6.14)
where 푓 ′푗 stands for an approximate numerical derivative of the ﬂux and is computed
by (6.10). Note that 휆 satisﬁes CFL condition (6.7). The ﬁnal calculation is
푢푛+1푗+1/2 = 푢
푛
푗+1/2 − 휆(푓(푢푛+1/2푗+1 )− 푓(푢푛+1/2푗 )) (6.15)
A schematic representation of NT scheme is shown in Figure 6.3.
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NTI scheme
Instead of using the ﬁnite diﬀerence in (6.10), we apply the derivatives of IMLS inter-
polations based on linear basis and non-symmetric window functions as represented
in Chapter 2. Then the new minmod limiter is
푢′푗 = 푀푀((푢˜
′
푙)푗 , (푢˜
′
푟)푗) (6.16)
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where
푢˜′푙(푥) =
푁∑
푖=1
푑휙푙푖(푥)
푑푥
푢푖 푢˜
′
푟(푥) =
푁∑
푖=1
푑휙푟푖 (푥)
푑푥
푢푖
and 푀푀(푎, 푏) is deﬁned in (6.11).
To complete the method, we follow the above description of NT scheme from (6.13)
to (6.15). The procedure of NT and NTI schemes can be summerized as a three step
method as follow:
1. Reconstruction step: Given 푢푛푗 , compute
푢푛푗+1/2 =
1
2
(푢푛푗 + 푢
푛
푗+1)−
ℎ
8
((푢′푗+1)
푛 − (푢′푗)푛)
where 푢′푗 is deﬁned in (6.10) for NT scheme and in (6.16) for NTI scheme.
2. Predictor step: Evaluate the intermediate states 푢
푛+1/2
푗
푢
푛+1/2
푗 = 푢
푛
푗 −
휆
2
푓 ′푗 (6.17)
where 푓 ′푗 is deﬁned in (6.10) for NT scheme and in (6.16) for NTI scheme.
3. Corrector step: Update the cell value on the staggered grid
푢푛+1푗+1/2 = 푢
푛
푗+1/2 − 휆(푓(푢푛+1/2푗+1 )− 푓(푢푛+1/2푗 )). (6.18)
Remark: To conﬁrm the convergence of the computed solution to the unique en-
tropy solution, an appropriate CFL condition is given by 휆 ≤ 0.32, For more infor-
mation and the details of proof, see [NT90].
6.3.2 The Central Runge-Kutta (CRK) schemes
We use the CRK schemes for the second order and the third order time integration.
The following discription of CRK schemes is based on [PR06, PPR05, LRR99].
We require that our reconstructions satisfy the following properties:
1. Accuracy
∙ Cell averages
푢푛푗+1/2 =
1
ℎ
∫ 푥푗+1
푥푗
푢(푥, 푡푛)푑푥+풪(ℎ푟), (6.19)
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where 푟 is the spatial order of the method.
∙ Pointwise values
푃푢(푥푗 , 푡
푛) = 푢(푥푗 , 푡
푛) +풪(ℎ푟). (6.20)
∙ Derivatives of the numerical ﬂuxes
퐷푓 = 푃 ′푓 (푥푗 , 푡
푛) = 푓 ′(푢(푥푗 , 푡푛)) +풪(ℎ푟−1). (6.21)
2. Conservation
For the reconstruction of the function 푅˜, we want
1
ℎ
∫
퐼푗
푅˜푗(푥)푑푥 = 푢푗 (6.22)
3. Non-oscillatory property
Prevent the spurious oscillations by means of WENO schemes.
Before going into the detail of CRK schemes, a short review of Runge-Kutta schemes
applied to initial value problems is given by discussing the following ordinary diﬀer-
ential equation:
푦′ = 푔(푦),
푦(푡0) = 푦0.
An explicit Runge-Kutta scheme with 휈 stages for the solution of the initial value
problem above reads as
푦푛+1 = 푦푛 + Δ푡
휈∑
푖=1
푏푖퐾
(푖)
where 퐾(푖) are so called Runge-Kutta ﬂuxes deﬁned by
퐾(푖) = 푔(푦(푖−1)) with 푦(0) = 푦푛, 푖 = 1, . . . , 휈.
The 푦(푖) are called the intermediate values. In particular, for an explicit schemes
these values are given by
푦(푖) = 푦푛 + Δ푡
푖∑
푙=1
푎푖푙퐾
(푙), 푖 = 1, . . . , 휈 − 1.
The matrix 퐴 = (푎푖푙) and the vector b deﬁne the RK scheme. Here the matrix 퐴 is
a (휈 − 1)× (휈 − 1) lower triangular matrix with non zero elements in the diagonal.
We now turn out to describe the CRK schemes.
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Rewrite the semidiscrete staggered central schemes as
푑
푑푡
푢푗+1/2(푡) = −
1
ℎ
[푓(푢(푥푗+1/2, 푡)− 푓(푢(푥푗−1/2, 푡)], (6.23)
For time discretization, we apply a 휈 stage Runge-Kutta scheme. Thus the updated
solution can be written as
푢푛+1푗+1/2 = 푢
푛
푗+1/2 − 휆
휈∑
푖=1
푏푖퐾
(푖)
푗+1/2, (6.24)
and the Rung-Kutta ﬂuxes are
퐾
(푖)
푗+1/2 = 푓(푢
(푖−1)
푗+1 )− 푓(푢(푖−1)푗 ) with 푢(0)푗 = 푢푛(푥푗). (6.25)
Now we want to calculate the intermediate values 푢
(푖)
푗 at grid points 푥푗 . Because
the reconstruction polynomials are smooth at grid points 푥푗 , we can compute the in-
termediate values 푢
(푖)
푗 integrating the conservation law (6.1). Then the intermediate
states read as
푢
(푖)
푗 = 푢
(0)
푗 + Δ푡
푖∑
푙=1
푎푖,푙퐾ˆ
(푙)
푗 , 푖 = 1, . . . , 휈 − 1, (6.26)
where
퐾ˆ
(푙)
푗 = −
∂푓(푢(푙−1))
∂푥푗
and 푢
(0)
푗 = 푢
푛(푥푗) 푙 = 1, . . . , 휈. (6.27)
The values of the matrix 퐴 = (푎푖,푙) in (6.26) and the vector b = 푏푖 in (6.24) are
given in Table 6.1.
Table 6.1
Coeﬃcients of Rung-Kutta scheme
Scheme 퐴 b
CRK2 1 12 ,
1
2
CRK3 1 16 ,
1
6 ,
2
3
1
4 ,
1
4
To ﬁnish the computation, we now need to specify the computation of 푢푛푗+1/2,
point values 푢푛(푥푗), and ﬂux derivatives 푓푥(푢). In all three cases of the computa-
tions, the reconstructions are computed as described in Chapter 5, section 5.3. We
use the CWI2 descriebed in subsection 5.3.1 for the second order reconstruction and
use the CWI3 presented in subsection 5.3.2 for the third order reconstruction.
We start to compute the point values 푢푛(푥푗) and the ﬂux derivatives. Then we
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will describe how 푢푛푗+1/2 is computed. We rewrite
푅˜(푥) = 휔푙푃푙(푥) + 휔푟푃푟(푥)
where
푃푙(푥) = 푢푗 + 푢˜
′
푙(푥− 푥푗)
푃푟(푥) = 푢푗 + 푢˜
′
푟(푥− 푥푗)
for evaluation of 푢푛푗+1/2 and the point value 푢
푛(푥푗) of the piecewise linear recon-
struction and
푅˜(푥) = 휔푙푃푙(푥) + 휔퐶푃푐(푥) + 휔푟푃푟(푥) (6.28)
where
푃푐(푥) = 푢푗 + (2푢˜
′
푓 −
1
2
푢˜′푙 −
1
2
푢˜′푟)(푥− 푥푗) + 푢˜′′푓 (푥− 푥푗)2,
for the piecewise quadratic reconstruction.
The computation of discrete ﬂux derivatives ∂푓∂푥 at the intermediate states in (6.27)
is given by
푅˜′(푥) = 휔푙푃 ′푙 (푥) + 휔푟푃
′
푟(푥) for the CWI2 method and
푅˜′(푥) = 휔푙푃 ′푙 (푥) + 휔푐푃
′
푐(푥) + 휔푟푃
′
푟(푥) for the CWI3 method
where
푃 ′푙 (푥) = 푓˜
′
푙 =
푁∑
푖=1
푑
푑푥
휙푙푖(푥)푓푖
푃 ′푟(푥) = 푓˜
′
푟 =
푁∑
푖=1
푑
푑푥
휙푟푖 (푥)푓푖
and
푃 ′푐(푥) = 2푓˜
′
푓 −
1
2
푓˜ ′푙 −
1
2
푓˜ ′푟 + 2푓˜
′′
푓 (푥− 푥푗).
Note that the reconstruction 푅˜(푥) deﬁned in (6.28) with the central quadratic
function 푃푐(푥) = 푢푗 + (2푢˜
′
푓 − 12 푢˜′푙 − 12 푢˜′푟)(푥− 푥푗) + 푢˜′′푓 (푥− 푥푗)2 is not conservative,
i.e.
∫
퐼푗
푅˜(푥) ∕= 푢푗 . The following Lemma states how to compute the conservative
version of the reconstruction.
Lemma 6.1. If the quadratic polynomial 푃푐(푥) deﬁned on the interval [푥푗− 1
2
, 푥푗+ 1
2
]
is given by
푃푐(푥) = 푢푗 − ℎ
2
12
(푢˜′′푓 ) + (2푢˜
′
푓 −
1
2
푢˜′푙 −
1
2
푢˜′푟)(푥− 푥푗) + 푢˜′′푓 (푥− 푥푗)2 (6.29)
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where 푢˜′푙, 푢˜
′
푟, 푢˜
′
푓 , 푢˜
′′
푓 are deﬁned in (5.39), then
푅˜(푥) = 휔푙푃푙(푥) + 휔푐푃푐(푥) + 휔푟푃푟(푥) (6.30)
is conservative.
Proof. In the smooth region, the nonlinear weights 휔푗 act as the constants 푐푗 , see
Chapter 5, section 5.3, 푅˜(푥) is rewritten as
푅˜(푥) =
1
4
푃푙(푥) +
1
2
푃푐(푥) +
1
4
푃푟(푥)
= 푢푗 − ℎ
2
24
푢˜′′푓 + 푢˜
′
푓 (푥− 푥푗) +
푢˜′′푓
2
(푥− 푥푗)2.
Integrating 푅˜(푥) on the interval [푥푗− 1
2
, 푥푗+ 1
2
] and dividing by ℎ, we obtain
1
ℎ
∫ 푥푗+1/2
푥푗−1/2
푅˜(푥)푑푥 =
1
ℎ
[
(푢푗 −
ℎ2푢′′푓
24
)푥+
푢˜′푓
2
(푥− 푥푗)2 +
푢˜′′푓
6
(푥− 푥푗)3
]푥푗+1/2
푥푗−1/2
.
Substituting 푥 = 푥푗+1/2 and 푥 = 푥푗−1/2, we ﬁnd
1
ℎ
∫ 푥푗+1/2
푥푗−1/2
푅˜(푥)푑푥 = 푢푗 .
Assume the solution is not smooth in the interval 퐼푗+1/2 = [푥푗 , 푥푗+1], the third order
reconstruction 푅˜(푥) becomes the second order reconstruction corresponding to the
interval 퐼푗−1/2 = [푥푗−1, 푥푗 ]. It is obviously seen that the result of the integration of
the linear polynomial divided by ℎ is
1
ℎ
∫
퐼푗
푅˜(푥)푑푥 = 푢푗 .
Therefore, the scheme (6.30) is conservative. ■
Note that it is very obvious to see that the piecewise linear reconstruction is
conservative.
We then can compute the 푢푛푗+1/2 for the CWI3 reconstruction by using the results
of Lemma 6.1 and substituing into the integration in (6.6).
Next, the steps of the CWI Runge-Kutta (CWIRK) schemes can be summarized
in the following algorithm:
Given the point value 푢푛푗 at the time step 푡
푛, proceed as follows
∙ Step 1:
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∀푗 : Compute the reconstruction of 푢푛푗+1/2, and 푢푛푗
푅˜(푥) = 휔푙푃푙(푥) + 휔푟푃푟(푥) for the second order reconstruction
푅˜(푥) = 휔푙푃푙(푥) + 휔푐푃푐(푥) + 휔푟푃푟(푥) for the third order reconstruction.
The polynomials 푃푙(푥) and 푃푟(푥), and 푃푐(푥) are given in (5.32) while the
quadratic polynomials 푃푐(푥) are deﬁned in Lemma 6.1 equation (6.29) . The
weights 휔푗 are computed by (5.44) and are depending on the smoothness in-
dicators 푂퐼푗 in (5.43).
∙ Step 2:
Compute the point values of the ﬂux 푓(푢푛푗 ), where the point values 푢푗 are ob-
tained from step 1. Reconstruct the discrete ﬁrst derivative of 푓 ′(푢푛푗 ) by using
the point values of 푓(푢푛푗 ) and follow the reconstruction procedure described in
Chapter 5 Section 5.3
푓 ′(푥) = 휔푙푓 ′푙 (푥) + 휔푟푓
′
푟(푥) for the second order reconstruction
푓 ′(푥) = 휔푙푓 ′푙 (푥) + 휔푐푓
′
푐(푥) + 휔푟푓
′
푟(푥) for the third order reconstruction
where 푓 ′푙 , 푓
′
푟, and 푓
′
푐 are deﬁned in (5.47)- (5.49). The weights 휔푗 are computed
as in step 1 but the calculation of the smoothness indicators are replaced by
the discrete ﬂux 푓 .
∙ Step 3:
Compute the intermediate values 푢
(푖)
푗 . For 푖 = 1, . . . , 휈 − 1
– Evaluate 푓(푢
(푖−1)
푗 )
– Compute
푢
(푖)
푗 = 푢
(0)
푗 + Δ푡
푖∑
푙=1
푎푖,푙퐾ˆ
(푙)
푗 , 푖 = 1, . . . , 휈 − 1,
where 퐾ˆ
(푙)
푗 = −∂푓(푢
(푙−1))
∂푥푗
are obtained by step 2. The coeﬃcents 푎푖푙 are
listed in Table 6.1.
∙ Step 4:
Evaluate the Runge-Kutta ﬂuxes
퐾
(푖)
푗+1/2 = 푓(푢
(푖−1)
푗+1 )− 푓(푢(푖−1)푗 ) 푖 = 1, . . . , 휈 with 푢(0)푗 = 푢푛(푥푗).
∙ Step 5:
78 Chapter 6 Conservative high-order IMLS reconstruction
Update the staggered 푢푛+1푗+1/2 at the new time step 푛+ 1 by
푢푛+1푗+1/2 = 푢
푛
푗+1/2 − 휆
휈∑
푖=1
푏푖퐾
(푖)
푗+1/2,
where the coeﬃcients 푏푖 are shown in Table 6.1.
6.3.3 CFL conditions
Rewrite the CFL conditions for all central staggered schemes as
휆 ≤ 휆0 1
max(∣푓 ′(푢(푥, 푡))∣) ≤
1
2
1
max(∣푓 ′(푢(푥, 푡))∣) . (6.31)
We follow these mesh parameters as described in [NT90] for of the NT and NTI
schemes and in [PPR05] for the CWIRK2 and CWIRK3 schemes. We summarize
the list below. For 휆 ≤ 휆0,
NT and NTI: 휆0 = 0.32,
CWIRK2: 휆0 =
1
2
,
CWIRK3: 휆0 =
3
7
.
(6.32)
We will use these parameters for our numerical experiments in Chapter 7.
Chapter 7
Numerical
Results
In order to show the behavior and accuracy of our piecewise linear and piecewise
quadratic reconstructions compared with the NT scheme that are presented in Chap-
ter 5 and Chapter 6, some test problems with known analytical solution are solved in
this chapter. In the scalar case, a linear advection equation with smooth initial con-
dition will be tested to show the order of accuracy of the schemes. Burgers’ equation
and Buckley-Leverett’s equation will be studied to see the behavior of the methods.
We also test the total variation of the numerical experiments. We then study the
applications of the schemes to systems of conservation laws. The classical tests from
gas dynamics concerning Euler’s equations for an ideal gas will be discussed.
We denote the methods as follows:
∙ NT: The Nessyahu and Tadmor scheme [NT90].
∙ NTI: The NT occupied with linear IMLS method, see (6.16)- (6.18).
∙ CWIRK2: the Central WENO-IMLS method based on the piecewise linear
polynomial for discretization in space and the Runge-Kutta for time integra-
tion.
∙ CWIRK3: the Central WENO-IMLS method based on the piecewise quadratic
polynomial for discretization in space and the Runge-Kutta for time integra-
tion, see (6.24)- (6.27).
7.1 Linear advection equation
7.1.1 Smooth initial data
To test the accuracy, we start with a linear advection equation with smooth initial
data 푢(푥, 푡 = 0) = sin4(휋푥). The computation is stopped at time 푇 = 1. This test
is used to test the convergence rate of the schemes.
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Table 7.1
NT scheme
푁 퐿1 error 퐿1 order 퐿∞ error 퐿∞ order
20 3.79E-002 - 1.27E-001 -
40 1.31E-002 1.53 5.73E-002 1.14
80 4.19E-003 1.64 2.53E-002 1.18
160 1.18E-003 1.83 1.06E-002 1.26
320 3.19E-004 1.89 4.32E-003 1.29
Table 7.2
NTI scheme
푁 퐿1 error 퐿1 order 퐿∞ error 퐿∞ order
20 3.89E-002 - 1.29E-001 -
40 1.37E-002 1.51 5.67E-002 1.18
80 4.74E-003 1.53 2.45E-002 1.21
160 1.53E-003 1.63 9.94E-003 1.30
320 5.00E-004 1.61 3.94E-003 1.33
Table 7.3
CWIRK2 scheme
푁 퐿1 error 퐿1 order 퐿∞ error 퐿∞ order
20 6.84E-002 - 1.06E-001 -
40 2.30E-002 1.57 4.49E-002 1.25
80 6.50E-003 1.82 1.97E-002 1.19
160 1.50E-003 2.11 7.70E-003 1.35
320 2.31E-004 2.70 1.50E-003 2.36
Table 7.4
CWIRK3 scheme
푁 퐿1 error 퐿1 order 퐿∞ error 퐿∞ order
20 1.27E-001 - 2.03E-001 -
40 3.63E-002 1.81 7.32E-002 1.47
80 5.40E-003 2.75 1.54E-002 2.25
160 4.76E-004 3.50 1.60E-003 3.27
320 1.98E-004 2.33 3.87E-004 2.26
The computational parameters used in this test are 휖 = 10−4. The mesh ratio
was chosen as 휆 = 0.9휆0 where 휆0 is selected in order to satisfy stability conditions
and it depend on the scheme. The choice of this parameter is presented in Chapter 6,
subsection 6.3.3.
Table 7.1- 7.4 show the numerical errors and accuracy for the discrete 퐿1 norm
and 퐿∞ norm where 푁 is the number of grid points. The behavior of the errors and
the order of accuracy is comparable for all four methods. It can be seen that the
NT, NTI, and CWIRK2 schemes are second order accurate. The CWIRK3 schemes
are third order accurate but they loose the accuracy on the ﬁne grids. Concerning
the NT and NTI schemes, we can see that the accuracy of the NT scheme performs
better than the NTI schemes because the diﬀerence operators of the ﬁrst derivatives
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Figure 7.1 Total Variation of approximations of linear advection equation with smooth
initial data
in the NTI scheme do not produce an optimal second order accuracy, see Chapter 3,
subsection 3.1.1.
We also test the convergence of the methods by plotting the numerical values
of Total Varialtion (TV) presented in Chapter 4, subsection 4.2.2 of the discrete
solution. The discrete version of 푇푉 is
푇푉 (푢) :=
푁∑
푗=1
∣푢푗+1 − 푢푗 ∣. (7.1)
In Figure 7.1, we show the TV of four numerical schemes with the diﬀerent
numbers of grid points. The sizes of the TV of all four schemes are decreased as the
grid reﬁned. Nessyahu and Tadmor [NT90] pointed out that the scheme in (6.17)
under the CFL condition, 휆 = 0.32, is TVD.
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7.1.2 The square wave
We consider a linear advection equation with the initial data given by
푢(푥, 푡 = 0) =
⎧⎨⎩1 −0.8 ≤ 푥 ≤ 0.4,0 otherwise.
The numerical result at time 푇 = 1 of this problem is shown in Figure 7.2. In
Figure 7.2(b) we observe that the results of the NTI, CWIRK2, CWIRK3 schemes
are sharper than the result of the NT scheme but the CWIRK3 scheme generates
oscillations at the top of the wave. Figure 7.2(c) shows the result obtained with
the CWIRK3 for two grid sizes, 푁 = 160 and 푁 = 400. The solution has spurious
oscillations even though the grid is reﬁned. Figure 7.3 conﬁrms that although the
grid size is small, the TV of the CWIRK3 is increased for 푁 = 80 and 푁 = 160.
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Figure 7.2 Linear advection equation with non-smooth initial data
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Figure 7.3 Total Variation of approximations of linear advection equation with the square
wave data
7.2 Burgers’ Equation
Consider Burgers’ equation
푢푡 +
(
1
2
푢2
)
푥
= 0
with initial condition
푢(푥, 푡 = 0) =
⎧⎨⎩푥2 −2 ≤ 푥 ≤ 2,0 otherwise
on the interval [−3, 3]. The exact solution is given by
푢(푥, 푡) =
⎧⎨⎩ 푥푡+2 −
√
2(푡+ 2) ≤ 푥 ≤√2(푡+ 2),
0 otherwise.
(7.2)
84 Chapter 7 Numerical Results
This solution has two shock propagating with the speeds ± 1√
2(푡+2)
. The right-going
shock has the left state 푢푙 =
√
2
푡+2 and the right state 푢푟 = 0 and similarly for the
left-going shock.
Figure 7.4(a)- 7.4(c) show the results of Burgers’ equation at time 푇 = 1. The
numerical demonstration from the NT and NTI schemes shows that the NT and NTI
have the same behavior. And the diﬀerence between numerical solutions obtained
with the CWIRK2 and CWIRK3 is very small shown in Figure 7.4(b)- 7.4(c). As
expected, the CWIRK3 scheme acts as the second order reconstruction in the pres-
ence of shocks. Figure 7.5 contains various plot of the TV approximations of four
schemes for the diﬀerent grids, 푁 = 20, 푁 = 40, 푁 = 80, 푁 = 160. It seems that
the size of the TV of all four schemes are increased although the grid is reﬁned.
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Figure 7.4 Burgers’ Equation at 푇 = 1
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Figure 7.5 Total Variation of approximations of Burgers’ equation
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7.3 Buckley-Leverett’s problem
푢푡 + 푓(푢)푥 = 0, 푓(푢) =
4푢2
4푢2 + (1− 푢)2 , −1 ≤ 푥 ≤ 1
subject to the initial data
푢(푥, 푡 = 0) =
⎧⎨⎩1 −12 ≤ 푥 ≤ 0,0 otherwise.
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Figure 7.6 Buckley-Leverett’s equation
We have computed the solution up to time 푇 = 0.4 and 푁 = 160. Figure 7.6
shows the results obtained with four diﬀerent schemes. As the plot show, the results
from the CWIRK2 and CWIRK3 are very similar and the behaviour of the NT and
NTI are slightly diﬀerent.
7.4 Euler equations
The system of Euler equations of gas dynamics for a polytropic gas with 훾 = 1.4 is
considered. The variables 휌,푚,퐸 and 푝, which will be shown below, are the density,
momentum, total energy per unit volume, and the pressure, respectively. In this
work, the componentwise extension will be adopted. With four numerical methods
the smoothness indicators are computed using the formulas as for the scalar case for
each component. Here, we apply a general strategy to compute the time step,
Δ푡 =
0.5휆0ℎ
max푗(푐푗 + ∣푢푗 ∣) , (7.3)
where 푐푗 and 푢푗 are the local sound speed and velocity respectively.
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7.4.1 Sod’s initial data
The ﬁrst test problem has the initial values:
(휌,푚,퐸) =
⎧⎨⎩(1, 0, 0.25) 푥 ≤ 0.5,(0.125, 0, 0.25) 푥 > 0.5.
The computation domain is [0, 1] and time integration is up to 푇 = 0.16, and
푁 = 200. The exact solution of Sod’s initial data is described by B. Fryxell [Fry].
The solution to this problem contains one rarefaction wave traveling to the left, one
shock wave traveling to the right, and a contact discontinuity in between.
Figure 7.7 shows results with four diﬀerent schemes. It can be seen that the behavior
of the NT and NTI is similar. The diﬀerence between the numerical solutions ob-
tained with the CWIRK2 and CWIRK3 is very small. Because the reconstruction of
the CWIRK3 is composed of a quadratic polynomial and two one-sided linear poly-
nomials, if the non-linear weights are not optimal, the two linear functions are not
balanced by the central quadratic function. Therefore, the CWIRK3 reconstruction
is switched to one of the one-side linear reconstruction.
7.4.2 Lax’s initial data
This test problem is the one other example of a Riemann problem for gas dynamics.
The initial data is
(휌,푚,퐸) =
⎧⎨⎩(1,−19.59745, 2692.03) 푥 ≤ 0.8,(1,−19.59745, 192.05) 푥 > 0.8.
The solution of this problem contains two shock waves and a contact discontinuity in
between. The computation domain is [0, 1] and time integration is up to 푇 = 0.012,
and 푁 = 200. The exact solution of this problem is obtained by Sutherland [Sut].
The results are illustrated in Figure 7.8. Similar to the Sod’s problem, the results
from the NT and NTI are not diﬀerent. In the velocity proﬁle shown in Figure 7.8(c),
all four schemes produce very similar results.
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Figure 7.7 Sod problem
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Chapter 8
Summary and
Outlook
8.1 Summary
In this thesis, the numerical methods based on the meshfree IMLS method and the
central WENO techniques have been developed for solving hyperbolic conservation
laws. In order to achieve this we have carried on as follows.
An overview of meshfree methods has been presented. In this study, the MLS
approximation and its interpolating version are only discussed for constructing the
meshfree shape functions. The other approach -RKPM- is out of the scope of this
study. In order to apply the upwind strategies in our new schemes to hyperbolic
problems, the non-symmetric window functions have also been introduced for com-
puting the IMLS interpolants. The explicit expression of the IMLS methods based
on symmetric and non-symmetric window functions has been descreibed. These
formulae are very useful to analyse the 퐿2 error of our new reconstructions based
on the IMLS methods. Von Neumann stability analysis of the IMLS methods for a
linear advection equation has been presented.
High order schemes have been constructed using the derivatives of the IMLS
methods in a Taylor expansion. Both the piecewise linear and quadratic recon-
structions have been proposed. The common obstacle of high order schemes is the
presence of the unwanted oscillations. To eliminate this, the idea of the WENO
schemes has been adopted. We have taken a convex combination of two linear func-
tions for the second order schemes and designed the proper weights to prevent the
oscillations. The quadratic reconstruction has been formulated using a combination
of two linear functions and a parabolic function. If the solution is on the smooth
region, the method is of the third order. In turn, the method is of the second order
near discontinuities or the presence of large gradients. We have introduced the cen-
tral Runge-Kutta scheme for time integration to solve the problems. For the purpose
of comparison, the NT scheme has been discussed. We have also applied the IMLS
methods in the NT scheme. In this framework, the minmod limiter has been used
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to prevent the oscillations.
Numerical results from the four schemes have been presented. As expected, all
four schemes is of the second order if the solution is near discontinuties or extrema.
But in smooth region the quadratic reconstruction is of the third order whereas the
other schemes are of the second order.
8.2 Outlook
The other approach of the third order central schemes to achieve more accurate
and stable solutions is to contruct the schemes based on the Godunov method as
in [LT98]. The main idea is using a piecewise quadratic polynomial reconstruction
which enjoys non-oscillatory property and employing a proper quadrature rule to
approximate the numerical ﬂuxes. Because of this, the method is of the third order
accuracy on the entire domain.
To improve more accuracy, a piecewise cubic polynomial in which its successive
derivatives are computed using the IMLS methods can be reconstructed. To fulﬁll
non-oscillatory property, the minmod limiter is introduced in the method. The
details of this concept are given in [PGDB08] for the mesh-based method.
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