Abstract Broadcasting popular media to clients is the ultimate scalable solution for media-on-demand. Recently, it was shown that if clients can receive data at a rate faster than what they need for playback and if they can store later parts of the media in their buffers, then much higher scalability may be obtained. This paper addresses scheduling problems arising from these new systems for media-on-demand. For given amount of bandwidth, we reduce the maximal start-up delay time for an uninterrupted playback. We achieve our results by introducing two techniques. In the first, the media is arranged on the channels such that clients gain from buffering later parts of the transmission before the actual start of the playback. In the second, segments of different media may be mixed together on the same channel. We introduce a simple class of recursive round-robin scheduling algorithms that implement both techniques. Our results improve the best known asymptotic results. Moreover, our scheduling algorithms outperform known results for practical values for number of media and number of broadcasting channels. For some specific small values, we present solu- tions that are better than those achieved by our algorithms. Finally, we show that our techniques are useful for models in which clients may not receive data from all the channels, and are applicable to media with different lengths and popularities.
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Introduction
Media-on-demand (MoD) is the demand by clients to read, listen, or view various types of media. In its simplest function, the clients would like to have an uninterrupted playback with as minimal as possible start-up delay. The subject of this paper is to reduce the maximal start-up delay for MoD systems that support uninterrupted service. Our main objective is to achieve the smallest maximal start-up delay for given amount of resources (bandwidth). There are two main types of systems that support MoD: unicast systems and broadcast systems. The former guarantees an immediate service as long as there are not too many clients. The latter can support many clients but cannot guarantee immediate service. This paper improves the tradeoffs between the system resources for broadcast systems and the maximal start-up delay.
In the simplest implementation of MoD systems, clients who wish to view a movie, 1 select the channel that would start broadcasting this movie the earliest after their request time. Movies are broadcast on one channel or several channels. Thus if h channels are allocated to a movie of length L time units, the maximal start-up delay is L/ h units by starting a new transmission every L/ h time units.
Viswanathan and Imielinski proposed the Pyramid Scheme that for a given amount of bandwidth guarantees exponentially smaller start-up delay to clients that can buffer parts of the movie and can receive data from several channels concurrently ( [20] ). Many variants and generalizations of the Pyramid Scheme followed and all of them showed this dramatic improvement by employing the following schedule design principle: Early segments should be broadcast more frequently than later segments. We adopt the following discrete model that is described briefly in order to demonstrate the ideas behind the Pyramid Scheme and our techniques.
The system has h channels and broadcasts m movies. Unless specified otherwise, assume that all the m movies have the same length, L, normalized to be one time unit (L = 1). Each movie is partitioned into s segments of equal length. The segments are indexed 1 to s in the order they should be viewed. The segments of the movies may be broadcast in any order on any channel. Assume that it takes one time slot to transmit or view a segment and thus, the length of the time slot is 1/s. Assume further that all the channels are synchronized in the sense that the starting points for the time slots coincide in all of them. Clients may buffer or view segments from any channel since they may receive data from all of them. Therefore, clients buffer or view segment i the first time they can do so after their arrival time. Clients may buffer a number of segments before the viewing process begins. We note, that most of the previous results assumed that the buffering and the viewing processes must start together.
The problem thus becomes a scheduling problem. To guarantee a maximal start-up delay of one time slot, segment i must appear at least once in one of the channels in any window of i slots. This way, the client waits at most one slot to the next starting time of a slot, it then starts viewing and buffering. Since segment i is available within the next i time slots, an uninterrupted playback is guaranteed.
Example I To demonstrate the usefulness of this principle consider the case of one movie of length 1 time unit and two channels. The traditional solution of broadcasting the movie every 1/2 unit of time guarantees a maximal start-up delay of 1/2. The following cyclic schedule is better: 1 1 1 1 1 1 1 1 · · · 2 3 2 3 2 3 2 3 · · ·
In this schedule, the movie is partitioned into three segments each of length 1/3. The first channel transmits the first segment every slot and the second channel transmits the second and the third segments alternately. A client needs only to wait for a beginning of a slot. If the client arrives before a slot in which the second segment is transmitted on the second channel, it buffers it and at the same time it views the first segment from the first channel; then it views the second segment from its buffer while buffering the third segment from the second channel, and finally, it views the third segment from its buffer. If the client arrives before a slot in which the third segment is transmitted on the second channel, it buffers it and at the same time it views the first segment from the first channel; then it views the second segment from the second channel, and finally it views the third segment from its buffer. Note that in this case there is no need to buffer the third segment. In both cases the delay is bounded by the length of a segment which is 1/3. One of our techniques is based on the observation that if clients may start buffering segments before they start viewing the movie then to guarantee a maximal delay of d time slots, segment i must appear at least once in one of the channels in any window of d + i − 1 slots. Surprisingly, as illustrated in the next example, buffering by itself is enough to reduce the start-up delay time. That is, even if clients may receive data from only one channel.
Example II Consider the case of one movie of length 1 and one channel. The traditional solution broadcasts the movie repeatedly to guarantee a start-up delay of at most 1. The following cyclic schedule, with d = 4, is better:
In this schedule, the movie is partitioned into 5 segments each of length 1/5. The first and the second segments are transmitted every 4 slots and each of the other 3 segments is transmitted every 6 slots. A client waits for a starting time of a slot and then starts buffering segments it does not have in its buffer. After 3 more slots the client starts viewing the movie. In any case, the client waits at most 4 slots which means a maximal start-up delay of 0.8. One can verify that the above schedule works by checking all the possible arrival times. Assume for example that a client arrives in the middle of the slot in which the fourth segment is transmitted. This client buffers the first, second, and fifth segments before starting the viewing process. Then while viewing the first segment from its buffer the client buffers the third segment and while viewing the third segment from its buffer the client buffers the fourth segment. Thus, the client is viewing segment i on time for 1 ≤ i ≤ 5.
Related Work and Prior Results
MoD systems, and in particular the solution of broadcasting, have been studied extensively in recent years. The paper [3] surveys broadcasting protocols and describes the development of these protocols, starting with Staggered broadcasting protocols, in which the movies are simply transmitted repeatedly on the channels (e.g., [4] ), through Pyramid-based broadcasting protocols, in which movies are partitioned into segments and different segments are broadcast on different channels [20] , and finally Harmonic broadcasting protocols in which segment i is allocated bandwidth proportional to 1/i (e.g., [10] ). The papers [9, 11] present a simple schedule of one movie on h channels by partitioning the movie into 2 h − 1 segments. Their schedule implies a maximal start-up delay of 1/(2 h − 1) for a movie of length 1. The Pagoda scheme [17] is based on a schedule for 3 channels with maximal start-up delay 1/9. It is then generalized to a schedule that asymptotically guarantees a start-up delay of at most O(1/2.236 h ). The new Pagoda scheme ( [12] ) deals with small values of h. Their maximal start-up delays for h = 3, 4, 5, 6 are 1/9, 1/26, 1/66, 1/172 respectively. The Recursive Frequency-Splitting scheme ( [19] ) improves some of the results of the new Pagoda scheme. In particular, this scheme guarantees maximal start-up delays for h = 4, 5, 6, 7 are 1/26, 1/73, 1/201, 1/565 respectively. This scheme is almost equivalent to the greedy scheme presented in [1] . The latter paper presented better results for small values of h. Their best maximal start-up delays for h = 4, 5, 6, 7 are 1/28, 1/77, 1/211, 1/570 respectively.
The polyharmonic protocol [16] always forces the receiver to delay the same amount of time before beginning playback. Using channels of differing bandwidth enables a worst case delay to asymptotically approach 1/(e b − 1) for total bandwidth b. Several papers [5, 7, 8] have shown this bound on delay to be optimal. The lower bound result has been recently extended and asymptotically optimal protocols have be presented for the case where the receiving bandwidth is less than the sending bandwidth [6] .
Harmonic broadcasting is implemented in [1] by a reduction from the windowscheduling problem. Specifically, the movie is partitioned into s equal-sized segments that are scheduled on the channels such that the gap between any two consecutive appearances of segment i is at most i. For a given number of channels, the goal is to maximize s, and as a result, minimize the start-up delay (which is at most 1/s). A schedule based on this principle is shown to approach the lower bound as h → ∞.
The papers [13, 14] also apply the observation that clients may start buffering segments before they start viewing the movie to achieve better results. However, they demonstrate the usefulness of this observation only for small examples. The first paper ( [13] ) presents superior results in which schedules achieve a shorter start-up delay for the same amount of bandwidth. On the other hand, the second paper ( [14] ) presents simpler schedules that can be applied to other variants such as when the receiving bandwidth is less than the sending bandwidth.
Our Contributions
In this paper, we apply two scheduling techniques that enable us to asymptotically minimize the maximal start-up delay. These techniques yield broadcasting protocols with improved delay and can be implemented with no need to "upgrade" the system: clients are required, like in previous schemes, to be able to receive data from several channels concurrently, and to store the received data in a local buffer. All the channels have the same bandwidth as the playback bandwidth.
The first technique, called shifting, is based on increasing the number of segments to which the movie is partitioned. The client is required to buffer the segments greedily, that is, at the earliest time a segment is transmitted on some channel, even if this occurs before the client starts viewing the movie. By arranging the segments on the channels in a way that exploits this greediness, we reduce the maximum start-up delay.
The second technique, called channel sharing, is based on the observation that usually servers broadcast more than a single movie at a time. Let m be the number of movies transmitted by the server. In traditional schemes, about h/m channels are dedicated to each movie. Our idea is to broadcast segments of distinct movies on the same channel. This additional freedom in the scheduling helps us to reduce the maximum start-up delay. To analyze this technique, we extend the known lower bound for a single movie to a lower bound that depends on the parameter ρ = h/m.
The two techniques can be combined together to yield even better broadcasting protocols. We develop simple scheduling algorithms, called recursive round-robin, in which the two techniques are implemented. We present asymptotic analysis that shows the optimality of these algorithms. Our analysis shows that these algorithms approach the lower bound for any fixed values of h ≥ 1 and m ≥ 1 as the number of movie segments goes to infinity. Whereas previous results approach the lower bounds for h → ∞ ( [1] ).
Simulation results imply that these techniques and our algorithms yield good schedules for small, practical, values of h and m. For specific small values of h, that are of much interest, we develop specific schedules, using both techniques, that outperform the best known schedules.
Finally, we show that these techniques are useful for models in which clients may not receive data from all the channels, and are applicable to media with different lengths and popularities.
Paper Organization
Section 2 describes the model, provides lower bounds, and proves some preliminary results. Section 3 describes the shifting and channel sharing techniques. Section 4 presents the asymptotic results. Section 5 demonstrates that the greedy algorithms that are implied by the asymptotic results yield good solutions for practical values for h and m. This section also reports some of our best results for small values of h and m. Section 6 shows that both techniques can be applied to the receive-r model, to systems with movies of different lengths, and to movies with different popularities (and therefore different priorities and desired delays). Section 7 concludes with some open problems.
Model and Preliminaries
This section presents the model and some preliminaries. Section 2.1 defines the model and summarizes the notations. The known lower bound for one movie is generalized to many movies in Sect. 2.2. Finally, Sect. 2.3 defines the special classes of schedules on which the asymptotic results are based.
Definitions and Notations
Assume a system with h ≥ 1 channels each can broadcast segments of m ≥ 1 movies. The quantity ρ = h/m represents the average bandwidth per movie and can be less, equal, or greater than one. For convenience, it is assumed that all the m movies have the same length which is one unit of time. Clients may receive data from all the channels concurrently and store segments in their local memory. When they view the movie, they can either view it directly from one of the channels or from their buffers. Each movie is partitioned into s ≥ 1 segments. The length of one segment which is the length of one time slot is 1/s time units (1/s of the movie length). The z-segment
When there is only one movie or when it is clear which is the movie, only z is used to denote the z-segment. When z is a specific number, the square brackets are omitted.
Let D denote the maximal start-up delay time to get an uninterrupted playback. For a given s, let d = s · D be the maximal slot delay. Note that D is measured by the length of the movie which is one time unit whereas d is measured by the length of a time-slot. In the broadcasting schemes we present, the maximum delay is given in units of time-slots, thus we assume that D is a multiple of 1/s.
A schedule for a channel is a sequence: The next theorem states a necessary and sufficient condition for a schedule to guarantee a maximum start-up delay D for any one of the m movies.
Theorem 2.1 Let S be a schedule that broadcasts s ≥ 1 segments for each one of the m ≥ 1 movies on h ≥ 1 channels. Then S guarantees a maximum start-up delay D > 0 if and only if the window size of segment
Proof If there is a window of size d + z that does not contain the z-segment of a particular movie, then a client arriving after the beginning and during the slot immediately prior to the window can not receive the beginning of the z-segment of this movie in time to view it even if it waits d time slots to start the viewing process. This proves the only if claim.
On the other hand, if all the gaps are bounded as stated in the theorem, a client that arrives at any time will have each segment either in its buffer or on one of the channel when it needs to view this segment. This is because a client may receive and/or store data from all the h channels concurrently. This proves the if claim.
Objective Functions
We distinguish between two types of optimization goals: In the first, h and m are fixed and the goal is to minimize D as a function of s and to approach the lower bound on D as s grows. In the second, D and m are fixed and the goal is to minimize h (or equivalently ρ = h/m) as a function of s and to approach the lower bound on ρ as m grows. Indeed, both optimization goals are equivalent in the sense that an optimal algorithm for one of them can be converted to be optimal for the other. the asymptotic results described in this paper are for the first optimization goal. However, for practical values of m, h, and D, the algorithms are modified differently depending on the objective function, to achieve better results.
Lower Bounds
The following known lower bound on the maximal start-up delay is for the case of h channel and one movie.
Theorem 2.2 ([5, 7, 8]) The start-up delay, D, for h channels and one movie is at least
The generalization to the case of m movies is summarized in the following. 
Theorem 2.3 The start-up delay, D, for h channels and m movies is at least
For m movies, all the bits require bandwidth m · f (B, d) and therefore
Note that in the above proof, we made the assumption that movies are composed of bits and that the smallest possible segment is one bit. This assumption is valid since the number of bits B could be as large as desired.
Examples For one channel and one movie, the lower bound for the maximum startup delay is 1/(e − 1) ≈ 0.582. For four channels and one movie, the lower bound is 1/(e 4 − 1) ≈ 0.0186. If this lower bound can be achieved by a schedule, then clients will be able to view a one hour movie without interruption with start-up delay of at most 68 seconds.
The RRR Class of Schedules
A schedule is called perfect, if all the gaps between any two appearance of a segment [z] i are equal for any segment 1 ≤ z ≤ s and movie 1 ≤ i ≤ m. The asymptotic results in this paper are based on a class of perfect schedules that generalize the round-robin schedule denoted by RR. These schedules apply the round-robin schedule recursively and are denoted RRR (recursive round-robin). We give two ways to represent them using parentheses or trees (see also [2] ).
An RR 0 -schedule, represented by a single segment z, is one where every time slot is allocated to z. 
Example The RR 3 schedule S represented by (((A, B), (C, D, E)), F ) is [A F C F B F D F A F E F B F C F A F D F B F E F ].
We demonstrate this by unfolding the recursion. This schedule is a composition of the two RR 2 The tree representation of an RR 0 -schedule is a single node marked with the segment z. The tree representation of an RR k -schedule S which is a composition of the RR k−1 -schedules S 1 , S 2 , . . . , S , is a tree whose root has a degree , and the subtrees are the tree representations of the schedules S 1 , S 2 , . . . , S . In particular, the tree representation of a traditional round-robin schedule (RR 1 -schedule) is a star tree.
-schedules ((A, B), (C, D, E)) and
Example The RR 3 schedule S whose parenthesis representation is (((A, B) , (C, D, E)), F ) can also be represented by the tree in Fig. 1 .
It is not hard to verify the following observations: Detailed proofs of these observations can be found in [1, 2] .
Schedule Designing Techniques
This section presents our two main techniques to design near-optimal schedules. The shifting technique is described in Sect. 3.1 and the channel sharing technique is described in Sect. 3.2. We illustrate these techniques with examples and also show in Sect. 3.3 how both techniques may be applied together.
The Shifting Technique
The shifting technique, is based on the observation that buffering may start before the actual playback. In previous schemes it is assumed that clients start the viewing process at the same time they start the buffering process. 2 As a result, the window size of the z-segment of any movie must be at most z. In particular, m channels must be dedicated for the first segments of the m movies. The maximum delay is the length of a segment since clients that arrived a bit after the starting time of a segment must wait almost a whole segment to get an uninterrupted playback.
For example, the optimal schedule for h = 2 and m = 1 is schedule (1) given in the introduction. Its maximum start-up delay is 1/3 because s = 3. In general, harmonic schedules follow the scheduling design principle and for some range [1..s], each segment, 1 ≤ z ≤ s is scheduled with window at most z. This implies a maximum start-up delay 1/s. When buffering can start before the viewing process, we can do better. By Theorem 2.1, for a delay of d slots, the window size of a z-segment could be d + z − 1. Thus, the first segment can have window size d, and in general, the range, Proof A client must wait x slots to get segment 1 that is segment x in the valid schedule S. After this time, the client is guaranteed to get segment z on time for 1 ≤ z ≤ y − x + 1 due to the validity of S in which z is z + x − 1. The lemma follows because there are s = y − x + 1 segments and therefore the length of each segment is 1/(y − x + 1).
Consider for example the following 2-channel schedule for the range [2..9]: 2 4 2 5 2 4 2 5 2 4 2 5 · · · 3 6 7 3 8 9 3 6 7 3 8 9 · · · which is represented by C 1 : (2, (4, 5) ) and C 2 : (3, (6, 8) , (7, 9) ). This schedule is valid for the range [2. (1, (3, 4) ) and C 2 : (2, (5, 7) , (6, 8) ). In this shifted schedule the length of a segment is 1/8 and the maximum start-up delay is the length of 2 segments which yields a delay of 1/4. This improves the delay of 1/3 for two channels when viewing must begin immediately when receiving segment 1 (see Example I in the introduction). Note that the delay time of the client is used in this scheme to buffer segments. For example, a client arriving before the fourth slot of the above schedule, buffers segments 2 and 4 while it is waiting for the broadcast of the first segment in the fifth slot.
Interestingly, the shifting technique can be used to reduce the maximal delay even for one channel. Without shifting, the best that can be done with one channel is a periodic broadcast of the whole movie. Unlucky clients, that arrive right after the beginning of the broadcast, have to wait the whole transmission until the next transmission starts. Consider the following valid schedule on the range [4. by ((4, 5) , (6, 7, 8) ((1, 2) , (3, 4, 5) ). By Lemma 3.1, the maximum start-up delay is 4/(8 − 4 + 1) = 0.8 which is less than 1. This is exactly Example II of the introduction.
The Channel Sharing Technique
In the channel sharing technique, segments of different movies may be scheduled on the same channel. The following example demonstrates the usefulness of channel sharing for h = 6 and m = 2. When each channel broadcasts only segments of one movie, the optimal schedule (without shifting) schedules the segments [1..9] of each movie. This implies a delay of 1/9 (see [1, 12] ). The following schedule guarantees a delay of 1/10 by scheduling 10 segments of each movie on the 6 channels. One could verify that indeed the window size of segment [z] i ∈ {1, . . . , 10} is at most z for i ∈ {1, 2}. 10 2 ) ).
Combining Both Techniques
The two techniques can be combined to get better schedules. We demonstrate this with an example for h = 4 and m = 2. Without buffering, the maximum start-up delay is 1/3 by allocating two channels per movie (see Example I in the introduction Note that in the above schedule, segments 7 1 and 7 2 appear more than once in the schedules. Moreover, the schedule is not perfect since the gaps for these segments are 6, 6, and 7. However, most of the results of this paper are based on RRR schedules for which each segment appears once and therefore these schedules are perfect.
Asymptotic Results
In this section we present the asymptotic results for h ≥ 1 channels and m ≥ 1 movies. The algorithm is presented in Sect. 4.1 and its analysis is presented in Sect. 4.2. The results are based on algorithm RR 2 . For h = 1 and m = 1, this algorithm guarantees a maximum delay that asymptotically approaches the lower bound 1/(e − 1) when the number of segments tends to infinity (s → ∞). Then by iterating the RR 2 algorithm h times and applying it concurrently for all movies, the maximum delay approaches the lower bound 1/(e h/m − 1) for any h ≥ 1 and m ≥ 1. Our analysis shows that algorithm RR 2 approaches the lower bound for any fixed values of h ≥ 1 and m ≥ 1, whereas the best previous result approaches the lower bounds only for h → ∞ ([1]).
Algorithm RR 2
Algorithm RR 2 (h = 1 and m = 1) Informally, the algorithm constructs a tree representation of an RR 2 schedule. The root has subtrees for some ≥ 1. Then in Fig. 4 The RR 2 algorithm for (a) = 3 and x = 8 and (b) = 3 and x = 9 a greedy fashion, starting with some segment x ≥ , the algorithm assigns as many segments as possible to each one of the subtrees. More formally, the inputs to the algorithm are the two parameters and x ≥ . The root of the tree has subtrees denoted by T 1 , . . . , T . Let x i be the first segment assigned to T i , in particular
be the degree of subtree T i and let y i = x i + i − 1 be the last segment assigned to subtree T i . Then the segments x i , . . . , y i are assigned as leaves of the subtree T i . Finally, let y(x, ) = y be the last segment assigned to the tree. A formal description of the algorithm is described in Fig. 2 and an illustrative description appears in Fig. 3 . Figure 4 illustrates the resulting trees for two examples with = 3 and x = 8 or x = 9. In the left side the scheduled range is [8..16] and in the right side it is [9..20] .
The following lemma asserts the validity of the schedule produced by the RR 2 algorithm.
Lemma 4.1 The window size of any segment z is at most z for x ≤ z ≤ y(x, ).
Proof Part (3) of Observation 2.4 implies that the window size of all the segments in T i is · i . In the algorithm, i is set such that x i ≥ · i . The lemma follows since z ≥ x i for all z ∈ T i . By Lemma 3.1, it follows that the range [x..y(x, )] of the RR 2 algorithm implies a maximum delay x/(y(x, ) − x + 1). For example, in Fig. 4 , the values for x and y imply delay 8/(16 − 8 + 1) = 8/9 for the shifted scheduled represented by the left tree and delay 9/(20 − 9 + 1) = 3/4 for the shifted schedule represented by the right tree. The number of segments is 9 for the left tree and 12 for the right tree. Thus, by increasing the number of segments by 33%, the delay is improved by more than 15%. For some larger values of and x Algorithm RR 2 performs as follows. For = 10 and x = 100, the overall range is [100..255] which implies a maximum delay of 100/156 ≈ 0.641. For = 20 and x = 400, the overall range is [400..1065] which implies a maximum delay of 400/664 ≈ 0.602. We emphasize that, for a given , the choice of x might be crucial. For example, if x = 401 for = 20, then the overall range is [401..1071] which implies a better maximum delay of 401/670 ≈ 0.599. Recall that the lower bound on the maximum delay is 1/(e − 1) ≈ 0.582. Hence, for 670 segments Algorithm RR 2 generates a schedule that is only 2.84% above optimal.
The first extension of the basic RR 2 algorithm generalizes it to work for more than one channel (but still for only one movie).
Algorithm RR 2 (h > 1 and m = 1) Informally, for h > 1, Algorithm RR 2 for h = 1 is iterated as follows. For the first channel, the range [x..y(x, )] is scheduled, for When there is more than one movie, the channel sharing technique is added to the RR 2 algorithm. This modification is first described for a single channel. Note that the straight forward broadcasting scheme simply schedules one entire movie after another to achieve maximum delay m, while the lower bound stated in Theorem 2. Figure 5 shows two cases of the RR 2 algorithm with channel sharing. In (a), m = 2 and the segments 9 through 13 are assigned exactly two times each, yielding a maximum delay of 9/(14 − 9) = 9/5 < 2 (Note that 2 is the 'obvious' delay for h = 1 and m = 2). In (b), m = 3 the segment 10 only occurs once so it is eliminated. Hence, the maximum delay is 8/(10 − 8) = 4 which is even worse than the straightforward solution for h = 1 and m = 3.
When there is more than one channel, the RR 2 algorithm with channel sharing can be iterated to utilize multiple channels just as was done for the one movie case. 
Analysis
The following lemma gives a bound on the last segment that is scheduled for all movies by the RR 2 algorithm for h ≥ 1 and m ≥ 1. y h (x, , m) be the last segment assigned by the iterated RR 2 algorithm for m ≥ 1 movies on h ≥ 1 channels on input ≥ 2 and x ≥ , then
Lemma 4.2 Let
Proof Let x k and y k denote the first and last segments assigned to subtree T k respectively. Note that in total there are h subtrees, thus, 1 ≤ k ≤ h . By definition, y 0 = x 1 = x and x k ≥ y k−1 where for m > 1 x k = y k−1 is possible. The goal is to find a lower bound for y h . Since T k has x k / children representing at least x k / /m distinct segments, it follows that
In general, for an integer k ≥ 1, let a k ≥ a k−1 q − b for constants q > 1, b ≥ 0, and
, and b = 2 + 1/m, the above recursion for y k implies that
This implies that
Since y h (x, , m) = y h , inequality (3) follows.
The next theorem bounds the maximum delay of the generalized RR 2 algorithm for many channels and many movies. 
Proof Let y = y h (x, , m) be the last segment assigned by the iterated RR 2 algorithm. For all the m movies, the range [x..y − 1] is scheduled. By Lemma 3.1, the maximum delay is at most
Thus, by Lemma 4.2, the maximum delay is at most
and since e z ≤ (1 + z ) +1 for ≥ 1, and 0 ≤ z ≤ 1, it follows that for z = 1/m,
Since x ≥ 2 2 m(2m + 1), it follows that
It is a well known fact that (1 + 
The following equality for integers h ≥ 1, m ≥ 1, ≥ 2 and p = h/m was derived and verified using Mathematica [21] . 
Therefore,
As tends to infinity, d h,m, tends to d h,m , where
This d h,m satisfied the bound (4).
Practical Values of h, m and s
The results in Sect. 4 imply that the shifting and the channel sharing techniques can be used to achieve nearly optimal schedules for instances with many movies and multiple channels or when the segmentation is not limited (i.e., with very large s).
In this section, we show that these techniques yield very good schedules already for practical systems. When the two techniques are combined, the resulting performance is close to the lower bound even for very small values of h, m and s. To show this, we implemented Algorithm RR 2 that achieves our asymptotic results. We also implemented two "greedy" algorithms. The first is a very simple algorithm based only on channel sharing, called RR, that is using one level trees. The second, called greedy, is an adaptation of the greedy algorithm presented in [1] . In Sect. 5.1, we describe the implementation of the three algorithms RR, Greedy, and RR 2 . In Sect. 5.2, we discuss the simulation results for the following important and interesting cases: (i) The case of h = 1 and m = 1, in which clients receive data only from one channel. This case studies the performance of the shifting technique alone. (ii) The case of ρ = 1 in which there is one channel per movie. (iii) The cases of ρ = 2 and ρ = 1/2. In all cases, a smaller maximum delay is gained when the number of segments increases. Then another interesting study is reported in this section. The goal of this study is to minimize h for a given maximum delay D, m movies, and limited segmentation number s. For this study, we simulated Algorithm RR 2 for D = 3/4, 1/2, and 1/3. Finally, for specific small values of h and m, we designed schedules that beat the currently best known schedules. In Sect. 5.3 we present some of these new records.
Algorithms

Algorithm RR
The basic idea of Algorithm RR is similar to Algorithm RR 2 with channel sharing using one level trees (stars) that represent RR schedules (while two-level trees represent
Input:
m -number of movies.
x -the first segment to be scheduled. y -the last segment to be scheduled.
Output:
h RR schedules in which [z] i appears in an RR schedule whose length is at most z, for any x ≤ z ≤ y and 1 ≤ i ≤ m. Ordering the segments:
Schedule the next z segments in L (or the rest of L if its length is less than z) on an RR schedule of one tree with degree z and remove these segments from L. The set of h trees generated until the last segment y is scheduled is the output of the algorithm. A more formal description of the algorithm appears in Fig. 6 .
Example Let m = 8, x = 3, and y = 8. Algorithm RR schedules 8 times each segment in the range [3..8]. The resulting schedule requires the following 10 channels: The maximum delay implied by the range Remark For large enough m and h, Algorithm RR is asymptotically optimal. This is because the channel sharing is enough to guarantee hardly any loss of bandwidth. This can be demonstrated in the above example where there is no loss of bandwidth for segments 3 and very little loss for larger segments.
Algorithm Greedy
Algorithm Greedy is based on the one presented in [1] for the harmonic window scheduling problem. This algorithm creates an RRR schedule. While the algorithm presented in [1] is only for harmonic WS (that is, x = 1 and m = 1), in our implementation, the input can be any sequence of segment sizes. Similarly to Algorithm RR, the segments are scheduled sequentially. That is, for a given x, first schedule m segments with window x, then m segments with window x + 1 and so on until there is no room for additional segments. However, unlike Algorithms RR and RR 2 , algorithm Greedy does not fill the channels sequentially. For each segment, it selects the channel that is the "best fit". This channel is selected such that the lost bandwidth (which is the difference between the granted bandwidth and the required bandwidth) is minimized. . In case of ties, the algorithm selects larger window size and among the leaves with the largest window size one is selected arbitrarily. Let z = z − (z mod w). If z /w = 1, then is assigned to z and is closed. Else, the leaf becomes the parent of z /w open leaves each having window size z . The leftmost leaf is assigned to segment z and is closed. By Observation 2.4, the window associated with segment z is z < z.
An example of a schedule created by Greedy is given in Fig. 7 . It can be seen that segment 4, does not join the open channel #4. Since it can be scheduled with an exact window of 4, it is scheduled on a new channel. The same holds for segment 5. As a result, other segments (e.g., 6, 8) are also scheduled with no lost bandwidth.
Algorithm RR 2
Algorithm RR 2 is described in Sect. 4. When implementing algorithm RR 2 , all the possible values for in the range 2, . . . , x/2 were checked. This process was repeated for h channels. Different channels may have different numbers of subtrees. For each channel, the optimal is selected according to the value, z ≥ x, of the first segment to be assigned to this channel.
Simulation
The simulation results for the case m = 1 and h = 1 are given in Fig. 8 . As expected in this case, Algorithm RR gains nothing from shifting. However, both RR 2 and Greedy are within 1.3-ratio from the lower bound already for s = 8. With 120 segments (which is one minute per segment for a typical movie) the ratio of both is about 1.13. Figure 9 gives the simulation results for the case ρ = 1, in which the number of channels is equal to the number of movies. Recall that in traditional broadcasting protocols, the maximum delay is 1 since the system cannot do better than broadcasting repeatedly each movie on the single channel dedicated to it. For 5 or fewer segments, the delay is reduced by both RR 2 and Greedy to 0.8 and 0.75 for 2 and 3 movies, respectively. When compared with the lower bound, the maximum delay of algorithm RR 2 for two movies and 9 segments is within 1.3-ratio from the lower bound. The same ratio is achieved by Greedy already with 4 segments. 3 We note that the results of Algorithm RR 2 are compared well with the results of Algorithm Greedy even though Algorithm RR 2 is much simpler. For large number of segments (40 or more) Algorithm RR 2 is even slightly better.
The case ρ = 2 is studied in Fig. 10 . For this case Algorithm Greedy approaches the lower bound already for very small m and s. For example, it is within 1.28 ratio from the lower bound for m = 3 and s = 5 and within 1.12 ratio from the lower bound for m = 5 and s = 40. The results for ρ = 1/2 are given in Fig. 11 . Note that in this case there is a single channel per two movies. Thus, in naive scheduling schemes, the maximum delay is 2. Both Algorithm RR 2 and Algorithm Greedy achieve delay 5/3 already for h = 5 and s = 6. This is within 1.08-ratio from the lower bound.
For the objective function of minimizing h (or ρ) for a given D, Algorithm RR 2 was analyzed for delays 3/4, 1/2, and 1/3. Without the shifting technique, the required number of channels per movie to achieve these delays are ρ = 2, 2 and 3 respectively. The lower bounds for ρ are ρ ≥ 0.85, 1.1 and 1.39 respectively. The Table 1 .
Some Concluding Remarks
The simulations reveal that both techniques, alone or combined, can be applied by very simple algorithms. These algorithms produce good schedules already for small values of s and m. Even the simplest algorithm, RR, can be used to achieve good schedules. In fact, as m grows, the performance of the schedules produced by RR and RR 2 are similar. Independent of ρ, the delay approaches the lower bound as the number of segments, or the number of sharing movies increases. 
Some Records for Small Values of h and m
In Table 2 we present the best schedules we found using the shifting technique for a single movie. Most of our results were obtained using the tree representation for recursive round-robin (RRR) schedules which proved to be an efficient tool in designing schedules (see [1] ). We note that all of these schedules outperform those created by Algorithms RR, RR 2 , and Greedy. We do not present the schedules themselves, only the resulting maximum delays. Table 3 presents the best schedules we found by combining the shifting technique and the channel sharing technique. As can be seen, even for two or three movies and small number of segments, the resulting maximum delays are reduced significantly compared to the currently best known schedules. 
Additional Models
This section shows how the shifting and the channel sharing techniques can be applied to obtain better results in some variants on the basic model considered in this paper. We briefly discuss these models and demonstrate for each variant separately the usefulness of the techniques for some small values of h and m. We remark that improvements exist for some combinations of these models.
The Receive-r Model
In the receive-r model, clients can buffer data from channels but there is a limit, r ≤ h on the number of channels from which a client can receive data simultaneously. All the results in this paper assumed that r = h. A more realistic assumption is that r is fixed while h grows. The case for which r = 1 is the tradition model. In this subsection, we show by example how our techniques could be applied for the case r < h as well. In our schedules a stronger assumption on the model is taken (see [15] ) in which a client is forced to receive the data from the channels in order. That is, a client first listens to channels 1 to r; once it has received all it needs from channel i for 1 ≤ i ≤ h − r, it listens to channel r + i until it listens to the last r channels. Assume a system with the parameters m = 1, h = 3, and r = 2. The following is the best known schedule without shifting that guarantees a delay of 1/7 ≈ 0.1429. (3, (6, 7) ).
Note that since a client listens to channel C 3 only after it receives the first segment from channel C 1 , the window size of a segment z in C 3 must be at most z − (16, 17) ), (14, (24, 25) , (26, 27)))); 10, (21, 22, 23) ), ( (11, (19, 20) ), (15, 18 , (28, 29) ))).
Note that the schedule of channel C 1 has a cycle of length 3. Thus, only after 3 slots clients may receive segments from channel C 3 . As a result, in a valid schedule for r = 2, the window size of any segment z in C 3 must be no more than z − 3. Indeed, this is the case in the above example. Unfortunately, we have no lower bounds on the maximum delay for the receive r model when r < h. The lower bound for m = 1 movies and r = h = 2 is ≈ 0.1565 and for r = h = 3 the lower bound is ≈ 0.0524. The delay guaranteed by the above schedule outperforms the case r = h = 2 since the system has one additional channel but is substantially worse than the schedule of the range [2. .28] that guarantees a delay of ≈ 0.074 for the case r = h = 3 (see Table 2 ).
Different Length Movies
So far it was assumed that all the m movies have the same length normalized to 1. Clearly, by adding idle time at the end of the shorter movies, the schedules can be applied for different length movies as long as their lengths do not differ by much. Here, we show an example that demonstrate a gain in the maximum delay from sharing channels by movies of distinct length. In this example, the shifting technique is not used.
Consider a system with h = 6 channels and m = 2 movies: M 1 whose length is L 1 and M 2 whose length is L 2 where L 2 = 11L 1 /10. Without channel sharing, a solution that dedicated 3 channels per movie guarantees a delay of L 1 /9 for the first movie and delay of L 2 /9 for M 2 by scheduling the range [1..9] of each movie on 3 channels. This schedule guarantees a delay of L 1 /10 = L 2 /11 for both movies which is in improvement for both.
Movies with Different Popularities
All the schedules based on the shifting technique presented in this paper yield the same maximum delay for all the m movies because the scheduled range was the same for all of them. In fact, a different shifting can be applied to each movie as long as the segmentation number s is the same since the length of a slot (1/s) must be fixed. That is, if the scheduled range for movie i is [x i ..y i ] and s = y i + 1 − x i for 1 ≤ i ≤ m, then the maximum delay for movie i is x i /s. These delays do not have to be the same and if some of the movies are more popular they may be granted with a smaller maximum delay. More formally, associate with each movie a parameter p i such that m i=1 p i = 1. The parameter p i can be interpreted as the popularity of movie i which is an independent probability that the next client wishes to view this movie. The goal is to minimize the weighted average maximum delay. That is, let D i denote the granted maximum delay for movie i, then the goal is to minimize m i=1 p i D i . C 1 : (3 1 , (11 1 , 9 1 , 9 2 ), (6 1 , 6 2 )); C 2 : (4 1 , 4 2 , (8 1 , 8 2 ) , (12 1 , 12 2 , 13 2 )); C 3 : (((7 1 , 7 2 ), 11 2 ), 5 1 , (10 1 , (7 1 , 7 2 ) ), 5 2 , ((7 2 , 7 1 ), 10 2 )).
The above example for 3 channels and 2 movies demonstrates a possible gain from having different ranges when the movies have different popularities. This schedule is a valid schedule with 10 segments for both movies. The scheduled range for the first movie is [3. .12] implying a maximum delay 3/10 and the scheduled range for the second movie is [4..13] implying a maximum delay 4/10. For p 1 = p 2 = 1/2, the weighted average maximum delay is (1/2)(3/10 + 4/10) = 7/20 = 0.35. This is already a very good delay for s = 10 and ρ = 1.5 for which the lower bound is ≈ 0.287. However, for p 1 > p 2 the advantage of this schedule is more apparent. For p 1 = 3/4 and p 2 = 1/4, the weighted average maximum delay is (3/4)(3/10) + (1/4)(4/10) = 13/40 = 0.325 and for p 1 = 9/10 and p 2 = 1/10 the weighted average maximum delay is (9/10)(3/10) + (1/10)(4/10) = 31/100 = 0.31.
Open Problems
This paper presented two simple techniques for broadcast schedules that can improve the system performance without any required enhancement. The performances of these techniques approach the known lower bounds for the maximum delay and yield schedules with almost optimal delay for practical systems. We conclude with some open problems.
• We are still looking for the best results for some practical values of h and m and s.
We believe that there exist better algorithms that would outperform our algorithms for small values. For example, schedules do not have to be RRR schedules and segments may appear in more than one channel.
• For all the variants from Sect. 6: the receive-r model, different length movies, and different popularity movies, we do not have asymptotic upper bounds and lower bounds.
• This paper considers the problem of minimizing the maximal possible delay. It is interesting to investigate the usage of the shifting technique for reducing the average delay. This objective might be the primary one, or might come in addition to minimizing the maximal delay. Our initial results show that it is possible to use the shifting technique in order to reduce the average delay. This requires a careful analysis of the alignment between the different channels. Paper [18] presents lower bounds for this optimization objective.
