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Abstract
The radius of robust feasibility of a convex program with uncertain constraints gives
a value for the maximal ‘size’ of an uncertainty set under which robust feasibility can
be guaranteed. This paper provides an upper bound for the radius for convex programs
with uncertain convex polynomial constraints and exact formulas for convex programs with
SOS-convex polynomial constraints (or convex quadratic constraints) under affine data un-
certainty. These exact formulas allow the radius to be computed by commonly available
software.
Keywords. Robust optimization. Convex programming. Data uncertainty. Radius of
robust feasibility.
1 Introduction
Robust convex optimization [3, 4, 5, 11, 16, 17] deals with solutions of robust counterparts of
uncertain convex programs where the data uncertainty is treated as deterministic, as opposed
to stochastic that is used in stochastic programming. It has emerged as a powerful numerically
tractable approach to treat uncertainty in convex programming. Yet, one notable limitation of
its application is that the robust counterpart, where the uncertainty is enforced for every data
within a specified uncertainty set, may not have a feasible solution, resulting in an infeasible
robust convex program. A formula for calculating the maximal ‘size’ of the specified uncertainty
set has long been sought so that feasibility of the robust convex program, known as robust
feasibility, can be guaranteed.
In this paper, we provide such results by introducing the notion of radius of robust feasibility
in robust convex optimization. It was inspired by the notion of consistency radius used in linear
semi-infinite programming in order to guarantee the feasibility of the nominal problem under
perturbations preserving the number of constraints [7, 8, 9]. This notion extends the concept of
radius of robust feasibility introduced in [13] for robust linear programs.
We first derive an upper bound for the radius in the general case of convex programs with
convex polynomial constraints under uncertainty both in the affine and non-affine data. We then
present an exact formula for the radius of robust feasibility of a convex program with uncertain
SOS-convex polynomial constraints under affine data uncertainty. In particular, we show that
the radius of robust feasibility can be given in terms of the optimal value of a convex quadratic
program with sum-of-squares constraints. This value can be found by solving an equivalently
reformulated linear semi-definite programming (SDP in brief) problem. Thus, the radius can
easily be calculated using commonly available algorithms and software. In the special case of
convex programs with uncertain convex quadratic constraints under affine data uncertainty, we
show that the radius of robust feasibility can be found by solving a simple explicit semi-definite
linear program.
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The paper is organized as follows. Section 2 provides an upper bound for the radius of robust
feasibility for convex programs with uncertain convex polynomial constraints. Section 3 gives
exact radius of robust feasibility formulas under affine data uncertainty for convex programs with
SOS-convex polynomial constraints or convex quadratic constraints.
Notations: Before we move to the next section, we introduce some necessary notation. We
denote by 0n and ‖·‖ the vector of zeros and the Euclidean norm in Rn, respectively. The
inner product between x ∈ Rn and y ∈ Rn, is defined by 〈x, y〉 = xTy. The closed unit ball
and the distance associated to the above norm are denoted by Bn and d, respectively. Given
Z ⊂ Rn, intZ, clZ, bdZ, and convZ denote the interior, the closure, the boundary and the
convex hull of Z, respectively, whereas coneZ := R+convZ denotes the convex conical hull of
Z ∪ {0n}. A symmetric n × n matrix A is said to be positive semi-definite, denoted by A  0,
whenever xTAx ≥ 0 for all x ∈ Rn. We also use Sn+ to denote the cone consisting of all symmetric
n × n positive semi-definite matrices. The (n × n) identity matrix is denoted by In. Let Z be
a closed and convex set in Rn with 0n ∈ intZ. We define a convex function φZ : Rn → R+ by
φZ(x) = inf{t > 0 : x ∈ tZ}. The function φZ is indeed a positive homogeneous convex function
and is known as the Minkowski functional in the convex analysis literature, and is an extension
of the usual norm function. In particular, if Z = Bn, then φZ(x) = ‖x‖.
2 Uncertain Convex Polynomial Constraints
We begin by examining a convex program with general uncertain convex polynomial constraints
(P ) min
x∈Rn
{f(x) : gj (x) ≤ 0, j ∈ J},
where J = {1, 2, . . . , q} be a finite index set, f : Rn → R is a convex function and gj : Rn → R is
a convex polynomial. The robust counterpart of the uncertain convex program (P ) is given by
(RPα¯) min
x∈Rn
{f(x) : gj (x) +
p∑
l=1
vlj g¯
l
j(x) + a
T
j x+ bj ≤ 0, ∀
(
vj , (aj , bj)
) ∈ α¯j(M × Bn+1), j ∈ J},
where g¯lj are convex polynomials on Rn, l = 1, . . . , p, vj =
(
v1j , ..., v
p
j
) ∈ Rp, M ⊂ Rp+ is a convex
compact set with 0p ∈M and α¯j ≥ 0, j ∈ J . We assume throughout this section that
{x ∈ Rn : gj (x) +
p∑
l=1
vlj g¯
l
j(x) + a
T
j x+ bj ≤ 0, ∀
(
vj, (aj, bj)
) ∈ α¯j(M × Bn+1), j ∈ J} 6= ∅.
As convexity is preserved for only nonnegative perturbations of nonlinear convex polynomials,
we require that vj ∈ Rp+, j ∈ J. Moreover, it has also been noted in [14] that if this nonnegative
restriction ofM is dropped, the corresponding robust optimization problem is in general NP-hard,
even when f and gj are all convex quadratic functions.
On the other hand, it is known that in the case where f and gj are convex quadratic functions,
andM := Bp∩Rp+ (the so-called restricted ellipsoidal uncertainty set), the optimal value of (RPα)
can be found by solving a semi-definite programming problem (see [14] and for an extension to
a class of convex polynomial programs, see [20]). Various computationally tractable classes of
robust counterparts of the form (RPα¯) in the more general case, where f and gj are convex
polynomials, are also given in [20].
Now, consider the family of robust counterparts of the original problem (P ):
(RPα¯,α) min
x∈Rn
{f(x) : gj (x) +
p∑
l=1
vlj g¯
l
j(x) + a
T
j x+ bj ≤ 0, ∀
(
vj , (aj , bj)
) ∈ (αj + αj)(M × Bn+1), j ∈ J},
where αj ≥ 0, j ∈ J = {1, 2, . . . , q} and α = (α1, . . . , αq).
Definition 2.1 (Radius of robust feasibility) The radius of robust feasibility, ρ(g, α), as-
sociated to g = (g1, . . . , gq) and α ≥ 0, is defined to be
ρ(g, α) := sup
{
min
j∈J
αj : (RPα¯,α) is feasible
}
. (1)
2
It is interesting to note that in the case where α¯ = 0q the radius ρ(g, α) provides the maximal
size of the ball uncertainty set under which robust feasibility of (P ) is guaranteed.
Recall that an extended real-valued function h on Rn is called proper if h(x) > −∞ for all
x ∈ Rn and there exists x0 ∈ Rn such that h(x0) < +∞. Denote by Γ (Rn) the class of proper
convex lower semicontinuous (lsc) extended real-valued functions. Now let h ∈ Γ (Rn) . The
effective domain and the epigraph of h are defined respectively as follows:
dom h = {x ∈ Rn : h(x) < +∞} and epih = {(x, γ) ∈ Rn × R : x ∈ dom h, h(x) ≤ γ}.
The conjugate function of h, h∗ : Rn → R ∪ {+∞}, is defined by h∗(v) = sup{vTx − h(x) :
x ∈ dom h}. Note that, for h1, h2 ∈ Γ(Rn),
epi(h1 + h2)
∗ = epih∗1 + epih
∗
2, (2)
provided either h1 or h2 is a real-valued convex function. Moreover, for a proper lsc convex
function h, we have
epi(αh)∗ = α epih∗ +
({0n} × R+) for α ≥ 0. (3)
The following result plays a key role in the next section in developing upper bounds for the
radius of robust feasibility.
Lemma 2.1 ([10]) Let ht ∈ Γ (Rn) for all t ∈ T (an arbitrary index set). Then, {x ∈ Rn :
ht(x) ≤ 0, t ∈ T} 6= ∅ if and only if (0,−1) /∈ cl cone
(⋃
t∈T epih
∗
t
)
.
In order to establish bounds for the radius of robust feasibility, we need the following lemma.
Lemma 2.2 Let hj : Rn→ R, j ∈ J, be convex functions. Let β ≥ 0, and let Z0 ⊂ Rn+1 be a
compact and convex set with 0n+1 ∈ intZ0. Suppose that (0n,−1) ∈ cl cone
(⋃
j∈J epih
∗
j + βZ0
)
.
Then, for all δ > 0, we have (0n,−1) ∈ cone
(⋃
j∈J epih
∗
j + (β + δ)Z0
)
.
Proof. We proceed by the method of contradiction and assume that there exists δ > 0 such
that (0n,−1) /∈ cone
(⋃
j∈J epih
∗
j + (β + δ)Z0
)
. Then, the separation theorem implies that there
exists (ξ, r) ∈ Rn+1\{0n+1} such that for all (y, s) ∈ cone
(⋃
j∈J epih
∗
j + (β + δ)Z0
)
,
− r = 〈(ξ, r), (0n,−1)〉 ≤ 0 ≤ 〈(ξ, r), (y, s)〉. (4)
Note that (0n,−1) ∈ cl cone
(⋃
j∈J epih
∗
j + βZ0
)
. As |J | < +∞, by passing to subsequence if
necessary, the Carathe´dory’s Theorem implies that there exist jl ∈ J , l = 1, . . . , n + 2, {µjlk } ⊂
R+, {ujlk } ⊂ domh∗jl , {jlk } ⊂ R+ and (zjlk , tjlk ) ⊂ Z0, such that
(yk, sk) :=
n+2∑
l=1
µjlk
((
ujlk , h
∗
jl
(ujlk ) + 
jl
k
)
+ β(zjlk , t
jl
k )
)→ (0n,−1) as k →∞.
Let (w, v) ∈ Z0 be such that 〈(ξ, r), (w, v)〉 ≤ − η‖(ξ, r)‖ for some η > 0 (this is possible as
0n+1 ∈ intZ0). Then
(yk, sk) + δ(w, v)
n+2∑
l=1
µjlk =
n+2∑
l=1
µjlk
(
(ujlk , h
∗
jl
(ujlk ) + 
jl
k ) + β(z
jl
k , t
jl
k ) + δ(w, v)
)
∈ cone
(⋃
j∈J
(
epih∗j + (β + δ)Z0
))
. (5)
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Now, let us claim that there exists γ > 0 such that
∑n+2
l=1 µ
jl
k ≥ γ for all k ∈ N. Granting this, (4)
and (5) imply that −r ≤ 0 ≤ 〈(ξ, r), (yk, sk) + δ(w, v)
∑n+2
l=1 µ
jl
k 〉 ≤ 〈(ξ, r), (yk, sk)〉 − ηδγ||(ξ, r)||.
Note that (yk, sk) → (0n,−1) and (ξ, r) 6= 0n+1. Letting k → ∞, we arrive to a contradiction
and hence, the conclusion follows.
We now turn our attention to the claim. Suppose not, then by passing to the subsequence if
necessary, we can assume that
∑n+2
l=1 µ
jl
k → 0 as k →∞. Since
n+2∑
l=1
µjlk
((
ujlk , h
∗
jl
(ujlk ) + 
jl
k
)
+ β(zjlk , t
jl
k )
)→ (0n,−1) as k →∞,
and β
∑n+2
l=1 µ
jl
k (z
jl
k , t
jl
k )→ 0n thanks to the compactness of Z0, it follows that
n+2∑
l=1
µjlk u
jl
k → 0n and
n+2∑
l=1
µjlk
(
h∗jl(u
jl
k ) + 
jl
k
)→ −1. (6)
Let x0 ∈ Rn. By the definition of the conjugate function, we have h∗jl(ujlk ) ≥ 〈ujlk , x0〉 − hjl(x0).
So,
n+2∑
l=1
µjlk (h
∗
jl
(ujlk ) + 
jl
k ) ≥
n+2∑
l=1
µjlk h
∗
jl
(ujlk ) ≥
n+2∑
l=1
µjlk (〈ujlk , x0〉 − hjl(x0)). (7)
On the other hand, since
∑n+2
l=1 µ
jl
k → 0 as k →∞, we have
∑n+2
l=1 µ
jl
k hjl(x0)→ 0 as k →∞. So,
(6) gives us that
n+2∑
l=1
µjlk 〈ujlk , x0〉 −
n+2∑
l=1
µjlk hjl(x0)→ 0 and
n+2∑
l=1
µjlk
(
h∗jl(u
jl
k ) + 
jl
k
)→ −1.
Letting k →∞ in (7), we arrive to a contradiction, and so, the conclusion follows. 
The radius of robust feasibility formula is expressed in terms of the so-called epigraphical set
of the constraint system, defined by
E(g) := conv
⋃
j∈J
epig∗j
 . (8)
The notion of epigraphical set was inspired by the concept of hypographical set, introduced and
studied in [7] within the framework of stability in linear semi-infinite programming.
Define a set Zj ⊂ Rn+1 by Zj = cl conv
{⋃
(v1j ,...,v
p
j )∈M
∑p
l=1 v
l
j epi(g¯
l
j)
∗
}
+ Bn+1. Then, Zj is a
closed and convex set with 0n+1 ∈ intZj as 0p ∈M .
Now, let us present an upper bound for the radius of robust feasibility for a robust convex
optimization problem.
Theorem 2.1 (Upper Bounds for radius of robust feasibility) For (RPα¯,α), let ρ(g, α) be
the radius of robust feasibility as given in (1). Let E(g) be the epigraphical set as given in (8).
Then,
0 ≤ ρ(g, α) ≤ min
{
max
j∈J
φZj(−z) : z ∈ E(g)
}
−min
j∈J
{α¯j}.
Proof. Clearly, by definition ρ(g, α) ≥ 0. We prove the upper bound. Let α = (α1, . . . , αq) ∈ Rq+
be such that (RPα¯,α) is feasible. Then, we have
{x ∈ Rn : gj (x) +
p∑
l=1
vlj g¯
l
j(x) + a
T
j x+ bj ≤ 0, ∀
(
vj, (aj, bj)
) ∈ (αj + αj)(M × Bn+1), j ∈ J} 6= ∅.
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Let ϕj(x) = gj (x) +
∑p
l=1 v
l
j g¯
l
j(x) + a
T
j x + bj for all x ∈ Rn. Then, from (2), (3) and epi(gj)∗ +
{0n} × R+ = epi(gj)∗, we have epiϕ∗j = epi(gj)∗ +
∑p
l=1 v
l
jepi(g¯
l
j)
∗ + (aj,−bj). Thus, Lemma 2.1
implies that
(0n,−1) /∈ cl cone
 ⋃
(v1j ,...,v
p
j )∈(αj+αj)M,
(aj ,bj)∈(αj+αj)Bn+1, j∈J
{epi(gj)∗ +
p∑
l=1
vljepi(g¯
l
j)
∗ + (aj ,−bj)}
 .
On the other hand,
⋃
j∈J
{epi(gj)∗ + (αj + αj)Zj} ⊂ cl cone
 ⋃
(v1j ,...,v
p
j )∈(αj+αj)M,
(aj ,bj)∈(αj+αj)Bn+1, j∈J
{epi(gj)∗ +
p∑
l=1
vljepi(g¯
l
j)
∗ + (aj ,−bj)}
 .
So,
(0,−1) /∈ cl cone
(⋃
j∈J
{epi(gj)∗ + (αj + αj)Zj}
)
. (9)
Now, take any (u, v) ∈ E(g). Then, by the definition of E(g) and the Carathe´odory Theorem,
there exist λk ≥ 0 with
∑n+2
k=1 λk = 1, jk ∈ J , ujk ∈ dom(gjk)∗ and rjk ≥ 0, k = 1, . . . , n+2, such
that (u, v) =
∑n+2
k=1 λk
(
ujk , (gjk)
∗(ujk) + rjk
)
. Let  > 0. Noting that
n+2∑
k=1
λk = 1, we get that
(0n,−) =
n+2∑
k=1
λk
(
ujk − u, (gjk)∗(ujk) + rjk − v − 
)
, and hence
(0n,−1) =
n+2∑
k=1
λk

(
ujk − u, (gjk)∗(ujk) + rjk − v − 
)
=
n+2∑
k=1
λk

(
(ujk , (gjk)
∗(ujk) + rjk) + (−u,−v − )
)
.
Note from the definition of φZj that (−u,−v − ) ∈ φZj(−u,−v − )Zj. So,
(0n,−1) ∈ cone
(⋃
j∈J
{epig∗j + φZj(−u,−v − )Zj}
)
.
Thus, (9) implies that minj∈J{α¯j+αj} ≤ maxj∈J φZj(−u,−v−). Letting → 0 and noting that,
for each j ∈ J , φZj is a continuous convex function and min
j∈J
{α¯j}+min
j∈J
{αj} ≤ min
j∈J
{α¯j + αj}, we
have minj∈J αj ≤ maxj∈J φZj(−u,−v) −minj∈J{α¯j}. Taking infimum over all (u, v) ∈ E(g), we
have minj∈J αj ≤ min{maxj∈J φZj(−u,−v) : (u, v) ∈ E(g)} −minj∈J{α¯j}. Thus the conclusion
follows. 
Remark 2.1 (i) We note that, in the special case when α¯ = 0q, the above formula of radius
of robust feasibility provides a value for the maximal size of the uncertainty set under which the
robust feasible set is nonempty, and so, there is no constraint violations. If the parameter α in
the above uncertainty models is greater than the corresponding radius of robust feasibility then the
probability of violating at least one constraint of the robust counterpart is 1. In other words, the
radius of robust feasibility determines the least conservative decision for a robust decision maker.
The reader is referred to [6, 5] for a detailed study on adjusting the level of conservatism of the
robust solutions in terms of probabilistic bounds of constraint violations.
(ii) A close inspection of the proof reveals that Theorem 3.1 continues to hold for problems (Pα)
where each, gj, j ∈ J , is a convex function rather than a convex polynomial. However, as we
see in the following section, we require each gj, j ∈ J , to be a polynomial in order to derive
computable exact formulas for the radius.
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3 Exact Formulas for Radius of Robust Feasibility
In this section, we show that, for the robust convex optimization problem with SOS-convex
polynomial constraints under affine data uncertainty, we obtain an exact formula for the radius of
robust feasibility. More importantly, in this case, the radius of robust feasibility can be expressed
in terms of the optimal value of a convex quadratic optimization problem with sums-of-squares
constraints, and so, can be efficiently computed by a SDP problem (e.g. [1, 19]).
To do this, we first recall the definitions of sum-of-squares polynomials and SOS-convex
polynomials. We say that a real polynomial f is sum-of-squares if there exist real polynomials
fj, j = 1, . . . , r, such that f =
∑r
j=1 f
2
j . The set of all sum-of-squares real polynomials in x is
denoted by Σ2[x]. A real polynomial f on Rn is called SOS-convex if σ(x, y) := f(x) − f(y) −
∇f(y)T (x− y) is a sum-of-squares polynomial in (x, y) on Rn ×Rn (see [1, 18]) or, equivalently,
if its Hessian matrix ∇2f is SOS matrix polynomial (i.e., ∇2f (x) = H (x)H (x)T for some
H (x) ∈ R [x]n×r , for some r ∈ N ([15],[20]). The class of SOS-convex polynomials includes
the classes of separable convex polynomials and convex quadratic functions. Clearly, a SOS-
convex polynomial is a convex polynomial, but not all convex polynomials are SOS-convex. An
interesting feature of the SOS-convexity is that whether a given polynomial is SOS-convex or not
can be checked by solving a related SDP problem; while checking the convexity of a polynomial
is in general very difficult [1].
For any given convex function f : Rn → R, we examine the feasibility of the robust counterpart
of the convex program (P ) under affine data uncertainty, given by
(R˜Pα0,α) min
x∈Rn
{f(x) : gj (x) + aTj x+ bj ≤ 0, ∀(aj, bj) ∈
(
α0 + αj
)
Bn+1, j ∈ J},
where each gj is a SOS-convex polynomial, j ∈ J := {1, . . . , q}, α0 ≥ 0 and α = (α1, . . . , αq) ∈
Rq+. We assume throughout this section that {x ∈ Rn : gj (x) + aTj x + bj ≤ 0, ∀(aj, bj) ∈
α0Bn+1, j ∈ J} 6= ∅.
Recall that the simplex in Rq is denoted by ∆q, and is given by ∆q = {(λ1, . . . , λq) : λj ≥ 0
∀j ∈ J and ∑j∈J λj = 1}.
Theorem 3.1 (Calculating the radius of robust feasibility via SDP) For (R˜Pα0,α), let ρ(g, α0)
be the radius of robust feasibility as given in (1) replacing (RPα¯,α) by (R˜Pα0,α). Then, ρ(g, α0) =
ρ0 − α0, where ρ0 is a nonnegative number satisfying
ρ20 = min
(w,r)∈Rn×R, λ∈∆q
{‖(w, r)‖2 : r − 〈w, ·〉+
∑
j∈J
λjgj ∈ Σ2[x]}.
Proof. Letting M = {0} in Theorem 2.1 gives Zj = Bn+1 and φZj(z) = ‖z‖ for all z ∈ Rn.
Then, applying Theorem 2.1 with α¯j = α0, j = 1, . . . , q gives us that ρ(g, α0) ≤ min{‖(w, r)‖ :
(w, r) ∈ E(g)} − α0, where E(g) is the epigraphical set defined as in (8). We now show that
ρ(g, α0) = min{‖(w, r)‖ : (w, r) ∈ E(g)} − α0. To see this, we proceed by the method of
contradiction and suppose that ρ(g, α0) < min{‖(w, r)‖ : (w, r) ∈ E(g)} − α0. Let δ > 0 with
ρ(g, α0) + 2δ < min{‖(w, r)‖ : (w, r) ∈ E(g)} − α0. From the definition of ρ(g, α0), we have
{x ∈ Rn : gj (x) + aTj x +bj ≤ 0, ∀
(
(aj, bj)
) ∈ (α0 + ρ(g, α0) + δ)Bn+1, j ∈ J} = ∅.
Thus, Lemma 2.1 implies that
(0n,−1) ∈ cl cone
 ⋃
(aj ,bj)∈Bn+1j∈J
{epi(gj)∗ + (α0 + ρ(g, α0) + δ)(aj,−bj)}

= cl cone
(⋃
j∈J
{epi(gj)∗ + (α0 + ρ(g, α0) + δ)Bn+1}
)
.
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Applying Lemma 2.2 to gj, j ∈ J , and β = α0+ ρ(g, α0) + δ, we have
(0n,−1) ∈ cone
(⋃
j∈J
epi
(
g∗j
)
+ (α0 + ρ(g, α0) + 2δ)Bn+1
)
.
Then, by the Carathe´dory Theorem, there exist λl ≥ 0, jl ∈ J , ujl ∈ dom(gjl)∗, sjl ≥ 0, and
(wjl, rjl) ∈ Bn+1, l = 1, . . . , n+ 2, such that
(0n,−1) =
n+2∑
l=1
λl
((
ujl , (gjl)
∗(ujl) + sjl
)
+ (α0 + ρ(g, α0) + 2δ)(wjl , rjl)
)
.
Clearly,
∑n+2
l=1 λl 6= 0. Dividing by
∑n+2
l=1 λl on both sides and rearranging terms, it follows that
(α0+ρ(g, α0)+2δ)
n+2∑
l=1
λl∑n+2
l=1 λl
(−wjl ,−rjl) ∈
n+2∑
l=1
λl∑n+2
l=1 λl
(
ujl , (gjl)
∗(ujl) + sjl
)
+
1∑n+2
l=1 λl
(0n, 1).
Let (w∗, r∗) :=
∑n+2
l=1
λlPn+2
l=1 λl
(wjl , rjl) ∈ Bn+1. So, (α0+ ρ(g, α0)+2δ)(−w∗,−r∗) ∈ E(g¯) as (0n, 1)
is a recession direction of E(g¯). It then follows that
min {‖(w, r)‖ : (w, r) ∈ E(g)} ≤ (α0 + ρ(g, α0) + 2δ) ‖(w∗, r∗)‖ ≤ α0 + ρ(g, α0) + 2δ
< min {‖(w, r)‖ : (w, r) ∈ E(g)} ,
which is impossible. Therefore, we see that ρ(g, α0) = min{‖(w, r)‖ : (w, r) ∈ E(g)} − α0.
The conclusion will follow if we show the equivalence that (w, r) ∈ E(g) if and only if there
exist λ ∈ ∆q such that r − 〈w, ·〉+
∑
j∈J λjgj ∈ Σ2[x], because
ρ(g, α0) = min
(w,r)∈Rn+1
{‖(w, r)‖ : (w, r) ∈ E(g)} − α0 = ρ0 − α0,
where ρ0 is a nonnegative number satisfying ρ
2
0 = min(w,r)∈Rn+1{‖(w, r)‖2 : (w, r) ∈ E(g)}. Let
(w, r) ∈ E(g). From the definition of E(g), there exist λ¯l ≥ 0, l = 1, . . . , n+2 with
∑n+2
l=1 λ¯l = 1,
jl ∈ J , ujl ∈ domg∗jl , rjl ≥ 0 and s ≥ 0 such that (w, r) =
∑n+2
l=1 λ¯l
(
ujl , g
∗
jl
(ujl) + rjl
)
+ (0n, s).
This shows that w =
∑n+2
l=1 λ¯lujl and r ≥
∑n+2
l=1 λ¯lg
∗
jl
(ujl). It then follows that, for all x ∈ Rn,
r − 〈w, x〉+
n+2∑
l=1
λ¯lgjl(x) = r −
n+2∑
l=1
λ¯l
(〈ujl , x〉 − gjl(x)) ≥ 0.
Let J ′ := {j1, . . . , jn+2} ⊂ J and define, for each j ∈ J , λj =
{ ∑
1≤l≤n+2,jl=j λ¯l, if j ∈ J ′,
0, if j /∈ J ′.
Then, λ ∈ ∆q and h := r − 〈w, ·〉+
∑
j∈J λjgj = r − 〈w, ·〉+
∑n+2
l=1 λ¯lgjl , is a SOS-convex poly-
nomial which always takes nonnegative values. Then, the Frank-Wolfe Theorem for convex
polynomials implies that infx∈Rn h(x) is attained [2]. Let x0 ∈ argminx∈Rnh(x). Then, h(x0) ≥ 0
and ∇h(x0) = 0. Note that the definition of SOS-convex polynomial implies that
σ(x, y) := h(x)− h(y)−∇h(y)T (x− y)
is a sum-of-squares polynomial. Letting y = x0, we see that h − h(x0) = σ0, where σ0 is a
sum-of-squares polynomial in x given by σ0(x) = σ(x, 0) for all x ∈ Rn. Thus, h = σ0 + h(x0) is
also a sum-of-squares polynomial.
Conversely, let (w, r) ∈ Rn × R and λ ∈ ∆q be such that r − 〈w, ·〉 +
∑
j∈J λjgj ∈ Σ2[x].
Then, r ≥ 〈w, x〉 −∑j∈J λjgj(x) for all x ∈ Rn, and hence (w, r) ∈ epi(∑j∈J λjgj)∗. As each
gj is a SOS-convex polynomial (and so, continuous and convex), (2) yields epi(
∑
j∈J λjgj)
∗ =∑
j∈J λjepi(gj)
∗. Thus, (w, r) ∈ conv {⋃j∈J epi(gj)∗} ⊂ E(g¯). Thus, the equivalence follows. 
The following example illustrates how the radius of feasibility can be calculated for a robust
convex optimization problem with SOS-convex polynomial constraints.
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Example 3.1 Let f¯ : R→ R be a given convex function and let gi : R→ R, i = 1, 2, be given by
g1(x) = x
4−1 and g2(x) = x4+2x2−2. Clearly, g1 and g2 are SOS-convex polynomials. Consider
the following robust convex optimization problem with SOS-convex polynomial constraints:
minx∈R f¯(x)
s.t. (x4 − 1) + a1x+ b1 ≤ 0, ∀ (a1, b1) ∈ α1B2
(x4 + 2x2 − 2) + a2x+ b2 ≤ 0, ∀ (a2, b2) ∈ α2B2.
Then, the preceding theorem with α0 = 0 implies that
(ρ(g¯, 0))2 = min
(w,r)∈R2,(λ1,λ2)∈∆2
{‖(w, r)‖2 : r − wx+ λ1(x4 − 1) + λ2( x4 + 2x2 − 2) ∈ Σ2[x]}.
Note that r − wx + λ1(x4 − 1) + λ2(x4 + 2x2 − 2) ∈ Σ2[x] means that there exists a positive
semi-definite matrix W ∈ S3 such that
r − wx+ λ1(x4 − 1) + λ2(x4 + 2x2 − 2) =
(
1
x
x2
)T ( W1 W2 W3
W2 W4 W5
W3 W5 W6
)(
1
x
x2
)
.
This shows that
W1 = r − λ1 − 2λ2,W6 = λ1 + λ2 = 1, 2W2 = −w, 2W3 +W4 = 2λ2 and W5 = 0. (10)
So, we have
(ρ(g¯, 0))2 = min
(w,r)∈R2,
(λ1,λ2)∈∆2,
W∈S3
‖(w, r)‖
2
∣∣∣∣∣∣∣∣∣
W =
(
W1 W2 W3
W2 W4 W5
W3 W5 W6
)
 0,
W1 = r − λ1 − 2λ2,W6 = λ1 + λ2 = 1,
2W2 = −w, 2W3 +W4 = 2λ2,W5 = 0
 .
Take any (w, r) ∈ R2, (λ1, λ2) ∈ ∆2 and W =
(
W1 W2 W3
W2 W4 W5
W3 W5 W6
)
 0 which satisfies (10).
Then, r − λ1 − 2λ2 = W1 ≥ 0, and so, r ≥ λ1 + 2λ2 ≥ 1. Thus, ‖(w, r)‖2 = w2 + r2 ≥ 1. So,
ρ(g¯, 0) ≥ 1. On the other hand, letting (λ1, λ2) = (1, 0), r = 1, w = 0 andW =
(
0 0 0
0 0 0
0 0 1
)
 0,
we see that (10) holds. So, ρ(g¯, 0) ≤ 1 and hence ρ(g¯, 0) = 1.
In fact, converting the optimization problem
min
(w,r)∈R2,(λ1,λ2)∈∆2
{‖(w, r)‖2 : r − wx+ λ1(x4 − 1) + λ2( x4 + 2x2 − 2) ∈ Σ2[x]}
into a SDP problem, using the sums-of-squares Matlab toolbox YALMIP [21, 22], and solving it
via the SDP numerical software Sedumi, we also obtain the optimal value 1, and hence ρ(g¯, 0) = 1.
In the special case of robust optimization problems with convex quadratic constraints we see
that the radius of robust feasibility can be calculated via SDP methods.
Corollary 3.1 (Robust convex quadratic optimization) For (R˜Pα0,α), let gj(x) =
1
2
xTAjx+
aTj x + γj, j ∈ J be convex quadratic functions with {x ∈ Rn : gj (x) ≤ 0, j ∈ J} 6= ∅. Let
ρ(g, α0) be the radius of robust feasibility as given in (1) replacing (RPα¯,α) by (R˜Pα0,α). Then,
ρ(g, α0) =
√
µ0 − α0, where µ0 is a nonnegative number given by
µ0 = min
µ∈R,
(w,r)∈Rn×R,
λ∈∆q
µ :

∑
j∈J
λjAj −w +
∑
j∈J
λjaj
−w +
∑
j∈J
λjaj 2(r +
∑
j∈J
λjγj)
  0 and
(
In 0 w
0 1 r
wT r µ
)
 0

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Proof. Note that for a quadratic function f(x) = 1
2
xTAx + aTx + γ, f is a sum-of-squares
polynomial is equivalent to f always takes nonnegative values, and can be further equivalently
rewritten as
(
A a
a 2γ
)
 0. Thus, the conclusion follows by applying Theorem 3.1 and noting
that ‖z‖2 ≤ s, (z, s) ∈ Rn+1 × R ⇔
(
In+1 z
z s
)
 0. 
The following example illustrates how to find the radius of robust feasibility for a uncertain
convex program with convex quadratic constraint using our formula in Corollary 3.1.
Example 3.2 Consider the following 2-dimensional robust convex optimization problem
(EP ) min
x∈R2
{f¯(x) : (‖x‖2 − 1) + aTx+ b ≤ 0 for all (a, b) ∈ αB3}.
where α ≥ 0, f¯ is a real-valued convex function on R2 and g¯1 is a convex quadratic function on
R2 given by g¯1(x) = ‖x‖2−1 where x = (x1, x2)T ∈ R2. The SDP formula for ρ(g¯, 0) in Corollary
3.1 leads to ρ(g¯, 0) = 1 because
µ0 = min
µ :
( 1 0 −w1
0 1 −w2
−w1 −w2 2(r − 1)
)
 0,
 1 0 0 w10 1 0 w20 0 1 r
w1 w2 r µ
  0
 = 1,
where the last equality follows by noting that the SDP problem takes value 1 with (w1, w2, r, µ) =
(0, 0, 1, 1) and any feasible point (w1, w2, r, µ) of this SDP problem must satisfy r ≥ 1 and µ ≥
r2 ≥ 1.
In this case, one can also compute the radius of robust feasibility directly using the definition.
To see this, note that g¯(x)+aTx+b ≤ 0 for all (a, b) ∈ αB3 if and only if ‖x‖2−1+α
√‖x‖2 + 1 ≤
0, which is, in turn, equivalent to ‖x‖2 ≤ (2+α2)−
√
8α2+α4
2
. This shows that
ρ(g¯, 0) = sup{α : ∃x s.t. ‖x‖2 ≤ (2 + α
2)−√8α2 + α4
2
} = 1.
Remark 3.1 (Robust linear optimization) In the special case of a robust linear program-
ming problem with a ball data uncertainty set and α0 = 0, where gj (x) = a
T
j x−bj, the correspond-
ing epigraphical set becomes E (g) = conv
{
(aj, bj) : j ∈ J
}
+R+ {(0n, 1)} . In this case, the proof
of Theorem 2.1 leads to a simple formula for the radius of robust feasibility of uncertain linear pro-
gram, derived in [12, 13]: ρ(g, α0) = d (0n, E(g)) = d
(
0n, conv
{
(aj, bj) : j ∈ J
}
+R+ {(0n, 1)})
)
.
We finish this section with a remark on how the radius of robust feasibility formula for
uncertain convex programs under other commonly used uncertainty sets for robust optimization,
such as ellipsoids and polytopes, can be defined and estimated using our approach presented in
this paper.
Remark 3.2 (Radius of robust feasibility under polytope and ellipsoid uncertainty
sets) The radius of robust feasibility formula can also be defined and estimated for certain other
commonly used data uncertainty sets for robust optimization [3, 5]. Indeed, for a convex program
(P ) under affine data uncertainty with ellipsoid uncertainty sets (see [5, Subsection 2.2] and
references therein), one can consider the parametric uncertainty set (α0+βj)
(Uj×{bj} ), instead
of (α0+αj)Bn+1 in our parametric problems in Section 4, where Uj := {∆ju : u ∈ Bn} , j ∈ J and
∆j is a positive definite n× n matrix, j ∈ J. The radius of robust feasibility can then be defined
as ρE(g¯,α0) := sup
{
min
j∈J
βj : Xβ 6= ∅
}
, where Xβ := {x ∈ Rn : gj (x) + aTj x+ bj ≤ 0, ∀(aj, bj) ∈
(α0 + βj)
(Uj × {bj} ), j ∈ J}.
Let µ := max {‖∆ju‖ : u ∈ Bn, j ∈ J} > 0. Then, Uj ×
{
bj
} ⊂ µBn+1 for all j ∈ J. So, if
(α0 + βj)µ− α0 < ρ(g¯, α0) then Xβ 6= ∅. Thus, ρE(g¯, α0) ≤ ρ(g¯,α0)+α0(1−µ)µ . Similar estimates can
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also be derived for problems (P ) with polytope uncertainty sets where the parametric uncertainty
set (α0 + αj)Bn+1 in Section 4 is replaced by (α0 + γj)Pj, j ∈ J , where Pj is a given polytope
containing 0n+1.
Future work: It would be of great interest to find numerically tractable formulas for classes of
convex programs where uncertainty is present in both affine and non-affine data. We established
only estimates for the radius in the case of uncertain convex polynomial constraints by taking
into account of non-affine data uncertainty. The issues related to the numerical tractability of the
estimates and exact formulas for linear as well as convex programs under other commonly used
uncertainty sets for robust optimization, such as ellipsoids and polytopes, will provide interesting
topics for further study.
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