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Abstract
Recently, novel multi-hop models and datasets have been in-
troduced to achieve more complex natural language reasoning
with neural networks. One notable task that requires multi-
hop reasoning is fact checking, where a chain of connected
evidence pieces leads to the final verdict of a claim. How-
ever, existing datasets do not provide annotations for the gold
evidence pieces, which is a critical aspect for improving the
explainability of fact checking systems. The only exception
is the FEVER dataset, which is artificially constructed based
on Wikipedia and does not use naturally occurring political
claims and evidence pages, which is more challenging. Most
claims in FEVER only have one evidence sentence associated
with them and require no reasoning to make label predictions
– the small number of instances with two evidence sentences
only require simple reasoning. In this paper, we study how to
perform more complex claim verification on naturally occur-
ring claims with multiple hops over evidence chunks. We first
construct a small annotated dataset, PolitiHop, of reasoning
chains for claim verification. We then compare the dataset
to other existing multi-hop datasets and study how to trans-
fer knowledge from more extensive in- and out-of-domain
resources to PolitiHop. We find that the task is complex, and
achieve the best performance using an architecture that specif-
ically models reasoning over evidence chains in combination
with in-domain transfer learning.
1 Introduction
Advancing machine learning models’ performance has in-
creased the interest in automating tasks that involve more
complex reasoning, where a conclusion can be reached only
after following a chain of arguments. To this end, multi-hop
datasets and models have been introduced to provide guid-
ance and learn to combine information from several sentences
to arrive at an answer. While most of them concentrate on
question answering, fact checking is another task that often
requires a combination of multiple evidence pieces to predict
the veracity of a claim.
However, most of the existing fact checking models opti-
mize only the veracity label prediction objective and assume
that the task requires a single inference step. Such models
Copyright c© 2021, Association for the Advancement of Artificial
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Figure 1: An illustration of multiple hops over an instance of
the PolitiHop dataset. Each instance consists of a claim, a
speaker (author of the claim), a veracity label, and a Politi-
Fact article with the annotated evidence sentences. The high-
lighted sentences represent the chains of evidence a model
needs to learn to arrive at the correct veracity prediction.
ignore that often several linked evidence chunks have to be
explicitly retrieved in multiple steps and combined to make
the correct veracity prediction. Apart from that, they do not
provide explanations of their decision-making, which is an
essential part of the fact checking process.
Atanasova et al. (2020) note the importance of providing
explanations of fact checking verdicts. The authors use the
LIAR-PLUS (Alhindi, Petridis, and Muresan 2018) dataset
to learn extractive explanations over PolitiFact articles. Their
models optimize a ROUGE score metric w.r.t. a gold expla-
nation. However, the dataset does not provide guidance on
the multiple separate pieces of relevant evidence chunks that
have to be linked and assume that the explanation requires a
single reasoning step. FEVER (Thorne et al. 2018) is another
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fact checking dataset, which contains annotations of evidence
sentences located in Wikipedia pages. However, it consists of
manually augmented claims, which require limited reasoning
capabilities for verification as the evidence mostly consists
of one or two sentences.
To provide guidance for the multi-hop reasoning process
of a claim’s verification and facilitate progress on explainable
fact checking, we introduce PolitiHop, a dataset of real-
world claims and annotations of evidence reasoning chains
needed to predict the claims’ labels. It contains 500 manually
annotated PolitiFact articles. We provide insights from the
annotation process, indicating that fact checking a real-world
claim is an elaborate process requiring multiple hops over
evidence chunks, where multiple chains are also possible.
To assess the difficulty of the task for state-of-the-art mod-
els, we conduct experiments with lexical baselines, as well
as a single-inference step model – BERT (Devlin et al. 2019),
and a multi-hop model – Transformer-XH (Zhao et al. 2020),
where the latter achieves the best performance.We further
study whether multi-hop reasoning learned with Transformer-
XH can be transferred to PolitiHop. We find that the
model cannot leverage any reasoning skills from FEVER,
while training on LIAR-PLUS improves the performance on
PolitiHop. We hypothesize that this is partly due to a do-
main discrepancy, as FEVER is constructed from Wikipedia
and consists of short chains of one or two hops, whereas
LIAR-PLUS is based on PolitiFact, same as PolitiHop.
Finally, we perform a detailed error analysis to understand
the models’ shortcomings and recognize possible areas for
improvement. We find that the models perform worse on
longer chains and that, surprisingly, named entity (NE) over-
lap between evidence and non-evidence sentences does not
have a negative effect on either evidence retrieval or label
prediction. We also find that the best results for Transformer-
XH on the dev and test sets are for a different number of hops
– 2 and 6, which indicates that having a fixed parameter for
the number of hops is a downside of Transformer-XH; this
should instead be learned for each claim.
To summarise, our contributions are as follows:
• We document the first study on multi-hop fact checking of
political claims
• We create a dataset for the task
• We study whether any reasoning skills learned with a
multi-hop model on similar datasets can be transferred
to PolitiHop
• We analyze to what degree existing multi-hop reasoning
methods are suitable for the task
2 Multi-Hop Fact Checking
A multi-hop fact checking model f(X) receives as an
input X = {(claimi, documenti)|i ∈ [0, |X|]}, where
documenti is the corresponding PolitiFact article for claimi,
which consists of a list of sentences: documenti =
[sentenceij |j ∈ [0, |documenti|]]. During the training pro-
cess, the model learns to (i) select which sentences from the
input contain evidence needed for the veracity prediction
ySi = {ySij ∈ {0, 1}|j ∈ [0, |documenti|]} (sentence selec-
tion task), where 1 indicates that the sentence is selected
Statistic Test Train
#Words per article 569 (280.8) 573 (269.1)
#Sent. per article 28 (12.8) 28 (12.8)
#Evidence sent. per article 11.75 (5.56) 6.33 (2.98)
#Evidence sent. per chain 2.88 (1.43) 2.59 (1.51)
#Chains per article 4.08 (1.83) 2.44 (1.28)
Label Distribution
False 149 216
Half-true 30 47
True 21 37
Table 1: PolitiHop dataset statistics. Test set statistics are
calculated for a union of two annotators, while train instances
are annotated by one annotator only, which makes some
measures different across splits. We report the mean and
standard deviation (in parentheses).
1 2 3 4 5 6+
Test 24.8 27.1 23.2 13.6 6.1 4.9
Train 27.4 30.8 22.4 11.0 5.3 3.1
Dev 29.5 32.9 19.5 10.1 3.4 4.7
Table 2: Number of evidence sentences per chain in
PolitiHop.
as an evidence sentence; and (ii) predict the veracity label
of the claim yLi ∈ {True, False,Half − True}, based on
the extracted evidence (veracity prediction task). The sen-
tences selected by the model as evidence ones, constitute
an evidence chain, where each sentence follows from the
previous one, and together they provide enough evidence to
verify the corresponding claim and present an explanation
for it. Each evidence chain consists of k sentences, where
k ∈ [1,maxi∈[0,|X|](|documenti|)] is a hyper-parameter of
the model. Figure 1 illustrates the process of multi-hop fact
checking, where multiple evidence sentences provide differ-
ent pieces of evidence, which need to be combined to reach
the final veracity verdict.
Dataset
We present PolitiHop, the first dataset for multi-hop fact
checking of real-world claims. It consists of 500 manually
annotated claims, split into a training (300 instances), and a
test set (200 instances). For each claim, the corresponding
PolitiFact article was retrieved, which consists of a discus-
sion of each claim and its veracity, written by a professional
fact checker. The annotators then selected chains of evidence
sentences from said articles. As sometimes more than one
chain can be found to describe a reason behind the veracity
of a claim independently, we further take each chain in the
training set as a separate instance, resulting in 733 training ex-
amples. Each training example is annotated by one annotator,
whereas each test example is annotated by two annotators. We
split the training data into train and dev sets, where the former
has 592 examples, and the latter – 141. A more in-depth de-
scription of the annotation process, including inter-annotator
agreement, can be found in the appendix.
Table 1 presents statistics of the dataset. We observe that
the average number of evidence sentences per chain is above
2, which already indicates that the task is more complex than
the FEVER dataset. In FEVER, 83.2% of the claims require
one sentence, whereas in PolitiHop, only 24.8% require
one sentence. The distribution of the number of evidence
sentences in PolitiHop is further presented in Table 2.
3 Models
We compare the performance of four different models to
measure the difficulty of automating the task. The models are
random, TF-IDF, BERT, and Transformer-XH.
Random. For the random baseline, we first pick a random
number k ∈ [1, 10] and then choose k of the sentences in the
document at random as evidence ones. For label prediction,
we randomly pick one of the labels.
TF-IDF. For our TF-IDF baseline, for each instance xi
we construct a vector vCi = [v
C
il |l ∈ [0, |NC |]] with TF-IDF
scores vCil for all n-grams N
C found in all of the claims; and
one vector vDi = [v
D
im|m ∈ [0, |ND|]] with TF-IDF scores
vDim for all n-grams N
D found in all of the documents, where
n ∈ [2, 3]. We then train a Naive Bayes model g(V ), where
V = {vi = (vCi · vDi )|i ∈ [0, |X|]} is the concatenation of
the two feature vectors. We also remove English stop words
using the built-in list in the Scikit-learn library1.
BERT. We first construct a Transformer model (Vaswani
et al. 2017), which doesn’t include a multi-hop mecha-
nism, but applies a single inference step to both the evi-
dence retrieval and the label prediction tasks. We employ
the BERT (Devlin et al. 2019) architecture with the base
pre-trained weights. Each sentence from a fact checking doc-
ument is encoded separately combined with the claim and the
author of the claim. We refer to the encoded triple as node
τ . The tokens of one node xτ = {xτ,j |j ∈ [0, |xτ |]} are en-
coded with the BERT model into contextualized distributed
representations: hτ = {hτ,j |j ∈ [0, |xτ |}. The encoded rep-
resentations of all nodes are passed through two feed-forward
layers. The first layer predicts the veracity of the claim given
a particular node τ by using the contextual representation of
the “[CLS]” token, located at the first position:
p(yL|τ) = softmax(Linear(hτ,0)) (1)
The second feed-forward layer learns the importance of each
node in the graph:
p(yS |τ) = softmax(Linear(hτ,0)) (2)
The outputs of these two layers are combined for the final
label prediction:
p(yL|X) =
∑
τ
p(yL|τ)p(yS |τ) (3)
For the evidence prediction task, we choose k most impor-
tant sentences, as ranked by the second linear layer. In our
experiments, we set k = 6, since this is the average number
of evidence sentences selected by a single annotator.
1https://scikit-learn.org/
Transformer-XH. Following previous work on applying
Transformer-XH to FEVER (Zhao et al. 2020), we encode
node representations as described for the BERT model and
construct a fully connected graph with them. Transformer-
XH uses eXtra hop attention layers to enable information
sharing between the nodes. An eXtra hop attention layer is a
Graph Attention layer (GAT) (Velicˇkovic´ et al. 2018), which
receives as input a graph {X,E} of all evidence nodesX and
the edges between them E, where the edges encode the atten-
tion between two nodes in the graph. Each eXtra hop layer
computes the attention between a node and its neighbors,
which corresponds to one hop of reasoning across nodes.
Transformer-XH applies L eXtra hop layers to the BERT
node encodings H0, which results in new representations HL
that encode the information shared between the nodes, unlike
BERT, which encodes each input sentence separately. We
use three eXtra hop layers as in (Zhao et al. 2020), which
corresponds to three-hop reasoning and we experiment with
varying the number of hops. The representations HL are
passed to the final two linear layers for label and evidence
prediction as in BERT. The final prediction of the veracity
label p(yL|{X,E}) now can also leverage information ex-
changed in multiple hops between the nodes through the
edges E between them.
4 Experiments
We address the following research questions:
• Can multi-hop architectures successfully reason over evi-
dence chains on PolitiHop?
• How do multi-hop vs. single inference architectures fare
in an adversarial evaluation setting, where named entities
(NE) in evidence and non-evidence sentences overlap?
• Does pre-training on related small in-domain or large out-
of-domain datasets improve model performance?
Additionally, we performed ablation studies in order to
investigate the influence of different factors on performance:
changing the loss function, varying the number of evidence
sentences retrieved, adding sentence positions to sentence en-
codings, varying the number of hops in Transformer-XH,
length of the chains, NE overlap, label prediction confi-
dence, edge attention between evidence, and non-evidence
sentences.
Experimental Setup
Metrics: We use macro-F1 score and accuracy to measure
veracity label performance and F1 score and precision for
the evidence retrieval task. To calculate the performance on
both tasks jointly, we use the FEVER score (Thorne et al.
2018), where the model has to retrieve at least one full chain
of evidence and predict the veracity label correctly to count
the label prediction as correct. We consider a single chain of
evidence to be sufficient for correct label prediction. Note
that each example from train and dev sets in PolitiHop, and
every example from LIAR-PLUS, has one chain of evidence,
which implies all evidence sentences need to be retrieved.
Dataset Settings: We consider three settings: full ar-
ticle, even split and adversarial. In the full setting,
the whole article for each claim is given as input. For even
split, we restrict the number of non-evidence sentences
to be at most equal to the number of evidence sentences.
This results in a roughly even split between evidence and
non-evidence sentences for the test set. Since we divide train
and dev datasets into one chain per example, the number of
non-evidence sentences for instances in these splits is usually
2-3 times larger than the number of evidence sentences.
To examine if the investigated multi-hop models are ro-
bust to named entity (NE) overlaps, we further construct an
adversarial dataset from the even split dataset by chang-
ing each non-evidence sentence to a random sentence from
any PolitiFact article, which contains at least one NE also
present in the original evidence sentences. We argue that
this is a good testbed to understand if a fact checking model
can successfully reason over evidence chains and identify
non-evidence sentences, even if they contain relevant NEs.
Training Settings: We perform transfer learning experi-
ments, where we train on in-domain data (LIAR-PLUS and
PolitiHop), out-of-domain data (FEVER), or a combination
thereof. Details for training regimes and hyper-parameters
are included in the appendix.
5 Results
Full article setting. Results for the full training setting
with models trained on different datasets, then evaluted with
the test split of PolitiHop, are shown in Table 3. Firstly,
we can observe that both BERT and Transformer-XH greatly
outperform the Random and TF-IDF baselines. Out of BERT
and Transformer-XH, neither model clearly outperforms the
other when compared on a particular training dataset. This
is surprising because Transformer-XH outperforms BERT
baselines by a significant margin on both FEVER and the
multi-hop QA dataset HotpotQA (Zhao et al. 2020). However,
here we observe that the best performance is achieved with
Transformer-XH trained on LIAR-PLUS, then fine-tuned on
PolitiHop. It also achieves the highest FEVER scores on
PolitiHop in that setting. Further, very low FEVER scores
of both Transformer-XH and BERT indicate how challenging
it is to retrieve the whole chain of evidence.
Adversarial setting. We train the Transformer-XH mod-
els on the three different dataset settings, then evaluate it
on the adversarial dataset (see Table 4). Unsurprisingly,
the best test performance is achieved when the training and
test setting match, i.e., with the adversarial model, fol-
lowed by the even split model. The full article setting
model performs worst, likely due to a vast difference in the
average number of input sentences. So overall, the results
show Transformer-XH is quite robust towards named entity
overlap, but training it on the adversarial dataset improves its
performance further.
Out-of-domain pre-training on FEVER. The goal
of this experiment is to examine whether pre-training
Transformer-XH on the large, but out-of-domain dataset
FEVER, followed by fine-tuning on LIAR-PLUS, then on
PolitiHop improves results on PolitiHop. As can be seen
from Table 5, it does not have a positive effect on performance
in the full setting, unlike pre-training on LIAR-PLUS. We
hypothesize that the benefits of using a larger dataset are
outweighed by the downsides of it being out-of-domain.
We further quantify the domain differences between
datasets. For this, we use Jensen-Shannon divergence (Lin
1991), commonly employed for this purpose (Ruder and
Plank 2017). We find that the divergence between FEVER
and PolitiHop is 0.278, while the divergence between
LIAR-PLUS and PolitiHop is 0.063, which corroborates
that the significant difference between the domains is a possi-
ble reason why pre-training on FEVER fails. Another reason
might be the annotation process - FEVER usually only has
a few input sentences, where only one or two are evidence.
PolitiHop has a whole article with over 30 sentences as
input, where 6 on average are evidence ones. Finally, the
difference between the FEVER and PolitiHop target labels
might have a negative effect as well: FEVER uses ‘true’,
‘false’ and ‘not enough info’, while PolitiHop uses ‘true’,
‘false’ and ‘half-true’.
6 Analysis and Discussion
In Section 5, we documented the results of our experiments
on multi-hop fact checking of political claims. Overall, we
found that multi-hop training on Transformer-XH gives small
improvements over BERT, that pre-training on in-domain
data helps, and that Transformer-XH deals well with an ad-
versarial test setting.
Below, we aim to further understand the impact of model-
ing multi-hop reasoning explicitly, which we examine in a
number of ablation studies. More concretely, we examine:
• How the number of evidence sentences retrieved affects
performance
• Varying the number of hops in Transformer-XH
• The impact of evidence chain length on performance
• How named entity overlap affects performance
• To what extent Transformer-XH pays attention to relevant
evidence sentences
Further ablation studies can be found in the appendix,
namely on: how to weigh the different loss functions (for
label vs. evidence prediction); if providing supervision for
evidence sentence positions impacts performance; and to
what degree high label confidence is an indication of high
performance.
Number of evidence sentences vs. performance. Here
we investigate how the number of selected evidence sentences
affects the evidence retrieval performance. One of the chal-
lenges of generating fact checking explanations is deciding
on the length of the explanation. By design, the explanations
should be short, ideally just a few sentences. On the other
hand, they have to provide a comprehensive motivation of
the fact checking verdict. Transformer-XH handles evidence
retrieval by ranking the importance of each input sentence.
We, therefore, pick the most highly ranked sentences, accord-
ing to the model. By default for all experiments presented in
Section 5, the top 6 sentences are used, as it is the average
length of an annotation in the PolitiHop test set.
Table 6 shows how recall trades off against precision as
an increasing number of sentences is selected. As expected,
recall improves, and precision deteriorates. Test set F1 grows
as the number of sentences grows, while the best train set F1
is the highest for 3 sentences and it gets worse as the number
Dev Test
Label Evidence Joint Label Evidence Joint
F1 Acc F1 Prec FEVER F1 Acc F1 Prec FEVER
Random 34.1 38.5 22.9 30.2 4.5 24.2 27.7 14.7 12.2 0.7
Annotator - - - - - 76.3 - 52.4 49.2 -
TF-IDF 34.4 69.5 - - - 34.0 76.0 - - -
LIAR-PLUS full articles dataset
BERT 45.4 70.9 18.4 13.7 14.9 57.0 76.0 32.9 38.9 13.0
Transformer-XH 56.2 74.5 17.1 12.8 14.2 56.3 79.5 30.3 35.8 12.0
PolitiHop full articles dataset
BERT 54.7 69.5 32.0 23.6 31.9 44.8 76.0 47.0 54.2 24.5
Transformer-XH 61.1 76.6 30.4 22.3 34.8 43.3 75.5 44.7 51.7 23.5
LIAR-PLUS and PolitiHop full articles
BERT 64.4 75.9 29.6 21.7 28.4 57.8 79.5 45.1 52.2 23.5
Transformer-XH 64.6 78.7 32.4 23.8 38.3 57.3 80.5 47.2 54.5 24.5
Table 3: PolitiHop results for the full setting. Best results on a particular dataset are emboldened and the best results across
all set-ups are underlined.
Dev Test
Label Evidence Joint Label Evidence Joint
F1 Acc F1 Prec FEVER F1 Acc F1 Prec FEVER
even split 56.5 70.9 49.9 38.7 46.8 56.4 77.0 63.6 76.0 33.5
adversarial 62.5 72.3 58.2 45.4 61.7 57.1 79.0 70.5 83.4 38.5
full articles 48.7 66.7 50.6 39.2 44.7 55.8 77.0 63.9 75.6 33.0
Table 4: PolitiHop adversarial dataset results for for Transformer-XH trained on LIAR-PLUS and PolitiHop with three
different settings: full, even split and adversarial. Best model emboldened.
of sentences increases. F1 on dev set is much more even for
different numbers, but it peaks at 6 sentences. Generally, 6
sentences gives the best trade-off between the performance on
test and dev sets, while being short enough to be considered
as short summary of the whole article.
Varying the number of hops in Transformer-XH. We
train Transformer-XH with a varying number of hops to see
if there is any pattern in how many hops result in the best
performance. Zhao et al. (2020) perform a similar experiment
and find that 3 hops are best; but only slightly better than 2,
4, or 5, while the decrease in performance is slightly more
noticeable for 1 and 6 hops. Still, the authors only observed
small differences in results of up to 2 points in F1 score.
We experiment with between 1 and 7 hops (see Table 7).
Evidence retrieval performance is quite similar in each case.
There are some differences for the label prediction task, 1 and
2 hops have slightly worse performance, but the 4-hop model
has the highest test score and the lowest dev score, while
the exact opposite holds for the 5-hop model. Therefore, no
clear pattern can be found in the results. One reason why
this could be the case is the high variance of the annotated
evidence sentences in PolitiHop dataset. In other words –
some claims might require more and some fewer hops, which
may even out the performance between the options.
Chain length vs. performance. Chain length is equal to
the number of sentences that constitute the evidence chain.
Not surprisingly, longer chains give higher precision and
lower recall - in consequence - lower FEVER score. This is
true for both models, as Table 8 indicates. We also notice
that the shorter the chain, the smaller the ratio of evidence to
non-evidence sentences, because the number of non-evidence
sentences is equal to the sum of lengths of chains for the given
claim. For instance, if a claim has two chains of evidence, one
of length 1 and the other of length 3, then after splitting into
one example per chain, there are 4 non-evidence sentences in
each of the two examples, but the one with chain of length
1 has only one evidence sentence – which decreases the
evidence to non-evidence ratio and makes it more difficult to
achieve high precision.
Named entity overlap vs. performance. To measure the
effect of having the same NEs in evidence and non-evidence
sentences, we computed NE overlap – a measure of the degree
to which evidence and non evidence sentences share NEs.
We compute the overlap as |E ∩N |/|E ∪N |, where E and
N are sets of named entities in evidence and non-evidence
sentences, respectively.
Table 9 shows that a higher NE overlap results in more
confusion when retrieving evidence sentences, but it does not
have a significant influence on label prediction in the case of
Transformer-XH. BERT is much more confused by a higher
NE overlap – it has a big, negative effect on both tasks. This
suggests Transformer-XH is more robust to NE overlaps.
Dev Test
Label Evidence Joint Label Evidence Joint
F1 Acc F1 Prec FEVER F1 Acc F1 Prec FEVER
FEVER+LIAR-PLUS+PolitiHop 48.6 70.2 30.5 22.2 32.6 59.9 83.0 45.1 52.7 21.5
LIAR-PLUS+PolitiHop 64.6 78.7 32.4 23.8 38.3 57.3 80.5 47.2 54.5 24.5
Table 5: PolitiHop full results for Transformer-XH trained on different datasets. Best model emboldened.
Test Dev Train
#Sentences F1 Recall Precision F1 Recall Precision F1 Recall Precision
1 15.9 9.7 62.0 17.3 13.5 30.5 49.8 40.3 79.4
2 27.6 19.4 61.0 27.8 28.9 31.2 57.2 58.5 64.8
3 36.2 28.5 61.2 31.8 39.4 30.0 57.4 69.7 55.0
4 41.3 35.5 59.1 32.3 47.0 27.1 53.6 76.0 46.0
5 44.0 41.0 55.8 31.6 52.9 24.5 49.9 80.5 39.7
6 47.2 47.2 54.5 32.4 60.9 23.8 45.7 82.7 34.3
7 49.2 52.5 52.9 31.8 65.8 22.4 42.5 85.0 30.5
8 50.3 56.9 51.0 31.2 70.5 21.2 39.4 86.7 27.3
9 50.8 60.7 49.0 30.5 74.7 20.2 36.8 88.0 24.7
10 51.0 64.1 47.3 29.1 76.4 18.9 34.4 88.8 22.6
Table 6: PolitiHop evidence retrieval results for a model trained on LIAR-PLUS full, then fine-tuned on PolitiHop full,
with a varying number of top sentences retrieved as evidence. Best result emboldened.
Dev Test
Label Evidence Joint Label Evidence Joint
F1 Acc F1 Prec FEVER F1 Acc F1 Prec FEVER
1 54.0 75.2 47.1 35.2 52.5 58.9 79.5 58.7 67.6 33.0
2 56.1 73.0 47.5 35.4 53.9 59.8 78.5 58.1 66.7 32.5
3 58.1 71.6 47.7 35.5 52.5 62.9 82.0 58.2 66.7 31.0
4 53.3 70.9 47.0 34.9 50.4 65.0 82.0 58.9 67.6 33.0
5 59.6 73.0 47.7 35.5 51.8 55.3 76.5 58.7 67.3 32.0
6 56.5 73.0 45.9 34.2 50.4 64.9 81.5 57.5 66.0 35.0
7 56.3 71.6 46.4 34.6 50.4 62.8 81.5 57.9 66.4 33.0
Table 7: PolitiHop Transformer-XH results for training on the LIAR-PLUS + PolitiHop even split datasets with a varying
number of hop layers. Best result emboldened.
Transformer-XH BERT
Label Evidence Joint Label Evidence Joint
F1 Acc F1 Prec FEVER F1 Acc F1 Prec FEVER
1 or 2 sentences 63.9 76.8 43.7 29.2 74.4 53.5 72.0 41.3 27.5 62.2
3+ sentences 60.9 66.1 67.5 56.2 42.4 57.8 66.1 65.8 54.8 40.7
Table 8: PolitiHop adversarial dev set performance vs. evidence chain length. Better model emboldened.
Transformer-XH BERT
Label Evidence Joint Label Evidence Joint
F1 Acc F1 Prec FEVER F1 Acc F1 Prec FEVER
< 40% 62.5 77.0 59.1 46.2 62.3 62.0 75.4 57.7 45.1 59.0
≥ 40% 63.6 71.0 48.5 35.5 60.9 47.5 66.7 46.2 33.8 49.3
Table 9: PolitiHop adversarial dev set performance vs. NE overlap
between evidence and non-evidence sentences. Better model emboldened.
evi→ non-evi evi→ evi non-evi→ non-evi non-evi→ evi
Transformer-XH 1.085 1.076 0.966 0.964
Table 10: Attention weights in the last eXtra hop layer of Transformer-XH. The presented numbers are the average ratios of the
actual attention weights to average attention weight of the given graph.
Attention over evidence sentences. We investigate what
attention patterns Transformer-XH learns. Ideally, attention
flowing from evidence sentences should be much higher than
from non-evidence sentences, since this determines the im-
portance of the sentences – how much they contribute to the
final representations of each sentence. To do this, we inspect
the weights in the final eXtra hop layer. We normalize results
by measuring the ratio of the given attention to the average
attention for the given graph: 1 means average, over/under 1
means more/less than average. Table 10 shows the average
ratios for evidence vs non-evidence sentences. One notice-
able finding is that attention weights from evidence sentences
are higher than average and attention from non-evidence sen-
tences is lower than average. The Welch t-test indicates that
the difference is significant with a p-value lower than 10−30.
So, attention weights get more importance on average, but
the magnitude of this effect is quite limited. This shows the
limitations of using Transformer-XH for this task.
7 Related Work
Fact Checking. Several datasets have been released in the
past few years to assist in automating fact checking. Vlachos
and Riedel (2014) present a dataset with 106 claim-verdict
pairs collected from PolitiFact and the fact checking blog
of Channel 42. Pomerleau and Rao (2017) construct Fake-
NewsChallenge, a 50K headline-article pairs and formulate
the task of fact checking as stance detection between the
headline and the body of the article. Wang (2017) extract
12.8K claims from the PolitiFact API constituting the LIAR
dataset. Thorne et al. (2018) present the widely used FEVER
dataset consisting of 185K claims produced by manually re-
writing Wikipedia sentences. However, as highlighted in the
original paper, only 12.15% of the claims were generated
from multiple pages. Alhindi, Petridis, and Muresan (2018)
introduce the LIAR-PLUS dataset extending Wang (2017)
with automatically extracted summaries from the PolitiFact
articles. The latter, however, are high-level explanations that
omit most of the evidence details. LIAR-PLUS also does
not provide annotation of the particular evidence sentences
from the PolitiFact article leading to the final verdict and the
possible different evidence chains. By contrast, we construct
a dataset with annotations of the different reasoning chains
and the multiple hops that constitute them.
Multi-Hop Reasoning. Multi-hop reasoning has been
mostly studied in the context of Question Answering. Yang
et al. (2018) introduce HotpotQA with Wikipedia-based
question-answer pairs requiring reasoning over multiple doc-
uments and provide gold labels for sentences supporting the
answer. The supporting evidence provides for strong super-
2http://blogs.channel4.com/factcheck/
vision over the reasoning of the networks and helps inter-
pretability. (Welbl, Stenetorp, and Riedel 2018) introduce
MedHop and WikiHop datasets for reasoning over multi-
ple documents. These are constructed using Wikipedia and
DrugBank as Knowledge Bases (KB), respectively, and are
limited to entities and relations existing in the KB. This, in
turn, limits the type of questions that can be generated. Triv-
iaQA (Joshi et al. 2017) and SearchQA (Dunn et al. 2017)
are two other datasets that present multiple documents for
each question-answer pair but have very few examples where
reasoning over multiple paragraphs from different documents
is necessary.
Different models have been developed for addressing the
need for multi-hop reasoning over these datasets. CogQA
(Ding et al. 2019) uses multiple BERT models for detecting
spans and entities of interest and then runs a BERT-based
Graph Convolutional Network for ranking. Nie, Wang, and
Bansal (2019) introduce SR-MRS, using BERT to perform
semantic retrieval of relevant paragraphs and then perform
span prediction in the case of QA and 3-way classification for
fact checking. A number of approaches (Zhou et al. 2019),
(Liu et al. 2020), (Zhao et al. 2020) model the documents as
a graph and apply attention networks across the nodes of the
graph. We use Zhao et al. (2020)’s model because of its strong
performance in multi-hop QA on the HotpotQA dataset, in
evidence-based fact checking on FEVER, and to evaluate its
performance on real-world claim evidence reasoning.
8 Conclusions
In this paper, we studied the novel task of multi-hop reasoning
for fact checking of real-world political claims, which encom-
passes both evidence retrieval and claim veracity prediction.
We presented PolitiHop the first political fact checking
dataset with annotated chains of evidence. We compared
several models on PolitiHop and found that the multi-hop
architecture Transformer-XH slightly outperforms BERT in
most of the settings, especially in terms of evidence retrieval,
where BERT is easily fooled by named entity overlaps be-
tween the claim and evidence sentences.
In future, we would like to expand PolitiHop with more
examples of where evidence sentences can be found in exter-
nal sources. This could enable a more realistic fact checking
setting, where a claim is not verified, but an upstream system
has retrieved potential evidence pages, and the model needs
to extract the relevant spans of text. Moreover, instead of
merely retrieving the relevant evidence sentences as a way
of explaining the fact checking process, future work could
generate coherent summaries from them.
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A Annotation Process
Annotation Pipeline
We used the PolitiFact API to retrieve the articles, along with
the source pages used in the article, the claim and the author
of the claim. For each article we performed the annotation
process as follows:
1. Reading the claim and the article.
2. Picking the evidence sentences from the corresponding
PolitiFact article. These sentences should sum up the whole
article while providing as much evidence as possible.
3. Deciding on the veracity label.
4. Going to each relevant url and checking whether it contains
the equivalent textual evidence.
In Step 2, we retrieved chains of sentences, where each
sentence follows from the previous one and together they
constitute enough evidence to verify the claim and provide
an explanation for it.
In Step 4, we wanted to examine how often the evidence
can be retrieved from external sources, i.e. not relying on
PolitiFact articles. However, we have not gathered enough
data to carry out a reliable evaluation of this and thus left the
idea for future work.
Originally, following (Thorne et al. 2018), we wanted to
have a ‘not enough evidence’ label, but due to a small fre-
quency of this label in the annotations, as well as due to a
significant disagreement between annotators on that label,
we decided to discard it and re-label it with one of the re-
maining labels (false, half-true or true). In case of conflicting
label annotations, a third annotator was asked to resolve the
conflict.
Inter-Annotator Agreement
We report Inter-Annotator Agreement (IAA) agreement on
the test set, where we had two annotator annotating each
instance. For the veracity prediction task, annotators’ Krip-
pendorf’s α and Fleiss’ κ are equal to 0.638 and 0.637 re-
spectively. By comparison, Thorne et al. (2018) reported
Fleiss’ κ of 0.684 on the veracity label prediction, which
is the another indication of the increased complexity when
predicting veracity of claims occurring naturally. For the sen-
tence prediction task, when treating each ruling article as a
separate dataset and averaging over all articles, annotators
achieve 0.437 Fleiss’ κ and 0.437 Krippendorff’s α (we also
compute IAA when treating all sentences from all articles
as one dataset, where both IAA measures drop to 0.400).
Figure 2 confirms the intuition that annotators tend to agree
more on the shorter articles, which are easier to annotate as
they contain fewer chains and fewer hops per chain.
B Training Details
We used LIAR-PLUS and PolitiHop for training in three
different settings:
1. Training on LIAR-PLUS only.
2. Training on PolitiHop only.
3. Pre-training on LIAR-PLUS and fine-tuning on
PolitiHop.
Figure 2: Article length vs. inter-annotator agreement.
4. Pre-training on FEVER, then fine-tuning on LIAR-PLUS
and PolitiHop.
In the first setting, the models are trained for 4 epochs on
LIAR-PLUS. In the second setting, the models are trained
for 8 epochs on PolitiHop. In the third setting, models are
trained for 4 epochs on LIAR-PLUS, followed by 4 epochs
on PolitiHop. In every setting, models are evaluated on the
dev set and the model with the best label prediction macro-F1
score is saved, which enables early stopping. For the fourth
setting, we pre-train the model for 2 epochs on the FEVER
dataset, followed by 4 epochs on LIAR-PLUS, the fine-tune
on PolitiHop for 4 epochs.
Both BERT and Transformer-XH are trained with the same
hyperparameters as in (Zhao et al. 2020): BERT 12 layers’
with the hidden size of 768, 3 GAT layers with the hidden
size of 64. Optimized with Adam with the learning rate of
1e-5.
C Additional Results
LIAR-PLUS
Here, we investigate training then testing on LIAR-PLUS.
As Table 12 shows, Transformer-XH outperforms BERT by a
small margin. This confirms the results in (Zhao et al. 2020)
that Transformer-XH generally performs well in multi-hop
settings.
Loss function comparison. In this experiment we com-
pare BERT and Transformer-XH performance on the
PolitiHop full article setting when trained with three dif-
ferent loss functions. The default loss function is the sum of
evidence prediction loss and label prediction loss. The EVI
setting uses evidence loss only and saves the model with the
highest validation set evidence f1 score. The LAB setting
uses label prediction loss only and saves the model with the
highest macro f1 score on validation data label prediction,
just like in the default setting.
Table 13 shows the best performance with the joint loss for
BERT. EVI setting hurts the label prediction while LAB set-
ting hurts the evidence prediction, without providing a clear
boost in the second metric over the joint model. Transformer-
Claim: Claim: Says 20 million Chinese converted to Islam after
it’s proven that the coronavirus doesn’t affect Muslims.
Speaker: Viral image
Label: false
Ruling Comments: [1] Amid fears about the coronavirus disease
, a YouTube video offers a novel way to inoculate yourself: con-
vert to Islam. [2] “20m Chinese gets converted to Islam after it
is proven that corona virus did not affect the Muslims,” reads the
title of a video posted online Feb. 18 (...) [5] That’s because the
footage is from at least as far back as May 26, 2019, when
it was posted on Facebook with this caption: “Alhamdulillah
welcome to our brothers in faith.” [6] On Nov. 7, 2019, it was
posted on YouTube with this title: “MashaaAllah hundreds
converted to Islam in Philippines.” [7] Both posts appeared on-
line before the current outbreak of the new coronavirus, COVID-
19, was first reported in Wuhan, China, on Dec. 31, 2019. [8] But
even if the footage followed the outbreak, Muslims are not immune
to COVID-19, as the Facebook post claims. [9] After China, Iran
has emerged as the second focal point for the spread of COVID-
19, the New York Times reported on Feb. 24 . [10] “The Middle
East is in many ways the perfect place to spawn a pandemic, ex-
perts say, with the constant circulation of both Muslim pilgrims
and itinerant workers who might carry the virus.” [11] On Feb.
18, Newsweek reported that coronavirus “poses a serious risk to
millions of inmates in China’s Muslim prison camps.”
Table 11: An example from the PolitiHop dataset. Each
example consists of a claim, a speaker (author of the claim),
a veracity label and a PolitiFact article with the annotated
evidence sentences. One of the evidence chains is in bold,
and the other in italics.
Dev Test
Lab Evi Joint Lab Evi Joint
BERT 72.2 43.7 11.3 72.0 43.5 14.5
TXH 73.7 44.4 12.1 72.6 44.6 13.4
Table 12: LIAR-PLUS results when trained on the LIAR-
PLUS full articles dataset. Best model emboldened. The
Lab(el) and Evi(dence) results are F1 scores, and Joint is
measured with FEVER score.
XH performs much worse on evidence prediction when
trained using label prediction loss only. Interestingly, there
is no clear performance difference between EVI and default
settings.
Adding sentence IDs to sentence encodings. The main
goal of this experiment was to see whether providing the
information about the positions of the sentences in articles
can be leveraged to improve the performance of BERT and
Transformer-XH models.
We took the models pre-trained on LIAR-PLUS without
sentence positions and fine-tuned the model on PolitiHop
with sentence positions, by prepending each sentence’s
encoding with the token [unusedN], where N =sentence
position. Table 14 shows a significant performance boost
for Transformer-XH label prediction, but not for evidence
retrieval. BERT does not exhibit any improvement, which is
to be expected as it considers each sentence in isolation, it
doesn’t learn any interactions between sentences.
Label confidence vs. performance. The goal here was
to measure how confident the models are in their label pre-
dictions and to see if higher confidence means better perfor-
mance. The results are presented in table 15.
Transformer-XH is usually sure of its predictions, so not
much can be observed based on that - it does indeed have
higher F1 score when it’s more confident, but there are too
few instances where it’s not confident to make any conclu-
sions - apart from the one that it’s often sure but makes a
mistake anyway. Besides, NE overlap was not particularly
high for the instances where the model got confused.
The effect is even stronger with BERT to the point where
having less than 95% confidence usually results in a bad
prediction.
Dev Test
Label Evidence Joint Label Evidence Joint
F1 Acc F1 Prec FEVER F1 Acc F1 Prec FEVER
BERT 64.4 75.9 29.6 21.7 28.4 57.8 79.5 45.1 52.2 23.5
Transformer-XH 64.6 78.7 32.4 23.8 38.3 57.3 80.5 47.2 54.5 24.5
BERT-EVI 34.0 51.1 31.8 23.4 26.2 40.7 63.5 45.7 52.8 21.5
Trans-XH-EVI 56.0 68.1 34.4 25.2 33.3 59.9 75.5 46.7 54.2 21.5
BERT-LAB 59.4 72.3 19.9 14.8 14.9 60.3 77.5 33.8 40.1 13.5
Trans-XH-LAB 62.0 75.2 18.2 13.5 14.9 60.6 81.5 32.4 38.8 13.0
Random 24.2 27.7 14.7 12.2 0.7 34.1 38.5 22.9 30.2 4.5
Table 13: PolitiHop results trained on LIAR-PLUS + PolitiHop full articles datasets. EVI means the model was trained with
loss on the evidence prediction task only. LAB means the loss on the label prediction only. The default loss was the sum of both.
Best model emboldened.
Dev Test
Label Evidence Joint Label Evidence Joint
F1 Acc F1 Prec FEVER F1 Acc F1 Prec FEVER
BERT 62.4 75.2 27.7 20.3 24.1 57.4 79.0 42.9 49.2 21.5
Transformer-XH 65.2 78.0 32.2 23.6 38.3 66.5 84.0 47.2 54.9 26.5
Table 14: PolitiHop results for training on LIAR-PLUS full, then fine-tuning on PolitiHop full with sentence ID encodings.
Best model emboldened.
Transformer-XH BERT
Label Evidence Joint Label Evidence Joint
F1 Acc F1 Prec FEVER F1 Acc F1 Prec FEVER
< 90% 45.5 46.2 51.6 39.7 34.6 30.9 32.6 52.9 41.6 20.9
≥ 90% 67.2 78.3 54.1 40.7 67.0 72.5 85.7 50.9 37.8 67.3
Table 15: PolitiHop adversarial dev set performance vs. label confidence.
