Abstract
Introduction
The goal in image registration is to find a transformation that defines the pointwise correspondence between objects contained within the images being registered. The correspondence between objects that differ slightly in shape such as the small and large squares in Fig. 1 can be described using a small-deformation, linear transformation model. However, objects that have large shape differences such as the circle and "C" shown in Fig. 1 require a largedeformation, nonlinear transformation model. In this paper we present a new bidirectional image registration algorithm that estimates a consistent set of nonlinear forward and reverse transformations between two images. This method accommodates large nonlinear deformations by concatenating a sequence of small incremental transformations from the domain of one image to that of the other. Inverse consistency between the forward and reverse transformations is achieved by jointly estimating the incremental transformations while enforcing inverse consistency constraints on each incremental transformation. The transformation estimation is regularized using a linear differential operator that penalizes second order derivatives in both the spatial and temporal dimensions. This regularization is most similar to a thin-plate spline or linear elastic regularization with the difference that it is applied to both the spatial and temporal dimensions instead of just the spatial dimension. Registration methods that accommodate largedeformation, nonlinear transformations are often based on continuum mechanical models such as hyperelasticity[ 101 and viscous fluids [3, 5, 7, 8, 1, 91. In the case of a hyperelasticity model, one image is deformed into the shape of the other assuming that it is a fully elastic material while accommodating the nonlinear behavior due to the path of the deformation. Registration algorithms based on the viscous fluid transformation model accommodate locally large nonlinear deformations by modeling the deformation of one image into the shape of the other as a fluid material. The method presented in this paper is most similar to the hyperelastic material model since the regularization is applied to the displacement field as opposed to the velocity field which would be the case for a viscous fluid material.
The idea of inverse consistent image registration was first presented for linear transformations by Woods et al. [ 121. In their approach, inverse consistency was achieved for a population of data sets by iteratively minimizing the pairwise consistency error. The first nonrigid registration algorithm to correct for inverse consistency errors was put forth by Thirion[ll] . In Thirion's work, a set of inverse consistent transformations are achieved by iteratively minimizing the residual of the inverse consistency error using a first order Taylor series approximation. In our previous work, we introduced the idea of inverse consistent image registration [2, 4, 61 in which forward and reverse transformations are estimated jointly while enforcing the forward and reverse transformations to be inverse consistent. In this approach, the inverse transformations are explicitly calculated without the need for any small deformation or linearization approximations. The algorithm presented in this paper extends the previous consistent, small deformation approach to the case of nonlinear inverse consistent image registration.
Methods

Notation
This section describes the notation and assumptions used through out the paper to describe N+lD periodic images and transformations (see Figure 2 ). For convenience of presentation, we will assume that there are three spatial dimensions and one temporal dimension. Both continuous and discrete notation is used because applying a transformation to an image is an inherently continuous operation while representing images and computer processing are inherently discrete operations. 
Image Registration
This section describes how two 3D images IO and Il are registered by constructing a 4D image T that is periodic in both the spatial and temporal dimensions. The 4D image T is defined as a sequence of 3D images indexed by time that smoothly changes shape from image 10 at time t = 0 to the image 11 at time t = 0.5 and back again at time t = 1.
Let Io(z) and 1 1 (z) for z E 52, denote two 3D images to be registered. Let the image T, denote a 4D, continuousin-time', periodic extension of IO and I 1 on 0, x Rt such that Tc(z, 0) = Io(z) and Tc(z, 0.5) = 1 1 (z). Let T and h denote the time-sampled versions of T, and h,, respectively, with N 4 uniformly spaced time samples on Rt, such that T(h(z17),7) = 11(W(h(h(z17),6),5),4)).
T ( h ( z , 3), 3) = lO(h(h(h(h(z,
(1)
Let Td denote the discrete version of T, produced by sampling T, using the standard formula Td[n] = T, ( g ) for n e adandwhere($) = inthiswor in this work.
the continuous image T, is constructed from the discrete image Td using trilinear interpolation.
A continuous image T, is said to be periodic iff Tc(zl + Ic1,zZ + k 2 ,~3 + k 3 , z 4 + k4) = Tc(z1,z2,z3,z4) for all z E a, x 0, and a discrete image Td is said to be periodic [nl, n2,n3 , 4 for all n E Rd, where IC1 , k2, ICs, and k4 are integers. Figure 2 shows a 4D image that has been sampled eight times (i.e., N 4 = 8) in the temporal dimension and the transformations that transform one image into the shape of the next. A transformation is said to be diffeomorphic For notational convenience, let S denote a time shifted version of the template image T such that
Image S is assumed to be constant during each iteration of the transformation parameter estimation (see next section) and is updated after each estimation iteration.
A necessary condition to insure a biologically realistic transformation2 between two images is that the forward and reverse transformations are inverses of one another. This is accomplished by placing an inverse-consistency constraint [4] on the transformation h that defines the correspondence between the temporal subimages of T . Eq. 1 implies that the forward and reverse transformations that map IO to 11 and back are given by respectively. The inverse-consistency constraint implies that the composition of the forward and reverse transformations produce the identity mapping, i.e., hfor(hrev(X)) = The inverse consistency constraint for the 4D transfor-
mation is imposed by enforcing the constraints h ( z , i) = h-I(z, N4 -1 -i) (4) for 0 5 i < N4. These constraints imply that each intermediate image T ( z , i ) has the approximate appearance of the image T ( x , N4 -i ) for 0 5 i < N4, i.e., T ( x , i ) -
The 4D image registration problem is formulated as the minimization with respect to h of the cost function
where L is a symmetric differential operator that is used to help smooth and help prevent folding of the transformation.
The choice of the operator L is based on the requirements of the registration problem. In this paper, the Laplacian operator given by was used to regularize the transformation. For more realistic transformations, a linear-elastic differential operator L , with the form
could be used (9) for n E Rd.
The continuous and discrete dis- 
Estimation Procedure
The Fourier series parameterization in Eq. 9 is a multiresolution decomposition of the displacement fields. Let where Rk[r] = { n E Rdlrl < n1 < NI -T~; T Z < ng < N g -r g ; r3 < 723 < N3 -rs; r4 < 124 < N4 -1-4) and the set subtraction notation A\B is defined as all elements of A not in B. In practice, the low frequency basis coefficients are estimated before the higher ones allowing the global image features to be registered before the local features. This is accomplished by replacing Eq. 9 by where r E fld determines the number of harmonics used to represent the displacement fields. 
Compute the displacement field
Results
The proposed algorithm was tested on the synthetic 2D images shown in Fig. 1 . The first experiment was to deform the small square(I0) into the big square(I1) and vice versa. The dimension of the images were 64 x 64 pixels and the size of the squares were 12 by 12 and 32 by 32. Both squares were located at the center of the images. The time axis of the images was discretized into 8 equally spaced samples for this experiment. The parameter sets used for this experiment and the second experiment described below are shown in Table 1 In the second experiment, the image containing the "C" shown in Fig. 1 was deformed into the shape of the circle and vice versa. Unlike the first experiment, the transformation of the "C' to the circle requires a nonlinear transformation. The dimensions of the images were 64 x 64 pixels. The height and width of the outer contour of the "C" object was 1 8 and 16 pixels, respectively. The distance from the outer to inner contour was 8 pixels and the two ends were separated by 13 background pixels. The radius of the circle object was 14 pixels. The results of running the algorithm for 3000 iterations of gradient descent are shown in Figure   4 . The description of the panels in this figure are equivalent to those in Fig. 3 except that the time axis was discretized into 12 time samples instead of 8. Twelve time samples were required for this deformation due to the locally large nonlinear deformations required for this registration. The Jacobian and grid images show that the "C" was deformed into shape of the circle by expanding the "C" along the interior contour to fill the void. The outside contour of the "C" remained relatively fixed in space during the deformation. Likewise, the circle was transformed into the shape of the "C" by indenting the circle at the opening of the "C". This indentation increased until it formed the inner contour of the "C". The values of the Jacobian ranged from 0.38 to 2.5 for the intermediate transformations and from 0.42 The number of intermediate template images or transformations between the original images is referred to as the 4The Jacobian values were calculated with respect to a Eulerian coordinate system. In a Eulerian coordinate system, an expansion corresponds to a Jacobian value less than 1 and a shrinking corresponds to a Jacobian temporal sampling rate. ~i~ numb& of temporal samples required to match t WO images is a function of the degree value greater than 1.
of deformation between the two images. A large number of samples is required if there is a large deformation between the pair of images being registered. A small number or no samples are required in the case of a small deformation between image pairs. Minimizing the number of temporal samples has the advantage of reducing computer computation and storage requirements.
The number of temporal samples can be determined empirically by picking an initial sampling rate and registering the images. The number of samples should be reduced if there is relatively little deformation as measured by the Jacobian of the intermediate transformations. As a rule of thumb, the number of temporal samples may be reduced until the minimum of Jacobian(h(z,i)) and l/Jacobian(h(z, i)) for z E R, and 0 5 i < N4 of the final transformation is greater than 0.5. Likewise, the number of temporal samples should be increased until the minimum of Jacobian(h(z, i)) and l/Jacobian(h(z, i)) is greater than 0.5.
Summary and Conclusions
We presented a new elastic image registration approach that accommodates large, non-linear deformations while constraining the forward and reverse transformations to be inverses of one another. The feasibility of the algorithm for accommodating nonlinear deformations was demonstrated in 2D by deforming an image containing a C-shaped object into the shape of a circle and vice versa. In future work, we plan to study the sensitivity of the algorithm to the parameters and generate registrations of 3D images. Registration between a C and a circle. Each row corresponds to a point on the time axis. Column 1 shows the initialization of the template before gradient descent. Column 2 shows the incrementally deformed template images after gradient descent. Column 3 shows absolute difference images between the incrementally deformed template images and their corresponding target images. Column 4 and 5 shows the accumulated x-and y-displacement fields, respectively. Column 6 shows the accumulated Jacobian images. Column 7 shows the accumulated deformed grid image.
