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RÉSUMÉ 
La convergence vers des solut ions qui reposent sur le logiciel porte à croire que 
les opérateurs cherchent plus de flexibili té pour programmer le réseau et moins 
d'effort pour s'adapter aux nouvelles contraintes et aux changements brusques 
des technologies réseau. La virtualisation des fonctions réseau nécessite des accé-
lérations de traitement de paquet qui sont , généralement , upportées au niveau 
matériel, en particulier au niveau des interfaces réseau. Dans un contexte où le 
matériel est partagé et les besoins en accélération de traitement de paquet sont 
requis, l'utili ·ation des interfaces réseau ba ée ur des processeurs multi-cœurs 
s avère très pratiqué. A l'instar des processeurs dédiés au t raitement de paquets 
tels que les Ps (Network Processors) ou les ASICs (Application Specifie Integra-
ted Circuits), les processeurs mult i-cœurs sont considérés comme la solution la plus 
adéquate pour supporter un t raitement de paquet modula.ble tout en garantissant 
de très hautes performances . 
Dans ce mémoire, nous proposons un Packet Processing-Aware Hypervisor ( P2AH) 
pour déterminer des pat rons d'accélération de traitement de paquet en utilisant 
les res ources modulables et programmables du proces eur multi-cœurs virtualisé. 
P2AH est un hyperviseur qui interagit avec les ressources matérielles pour of-
frir des accélérations de traitement de paquets aux applications et aux fon ctions 
de réseau telles que les routeurs, les commutateurs, les pare-feux, etc. P2AH a 
été conçu pour les architectures à processeur multi-cœurs sur l ~squelles des ins-
tances d 'accélérations seront générées et adaptées afin de satisfaire les besoins et 
les contraintes strictes du traitement de paquet. Dans l'objectif de modéliser des 
accélérations de t raitement de paquet , P2AH introduit une stratégie de gestion 
dynamique des ressources virtualisées garantissant (i) l'optimisation de l'utilisa-
tion des ressources, (ii} le partage équitable des ressources et (iii} la minimisation 
des coûts liés au partitionnement des ressources et à l'isolation du trafic. 
A l'issue de ce travail , nous avons démontré que les architectures à processeur 
multi-cœurs sont capables de supporter des instances virtualisées pour offrir une 
accélération matérielle de traitement de paquet. De même, nous avons prouvé la ro-
bustesse et l'efficacité de la stratégie de gestion des ressources employée par P2AH 
pour ajuster le t raitement de paquet aux exigences du trafic et aux contraintes 
matérielles. 
Mots clés : Virtuali ation ; Gestion des ressources; Traitement de paquets; 

INTRODUCTION 
Les nouveaux paradigmes réseau, principalement le SDN ( Sojtware-Defined Net-
working) et le NFV (Network Function Virtualization) , mettent à l'épreuve l'in-
frastructure réseau ous-jacente et n 'en finissent pas de repousser les limites des 
équipements réseau. Généralem nt , ces équipements intègrent une multitude de 
technologies de processeurs. Partant des processeurs à usage général (GPP) et ar-
rivant aux proces ur à u age spécifique (SPP) , chaqu archi tecture a ses propre 
caractéri t iques et pr' nte . e propre limites. Dan une ère régie par le besoin 
de faciliter la programmation et la gestion des réseaux , la diminution des coûts 
liés à l infrastructur et la rapidité de déploiem nt de nouveaux ervices, la vir-
t ualisation est reine, plu précisément celle des fonctions réseau dans le cent re. 
de données. Ainsi , les opérateurs r 'seaux et fournisseurs de services ont tendance 
à favoriser les archi tectures à proce seur multi-cœurs. À l'in tar des processeurs 
dédié au traitement cl paquets tel que les NPs ( Network Processors) ou les 
ASICs (Application Specifie Integrated Circuits) les pro esseurs multi-cœurs sont 
considérés comme la solu tion la I lus adéquate pour satisfaire aux exigences des 
tendances émergentes du réseau. 
Bien que les proce eurs ASICs répondent entièrement aux besoins cri t iques de 
performances, ils présentent l' inconvénient cl 'être rigide. Ces derniers présentent, 
d 'une part, une architecture figée conçue pour ·upporter un modèle de traitement 
de paquet fixe (pipeline), et d 'autre part , d 'avoir un temp de mise en marché t rès 
lent , ce qui st contraignant vu la vites e à laquelle évolue 1 ré eau et le exigence 
strictes des applications auxquelles il faut répondre. Néanmoins, les processeur. 
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i\iPs qui ont connu une très grande populari té , étaient considérés comme une so-
lu t ion miracle pouvant rallier à la fois, flexibilité et performance. En effet, leur 
architecture intègre aussi bien des compo ants programmables (TOP, }. licroEn-
gine) et des accél'rateurs matériels configurables (T CAîvi , Tl\ I, Crypto). Certes , le 
modèle de traitement de paquet démontre certaine limite ; le pipeline utilisé est 
souYent statique, en d'aut res termes, le traitement doit impérativement suivre un 
cheminement prédéfini à 1 avance. De ce fait , il est plus difficile d 'adapter ou d 'ar-
ranger le pipeline pour répondre aux besoins et aux spécifications nouvellement 
int rod ui t s par la vague technologique que connaît actuellement le réseau. 
La convergence ver de solut ion qui repo ent sur le logi iel porte à croire que 
les op érateur cherchent plus de fl exibili té pour programmer le réseau et moin 
d 'effort pour s'adapter aux nouvelles cont rainte et aux changements brusques 
du réseau. En effet, dans un environnement où le matériel est partagé et les be-
soins en accél' ration de t raitement de paquet sont requis, il e t in di ·pensable de 
disposer de techniques aYancées et de solu t ions opt imales pour permettre de géné-
rer rapidement des in tance de traitement pécifiques cl 'une part et cl 'optimiser 
1 ut ili at ion des re ource matéri Ile d 'une aut re part. L uti li ation des interfaces 
réseau basées sur des proce seurs multi- œurs s'avère ainsi très pratique. Grâce 
à leur archi t cture qui incorpore une centaine de processeurs, parfois certains ac-
célérateurs matériels, les mult i-cœurs créent un terrain fortement favorable pour 
support r un traitement de paquet modulable et garant issant plus de facili té en 
matière de programmai ili té. 
Dans cette optique, nous propo ons d 'exploiter une archi tecture de process ur 
mult i-cœurs pour mettr en place un environn ment qui supporte des modèles 
cl 'accélérations de traitement de paquet pécifiques tout en bénéfi ciant de la vir-
t ualisation et du partage de re source . Ainsi, nou avons conçu implémenté et 
évalu ' un hyperviseur pour le processeur Andey MPPA-256 de Kalray. L'hyper-
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viseur tient compte des besoins en accélération pour générer des instances de 
t raitement de paquets et partage les ressources en utilisant une stratégie d 'al-
location dynamique. Cet te solu t ion vise à offrir des patrons d 'accélérations de 
t raitement de paquet en t irant parti des ressources modulables et programmables 
du processeur mul ti-cœur pour un environnement virt ualisé, dan l'objectif (1) 
d 'assurer une isolation ent re les différentes instances, (2) d optimiser l'ut ilisation 
des ressources, (3) de garantir un partage équitable des ressources, et ( 4) de pré-
venir la dégradation du t raitement de paquet . 
Ce mémoire est constitué de quatre chapit res. Le premier chapitre présente les 
récents travaux réalisés dans le cadre de la virtu alisation des architectures mult i-
cœurs ainsi que le mécanismes utilisés pour supporter les opérations de traitement 
de paquet. 
Ensuite, le deuxième chapitre présente la solu t ion proposée qui s'art icule autour 
de P2AH (Packet Processing-Aware Hypervisor) pour arranger le ressources mo-
dulables des architectures multi-cœurs afin de satisfaire les be oins en accélération 
de traitement d paquet et de respecter les contraintes liées aux ressources. ous 
allons décrire la concept ion et les fonctionnali tés de P2AH ainsi que les méca-
nismes utilisés pour la gestion des ressources du multi-cœurs. 
Le troisième chapit re présente 1 implémentation de P2A H sur le processeur Andey 
MPPA-256 de Kalray. Nous allons décrire l'architecture matérielle du processeur 
mult i-cœurs et détailler les différentes approches pour la mise en place de P2AH. 
Avant de donner la conclusion générale de ce mémoire, nous allons 'valuer P2A H 
comparativement aux approches existantes afin d 'identifier les points forts et les 
limites de la modélisation des accélérations de t raitement de paquet au niveau des 
architectures matérielles et en particulier le processeur MPPA-256. 

CHAPITRE I 
VIRTUALISATION ET TRAITEMENT DE PAQUET POUR LES 
ARCHITECTURES MULTI-CCEURS 
Introduction 
L'objectif de ce premier chapitre est d 'analyser l état de l'ar t de la virtualisation 
et du t raitement de paquet au niveau des archite ·tures mult i-cœurs. Ces archi-
tectures présentent une grande flexibilité et offrent de bonnes performances. Avec 
l 'émergence de la virt ualisa.tion et de la programmabilité des réseaux, les fonc-
t ions réseau généralement supportées par des solutions matérielles ont tendance 
à converger vers de . olutions logicielles. Ainsi les pla.teformes mult i-cœurs sont 
mises en avant pour supporter une telle transit ion. Dans un premier temps, nous 
allons présenter les travaux et les mécanismes existants qui ont été mis en œuvre 
afin d assurer la virt ualisation des archi tectures mult i-cœurs a insi que les outils qui 
ont permis de réaliser du t raitement de paquet sur ce type de plateforme. Ensui te , 
nous allons nous intére ser à une approche existante imila.ire à notre proposition. 
Cette approche sera. décrite et servira de modèle de comparaison dans la. suite de 
ce mémoire. 
6 
1.1 Virtualisation des architectures multi-cœurs 
La virt uali at ion est un mouYement en plein essor qui e t en t rain de révolution-
ner l industrie des réseaux (Chowdhury et Boutaba, 2010) . En ffet c'est l un des 
concepts c ntraux autour duquel les réseaux d 'entreprises et le centres de don-
nées sont con t ruits. La virtualisation est une couche cl 'abstraction qui upprime 
l'adhérence entre les , ystèmes logique et l s systèmes phy. iques . îvlême , il exist e 
plu i urs technique. de virtualisation , elles s'accordent toutes sur le même objectif 
qu1 st de permet tre à plusieurs systèmes de fonctionner sur l même matériel. 
Dans le ca de la Yirt ualisation des réseaux , les routeurs phy ique · ont princi-
palement ut ilisés pour acheminer les paquets. Toutes les règles de ·onfiguration 
du r ' au, de gestion de la sécuri té , de la haute disponibili té de mise en œuvre 
des protocoles de routage sont gérée par un hypervi eur réseau. L "hyperviseur 
réseau permet l'instanciation de plusieurs nœuds virtuelle sur un eul nœud phy-
, ique. Cette technologie offr plusieurs avantages par rapport aux implantations 
physiques dont la flexibilit é et le partage des ressources. 
1.1.1 B esoin de v irt ualisation d es architectures multi-cœurs 
Avec l'émergence des technologies tels que le NFV ( N etwork Function Virtualiza-
tion) (l\ Iijumbi et al., 201 5) et le SD 1 (S oftware D efi n ed N etworking ) (Kreutz 
et al. 201 5) le léfis ont de taille et sont de plus en plus difficiles à relever. 
L s technologie :'\F\ et SD~ suscitent un intérêt croissant et le fourni · ·eur 
de erYice. ont nombreux à s'interroger sur le conditions cl migration vers une 
infra tructur ré eau virt uelle. Cela implique le déploiement de différent ré eaux 
logiques définis t r ·gis par une entit · c ntrale sur le mêm r ·seau physique. Tan-
dis que le SDN consiste à séparer le plan de contrôle et le plan cl s d nnées pour 
·onsolider et automati er les réseaux di t ribués à grande échelle le FV vi e à 
virt ualis r les fonction du réseau et promet la réduction de· coût. lis à l'infra-
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structure et la maintenance du réseau. D'un point de vue purement technique, 
l'infrastructure matérielle doit s'adapter à ce changement brusque imposé par 
ces nouvelles technologies. Les fournisseurs de services et les opérateurs optent 
ainsi pour l'utilisation d 'équipements génériques capable de réduire les délais de 
déploiement et de supporter de nouvelles fonctionnalités. 
Pour illustrer cela, les fournisseurs de services implémentent les fonctionnalités 
réseaux, qu 'un équipement dédié soit supposé supporter , au niveau des machines 
virtuelles installées sur un ou plusieurs serveurs. Ces fonctions réseau ont besoin 
d 'accélération , dans ce contexte une accélération de t raitement de paquet , pour 
acheminer le trafi c et offrir les hautes performances qu 'un équipement dédié était 
en mesure de présenter. Dans cette optique, les accélérations de traitement de pa-
quet seront réalisées directement au niveau de l'interface réseau et seront contrô-
lées par la machine virt uelle a sociée à la fonction réseau. Les constructeurs ont 
donc introduit des interfaces réseau 11 intelligentes 11 capables de supporter ce type 
d'accélération. Ainsi, les plateformes mult i-cœurs de par leur architecture flexible 
et programmable représentent une solution pratique et économique pour ce genre 
d'interface réseau. Ces archi tectures présen ent plusieurs modèles de programma-
t ion et out ils associés qui permettent de construire des programmes parallèles 
offrant de bonnes performanc s. En effet , la multiplication des cœurs accentue les 
gains de performance et de capacité de traitement. 
1.1.2 Approches de virtualisation des architectures multi-cœurs 
Les constructeurs ont suivi un processus de normalisation des implémentations 
pour facili ter la création de nouvelles opportunités pour concevoir, développer et 
déployer des fon ctionnalités réseau personnalisées. L'une des réalisations majeures 
8 
qui ont été mises au point est l archi tecture d 'OpenvSwitch 1 . Cette initiat ive dé-
fi ni t la virt ualisation des fonctions de commutation au niveau de processeurs gé-
nériques qui upportent un système d'exploitation Linux. La conception et l'im-
plémentation est décri te dans (Pfaff et al. , 201 5). L'OpenvSwitch exploite des 
mod ules qui s'exécutent au niveau de l'usager (user space ) pour les fonctions de 
cont rôle et d 'autres au niveau du noyau (kemel space) pour l'acheminement des 
paquets. Ces commutateurs virtuels sont régis et ontrôlés par l'hyperviseur ré-
seau. Des am ' liorations visant à exploiter les ressources des interfaces réseau et à 
décharger une partie du trafi c ont été rée mment apportées au modèle. 
D'autres t ravaux abordent la virt uali ation des mult i-cœurs en s 'intéressant au 
partit ionnement de re ources pour le dédier à différentes tâches de t raitement . 
Dans CWells et al. , 2009) , une technique consistant à affecter dynamiquement 
de. proces eur, virtuels aux ystèmes qui s'exécutent en parallèle sur la même 
plateforme matérielle t proposée. Il s 'agit d 'associer des uni tés de t raitement, 
part iculièrement les cores virtuels, aux cores physiques qui conviennent le plus au 
t raitement des machines virtuelles s 'exécutant au niveau applicatif. 
Malgré les avantages offerts par la couche de virt ualisation de l'hyperviseur, les 
différents appels aux s rvices de l 'hypervi eur augmentent la charge et le délai 
de t raitements. Certaines propo it ions tentent de pallier ce problème par l 'em-
ploi de stratégie qui minimise ces appels. Dans (Hu et al., 2010), des stratégies 
d'ordonnancement au niYeau des interfaces d 'entrée/ sort ie sont proposées pour 
' liminer les blocages et améliorer davantage le part it ionnement dynamique au ni-
veau des mul ti-cœurs. La. propo it ion ·onsiste à avoir plu ·ieurs groupe de cores 
dédiés pour un ordonnancement spécifique des tâches de t raitement. Cette straté-
gie a permis de réduire les délais d 'ordonnancement habit uels réalisés au niveau de 
1. http ://op nvswitch.org/ 
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rhyperviseur. D'autres technologies utilisées dans (Dong et al., 201 2) permettent 
de contourner 1 'hyperviseur en virtualisant le bus de communications entre les 
interfaces réseaux et le processeur hôte. Cela assure un accès direct aux interfaces. 
Cet te technologie permet de partager les interfaces réseau en donnant l'impression 
que haque machine virtuelle bénéficie d 'une interface réseau dédiée. 
1.2 Traitement de paquet sur les architectures rnulti-cœurs 
L'indu t rie des réseaux a été parmi les premiers à adopter les processeurs mul ti-
cœurs, aussi bien pour la couche d 'acheminement des paquets que pour la couche 
de cont rôle. Ces processeurs supportent généralement un traitem nt de paquet lo-
giciel, c' st-à-dire un traitement supervisé par un système d 'exploitat ion contrai-
rement aux t raitement de paquet exécuté directement au ni,·eau matériel ( bare-
metal ). Ce traitement de paquet logiciel néce · ite de nombreux appels système ce 
qui est contraignant p ur un t raitement de paquet à haut débit . 
1.2.1 Outils d 'accélération du traitement de paquet 
Netmap (Rizzo et al. 201 2) propose une accélération pour le traitement de pa-
quet pour atteindre de bonnes performances pouvant suppor ter ju qu 'à lOGbit / . 
Cette approche consiste à apporter des optimisations au niYeau de l'interfaçage 
avec la pile T CP / IP du sy. tème d'exploitation, plus spécifiquement les sy tèmes 
Linux. letmap utilise ces moyens d'interfaçage pour exposer à l'espace usager 
(user pace ) une copie des anneaux des 1 ICs ( Network Interface Controller). Cette 
approche minimise la charge liée à la copie des paquets de l'interface phy ique vers 
la mémoire du système et perm t ainsi de bénéficier d une synchronisation rapide. 
D'autres démarches proposent de contourner le y tème d exploitation et d 'offrir 
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des accélérations matérielles . C'est le cas de la solu tion d 'Intel, le DPDK 2 (Data 
Plane Development Kit). Cette solu t ion vise à facili ter le développement cl ' appli-
cations de traitement de paquets à haut débit destinées à rouler, à la base, sur les 
proce seurs multi-coeurs d 'Intel. Par la suite, différents constructeurs ont adapté 
cette solu tion à leurs architectures matérielles. L'outil consiste en un ensemble 
de bibliothèques de traitement de paquet visant à accélérer le t raitement et amé-
liorer les performances. DPDK incorpore plusieurs composants pour l'accès aux 
ressources matérielles. Aussi, l'outil offre des pilotes pour l'interfaça.ge avec des 
carte réseau Ethernet haut débit. 
En outre, ODP 3 (OpenDataPlan ) propose une bibliothèque pour programmer 
des application de plan de données sur diverses plateformes en part iculier les 
architectures multi-processeurs. L'ODP offre une abstraction par rapport au ma-
tériel, ce qui facilite la portabilité des applications de traitement de paquet. L'outil 
permet de manipuler différentes ressources hétérogènes, ce qui permet d 'avoir , à 
t itre d 'exemple, une partie du traitement de paquet upportée au niveau logiciel 
et une autre partie supportée au niveau matériel. Ainsi , ODP vise à contourner 
le. limites imposé s par le équipement pécialisés et les architectures spécifiques 
pour consolider la. programmation lu traitement de paquet. 
1.2.2 Mécanismes d'optimisation du traitement de paquet 
De. tra\·aux récents 'intéressent à l'optimisation d certaines tâches de traite-
ment de paquet jugées ·ontra.igna.ntes au niveau logi iel. En effet, le traitement 
de paquet doit respecter certain s exigences liées à la capacité et à la latence de 
traitement. Le traitement de paquet repose essent iellement sur la. recherche et la. 
2. http :/ / dpdk.org/ docj guides/ 
3. http :/ j www.opendataplane.org/ 
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ela . ification des flux. Cette tâche . 'avère complexe et coûteuse au niveau logiciel. 
Généralement r ' alisée au niveau cl 'accélérateurs matériels , la classification des flux 
au niveau des processeurs à usag général ralentit con idérablement le t raitement 
de paquet. 
AgreeCuts (Qi et al. , 2007) présente un algori t hme pour la class ification des 
flux proposé pour les processeurs réseau à base de multi-cœurs. Cet algorit hme 
se base es. ent i llement sur 1 algori thme de classification de paquet à haut débit 
HiCuts (Gupta t IcKeown , 1999). L'approche utilisée améliore le débit de clas-
sification et rédui t 1 espace mémoire ut ilisé à l'aide d 'un mécanisme de gestion 
des états de flux (SigHash) qui peut supporter jusqu 'à lOM ( 1illion) de flux. 
D'un aut re côté, 1 s réseaux actuels prés ntent des liaisons pouvant dépasser les 
10Gbit / s d 'où la n ' ·e ité de garant ir une apacité de traitement élevée. 
Différents travaux proposent ainsi de paralléli. er le tâche de traitement de pa-
quet en part iculier la clas ification des paquets (Qu et al., 2015) . Une recherche 
indépendante sur chaque champ de l ntête de paquet est réali ée par 1 emploi d 'un 
thread par rech rche. À la fin de la recherche, on emploie plu ieurs threads pour 
accélér r la fusion des différents résul tats de recherche. Cette approche supporte 
une classification de 33Mpps (Million de paquets par econde) avec des règles ut i-
lisant 15 champs d 'entête de paquet et as ure un délai de 2 microsecondes (Qu 
et al., 2014) . 
Par ailleurs, de· travaux s' intéressent à l'adaptabilité du traitement de paquet aux 
proces eurs mult i-cœurs (Kokku et al., 2004) . La méthode employée détermine le 
traitement r quis pour chaque module de routage, applique une duplication des 
tâches pour ati faire les besoins en accélération du traitement de paquet et intro-
dui t un schéma d'a sociation ent re le tâches et les ressource de traitements CWu 
et \i\ olf, 2012) . 
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1.3 Network-Aware Hypervisor 
Dans cette section , nous allons présenter NA H (Netvvork-Aware Hypervisor) , une 
solut ion existante, ini t ialement propo ée dan le cadre du projet Net\ ir t 4 , qui 
incorpore un mécanisme de ge tion dynamique de ressources . Ce mécanisme a 
été tout d 'abord introduit dans les t ravaux de (Blaiech et al. , 201':1:) . Par la 
suite, la stratégie cl 'allocation des ressources a connu des améliorations au niveau 
conceptuel qui ont été décrites dans (Blaiech et Ch rka.oui, 2015) et détaillées 
dans (Snaiki , 2014) . NAHa été conçu pour des pla.teformes matériel! s virtualisée. 
et a. été testé principalement sur des processeurs réseaux tels que Netronome NFP-
3200 (nfp , 2010) et EZchip NP-4 (eze, 2015). NAH supervise un ensemble de 
ressources de routeurs virtua.lisés. Il se base sur des observations ponr un ensemble 
de flux qui caractéri. e une slice réseau afin d 'allouer les res ources nécessaires pour 
le trait ment de ces slices. NAH vise à maintenir (i) l'équi té entre les instances 
virtuelles, (ii ) la stabili té des traitements des instances et (iii) la. prévention de 
congestions au niveau des ressources partagées . 
NA H con id ' re un en emble de r . ourc int -rd ' p nda.ntes qui supporte un trai-
tement de pa.qu t pécifique. Cet nsemble de re. sources caractérise les instan · s 
de traitement de paquet . Grâce aux mécanismes de gestion des ressources implé-
mentés par NAH, les ressources sont allouées suivant le be oin en traitement des 
différentes slices réseau. Ainsi, NA H partage ces res ource entre le différentes 
slices afin de traiter les différents flux qui leur sont a socié 
1.3 .1 Processus de fonctionnement de NAH 
NAH pr ' ente une série de contrôleurs des ressourc s matérielles et de contrôleurs 
de slices réseaux. Ces contrôleurs collectent des me ures de performances et de 
4. htt.p :/ / www.netYirt.ca/ 
-- -----------------------------
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statistiques relatives aux ressourc s t aux slices puis l s transmettent au gestion-
naire des ressources pour allouer les ressources correctement et ain. i répondre aux 
exigences du t rafic et aux cont raintes des ressources. 
Le mécani me d 'allocation incorpore trois niveaux de cont rôle : l'équité, la stabi-
li té et la prévention de blocages . Chaque niveau s'exécute périodiquement sur un 
intervalle de contrôle différent. En effet , chaque niveau a un intervalle de contrôle 
qui le caractérise et au bout duquel il s'exécute pour déterminer un schéma opt imal 
d 'allocation de ressources. Également, chaque niveau agit sur un critère de perfor-
mance différent. Par exemple, un niveau peut contrôler le débit correspondant aux 
slices tandis qu 'un autre niveau peut cont rôler la latence de t raitement des slices. 
Le mécani ·me d allocation d s re . ourc s procure des vecteur d 'allocation pour 
chaque slice. Chaque vecteur indique les proportions de ressources auxquelles le 
t raitement des fl ux de la slice ·orrespondante sera as ocié. Ce vecteurs seront pris 
en compte par les contrôleur t appliqué directement aux re . ources contrôlées. 
1.3.2 Architecture de gestion des ressources de NAH 
NA H présente une hiérarchie de niveaux de contrôle qui sont directement reliés, 
chaque niveau dépend du niveau qui 1 précède ou le succèd e. Chaque niveau de 
contrôle vise à déterminer une allocation de re sources suivant l'objectif qu i lui 
a été fixé. Nous dist inguons trois principaux niveaux de contrôle d 'allocation des 
re. sources : 
- Niveau d 'équité : présente le premier niveau de cont rôle, celui-ci vise à allou r 
les re. sources équitablement entre les slices. Ce niveau implémente un algo-
ri thme basé sur la théorie d s j eux pour ajuster l'allocation afin d 'uniformi er 
la fonction d 'ut ilité ou le profi t de chacune des slices. 
Tiveau de stabilité : présente le deuxième niveau de contrôle, celui-ci est respon-
sable de la st abili té du t raitement de paquet de chacune d s slices. Ce niveau 
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se base sur la th -orie de contrôle pour stabiliser l'ut ili té de chaque . lice et pour 
minimiser les variations et les flu ctuations des allocations des re. sources. 
- Niveau de prévention de blocage : présente le t roisième et dernier niveau. Il vise 
à prévenir les congestions au niveau des ressource en détectant les éventuels 
points de blocages. Ce niveau est le gestionnaire le plus dynamique qui s'exécute 
fréquemment afin d 'ajuster les allocations des ressources pour les différentes 
slices. 
1.3.3 Mécanismes de gestion des ressources de NAH 
Les t rois niveaux reçoivent les Yecteurs de mesures de performance de· contrôleur. 
de slices pour générer éventuellement un nouvea u vecteur d'allocation. Suivant la 
Yue qu il a sur les ressources elu ystème, chaque niveau communique avec 1 ni' au 
qui le précède ou le succède à ravers deux différents . ignaux : 
- Resource Thr-e ·hold : Ce signal est envoyé d 'un niveau supérieur à un niveau 
inférieur pour déclencher la t ransmission des seuils d 'allocation des re sourc s 
que le niveau suivant doit respecter dans son processus de gest ion des ressources. 
Les seuils d 'allocation sont déterminés par chaque niwau sui te à l'exécution de 
calculs pour la gestion des ressources. 
- Vio lation Event : Ce ignal est envoyé d 'un niveau inférieur à un niveau supé-
rieur pour signaler le dépassement des euils d 'allocations. Le niveau précédent 
doit ain i calculer un nouveau seuil d 'allocation de ressources et le transmettre 
au niveau suivant ayant émis le ·ignal. 
Conclusion 
À traver. ce chapit re, nou avons étudié certaines approches de virt ualisation et 
différents mécanismes pour le traitement de paquets au niveau de platefon ne. · 
mult i-cœurs. Il est important de relever la nécessité de réali er des accélérations 
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de t raitement de paquet au niveau des interfaces réseau ( TIC) t de minimiser 
les délais dus aux appels au système hôte (hyperviseur). Il est ainsi indispen-
sable de gérer les ressources matérielles afin de bénéficier des bonnes performances 
de traitement. Aussi, nous avons vu à travei's une proposit ion existante (. AH) 
les mécanismes de virtualisation et de gestion des ressources pour supporter des 
instances d 'accélérations de traitement de paquet qui répondent au mieux aux 
exigences du trafic et qui s 'adaptent aux contraintes matérielles . Ces différentes 
stratégies et approches étudiées vont guider nos choix de concept ion et de mise en 
place cl 'un hyperviseur capable de gérer des instances cl 'accélération modulables 
dynamiquement dans un environnement multi-cœurs virtualisé . 

CHAPITRE II 
PACKET PROCESSI TG-AWARE HYPERVISOR 
Introduction 
Dans ce chapitre, nous allon pr'senter notre hyperviseur P2AH (Packet Processing-
Aware Hypervisor ) pour une architecture à processeur multi-cœurs. P2AH sup-
porte des modèles d 'accélérations de traitement de paquet pécifiques dans un 
environnement virtualisé. La solu t ion proposée vi e à offrir des patrons d 'accélé-
ration de traitement de paquet en bénéfi ciant des ressources modulables et pro-
grammables du processeur mult i-cœurs. L'objectif de ce chapitre est de présenter 
la conception , les propriétés et les caractéristiques de P 2AH. Tout d 'abord , nous 
présenterons la conception de l'hyperviseur où nous détaillerons son architecture 
et ses principales fonctionnali tés. Ensuite, nous expliquerons ses concepts de ba e 
que nous avon adaptés pour assurer ses fonctionnali tés. 
2.1 Conception de P2AH 
P2AH est un hyperviseur qui interagit avec les ressources matérielles pour of-
frir des accélérations de t raitement de paquets aux applications et aux fonctions 
réseau telles que les routeurs , les commutateurs, les pare-feux, etc. P2AH a été 
conçu pour les architectures à processeur multi-cœurs sur lesquelles des instances 
d 'accélérations eront générées et adaptées afin de satisfaire les besoins et les 
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contraintes stricte du t raitement de paquet . Il s 'agit d 'un hyperviseur pécifique 
pour le traitement de paquet et dédié aux plateformes mult i-cœurs. En d 'au tres 
termes, P2AH présente une abstraction des accélérateurs matériels au niveau des 
interfaces réseau en exploitant les ressources modulables des multi-cœurs. 
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Figure 2.1: Vue générale de P2AH 
Dans un environnement où les slices réseau, caractérisées par un en emble de flux 
de t rafi c, sont imprédictibles et nécessitent différents t raitements , il e t nécessaire 
de t rouver le groupe de ressources adéquates pour satisfaire ces besoins. A par-
tir des profils d 'accélération de t raitement de paquet et des exigences elu trafi c, 
P2AH génère des modèles d 'instances d'accélération de traitement de paquet en 
associant les tâches de traitement aux différentes ressources sous-j acentes (voir fi-
gure 2.1 ) . Les instances d 'accélérat ion de t raitement de paquet seront , par la suite 
dimensionnées t ajustées dynamiquement par rapport aux besoins des lices. Il 
s'agit d 'adapter les re . ources, correspondant à une configuration elu proce. seur 
multi-cœurs, pour supporter des accélérations de t raitement de paquet requises. 
A travers ces opérations, la conception de l'hyperviseur vi e principalement à 
identifier des 11 patrons 11 ou 11 modèles 11 de virtualisation de fonctions cl ' accélération 
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de t raitement de paquet dans le contexte prédéfini des plateformes à base de 
processeurs mul ti-cœurs. Ces modèles seront déterminés en fonction de : (i) la 
nature du traitement , soit les tâches requises pour acheminer les paquets; (ii) les 
contraintes du traitement , soit le temps nécessaire pour appliquer l 'ensemble des 
opérations aux paquets ainsi que le coût lié à ces opérations; (iii) la capacité du 
traitement, soit l'ensemble des flux supportés pour un ensemble d 'accélérations 
spécifiques de t raitement paquet. 
Dans la perspective de modélisation des fonctions d 'accélérations de t raitement 
de paquet , la conception de P2AH int roduit une stratégie de gestion des res-
sources virtualisées garant issant (i) l'optimisation de l'ut ilisation des ressources, 
(ii) le partage équitable des res. ources et (iii) la minimisation des coûts liés au 
partit ionnement des res. ources et à l'isolation du t rafic. 
2. 1.1 Architecture de P2AH 
L'architecture de P2AH s'art icule autour de deux principales ent ités : (1 ) l' Alloca-
tor et (2) le Slicer·, qui interagissent avec une sui te de cont rôleurs (voir figure 2.2). 
Les blocs fonctionnels qui constituent l archi tecture de P2AH permettent de déter-
miner une configuration multi-cœurs adaptée pour chaque instance de t raitement 
de paquet suivant les besoins en accélération. 
- L' Allocator : Cet te entité présente un gestionnaire d 'allocation responsable 
de l'instanciation, de la modélisation et du climensionnement des accélérations 
de traitement de paquet. En fonction des besoin des slices et de ressources dis-
ponibles , le ge tionnaire d'allocation détermine une combinaison de ressources 
pour satisfaire le t raitement de paquet correspondant . 
- Le Slicer : Cette ent ité présente un gestionnaire de partage responsable elu 
part itionnement des instances générées entre les slices ayant des besoins d 'ac-
célération spécifiques. Le gestionnaire de partage des instances ajuste dynami-
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Figure 2.2: Architecture de P2AH 
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quement la portion de res ·curees nécessaires pour traiter les flux relatifs à une 
slice. 
Les contrôleurs : Cet en emble se décompo autour d 'une série (i) de contrô-
leurs décentrali és, gérant les instances de t raitement et les slices, ·et (ii) d 'un 
·ontrôleur entralisé, gérant les ressources matérielles . Les contrôleurs sont res-
ponsables de recueillir des mesures et des statist iques relatives aux ent ités et aux 
res curees qu'ils ontrôlent , et d 'appliquer les changements requis à celles-ci. 
Les différente entités con t it uant les bloc fonctionnels de l'hyperviseur seront 
décrites explicitement dans la uite de ce mémoire. 
2. 1.2 Fonctionnalit és de P2AH 
Une instance cl 'accélération de t raitement de paquet est caractérisée par un profi l 
qui décri t principalement le pipeline de t raitement. Le pipeline regroupe l'ensemble 
des tâches ct des ressources néce. saires pour acheminer les paquets. Par ailleurs 
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le profil doit prendre en considération le t rafi c entrant . En effet, le t rafic caracté-
ri é par des ensembles de flux correspondants aux slices réseau, requiert différents 
types d 'accélérations. À tit re d 'exemple certains flux doivent être fil trés avant 
cl 'être t ransmis à travers le port de sortie. Le fil t rage nécessite éventuellement 
une analyse de plusieurs entêtes du paquet et une classification par rapport aux 
champs d 'entêtes . Généralement, des algorithmes de recherche et des accélérateurs 
matériels peuvent être utilisés pour la classification des paquets . Aussi , il faut no-
ter que les flux varient au cours d 'une période de temps donnée, par conséquent , 
la capacité de t raitement ne sera pas la même pour les instances d 'accélération. 
Dépendamment du contexte, parfois on observe un trafi c dense, d 'où un besoin 
de fil trer plusieurs flux, et d 'aut res fois le trafi c est moins dense et le besoin en 
fil trage diminue. L' Allocator considère ces critères de t raitement définis au niveau 
des profils ainsi que les exigences du t rafic pour déterminer une combinaison de 
ressources op t imales pour une accélération donnée. Vu que les ressources maté-
rielles disponibles sont limitées , il est indispensable de gérer les ressources tou t en 
re p etant les exigences de chacune des instances d 'accélération. 
Une fois les ressources sont alloué s aux instances, le Bundle Controller met à 
jour la configuration de l' instance qui lui est directement rat tachée en fonction de 
l'allocation définie par l' Allocator puis déclenche l'exécution du Slicer. Ce dernier 
prend la relève pour partager les instances d 'accélérations en fonction des besoins 
des slices réseau. L'objectif principal du Slicer est de déterminer la port ion des 
ressources associée aux instances à allouer aux traitements des slices. 
Les réseaux actuels sont partagés entre différentes entités et plusieurs applications. 
Ces ent ités et ces applications qui partagent la même infrastructure matérielle cor-
re. pondent à un ensemble de flux , en cl aut res termes une slice réseau. Une slice 
réseau est acheminée de différentes manières à t ravers le ré ·eau. En effet , les flux 
relatifs à la slice donnée peuvent être suj ets à une commutation de paquet , une 
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inspection des données, un changement d 'entête et un routage tout au long de 
son acheminement à travers le réseau. De ce fait , différents types d 'accélération 
s'appliquent aux flux d 'une même slice. Le Slicer assure le partage des instances 
d'accélérations afin que chaque slice bénéficie du t raitement de paquet requis. 
Par la suite , le schéma de partage est pris en compte par chaque Slice Controller 
associé à une slice. Enfin, les contrôleurs décentralisés relatifs aux instances et 
aux slices communiquent les changements relatifs à l 'allocation et au partage des 
ressources au contrôleur de la. plateforme matérielle, le Multi·core Controller. Ce 
dernier programme et configure l s re sources de la plateforme en conséqu nee. Il 
agit dir ctement sur les ressources matérielles pour générer le. instances d'accélé-
ration et in taurer l'isolation et le partage de ces ressom ces. 
Les processus d 'allocation et de partage vi ·ent ainsi à offrir un environnement 
optimal pour les instances d 'accélération de traitement de paquet. A travers ces 
processus, on distingue principalement deux type de partage de ressources. D'une 
part , nou avons (i) un par-tage spatial des ressources caractérisé par l'allocation 
des res ources aux instance . Ce mécanisme offre des ressources dédi ' es à chacune 
des instances, ces r ssources ne peuvent être . ollicit' s que par les traitements 
cl 'une seule instan ce. Le partage spatial nécessite des opérations cl 'isolation afin 
de garantir que le trafic traité au niveau cl 'une instance donnée ne pert urbe pas le 
traitement elu trafic des autres instances ; d 'autre part , nous avons (i i) un partage 
temporel de. ressources caractérisé par le partage des instances entre plusieurs 
slices. Ce mécanisme partage les ressources dédiées pour traiter les flux apparte-
nant aux différentes slices. Les ressources sont ainsi .-ollicitée. pour le traitement de 
plusieurs slices au niveau d'une instance donnée. Afin de garantir un tel partage, 
de opérations d 'ordonnancement sont requises. En effet , les slices sont en concur-
rence pour le traitement au niveau d 'une in tance. P ar conséquent , un temp de 
traitement est rés rvé à chacune des slices pour satisfaire ses besoins. 
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Le mécanisme employé par P2AH présente un moyen de virtualisation, d ' isolation 
des fonctions d 'accélération de t raitement de paquet et de gestion de re sources 
matérielles di ponibles selon la dynamicité du t rafi c. Ce mécanisme ajuste ainsi 
selon le besoin les paramètres cl ' allocation et de partage. En effet, à part ir des 
mesures et des statistiques récoltées par les différents contrôleurs des ressources 
(i.e. , B undle Controller, Slice Controller et Multicore Controller) , le gestionnaires 
des ressources (i. e. , l'Allocator et le Slicer ) 'exécutent pour a lapter l'allocation 
et le partage des ressources . Pour ela, des seuils de perf ormances sont ut ilisés 
pour vérifier si l s paramètres actuels correspondent aux exigences actuelles. Le 
dépassement des euils déclenche impératiYement l'un des deux gestionnaires de 
ressources , dans certains cas les deux gestionnaires sont activés ucc sivement 
(voir figure 2.3). 
L' Allocator qui bénéfi cie d 'une vue globale sur le système, ce qui veut dire qu 'il su-
pervi e le in tances d 'accélération suivant toutes les ressource disponibles, utilise 
une métrique et un seuil différent qu ceux ut ili és au niveau du Slicer. Contrai-
rement à l' A llocator, le Slicer n'agit qu 'au niveau d 'une instance donnée, ce qui 
revient à dire qu 'il bénéfi cie d 'une vue restreinte sur les ressources, d 'où l'u t ili-
sation d 'un seuil différent. Ainsi le Slicer ne peut surveiller que les métrique se 
rapportant aux différentes slices. Dans le cas où les seuils pour le partage des res-
sources sont dépa és , le Slicer est déclenché. Celui-ci calcule un nom·eau schéma 
de partage pour les slices et leurs l s instances. Par cont re, si les seuils réser-
vés pour l'allo ·at ion ne sont plu. respectés, l' A llocator puis le Slicer s'exécutent 
pour réguler le système. La surveillance se fait très régulièr ment au cours du 
temps afin de ·en ibiliser le système pour répondre rapidement face aux différents 
changements et pert urbations qui s'y produis nt . 
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Figure 2.3: Processus de gestion des ressource· de P2AH 
2.2 Gestion des ressources 
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P2AH implémente des gestionnaires de ressources qui appliquent une stratégie de 
ge t ion de ressource dynamique selon les besoins en a élération d traitement de 
paquet et elon la dynamicité du t rafic. Dans cette optique, suivant les besoins en 
accélération, les re sources disponibles seront libérée et utilisée par les gestion-
naires pour être allouées aux autres instanc s ayant besoin de plus de ressources. 
2.2. 1 Gestionnaire d 'allocation 
L'obj ectif principal du gestionnaire d 'allocation ( Allocator) e t de t rouver l'asso-
ciation optimale entre les tâches de traitement de paquets et les ressources . L'en-
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emble de ces associations constit uera, par la suite, une instance d 'accélération de 
traitement de paquets. 
Tandis que les stratégies cl 'allocation conventionnelles reposent sur la ressource 
comme étant une unité partageable ou non partageable, la stratégie proposée 
considère un ensemble de ressources dépendantes qu 'on caractérisera par bundle 
de ressources. Lorsqu 'un paquet est reçu, une suite de tâches lui seront appliquées, 
ces tâches peuvent être associées à une ou plusieurs ressources. Par exemple, un 
routage nécessite principalement une extraction de l'adresse IP destination , une 
recherche dans la table de routage et une modification de l'entête du paquet 
avant de le transmettre à t ravers l'interface de sort ie. Ces opérations forment un 
chemin de traitement de paquet et mettent en jeu un ensemble limi té de ressources 
telles que les uni tés de t raitement et les structures de recherches au niveau de la 
mémoire. Ain i, une dépendance existe entre les ressources constit uant un unique 
chemin de traitement. Ignorer cette dépendance aura une incidence négative sur 
le traitement de paquet. Un bundle peut être alors assimilé à une configuration de 
ressources de la plateforme multi-cœurs. Par conséquent , une instance représente 
le bundle le plus adéquat pour sati faire les contraintes et les exigences d 'une 
accélération de t raitement de paquet . 
Le gestionnaire d 'allocation vise ainsi à déterminer la configuration la plus adé-
quate parmi les configurations existantes pour répondre au mieux aux besoins en 
accélération des slices réseau. Dans cette perspective, nous proposons une straté-
gie d 'allocation des ressources aux instances qui s'articulent autour de trois phases 
importantes (voir figure 2.4) : 
1. Phase de modélisation : Association des tâches d 'accélération du traitement 
de paquets aux ressources. 
2. Phase d 'évaluation : Évaluation des différentes configurations mult i-cœurs 
selon les besoins en accélération. 
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3. Phase d'allocation Allocation optimale des ressources aux différentes ins-
tances . 
packet processing 
multi -core resource 
constraints 
maxim ize utlliry 
maximize throughput 
minimize latency 
Figure 2.4: Stratégie d 'allocation des re. sources 
Cette stratégie vis à offrir une allocation de ressources qui garantit principalement 
les propriétés uivantes : 
Maximiser le gain d 'allocation pour chaque in. tance; une instanc doit béné-
ficier de. ressources nécessaires afin de répondre aux besoins en accélération 
de traitement de paquet . L'allocation doit garantir le même profi t en termes 
d affe tation des ressources pour chaque instance. Le minimum requis doit être 
assuré dans un premier temp , puis les re. sources disponilles peuvent être al-
louées pour équilibrer le partage des ressource. de la plateforme multi-cœurs. 
- 1VIaximiser la ·apacité de traitement de chaque in tance d 'accélération ; une ins-
tance doit traiter le t rafic entrant, il est important de bénéfi cier d 'une capacité 
de t raitement de paquet permettant de supporter plusieur flux. Les ressources 
allouées doivent garantir une capacité opt imale afin de prévenir les 1 locages et 
de répondre aux exigences du t rafic. 
1inimiser le délai de t raitement de chaque insta nce d 'accélération ; ne ins-
tance doit assurer une accélération qui respecte les contraintes du t raitement 
de paquet . Certaines fonctions réseau présentent cl .s exigences stri ctes en termes 
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de latence de t raitement. L'allocation doit garant ir un délai de traitement mi-
nimum qui respecte ces exigences , dépendamment du t rafic ent rant. 
Phase de modélisation 
Durant cette phase , il s'agit de t rouver une combinaison de ressources qui reflète 
une configuration de la plateforme mul ti-cœurs pour une instance d 'accélération . 
Considérant un traitement de paquet défini par le profil de l'instance d 'accéléra-
t ion , nous pouvons le décomposer en plusieurs tâches , chaque tâche peu t solliciter 
une ou plusieurs ressources . Par exem ple, pour une classification suivant un ou plu-
sieurs entêtes d 'un paquet, nous p ouvons sollicite r la mémoire de recherche interne 
de la plateforme multi-cœurs ou un classificateur dédié. A ussi, il est important de 
mentionner que plusieurs tâches peuvent solliciter la même ressource. Par exemple, 
l'extraction des champs d 'entête et la modification des entêtes peuvent être réa-
lisées par un même core (uni té de t raitement) du processeur multi-cœur . Ainsi, 
il est possible d 'avoir différentes associations entre les tâches et les ressources de 
t raitement de paquet (voir figure 2.5) . 
À t ravers les associations, nous constatons qu 'il est pos ible cl 'avoir un ensemble 
de configurat ion. pour supporter une accélération du traitement de paquet d 'une 
instance. Toutefois, il est évident que chaque configuration présente des . pécifi-
cations différentes en termes de capacité et de délai. En effet , une ela. sification 
réalisée au niYeau logiciel (mémoire DRAM) présente un délai plus important 
qu'une classification réalisée au niveau matériel (ela sificateur dédié). De plus, 
une tâche de t raitement réalisée par plusieurs cores en parallèle offre une capa-
cité de traitement t rès supérieur comparée à une tâche réalisée au niveau d 'un 
seul core. Cep endant, nous avons précisé qu 'un chemin de t raitement de paquet 
rassemble plusieurs tâches et ressources dépendantes l'une d es au t re . Par consé-
quent, il est ind ispensable d 'évaluer les configurations déduites pour chacune des 
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instances d 'accélération afin de déterminer la onfiguration la plu optimale, qui 
satisfait au mieux le propriétés citées auparavant. 
Phase d 'évaluation 
Durant cette phase, il s'agit de déterminer les b soins en accélération des dif-
fér ntes instances en vue de électionner la configuration la plu optimale. En 
eff t, les ·lices réseau ren~ rment plusieurs flux qui nécessitent différentes accélé-
ration. de traitement de paq uet. En fonction de ces flux , nous allons d'finir de 
contraintes en termes de capacité de traitement et de latence de traitement. La 
capacité de t raitement fait référence au nombr de paquets qu' une instance cl n-
née peut supporter pendant une période de temps· dans ce qui . uit , nous allons 
considérer le nombre de paquets par seconde. La latence de traitement fait réfé-
rence au délai de t raitement d'un paquet de bout-en-bout, de la réception à la 
t ransmission. Dan. ce qui suit , le délai sera mesuré au niveau de 1 'ensemble des 
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ressources qui constitue un chemin de traitement . Dans cette optique, nous allons 
utiliser la théorie du N etwork Calcul us pour calculer les bornes déterministes (ou 
pire cas) sur la capq,cité et le délai de traitement (Le Boudee et Thiran, 2001). 
Ces calculs nous permettront d 'analyser les performances pire-cas d 'une instance 
d 'accélération de traitement de paquet afin de déterminer ses besoins; en fonction 
des slices partageant l'instance et de leurs flux respectifs, nous allons repérer les 
limites sur la capacité et sur le délai maximal pour le t raitement. À part ir de cette 
analyse, nous pouvons déduire la configuration nécessaire pour chaque instance de 
traitement . Les informations sur les limites du traitement sont modélisées grâce à 
des fonctions, telles que les courbes d'arrivée qui modélisent le trafic et les courbes 
de service qui quantifient le service garanti au niveau de chaque ressource tout au 
long du chemin de traitement (Thiele et al. , 2002). 
On définit par f un flux dont l ensemble d s paquets est traité par la même 
instance d 'accélération. Les paquets ont t raités par les mêmes ressources suivant 
le même ordre au niveau d 'un chemin de traitement. On note A1(t) le nombre de 
paquets du flux f qui arrivent durant un intervalle de temps [0 , t]. Toute courbe 
de trafic A1(t) admet des courbes d 'arrivée, quantité maximale et minimale de 
paquets pouvant arriver dans un intervalle de temps de durée t. La courbe de 
trafi c A1(t) est ainsi contrainte par les courbes d'arri' ée a~ et aj qui vérifient la 
relation suivante : 
\7'0 ~ s ~ t (2.1) 
a~(6) et a/(6) présentent respectivement une borne inférieure et une borne 
supérieure pour le nombre de paquets reçus d 'un flux f pendant un intervalle de 
temps de durée 6. Ain.- i, pour tout 6 > 0 : 
(2.2) 
Par ailleurs nous admettons que le système, c'est-à-dire le chemin de traitement 
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correspondant à une configuration de la plateforme mult i-cœur. , doit garantir un 
délai limite ( deadline ) de t raitement de bout-en-bout d1 pour chaque flux f. Gé-
néralement le délai limite est défini en fonction de l'application de traitement de 
paquet, il reflète les requis à respecter pour maintenir les performances du traite-
ment de paquet. Ainsi, le délai limite de bout-en-bout présente le délai maximal 
durant lequel tous les paquets d 'un flux f ont traités après leurs arrivées r spec-
tives . 
Les ressources consti tuant le chemin de t raitement de paquets supportent une 
ou plusieurs opérations de t raitement . Ces opérations sont caractérisées par une 
courbe de service. Chaque ressource de traitement garant it un e courbe de service 
minimum et maximum durant une période de temps donnée . Par exemple, on 
uppose que C(t) e t le nombre de paquets qui doivent être fil t rés au nivea u d 'un 
classificateur c pendant un intervalle de temps [0, t] . Les courbes de s rvice mini-
mum et maximum {3~ et {3~' corr spondant au classificateur c r pectent l'inégali té 
·uivante : 
f3~(t- s) ~ C(t) - C( ) ~ {3~(t- ) (2.3) 
\10 ~ s ~ t et {3~(0 ) = f3~·( o ) = 0 
Dans 1 'objectif d '' valu er une configuration de la plateforme multi-cœurs en fonc-
tion des slices réseau t les flux correspondants, on con idère les limi tes borné 
pour la capacité et pour le délai au niveau de chaque re source de t raitement (Yoir 
figure 2.6a et 2.6b). Les contraintes ont exprimées en fonction des distances ent re 
la courbe d service minimum f3 (t) et la courbe d 'arrivée a(t) correspondantes 
aux courbes de trafi c A(t) t de serYice B(t ); la distance horizontale h(a, {3 ) si-
gnifie que l paquet qui arrive à l'instant s est traité à 1 in tant s + T . La distance 
vert icale v( , {3 ) illustre le nombre de paquets p à t raiter à l' instant . On définit 
le délai ma,-...;: imum pour un flux f et la charge maximale au niveau d une ressource 
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Figure 2.6: Évalua tion des performance en fonction des contraintes 
c par le inégalité suivantes : 
cllaimax ~ h(a ,{3 ) = sup{in j{T ~ 0: a t'(u) ~ {31(u + T) }} (2.4) 
u;;.o 
chaTgemax ~ h(a , {3 ) = ·up{au(u)- {3 1(u)} (2.5) 
-u ;;.o 
En outre, nous avons st ipulé qu 'un chemin de traitement est constitué par un en-
semble de ressources. Généralement , un paquet reçu doit enchainer les traitements 
au niveau de l'ensemble des ressources d 'un chemin de traitement pour être trans-
mis . Ainsi, il est import ant de pouvoir déterminer le délai de bout-en-bout ainsi 
que la charge au niveau de chaque ressource pour pouvoir évaluer une configuration 
donnée de la pla teforme mult i-cœurs. Dans cette perspective, nous nous basant 
sur une méthode du Network Calculus qui utilise une algèbre (m in, + ), connue 
pour leurs applicat ions aux systèmes à événements discrets (I3acc lli et al., 1992). 
Dans ce tte a lgèbre les définitions de courbe d 'arrivée et de courbe de service mi-
nimum s 'expriment à l'aide de la convolution. Le N etwork Calculus p ermet de 
propager ces contraintes au niveau du chemin de traitement afin de calculer les 
bornes sur les performances , c'est à dire le délai de bout-en-bout et la charge au 
niveau de chaque ressource (voir figure 2.7) . 
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Figure 2.7: Exemple de propagation des contraintes au nivea u des chemin · de 
traitement de flux pour une confi guration de ressources 
Cn flux , co11 t ra int par a, qui est t raité par une ressource caractérisée par un servicP 
minimum (3, ressort contraint par n 0 (J (déconvolu tion). La concaténation de deux 
ressources de services minimums respectivement ,61 et (32 offre un service minimum 
de {31 * (32 au flux (convolu tion). Enfin , si deux flux f 1 et h de courbe d 'arrivée 
respectivement a 1 et cx2 ont t raités par une ressource de service minimum (3 , 
alors la courbe de service pour le flux /J est (31 = ((3 - a 2 )+ 1. À partir cl ces 
règle de combinai on et cl propagation, il est po sible de déterminer le délai de 
bout-en-bout ainsi que la charge néce saire au niveau de chaque ressource cl la 
configuration pour traite r l'ens mble des flux . 
Pour chaque instan ·e, nou. réalisons une analyse de flux pour déterminer la confi-
guration la mieux adaptée pour répondre aux besoins cl 'accélération de t raitement 
de paquet. ou proposons les algorithme cl 1 'out il DISCO l\ etwork Calcula-
tor (Schmitt et Zdarsky, 2006) pour d 'terminer les be oins en ace ïération de 
t raitement de paquet , plus part iculièrement les bornes pour le délai et la charge. 
En fon t ion de bornes, nous déterminant la quantité de r sources qu 'il faut 
1. :\fotatiou ::r;+ = max(x , 0) 
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allou 'es pour 1 'in tance donnée. P our illustrer cet te phase d 'évaluation , on consi-
dère un profil d 'instance pré entant un simple routage de paquets qui consiste 
principalement à extraire l'adresse IP de tination du paquet et à exécuter une 
recherche lpm ( longest prefix match). On suppose une associa tion de t âches et des 
ressources qui est décri te par une configuration C = { cores mémoire} le core e 
charge d s opérations d 'extraction et la recherche s effectue au niveau de la mé-
moire qui implémente un algori thme de LP M. On considère que cette instance doit 
t ra iter plusieurs flux de différentes slices et que l'analy e de flux révèle qu 'il est 
nécessaire d 'avoir une capacité d 'ext raction de 1000 paquets/ set d 'exécuter 1500 
recherche. / . Si on uppose qu 'un core est capa ble de traiter 500 paquets/ et qu 
la mémoire assure 1500 recherches/ , a lors nous devons allouer au minimum deux 
cores. Ain. i la configuration minimale dont a besoin l instance pour a surer son 
accéléra tion de traitement de paquet est Bc= {2 cores, mémoire}. Dans ce qui suit 
on propo e l'appellat ion bundle pour faire référence à une configuration minimale 
qui sati fait les contraintes et 1 s exigences du t raitement de paquet. 
Phase d'allocation 
La configuration déterminée à par t ir de l'évalu ation de p rforman es correspond 
au bundle minimum pour . ati. faire les cont rainte et les exigences d 'une accéléra-
tion de t raitement de paquet. À travers l'évaluation, nous avons constaté qu 'il peu t 
exister un ou plusieurs bundle pour répondre aux besoins d 'accïération d 'une ins-
tance donnée. En effet une capacité supéri ur au niveau d 'un bundle peut offrir 
de meilleures performances qu 'un bundle a,·ec une capacité moindre. Durant cette 
phase, il 'agit de déterminer le bundle le plus opt imal pour chaque instance par 
rapport aux aut res instance d 'accélération de t raitement de paquet. Dans cette 
persp ctive il faut résoudre le problème d 'allocation de ressources équi table et 
efficace. La complexité d 'une telle allocation r 'side dans le fait que les besoins en 
accélération de traitement sont variables dépenclamment du trafic et que les res-
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sources sont limi tées. On propose ainsi de nous baser sur la théorie des jeux pour 
remédier au problème cl 'allocation des ressources entre les cliff' rentes instances. 
On considère alors le contexte où chaque inst ance possède un budget prédéfin i 
et doit miser sur un en emble de ressources (Feldman et al., 2005) . On propose 
une simple enchère où le plus offrant remporte la mise (Koutsopoulos et Iosifidis, 
2010) . 
On suppose que notre schéma cl allocation s'articule autour de n in. t ances d 'ac-
célérat ion et rn ressources de t raitement . Chaque ressource de t raitement à un 
prix et peut être partagée entre différentes inst ances . n bid (mise) est calculé 
suiYant les différents bundles relat ifs aux différentes inst ances. Si une instance i 
a be oin du bundle B 1 = { coTes, mémoire LPM} et du B 2 = { coTes } son bid sera 
plus important pour 1 s coTes et la mémoire LP r--1  que pour les a ut r · re sources 
di ponibles , par xemple. L'allocation déterminera ainsi combien de coTes on va 
hü as ocier. Le instances sont stratégiques , chacune recherchant son "intérêt 11 en 
terme de traitement de paquet . Le prix d 'une ressource est déterminé à partir de 
la totalité des bids que les instances ont placés . Si une instanc·e i soumet un bid 
biJ lbij 2': 0 pour obtenir une res ource j, le prix Yj de la ressource j e 't alors le 
tota l des bids pour la ressource j 
n 
Yj = L:= bij (2.6) 
i= l 
Par ailleurs, on uppose le Yecteur de bids de l'inst ance i est bi = (biJ . ... , bin) - Le 
budget de l'instance i est alors, le total de bids placés sur rn ressources : 
111. 
x i= L bij 
j= l 
(2.7) 
Le schéma d 'allocation . e présente comme a = (T1, .. . , Tn) , où Ti = (1 ·11 , ... , T im) 
avec Tij la fraction de partage de la ressource j allouée à l in tance i . La fonction 
cJ ut ili té de l' in tance i est caractérisée par la fonction Ui des fractions (Ti l , ... Ti m) 
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de chaque ressource reçue par l'instance i . On en dédui t alors la fonction linéaire 
de profit présenté comm suit : 
(2.8) 
La fonction de profit s'exprime en fonction des fractions rij , Wij 2: 0 qui réfère à la 
préférence de l'instance i pour la ressource jet de qi j E 1 0 qui décrit si la ressource 
j est demandée ou pas. Dans notre contexte, la préférence pour une ressource est 
exprimée en fon ction des différents bundles requis pour l'instance d 'accélération. 
Les ressources appartenant au bundle qui offre les meilleures performances seront 
favoris'es par rapport aux autres, d 'où une préférence importante. 
Comme nous avons supposé qu 'une instance est stratégique, le instances cherchent 
ainsi à obtenir l'allocation qui maximi e leurs fonctions d 'utilité respectives. Par 
conséquent , nous devons déterminer les bids équitablement et efficacement. Nous 
proposons alors 1 'u tilisation de l'algorit hme 1 de best response (Leon et · avarro , 
2011) adapté pour la détermination des bids pour le chéma d 'allocation décrit 
auparavant . Du point de vue d 'une instance i, ile total des bids ·des autres ins-
tances placés en chacune des ressources j est yj , alors la 11 meilleure réponse11 d 'une 
slice i au système est la solu tion du problème d 'optimi. ation suivant : 
maximiser 
m 
avec L ( bij) 2: Xi et bij 2: 0 
j=l 
(2.9) 
On considère que chaque instance 2 a besoin d 'un minimum d 'allocation ePi au 
niveau de chaque ressource. Ainsi , le bid minimum à placer est : 
b·. > Y}cP·i 
!J - 1 - ePi avec ePi E (0 , 1] (2. 10) 
Algorithme 1 : Algorithme cl 'allocation des res ources 
Données : cp : bid minimum de l'instan e i. 
Résultat : {b1:m } : ,·ecteur d 'allocation pour l' instance i. 
début 
171 
X f-- L bij 1* budget de l'instance i *1 
j= l 
NIf-- {YJ : qj = 1} 1* prix des ressources demandées *1 
J'.! f-- triCroi · ant(lVI ) 1* tri croissant des YJ de lVI *1 
1* calcul du plus grand k 
k 
t t Vïik (X '\"" ) ' YJcf> f . an que :r:>/ïi. + :Sl_ Yi - Yk -::/ l -</> a1re 
pour bj f-- Ofor'j > k , and1 ~ j ~ k ) faire 
l k .ffi bj f-- L:\!ïi.(X + L Yi)- YJ ; = 1 y, i= l 
retourner (b1 , .. . , bj) 
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Par ailleurs, il e ·t important de mentionner un concept important clans la théorie 
des jeux , ce concept . t connu ou 1 nom de Nash quilib1'ium (équilibre de 
1 ash). L'équilibr de Nash fait référence à un état d 'équilibre et de tabilit ' où 
per onne ne souhaite hanger de stratégie (a llocation). Dan notre contexte et 
uivant le schéma cl allocation proposé, pour atteindre cet état d 'équilibre, il fau t 
calculer un ve te ur cl bids ( b 1 .. .. , bm) où pour tou t 1 :S i :S m , bi est la meilleure 
réponse au système, et pour tout autre Yecteur de bids b~ : 
(2.11) 
Pour 'valuer l'équilibre de Nash nou on idérons l' écart entre le Yecteur de bids 
initial qui formalise le besoin ou la demande de chaque instance, par rapport au 
v ct ur de bids d 'terminé. Plus !''cart t faible et plus 1 allocat ion et à la fois 
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équitable et effi cace. 
La phase d 'allocation vise ainsi à déterminer le bundle le plus optimal suivant les 
besoins des instances et les exigences du traitement de paquet. Ainsi, les fractions 
de ressources allouées aux différentes in tances cl 'accélérations seront considérées 
comme dédiées au traitement de paquet relatif à l'instance correspondante. Une 
fois l'allocation réalisée, les tâ.ches de traitement de paquet sont as ociées aux 
différentes ressources pour constituer le bundle qui caractérisera 1 'instance cl 'ac-
célération. 
2.2.2 Gestionnaire de partage 
L'objectif principal du gestionnaire de partage ( Slicer-) est de déterminer les pro-
portions de res ources néces aires aux slices pour satisfaire leur. besoins en ac-
célération de traitement de paquet. En effet, les instances doivent traiter les flux 
correspondants aux slices. Le gestionnaire de partage veille à garant ir aux flux 
un traitement de paquet "équitable" au niveau des instances. L partage des ins-
tances se traduit principalement par un ordonnancement des paquets au niveau 
des ressources de traitement ( bundle). Dans le cas où plusieur slices sont en 
concurrences pour le même bundle, il faut fournir un moyen pour prévenir les 
blocages et de garant ir une affectation optimale des ressources (voir figure 2.8). 
ne slice regroupe un ensemble de flux. Chaque flux néce site un traitement par-
ticulier , par exemple, un routage, un fil trage ou une encapsulation. Chaque bundle 
reflète une instance responsable d 'une accélération de traitement de paquet. Plu-
sieurs flux associés à différentes slices peuvent solliciter les ressources elu même 
bundle. Pour mieux illustrer le problème de partage des ressources, nous suppo-
sons un bundle ayant une capacité de traitement de 1 Gb/ s et deux principaux 
flux associés à deux slices distinctes qui transmettent des paquets à des débits , 
respectivement de 0.6 Gb/ s et 0.9 Gbj s. Il est évident que le débit appliqué à 
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SI/ce• Packet Pra<:euing Bundle• Acc~leration 
Figure 2.8: Schéma de partage des instances 
l'entrée du bundle est nettement ·upérieur à la capacité. Dans ce cas de fi gure, 
comment partager les res om·ces cl ' une manière "équitable" ? Le moyen le plus 
évident serait de ré. erver 0. 5 Gb/ s à chac un de flux. Dans ce cas , l traitement 
du flux le plus important es t affecté. Si au contraire, on réserve, r spectivement 
aux flux mentionnés précédemment , 0.4 Gb/ s et 0.6 Gb/ s, nous allons affecter le 
traitement des deux flu x. Un partage " · quitabl " doit ainsi être défini en fonction 
d 'un contexte particulier. Dans notre ontexte , nous jugeons qu 'un partag e. t 
équitable s 'il re pecte les propriété suivante : 
- !\Iinimiser la congestion au niveau des re ources ; un volume de trafic important 
peut causer des blocages ( bottlenecks) au niveau des ressources. Ce blocage 
cause la perte de paquets durant le traitement des flux. Le flux correspondant 
à une slice donnée ne doivent pas connait re une for te perte de paquet afin de 
maintenir la stabilité du traitement de paqu t. 
Iaximiser le minimum de partage pour chaque slice; les flux respectant les 
cont ra intes liées aux re ources ne cloiv nt pas ubir de détérioration du traite-
. m n t en faveur de flux importants qui peuvent éventuellement provoquer une 
cong stion au niveau des re sources. 
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Dans cette opt ique, nous proposons une t ratégie de partage de re sources basé sur 
le concept du t-. Iax-Min fairness (~Iarbach , 2002) . Chaque in tance d 'accélération 
de traitement de paquet est gérée indép nd amment . Le gestionnaire de partage 
reçoit périodiquement les mesures correspondant aux nombres de paquets ent rants 
pour chaque slice. En fonction de ces m sures , le ges tionnaire ajuste dynamique-
ment le partage des ressources ent re les différentes slices. Cet te stratégie vise à 
prévenir les blocages au niveau des ressources des instances afin de maintenir l s 
performances du traitement de paquet . 
On considère N slices qui partagent une in tance i ayant une capacité Ci · La 
capacité refl ète la capacité de traitement du bundle alloué par le gestionnaire 
d 'allocation pour l'instance i. Une slice k , où 1 ~ k ~ N, x k le nombre de paqu ts 
que la slice peut traiter au cours d 'une p 'riode donnée au niveau de l'in tance i , 
et sk le nombre de paquets à traiter qui lui e. t alloué. Dans notre contexte, nou 
nous intéressons au nombre de paquet s à traiter par conde. Soit (s 1 , ... ,sN) le 
vecteur de partage pos. ible où : 
N 
L:: sk ~ci (2.12) 
k=l 
Le vecteur de partage est dit max-min équitable, s' il es t pos. ible d 'augmenter le 
partage ·d une lice p ·an réduire le partage d 'une autre slice q avec un partage cl 
Sp ~ Sq. Ainsi, la slice qui demande le minimum obtient le partage le plu grand 
pos ible sans pour autant ga piller le res our ·es. Dans l obj ctif de déterminer 
ce ve teur de partage équitable, nous calculons l'allocation des ressources selon la 
formulation suivante : 
{ si c al 01·s T_s;;_ Xk > N k- N s~non Tk = X k (2. 13) 
Cette formulation conduit à un partage équitable entre les différentes slices au 
niveau d'une instance i comme définie précédemment . Pour le gestionnaire de 
1 
Algorithme 2 : Algorithme de part age des ressources 
Données : xk : plus petite demande dans { x1,N } correspondante à la slice k . 
Résultat : s~,; : par tage possible pour la slice k. 
début 
tant que 2: 0 faire 
• _....- C · l s1 xk :::::: 7J a ors 
L k f--- Xk 
. > c l S I Xk _ N a ors 
L C'· k f--- N 
f-----N- 1 
Cf--- C- S J..· 
{xl:N } +-- { {xLN }\xd 
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partage, nous nous sommes inspiré de l'algori thme rviax-Min décrit dans (Radu-
novié et Le Boudee, 2007) pour proposer l'algori thme 2. 
Conclusion 
P2AH st un hyperviseur conçu principalement pour les archi tectures à proces eur 
rnu lti-cœurs sur lesquelles des instances d 'accélérations sont générées et adaptée 
de façon à satisfaire le besoins et les cont ràintes strictes elu traitement de pa-
quet. Dans c chapi tre, nous avons présenté la conception et les fonctionnali tés de 
P2AH. Par la suite, nous avons décri t les concepts de l ase ut ilisés par les prin-
cipaux composants de P2A H pour la gestion des ressources. Nous avons décrit 
en premier, le gestionnaire d 'allocation qui u tilise la théorie du Network Calculus 
pour déterminer les besoins en accélération de traitement de paquet en fonction 
des exigences du t rafic, puis qui applique la théorie des jeux pour trouver l'alloca-
t ion de ressources optimale pour chaque slice réseau. Ensuite nous avons décri t le 
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gestionnaire de partage qui se sert du concept de l'dax-::VIin fairness pour partager 
les ressources allouées à une instance entre les différentes slices qui la partagent. 
L'adaptabili té des concepts de base de P2AH se reflète à t ravers son implémenta-
tion sur une archi tecture mult i-cœurs et la défini t ion des paramètres de cont rôle 
nécessaire pour assurer son propre fonctionnement. 

CHAPITRE III 
Il\!IPLÉ E TATION DE P2AH 
Introduction 
Dans ce chapitre, nous allons nous intéresser à l'implémentation de P2AH sur 
une plateforme mult i-cœurs basée sur le processeur Andey iPPA-256 de Kalray 1 . 
L'objectif de ce chapit re est de présenter les mécani mes servant à l'intégration 
de P2A H pour gérer les ressources du processeur mult i-cœurs. Nous présenterons 
l 'architecture de t raitement de paquet déployé sur le MPPA-256, nous justifierons 
et nous analyserons les différents choix techniques qui nous ont aidés à virt ualiser 
le processeur et à mettre en place notre hyperviseur. L'implémentation réalisée à 
ce niveau servira ul térieurement pour les évaluations. 
3.1 Description du MPPA AccessCore Evaluation Kit 
L'environnement de développement MPPA Acces Core Evaluation Ki t se com-
pose d 'une machine virt uelle exécutant un système d 'exploitation hôte CentOS7 
64 bits et du MPPA Accesscore SDK ver ion 1.4 avec un simulateur du MPPA. 
Cet environnement nous permet de développer et d 'exécuter des applications de 
traitement de paquet qui serviront pour la. génération et la. gestion des instances 
d 'accélérations de traitement de paquet. Dans cette section , nous présenterons 
1. http :/ j www.kalrayinc.com/ 
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l' archi tecture du proc sseur MPPA-256 ainsi que ces principales ca ractéristiques. 
3.1.1 Architecture du processeur Andey M PPA-256 
Le rviPPA-256 est un proces eur mult i-cœurs faisant partie de la famille des many-
cores (voir figure 3.1). Comme son nom l'indique, le M PP, -256 comporte 256 
processeurs à usage général de type VLIW (Very Long Instruction Ward) réparties 
sur 16 Compute Clusters. Le Compute Cluster est l'élément clé du MPPA-256, il 
inclue 16 cores pour les t raitements des données, une mémoire partagée, un core 
ystème (Rl\ I) pour superviser l'exécution des tâch set les opérations de transfert 
de données, des in terfaces NoC (Network on Chip) pour les communications avec 
le clusters voisin et une DMA pour le transfert des données ent re la mémoire 
partagée et le oC (ou au niveau de la mémoire partagée). Les clusters sont 
interconnectés par la technologie NoC qui véhicule les données (D-NoC) et les 
informations de cont rôle ( C- oC) entre les clusters et le y tème d ' ntrée/ sort ie 
(1/ 0 subsystem). Le MPPA-256 incorpore 4 Clusters d 'entrées/ sort ies basés sur 
un processeur Quad-Cores (RM) qui servent d 'interfaçage entre les clusters et les 
autre. périphériques externe principalement la mémoire DRAiVI externe, le bu 
P Cie, les interfaces 1/ 10 Gigabit Ethernet. 
3.1.2 Prog rammation du processeur Andey M PPA-256 
Le SDK du processeur MPPA-256 inclut différent out ils de développement no-
tamment la programmation C/ C++ et SigmaC, une sui te de simulateurs, de clé-
bogueur , de pro.filers et d 'outils de t races ainsi que plusieurs systèmes d 'exploita-
tion et de pilotes de périphériques . Le MPPA-256 supporte principalement deux 
modèles de programmation : 
- Datafiow Programming Madel : L'application e t décrite par un graphe d 'agent. 
qui communiquent à t ravers des canaux de ·ommunication. Ce mod ' le offre un 
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F igure 3.1: Archi tecture du processeur Andey MPPA-256 
haut niveau d 'abstraction au développeur et lui permet de programmer indé-
pendamment des détails matériels. Une allocation automatique des ressources 
e t appliquée lors de la compilation de l'application ( cluster, mémoire, oC). 
- POSIX Programming Madel : L'application est décrite par un ensemble de pro-
cessus échangeant des données à travers des interfaces de communications. Ce 
modèle implique que le développeur gère la majori té des détails matériels comme 
la communication entre les processus, les threads ains1 que leurs assignations aux 
ressources physique . 
Suivant le modèle de programmation POSIX, l'application est développée en C 
en utili. ant la librairie standard POSIX pour la gestion des processus t la li-
brairie IPC pour assurer la communication inter-processus. L'application peut 
s'exécuter au niveau des clusters d'entrée/ sortie qui supportent le système d 'ex-
ploitation RTEMS et au niveau des clusters de traitement qui supportent un 
système d'exploitation spécialisé, le odeOS. Par ailleurs, les applications qui uti-
lisent le modèle de programmation Datafiow sont développées grâce au langage 
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de programmation fonctionnel propriétaire SigmaC. 
Dans la perspective d'implémenter des applications de trai tement de paquet, nous 
allons ut iliser l" API OpenDataPlane supportée par Kalray 2 . L'API offerte utilise 
un code source qui se base sur le modèle de programmation POSIX. En effet, ce 
modèle de programmation offre plus de fl exibilité et de liberté pour développer 
les applications de traitement · de paquets. Toutefois, il faut gérer minu tieusement 
tou les aspects liés à l'interconnexion et à l'échange de données entre les différentes 
ressources ou blocs de t raitement afin de garant ir les meilleur s performances pour 
notre application de t raitement de paquet. 
3. 2 Traitement de paquet sur le processeur MPPA-256 
Le trait ment de paquet conventionnel réali é au niveau des processeurs réseau 
t des processeurs ASICs nécessite l'exécution d 'une série de tâches préd ' finies 
lors de la réception de paqu ts à travers l' interface réseau. Les t.âches consisten t 
principalement à charger le paquet au niveau de la mémoire, analyser l'entête 
elu paquet pour extraire les champs requis pour la classification au niveau des 
structure· de recherche la modification cl 1 ntête elu paquet ( 'il y a lieu) et enfin 
la transmission du paquet à travers le port de. ortie. Ces tâches sont généralement 
réali ées en parallèle pour un ensemble de paquets reçus. 
Dans l'optique de générer des in tances d'accélération de t raitement de paquet 
sur le processeur MPPA-256, nou nous inspirons des p·ipelines de t raitement de 
paquet de a célérateurs matériels cités auparavant pour mettre en place un mo-
dèle de t raitement de paquet modulable, flexible et performant . De ce fait , il faut 
prendre en considération certains critères jugé primordiaux pour le traitement de 
paquet : 
2. https :/ / github .com/ kalray/ odp-mppa.git 
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- La g stion des accès rapid s à la mémoire. Le traitement de paquet r pose entiè-
rement . ur des lectures et des écritures à part ir des paquets chargés au niveau 
de la rn ' moire. Par conséquent, il est indispen able cl offrir des mécanismes a ·-
cél ' rant les opérations de lecture et cl 'écri ture au niveau de la hï rarchie de 
mémoire offerte par le proce seur ·1PPA-256 · 
- Le support de composantes matérielles notamment pour les opérations de ré-
ception des paquets, de distribution des paqu ts ent re les unités de t raitement 
(cores), la classification des paquets et la tran mission des paquets. Cela est 
avantageux pour avoir un t raitement de paqu t à haute performance. Ce critèr 
dépend entièrement des caractéristiques cl la plateforme matérielle ut ilisée; 
- Le 1 arallélisme du t raitement de paquet . Exécuter un en embl de tâches en 
parallèl pour t raiter plusieurs paquets permet cl accentuer la capacité de t raite-
ment et cl 'offrir de meilleur performances. Ce cri tère est for tement cl ' pendant 
de l'archi tecture matérielle· 
Face aux exigences et aux cont raintes elu traitem nt de paquet il est important 
d 'examiner les fonctionnali tés des ressources matérielles du processeur _ iPPA-256 
pour concevoir une structure fonctionnelle fl exible pour supporter le besoin en 
accélération des différente. instances. 
3.2.1 Programmation du traitement de paquet 
Il st vrai que les pro es. urs mult i-cœurs . ont moins performants qu .les pro-
cesseurs cl ' diés. Toutefois, le degré de flexibili té offert au niveau des archi tectures 
mul t i-cœurs permet d 'opt imiser les performances et de répondre aux besoins des 
réseaux actuels. En effet , la technologie d 'interconnexion (NoC) des cliff'rents clus-
ters bri e les cont raintes liée à la rigidité de pipelines de traitem nt prédéfinis 
au niveau des accélérateurs matériels . Le t raitement de paquet peut être alors 
arrangé cl différentes façons elon les besoins. 
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Master-Siave Pipeline 
Figure 3.2: Modes de programmation du traitement de paquet 
Grâce à son architecture, le processeur l'v!PPA-256 supporte deux approches de 
programmation (voir figure 3.2). ne approche basée sur une archi tecture maitre-
esclave et une autre basée sur une architecture en pipeline : 
- I'vlaît re-esclave : Le traitement de paquete t contrôlé d 'une manière centrali ée 
un processeur faisant office de maître distribue le travail ent re plu ieurs proces-
seur e Claves. L m· me traitement est exécuté au niveau de tous les proce ·seurs 
e claves. Le t raitement e.t ainsi réali é de bout en bout par la même ressource. 
Ce mécanisme vise à réduire la communication entre les re sources et ne néces-
site pas de synchronisation. L'avantage de c tte approche est de maximiser la 
capacité du t raitement . 
Pipeline : Le traitement de paquet est distribué . ur plusieurs ressourc , g ' né-
ralement des processeur et des accélérateurs matériels. Le t raitement est ainsi 
réa lisé sur plusieurs étapes par différente res ource . Tou tefois ce m 'canisme 
nécessite une ynchronisation entre les différentes ressources d 'où un échange 
important entre les res ·ource , ce qui accentue la sollicitation de la mémoire. 
Par conséquent , le traitement peut être lourdement affecté si on utilise de res-
sources homogènes. L'avantage d 'une telle approche est d 'optimiser l'u t ili a ti on 
des r ssources. 
Il est aus i important de mentionner qu ces deux approches peuvent être corn-
binées ct appliquées à différent · en. emb les d r s ources. P ar exemple, si nous 
disposons n plus des processeurs génériques, d un pr'- lassificateur de paquets à 
l'entrée et d'un engin de hachage, il erait pos ible de réaliser un t raitement en 
parall ïe tout n sollicitant d s composants mat ' riels pour le traitement de pa-
qu t. Cela améliore considérablement les performanc du traitem nt de paqu t . 
.\'' anmoin certaine archite t ur mat'rielle présentent des contrainte· qui li-
mitent la combinaison de ces deux a1 proches. Dan · notr contexte, nous utili on 
de ressources homog' ne repr's nt'es par l'en mbl des cores des elut rs. De 
ce fait , nou optons pour un impl' mentation cl 'un algorithm maître-esclave au 
niveau du process ur IPPA-256. 
3.2.2 Modélisation du t raitem ent de paquet 
Dan cette ction, nou.· allons pr'spnter ct décrire un mod 'l fl exible pour 1 trai-
tement de paqu tau niv au du proc s eur IPPA-256. l\ous nous sommes inspirés 
de rtaines architectures cl 'ac élérateurs maté ri ls 1 our prop ser des bloc· fonc-
tionnels pour l traitement cl paqu t (voir figure 3.3). L'ar hitecture en bloc 
servira de r ' fér ne pour 1 'a ·ociation d tâch . aux ressources de la plateforme 
mul ti-cœurs (voir ct ion 2.2.1 pour la cl scription de la pha ede modélisation). 
L' architecture pour l'accélérat ion de traitement de paquet s'articul e entiell -
ment autour de quatre ntités principales : 
- Input Data Path :Entité responsable de la ré eption des paquets . Cette entit' 
se const itue des blocs de traitem nt suivants : 
- Input Interfa ce Unit (IFU) : présente les interfaces MAC pour la réception 
des paquets et se ·harge de la classification des paquets à l'entrée . 
- Input Packet Manager Unit {!PMU) : charge les paquets n m ' moire, 01·clon-
nance t supervise l s cliff'rentes op'ration lïes au traitement des paquets. 
- Data Path Processing : Entité responsable des traitements des paquets , 
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Figure 3.3: Architecture d 'a ·c' lération de traitement de paquet pour le .. 1PPA-256 
notamment l'extraction d '. champs d 'entêtes des paquets , l'exécution des re-
cherches et la modificat ion les entêtes des paquets. Cette entité se constitue 
des blocs de t raitement suivants : 
Packet Par ing Unit (PPU) :analyse l'entête du paquet et extrait les champs 
pour la construction des clés de recherche. 
Lookup Manag er Unit (LMU) : charge les clés, ordonnance et supervise les 
requ ' t.es et les résul t ats des recherches. 
Packet Modifi cation Unit (PMU) : applique les changements adéquats aux 
entêtes des paquets. 
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- Output Data Path : Entité responsable de la t ransmission des paquets. Cette 
enti té se constitue des blocs de traitement suivants : 
- Output Packet Manager Unit (OPMU) : supervise l'état du traitement et se 
charge de l'ordonnancement des paquets à la sortie. 
- Traffic Manager Unit (TMU) : . e charge de l'ordonnancement la classifica-
tion et le lissage des flux lors de la transmission des paquets. 
- Output Interface Unit (OFU) :présente les interfaces MAC pour la transmis-
sion des paquets. 
Data Path Memory : Entité responsable de la gestion des mémoires, no-
tamment la mémoire des paquets et la mémoire de recherche. Cette entité se 
constitue des blocs de traitement uivants : 
- Search Memory Manager (SMM) : gère les structures de recherches, exécut 
les r quêtes de r cherche puis transmet les résul tats. 
- SeaTch MemoTy (SMEM) : Présente la mémoire de recherche incluant les 
différentes structures de recherche. 
- Packet Memory Manager (PMM) :gère le chargement et le cl écharg ment des 
paqu ts , et supervise les accès aux données des paquets. 
- Packet Memory (PMEM) : Présente la mémoire des paquets. À la réception 
elu paquet, son contenu est sauvegardé au niveau de cette mémoire. 
Pour l'architecture décrite auparavant , nous proposons d'a ocier les entités ainsi 
que les blocs fonctionnels aux ressources du processeur iPPA-256 (voir figure 3.4). 
ous avons clone le cluster d'E/ S qui joue le rôle de maître et l'ensemble des 
clusters de traitement qu i jouent le rôle des esclaves. Les NoCs sont utilisés pour 
assurer la communication entre le maître et ses esclaves . 
Afin d'illustrer le mécanisme de traitement de paquet , le clusteT cl E/ S reçoit le. 
paquets à t ravers les interfaces réseaux et les distribue entre les différents clusters 
de traitement. Toutes les tâches liées à l'analyse de l'entête, les recherches et la 
MPPA-256 
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Figure 3.4: As ociation des blocs de t raitement aux ressources du I\ 'lPPA-256 
modification de l'entête sont exécutées au niveau du cluster de t raitement. Les 
rech rches sont déclenchées par les cores des clusters de traitement et t raités au 
niveau des cores du elu ter d 'E/ S. Ce dernier sert d 'interfaçage avec les mémoires 
de recherches où sont implém ntés les algori t hmes de recherches et où sont stockées 
les structures de recherches. Certes , ce mécanisme ralentit le t raitement de paquet , 
car cela néce site de nombreux pa. sages par 1 clusters cl 'E / S pour solliciter les 
péri phérique externes, mai re te néanmoins ind ispensable. D'un aut re côté, pour 
réduire les accès mémoire durant les traitements qui impliquent l'accès au contenu 
elu paquet , nous avons opté pour une t ratégie qui consiste à charger les entêtes des 
paquets au niveau de la mémoire partagée au niveau elu cluster. Ainsi, on réduit 
considérablement les passages par les cluster d 'E/ S pour accéder à la. mémoire 
de paquets. Une fois le t raitement des paquet est achevé au niveau du cluster de 
t rait ment , les paquets sont transmis à t ravers l'interface de sort ie via. le cluster 
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c~·E;s. 
La recherche et la classification des paquets réalisé s au mveau des mémoire 
DRAM et SRAJ\11 (éventuellement) doivent satisfaire certaines exigences afin d 'as-
surer un traitement de paquet à haut débit. En effet , les algorithmes de recherche 
et de classification jouent un rôle très important et sont considérés comme les 
points crit iques du traitement de paquet. Ainsi 1 implém ntation des algorithmes 
peut impacter considérablement les délais elu traitement. Par conséquent, il est 
indispensable de prenclr en considération les paramètres suivants : le type de 
recherche u t i lis-e (exact match, long est prefix match) ; le nombre de champs u ti-
lisés pour la recherche ( Ntuple) ; l'algorithme de recherche ut ilisé (trie, hash) · 
le nombre de recherches réali ée imultanément ( Nlookup) · pour notre implé-
mentat ion , nous proposons div rs mécanismes de recherche et de classification 
clépendamment des exigences des applications. 
Au niveau de l'implémentation, nous utiliserons l 'OpenDataP lane pour déployer 
divers mécanismes néce saire à la mise en place de cette architecture de traite-
ment de paquet. Nous avons implémenté une couche d 'abstraction pour la g -
t ion des cliff'r ntes enti tés d 'accélérat ion elu traitement de paquet. Cette cou ·he 
est responsable de la création , de l'initialisation et de l'exécution cl s blocs de 
trait ment . Par ailleurs, une application de trait ment de paquet utilise une ou 
plusieurs tables pour la classification de paquets. Ious avons alors clév lopp' de 
librairi pour supporter différents types de classification et de recherche au niveau 
des mémoires : 
- Longest Prefi.'E Match (LPM) : Algori thme de LPM qui associe chaque route à 
un préfixe. Pour chaque préfixe on associe un résul tat qui est renvoyé lors de 
l'opération de recherche. L'algorithme implémenté est basé sur le binary trie. 
Chaque route est di,·isée sur 32 groupes , chaque groupe correspond à une lon-
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gueur spécifique du préfixe. La recherche s 'effectue en parcourant ces différents 
groupes. 
- E.wct M atch : Un algorithme de Hash est implémenté pour associer chaque 
route à une clé enregistrée au niveau de la mémoire. La fonction de hachage 
utilisée est basée sur la fonction de J enkins 3 . 
- N Tuples Classifi cation : La recherche est réali. ée sur Ntuple sur plusieurs règles 
ACL et renvoie le ré ultat correspondant à la règle de plus haute priori té . L'im-
plémentation se base sur une structure de multibit tries avec 8 niveaux. Suivant 
l'ensemble des r ' gles un arbre est constru it et divise l'ensemble de règles en 
plusieurs sous ensembles. Chaque sous-ensemble est identifié par un bit mask et 
poss ' de son propre trie. 
Les t ructures de recherches sont implémentées au niveau des mémoires externes. 
Pour la mise en place des algori thmes et des mécanismes de recherche, nous nous 
sommes basés principalement sur les algori thmes de rech rches et de ela. sification 
décrits par (Chao et Liu , 2007) ainsi que sur les modèles développés au niveau du 
DPDK 4 . 
3. 3 V irt ualisation du processeur M PPA-256 
Suivant le modèle de t raitement de paquet susmentionné, le processeur ~t!PPA-
256 doit offrir des mécanismes pour la vir tuali. at ion afin de support r plusieurs 
instances d 'accélération de t raitement de paquet. Dans cette section, il s'agit de 
décrire l s différents profi ls des instances d 'accélération de t raitement de paquet 
ainsi que les mécanismes d 'i. olation et de gestion de. ressources ut ilisés. 
3. http :/ / www.burtleburtle. net j bob/ hash/ doobs. html 
4. http :/ / dp clk.org/ docj api/ 
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3.3 .1 Profils d'accélération de traitement de paquet 
Les instances d 'accélérat ion générées au niveau du processeur l'v1PPA-256 décriYent 
un t raitement de paquet particulier. Pour notre implémentation , nous proposons 
t rois profils d 'accélération de t raitement de paquet . L'objectif est d 'avoir plusieurs 
combinaisons . de ressources de traitement pour déterminer les modèles cl 'accélé-
ration de traitement de paquet qui peuvent être supportés au niveau d 'une pla-
teforme multi-cœurs virtualisée. Les profils de traitement de paquet proposés re-
fl ètent des fonctions rés au généralement utilisées dans les réseaux de centre de 
données notamment les fonctions de routage, de fil t rage et de t unnel (encapsula-
tion/ décapsulat ion) : 
- Routage: Cette fonction achemine les paquets en fonction de l'adresse IP de des-
t ination. Il s 'agit d 'un traitement réalisé particulièrement au niveau des routeurs 
clans les réseaux backbones et qui nécessite des performances élevées. Il s 'agit de 
chercher le réseau de de t ination dans la table de routage d 'appliquer les chan-
gements nécessaires à l'entête Ethernet du paquet pour le transmettre à t ravers 
la bonne interface de sortie. Généralement les tales de routage cont iennent de 
nombreuses entrées ce qui complique la recherche. L'algorithme le plus ut ilisé 
pour le routage est le LPM. Les ressources sollicitées sont particulièrement les 
cores, les tables LPM, les tables de hachages et les interfaces réseaux. 
- F il trage: Cette fonction applique plusieurs filtres aux paquets avant d 'autoriser 
ou refuser l'accès au flux corre. pondant. Il s'agit d 'un traitement de paquet 
réalisé au niveau des pare-feux pour prévenir l'accè aux flux jugés malicieux. 
Le traitement nécessite l'analyse de plusieurs entêtes elu paquet d 'où l'ut ilisation 
des classificateurs NTuples. Les ressources sollicitées sont particulièrement les 
cores les tables ACL et les interfaces réseau. 
- Tunnel : Cette fonction applique une encapsulat ion (ou une décapsulation) au 
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paquet en ingress (ou en egress) pour les adapter au réseau de destination. Il 
s'agit de traitements réalisés au niveau des routeurs edge qui sont de plus en 
plus supportés au niveau logiciel. Le t raitement nécessite principalement une 
recherche Hash pour déterminer en fonction de l'entête Ethernet les modifi-
cations nécessaires à apporter aux paquets (encapsulation/ décapsulation). Les 
ressources sollicitées ont particulièrement les cores, les tables de hachages et 
les interfaces réseau. 
Nous notons que les accélérations de t raitement de paquets (voir annexe A et 
B pour la description des chemins de traitement et des tructures de recherche) 
utilisées pour bâtir nos cas d 'utilisation.· pour les trois profils d 'instances sont en 
partie présentées par le document de sp' cification (Bro, 2014). 
3.3 .2 Isolation et gestion des ressources 
Dans notre contexte, nous considéron un ensemble de ressources à allouer aux 
différentes instances d 'accélération de traitement de paquet. Les interfaces ré-
eaux ainsi que les partitions mémoires seront dédiés. En effet, il n 'est pas logique 
d 'allouer la mémoire dynamiquement YU que le traitement de paquet r po ·e e sen-
tiellement sur les entrées au niveau des tru ·tures de recherches. Par con équent, 
nous ne pouvons pas priver une instance d'espace mémoire durant les allocations 
de ressources . Au i, nous proposons de dédier des interfaces virtuelles à chaque 
instance réseau afin de receYoir et de transmettre des paquets. Par ailleurs , nous 
allons allouer dynamiquement les cores des clusters de trait rn nt. \ u que ces 
derniers prennent en charge la majori té des tâches de traitement , nous allons 
assigner un ensemble de cores aux traitem nts de paquet d'une instance cl 'accélé-
ration. Il s'agit d 'as. oci r dynamiquement les tâches de traitement de paquet aux 
cores du processeur r!PPA-256. Nous défini sons alors, un Data Path Element 
(DPE) comme l'unit' de traitement minimale nécessaire pour prendre en charge 
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une accélération de traitement de paquet. La capacité de traitement d 'un DPE 
varie selon les tâches qui lui seront associées. Un DPE sera en premier lieu dédié 
(partage spat ial) à une in tance donnée par le gestionnaire cl 'allocation , puis par-
tagé (partage temporel) entre les différentes slices par le gestionnaire de partage 
(voir section 2.1.2). Ainsi une configuration multi-cœurs inclut principalement des 
interfaces réseau virtuelles, un espace mémoire pour les structures de recherches 
et un ensemble de DPEs. Un bundle caractérisera principalement la configuration 
multi-cœurs ayant le nombre optimal de DPEs (en terme de capacité de traite-
ment) pour supporter l'instance d 'accélération de traitement de paquet. 
~~---~ .~. · ~.A .·· 
..... ·Y 
Figure 3.5: l\!Iécanisme d 'isolation des instances et des slices réseau 
Afin d'assurer la virtualisation du processeur MPPA-256, il va falloir isoler les 
ressources relatives à chacune des instances en plus du partitionnement des res-
sources. En effet, il faut instaurer un mécanisme cl 'isolation efficace afin de prévenir 
qu'une instance n 'affecte pas le traitement des autres instance . . De même, il ne 
faut pas que les flux cl ' une sli ce interfèrent avec les flux des autres slices. Pour cela, 
nous avons implémenté une stratégie d 'isolation qui con iste à associer les DPEs 
(caractérisés par un ensemble de cores) à une interface virtuelle correspondante 
à l'instance de traitement en question (voir figure 3.5). En d'autres termes, un 
--------------------
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core associé au cluster d'E/ S s ra connecté directement à une interface vir tuelle. 
Les paquets reçus à t ravers l'interface seront distribués entre les différents OPEs 
dédiés à l'instance d 'accélération. Le core d'E/ S maintient une table de corres-
pondance entre les instances et la. liste des OPEs associés . Lorsque le gestionnaire 
d'allocation modifie l'allocation pour les instances, la. table de correspondance sera. 
mise à jour. En outre , pour dist ribuer les paquets ent re les différents OPEs, le core 
d 'E/ S implémente un algorithme d 'ordonnancement qui se base sur un modulo (un 
algori thme de Round Robin classique). Enfin , pour isoler les flux des différentes 
slices nous avon. incorporé un mécanisme de pré-class ification au niveau du core 
cl 'E/ S. Cette pré-classification se base sur les descripteurs de slices pour assurer 
la. différent iation des flux. Pour l'implémentation, nous avons supposé que les flux 
appartenant aux slices sont identifiés à partir de l'interface de réception (port 
d 'entrée) et un ensemble d 'octets de l'adresse MAC source. Par exemple, une sli ce 
S définie par les interfaces (1 ,2,3) et les trois premiers octets 01 :CD :89 génère un 
ensemble de flux possédant les mêmes caraètéristiques. Par exemple, les paquets 
reçus par l'interface 1 et ayant une adre se SMAC= 01 :CD :89 :6A :23 :BE seront 
con idérés comme des paquets appartenant à un flux correspondant à la. slice S. 
3.4 Intégration de P2AH 
Nous sommes conscients que ces mécanismes d 'isolation et de gestion des res-
ources introduisent un coût addit ionnel, ce qui peut impacter le délai de traite-
ment de bout-en-bout. A travers les choix de conception de P2AH et les choix 
techniques de l'implémentation , nous fai.-ons en sorte de minimiser le coût tout 
en assurant une accélération de traitement de paquet optimale satisfaisant les 
contraintes des ressources et les exigences elu trafic. Dans cette part ie, nous pré-
entant notre environnement au complet (voir figure 3.6). 
P2AH s 'exécute sur un proces. eur hôte, nous avons dédié un proces eur de la 
Control CPU 
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Figure 3.6: Architecture du système 
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machine vir tuelle de l'environnement de développ ment ·1PPA AccessCore Eva-
luation Ki t (voir section 3.1) pour exécuter les blocs fonctionnels de P2AH et 
générer les instances d 'accélérations de t raitement de paquet .. Ious avons implé-
menté la couche d 'abstraction particulièrement le Packet Processing Handler au 
niveau du processeur fPPA-256. Celui-ci implémente le modèle de t raitement de 
paquet proposé pour le mult i-cœurs (voir ection 3.2.2) . Aus i, le handler per-
met de contrôler les ressources sous-j acentes spécialement les interfaces réseau, 
le dispatcher, les cores et la mémoire de recherche. Le dispacther a sure l'isola-
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t ion des in tances et les flux correspondants aux slices réseau (,·oir ection 3.3.2). 
Ce dernier est contrôlé par P2AH à travers les contrôleurs qui sont directement 
connectés aux gestionnaires cl ' allocation ( Allocator) et de partage ( Slicer). P 2A H 
communique les décisions cl 'allocation et de partage des ressources au handler en 
utili ant un mécanisme de communication inter-processu basé sur une structure 
de mémoire partagée. De même le handler renvoi les mesures et les statistiques 
capturées par les compteurs en éditant l'espace mémoire partagée. La lecture de 
ce bloc mémoire s' ffectue t rès régulièrement par l'hyperviseur et par le contrôleur 
du processeur MPPA-256. 
Conclusion 
Dans ce chapitre, nou avons décrit l'implémentation et l'intégration de P 2AH 
au niveau du proce seur Andey MPPA-256 de Kalray. Comme nous pouvons le 
onstater, il est for tement recommandé de développer un modèle fl exible pour 
le t raitement de paquet d 'une part , et d 'instaurer des mécanism s d 'isolation 
et de part it ionnement d 'une autre part. En effet , P 2AH vise particulièrement 
à adapte r le traitement de paquet aux contraintes des ressources et aux exigences 
du t rafic . En étudiant l'archi tecture du processeur l\ IPPA-256 nous avons pu 
mettre en place une ab traction qui offre des moyens efficaces pour le cont rôle 
cl s ressources sous-j acentes tout en garantissant la flexibilité du t raitement de 
paquet. Grâce à cette implémentation, P 2AH est capable d 'associer les tâches aux 
res ources de t raitement pour générer des instances d 'accélération de traitement de 
paquet qui par la uite seront subclivi ées entre les différentes slices réseau. Cette 
implémentation era utilisée à des fins d'haluation, de validation et d'étu les de 
modèles cl 'accélération de traitement de paquet sur le plateformes multi-cœurs. 
CHAPITRE IV 
EVAL ATION D PACKET PROCESSING-AWARE HYPERVISOR 
Introduction 
Dans ce chapitre, nous allons procéder à l'évaluation le P2A H en terme. de modé-
lisation de t raitement de paquet et de gestion des ressources. À traver l'évaluation 
de P2AH, nou voulons dét rminer des modèles d 'accélération de traitement de 
paquet à la fois fl exible et performant pour les plateformes multi- ·œur virtuali-
ée . En effet, nous considérons que cela permettra d 'adapter les infrastructures 
réseaux actuelles aux nouvelles tendances de virtualisation et de prc)grammabilité 
de réseaux. Nous allon ainsi décrire notre environnement de test. Ensuite , nous 
allons présenter et analyser les résultats relatifs aux tests. Durant l'évaluation 
nou allons comparer P2AH à d 'autres approches existantes , principalement le 
Network-AwaTe HypervisoT (N AH). 
4. 1 Environnement de tests 
Pour l'évaluation de P2AH nous utiliserons l'implémentation décrite dans le cha-
pitre 3. Les tests sont réalisés sur le processeur Andey MPPA-256. ous avons 
utilisé une configuration du processeur qui se compose principalement d 'un elus-
ter a\ ec 16 coTes et 3 interfaces pour la réception et la transmission des flux. lous 
avons initialisé les tables au niveau de la mémoire (voir annexe B pour la descrip-
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t i on des structures de recherches), nous avons installé les ent rées néce sair s pour 
l'acheminement des flux au niveau de chaque table. Pour générer le t rafic cor-
respondant aux slices, nous a\·ons configuré des interfaces virtuelles connectées 
directement à l'environnement de la machine vir tuelle Andey MPPA-256. No us 
aYons ainsi associé une interface virt uelle à chacune des t rois in tance d 'accé-
lération de t raitement cl paquet. La génération du t rafic se fait grâce à l'out il 
T CPreplay L et . etmap (Rizzo, 201 2). 
Development Stat ion 
L---2-PA_H __ ~, ~~--N_A_H __ ~I ~~-s_t_at_ic--~ 
Virtual ized Environment 
(OpenDataPiane) 
Andey VM 
(Kalray MPPA-256) 
Traffic Generator 
(TCPreplay/Netmap) 
Figure 4. 1: Banc de tests 
Pour pouvoir étucli r les points forts et les points faibles de P2AH, nous propo ons 
de tester clans le même contexte et sous les mêm condit ions NAH ainsi qu 'une 
approche statique (voir figure 4.1 ). NA H offre un mécanisme d 'allocation de res-
sources avec trois principaux objectifs : (1) l" équi té nt re les slices, (2) la stabilité 
elu traitement de paquet et (3) la prhention des congestions (voir ·ection 1.3). 
1. http :/ / tcpreplay.appneta.com/ wiki/ installation.html 
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NA H as. ure la gestion et le partage de bundles prédéfinis à l'avance et qui ne 
peuvent pas êt re réarrangés. Par cont re, NA H offre un mécanisme dynamique 
pour le partage des bundles correspondants aux instances d 'accélération de t raite-
ment de paquet dans notre contexte. En out re, l'approche statique consiste à fixer 
les ressources allouées aux bundles ainsi que leurs partages ent re les différentes 
slices. Cette configuration statique reste inchangée tout au long du fonctionne-
ment du système. Généralement, les ressources sont allouées de façon à . atisfaire 
les exigences du t rafic autant durant les conditions normales que durant les condi-
t ion. cri t iques Cette stratégie nécessite une étude au préalable, mais présente un 
risque important de gaspillage des res ·ources . 
4. 1.1 Paramètres de tests 
Dans cette section, nous allons présenter les paramètres de tests relatifs aux ges-
tionnaires de ressources, au t rafic et à l environnement vir tualisé. Durant les tests, 
certains paramètres seront fixés , certains cont rôlés et d 'aut res observés. 
Pour l'évaluation, nous avons généré 3 différent s instances qui s'exécutent simul-
tanément sur le processeur MPPA-256. Chaque instance présente une accélération 
de t raitement de paquet avec une capacité de t raitement en termes de paquets 
par econde (voir tableau 4.1). 
Tableau 4. 1: Param 'tres des instances 
Instance Traitement de paquet Capacité par DPE 
-------+------------------
1 Routage 990pps 
-------+------------------
2 Fil trage llOOpps 
-------+------------------
3 Tunnel 1320pps 
Ces instances seront partagées entre 2 à 5 slices réseau. Chacune des slices ol-
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licite un chemin de traitement de paqu~t à travers l'instance d'accélération . Le 
profil cl ' une slice es t défini en fonction des perturbations suivant X qui réfère à la 
demande en accélérat ion pour le tunnel, Y qui réfère à la demande en accélération 
pour le filtrage et Z qui réfère à la demande en accélération p ur le routage. Pour 
assurer la stabili té du système et prhenir les débordements importants quant à 
la capacité des instances, nous po ons (X , Y , Z) E [0- 40%]. Ainsi une slice peut 
avoir un profil P = (X , Y, Z) = (20o/c, 40o/c , 30o/c ). Il est à noter aussi que le profil 
de la slice varie durant les tests en fonction du trafic entrant. 
Tableau 4.2: Paramètres des gestionnaires de ressources 
NAH P2AH 
P ériode de prélèvement lsec l sec 
des mesures 
Intervalle de contrôle Équité : lüsec -
Stabilité : 5sec -
Congestion : 1. ec -
Taux de pertes 10 1é lü% 
de paquet tolérées 
Seuils de contrôle - Partage : 5o/c 
- Allocation : 9% 
Période de gestion - 20sec 
globale 
Les algorithmes sont configurés avec des paramètres fixes qui ont 'té vérifiés lors 
des expérimentations et cons id ' r 's comme les paramètr s optimaux (voir sec-
tion 2.2 et la. ection 1.3 pour la description des paramètres). En ce qui concerne 
les seuils de contrôle pour les métriques de performances, nous les avons choisis 
suivant les paramètres souhaitables et requis pour maintenir un traitement de pa-
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quet précis et performant (voir tableau 4.2). Les mesures quant aux nombres de 
paquets reçus par seconde par instance et par slice sont prélevés chaque période 
d 'une seconde (1sec). Les mécanismes de contrôles pour NAH sont déclenchés sur 
des intervalles de temps différents. Le critère de performance choisi est le taux de 
pertes de paquet , on considère qu 'une valeur de 10% permet d 'assurer un traite-
ment de paquet stable et performant . Cette valeur est utilisée par le niveau de 
stabilité de NAH. Aussi cette valeur est utilisée par P2AH pour fixer les seuils de 
contrôle. On propose ainsi de déclencher le gestionnaire de partage à chaque fois 
qu 'on atteint les 5o/c de taux de pertes. Le gestionnaire d 'allocation sera quant 
à lui déclenché lorsque le taux de pertes atteint les 9%. Cette stratégie vi e à 
prévenir la dégradation du traitement de paquet et assurer l'ajustement rapide de 
l'allocation des ressources·. 
En outre, nous assignerons le même nombre de DPEs ( 136 rv 5 DPEs) par instance 
lors de l'initialisation. Pour le gestionnaire de ressource NA H et l'approche sta-
t ique, l 'assignation ne change pas au cours du temps et caractérisera les bundles 
pour les instances. P ar contre, l' Allocator au niveau du P2AH gère dynamique-
ment l'allocation des DPEs aux in. tances d 'accélération de traitement de paquet. 
Le trafi c est généré à partir des fichiers PCAP 2 personnalisés suivant les flux des 
slices. Pour nos tests, nous avons créé plusieurs fichiers, chacun contient 12,000 
flux. La taille des paquets est de 78 octets t ransmis à un débit de 62 ,4kb/ s pen-
dant une durée de 2 minutes. Au cours des évaluations, nous allons faire varier le 
débit ainsi que le nombre de flux transmis pour créer des perturbations de trafic 
(voir tableau 4.3) . Ces perturbations sont importantes pour l'évaluation des mé-
canismes d'allocation des ressources. En effet, les variations de trafi c impactent 
le traitement de paquet et par conséquent les mécanismes d 'allocation sont en-
2. http :/ / www.tcpdump.org/ 
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clenchés pour réguler le système . uivant les nouvelles exigences et l'adapter aux 
nouvelles cont raintes . 
Tableau 4.3: Description des perturba tions du trafi c généré 
Perturbations D escription 
Très faible ( Oo/c) 10-50% de la capacité maximale 
Faible (10%) 10-60% de la cap acité maximale 
l\!Ioyenne (20o/c ) 10-70% de la capacité maximale 
Forte (30%) 10-80o/c de la capacité maximale 
Très for te ( 40o/c ) 10-90% de la capacité maximale 
ous faisons ainsi varier le trafi c en transmet tant un ensemble de flux variable en 
fonction du type de perturbation . Par exemple, pour une per turbation moyenne 
(20o/c ) , les DPEs au niveau du processeur }. lPPA-256 peuvent êt re chargés de 10o/c 
ju. qu 'à 70% de leurs capacités de t raitement maximales. Ain i, pour un nombre 
de flux F tran mi par seconde et une per turbation P , nous avons un débit cl , 
c est-à-dir un nombre total de flux émi par econd à un instant t de : 
d(t ) = F. (1 + 2.P) P E [10% .. 90%] 
Sur un intervalle [O .. t], cl(t ) constitue la courbe de trafic de notre système. Les 
flux F caractéri ent l'ensemble des flux des slices réseaux , qui représentent letra-
fic minimal qui doit être accéléré. Ce t rafic \·arie de 10% à 50% cl la capacité 
maximale d 'une instance d 'accélération de traitement de paquet. Le. perturba-
t ions P caractérise des flux addi t ionnels des slices qui . 'ajoute au t rafi c exist ant. 
Ce trafic fait ainsi varier le besoin en accéléra.ti n de différentes lice . Ainsi, 
pour une perturbation forte (30o/c ) et un ensemble de slices émet tant à 50o/c de la 
capacité maximale d 'une instance, nous calculons, au niveau de l'interface réseau 
correspondante, un débit variable entre 10% et 8010 de la capacité maximale. 
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4 .1. 2 Profils de t est s 
Au cours des tests , nous faisons varier les profils des différentes slice a insi qu e les 
perturbation de trafi c dans le bu t de déstabilis r le y tème et observer le fonc-
t ionnement des mécanismes de g . t ian de res ources. Au si, nous allons faire varier 
le nombre de slice q ui par tagent la même instance d 'accélération cl t ra it ment 
de paqu t. ·ou fai on varier tous le paramètres ment ionnés auparavant pour 
les t rois approches· les mécanismes de gestion de ressourc s P2AI-I t, l\ AH ainsi 
que 1 appro ·he tatique. !\ou allan nou in tér er aux évaluations suivante : 
La modéli ation du t raitement de paquet : Kou allons évaluer l 'allocation des 
ressource. en fonction cl différente accélération de traitement de paqu et. 
·ou a ll ns aus ·i étudi r on impact ur 1 s performances du t raitement de 
paquet . 
- L 'opt imisation des re· ·ourc s : l\ous allons ' valuer la gestion des res ource 
par rapport aux exigen e du tra fi c t aux ont rainte · matérielles . Kous allons 
étudier le pa rtage des ressources et ses effets sur les ressources de traitements. 
- Coû t de la virt ua lisation : Kou allons évaluer le temps de répon e des m 'ca-
nismes de gestion des ressources et étudier leur fonctionnement en fonction de 
la variation des exigence. et des contraintes . 
4.2 R ésultats de tests 
Dans cette section, nous allon · observer différents param ètres et analy er le ré-
sultats des différentes évalua tions pour pouvoir en t irer cl s conclusions concrètes. 
4.2. 1 Modélisation du traitement de paquet 
En variant le b soin en accélération de traitement de paquet, nous allon compa-
rer l'a llocation des ressources pour les trois in tances (voir fi gure 4. 2). On observe 
68 
que le ge tionnaire cl s ressources, plus particulièrement , le gestionnaire d 'alloca-
t ion (A llocator) offre plus de re. ·sources aux instances de routage et de filtrage 
qui obtiennent respec tivement 38o/c t 35o/c contre 27% pour l' in tance de tunnel 
(encapsu lation). D'un autre côt', un mécanisme d 'allocation de ressources naïve 
aurait distribué l r ssources équitablement soit 33% à chacune des instances . 
Plus le besoin n accélération de t raitement de paquet augmente, plu l'allocation 
des ressource. tend v rs une allocation naïve. Toutef i ·, les ressources allouées aux 
instance · de rou tage et d fil trage r stent nPttement supérieures à c lles allouée. 
à l'in. tance d tunnel. 
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Figure 4.2: i\ 'Iodélisation des instances d 'accélération de t raitement de paquet 
Pour des demandes en accélérations très faibles, P2AH dispose de la majori té des 
ressources , toutes les ressources sont disponibles. Ce dernier alloue ces res our·ces 
en fonction des requis pour le traitement de paqu t. L'instance d routage utilise 
une recherche LPM qui e. t plus ou moins coûteuse. En effet , cette rech rche est 
considéré comme complexe vu qu 'elle est réalisée au niveau logiciel. Par consé-
quent , pour garantir de bonne performances d traitement P2AH lui alloue plus 
de ressources de trait ment. Ceci grâce au mécanisme d 'évaluation introduit lors 
de l'allocation (voir ection 2.2. 1) , qui à travers une analyse des flux d't rmine la 
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quantité de ressources néces ·aire afin de Tépondre aux besoins du traitem nt de 
paquets (délai et charge de traitement). De même pour l'instance de filtrage. Par 
ailleurs, dans le ca de fortes demandes, les ressources disponibles sont minimales. 
Dans ce cas, P2AH tend à limiter l'allocation des ressources pour les instances. 
Pour des clemand s d 'accélération de traitement d paquet qui atteignent les -!Oo/c, 
il est difficile de restr indre encore plus les ressources pour l'instance de routage, 
car le traitement de paquet ne sera plus . table. Par conséquent, on lui alloue 
plus d res om·ces pour l adapter aux nouvelles exigences , d 'où la croissance de 
la courbe d 'allocation et la décroissance des autre· courbes. Pour l instance de 
routage, on constate que l'allocation ne doit pas descendre en dessous des 35%. 
Celle du filtrage s stabilis autour des 33o/c et celle du tunnel varie entre 27o/c 
et 31 ,oo/c. Ainsi, P2AH t ient compte de la nat ure du traitement de paquet et ses 
requis pour allouer convenablement l s re. ·sources aux instances , contrairement 
aux mécanismes naïfs d 'allocation de ressources. 
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Figure 4.3: Performances des instances de traitement de paquet 
En outre, on évalue le délai de t raitement de paquet de bout-en-bout en fon ction 
des perturbations de trafic (voir figure 4.3). On calcule le temps moyen par instance 
70 
durant 1 s t . t . On ol sen·e que plus les perturbat ions s'intensifient plus le délai 
de trait rn nt augmente. Le délai orr spondant à l'instance de rou tage passe 
approximatiwment de 0 28ms à 0,75m . Celui de l'instance de fi ltrage croît de 
0 l ms ju qu 'à 0,7ms. Toutefois, on ob erYe une légère augmentation du délai pour 
l'instanc d tunnel, le temps de trait ment passera de 0,05ms à 0,4m ·. 
Le délai moyen le traitement des in tances de rou tage et de filtrage est très 
su péri ur à elui d l'inst ance de t unn 1. On c n ta te qu'à partir un per turbation 
de trafic upérieure à 20o/c, le délai de traitem0 nt pom le routage est très important 
et est jug· in atisfaisant pour répondre a ux xigences elu trafic. L'in ta nce de 
fil t rag quant à ell p0u t supporte r des pC'r t urbations allant j usqu'à 30o/c. Pour des 
perturbations t rès élf' \·ée , on coustate que le délai de traitement de paquet 1 our 
1 s cl ux instances n ·est plus a t i ·faisant. En effet , lEs a lgori th mes de r cherche 
et de ela ·ification utilisés par 1 s deux in. tances et qui sont implémentés au 
niveau logiciel ralent issent le traitement cl paquet contrairement à la fonction de 
hachag utilis' par l'in tance de tunnel. Ce. · a lgorithmes coûteux en termes de 
calcu ls limi tent l'accélération de traitement d paquet des instances de routag 
et de fil trag et par con · quent la virtuali ation de ce foncti ns. Le processeur 
l'viPPA-256 ne di po e pas d 'accélérateur matériels pour effectuer ces types de 
ela . ificati n c qui diminuerait considérabl ment le temps d traitem nt. D ce 
fait , on consid ère que les fon ctions de routage et de fi ltrage ne ont plus stables 
ou virtualisable · a u ni v au du MPPA-256 sous d s perturbations qui dépassent 
1 s 20o/c pour le routage et le 30% pour le fi lt rage. L utili ation d accélérateurs 
matéri 1 pour 1 s tâ h s de classification est fortem nt requise. 
Ainsi, nous p uvons conclure sur le différent · modèles d 'accélérat ion de tra ite-
ment de paquet. Le traitement de paquet qui sollicite des tâches cl ela. sification 
complexe n ·ce. sit plus de re sources, 33-38o/c cl l'allo ation des ressources. Ce-
pendant , l ace T rat ions ne sont plu uffi antes sous des perturbation clé pa sant 
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les 20-30o/c et n · cessitent des ·lassifi a te urs mat· riels pour répondre aux besoins 
du traitement de paquet. 
4.2 .2 Optimisation des ressources 
Dan un premier temps, nous évaluons le partage des ressources en m . urant le 
gain moyen par lice réseau. l\ous fai ·on ,·arier le nombre de slice et on calcule le 
gain pour les deux mécani mes de gestion des re. ources, P2AH t NAH. Le gain 
caractérise la fonction d 'ut ili té pour chaque slice (voir section 2. 2.1 ) et repr 'sente 
. pécifiquem nt le rapport entre les res our·ces allouées et les re.-sources demand ·es. 
Plu le gain est proche de 1 et plus le partage est équi table. 
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Figure 4.4: Gain moyen de ge t ion d s re ourc s 
On observe que le gain pré nté par P2AH st ·upérieur au gain pré enté par 
NAH, plus que 0,97 pour un nombre de slices inférieur ou égal à 4. NAH présente 
un gain moyen par slic avoisinant les 0,95. Toutefois, dans le as où nous avons 
5 slices qui partagent les ins tances d 'accéléra tion de t raitement d paquet P2AH 
et 'AH convergent approximativement vers le même gain qui est de 0,96. 
Les deux gestionnaires de ressources garantissent un gain élevé, ce qui prouve que 
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l'allocat ion cl s re. sources satisfait la clemancl des cliffér ntes slice . Toutefois , 
P2AH se clémarqu en affichant un gain strictement sup ' ri ur , car c lui-ci, en 
plus elu part.ag cl s instances entre les différentes slices , il arrive à ajuster les 
instances en fonction de. besoins de. slices. En effet, P2A H redimensionne dy-
namiquement le ressour ·es pour le in t ance t ain i les ressources qui seront 
partagées ntr slices pour cette même in. tance corr . pondent prat iquem nt à 
leur · clemancl re.-p ct ives . Par cont re, NAH présente ues inst an e · dont les re -
sources ont 1 rédéfini s e qui contraint le partage des ressource ent r le.- slice ·, 
d 'où un gain plus fa ihle par rapport à celui de P2AH. 
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Figure 4.5: Gain de ges t ion des resso urce· en fonction de· pert urbation. elu trafi c 
Lorsqu 'on ob · rve le gam de gest ion des ressources par rapport aux p rt urba-
t ions de t rafi c (voir figur -1 .5), on remarque que P2AH, contrairement à NAH, 
main t ient y ·tématiquement un gain stable (avoisinant la moyenne) qu Il · que 
soient les pert urbations du trafic. Ain i, on con idère que P2Afl est robust et 
qu ' il assure un partage équi table des ressource . Toutefoi ·, 1 gain a tendanc à 
diminuer lorsque le nombre d lices qui partagent les m ' me.- instances augmente . 
1\ous jugeons que le gain garant it par P2AH reste rai onna ble et . at isfai. ant in-
dépendamm nt des p rturbations. 
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Par ailleurs, nous évaluons la stratégie de gestion des res ·ources en termes d 'op-
timisation des ressources en fonction des perturbations de trafi c (voir figure 4.6). 
-ous comparons les résultats relatifs aux gestionnaires des ressources à ceux d 'une 
allocation statique. On remarque que pour des perturbations inférieures à 20%, 
les mécanismes d 'allocation des res ·ources permettent d 'avoir plus de 30% des 
re source de disponibles contrairement à une allocation statique qui utilise la 
grande majorité des r ssources. Au-delà d 'une perturbation de 20%, on constate 
que l'écart se creuse et att in t approximativement les 30o/c pour une perturbation 
de 40o/t. 
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Figure 4.6: Optimisation des ressources 
Cne allocation tatique réserve toutes les ressources disponibles pour le traitement 
de paquet d 'où un ga pillage de res ource . Par contre, les gestionnaires des res-
sour es allouent uniquement une partie des ressources qui seront requises pour le 
traitement de paquet d 'où plus de r s our es de disponible. Toutefois , on constate 
que P2AH est plus efficace sous de fortes perturbations , mais affiche globalement 
le même taux d 'optimisation que celui assuré par NAH. En effet, le gestionnaire 
d'allocation (A llocator) détermine approximativement les quantités de ressources 
nécessaires pour atisfaire les b soins des instances d 'accélération de traitement 
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de paquet. Cette optimisation peut all r de 27o/c à -!7% dépendamment des per-
turbations. NAH, quant à lui , se base sur des bundle de ressources prédéterminés 
e qui limite 1 optimisation des ressources. Ainsi les mécanismes pour moduler les 
ressources en fonction des besoins d 'accélération du traitement de paquet jouent 
un rôle tr' important pour 1 'u ti li a ti on efficace des ressources di. ponibles. 
Cependant, si on ob erve le taux de pertes . ous cl s perturbations fa ible (10 7o ) 
et élevées (307o ) en fonction elu nombre des slices (voir figure 4.7) , on remarqu e 
que le gestionnaires des ressources n 'arrivent plus à maintenir le ta ux de pertes 
sous le . euil minimal toléré lorsque les perturba tion. sont fortes et que le nombre 
cl slice est supérieur à 2. Pour des perturbations élevéC'S (30%) le taux de pertes 
dépasse rapidement le seuil toléré des 10%. Pour des perturbat ions faible et un 
nombre cl lices inféri ur ou égal à -l , le taux cl pertes ne dépas:e jamais le . euil . 
Au-delà de 4 lices, P2AH présente un taux de p rte de 0.2o/c, sup 'rieur à celui 
de NA H. To ttefois, NAH est plus instab le sous des pert.url a.tions forte . 
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Figure 4.7: Taux de perte de paquets 
Le ta ux de perte élevé observé pour P2AH et causé par le m ' canisme de redimen-
. ionnement, implémenté par l' Allocator. En effet durant le r dimensionnement des 
in. tances , l traitement de paquet s' interrompt pendant un bref instant pour clé-
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dier et isoler les ressources d s instances d 'acc' lération. P lus 1 débi t est grand plus 
la perte de paquet s'accentue, d 'où un taux de pertes qui peut dépasser le double 
de ce qui est toléré. En effet, lorsque le redimensionnement des instances nécessite 
un certain délai, tous les paquets qui arrivent durant l'opération de réallocation 
seront perdus. Ainsi, le redimensionnement des instance à la volée int roduit par 
P2A H n 'est plus performant pour des perturbations importantes et un nombre 
de slices supérieur à 3. 
En outre, si on évalue l'impact de la ge tion d 'allocation des ressource ·ur le 
traitem nt de paquet , en moyenne pour toutes le. instances (voir figure 4.8), on 
constate P2A H affecte moin le t raitement de paquet par rappor t à NAH. La 
clét' rioration du traitem nt de paquet st m suré en fonction elu taux de pertes 
par rapport à toute la durée des t ts . 
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Figure 4.8: Dégradation elu traitement de paquet 
On constate que P2AH affecte le t rait ment de paquet de 13% comparé à NAH 
qui lui, provoque une dégradation dépas ant les 18% sous de fortes perturbations. 
En effet , N AH réalloue les ressources périodiquement suivant les intervalles de 
contrôle (voir section 1.3). Cette réallocation fréquente provoque une pert urbation 
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importante du t raitement de paquet . De son côté , P2AH ne réalloue les ressources 
que lorsque c'est nécessaire, c'est à dire lors d 'un dépassement de seuil. Toutefois , 
la dégradation du trait ment de paquet pro" oquée par les deux gestionnaires de 
ressources est jugée très faible. 
En conclusion , nous considérons que la gestion dynamique des ressources int ro-
dui te par P2AH tout comme NAH, garant it une effi cacité en termes d 'uti li ation 
des ressources n réservant les ressources requises et en libérant le reste, et per-
turbe faiblement le traitement de paquet . 
4.2.3 Coût de la v irtualisation 
En fonction cl s pert urbat ions, nous mesurons la fréquence d'exéc ution de deux 
gestionnaires de ressource , P2AH et NA!! (voir figure 4.9). On remarque que 
P2AH s' xéc ute moins souvent que NAH. En effet, NAH s base sur des inter-
valles de contrôle, ce qui fait qu 'il s 'ex'cute régulièrement. NAH s 'exécute aux 
alentours de 100 fois indépendamment des perturbations. Grâce au mécanisme 
de fonctionnement de P2AH qui se base ur des seuils de contrôle, nous avons 
réduit le nombre d 'ex ' utions du gestionnaire des ressources de plu de 40% pour 
de faibles perturbation . . Sous de for tes pert urbation ·, on remarque que P2AH 
présente approximativement la même fréquence d 'allocation que NAH. 
Le gain au niveau de la fréquen e 'expliqu par la convergence de l'allocation 
vers la solu tion opt imale. L allocation calculée e rapproche de l 'allocation opti-
male qui satisfait le plus possible les exigen e du trafic et les contraintes liée aux 
ressources . La croissance de la fréquence s'explique par 1 fait que sous d'impor-
tantes perturbations, il est t rès difficile de t rouver le point de convergence d 'où 
une allocation régulière afin cl adapter le système aux changements rapide des 
exigenc s et des cont raintes. 
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Figure 4. 10: Temps de réponse 
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Par ailleurs , on évalue le temps de réponse correspondant aux gestionnaires des 
ressources en fonction du nombre de lices réseau (voir figure 4. 10) . On constate 
que le temps de réponse de P2A H est nettement inférieur à celui de NAH. P2AH 
présente un temps de réponse relativement stable aux alentours de 1,2ms. Par 
contre le temps de réponse de NAH varie entre 1,5ms et 1,8ms. Cet écart se tra-
duit par les architectures différentes uti li ées par les deux gestionnair des res-
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sources . Cont rairement à NAH, P2AH exécute au plus deux niveaux de contrôle, 
l'Allocator et le Slicer. NAH exécute au pire des cas t rois niveaux de contrôles 
ce qui engendre un plus grand délai de calcul , cela sans compter les boucles qui 
peuvent s créer à t ravers les signaux de cont rôle. Ainsi, P2A H assure une gestion 
performante des ressources tout en minimisant les coûts lié. aux contrôles des 
ressources en te rmes de calcul t d 'exéc ution des allocations. 
Conclusion 
À travers c chapitre nous avons pu évaluer P2AH et étudier ses points forts et ses 
poin ts faibles . Durant lrs évaluations nous avons comparé P2AH à NAH (une so-
lut ion existante) ainsi qu 'à une approche d 'allocation statique. Pour l'évaluat ion, 
nou · avons considéré t rois cri tères spéc ifiques : (1) la modélisation du traitement 
de paquet , (2 ) l'opt imisation des ressour ·es et (3) le coût lié à la virtuali ation . 
P2AH modéli e le traitement de paquet en fonction de la nature des tâches ainsi 
que les ressources qui sont sollicitées. Il s'es t avéré que les accélérations de trai-
tement de paquet qui sollicite des tâch s complexe.· comme la recherche LP M 
et la classification 5-uplet , nécessitent plus de re. sources. Par ailleurs, la gestion 
dynamique de. re sources introduite par P2AH to ut comme NA H, garant it une 
effica ité en termes d 'ut ilisation des ressources en réservant uniquement les res-
sources nécessaires et perturbe faiblement le t raitement de paquet. Toutefois, la 
gestion dynamique des ressources peut causer une perte de paquets qui dépasse 
souvent les euils tolérés. Enfin , P2AH assure une gestion efficace des ressources 
en minimisant les coûts liés à l'allocation et au partage des res. ourc s. 
CONCLUSION 
Le réseau d 'aujourd 'hui cannait une révolut ion importante, que ce soit au m-
v au de l'infrast ruct ure mat ' rjelle qui déploie des technologie de plus en plus 
sophistiquées , ou au niveau logiciel où on voit apparaître de nouv aux paradigmes 
controversés . En effet, la virtuali at ion des fonctions réseau séduit énormément les 
opérateurs et fournisseurs de services pour les bénéfi ces que cela peut engendrer. 
C pendant , l'infra t ructure matéri Ile e. t de noU\·eau mise à 1 ' preuve. Des so-
lut ions innovantes et des technique performantes sont fortement r commandée , 
par ticulièrement , clans un environnement où les ace ' lération. · pour le t raitement 
de paquet sont exigibles et le contraintes liées aux ressources sont strictes. 
Dan ce mémoir nous avons jug' qu ïl e t intér ssant d 'exploiter une archi tecture 
matérielle fl.exibl pour ajuster le traitement de paquet aux xigences el u t rafic et 
aux contraintes des ressources. Le travail présenté por te sur la mi.-e en place cl 'un 
hyperviseur pour une archi tecture à processeur mult i-cœurs. L'objectif du t ravail 
e t de déterminer des patron cl ac élérat ion de t raitement de paquet en ut ilisant 
les ressources modulables et programmables du processeur mult i-cœur · \·irt ualisé. 
Tout au long des chapit re , nou m·ons décri t notre proposition, argumenté nos 
choix, évalué notre modèle et enfin analyser nos résultats. _Tou avons comparé la 
solut ion proposée aux. olut ions existante pour mieux ident ifier les points forts et 
les points faibles de notre cane pt ion. 
Les évaluations réalisées témoignent el u potentiel de la solution proposée. Grâce 
à un mécani me avancé cl 'analy. t d 'allocation de re our es matérielles nous 
avons constaté que P2AH associe le tâches aux différentes r sources de manière 
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à re pecter les exigences du traitement cl paquet. En effet, pour un besoin en ac-
célération relat iYement moyen, le ressource disponibles sont distribuées ntre 1 
in tances n fonction du coüt de traitement des paquets. Le trait ment de paquet 
qui sollicite des tâch s cl clas ification complexe. néce. site plus de ressourc s, 
33-38% de 1 allocation des rcssour e .. Cependant, les accélérations ne sont plu 
atisfaisantes sous des perturbations dépassant les 20-30o/c et nécessitent cl s op-
timisation au niveau de algori thmes de clas ification et l'uti lisation , si possible, 
des accélérateurs matériels pour respect r les ontraintes du traitement de paquet. 
Par ailleurs, il e t important de relever que l'un des avantage. de P2A H se dé-
crit à tra,·ers l'optimisation des re ·ources. En modélisant les ressources pour les 
instances de traitement de paquet P2AH alloue parfaitement l'en emble de re -
sources néce saires pour . at isfaire l s be. oin. en accélération et pour éviter le ga -
pi llage des ressources disponibles aux lépens des autres instances concurrent .. 
Les résultats ont prouvé que l'optimisation de l'u tilisation cl re ources peut 
aller au-delà cl s 45%. Nou avons aus. i constaté que P2A H assure un partage 
de re. ources équi tabl . Qu Il s qu oient le · perturbation , P2A H maximi e 
le profit cl chacune des slices r ' eau qui 'appliquent aux in tanc cl trait -
ment. Contrairement aux propositions existantes, P2AH rédui t ·on id -rabl ment 
1 coüt engendré par la virtualisation en minimi ant la dégradation du traitement 
de paquet cl 'environ 20o/c . En effet les expérimentations ainsi que les r 'sultats 
démontrent que P2AH converge rapicl ment vers la stratégie cl partage de r s-
sources la plus . ati fai ante de point de vue du be oin en _ac élération et garant it 
un temps de réponse nettement plu rapide. 
Cependant, nous avons constaté qu le mécanisme d 'allo ·ation dynamique peut 
éventuellem nt au r cl s p rturbations au niveau du traitement de paquet qui 
parfoi , provoquent le dépas m nt des ·euil. tolérés pour la ta.bilité du ystème. 
Ce dépa. s ments ,·arient en fonction d -s perturbations et du nombre de slice . 
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Ces lépassements att ignent hentuellement les 20%. Cela s'explique par le mé-
cani me de re-modélisation et de re-dim nsionnement de in tances qui néces ite 
lïnt rruption temporaire du traitement . Néanmoins, ce mécanisme a démontré sa 
valeur dans la dét ermina ti on des ressources optimales pour satisfaire les besoins 
en acc ' lération du traitement de paquet . Ainsi, à t ravers les résulta ts obtenus, 
nous avons prouvé que notre propo it ion vérifie les principaux cri tères suivants : 
(1) la modélisation du traitem nt de paquet , (2) l'optimisation de l'utili ation des 
re ources, (3) le partage équitable de re. source et (4) la minimisa t ion du coùt 
de la virtualisation. 
Bi n que nou. jugeons que notr proposit ion est intéressante dan le cadre de la 
virtualisation , on obs rve un certain . cepticism clans la communauté à l'égard 
de l'allocation dynamique. En effet certains stipulent que le b . oin d 'allouer les 
ressource. dynamiquement n 'est pas a sez justifié et qu 'avec un bon dimension-
nement il est possible de résoudre les problèmes . Tou tefois, force est cl const ater 
que le réseau e t en p rp ' tuell extension et que celui-ci néce. si ter a plu d 'auto-
matisation , cl auto-g stion et de flexibili té pour suivre on holution. 
:\Tou e timon ain i qu 1 approch mployée t promett use toutefois, nous lais-
ons le champ libre à davantage cl 'améliorations autant au niveau de l'implémenta-
tion qu 'au niveau conceptuel. Par ex mpl , nou pouvon ' valu r la mod ' lisation 
du t raitement de paqu t à travers l'utilisation d 'une plateforme plu variée, qui 
incorpore des accélérat urs matéri ls pour supporter diffi ' rentes tâches de traite-
m nt de paquet et ainsi manipul r un ensemble de ressources hétérogèn ·. Au i, 
nous pouvons penser à prendre en compte plusieurs métriques de performances 
relatives aux accélérations de t raitem nt de paquets offertes par les instances afin 
d 'identifier des modèles de t rait ment de paquet plu · pécifiques sous diverses 
contraintes et exigence . 

FILTRAGE 
A J EXE A 
CHEMI ·s DE TRAITEME! -T 
Extract and Clauify : 
(ETH_ TYPE, VLAN_ IO] 
Create ACL key : 
[•] 
CJ Olspatch and Isolation 
CJ Compute Clust c r 
No 
Den y 
ROUTAGE 
Bridging 
Creai !! Key : 
(DMAC, VLAN) 
Y es 
Extract and Cla~slfy : 
(IN_Port, SMAC) 
Routing 
Edit t1eader Fie lds: 
(O MAC, SMAC, VlAN) 
No Match 
Match 
C::J Oispatch and Isola tion 
C::J Comput!! Cluste r 
Crea t e Key : 
(OIP) 
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TUNNEL 
No Match 
Create Key: 
[I_OMAC, VLAN_ID] 
Push Header fields : 
[O_DMAC, O_SMAC, 
Tunnei_ID) 
No 
lngress 
Extract and Classlly: 
(IN_POft, SMAC) 
Hash Class.lficatlon : 
[ETH_TYPE] 
[:J Dispatch and Isolation 
[:J Compute Cluster 
No 
Egress 
Create Key: 
(Tunnei_ID, O_OMAC) 
No Match 
Pop Header Fields : 
[O_OMAC, O_SMAC, 
Tunnel_ ID) 
Edit Header fie lds : 
[VLAN) 
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AN EXE B 
STRUCT RES DE RECHERCHE 
Instance Table Type Clé Méta-données 
Bridging \lan Id 
Ha h -
Routage Flow Table D IAC 
S IAC 
Rou ting 
LPM DIP DMAC 
Flow Talle 
\lan Tag 
SIP 
DIP 
Filtrage 
ACL Poli y 5-Tupl s 
Protocol -
Flow Table Classifier 
DP 
SP 
Vlan Id 
Ou ter D"MAC 
Ingre s Bridging 
Hash 
Ethertype 
Outer S 1AC 
Tunnel Flow Table Inner SMAC 
Tunnel Id 
Inner DMAC 
Tunnel Id 
Egre Bridging 
Hash 
Ethertype 
Vlan Tag 
Flow Table Outer SMAC 
Outer D iAC 
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