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1 Introduction
Introduction
Parmi les fondateurs de notre syste`me de pense´e, Platon (427-347 av. JC) est certaine-
ment celui a` qui revient le me´rite d’introduire ce travail. Dans son mythe de la caverne,
les hommes sont assis face a` une paroi et assistent a` un grand spectacle d’ombres. Ces
ombres constituent le seul regard qu’ils peuvent avoir sur la re´alite´ du dehors, une re´alite´
imperceptible directement. L’exte´rieur de la caverne symbolise dans ce mythe le monde des
ide´es, univers abstrait, mais le seul, selon lui, me´ritant le qualificatif de ”re´alite´”. Platon
est certainement le premier the´oricien pur et dur. Plus de deux mille´naires se sont e´coule´s
depuis. Notre regard sur la re´alite´ s’est e´claire´ par de nombreuses inventions. Notre vision
du monde nous apparaˆıt de plus en plus cohe´rente, mais restera toujours, comme dans ce
mythe, une des interpre´tations possibles d’une re´alite´ que nous ne contemplerons jamais
directement. Le sujet de ce travail, un microscope dont le principe repose sur la projection
d’ombres, illustre bien cet aspect de notre existence.
Plus re´cemment, au dix-septie`me sie`cle, l’invention du microscope optique nous permit
de porter un regard nouveau sur notre univers. Les limites de principe de cette technique
furent mises en e´vidence par E. Abbe´ en 1873. En tenant compte des phe´nome`nes de
diffraction, responsables en fin de compte de ces limites, il exprima le pouvoir de re´solution
(distance minimale entre deux points discernables dans l’image) par la relation :
δ = kλ/(n0 sinα) (1)
ou` λ est la longueur d’onde d’illumination, n0 l’indice de re´fraction du milieu d’observation,
α l’angle entre l’axe optique et le rayon le plus incline´ reliant l’e´chantillon a` l’objectif et
k une constante de´pendant de la cohe´rence de l’illumination. Pour des valeurs typiques
de λ=550 nm, n0 sinα=1.6 et k=0.61, le pouvoir de re´solution du microscope optique se
trouve limite´ a` 0.2 micron, une limite effectivement atteinte au dix-neuvie`me sie`cle. A cause
des proble`mes de focalisation qui interviennent pour des longueurs d’onde plus petites que
celles du spectre visible, il n’e´tait gue`re possible d’obtenir mieux.
Les fondements de la me´canique quantique apporte`rent aux microscopistes un souffle
nouveau. Le concept qui allait eˆtre a` la base de la microscopie e´lectronique fut formule´ par
L. de Broglie, qui postula que toute particule mate´rielle se propage comme une onde, la
longueur d’onde associe´e e´tant donne´e par :
λ = h/p (2)
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avec h = 2pih¯ la constante de Planck (6.626 10−34 J.s) et p la quantite´ de mouvement.
Cette sce`ne quantique est caracte´rise´e par un principe d’incertitude, formule´ par Hei-
senberg et inde´pendant des de´tails de la me´thode de mesure. Selon ce principe, la pre´cision 1
pouvant eˆtre obtenue dans la mesure de position (∆x) d’une particule est relie´e a` l’incer-
titude sur sa quantite´ de mouvement dans cette direction (∆px) par la relation :
∆x.∆px ≥ h¯
2
(3)
La limite de re´solution, qui semblait purement instrumentale, devient ici une limite de
principe intrinse`que aux corpuscules utilise´s dans la mesure.
Des tensions d’acce´le´ration suffisantes permirent alors de produire des e´lectrons ca-
racte´rise´s par une longueur d’onde 105 fois plus petite que dans le spectre visible. Une
nette ame´lioration du pouvoir de re´solution pouvait eˆtre attendue.
Cela devint techniquement re´alisable graˆce a` l’invention en 1926 des lentilles magne´tiques
par H. Bush, qui de´montra la possibilite´ de focaliser des faisceaux e´lectroniques avec des
champs magne´tiques a` syme´trie axiale. Des lentilles e´lectrostatiques furent invente´es par
la suite.
Toutes les conditions e´taient dore´navant remplies pour la construction du premier micro-
scope e´lectronique. Cela fut re´alise´ en 1931 par M. Knoll et E. Ruska [1, 2]. Les e´lectrons de-
vant passer a` travers l’e´chantillon, il fut baptise´ Transmission Electron Microscope (TEM)
et, plus tard, Conventional Transmission Electron Microscope (CTEM), pour e´viter toute
confusion avec des variantes ulte´rieures. Sa re´solution, initialement de quelques dizaines de
nanome`tres, fut re´duite jusqu’a` des valeurs proches de 0.2 nm.
Ce premier microscope fut le point de de´part d’une se´rie, fonctionnant selon des prin-
cipes divers. Dans cette se´rie, le Scanning Electron Microscope (SEM), construit par M.
von Ardenne en 1938 et commercialise´ a` partir de 1965 graˆce aux travaux de C.W. Oat-
ley, fonctionne selon un mode de balayage et offre une re´solution comprise entre 0,5 et 20
nanome`tres.
Ces microscopes permirent l’observation de de´fauts cristallographiques et fournirent
des images a` haute re´solution de la structure interne d’e´chantillons ainsi que des figures
de diffraction a` partir de cristaux. L’e´tude spectroscopique des rayons X et des e´lectrons
secondaires induits par le faisceau incident donna acce`s a` l’e´tude de la chimie locale des
mate´riaux. C’est ainsi que la mise en place d’un spectrome`tre a` rayons X dans le SEM et
de spectrome`tres pour rayons X et e´lectrons dans le TEM fut a` la base de l’Electron Probe
MicroAnalyzer (EPMA) et de l’Analytical Electron Microscope (AEM).
Malgre´ l’excellente re´solution de ces microscopes, l’usage de lentilles les soumet a` cer-
taines aberrations. Par ailleurs, les e´chantillons biologiques re´sistent mal au flux d’e´lectrons
de haute e´nergie (entre 1 et 40 keV pour le SEM et entre 100 et 400 keV pour le TEM). La
1. de´finie dans le sens de l’e´cart quadratique moyen de l’observable associe´e.
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microscopie a` projection, introduite en 1939 par Morton et Ramberg, auteurs du Point Pro-
jector Microscope, a e´volue´ de manie`re a` supprimer comple`tement ces deux inconve´nients.
Dans sa version actuelle, le microscope a` projection a su tirer avantage de la technologie
[3] de´veloppe´e pour le Scanning Tunneling Microscope (STM) [4] et des nanopointes. Ces
nanopointes, qui servent de source e´lectronique, consistent en nanoprotrusions a` terminai-
son monoatomique de 2-3 nm de haut, situe´es a` l’extre´mite´ d’une pointe he´misphe´rique en
tungste`ne, de rayon de courbure infe´rieur a` 100 nm. Les techniques de positionnement par
cellules pie´zo-e´lectriques, dont la pre´cision est de l’ordre de l’angstro¨m, permettent d’ap-
procher la mole´cule e´tudie´e a` quelques nanome`tres de la pointe. L’ombre due a` la pre´sence
de cette mole´cule dans le faisceau e´lectronique est observe´e sur un e´cran fluorescent situe´ a`
10 cm. Cette technique n’utilise donc pas de lentille e´lectronique et les tensions d’extraction
(applique´es entre la source e´lectronique et le support de la mole´cule) sont comprises entre
50 et 300 V. Ces caracte´ristiques sont dues aux dimensions re´duites de la nanopointe et a`
la possibilite´ de positionnement rapproche´. Les nanopointes offrent de nombreux avantages
utiles a` leur application en microscopie, que nous pre´ciserons dans le chapitre suivant. Les
dimensions caracte´ristiques du syste`me projecteur-e´chantillon sont donc du meˆme ordre
de grandeur que les longueurs d’ondes associe´es aux e´lectrons. Il en re´sulte des franges de
diffraction visibles dans l’image finale. Cependant, sous certaines conditions, les figures de
diffraction restent en relation directe avec l’aspect de la mole´cule. A cause de l’analogie
entre ces figures de diffraction et celles de Fresnel, ce microscope porte le nom de Fresnel
Projection Microscope (FPM).
Si une interpre´tation ge´ome´trique, en termes de projection du contour de l’objet a` partir
de la source, suffisait a` expliquer les premie`res images obtenues dans ce type de micro-
scopie, il en va autrement actuellement. Bien que notre intuition recoure toujours a` cette
interpre´tation, et qu’un re´sultat se veuille rassurant a` condition de pouvoir s’expliquer
qualitativement de cette manie`re, il est inde´niable que la plupart des caracte´ristiques des
images ne peuvent s’expliquer que par la nature ondulatoire des e´lectrons. Les ”ombres” que
nous identifions dans l’image sont en effet accompagne´es de franges paralle`les et pre´sentent
des structures (variations de contraste suivant des bandes inte´rieures paralle`les et oscilla-
tions sur la longueur), qui ne peuvent s’expliquer que par un mode`le plus re´aliste.
Traiter de manie`re quantique l’ensemble des e´lectrons faisant partie d’un me´tal, d’une
nanopointe et d’une mole´cule situe´e a` quelques nanome`tres, pour finalement calculer une
distribution d’intensite´s sur un e´cran a` dix centime`tres ne peut se faire sans certaines
simplifications.
Nous rame`nerons ce proble`me a` plusieurs corps a` celui a` un seul e´lectron e´voluant dans
le potentiel moyen duˆ a` l’ensemble de tous les autres e´lectrons et noyaux. Nous ne tenons
ainsi pas compte des phe´nome`nes de corre´lation et d’e´change [5]. Dans le me´tal, il suffit
de prendre une valeur de potentiel moyen qui inclut ces effets. Dans une mole´cule, nous
e´valuerons l’e´nergie d’e´change a` partir de la densite´ e´lectronique rencontre´e par l’expression
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de Slater. Dans le vide, la corre´lation et l’e´change peuvent eˆtre ne´glige´s. En effet, pour un
courant maximal de 1 nA et une tension de 50 V, on calcule facilement qu’en une seconde
6.24 1010 e´lectrons traversent les 10 cm avec une vitesse de 4000 km/s (soit environ 1%
de la vitesse de la lumie`re, ce qui justifie de ne´gliger les effets relativistes). En moyenne,
156 e´lectrons traversent les 10 cm en meˆme temps, ce qui repre´sente une distance moyenne
de 0.6 mm et une e´nergie d’interaction coulombienne de 2.24 10−6 eV. Ces estimations
justifient par ailleurs que notre mode`le puisse ne´gliger les phe´nome`nes de charge d’espace
[6] qui interviennent lors d’expe´riences d’e´mission de champ a` haute tension.
Le potentiel ressenti par l’e´lectron sera de´termine´ pour une ge´ome´trie fixe´e des atomes
constituant la nanopointe et la mole´cule e´ventuellement pre´sente. Les phe´nome`nes de re-
laxation qui pourraient intervenir a` cause du champ e´lectrique ne seront pas conside´re´s.
Des mode`les simples de potentiel seront choisis pour de´crire l’inte´rieur du me´tal (mode`le de
Sommerfeld) et de la mole´cule (que nous rame`nerons dans un premier temps a` un barreau
de potentiel inte´rieur constant).
Un mode`le plus re´aliste du me´tal n’est pas ne´cessaire. Une description plus de´taille´e
de la nanopointe suffit en effet pour reproduire les effets de bande observables dans la
distribution e´nerge´tique des e´lectrons e´mis, la nanopointe e´tant la dernie`re partie du me´tal
a` traverser.
Une description de la mole´cule par un barreau a` potentiel inte´rieur constant offre l’avan-
tage de pouvoir attribuer avec certitude l’origine des structures observe´es dans les figures
de diffraction a` une interfe´rence des e´lectrons incidents plutoˆt qu’a` une structure dans
le potentiel de la mole´cule. Il est important de savoir si les structures observe´es sont ca-
racte´ristiques du moyen d’observation ou de l’objet observe´ lui-meˆme.
Lorsque ces points auront e´te´ e´claircis, nous passerons a` une description atomique de la
mole´cule. Nous garderons cependant un mode`le simple et nous contenterons de de´crire le
nuage e´lectronique par une distribution gaussienne, dont seul le centre sera susceptible de
se de´placer en re´ponse a` l’e´lectron incident. Nous taˆcherons d’inclure l’e´nergie d’e´change
dans cette description. Un tel mode`le sera suffisant pour reproduire les caracte´ristiques
essentielles de l’e´nergie potentielle dans et autour de la mole´cule observe´e.
Enfin, les champs magne´tiques seront incorpore´s dans notre mode`le. Nous pourrons
donc simuler la diffusion e´lectronique re´sultant de champs magne´tiques locaux et ve´rifier
leur influence sur l’image finale. Cette description s’arreˆtera a` la force de Lorentz (qui tient
compte uniquement de la charge de l’e´lectron) et n’inclura pas le couplage avec le spin de
l’e´lectron. Cette dernie`re partie est sans doute utile pour expliquer la division du faisceau
e´lectronique extrait des nanopointes magne´tiques et sera traite´e dans un autre travail.
Mis a` part la re´duction du proble`me a` celui a` un seul e´lectron, les simplifications in-
voque´es ne concernent que la distribution du potentiel e´lectrostatique. L’invariance du
potentiel dans le temps implique une the´orie de diffusion stationnaire. Cette the´orie de
diffusion, se voulant ge´ne´rale, ne devra pas eˆtre affecte´e par des simplifications dans ce qui
sert de parame`tre d’entre´e.
Re´aliser un calcul de diffusion tridimensionnel a` travers une barrie`re de potentiel haute
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de plusieurs dizaines d’e´lectron-volts et e´tendue sur plusieurs dizaines de nanome`tres est
loin d’eˆtre simple. Les me´thodes de´veloppe´es pour le STM, malgre´ la grande similarite´
avec le FPM, ne conviennent pas, pour des raisons de stabilite´ ou de taille me´moire. Ce
travail consiste donc surtout en un de´veloppement des me´thodes applicables au STM, en
vue de maˆıtriser les instabilite´s inhe´rentes aux conditions plus difficiles rencontre´es dans la
mode´lisation du FPM. Nous avons de´cide´ de nous placer dans la me´thodologie des matrices
de transfert, pour des raisons donne´es plus loin, tout en profitant des avantages qu’offrent
la me´thodologie des fonctions de Green pour la propagation lointaine des champs.
Ce travail commence par un chapitre consacre´ entie`rement a` la microscopie a` projection.
Les e´tapes de son de´veloppement, le mode de fabrication et les proprie´te´s des nanopointes
sont de´taille´s. Le mode de fonctionnement du FPM est pre´cise´. Des re´sultats repre´sentatifs
des possibilite´s offertes par cette technique sont pre´sente´s.
Le chapitre suivant est consacre´ a` diverses the´ories susceptibles de mode´liser le FPM.
Une pre´sentation critique est propose´e. Les points inte´ressants ainsi que les raisons qui
nous ont conduit a` l’e´laboration d’un mode`le diffe´rent sont explique´s.
Notre me´thode de diffusion sera donne´e en de´tail dans les trois chapitres qui suivent.
Par rapport au cas ge´ne´ral correspondant a` la diffusion par un potentiel complexe en
pre´sence de champs magne´tiques, le traitement de situations caracte´rise´es par un poten-
tiel purement re´el sans champ magne´tique s’accompagne dans notre mode`le de proprie´te´s
particulie`res qui me´ritent d’eˆtre donne´es. Celles-ci sont principalement l’hermiticite´ des
matrices a` diagonaliser (qui permet d’ame´liorer la pre´cision des calculs) et l’existence de
groupes de solutions conjugue´s (qui permet de re´duire les temps de calcul jusqu’a` un facteur
2). Nous exposerons donc notre the´orie dans ce cadre, qui par ailleurs couvre la majorite´
des situations utiles a` conside´rer.
L’absorption des e´lectrons dans les fibres e´paisses est a` l’origine de l’aspect opaque
de leur image a` grande distance. La simulation de ce phe´nome`ne se re´alise de manie`re
astucieuse par l’introduction d’une partie imaginaire dans le potentiel de la fibre. Cette
situation ne´cessite un traitement plus particulier afin de conserver une bonne efficacite´.
Nous consacrerons donc un chapitre a` la mode´lisation de la diffusion e´lectronique par des
potentiels complexes.
Le troisie`me volet de cette pre´sentation sera consacre´ au traitement des champs magne´tiques.
Ceux-ci sont introduits dans l’e´quation de Schro¨dinger par l’interme´diaire d’un potentiel
vecteur. Un choix de jauge particulier est ne´cessaire pour conserver l’invariance de l’ha-
miltonien par rapport a` une syme´trie pre´cise´e par la suite et pour ramener l’e´quation de
Schro¨dinger a` une forme exploitable. Le traitement fait apparaˆıtre une partie imaginaire
dans l’hamiltonien et requiert donc les techniques expose´es dans le chapitre pre´ce´dent.
Les proble`mes de stabilite´ e´tant importants dans cette approche, nous avons consacre´
un chapitre aux me´thodes permettant de les controˆler. Par ailleurs, le traitement de cer-
taines situations ne´cessite l’introduction de matrices de transfert rectangulaires. Ce cha-
pitre pre´sente e´galement cette extension de la technique.
La me´thodologie e´tant donne´e, le reste de cette dissertation est consacre´ a` la pre´sentation
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de simulations. Les techniques particulie`res utilise´es pour calculer l’e´nergie potentielle dans
chaque application sont pre´cise´es au de´but de chaque chapitre.
Les premie`res simulations concernent l’e´mission de champ a` partir de nanopointes.
Celles-ci jouent un roˆle crucial dans le processus permettant l’observation de figures de
diffraction de type Fresnel. Les atomes constituant les nanopointes seront repre´sente´s par
des dipoˆles. Nous exploiterons ce mode`le pour reproduire la distribution d’e´nergie totale
(TED) des e´lectrons e´mis et confirmer leur faible dispersion e´nerge´tique. La qualite´ du
faisceau sera e´value´e en re´alisant des expe´riences de diffraction a` travers une ouverture
circulaire. Les re´sultats seront compare´s a` ceux obtenus lorsque la pointe est de´grade´e.
La perte de contraste que nous constaterons dans les figures de diffraction nous prouvera
l’importance de travailler avec des nanopointes a` terminaison monoatomique.
Une fois cela e´tabli, nous nous tournerons vers l’observation d’une fibre de carbone, afin
d’e´tudier le type d’image que l’on peut attendre de l’observation d’un objet simple. Nous
rechercherons e´galement les conditions qui entraˆınent une ressemblance de l’image avec la
distribution spatiale de l’objet. Nous affinerons petit a` petit la description de la fibre, en
lui permettant d’abord de se polariser et ensuite de devenir absorbante. Nous e´tudierons
aussi l’influence du travail d’extraction de la fibre sur l’image finale.
Puisque les conditions favorables a` l’observation d’un objet auront e´te´ examine´es, nous
chercherons a` de´terminer quelle information sur la structure atomique de l’objet peut eˆtre
observe´e. Nos simulations montreront surtout comment l’information pre´sente au niveau
de la mole´cule e´volue avec la tension d’extraction.
Enfin, nous terminerons par quelques re´sultats de diffusion en pre´sence de champs
magne´tiques. Ceux-ci induisent une de´viation du faisceau ainsi que des franges d’interfe´rence
d’autant plus nombreuses que le champ est intense. Ces observations expe´rimentales sont
confirme´es par nos simulations.
7 La microscopie a` projection
Chapitre 1
La microscopie a` projection
1.1 Introduction
La microscopie a` projection permet de de´couvrir la forme d’un objet par l’ombre qu’il
produit lors d’une illumination. Pour une distance objet-e´cran donne´e, l’agrandissement
est d’autant plus important que la source d’illumination est proche de l’objet et l’ombre
d’autant mieux de´finie que la source est re´duite. Cette technique fut propose´ en 1939 par
Morton et Ramberg [7], auteurs du Point Projector Electron Microscope. Une image re´duite
de la source (un canon a` e´lectrons) e´tait obtenue graˆce a` des lentilles e´lectroniques. Cette
technique, en ge´ne´ral juste capable de fournir des images de re´solution moyenne, permit
tout de meˆme de discerner des de´tails de l’ordre de 25 nm graˆce au montage de Boersch
[8], dans lequel deux lentilles furent employe´es pour produire une source apparente de 6
nm (pour une longueur d’onde de 7. 10−2 A˚ et un objet situe´ a` 18 microns).
Par la suite, ce syste`me de lentilles fut abandonne´ graˆce a` l’utilisation de fines pointes
me´talliques servant de source e´lectronique [9, 10]. Des de´tails d’environ 50 nm purent
eˆtre observe´s pour des distances projecteur-objet de 10 microns. Cela permit l’observation
d’objets de dimensions analogues a` celles du projecteur (quelques centaines de nanome`tres
d’extre´mite´), pour des tensions projecteur-objet typiques de 3500 V.
En paralle`le, l’ide´e de remplacer les e´lectrons par des ions, obtenus en atmosphe`re
gazeuse a` partir de pointes, fut exploite´e par E.W. Mu¨ller [11], auteur en 1968 du Field
Ion Shadow Projection Microscope.
La fin des anne´es ′80 vit la re´duction de ces pointes a` des dimensions nanome´triques,
avec l’e´laboration de pointes pyramidales a` terminaison monoatomique [12]. Leur produc-
tion consistait a` induire l’extraction des atomes constituant les faces de la pointe par un
champ e´lectrique intense (e´vaporation de champ) et a` de´poser le dernier atome depuis une
atmosphe`re de tungste`ne. L’utilisation combine´e de ces nouvelles pointes et des techniques
de positionnement par ce´ramiques pie´zo-e´lectriques permit rapidement l’observation de fi-
gures de diffraction avec des fibres de carbone de diame`tre compris entre 10 et 20 nm,
ainsi que l’observation de fines couches d’or [13] dans un montage a` projection a` faible
tension (190 V) [14, 15]. Ces nouvelles tensions de travail, comprises entre quelques volts
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Fig. 1.1 – Principe de la microscopie a` projection.
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et quelques centaines de volts, e´taient dore´navant bien adapte´es a` l’observation non des-
tructive de macromole´cules. Comme nous le verrons par la suite, la finition de la source
e´lectronique de´termine de manie`re cruciale le type d’images que l’on peut obtenir dans un
montage a` projection. Les pointes mentionne´es ici fournissent des images (des “kendro-
grammes”) qui ne´cessitent des techniques de reconstruction spe´cifiques afin de retrouver
l’aspect de l’objet diffusant [16]. Cette diffe´rence provient d’une part du caracte`re encore
relativement de´localise´ et du manque de syme´trie de la source e´lectronique et d’autre part
des conditions d’utilisation ou` l’objet est place´ a` des distances de l’ordre de 0.1 micron de
la source.
Les nanopointes [17] firent leur apparition presque simultane´ment. Comme nous le
verrons, ces dernie`res pre´sentent des caracte´ristiques ide´ales pour leur utilisation en micro-
scopie. La pre´cision actuelle des techniques de positionnement — de l’ordre de l’angstro¨m
— permet de les exploiter pleinement.
1.2 Les nanopointes
Examinons donc ces nanopointes, en pre´sentant leur fabrication ainsi que les proprie´te´s
qui les rendent inte´ressantes pour la microscopie a` projection [18].
1.2.1 Fabrication
Le support des nanopointes consiste en fines pointes me´talliques, habituellement en
tungste`ne, mais parfois aussi en d’autres mate´riaux (Au, Pt, Fe, ...). Dans le cas du
tungste`ne, elles sont obtenues a` partir d’un cristal oriente´ dans la direction 〈111〉, au-
quel un traitement e´lectrochimique confe`re une forme initiale conique. Cette orientation
est choisie pour son e´nergie libre de surface relativement e´leve´e (qui en fait une surface
relativement petite au de´part, c’est-a`-dire proche de la structure souhaite´e) et pour sa
barrie`re de diffusion e´galement importante (1.8 eV) (assurant une bonne stabilite´ ther-
mique). Dans un traitement ulte´rieur en ultra-haut vide (pression de 5. 10−11 Torr), la
pointe est porte´e a` une tempe´rature de 3200 K en pre´sence de champs e´lectriques e´leve´s
(dus a` des tensions typiques de 3500 V entre cette pointe, dont le rayon de courbure ini-
tial a` l’extre´mite´ est de quelques centaines de nanome`tres au plus, et une grille situe´e a`
quelques millime`tres). Etant donne´ la syme´trie essentiellement sphe´rique du montage, la
position de la grille influence tre`s peu la valeur du champ au niveau de la pointe. De cette
e´tape re´sulte une pointe purifie´e pre´sentant une extre´mite´ he´misphe´rique, dont le rayon de
courbure est compris entre 70 et 100 nm [19].
La nanopointe est ensuite construite sur ce support par un principe similaire. L’appli-
cation simultane´e d’un champ e´lectrique intense dirige´ vers l’exte´rieur de la pointe (typi-
quement 2 V/A˚) et d’une tempe´rature d’environ un tiers de la tempe´rature de fusion (3680
K) permet de donner a` la diffusion en surface un niveau comparable a` celui rencontre´ lors
de la fusion. L’e´crantage du champ e´lectrique restreint la lique´faction a` la dernie`re couche
atomique.
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Les atomes en surface ont tendance a` se de´placer a` la fois vers les re´gions de courbure
faible et vers les re´gions de champ fort. Pour une faible concentration initiale de de´fauts,
la premie`re tendance l’emporte sur la seconde. La diffusion tend a` uniformiser la sur-
face et a` favoriser la croissance des plans d’indice faible (de distance interplan e´leve´e). Le
processus aboutit a` la production d’une pointe ”build-up”, pyramide de´termine´e par la ren-
contre de trois plans (112) relativement peu inte´ressante pour la microscopie a` projection.
Pour une concentration initiale de de´fauts suffisamment e´leve´e, la seconde tendance l’em-
porte (d’autant plus facilement que le champ applique´ est fort). La diffusion se fait alors
pre´fe´rentiellement vers les protrusions existantes, ce qui tend a` les agrandir et a` amplifier
le phe´nome`ne.
Dans ces conditions, et tant que la tempe´rature et la tension e´lectrique sont maintenues,
l’apport d’atomes entraˆıne une e´mission continue d’ions (a` raison de 105/s) a` partir de
l’atome terminal de ces protrusions, ou` l’e´nergie de liaison est la plus faible. Des sources
localise´es d’ions me´talliques, e´mettant dans un faisceau de 2 degre´s d’angle d’ouverture,
sont ainsi re´alise´es.
La dernie`re e´tape de la fabrication des nanopointes consiste a` geler la structure de ces
protrusions. Cela se fait par refroidissement rapide, en mettant la pointe en contact avec
un re´servoir d’azote liquide, le champ e´lectrique e´tant maintenu. Les nanopointes ainsi
produites ont une hauteur comprise entre 2 et 5 nm.
Ces structures ont pu eˆtre e´tudie´es [19, 20] en microscopie a` e´mission de champ (FEM),
en observant leur e´mission e´lectronique lorsque la direction du champ est inverse´e, et par
microscopie a` e´mission de champ ionique (FIM), en observant l’e´mission d’ions induits par
le champ intense existant au voisinage de ces structures dans une atmosphe`re de He ou
Ne de 10−5 Torr. Les mesures en FIM, pour lesquelles des tensions e´leve´es sont ne´cessaires
(typiquement 15 kV), se font a` la tempe´rature de l’azote liquide pour maintenir la sta-
bilite´ de la nanopointe. En de´sorbant progressivement les atomes (par l’action du champ
e´lectrique), il est possible d’en examiner la structure. Une terminaison monoatomique ap-
paraˆıt, soutenue par 3 atomes, ainsi qu’une base pyramidale, rencontre de plusieurs plans
de surface. Les premie`res couches apparaissent peu ordonne´es, ce qui s’explique par l’e´tape
de refroidissement rapide.
Ces nanopointes sont stables, pour autant que les champs e´lectriques n’induisent pas
de nouvelle fusion de surface. Les valeurs critiques des champs applicables sont comprises
entre 1.2 et 1.6 V/A˚.
1.2.2 Proprie´te´s
Emission e´lectronique
En appliquant un champ e´lectrique vers les nanopointes, celles-ci e´mettent un faisceau
e´lectronique [21] a` partir de l’atome terminal (a` cause de l’amplification plus importante
du champ e´lectrique en ce point). La dispersion angulaire (largeur a` mi-hauteur) initiale
est estime´e a` 15-20 degre´s [22, 23]. Celle observe´e a` grande distance est autocollimate´e
a` environ 5 degre´s a` cause de l’influence du support de la nanopointe, a` condition que
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l’e´lectrode d’extraction soit situe´e a` plus de quelques dizaines de microns. Pour des dis-
tances infe´rieures a` quelques centaines de nanome`tres, la dispersion angulaire finale du
faisceau se rapproche de sa valeur initiale.
L’e´mission e´lectronique reste stable durant des heures, pour des courants infe´rieurs a`
1 nA. Pour des courants plus e´leve´s, jusqu’a` 0.1 µA, le courant peut fluctuer occasion-
nellement entre plusieurs niveaux (flip-flop), a` cause de modifications de la structure de
la nanopointe induites par l’e´chauffement de celle-ci. Enfin, pour des valeurs de courant
supe´rieures, les modifications induites par l’e´chauffement de la nanopointe tendent a` la
de´grader irre´versiblement.
Distribution d’e´nergie totale en pics
Une proprie´te´ remarquable de cette e´mission e´lectronique est sa distribution d’e´nergie
totale (TED) en pics [24, 25, 26]. Ces pics se trouvent en ge´ne´ral sur un intervalle d’e´nergie
de 2 eV en dessous du niveau de Fermi dans le support me´tallique. Les the´ories d’e´mission
de champ classique [27] ne permettent pas de reproduire leur distribution.
Leur nombre de´pend de la ge´ome´trie particulie`re et de la nature de la protrusion. En
augmentant la tension entre le support de la nanopointe et l’anode, les intensite´s relatives
des diffe´rents pics se modifient. Ils se de´placent tous vers des valeurs en e´nergie plus faibles,
d’une meˆme quantite´ line´airement proportionnelle a` la diffe´rence de tension applique´e. Le
degre´ de de´placement est fonction lui aussi de la ge´ome´trie et de la nature de la nanoprotru-
sion. La largeur de chacun des pics n’est modifie´e que si un e´chauffement de la nanopointe a
lieu suite a` l’augmentation de la tension. La figure 1.2 illustre une distribution e´nerge´tique
a` deux pics avec les modifications induites par un changement de tension.
Fig. 1.2 – Distribution d’e´nergie totale a` deux pics caracte´risant l’e´mission de champ a`
partir d’une nanopointe. Cette figure illustre le de´calage en e´nergie induit par une modifi-
cation de la tension applique´e entre le support de la nanopointe et une anode sphe´rique a`
3 cm.
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Une explication propose´e pour cette distribution en pics postule l’existence d’une struc-
ture de bandes localise´e dans la re´gion terminale de la pointe. L’e´mission e´lectronique serait
due a` un effet tunnel re´sonnant a` travers celles-ci [28]. Le de´placement en e´nergie induit
par une modification de la tension serait lie´ a` l’accumulation de charges dans l’extre´mite´
de la pointe. Nous avons reproduit a` la figure 1.3 un diagramme en e´nergie propose´ dans
la litte´rature[24] pour illustrer ces explications.
Fig. 1.3 – Mode`le simplifie´ de l’e´mission de champ par une nanopointe, re´sultant d’un
effet tunnel re´sonnant a` travers les bandes localise´es dans la re´gion terminale de la pointe,
illustre´ pour deux valeurs diffe´rentes de la tension.
Des expe´riences avec agre´gats me´talliques de´pose´s sur protrusions ont montre´ que les
pics caracte´risant la distribution e´nerge´tique des e´lectrons e´mis ont tendance a` devenir plus
fins et prononce´s quand la taille des agre´gats est re´duite [29, 30] ou la taille de la protrusion
augmente´e. Ces expe´riences confirment l’importance d’un confinement e´lectronique dans
un espace restreint en bout de pointe. Par ailleurs, des calculs en ”tight binding” ont
de´montre´ l’existence d’une structure de bandes locale sur l’extre´mite´ des nanopointes, pour
un nombre minimum de 4 couches et a` condition d’avoir une terminaison monoatomique
[31].
Effet Nottingham
L’effet Nottingham [32, 33] rend compte de l’e´chauffement (parfois du refroidissement)
d’un me´tal suite a` une e´mission e´lectronique. Dans une telle situation, les e´lectrons ex-
traits doivent obligatoirement eˆtre remplace´s. Un e´chauffement (refroidissement) du me´tal
peut se produire lorsque l’e´nergie moyenne des e´lectrons de remplacement est supe´rieure
(infe´rieure) a` l’e´nergie moyenne des e´lectrons extraits.
Dans le cas de pointes, cet effet est ne´gligeable pour des rayons de courbure supe´rieurs a`
quelques dizaines de nanome`tres et des courants infe´rieurs a` 1 µA. Par contre, il peut deve-
nir tre`s important dans le cas de nanopointes, a` cause de la structure en pics caracte´risant
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son spectre d’e´mission.
En effet, en conside´rant la figure 1.3, on s’aperc¸oit que pour chaque e´lectron extrait
a` partir de l’une des bandes repre´sente´es, les e´lectrons de remplacement peuvent provenir
d’un niveau de meˆme e´nergie dans le continuum du substrat (comme dans l’effet Nottin-
gham classique), mais aussi de niveaux supe´rieurs ou d’une autre bande dans la structure
locale. Dans ces deux derniers cas (propres a` la nanopointe), la diffe´rence d’e´nergie entre
l’e´lectron extrait et l’e´lectron de remplacement peut eˆtre de l’ordre de l’e´lectron-volt et
contribuer a` e´chauffer la structure locale.
Ces effets d’e´chauffement ont pu eˆtre mesure´s [34, 35]. Lorsqu’un atome de l’atmosphe`re
gazeuse vient s’adsorber sur l’extre´mite´ de la nanopointe, il peut se mettre a` osciller (par
sauts discrets) entre positions voisines sous l’effet de la tempe´rature, chaque position e´tant
associe´e a` une TED propre. Apre`s calibration, il est possible de mesurer la tempe´rature
locale de la nanopointe a` partir de la fre´quence d’oscillation de la TED (flip-flop). Pour
des valeurs de tension trop grandes, la mole´cule adsorbe´e devient instable et la mesure de
tempe´rature se base alors sur l’e´largissement des pics dans la TED.
Les re´sultats de ces e´tudes sont repre´sente´s par les figures 1.4 et 1.5, qui montrent
l’accroissement de la tempe´rature d’une nanopointe en fonction du courant extrait et de
la tension entre le support de cette nanopointe et une anode sphe´rique situe´e a` 3 cm. Les
valeurs de tension Vapp sont relie´es aux valeurs de champ local F par la relation :
F [V/m] = βVapp [V ] (1.1)
ou` β prend la valeur [36] : β = 5 − 10. 106 [m−1], qui est du meˆme ordre de grandeur
que celle obtenue en repre´sentant le support de la nanopointe et l’anode par deux sphe`res
emboˆıte´es, dont les rayons seraient respectivement le rayon de courbure du support de la
nanopointe et 3 cm.
Fig. 1.4 – Modification de la tempe´rature d’une nanopointe en fonction du courant extrait.
Afin d’e´viter un e´chauffement excessif de la nanopointe, pouvant re´sulter en de´gradations
irre´versibles, il s’ave`re que les valeurs critiques du courant extrait et du champ e´lectrique
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Fig. 1.5 – Modification de la tempe´rature de la nanopointe en fonction de la tension ap-
plique´e entre son support et une anode sphe´rique a` 3 cm.
local sont respectivement de 10 nA et 1 V/A˚. Cette dernie`re valeur est en conformite´ avec
les conclusions de la section 1.2.1.
La distribution d’e´nergie totale des e´lectrons e´mis peut pre´senter des pics situe´s au-
dessus du niveau de Fermi du support me´tallique. De telles situations sont possibles lorsque
la largeur des bandes concerne´es est plus petite que l’intervalle d’e´nergie caracte´risant le
pied de la distribution de Fermi. Les e´lectrons extraits dans ces bandes contribuent alors a`
refroidir la pointe. De telles situations ont e´te´ re´alise´es expe´rimentalement avec des agre´gats
d’or [37].
Nanopointes magne´tiques
Des nanopointes en fer ont e´te´ re´alise´es [38]. Leur support consiste en fibres mono-
cristallines de Fe oriente´es dans la direction 〈111〉 ou 〈110〉, pre´pare´es par traitements
e´lectrochimique et thermique successifs. Les nanopointes sont produites comme celles en
tungste`ne.
Lors de l’e´mission e´lectronique, le faisceau se scinde en deux (avec un e´cart angulaire de
4 a` 6 degre´s) lorsque la tempe´rature de la nanopointe est infe´rieure a` une tempe´rature cri-
tique proche de la tempe´rature de Curie du support (1042 K). L’e´mission d’ions me´talliques,
lors de l’e´tape de synthe`se de la nanopointe, pre´sente des structures sugge´rant e´galement
la pre´sence de champs magne´tiques.
Ces phe´nome`nes sont attribue´s a` l’existence d’une interaction magne´tique intense au
niveau de la nanopointe, bien qu’une explication pre´cise ne soit pas encore donne´e.
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1.2.3 Inte´reˆt pour la microscopie a` projection
Les nanopointes constituent des sources e´lectroniques ide´ales pour la microscopie a`
projection, avec des brillances e´leve´es comprises entre 106 et 107 A cm−2 str−1 pour une
tension d’extraction de 100 V. Cette grandeur, ramene´e a` sa valeur the´orique maximale,
de´finit le facteur de de´ge´ne´rescence δ, qui est de l’ordre de 10−3 pour 1 nA a` 200 V. Cette
valeur est plusieurs ordres de grandeur au-dessus de celles correspondant a` d’autres sources
e´lectroniques [39].
Comme nous l’avons mentionne´, le faisceau est autocollimate´ avec un angle d’ouver-
ture (largeur a` mi-hauteur) de 5 degre´s environ, pour une e´lectrode d’extraction a` plus
de quelques dizaines de microns, sans qu’une lentille e´lectronique ne soit ne´cessaire. Par
ailleurs, le faisceau e´lectronique est tre`s stable en intensite´, avec des variations infe´rieures
a` 1% pendant un intervalle de temps compris entre 2-3 heures et 10 heures.
La distribution en pics de l’e´nergie totale des e´lectrons extraits permet l’utilisation
d’e´lectrons caracte´rise´s par une faible dispersion e´nerge´tique. On utilisera des nanopointes
caracte´rise´es par des TED a` un seul pic. En pratique, on obtient des largeurs a` mi-hauteur
d’environ 0.1 eV a` tempe´rature ambiante [40]. La longueur de cohe´rence longitudinale, qui
donne la distance parcourue par l’e´lectron durant l’intervalle de temps lie´ a` la dispersion
e´nerge´tique ∆E du faisceau par la relation d’incertitude de Heisenberg, est donne´e par :
lc =
√2 ∗ E
m
( h¯
∆E
)
(1.2)
Pour une dispersion e´nerge´tique moyenne de 0.1 eV et une tension typique de 200 V, on
trouve une longueur de cohe´rence longitudinale de 55 nm. Il s’agit d’un crite`re pour qualifier
la dispersion e´nerge´tique. Il peut s’interpre´ter comme la diffe´rence de chemin entre deux
trajectoires, a` partir de laquelle des ondes correspondant aux valeurs extreˆmes de l’e´nergie
et initialement en phase pre´sentent un de´phasage supe´rieur a` 2pi. Dans le cadre du FPM, ce
crite`re n’est utile que si une relation de phase initiale existe entre les e´lectrons de diffe´rente
e´nergie. Il est important de constater que si une telle relation de phase existe, la longueur
de cohe´rence longitudinale est suffisamment grande pour que les phe´nome`nes de diffraction
ne soient pas limite´s par ce crite`re. En effet, pour une longueur d’onde infe´rieure a` 0.1 nm,
il faudrait une diffe´rence de chemin supe´rieure a` 550 longueurs d’onde avant qu’une perte
de contraste des franges apparaisse a` cause de la dispersion en e´nergie. Travailler avec
une dispersion e´nerge´tique faible est tre`s important. Une caracte´risation plus ade´quate a`
l’utilisation du faisceau en microscopie a` projection sera donne´e en section 1.3.2.
La terminaison monoatomique de la nanopointe, sans laquelle la dispersion e´nerge´tique
des e´lectrons serait plus importante, est responsable de la grande cohe´rence spatiale du
faisceau, puisque les e´lectrons extraits proviennent tous d’une re´gion de taille atomique. Le
faisceau pre´sente donc des caracte´ristiques ide´ales (voir aussi re´f. [41]) pour l’observation
de phe´nome`nes de diffraction. Selon un mode`le de cohe´rence [42], la longueur de cohe´rence
transverse sur un e´cran e´loigne´ est donne´e, a` un facteur multiplicatif pre`s, par :
lt ∼ (λL/a) (1.3)
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avec λ la longueur d’onde de l’e´lectron, L la distance de l’e´cran et a le rayon caracte´ristique
de la source. Cette relation peut eˆtre de´duite des relations d’incertitude de Heisenberg re-
liant l’incertitude sur la position (les dimensions de la source) et celle sur la quantite´ de
mouvement, dans le plan ou` ces dimensions sont conside´re´es. Remarquons que cette gran-
deur de´pend de la valeur particulie`re de L. Il est donc ne´cessaire de pre´ciser a` quelle distance
une longueur de cohe´rence transverse est donne´e. En prenant des valeurs caracte´ristiques,
on trouve une longueur de cohe´rence transverse a` l’e´cran de quelques centime`tres. Cette
distance calcule´e au niveau de l’objet donne l’e´cart maximum entre deux points de celui-ci,
dans un plan paralle`le a` l’e´cran, pouvant donner des franges d’interfe´rence contraste´es.
De la localisation de la source de´coule la possibilite´ d’observer des mole´cules avec une
onde incidente de forme essentiellement sphe´rique, et donc d’observer des figures de dif-
fraction de type Fresnel.
La ge´ome´trie particulie`re de ces nanopointes fait que le point de projection virtuel
(point d’ou` semblent provenir les e´lectrons a` grande distance) se trouve seulement a` une
distance comprise entre quelques nanome`tres et quelques dizaines de nanome`tres de l’espace
pouvant contenir l’objet a` observer. Pour un e´cran a` 10 cm et un objet ge´ne´ralement a`
moins de 100 nm du point de projection virtuel, des agrandissements supe´rieurs a` 106 sont
envisageables.
Enfin, la possibilite´ de scinder le faisceau e´lectronique graˆce a` des pointes magne´tiques,
dans un processus ou` le spin de l’e´lectron doit eˆtre essentiel, est tre`s inte´ressante mais n’a
pas e´te´ exploite´e jusqu’ici.
1.3 Le Microscope a` Projection de Fresnel
Comme nous l’avons vu, les nanopointes offrent de nombreux avantages pour la micro-
scopie a` projection. Nous allons examiner les caracte´ristiques de cette technique lorsqu’elle
est associe´e a` leur utilisation.
1.3.1 Pre´sentation ge´ne´rale
Le Microscope a` Projection de Fresnel, invente´ par Vu Thien Binh [43, 44, 45, 21],
utilise les proprie´te´s remarquables de ces nanopointes en tungste`ne. Celles utilise´es dans
ce montage ont une hauteur d’environ 2 nm.
La tension d’extraction est applique´e entre le support de la pointe et une grille en or
de 3 mm utilise´e en Microscopie Electronique a` Transmission. Cette grille est recouverte
d’un film de carbone d’environ 10 nm d’e´paisseur pre´sentant de nombreux trous et sert
de support pour les mole´cules a` observer. Sa position est controˆle´e par des cellules pie´zo-
e´lectriques, ce qui permet d’approcher la grille a` quelques dizaines de nanome`tres de la
pointe. Des tensions d’extraction comprises entre 50 et 300 V suffisent a` l’e´mission de
champ.
L’e´cran est a` 10 cm et consiste en un amplificateur de courant couple´ a` un e´cran
fluorescent. L’amplificateur est constitue´ de nombreux canaux inde´pendants, afin de ne
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pas de´grader la re´solution de l’image. Une tension e´lectrique peut eˆtre applique´e entre la
grille et l’e´cran fluorescent (typiquement moins de 50 V).
En l’absence d’e´chantillon, on observe un spot d’environ 1 cm sur l’e´cran. Le courant
extrait de la nanopointe, pour des tensions ge´ne´ralement comprises entre 200 et 300 V,
est dans la plupart des cas situe´ entre 1 et 5 pA, c’est-a`-dire trois ordres de grandeurs en
dessous des valeurs de courant pouvant entraˆıner une de´gradation de la nanopointe.
Les mole´cules a` observer sont dissoutes dans une solution de chloroforme a` une concen-
tration de quelques mg/l. Plusieurs µl de cette solution sont de´pose´s sur la grille en or.
Apre`s e´vaporation du solvant, la probabilite´ que certaines mole´cules enjambent un trou de
la grille est grande. Apre`s positionnement de la grille, celles-ci peuvent alors eˆtre observe´es
par projection. Un de´placement controˆle´ de la grille, graˆce aux cellules pie´zo-e´lectriques,
et l’observation du de´placement correspondant de l’image a` 10 cm permettent de de´duire
les dimensions de l’objet.
Les manipulations se font en ultra-haut vide (10−11 Torr) a` tempe´rature ambiante.
Aucune protection contre les champs magne´tiques parasites n’est ne´cessaire. Un syste`me
pneumatique offre une protection suffisante contre les vibrations.
1.3.2 Caracte´ristiques
Point de projection virtuel
A cause de la distribution du champ e´lectrique autour de la nanopointe, et en l’absence
d’objet sur la grille, la trajectoire des e´lectrons extraits est incurve´e de telle manie`re qu’a`
grande distance ceux-ci semblent provenir d’un point recule´ par rapport au point d’origine.
Ce lieu, de´fini par l’intersection des trajectoires rectilignes observe´es asymptotiquement,
est appele´ ”point de projection virtuel”.
La dispersion angulaire du faisceau extrait est re´duite, par rapport a` sa valeur initiale,
d’un facteur 2 [46] ou plus, lorsque la grille est situe´e a` quelques dizaines de microns de la
pointe. Ce confinement de la dispersion angulaire a lieu alors dans les 10 nm qui suivent la
pointe. Dans les conditions de travail habituelles, en supposant que les e´lectrons quittent la
pointe selon des trajectoires perpendiculaires a` la surface, le point de projection virtuel est
donc situe´ a` un minimum de deux fois le rayon de courbure de l’extre´mite´ de la nanopointe.
Habituellement, il se situe a` une distance comprise entre quelques nanome`tres et quelques
dizaines de nanome`tres de l’extre´mite´ de la nanopointe. Ces valeurs sont beaucoup plus
petites que celles correspondant a` des pointes he´misphe´riques (rayon de courbure supe´rieur
a` 50 nm). Cet effet de confinement du faisceau e´lectronique sur la position du point de
projection virtuel est illustre´ a` la figure 1.6.
La pre´sence d’un objet peut modifier les caracte´ristiques du faisceau a` grande dis-
tance, et donc la position du point de projection virtuel. En effet, les e´quipotentielles e´tant
de´forme´es dans le voisinage de l’objet, les e´lectrons subissent une de´viation supple´mentaire
et le point d’ou` ils semblent provenir a` grande distance peut changer par rapport a` une
situation ou` l’objet serait absent. Par exemple, pour des fibres d’environ 1 nanome`tre de
diame`tre, le point de projection virtuel apparaˆıt dans certaines situations devant la nano-
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Fig. 1.6 – Effet du confinement e´lectronique re´sultant en un point de projection virtuel V
diffe´rent du centre de courbure C de l’extre´mite´ de la nanopointe.
pointe.
Ces commentaires montrent la ne´cessite´ de mode´liser la diffusion e´lectronique aussi bien
au voisinage de l’objet que pre`s de la pointe, e´tant donne´ qu’il n’existe pas de point source
intrinse`que a` la nanopointe, mais plutoˆt une position effective qui de´pend de l’ensemble
du syste`me.
Possibilite´ d’une diffraction de type Fresnel
Etant donne´ la terminaison monoatomique des nanopointes, l’e´mission e´lectronique se
fait a` partir d’une re´gion dont les dimensions caracte´ristiques sont d’environ 0.5 nm. Cette
re´gion d’e´mission peut eˆtre conside´re´e comme ponctuelle et, en dessous d’une distance
critique, l’onde incidente au niveau de l’objet a un caracte`re essentiellement sphe´rique.
Tous les mode`les s’accordent pour attribuer a` ce caracte`re sphe´rique la possibilite´ d’ob-
tenir, a` partir d’un objet e´tudie´, des figures de diffraction de type Fresnel. Les images
obtenues sont dans ce cas fortement corre´le´es a` la distribution spatiale re´elle de l’objet.
Pour des sources plus de´localise´es ou une distance pointe-objet trop grande, l’onde
incidente au niveau de l’objet est essentiellement plane et les figures de diffraction sont de
type Fraunhofer. Une analyse plus complexe est alors ne´cessaire pour de´duire, a` partir des
images, des informations sur l’objet e´tudie´.
La distance critique, marquant le passage entre une diffraction de type Fresnel et une
diffraction de type Fraunhofer, est donne´e par :
dcritique = a
2/λ (1.4)
avec a la dimension caracte´ristique de l’objet et λ la longueur d’onde e´lectronique. A 300 V,
pour un petit objet de 1.4 nm, cette distance critique est d’environ 30 nm. Une observation
est donc possible avec un champ e´lectrique proche de la valeur critique de 1 V/A˚. Cette
valeur de 1.4 nm est justement le double du pouvoir de re´solution a` 300 V, tel que nous
l’estimerons par la suite.
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Re´solution
Plusieurs facteurs peuvent limiter la re´solution du FPM [47]. Il s’agit du temps d’exposi-
tion, de l’e´tendue de la source, des phe´nome`nes de diffraction, de la dispersion e´nerge´tique,
des champs magne´tiques et des vibrations. Nous allons conside´rer chacun de ces facteurs
se´pare´ment.
Le temps d’exposition En conside´rant l’image comme l’accumulation des contribu-
tions individuelles de chaque e´lectron arrivant sur l’e´cran, on comprend la ne´cessite´ d’un
nombre minimum d’e´lectrons afin que l’image soit suffisamment de´finie pour permettre la
distinction de deux re´gions diffe´rentes de l’objet.
Une e´quation donnant la re´solution minimale d’une image en fonction de la dose
d’e´lectrons et de l’efficacite´ de leur utilisation a e´te´ propose´e par Rose [48]. Le principe du
raisonnement consiste a` dire que deux re´gions circulaires adjacentes seront discernables si
chacune d’elle rec¸oit un minimum de 20 e´lectrons utilise´s efficacement.
Dans le cas du FPM, pour un courant compris entre 1 et 5 pA, un temps d’exposition
d’environ 0.5 s suffit. Par ailleurs, compte tenu de la stabilite´ de plusieurs heures du
faisceau e´lectronique, ce crite`re ne peut eˆtre celui fixant en fin de compte la re´solution,
puisqu’il peut eˆtre contourne´ en exposant l’image suffisamment longtemps. D’autre part,
un mode`le comme celui pre´sente´ dans ce travail, qui de´termine la fonction d’onde, et donc
la distribution de probabilite´ de de´tection des e´lectrons, pre´dit directement l’image obtenue
apre`s un temps d’exposition infiniment long.
La taille de la source Par un mode`le ge´ome´trique simple, l’e´tendue sur l’e´cran de´finie
par les droites joignant le contour de la source e´lectronique et un point de l’objet apparaˆıt
identique a` l’image donne´e par une zone centre´e autour de ce point de l’objet, de taille
e´gale a` celle de la source. Selon ce raisonnement, la limite de re´solution due aux dimensions
non nulles de la source serait donne´e par l’e´tendue de la source, qui est estime´e a` 0.5 nm.
Le fait que cette valeur soit supe´rieure aux dimensions caracte´ristiques de l’atome terminal
(de l’ordre de 0.1 nm) peut eˆtre attribue´ a` l’action du champ e´lectrique, qui est responsable
par ailleurs du de´placement du point de projection effectif.
Ce raisonnement conside`re a` tort la source comme un ensemble de points comple`tement
incohe´rents, alors qu’il existe une relation de phase de´finie entre eux, pour des e´lectrons
d’e´nergie donne´e.
Un mode`le de diffraction plus re´aliste, dont les bases sont donne´es au paragraphe sui-
vant, tient compte de la cohe´rence spatiale de la source. Ce mode`le [49] montre que la taille
de la source limite le contraste des franges de diffraction uniquement lorsque la position
de ces franges implique des distances supe´rieures a` la longueur de cohe´rence au niveau
de l’e´cran. Dans le cas d’une figure obtenue a` partir d’un objet opaque, cette limite est
justement atteinte lorsque l’interfrange, ramene´e au niveau de l’objet, est e´gale aux dimen-
sions de la source. Nous allons voir imme´diatement que cette situation n’est rencontre´e que
lorsque l’on sort des limites de re´solution dues a` la diffraction.
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La diffraction Lorsqu’un objet est place´ dans le faisceau e´lectronique, l’interfe´rence
observe´e en un point e´loigne´ sera constructive si la diffe´rence de chemin entre ce point et
l’extre´mite´ de la pointe, par un parcours direct et par un parcours passant par l’extre´mite´ de
l’objet, est e´gal a` un nombre entier de longueurs d’onde. Cette interfe´rence est destructive
lorsque cette diffe´rence de chemin est rallonge´e d’une demi-longueur d’onde. On donne au
faisceau re´fle´chi par l’objet un changement de phase e´quivalent a` 3
8
λ si le faisceau re´fle´chi
passe en dehors de l’ombre de l’objet et −1
8
λ sinon [49].
Compte tenu de ces re`gles e´le´mentaires, on peut estimer l’incertitude sur la position
exacte du bord de l’objet dans l’image par la moitie´ de la largeur de la frange de diffraction
dans laquelle il se trouve. Cette distance ramene´e au niveau de l’objet de´finit la limite de
re´solution due a` la diffraction :
∆d =
1
2
√
λd (1.5)
Pour une re´solution comprise entre 0.4 et 1 nm (a` 300 V), on voit qu’il faut une distance
point virtuel - objet d comprise entre 10 et 60 nm.
Cette limite de re´solution due a` la diffraction est toujours infe´rieure a` la longueur de
cohe´rence transverse au niveau de l’objet. Elle est e´gale a` l’e´tendue de la source (0.5 nm)
lorsque la moyenne ge´ome´trique entre la longueur d’onde et la distance pointe-objet vaut
1 nm et lui est supe´rieure pour des distances plus grandes. Il est inte´ressant de remarquer
que la figure de diffraction devient de type Fraunhofer lorsque la limite de re´solution due
a` la diffraction de´passe la moitie´ du diame`tre de l’objet.
Pour avoir une ide´e des valeurs de la limite de re´solution due a` la diffraction, nous
avons repre´sente´ a` la figure 1.7 l’e´quation 1.5 en prenant d [ A˚] = V [ V ] , c’est-a`-dire une
distance correspondant a` un champ e´lectrique proche de sa valeur critique.
Fig. 1.7 – Limite de re´solution due a` la diffraction pour un champ e´lectrique proche de sa
valeur critique (1 V/A˚).
Le raisonnement utilise´ ici est applique´ a` un objet essentiellement opaque ou` seuls les
e´lectrons diffracte´s sur le bord de l’objet contribuent a` l’image. Il se place dans le cadre
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d’une diffraction de type Fresnel, ce qui se justifie tant que le pouvoir de re´solution ne
de´passe pas la moitie´ des dimensions de l’objet.
Dispersion e´nerge´tique du faisceau incident Le raisonnement utilise´ pour calculer
la limite de re´solution due a` la diffraction peut e´galement eˆtre employe´ pour estimer l’in-
fluence de la dispersion e´nerge´tique du faisceau e´lectronique. En supposant une incohe´rence
comple`te entre e´lectrons d’e´nergie diffe´rente, on trouve que les franges entourant l’image
d’un point de l’objet sont affecte´es d’un de´placement relatif, par rapport a` la projection
ge´ome´trique de ce point, donne´ par :
∆x
x
=
1
4
∆E
E
(1.6)
avec ∆E la dispersion e´nerge´tique et E l’e´nergie moyenne des e´lectrons.
Pour une dispersion e´nerge´tique maximale de 0.2 eV et meˆme pour une tension aussi
petite que 15 V, cet e´cart relatif n’est que de 0.5 %, c’est-a`-dire une valeur ne´gligeable.
Champs magne´tiques parasites Des champs magne´tiques alternatifs parasites peu-
vent occasionner une perte de re´solution. Compte tenu de la grandeur de ces champs,
leur effet a` 10 cm sur la de´viation du faisceau e´lectronique est de l’ordre de 20 a` 100
µm, ce qui correspond a` une limite au pouvoir de re´solution du microscope (pour une
diffraction de type Fresnel) infe´rieure a` 0.1 nm. Cette quantite´ est moins importante que
celle correspondant a` la ge´ome´trie de la pointe ou aux phe´nome`nes de diffraction, de sorte
que les champs magne´tiques parasites peuvent eˆtre ne´glige´s comme facteurs limitant la
re´solution.
Vibration du syste`me pointe-objet Une variation de la position relative de l’objet
par rapport a` la pointe peut entraˆıner une perte de re´solution. Dans un mode de diffraction
de type Fresnel, la variation relative sur la position des franges est donne´e par la variation
relative de la position de l’objet par rapport a` la pointe. Les vibrations parasites sont
controˆle´es efficacement par un syste`me pneumatique.
Compte tenu de ces diffe´rents facteurs, il s’ave`re que la re´solution du FPM est fixe´e par
la diffraction. Des valeurs typiques de 0.5 nm sont obtenues vers 200 V.
1.3.3 Re´sultats
Observation de fibres de carbone
La grille en or est recouverte d’une membrane de carbone qui pre´sente de nombreux
trous traverse´s par des fibres. Des figures de diffraction peuvent eˆtre obtenues a` partir de
celles-ci.
Selon leur taille, elles apparaissent brillantes ou opaques. Cette diffe´rence de compor-
tement est interpre´te´e par une absorption des e´lectrons dans la fibre ou` par des chocs au
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cours desquels les e´lectrons concerne´s perdent toute relation de phase avec ceux diffuse´s
e´lastiquement et ne contribuent ainsi plus a` la formation d’une image cohe´rente. L’impor-
tance de ce phe´nome`ne est proportionnel a` la taille du mate´riau a` traverser.
Fibres transparentes Lorsque les fibres sont suffisamment fines (de diame`tre infe´rieur
a` 1 ou 2 nm), le faisceau e´lectronique peut les traverser sans perdre une part importante
de son intensite´. Ces fibres apparaissent alors transparentes.
La figure 1.8 montre l’observation d’une fibre de carbone de 1.4 nm de diame`tre, qui
apparaˆıt transparente. On y perc¸oit la re´solution du microscope qui est d’environ 0.5 nm.
En effet, chaque point de l’image correspond a` une moyenne de la transmission a` travers
l’objet sur une petite re´gion de 0.5 nm de rayon entourant le point de l’objet correspondant
au point de l’image. C’est pour cette raison que les bords de la fibre apparaissent gris sur
0.5 nm puisque la re´gion sur laquelle se fait la moyenne contient une partie en dehors de
la fibre.
Fig. 1.8 – De haut en bas : figure de diffraction de type Fresnel obtenue avec une fibre
de carbone de 1.4 nm de diame`tre ; une simulation par le formalisme de Kirchhoff ; la
projection ge´ome´trique, a` partir de la source virtuelle, du mode`le servant a` la simulation.
La tension est de 300 V.
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Pour des telles dimensions, l’influence de la fibre elle-meˆme sur les e´lectrons devient
comparable a` celle du champ e´lectrique environnant. Ce dernier a tendance a` attirer les
e´lectrons vers la fibre (effet de sucking-in). Un mode`le plus e´labore´ est ne´cessaire pour tenir
compte de cet effet.
Fibres opaques Pour des largeurs de fibre supe´rieures a` 2 nm, c’est-a`-dire pour des
largeurs de´passant le libre parcours moyen des e´lectrons (infe´rieur a` 1 nm) dans les fibres,
celles-ci deviennent opaques au faisceau. La figure 1.9 montre une fibre e´paisse (opaque)
qui se scinde en deux fibres plus fines (transparentes).
Fig. 1.9 – Se´paration d’une fibre de carbone e´paisse (opaque) en deux fibres fines (trans-
parentes).
La litte´rature s’accorde pour donner au libre parcours moyen des e´lectrons dans un
mate´riau organique des valeurs comprises entre 0.5 et 1 nm pour des e´nergies comprises
entre 100 et 300 eV (voir re´fe´rences [49, 50]). En utilisant les expressions recommande´es
[51] pour les mate´riaux organiques et la densite´ volumique du carbone (3.516 103 kg/m3)
[52], le libre parcours moyen des e´lectrons dans les mate´riaux organiques peut eˆtre estime´
par :
λ [nm] = 0.28
[
49
E2
+ 0.11E1/2
]
(1.7)
ou` l’e´nergie E est en eV. Cette e´quation fournit des valeurs proches de 0.5 nm pour des
e´nergies comprises entre 200 et 300 eV. Notons que ces valeurs correspondent a` des mesures
effectue´es sur des solides. Il est normal que les valeurs observe´es en microscopie a` projection
soient supe´rieures, puisque les e´lectrons ont ici la possibilite´ de s’e´chapper par le coˆte´.
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Observation de polyme`res
Les images obtenues avec des polyme`res sont plus complexes que celles obtenues avec
des fibres. Un exemple de ces images est donne´ a` la figure 1.10. Des oscillations pe´riodiques
sont observe´es sur la longueur des superstructures forme´es par les polyme`res (avec une
pe´riode typique de 5 nm). L’interpre´tation de ces images ne´cessite une description pre´cise
du champ e´lectrique entourant les mole´cules.
Fig. 1.10 – Diffractogramme d’une superstructure forme´e par des polyme`res provenant d’un
me´lange de polysulfone de bis-phenol-A (95 %) et de polyvinylpyrrolidone (5 %).
Observation de champs magne´tiques
Des champs magne´tiques ont e´te´ observe´s autour de particules de Fe3O4 [53, 54] de
quelques dizaines de nm3 pre´sentant un seul domaine magne´tique, ainsi que sur des surfaces
en escalier. Des transitions entre ferromagne´tisme et superparamagne´tisme ont pu eˆtre
observe´es. Nous avons reproduit a` la figure 1.11 l’observation d’un agre´gat de particules
magne´tiques.
Les franges caracte´ristiques des champs magne´tiques apparaissent claires, ge´ne´ralement
perpendiculaires a` la surface des particules, suivant les trajectoires suppose´es du champ
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Fig. 1.11 – Image d’un agre´gat de particules magne´tiques.
magne´tique. L’espacement entre ces franges est re´gulier dans des re´gions de champ constant.
Leur forme exacte varie avec la position relative du faisceau incident. Les ombres de ces
particules sont moins marque´es que celles de particules non magne´tiques.
Ces affirmations sont confirme´es par un mode`le utilisant les inte´grales de Kirchhoff.
Selon ce mode`le, le champ magne´tique induit une diffe´rence de phase entre les trajectoires
passant par deux points voisins dans ce champ, proportionnelle a` son intensite´. Les calculs
montrent qu’il est possible de de´tecter des variations de phase supe´rieures a` 2pi/50 et qu’une
variation brutale de phase de 2pi/10 donne le meˆme contraste qu’un objet opaque. Il est
ainsi possible de de´tecter des champs magne´tiques de 0.5 Tesla sur des particules de 10 nm
de coˆte´.
Le FPM s’ave`re donc tre`s sensible aux champs magne´tiques. Cette sensibilite´ s’explique
par le caracte`re essentiellement ponctuel de la source. Les conditions limites de plusieurs
faisceaux e´lectroniques arrivant au meˆme point de l’e´cran sont tre`s bien de´finies (puisque
le point de de´part est le meˆme). Pour une configuration donne´e du syste`me pointe-objet-
e´cran, les variations de phase, qui de´terminent les franges observe´es, sont lie´es uniquement
aux caracte´ristiques de l’objet.
1.3.4 Perspectives
Comme nous l’avons vu, le Microscope a` Projection de Fresnel donne des images forte-
ment corre´le´es a` une simple projection ge´ome´trique. Cette technique fournit en une seule
e´tape une image comple`te de la partie de l’e´chantillon situe´e dans le faisceau e´lectronique.
Des chaˆınes de polyme`res et d’ARN ont pu eˆtre visualise´es. Ces observations permettent
d’analyser l’organisation de ces mole´cules apre`s l’e´vaporation du solvant. Cette organisation
n’est pas influence´e par la pre´sence d’un substrat comme en STM, mais est observe´e dans
un milieu (le vide) qui ne pre´sente pas les meˆmes conditions physico-chimiques que celles
propres aux milieux aqueux. Cet outil donne cependant acce`s a` de nombreuses applications
inte´ressantes en biologie.
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L’observation de structures pe´riodiques dans certains polyme`res ou tubules de carbone
permet de ve´rifier les proprie´te´s pre´dites par les calculs de potentiel [55, 56]. Cet instru-
ment est e´galement tre`s sensible aux champs magne´tiques et offre ici aussi des possibilite´s
d’observation particulie`rement inte´ressantes. Enfin, la structure ouverte du montage laisse
la possibilite´ de manipuler l’objet e´tudie´ [15].
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Chapitre 2
The´ories
2.1 Introduction
Il existe beaucoup de the´ories pour expliquer l’e´mission de champ a` partir de corps
me´talliques [57, 58, 59, 60, 61, 62, 63, 64, 65, 66, 67]. Une mode´lisation du Microscope
a` Projection de Fresnel ne peut cependant se contenter d’une description du phe´nome`ne
d’e´mission, mais doit inclure une mode´lisation des phe´nome`nes de diffraction qui suivent
l’e´mission. Cette dernie`re partie ne´cessite un mode`le de diffusion en 3 dimensions, ce qui
exclut directement les mode`les a` une dimension, comme les approximations WKB, les frac-
tions continues,... Nous pre´senterons diffe´rents mode`les qui rendent compte des phe´nome`nes
de diffraction ulte´rieurs a` l’e´mission, souvent au de´triment d’une description pre´cise de ce
phe´nome`ne de de´part.
Nous commencerons par les the´ories les plus simples. Le premier mode`le, base´ sur les
inte´grales de Kirchhoff, fera l’objet d’une plus longue attention, e´tant donne´ les nombreux
renseignements qu’il nous donne sur l’interpre´tation des images.
Les autres techniques seront celles utilise´es principalement en STM, e´tant donne´ la
similitude de configuration avec le FPM. Nous nous limiterons a` une pre´sentation critique
de me´thodes base´es sur les fonctions de Green, la me´thode des e´le´ments finis et enfin la
me´thode des matrices de transfert.
Une dernie`re partie sera consacre´e a` notre me´thode, afin de la situer par rapport aux
autres techniques, de voir en quoi elle les ame´liore et comment elle inte`gre les avantages
de chacune.
2.2 Mode`les en diffusion simple
La plupart des techniques de simulation supposent l’existence d’une onde incidente
sphe´rique. Les conse´quences de la ge´ome´trie de la pointe, de la terminaison atomique et
du potentiel acce´le´rateur sont ainsi comprises dans les hypothe`ses de de´part.
Les mode`les que nous pre´senterons dans cette section correspondent a` une the´orie de
Green dans un espace vide et ne tiennent pas explicitement compte du potentiel acce´le´rateur.
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On peut toutefois conside´rer que son effet est grossie`rement inclus dans la position du point
source, qui doit correspondre au point de projection virtuel. Notons a` ce sujet que les ondes
sphe´riques sont solutions uniquement dans un espace vide (a` potentiel constant) a` l’excep-
tion d’une source ponctuelle. L’onde incidente, sous l’effet d’un champ acce´le´rateur, ne
peut donc certainement pas rester sphe´rique.
Le fait que ces the´ories donnent malgre´ tout des re´sultats satisfaisants confirme la
justesse des ide´es de de´part, a` savoir l’e´mission d’une onde a` caracte`re sphe´rique depuis la
nanopointe.
2.2.1 The´orie de Fresnel-Kirchhoff
Cette the´orie [68, 69, 70], emprunte´e a` l’optique, re´duit l’objet a` une surface de´crite
par un coefficient de transmission. La base de la me´thode est le principe de Huygens que
nous retrouverons ulte´rieurement dans le formalisme de Green. Cette me´thode est base´e
sur la formule de Fresnel-Kirchhoff [71], ou` l’onde incidente et sa de´rive´e sont conserve´es
dans l’objet et annule´es a` coˆte´. La fonction d’onde diffuse´e en un point r de l’e´cran, pour
une onde incidente de forme sphe´rique et d’amplitude Ψ0, est la suivante :
Ψs(r) =
Ψ0
iλ
∫∫
objet
T (x0,y0)B(x0,y0)
eik(rto+ros)
rtoros
cos(n,rto) + cos(n,ros)
2
dx0dy0 (2.1)
ou` λ est la longueur d’onde associe´e a` l’onde incidente, k la norme de son vecteur d’onde,
rto un vecteur reliant le point source au point conside´re´ de l’objet, ros un vecteur reliant
celui-ci au point r de l’e´cran, n un vecteur unitaire normal a` la surface, B(x0,y0) une
fonction permettant de moduler la distribution angulaire du faisceau incident au niveau de
l’objet et enfin T (x0,y0) la fonction de transmission de ce dernier. Les grandeurs vectorielles
invoque´es sont repre´sente´es a` la figure 2.1.
Fig. 2.1 – Ge´ome´trie du syste`me source-objet-e´cran.
Fonction de transmission homoge`ne
Certains objets, comme des fibres, peuvent eˆtre de´crits ade´quatement par une fonction
de transmission homoge`ne. Celle-ci peut prendre des valeurs comprises entre 0 et 1 selon
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le degre´ de transparence souhaite´. Avec des approximations justifie´es par l’importance des
distances source-objet et objet-e´cran par rapport aux autres dimensions caracte´ristiques
du proble`me, le formalisme de Kirchhoff montre que l’image a` grande distance pre´sente
les caracte´ristiques essentielles d’une projection ge´ome´trique a` partir du point source, a`
condition que l’onde incidente garde un caracte`re sphe´rique sur l’e´tendue de l’objet. Cette
condition n’est plus ve´rifie´e lorsque l’objet est trop e´loigne´ de la source.
Cette diffraction dirige´e pre´fe´rentiellement dans une direction s’explique par l’inho-
moge´ne´ite´ du faisceau incident sur l’objet. Les interfe´rences entre les ondes diffuse´es a`
partir du voisinage imme´diat d’un point donne´ r0 de l’objet ne sont constructives que dans
une direction pour laquelle la phase de ces ondes pre´sente un minimum de variations. Ces
ondes diffuse´es e´tant proportionnelles a` l’onde incidente, cette interfe´rence constructive se
fera dans la direction pour laquelle l’onde incidente en ce point r0 pre´sente elle-meˆme un mi-
nimum de variations, c’est-a`-dire la direction correspondant a` une projection ge´ome´trique
a` partir du point source. Etant donne´ la forme sphe´rique de l’onde incidente, la phase dans
le plan contenant l’objet et paralle`le a` l’e´cran augmente comme le carre´ de la distance a` ce
point r0. Seuls les points associe´s a` une phase suffisamment proche de celle correspondant
au point en question peuvent participer a` une interfe´rence constructive. Compte tenu de
la variation rapide de la phase, ceux-ci sont restreints a` une zone re´duite de sorte que le
faisceau diffuse´ n’emporte qu’une information locale. La re´gion participant a` cette informa-
tion locale correspond a` la re´solution du microscope. Il s’ave`re que les points situe´s a` une
distance donne´e par la limite de re´solution due a` la diffraction ∆d pre´sentent un de´phasage
de pi/4. Cette distance ∆d marque donc la limite des points pouvant interfe´rer de manie`re
constructive. Des points situe´s a` une distance double sont en opposition de phase. Ces
commentaires confirment l’analyse faite au chapitre 1. Rappelons que cette limite ∆d est
toujours infe´rieure a` la longueur de cohe´rence transverse au niveau de l’objet, graˆce aux
dimensions des nanopointes.
Quand l’onde incidente est homoge`ne au niveau de l’objet, ce qui est le cas lorsque la
source est tre`s e´loigne´e ou e´tendue, la diffraction est de type Fraunhofer et implique une
participation globale de l’objet quelle que soit la direction de diffusion. L’image de l’objet
correspond alors a` sa transforme´e de Fourier.
Fonction de transmission inhomoge`ne pour une description des champs e´lectriques
et magne´tiques
De manie`re ge´ne´rale, la fonction de transmission de l’objet peut eˆtre e´crite comme :
T (x0,y0) = exp(−α(x0,y0) + iξ(x0,y0)) (2.2)
La fonction ξ permet d’incorporer dans le formalisme l’action des champs e´lectriques et
magne´tiques. La diffe´rence de phase entre deux e´lectrons qui empruntent des trajectoires
diffe´rentes entre deux points limites est donne´e par [72] :
∆ξ =
e
h¯
∮
V dt− e
h¯
∫∫
B.dS (2.3)
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ou` les inte´grales sont effectue´es sur le contour (pour le potentiel V ) et la surface (pour
l’induction magne´tique B) de´finie par les deux trajectoires conside´re´es. Cette relation est
utilise´e pour de´finir la diffe´rence de phase a` attribuer entre deux points de l’objet en
conside´rant des trajectoires reliant la source e´lectronique au point d’observation sur l’e´cran
et passant par les points de l’objet en question.
Cette notion de trajectoire n’est pas claire dans un contexte ondulatoire. Elle permet
cependant de comprendre comment la distribution des champs influence la formation des
franges. A nouveau, une interfe´rence constructive se fera a` partir d’un point donne´ de
l’objet dans une direction telle que la phase pre´sente un minimum de variation avec les
points voisins. Dans le cadre de ce formalisme, une interfe´rence constructive a` partir d’un
point donne´ se fera pre´fe´rentiellement avec l’ensemble des points appartenant a` l’isosurface
de ξ passant par le point en question.
Lorsque seuls des champs e´lectriques sont pre´sents, cette isosurface correspond aux
e´quipotentielles de V . En effet, on peut imaginer que l’e´lectron emprunte diffe´rents che-
mins entre le point source et un point donne´ de l’e´cran, a` condition que ces chemins cor-
respondent aux meˆmes conditions limites (position et temps au de´part et a` l’arrive´e). Les
chemins intervenant dans l’inte´grale
∮
V dt doivent donc correspondre au meˆme intervalle
de temps et s’ils se situent sur une e´quipotentielle, l’inte´grale est nulle. Cela montre que
les franges d’interfe´rence sont dirige´es dans les directions donne´es par les e´quipotentielles
en l’absence de champ magne´tique.
Lorsque seuls des champs magne´tiques sont pre´sents, les isosurfaces de ξ suivent les
lignes du champ d’induction magne´tique B. En effet, l’inte´grale
∫∫
B . dS fait intervenir la
composante de B normale a` la surface conside´re´e. Si B est entie`rement contenu dans cette
surface, cette composante est nulle et par conse´quent l’inte´grale aussi. Cela montre que les
franges d’interfe´rence sont dirige´es selon les lignes d’induction magne´tique en l’absence de
champ e´lectrique.
La critique essentielle de cette me´thode est la re´duction de l’objet a` une surface de
transmission suppose´e connue. On ne´glige de cette fac¸on les effets duˆs a` la distribution
tridimensionnelle de l’objet, comme les diffusions multiples, les ondes stationnaires pou-
vant s’e´tablir dans l’objet, ... Cette me´thode est difficilement applicable pour traiter de
ve´ritables distributions de champs e´lectriques ou magne´tiques, mais donne une correspon-
dance inte´ressante entre les champs et les franges de diffraction.
2.2.2 The´ories de diffusion a` partir de sites atomiques
Certaines techniques de mode´lisation [13] utilisent un de´veloppement de la fonction
d’onde en ondes sphe´riques centre´es autour des atomes constituant l’objet e´tudie´. A chaque
site atomique est associe´ un pouvoir diffuseur ponctuel. Les phe´nome`nes de diffusions
multiples, qui interviennent a` partir de plusieurs plans atomiques dans l’objet, ne sont pas
conside´re´s.
Ces mode`les tiennent compte de la distribution spatiale de l’objet diffusant mais le
processus de diffusion est fortement simplifie´ puisque, d’une part la diffusion multiple est
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ne´glige´e et d’autre part, compte tenu de l’e´nergie des e´lectrons incidents, ceux-ci inter-
agissent avec l’ensemble du potentiel entourant les mole´cules observe´es, et ne se re´duisent
donc pas a` une interaction avec un ensemble de diffuseurs ponctuels.
Des mode`les plus e´labore´s [73] et base´s sur les meˆmes ide´es permettent d’incorporer le
nuage e´lectronique dans la description et de traiter la diffusion multiple.
2.3 Mode`les en diffusions multiples
A partir de quelques couches atomiques dans l’objet, il est ne´cessaire de tenir compte
des phe´nome`nes de diffusions multiples. Nous allons conside´rer les me´thodes par fonctions
de Green, par e´le´ments finis et par matrices de transfert qui permettent ce traitement.
2.3.1 Me´thode des fonctions de Green
L’e´quation de Schro¨dinger inde´pendante du temps[
− h¯
2
2m
∇2r + V0(r) + Vp(r)
]
Ψ(r) = EΨ(r) (2.4)
peut eˆtre re´solue par cette me´thode a` condition de connaˆıtre la solution Ψ0(r) de cette
e´quation lorsque Vp(r) = 0 et la fonction de Green G0(r,r
′,E) solution de :[
E +
h¯2
2m
∇2r − V0(r)
]
G0(r,r
′,E) = δ(|r− r′|) (2.5)
et satisfaisant les conditions de continuite´ ainsi que les conditions frontie`res de la fonction
d’onde. Pour un potentiel non perturbe´ V0(r) = 0 et des conditions limites correspondant
au vide (annulation de la fonction d’onde et de ses de´rive´es a` l’infini), la fonction de Green
a pour expression :
G0(r,r
′,E) = − m
2pih¯2
1
|r− r′|e
i
√
2mE
h¯2
|r−r′|
(2.6)
La solution de l’e´quation de Schro¨dinger comple`te peut alors s’exprimer par l’e´quation de
Lippmann-Schwinger :
Ψ(r) = Ψ0(r) +
∫∫∫
dv′G0(r,r′,E)Vp(r′)Ψ(r′) (2.7)
Cette me´thode est tre`s inte´ressante lorsque le potentiel perturbe´ Vp(r) est restreint a`
une petite re´gion de l’espace. Elle ne´cessite cependant une re´solution autoconsistente de
la fonction d’onde dans la re´gion ou` Vp(r
′) 6= 0 (appele´e diffuseur). Selon la me´thode de
Fredholm [74, 75], cette solution peut eˆtre approche´e par une discre´tisation du diffuseur.
Les dimensions des cellules de discre´tisation doivent eˆtre infe´rieures a` la longueur d’onde
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associe´e a` E. Une fois la solution connue dans le diffuseur, elle peut eˆtre propage´e en un
point quelconque en utilisant l’e´quation 2.7.
Cette e´tape de re´solution de la fonction d’onde dans le diffuseur, par discre´tisation de
l’espace, ne´cessite l’inversion d’une matrice dont le nombre de lignes/colonnes est donne´
par le nombre de cellules de discre´tisation. Pour un diffuseur peu localise´, la taille me´moire
ne´cessaire a` l’application de la me´thode devient vite excessive.
Plusieurs solutions existent pour re´duire la taille du diffuseur a` conside´rer. La solution
e´vidente consiste a` placer la plus grande partie du potentiel dans le terme V0, dans la
mesure ou` l’on est toujours capable de calculer la fonction de Green associe´e. Dans le
cadre du FPM, une barrie`re de potentiel triangulaire [76] re´duit le diffuseur a` la pointe et
a` la mole´cule observe´e.
Une solution de simplicite´ consiste a` passer l’e´tape d’inversion et prendre comme fonc-
tion d’onde dans le diffuseur l’expression de l’onde incidente. On se place alors dans le
cadre de la premie`re approximation de Born et on ne´glige les diffusions multiples qui ap-
paraissent pour un objet de plus de quelques couches atomiques. Une telle me´thode a e´te´
applique´e au FPM [77]. Pour une onde incidente plane dans le me´tal, on reproduit bien
l’e´mission e´lectronique a` partir de la pointe, mais il faudrait conside´rer au minimum une
diffusion double pour que l’onde incidente au niveau de l’objet ait un caracte`re sphe´rique.
Dans le cadre de la premie`re approximation de Born, l’onde incidente au niveau de l’objet
est plane et les figures de diffraction obtenues sont de type Fraunhofer.
Une simplification supple´mentaire du proble`me consiste a` remplacer le syste`me me´tal-
pointe par une source ponctuelle. Associe´s a` la premie`re approximation de Born, ces
mode`les sont ceux expose´s a` la section 2.2.
Des simplifications moins fortes sur la forme de l’onde incidente sont possibles. Kreuzer
[78, 16], par un de´veloppement de l’onde incidente en coordonne´es sphe´riques, laisse la
possibilite´ a` l’onde incidente de n’eˆtre pas strictement sphe´rique, mais ne pre´cise pas la
forme exacte de celle-ci. L’objet est re´duit a` un ensemble de points diffuseurs, centre´s sur
les noyaux atomiques. Le prix de ce raffinement de l’onde incidente est une augmentation
de la taille du syste`me a` re´soudre, puisque le nombre de lignes/colonnes de la matrice a`
inverser devient le produit entre le nombre d’atomes constituant l’objet et le nombre de
fonctions de base ne´cessaires au de´veloppement de la fonction d’onde.
Des me´thodes plus raffine´es pour la re´solution des e´quations de Lippmann-Schwinger
existent. La me´thode des propagateurs ge´ne´ralise´s [79, 80, 81, 82, 83] permet d’introduire
les cellules constituant le diffuseur l’une apre`s l’autre. Cet algorithme remplace l’inversion
brutale de la matrice conside´re´e jusqu’ici par des e´tapes successives. En ge´ne´ral, la me´thode
gagne en stabilite´ par rapport a` une inversion de matrice directe mais un examen attentif de
l’algorithme montre qu’une matrice de taille e´quivalente a` celle obtenue sans application de
cette technique est ne´cessaire au de´part. Une autre fac¸on d’aborder le proble`me consiste a`
remplacer l’inversion de matrice par une re´solution de syste`me, lorsqu’un seul e´tat incident
Ψ0(r) (ou un nombre infe´rieur a` la dimension de la matrice) doit eˆtre conside´re´. Cette
dernie`re approche est la plus stable.
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Une me´thode efficace pour re´duire la taille du syste`me a` inverser consiste a` tenir compte
de syme´tries pre´sentes dans le proble`me. Dans le cadre du FPM, le syste`me peut eˆtre
caracte´rise´ par la pre´sence d’un axe central d’ordre n (qui laisse le syste`me invariant apre`s
rotation autour de cet axe d’un angle de 2pi/n). La matrice a` inverser devient bloc-circulante
[84, 85, 86] et re´duit la dimension des matrices a` inverser de n.
Dans cet ordre d’ide´es, un syste`me de coordonne´es bien adapte´ peut re´duire la taille des
matrices a` inverser [87]. Ainsi, en coordonne´es cylindriques, seules certaines composantes
de la fonction d’onde doivent eˆtre conside´re´es, les autres contribuant de fac¸on ne´gligeable
a` la solution.
Enfin, il est possible de restreindre la diffusion dans le diffuseur a` des cellules voisines.
La matrice a` inverser devient ainsi bande-diagonale, ce qui re´duit quelque peu les ressources
ne´cessaires. Pour une cellule donne´e, le nombre de cellules voisines a` conside´rer (et donc le
nombre de bandes dans la matrice) reste cependant e´leve´.
Pour fixer les ide´es sur la taille me´moire ne´cessaire a` l’application de cette me´thode en
FPM, nous conside´rerons un syste`me perturbatif re´duit a` la pointe elle-meˆme, dans le cas
le plus favorable, a` savoir une pointe a` syme´trie axiale avec un syste`me de coordonne´es
cylindriques adapte´ a` cette syme´trie. A 50 V, la longueur d’onde λ est d’environ 1.5 A˚.
Nous devons discre´tiser 10 × 20 A˚2 avec des e´le´ments de surface de λ/4 de coˆte´. Le nombre
de cellules de discre´tisation est d’environ 1400. Pour des nombres complexes en simple
pre´cision, la matrice a` inverser est de 15 Mb. Pour des situations plus habituelles, qui ne
sont pas caracte´rise´es par une syme´trie axiale, une description en coordonne´es carte´siennes
conduit a` l’inversion d’une matrice de 170 GB ! Selon la description du proble`me, qui
de´pend des syme´tries exploitables, la taille de la matrice a` inverser est comprise entre
ces deux extreˆmes, pour la pointe uniquement. Notons cependant que quelques couches
atomiques suffisent a` repre´senter la nanopointe dans une simulation. La taille des matrices a`
conside´rer est alors moins importante, mais atteint les valeurs donne´es lorsque les e´le´ments
a` discre´tiser occupent un volume de (20 A˚)3.
2.3.2 Me´thode des e´le´ments finis
Dans le cadre du STM, le principe de cette me´thode consiste a` de´velopper la fonction
d’onde, pour chaque e´tat incident dans le me´tal, suivant un nombre fini N de fonctions de
base connues Φi(r) :
Ψ(r) = Ψinc(r) +
N∑
i
ΨiΦi(r) (2.8)
Ces fonctions de base contiennent les e´tats re´fle´chis dans le me´tal d’incidence, les e´tats
transmis dans le me´tal situe´ en face, des solutions analytiques dans les re´gions ou` le po-
tentiel le permet et enfin des fonctions de base localise´es sur un maillage dans les re´gions
ou` le potentiel ne´cessite un traitement nume´rique. Elles sont construites de manie`re a` limi-
ter leur recouvrement sur des mailles adjacentes. Ces fonctions, leurs de´rive´es premie`res et
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croise´es selon les diffe´rents axes de coordonne´es doivent eˆtre continues, afin de respecter les
conditions de continuite´ impose´es a` la fonction d’onde et faciliter le calcul des inte´grales de
recouvrement. En chaque point du maillage, deux fonctions de base par dimension spatiale
suffisent.
La discre´tisation des e´tats incidents, re´fle´chis et transmis est re´alise´e en imposant cer-
taines conditions frontie`res. Dans un mode`le de STM base´ sur une syme´trie axiale du
potentiel [88, 89, 90], cette discre´tisation est obtenue en imposant aux e´lectrons de rester
a` l’inte´rieur d’un cylindre de rayon fixe´.
Les coefficients inconnus Ψi sont de´termine´s en re´solvant matriciellement le syste`me
alge´brique suivant :
N∑
i
Ψi 〈Φj |(H − E)|Φi〉 = −〈Φj |(H − E)|Φinc〉 (2.9)
ou` H = − h¯2
2m
∇2 + V (r) est l’hamiltonien du syste`me. Pour des expressions simples des
fonctions de base, le calcul des e´le´ments de la matrice a` inverser pre´sente peu de difficulte´s.
Comme dans la me´thode par fonctions de Green, la re´solution de l’e´quation de Schro¨din-
ger revient a` la re´solution d’un syste`me dont la dimension est fixe´e par le nombre total de
fonctions de base. Pour un meˆme potentiel a` traiter, les matrices a` conside´rer sont plus
grandes que par la me´thode des fonctions de Green. En effet, bien que la re´solution du
maillage soit e´quivalente, a` chaque point de celui-ci sont associe´es plusieurs fonctions de
base (2Ndim, Ndim e´tant le nombre de dimensions) auxquelles s’ajoutent les fonctions de
base dans les re´gions d’incidence et de transmission. Cependant, a` cause du recouvrement
limite´ a` des mailles adjacentes, cette matrice pre´sente une structure en bandes qui alle`ge
fortement les conditions de stockage et de re´solution. En effet, pour la meˆme grille de´crivant
la pointe en coordonne´es carte´siennes, le stockage des bandes de la matrices correspondant
aux fonctions de base localise´es sur les points de la grille ne´cessite 660 MB (c’est-a`-dire
1000 fois moins que par la me´thode par fonctions de Green). En cas de syme´trie axiale, le
stockage ne´cessite 875 KB (environ 20 fois moins que par la me´thode pre´ce´dente). Une telle
structure ne peut eˆtre atteinte en formalisme de Green avec le meˆme degre´ de pre´cision.
Lorsque la matrice est inverse´e, elle devient utilisable pour toutes les ondes incidentes.
Notons que le formalisme de Green offre cette possibilite´ aussi, pour des e´lectrons d’e´nergie
donne´e. Ce formalisme est cependant moins adapte´ que celui par fonctions de Green pour
propager la solution depuis le diffuseur jusqu’a` une distance lointaine, comme cela doit se
faire dans une simulation du FPM.
L’efficacite´ de cette me´thode est principalement alourdie par l’estimation qu’elle donne
de la fonction d’onde dans le diffuseur. Cette estimation exige la re´solution d’un syste`me
de taille trop importante pour que nous conside´rions cette me´thode dans un mode`le de
FPM.
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2.3.3 Me´thode des matrices de transfert
Un calcul de fonction d’onde dans le diffuseur pre´sente un inte´reˆt, mais alourdit forte-
ment les calculs. Les me´thodes par matrices de transfert ne donnent a` aucun moment une
estimation de ces valeurs et se contentent de fournir une expression de la fonction d’onde
en dehors du diffuseur. Comme dans la me´thode par e´le´ments finis, les e´tats incidents,
re´fle´chis et transmis sont quantifie´s. La me´thode par matrices de transfert ne fournit que
les e´tats transmis et re´fle´chis, pour chaque e´tat incident.
Pour y parvenir, on conside`re chaque e´tat sortant se´pare´ment. Les valeurs de la fonction
d’onde et de ses de´rive´es sont ainsi fixe´es en sortie de la zone de diffusion (z = D). Une
me´thode nume´rique quelconque est alors utilise´e pour propager ces valeurs jusqu’a` l’entre´e
de la zone de diffusion (z = 0), ou` la fonction d’onde est de´compose´e en e´tats incidents et
re´fle´chis. On obtient ainsi un ensemble de solutions :
Ψj(r)
z≤0
=
N∑
i
Ai,jΨ
inc
i (r) +
N∑
i
Bi,jΨ
ref
i (r)
z≥D
= Ψtransj (r) (2.10)
Etant donne´ la line´arite´ de l’e´quation de Schro¨dinger, ces solutions peuvent eˆtre com-
bine´es pour donner le re´sultat souhaite´ :
Ψj(r)
z≤0
= Ψincj (r) +
N∑
i
t−+i,j Ψ
ref
i (r)
z≥D
=
N∑
i
t++i,j Ψ
trans
i (r) (2.11)
ou` t++ = A−1 et t−+ = BA−1.
Cette me´thode a permis une simulation efficace du STM [91, 92]. Elle est beaucoup plus
e´conome que les deux me´thodes pre´ce´dentes, car la taille des matrices a` inverser ne de´pend
que du nombre de fonctions de base utilise´es en dehors du diffuseur et pas du nombre
de mailles ne´cessaires pour repre´senter le potentiel dans celui-ci. Ici aussi une re´solution
de syste`me peut remplacer l’inversion de matrice lorsqu’une partie seulement des solutions
Ψj(r) est souhaite´e. Reprenons l’exemple de la pointe. Fixons les e´tats de base en imposant
aux e´lectrons d’eˆtre enferme´s dans un cube de 60 A˚ de coˆte´ (ce qui est beaucoup par rapport
au diame`tre de la pointe, qui n’est que de 20 A˚). Pour une longueur d’onde de 1.5 A˚, le
nombre d’e´tats de base est de 1600 et la matrice a` inverser ne fait ”que” 20 MB (a` comparer
avec 170 GB (Green) et 660 MB (e´le´ments finis)). Dans le cas d’une syme´trie axiale, les
20 MB se re´duisent a` 3 KB (a` comparer avec 15 MB (Green) et 875 KB (e´le´ments finis)).
Notons qu’un cube de 60 A˚ de coˆte´ peut contenir plus qu’une pointe de 20 A˚ de diame`tre,
mais que la validite´ des re´sultats fournis de´pend de celle de l’hypothe`se de confinement
dans le volume de 60 A˚ de coˆte´. La taille croissante du faisceau extrait remet en question
cette hypothe`se a` partir d’une certaine distance de la pointe.
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Cette me´thode pre´sente des proble`mes d’instabilite´s a` cause de l’e´tape de propaga-
tion nume´rique a` travers le diffuseur et l’e´tape d’inversion. En effet, cette formulation
du proble`me implique l’inversion d’une matrice qui contient la transmission a` travers
une barrie`re de potentiel d’e´tats associe´s a` des valeurs d’e´nergie normale E − h¯2
2m
k2// tre`s
diffe´rentes. La condition de la matrice a` inverser est donne´e par le rapport entre l’amplitude
de transmission maximale et minimale. Pour une distance entre le support de la pointe et
la grille de 60 A˚, cette condition vaut environ e2pi/λ∗D = 10110. En double pre´cision, le
nombre de chiffres significatifs n’est que de 15 ...
Enfin, comme la me´thode par e´le´ments finis, celle-ci est mal adapte´e pour propager la
fonction d’onde en sortie du diffuseur sur une grande distance.
2.4 Notre me´thode
Il est inte´ressant a` ce stade de montrer comment notre me´thode [93, 94] se situe par
rapport a` ces trois derniers mode`les et comment elle a su profiter des avantages de chacun.
Ces mode`les nous ont montre´ a` quel point il est utile de tenir compte des syme´tries
e´ventuellement pre´sentes dans le proble`me. La syme´trie axiale est une condition qui res-
treint fortement les syste`mes pouvant eˆtre traite´s. Nous relaˆcherons cette condition en
supposant la pre´sence d’un axe de syme´trie d’ordre n, laissant le syste`me invariant apre`s
une rotation de 2pi/n autour d’un axe central. Cette condition n’empeˆche pas de traiter
des situations quelconques pour lesquelles n = 1. Comme dans le cas axial, une description
en coordonne´es cylindriques s’impose.
Le calcul de diffusion proprement dit ne´cessite un minimum de place me´moire lorsqu’il
est traite´ par matrices de transfert. Notre mode`le se place ainsi dans cette me´thodologie.
La quantification des e´tats incidents, re´fle´chis et transmis se fait comme dans un mode`le
de STM par e´le´ments finis [88, 89, 90], en imposant aux e´lectrons de rester confine´s a`
l’inte´rieur d’un cylindre de rayon donne´.
Les proble`mes de stabilite´ ont e´te´ maˆıtrise´s sur deux plans. L’e´tape de propagation des
ondes, qui pre´ce`de l’inversion de matrice (dans un contexte ou` toutes les solutions corres-
pondant a` chaque e´tat incident possible sont utilise´es), se fait de manie`re exacte, moyennant
l’hypothe`se que le potentiel varie en escaliers. Cette hypothe`se est faible, puisqu’il suffit de
prendre des paliers suffisamment petits, et e´vite les me´thodes nume´riques classiques. En-
suite, l’e´tape d’inversion de la matrice finale, qui entraˆıne une perte comple`te des chiffres
significatifs, est remplace´e par plusieurs inversions de matrices exprimant des re´sultats
interme´diaires mais mieux conditionne´es. Cette dernie`re e´tape est due a` la me´thode des
tranches introduite par Pendry [95, 96]. Cette technique consiste a` diviser la re´gion de dif-
fusion en plusieurs sous-re´gions adjacentes, a` calculer les matrices de transfert de chaque
tranche et a` les combiner pour obtenir celles du syste`me complet. Un mode`le exprimant
la pre´cision des matrices obtenues par cette me´thode a e´te´ de´veloppe´e dans ce travail. Il
permet de pre´voir avant tout calcul la pre´cision du re´sultat final.
Les matrices de transfert sont habituellement carre´es. Nous avons de´veloppe´ la me´thode
en permettant le traitement de situations dont la repre´sentation implique des matrices
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rectangulaires.
Finalement, le formalisme de Green est le mieux adapte´ pour propager les fonctions
d’onde sur une grande distance. Notre me´thode emprunte a` cette the´orie cet avantage, en
propageant les ondes sortant du diffuseur, telles que calcule´es par matrices de transfert,
selon le principe de Huygens obtenu dans le formalisme de Green.
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Chapitre 3
The´orie de diffusion e´lectronique par
un potentiel re´el
3.1 Introduction
Le proble`me que nous avons a` traiter comporte trois parties : le support me´tallique
de la pointe, la re´gion entre la surface de ce support et la grille conductrice et enfin la
re´gion s’e´tendant au-dela` de cette grille jusqu’a` l’e´cran. Nous de´signerons ces trois re´gions
respectivement par re´gion I (z ≤ 0), II (0 ≤ z ≤ D) et III (z ≥ D). Ces trois re´gions sont
repre´sente´es a` la figure 3.1.
Fig. 3.1 – Disposition des trois re´gions intervenant dans notre mode`le.
Nous supposerons le support me´tallique de´limite´ par le plan z = 0 et occupant l’espace
z ≤ 0. Le me´tal dans cette partie du proble`me sera de´crit par un mode`le d’e´lectrons libres et
caracte´rise´ par des valeurs empiriques de l’e´nergie de Fermi (EF ) et du travail d’extraction
(W ).
La re´gion interme´diaire II contient la pointe et l’objet observe´. L’e´nergie potentielle
dans cette re´gion de´pend du proble`me conside´re´. Nous supposerons simplement que cette
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distribution de potentiel reste invariante sous l’action d’une rotation de 2pi/n autour de
l’axe central z. Cette hypothe`se est ve´rifie´e par la structure atomique des nanopointes
que nous conside´rerons par la suite (ou` n=3) ainsi que par les objets que nous e´tudierons
(ou` n=2). Elle n’entraˆıne aucune perte de ge´ne´ralite´ puisque le cas n=1 permet de traiter
toutes les situations.
La re´gion III correspond au vide entre la grille conductrice et l’e´cran. Nous supposerons
l’e´cran au meˆme potentiel que la grille, de sorte que l’e´nergie potentielle dans cette re´gion
est constante. Nous poserons cette constante e´gale a` 0. Avec cette convention, l’e´nergie
potentielle dans la re´gion I est alors Vmet = eV −W −EF , ou` −e est la charge de l’e´lectron
et V la tension applique´e entre la grille et le support me´tallique.
Fig. 3.2 – Energie potentielle dans les trois re´gions du mode`le.
La re´gion I est parcourue par un tre`s grand nombre d’e´lectrons. Certains de ceux-ci
parviennent a` s’e´chapper du me´tal, en traversant par effet tunnel la barrie`re de potentiel
repre´sente´e sche´matiquement a` la figure 3.2. Ces e´lectrons sont diffuse´s dans la re´gion II
avant de se propager librement dans la re´gion III jusqu’a` l’e´cran. L’image observe´e sur
cet e´cran est due a` la contribution de chacun de ces e´lectrons. Le but de ce chapitre est
de pre´senter une me´thode permettant de reproduire cette image, dans le cas ou` l’e´nergie
potentielle ne prend que des valeurs re´elles.
Nous chercherons dans un premier temps une repre´sentation de la fonction d’onde bien
adapte´e aux conditions de ce proble`me. Nous examinerons ensuite ce que devient l’e´quation
de Schro¨dinger dans cette repre´sentation ainsi que les me´thodes nume´riques qui permettent
de la traiter. Nous nous servirons alors de ces me´thodes pour e´tablir un ensemble de solu-
tions qui correspondent aux conditions de diffusion (c’est-a`-dire des solutions qui de´crivent
la transmission et la re´flexion d’e´lectrons incidents dans la re´gion I). Ces solutions seront
utilise´es pour calculer la densite´ de courant totale a` l’e´cran.
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3.2 Repre´sentation de la fonction d’onde
Puisque nous souhaitons une the´orie de diffusion capable d’exploiter un axe de syme´trie
central, il est ne´cessaire de choisir une repre´sentation bien adapte´e. Les coordonne´es cylin-
driques s’imposent d’elles-meˆmes. Elles de´crivent en effet ide´alement la surface du me´tal, la
grille ainsi que la pointe qui en premie`re approximation peut eˆtre re´duite a` un coˆne. Notons
donc ρ (distance a` l’axe central) et φ (angle azimutal) les coordonne´es comple´mentaires a`
z.
3.2.1 Fonctions de base pour un espace infini
Afin de comprendre l’utilite´ des hypothe`ses que nous poserons par la suite, com-
menc¸ons par e´tablir un de´veloppement de la fonction d’onde valable dans tout l’espace. Le
de´veloppement que nous choisissons est le suivant :
|Ψ > (z) =
+∞∑
m=−∞
∫ +∞
0
dk//Φm,k//(z)|m,k// > (3.1)
Dans ce de´veloppement, nous avons se´pare´ la de´pendance en z, qui devra eˆtre de´termine´e
par la suite, de la de´pendance en ρ et φ, qui est de´crite de manie`re analytique par des
fonctions de base. Les oscillations de la fonction d’onde sont donc a` partir de ce point par-
faitement de´crites dans deux dimensions de l’espace. Ces fonctions de base sont donne´es
par :
< ρ,φ|m,k// >=
√
k//
2pi
Jm(k//ρ)e
imφ (3.2)
ou` Jm de´signe les fonctions de Bessel de premie`re espe`ce. Les fonctions pre´sentes dans ces
expressions ont chacune un comportement re´gulier dans tout l’espace.
Pour s’assurer de la qualite´ de la repre´sentation, commenc¸ons par ve´rifier la comple´tude
de la base |m,k// > par rapport a` ρ et φ. La base est comple`te si elle ve´rifie :
1ρ,φ =
+∞∑
m=−∞
∫ +∞
0
dk//|m,k// >< m,k//| (3.3)
En utilisant les relations :
δ(φ− φ′) = 1
2pi
+∞∑
m=−∞
eim(φ−φ
′) (3.4)
δ(ρ− ρ′) = ρ
∫ +∞
0
dk//k//Jm(k//ρ)Jm(k//ρ
′) (3.5)
l’e´quation 3.3 fournit le re´sultat correct suivant :
< ρ,φ|ρ′,φ′ >= 1
ρ
δ(φ− φ′)δ(ρ− ρ′) (3.6)
qui confirme la comple´tude de la base.
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Par ailleurs, en utilisant les relations :
δm,m′ =
1
2pi
∫ 2pi
0
dφei(m−m
′)φ (3.7)
δ(k// − k′//) = k//
∫ +∞
0
dρρJm(k//ρ)Jm(k
′
//ρ) (3.8)
on e´tablit facilement le re´sultat suivant :
< m,k//|m′,k′// >= δm,m′δ(k// − k′//) (3.9)
qui montre que la base est orthonormale.
En utilisant cette proprie´te´, on de´duit l’expression des coefficients du de´veloppement :
Φm,k//(z) = < m,k//|Ψ > (z)
=
√
k//
2pi
∫ +∞
0
dρρ
∫ 2pi
0
dφJm(k//ρ)e
−imφΨ(ρ,φ,z) (3.10)
Une expression du type 3.1 permet donc de de´crire la fonction d’onde de manie`re
comple`te. Malheureusement, l’indice k// est continu et la repre´sentation est ainsi mal
adapte´e a` un traitement nume´rique. Par ailleurs, les coefficients 3.10 de´crivent une dis-
tribution (chacun d’eux diverge !) et ne peuvent eˆtre manipule´s en dehors de l’expression
3.1. Ces proble`mes peuvent eˆtre re´solus en imposant une quantification de l’indice k//.
3.2.2 Fonctions de base pour un espace restreint
On peut forcer une discre´tisation du continuum d’indice k// en imposant a` la fonction
d’onde de rester confine´e dans un espace restreint. Etant donne´ la ge´ome´trie cylindrique
envisage´e jusqu’ici, nous choisirons comme espace de confinement un cylindre centre´ sur
l’axe z et de rayon R. La figure 3.3 illustre cette hypothe`se de confinement, que nous posons
uniquement dans les re´gions I et II.
Cette hypothe`se est parfaitement ade´quate pour le proble`me qui nous inte´resse puisque
les e´lectrons sortent du me´tal principalement par la pointe et que, pour une valeur de R
suffisamment grande, une fraction ne´gligeable de la fonction d’onde rencontre les parois
du cylindre en dec¸a` de la grille conductrice. Par contre cette hypothe`se ne pourrait eˆtre
maintenue dans la re´gion III puisque le faisceau finirait par rencontrer les limites du cylindre
avant d’atteindre l’e´cran a` 10 cm. Nous imposerons donc :
Ψ(ρ,φ,z) = 0 si ρ > R et z ≤ D (3.11)
La se´lection des valeurs de k// de´pend de la condition que nous imposons en ρ = R. On
pourrait choisir des valeurs qui ve´rifient Jm(km,jR) = 0, ou` les nouveaux indices indiquent
la quantification et le fait que les valeurs de´pendent de celles de m. Imposer cela revient
a` annuler la fonction d’onde ainsi que la densite´ de courant en ρ = R. Il est pre´fe´rable
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Fig. 3.3 – Hypothe`se de confinement dans les re´gions I et II.
d’imposer plutoˆt J ′m(km,jR) = 0 car cette condition revient a` annuler uniquement la densite´
de courant radiale en ρ = R. Cette condition est donc moins forte. De plus, la racine k0,0=0
qui correspond a` un e´tat dont le vecteur d’onde est purement axial appartient alors a` la
repre´sentation. Etant donne´ qu’elle correspond a` la partie la plus importante de la fonction
d’onde, il est pre´fe´rable de la conserver.
La fonction d’onde s’exprime alors comme :
|Ψ > (z) =
+∞∑
m=−∞
∑
j
Φ(m,j)(z)|m,j > (3.12)
avec :
< ρ,φ|m,j > ρ≤R= Jm(km,jρ)e
imφ√
2pi
∫ R
0 dρρ [Jm(km,jρ)]
2
ρ>R
= 0 (3.13)
Le fait que les se´ries de Fourier-Bessel f(x) =
∑
j ajJm(βm,j
x
a
) convergent de manie`re
uniforme [97, 98] a` l’inte´rieur de l’intervalle [0,a] (avec βm,j la j
ie`me racine de J ′m) nous
autorise a` e´crire la relation
δ(ρ− ρ′) = ρ∑
j
Jm(km,jρ)Jm(km,jρ
′)∫ R
0 dρρ [Jm(km,jρ)]
2 (3.14)
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qui s’applique a` l’intervalle [0,R].
En utilisant cette expression ainsi que la relation 3.4, on montre que notre repre´sentation
est comple`te, c’est-a`-dire que
1ρ,φ =
∑
m
∑
j
|m,j >< m,j| (3.15)
pour les fonctions d’onde Ψ ve´rifiant Ψ = 0 quand ρ > R et z ≤ D ainsi que dΨ
dρ
= 0 en
ρ = R.
En utilisant la relation 3.7 ainsi qu’une des inte´grales de Lommel :
∫ R
0
ρJm(km,jρ)Jm(km,j′ρ)dρ
j 6=j′
=
1
k2m,j′ − k2m,j
R(km,jJ
′
m(km,jR)Jm(km,j′R)− km,j′J ′m(km,j′R)Jm(km,jR))
j 6=j′
= 0 puisque J ′m(km,jR) = J
′
m(km,j′R) = 0 (3.16)
il est facile de montrer l’orthonormalisation de la base :
< m,j|m′,j′ >= δm,m′δj,j′ (3.17)
Cette relation nous aide a` calculer les coefficients du de´veloppement de la fac¸on suivante :
Φ(m,j)(z) = < m,j|Ψ > (z)
=
∫ R
0
dρρ
∫ 2pi
0
dφ
Jm(km,jρ)e
−imφ√
2pi
∫ R
0 dρρ [Jm(km,jρ)]
2
Ψ(ρ,φ,z) (3.18)
Afin de limiter le nombre de fonctions de base, nous conserverons uniquement celles qui
ve´rifient l’ine´galite´ :
h¯2k2m,j
2m
≤ E (3.19)
Comme nous le verrons par la suite, cette condition revient a` travailler avec les fonctions
de base associe´es a` des solutions propagatives dans la re´gion III. Les fonctions ne´glige´es
correspondent a` des solutions e´vanescentes dans cette re´gion III (et en ge´ne´ral dans les
re´gions I et II) qui n’atteignent donc pas l’e´cran. Leur influence sur le re´sultat final ne peut
se faire que par une interaction dans la re´gion II avec les solutions associe´es aux fonctions
conserve´es. Cette interaction est d’autant plus ne´gligeable que ces solutions e´vanescentes
tendent a` disparaˆıtre rapidement.
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3.3 Ecriture de l’e´nergie potentielle
Avant de regarder ce que devient l’e´quation de Schro¨dinger dans notre repre´sentation,
e´crivons l’e´nergie potentielle sous la forme suivante :
V (ρ,φ,z) = V0(z) +
+∞∑
q=−∞
V q(ρ,z)e
iqnφ (3.20)
Nous supposons donc l’e´nergie potentielle fournie sur une grille en coordonne´es cylin-
driques. Le terme V0(z) dans l’expression pre´ce´dente permet de se´parer le comportement
asymptotique (ou toute autre contribution) fonction de z seulement du reste du potentiel
V . Le deuxie`me terme de l’expression 3.20 est simplement l’e´criture sous forme de se´rie de
Fourier du reste du potentiel que nous avons suppose´ pe´riodique selon φ (avec une pe´riode
de 2pi/n). Les valeurs de l’e´nergie potentielle peuvent eˆtre re´parties de manie`re indiffe´rente
entre les deux parties de l’expression pre´ce´dente, sans aucune perte de ge´ne´ralite´.
Les coefficients du de´veloppement 3.20 doivent se calculer par la relation :
V q(ρ,z) =
n
2pi
∫ 2pi/n
0
(V (ρ,φ,z)− V0(z))e−iqnφdφ (3.21)
L’e´valuation nume´rique de ces coefficients pre´sente peu de difficulte´s. Une bonne pre´cision
peut eˆtre obtenue en exprimant la de´pendance en φ du potentiel au moyen de fonctions
polynomiales [99]. L’inte´gration du terme (V (ρ,φ,z)−V0(z)) peut alors se faire analytique-
ment.
3.4 Traitement de l’e´quation de Schro¨dinger
Nous savons maintenant comment exprimer les fonctions d’ondes au moyen de l’e´quation
3.12. Afin de connaˆıtre comple`tement le comportement de ces fonctions d’onde, les coef-
ficients Φ(m,j)(z) restent a` de´terminer. L’e´quation de Schro¨dinger fournit une e´quation de
propagation pour ces coefficients que nous allons e´tablir ici.
3.4.1 Equation de propagation
Conside´rons l’e´quation de Schro¨dinger stationnaire en repre´sentation {|r >} :
− h¯
2
2m
∇2Ψ(r) + V (r)Ψ(r) = EΨ(r) (3.22)
Remplac¸ons dans cette e´quation Ψ(r) par :
Ψ(r) =
+∞∑
m=−∞
∑
j
Φ(m,j)(z)
Jm(km,jρ)e
imφ√
2pi
∫ R
0 dρρ [Jm(km,jρ)]
2
(3.23)
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En exprimant le Laplacien en coordonne´es cylindriques, en tenant compte du fait que
les fonctions de Bessel Jm ve´rifient l’e´quation :
d2Jm(x)
dx2
+
1
x
dJm(x)
dx
+ (1− m
2
x2
)Jm(x) = 0 (3.24)
et en projetant l’e´quation re´sultante sur les fonctions de base, on trouve :
d2Φ(m,j)(z)
dz2
+
[
2m
h¯2
E − k2m,j
]
Φ(m,j)(z) =
∑
m′
∑
j′
Ωm
′,j′
m,j (z)Φ(m′,j′)(z) (3.25)
ou` les coefficients Ωm
′,j′
m,j (z) s’e´crivent comme :
Ωm
′,j′
m,j (z) =
2m
h¯2
∫ R
0 dρρ
∫ 2pi
0 dφV (ρ,φ,z)Jm(km,jρ)Jm′(km′,j′ρ)e
i(m′−m)φ
2pi
√∫ R
0 dρρ [Jm(km,jρ)]
2
√∫ R
0 dρρ [Jm′(km′,j′ρ)]
2
(3.26)
Si on utilise l’expression 3.20 pour l’e´nergie potentielle V dans l’expression pre´ce´dente,
l’inte´gration sur φ fournit le re´sultat suivant :
Ωm
′,j′
m,j (z) =
2m
h¯2
V0(z)δm,m′δj,j′
+
+∞∑
q=−∞
2m
h¯2
∫ R
0 dρρV q(ρ,z)Jm(km,jρ)Jm′(km′,j′ρ)√∫ R
0 dρρ [Jm(km,jρ)]
2
√∫ R
0 dρρ [Jm′(km′,j′ρ)]
2
δqn+m′,m (3.27)
de sorte que l’e´quation de Schro¨dinger se re´duit a` :
d2Φ(m,j)(z)
dz2
+
[
2m
h¯2
E − k2m,j −
2m
h¯2
V0(z)
]
Φ(m,j)(z) =
∑
q
∑
j′
M q,j
′
m,j (z)Φ(m−qn,j′)(z) (3.28)
avec :
M q,j
′
m,j (z) =
2m
h¯2
∫ R
0 dρρV q(ρ,z)Jm(km,jρ)Jm−qn(km−qn,j′ρ)√∫ R
0 dρρ [Jm(km,jρ)]
2
√∫ R
0 dρρ [Jm−qn(km−qn,j′ρ)]
2
(3.29)
Ces deux dernie`res e´quations sont celles a` utiliser pour propager les coefficients Φ(m,j)(z)
de la fonction d’onde.
Les coefficients de couplageM q,j
′
m,j (z) varient avec z et exigent l’inte´gration d’un produit
entre les composantes de Fourier du potentiel et deux fonctions de Bessel. Il est inte´ressant
pour calculer ces coefficients de supposer que le potentiel varie en escaliers selon ρ. On peut
se rapprocher aussi pre`s que l’on veut du vrai potentiel en prenant des paliers suffisamment
petits. Sur chacun de ces paliers, l’inte´grale dans 3.29 n’implique plus que deux fonctions
de Bessel. Ces inte´grales peuvent eˆtre calcule´es analytiquement lorsque les indices sont les
meˆmes et nume´riquement sinon. Un bon choix de V0(z) dans 3.20 permet de re´duire le
domaine d’inte´gration dans 3.29 et d’ame´liorer la pre´cision des facteurs intervenant dans
l’e´quation 3.28, puisque le terme V0(z) y est traite´ de manie`re exacte.
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3.4.2 Groupes inde´pendants
Il est important de constater que l’e´quation 3.28 de´crit un couplage uniquement entre
composantes de la fonction d’onde dont les indices m sont se´pare´s par un multiple entier
de l’ordre de l’axe de syme´trie n. Cela signifie que la fonction d’onde est de´crite par n
groupes de fonctions de base inde´pendants. Si pour une valeur particulie`re de z, la fonction
d’onde ne posse`de des composantes non nulles que dans un de ces groupes, les composantes
correspondant aux autres n − 1 groupes resteront nulles pour toute valeur de z. On peut
donc se´parer le proble`me de propagation en n parties inde´pendantes, ou` chaque groupe est
traite´ se´pare´ment.
Par exemple, pour un axe de syme´trie d’ordre 3, on a trois groupes distincts correspon-
dant aux indices m suivants :
– groupe 1 : . . ., -6, -3, 0, 3, 6, . . .
– groupe 2 : . . ., -5, -2, 1, 4, . . .
– groupe 3 : . . ., -4, -1, 2, 5, . . .
Les deux derniers groupes ne diffe`rent que par le signe des indices m. Nous dirons qu’ils
sont conjugue´s. Lorsque le potentiel est re´el, il est possible de transposer les re´sultats pour
un de ces groupes a` son groupe conjugue´. Nous reviendrons sur ce point par la suite.
3.4.3 Imple´mentation nume´rique
Nous avons de´ja` dit comment calculer les coefficients de couplageM q,j
′
m,j (z) en conside´rant
que le potentiel varie en escaliers selon ρ. Il reste encore a` les utiliser efficacement dans
l’e´quation 3.28.
L’e´quation 3.28 peut eˆtre traite´e de manie`re tre`s pre´cise en supposant que le potentiel
varie en escaliers dans la direction z. A nouveau, il suffit de prendre des paliers suffisamment
petits pour rester proche du ve´ritable potentiel. Avec cette hypothe`se, les coefficients de
couplage M q,j
′
m,j (z) restent constants sur chaque palier et l’e´quation 3.28 peut eˆtre re´solue
analytiquement.
Pour montrer de quelle manie`re la propagation est traite´e, conside´rons un palier de
longueur ∆z et notons M q,j
′
m,j (∆z) la valeur des coefficients de couplage sur ce palier. La
valeur du potentiel asymptotique sera note´e V0(∆z).
Plac¸ons l’ensemble des coefficients Φ(m,j)(z) a` traiter dans un vecteur que nous notons
Φ(z). L’e´quation de propagation 3.28 peut alors s’e´crire sous forme matricielle :
d2
dz2
Φ(z) + EΦ(z) =MΦ(z) (3.30)
ou` E est une matrice diagonale qui contient les e´le´ments 2m
h¯2
E − k2m,j − 2mh¯2 V0(∆z) et M
une matrice qui contient les coefficients de couplage M q,j
′
m,j (∆z). L’e´le´ment de M dont la
ligne correspond au couple d’indices (m,j) et la colonne au couple d’indices (m′,j′) est donc
M
(m−m′)/n,j′
m,j (∆z). L’e´le´ment syme´trique sera M
(m−m′)/n,j′
m,j (∆z). En examinant l’expression
3.29, on constate queM
(m−m′)/n,j′
m,j (∆z) etM
(m−m′)/n,j′
m,j (∆z) font intervenir des composantes
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de Fourier du potentiel de signe oppose´. Pour un potentiel re´el, ces composantes sont
simplement les complexes conjugue´es l’une de l’autre. Le reste e´tant identique, on en de´duit
que la matrice M est hermitienne.
L’e´quation 3.30 peut encore s’e´crire :
d2
dz2
Φ(z) +HΦ(z) = 0 (3.31)
ou` H = E−M est une matrice hermitienne comme E et M.
Nous pouvons alors calculer nume´riquement les valeurs et vecteurs propres de la matrice
H. Le calcul sera d’autant plus pre´cis qu’une sous-routine spe´cialise´e est capable d’utiliser
l’hermiticite´ de H. Notons Λ la matrice diagonale contenant les valeurs propres (re´elles) de
H et U la matrice unitaire qui contient en colonnes les vecteurs propres de H. L’e´quation
pre´ce´dente devient alors :
d2
dz2
Φ(z) +U Λ U†Φ(z) = 0 (3.32)
ou` U† est la matrice transpose´e complexe conjugue´e de U.
En multipliant par la gauche cette e´quation par U† et en se rappelant que H est
inde´pendant de z sur le palier ∆z, l’e´quation pre´ce´dente se met sous la forme :
d2
dz2
ξ(z) +Λξ(z) = 0 (3.33)
ou` nous avons utilise´ U† U = I (unicite´ de U) et de´fini ξ(z) = U†Φ(z).
Puisque Λ est diagonale, l’e´quation 3.33 est triviale a` re´soudre. Chaque composante
ξi(z) de ξ(z) s’exprime en effet comme une paire d’exponentielles re´elles ou imaginaires
selon le signe de la valeur propre correspondante λi dans Λ :
ξi(z) = Aie
i
√
λiz +Bie
−i√λiz (3.34)
ou` les racines sont imaginaires si λi < 0. Les coefficients Ai et Bi sont fixe´s par les valeurs
de ξ = U†Φ et d
dz
ξ = U† d
dz
Φ a` l’extre´mite´ du palier ∆z d’ou` la solution est propage´e.
Les coefficients Φ(m,j)(z) et
d
dz
Φ(m,j)(z) contenus dans Φ(z) et
d
dz
Φ(z) peuvent donc eˆtre
propage´s d’un palier a` l’autre en effectuant au de´but de chaque palier les transformations
ξ(z) = U†Φ(z) et d
dz
ξ(z) = U† d
dz
Φ(z) , en utilisant l’e´quation 3.33 pour propager ξ(z) et
d
dz
ξ(z) jusqu’a` l’autre extre´mite´ du palier ou` Φ(z) et d
dz
Φ(z) sont retrouve´s par Φ(z) =
Uξ(z) et d
dz
Φ(z) = U d
dz
ξ(z). La pre´cision de la me´thode ne de´pend que de la pre´cision de
la sous-routine qui calcule Λ et U. Les librairies standard conviennent parfaitement.
3.5 Solutions avec conditions limites de diffusion
Nous savons maintenant comment exprimer les fonctions d’onde et traiter l’e´quation de
Schro¨dinger dans cette repre´sentation. Nous disposons donc de tous les outils ne´cessaires
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pour calculer les solutions qui correspondent a` notre proble`me. Ces solutions sont celles qui
de´crivent un e´tat e´lectronique incident dans la re´gion I sur la barrie`re de potentiel (re´gion
II) et donnent les e´tats transmis et re´fle´chis correspondants.
Nous allons donner dans cette section la proce´dure a` suivre pour e´tablir ces solutions
particulie`res. Cette proce´dure se place dans le cadre des matrices de transfert pour e´tablir
la forme locale de ces solutions (c’est-a`-dire leur expression au voisinage imme´diat de la
grille en z = D) et dans le cadre des fonctions de Green pour e´tablir leur forme lointaine
sur l’e´cran a` 10 cm.
3.5.1 Etats limites
Afin de pre´ciser ce que l’on entend par e´tats e´lectroniques incidents, transmis et re´fle´chis,
cherchons les solutions de l’e´quation 3.28 dans la re´gion I et III (en z = D). Ces solutions
sont particulie`rement faciles a` obtenir, puisque en prenant V0(z) = Vmet = eV −W − EF
pour z ≤ 0 et V0(z) = 0 pour z ≥ D, les coefficients de couplage M q,j′m,j (z) sont nuls. Les
coefficients Φ(m,j)(z) prennent alors la forme ge´ne´rale suivante :
Φ(m,j)(z) = A(m,j)e
i
√
2m
h¯2
(E−Vmet)−k2m,jz +B(m,j)e
−i
√
2m
h¯2
(E−Vmet)−k2m,jz (3.35)
dans la re´gion I, ou` les racines sont imaginaires quand l’argument est ne´gatif, et
Φ(m,j)(z) = A(m,j)e
i
√
2m
h¯2
E−k2m,jz +B(m,j)e
−i
√
2m
h¯2
E−k2m,jz (3.36)
en z = D.
La fonction d’onde Ψ s’exprime donc dans la re´gion I et en z = D comme combinaison
line´aire de solutions partielles, que nous appellerons e´tats. Dans la re´gion I, ces e´tats sont :
ΨI,+(m,j)(r) = e
i
√
2m
h¯2
(E−Vmet)−k2m,jz Jm(km,jρ)eimφ√
2pi
∫ R
0 dρρ [Jm(km,jρ)]
2
(3.37)
ΨI,−(m,j)(r) = e
−i
√
2m
h¯2
(E−Vmet)−k2m,jz Jm(km,jρ)eimφ√
2pi
∫ R
0 dρρ [Jm(km,jρ)]
2
(3.38)
et en z = D :
ΨIII,+(m,j) (r) = e
i
√
2m
h¯2
E−k2m,jz Jm(km,jρ)eimφ√
2pi
∫ R
0 dρρ [Jm(km,jρ)]
2
(3.39)
ΨIII,−(m,j) (r) = e
−i
√
2m
h¯2
E−k2m,jz Jm(km,jρ)eimφ√
2pi
∫ R
0 dρρ [Jm(km,jρ)]
2
(3.40)
Ces expressions sont accompagne´es d’indices qui de´signent la re´gion d’application ainsi que
le sens de propagation.
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Nous appelons donc e´tats incidents et re´fle´chis dans la re´gion I respectivement les e´tats
ΨI,+(m,j) et Ψ
I,−
(m,j). Les e´tats Ψ
III,+
(m,j) seront les e´tats transmis correspondants. Si l’on conside`re
des e´lectrons incidents depuis la re´gion III, on de´signera par e´tats incidents et re´fle´chis dans
la re´gion III respectivement les e´tats ΨIII,−(m,j) et Ψ
III,+
(m,j) et les e´tats transmis correspondants
sont alors les ΨI,−(m,j).
Ces e´tats servent donc a` de´crire la fonction d’onde totale correspondant a` une condition
limite donne´e. Les coefficients de ces e´tats dans le de´veloppement de la fonction d’onde
de´pendent de la fac¸on dont ces e´tats sont diffuse´s dans la re´gion II. La me´thode permettant
de les calculer est le sujet de la section suivante.
3.5.2 Solutions locales par matrices de transfert
L’image observe´e a` 10 cm est due a` la contribution de tous les e´lectrons incidents dans
le me´tal, dont une partie parvient jusqu’a` l’e´cran. Les e´tats incidents ΨI,+(m,j) dans la re´gion
I de´crivent chacun une partie de ces e´lectrons, mais de manie`re incomple`te puisque la
fonction d’onde totale comprend e´galement les e´tats re´fle´chis et transmis correspondants.
Nous sommes donc inte´resse´s par l’expression comple`te des fonctions d’onde dont la partie
incidente dans la re´gion I correspond a` un seul de ces e´tats ΨI,+(m,j). Ces fonctions d’onde
seront exprime´es de la fac¸on suivante :
Ψ+(m,j)(r)
z≤0
= ΨI,+(m,j)(r) +
∑
(m′,j′)
t−+(m′,j′),(m,j)Ψ
I,−
(m′,j′)(r)
z=D
=
∑
(m′,j′)
t++(m′,j′),(m,j)Ψ
III,+
(m′,j′)(r) (3.41)
Les matrices t++ et t−+ contiennent les coefficients des e´tats transmis et re´fle´chis cor-
respondant a` chaque e´tat incident dans la re´gion I. Leur valeur de´pend du processus de
diffusion dans la re´gion II. Remarquons que l’expression de Ψ+(m,j) n’est pas pre´cise´e dans
la re´gion II (0 < z < D), mais cette information n’est pas ne´cessaire pour calculer son
expression a` l’e´cran. Par ailleurs, cela permet de re´duire la description de l’ensemble de ces
solutions a` deux matrices, une description ide´alement e´conomique.
Il existe d’autres solutions qui de´crivent chacune un e´tat incident dans la re´gion III.
Elles sont de´crites par :
Ψ−(m,j)(r)
z≤0
=
∑
(m′,j′)
t−−(m′,j′),(m,j)Ψ
I,−
(m′,j′)(r)
z=D
= ΨIII,−(m,j) (r) +
∑
(m′,j′)
t+−(m′,j′),(m,j)Ψ
III,+
(m′,j′)(r) (3.42)
ou` deux autres matrices t−− et t+− contiennent les coefficients des e´tats transmis et re´fle´chis
correspondant a` chaque e´tat incident en z = D. L’inte´reˆt de conside´rer de telles solutions
apparaˆıtra dans le chapitre 6.
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Pour obtenir les solutions donne´es en 3.41, on commence par e´tablir un autre ensemble
de solutions :
Ψ
+
(m,j)(r)
z≤0
=
∑
(m′,j′)
A+(m′,j′),(m,j)Ψ
I,+
(m′,j′)(r) +
∑
(m′,j′)
B+(m′,j′),(m,j)Ψ
I,−
(m′,j′)(r)
z=D
= ΨIII,+(m,j) (r)(3.43)
Ces solutions correspondent a` une situation imaginaire ou` un ensemble d’e´tats incidents en
z = 0 auraient les amplitudes et les phases ne´cessaires pour produire un seul e´tat sortant
en z = D. Ces solutions sont plus faciles a` obtenir que celles en 3.41 car les matrices
inconnues sont rassemble´es du meˆme coˆte´ de la re´gion II et que les valeurs de Ψ
+
(m,j)(z)
et de d
dz
Ψ
+
(m,j)(z) sont parfaitement de´finies en z = D. On peut alors utiliser la me´thode
donne´e a` la section 3.4.3 pour propager ces valeurs jusqu’en z = 0 ou` la de´composition
de Ψ
+
(m,j)(z) en e´tats incidents et re´fle´chis fournit les matrices A
+ et B+. Comme nous
le verrons au chapitre 6, la propagation nume´rique de Ψ
+
(m,j)(z) a` contre-courant de la
propagation physique fait co¨ıncider la solution physique avec la solution nume´riquement
instable qui domine le re´sultat du calcul. Les solutions 3.43 sont donc obtenues avec une
tre`s bonne pre´cision.
Ces solutions peuvent eˆtre utilise´es pour e´tablir les solutions recherche´es 3.41 graˆce a` la
line´arite´ des e´quations de propagation. En effet, l’e´quation de Schro¨dinger e´tant line´aire,
toute combinaison line´aire de ses solutions reste solution de l’e´quation. Il suffit donc de
chercher la combinaison des solutions Ψ
+
(m,j) qui se met sous la forme 3.41. On s’aperc¸oit
alors que les matrices t++ et t−+ sont lie´es aux matrices A+ et B+ par les relations 1
t++ = A+
−1
(3.44)
t−+ = B+ A+−1 (3.45)
lorsque les nombres d’e´tats en z = 0 et z = D sont identiques. La manie`re de traiter des
repre´sentations qui impliquent des matrices de transfert rectangulaires sera de´taille´e au
chapitre 6. Notons qu’une re´solution de syste`me peut remplacer l’inversion de la matrice
A+ lorsqu’une partie seulement des solutions Ψ+(m,j) est souhaite´e.
1. En effet, les relations 3.43 peuvent s’e´crire sous la forme :
(. . . ,Ψ
+
(m,j), . . .)
z≤0= (. . . ,ΨI,+(m,j), . . .)A
+ + (. . . ,ΨI,−(m,j), . . .)B
+ z=D= (. . . ,ΨIII,+(m,j) , . . .)
En multipliant par la droite par A+−1, on trouve
(. . . ,Ψ
+
(m,j), . . .)A
+−1 z≤0= (. . . ,ΨI,+(m,j), . . .) + (. . . ,Ψ
I,−
(m,j), . . .)B
+A+
−1 z=D= (. . . ,ΨIII,+(m,j) , . . .)A
+−1
qui est de la forme :
(. . . ,Ψ+(m,j), . . .)
z≤0= (. . . ,ΨI,+(m,j), . . .) + (. . . ,Ψ
I,−
(m,j), . . .)t
−+ z=D= (. . . ,ΨIII,+(m,j) , . . .)t
++
correspondant a` l’e´quation 3.41.
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Les solutions 3.42 sont obtenues de manie`re similaire en e´tablissant dans un premier
temps des solutions du type :
Ψ
−
(m,j)(r)
z≤0
= ΨI,−(m,j)(r)
z=D
=
∑
(m′,j′)
A−(m′,j′),(m,j)Ψ
III,−
(m′,j′)(r) +
∑
(m′,j′)
B−(m′,j′),(m,j)Ψ
III,+
(m′,j′)(r)(3.46)
et en les combinant pour les mettre sous la forme 3.42. Les deux matrices de transfert t−−
et t+− sont lie´es aux matrices A− et B− de 3.46 par les relations :
t−− = A−−1 (3.47)
t+− = B− A−−1 (3.48)
Nous reviendrons sur la me´thodologie des matrices de transfert au chapitre 6, ou` nous
montrerons comment la pre´cision sur le calcul peut eˆtre estime´e a` l’avance.
3.5.3 Prolongement des solutions par fonctions de Green
Les solutions que nous venons d’e´tablir de´crivent les fonctions d’onde correspondant a`
chaque e´tat incident possible dans la re´gion I. La repre´sentation que nous avons utilise´e
pour la fonction d’onde est valable pour z ≤ D mais ne peut eˆtre prolonge´e jusqu’a` 10 cm.
Nous disposons cependant de toute l’information ne´cessaire pour prolonger ces solutions
dans le formalisme des fonctions de Green.
Principe de Huygens en formalisme de Green
Afin d’e´tablir l’e´quation qui nous permettra de prolonger nos solutions, conside´rons
l’e´quation de Schro¨dinger ainsi que celle de´finissant la fonction de Green associe´e :
∇2r′ Ψ(r′) +
2m
h¯2
(E − V (r′))Ψ(r′) = 0 (3.49)
∇2r′ G(r′,r,E) +
2m
h¯2
(E − V (r′))G(r′,r,E) = 2m
h¯2
δ(r′ − r) (3.50)
Multiplions la premie`re e´quation par G(r′,r,E) et la deuxie`me par Ψ(r′). Nous pouvons
soustraire les deux e´quations et inte´grer le re´sultat sur un volume V qui contient un point
donne´ r. On trouve alors :∫∫∫
V
(G(r′,r,E)∇2r′Ψ(r′)−Ψ(r′)∇2r′G(r′,r,E))dV ′ = −
2m
h¯2
Ψ(r) (3.51)
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En utilisant la formule de Green, ce re´sultat devient :∫∫
S
n.(G(r′,r,E)∇r′Ψ(r′)−Ψ(r′)∇r′G(r′,r,E))dS ′ = −2m
h¯2
Ψ(r) (3.52)
ou` S est la surface exte´rieure de V et n un vecteur unitaire perpendiculaire a` la surface en
dS ′ et pointant vers l’exte´rieur.
Dans notre proble`me, r est situe´ sur l’e´cran a` 10 cm. Prenons donc un volume d’inte´gration
V reposant sur la grille z = D et se refermant en ρ = ∞ sur la surface z = +∞. Dans
l’approximation de Kirchhoff, nous pouvons utiliser sur toute la surface z = D les va-
leurs connues de la fonction d’onde et de sa de´rive´e selon n. Compte tenu des conditions
frontie`res de notre mode`le, Ψ(r′) et ∇r′Ψ(r′) ne prennent sur cette surface des valeurs non
nulles que sur l’ouverture du cylindre servant a` discre´tiser les e´tats utilise´s dans la tech-
nique des matrices de transfert. En connaissant l’expression de la fonction d’onde et de sa
de´rive´e suivant z dans cette ouverture, celle en un point r peut eˆtre calcule´e par :
Ψ(r) =
h¯2
2m
∫∫
Ouv.Circ.
(G(r′,r,E)
dΨ(r′)
dz′
−Ψ(r′)dG(r
′,r,E)
dz′
)dS ′ (3.53)
Approximation a` grande distance
Comme nous avons pose´ que l’e´nergie potentielle dans la re´gion III vaut V = 0 et
puisque les conditions limites propres au vide (annulation de la fonction d’onde et de ses
de´rive´es a` l’infini) s’appliquent dans cette re´gion, l’expression a` conside´rer pour la fonction
de Green est la suivante :
G(r′,r,E)
r,r′∈ reg.III
= − m
2pih¯2
1
|r′ − r|e
ikE |r′−r| (3.54)
ou` kE =
√
2mE
h¯2
.
Le facteur |r′ − r| peut eˆtre de´veloppe´ en se´rie de Taylor par rapport aux composantes
de r′ :
|r′ − r| = |r| − r0.r′ + 1
2 |r|
(
|r′|2 −
(
r0.r′
)2)
+ . . . (3.55)
ou` r0 est un vecteur unitaire pointant dans la direction de r, de composantes (1,θ,φ) en
coordonne´es sphe´riques.
En ne conservant que les deux premiers termes de ce de´veloppement, l’e´quation 3.53
devient :
Ψ(r,θ,φ)
r>>0, θ<pi
2= − 1
4pir
eikE(r−cos(θ)D)∫ R
0
∫ 2pi
0
(
dΨ(ρ,φ′,D)
dz′
+ iΨ(ρ,φ′,D)kEcos(θ)
)
e−ikE(ρcos(φ
′−φ)sin(θ))ρdρdφ′ (3.56)
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Pour les distances qui nous inte´ressent, le premier terme du de´veloppement 3.55 domine
largement les termes suivants. En effet, pour r = 10 cm et une valeur maximale pour R de
20 nm, le deuxie`me terme ne vaut que 10−7 fois le premier. Ce terme dominant n’apparaˆıt
cependant que dans le facteur de phase eikEr, qui ne contient aucune de´pendance angulaire
et se simplifie lors du calcul de la densite´ de probabilite´ et de courant 2 . Il est donc
ne´cessaire de recourir aux autres termes de 3.55 pour moduler la valeur de Ψ(r,θ,φ) (et
donc des composantes de la densite´ de courant Jr, Jθ et Jφ) selon θ et φ.
Les deux termes suivants sont du meˆme ordre de grandeur pour une distance critique
dcrit ∼ |r′|2 ∼ R2 . Le comportement asymptotiquement radiatif 3 de Ψ, Jr, Jθ et Jφ est donc
atteint avec une bonne approximation apre`s :
dradiatif = 50R (3.57)
Avec la meˆme valeur maximale de 20 nm pour R, la propagation de la densite´ de cou-
rant est donc essentiellement radiative apre`s 1 micron. A 10 cm, le troisie`me terme du
de´veloppement ne repre´sente plus que 10−7 fois le deuxie`me. L’approximation introduite
dans cette section est donc tout a` fait justifie´e.
Prolongement des e´tats transmis
On peut maintenant introduire l’expression 3.41 dans l’e´quation 3.56, en tenant compte
de la forme exacte de l’e´tat transmis 3.39, pour trouver l’expression de Ψ+(m,j) a` grande
distance. Les calculs fournissent le re´sultat exact suivant :
Ψ+(m,j)(r,θ,φ)
r>>0, θ<pi
2=
eikEr
r
∑
m′,j′
t++(m′,j′),(m,j)σ(θ,m
′,j′,E)eim
′φ (3.58)
ou` σ(θ,m′,j′,E) prend l’expression :
2. La dominance de ce terme s’exprime cependant par le fait que la densite´ de courant J associe´e a`
Ψ(r,θ,φ) ne prend, a` grande distance, que des valeurs significatives selon r. En effet, on peut e´crire 3.56
comme Ψ(r,θ,φ)
r>>0, θ<pi2= eikErA(θ,φ). Il est facile alors de calculer les composantes de la densite´ de
courant associe´e :
Jr =
h¯
m
Re
[
Ψ∗
1
i
d
dr
Ψ
]
=
h¯
m
kE
r2
|A(θ,φ)|2
Jθ =
h¯
m
Re
[
Ψ∗
1
i
d
rdθ
Ψ
]
=
h¯
m
1
r3
Re
(
A(θ,φ)∗
1
i
d
dθ
A(θ,φ)
)
Jφ =
h¯
m
Re
[
Ψ∗
1
i
d
r sin(θ)dφ
Ψ
]
=
h¯
m
1
r3 sin(θ)
Re
(
A(θ,φ)∗
1
i
d
dφ
A(θ,φ)
)
Etant donne´ que kE >> 1/r, nous avons Jr >> Jθ,Jφ. Physiquement, ce comportement s’explique par la
conservation du moment angulaire dans la re´gion III (puisqu’aucune force n’agit sur l’e´lectron) et par le
fait que les e´lectrons proviennent d’une re´gion beaucoup plus petite que les dimensions de l’e´cran.
3. c’est-a`-dire ou` les fonctions ne varient selon r que par un facteur d’e´chelle identique pour toutes les
valeurs de θ et φ.
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σ(θ,m′,j′,E) = −e
−ikEcos(θ)D
2
(√
k2E − k2m′,j′ + kEcos(θ)
)
i1−m
′ e
i
√
k2E−k2m′,j′D√
2pi
∫ 2pi
0 [Jm′(km′,j′ρ)]
2 ρdρ∫ R
0
dρρJm′(km′,j′ρ)Jm′(kEsin(θ)ρ) (3.59)
Ce dernier coefficient peut se calculer analytiquement graˆce aux inte´grales de Lommel [97].
Conditions frontie`res de Dirichlet et de Neumann
Plutoˆt que supposer connues en z = D a` la fois la fonction d’onde et sa de´rive´e suivant
z, on peut n’utiliser qu’une seule de ces grandeurs et laisser l’autre prendre e´ventuellement
des valeurs non nulles en dehors de l’ouverture. On utilise alors les conditions frontie`res de
Dirichlet (quand on utilise la fonction d’onde) ou de Neumann (quand on utilise la de´rive´e)
[100].
Lorsqu’on utilise les conditions frontie`res de Dirichlet, la fonction de Green a` utiliser est
donne´e par GD(r
′,r,E)
r,r′∈ reg.III
= 1
2
(G(r′,r,E) − G(r′,I(r),E)), ou` I(r) est l’image miroir
de r par rapport a` z = D. Cette fonction s’annule en z = D.
Lorsqu’on utilise les conditions frontie`res de Neumann, la fonction de Green a` utiliser
est donne´e par GN(r
′,r,E)
r,r′∈ reg.III
= 1
2
(G(r′,r,E) + G(r′,I(r),E)), dont la de´rive´e suivant
z s’annule en z = D.
Ces conditions frontie`res impliquent une modification des expressions 3.56 et 3.59. On
peut montrer que la fonction d’onde obtenue dans l’approximation de Kirchhoff est la
moyenne de celles obtenues en utilisant se´pare´ment les conditions frontie`res de Dirichlet
et de Neumann. Nous n’avons constate´ aucune diffe´rence importante entre les re´sultats
associe´s a` chacune de ces conditions frontie`res.
3.6 Groupes de solutions conjugue´s
Nous avons de´ja` signale´ la pre´sence de groupes conjugue´s, dont les indices m qui ca-
racte´risent les fonctions de base appartenant a` chaque groupe ne diffe`rent que par le signe.
Nous allons maintenant pre´ciser la correspondance entre ceux-ci.
Revenons sur l’expression des e´tats de base utilise´s pour de´crire la fonction d’onde en
z = D :
ΨIII,±(m,j) (r) = e
±i
√
2m
h¯2
E−k2m,jz Jm(km,jρ)eimφ√
2pi
∫ R
0 dρρ [Jm(km,jρ)]
2
(3.60)
Etant donne´ que les valeurs de km,j utilise´es sont celles pour lesquelles
h¯2
2m
k2m,j ≤ E, on
montre facilement que le complexe conjugue´ des e´tats de base ve´rifie la relation :
ΨIII,±(m,j) (r)
∗ = (−1)mΨIII,∓(−m,j)(r) (3.61)
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ou` le (−1)m provient de la proprie´te´ des fonctions de Bessel J−m(x) = (−1)mJm(x).
Conside´rons de meˆme les e´tats de base utilise´s dans la re´gion I :
ΨI,±(m,j)(r) = e
±i
√
2m
h¯2
(E−Vmet)−k2m,jz Jm(km,jρ)eimφ√
2pi
∫ R
0 dρρ [Jm(km,jρ)]
2
(3.62)
ou` la racine est re´elle si km,j ≤
√
2m
h¯2
(E − Vmet) et imaginaire sinon. Le complexe conjugue´
de ces e´tats de base ve´rifie alors la relation :
ΨI,±(m,j)(r)
∗ = (−1)mΨI,∓(−m,j)(r) si km,j ≤
√
2m
h¯2
(E − Vmet)
= (−1)mΨI,±(−m,j)(r) si km,j >
√
2m
h¯2
(E − Vmet) (3.63)
On voit donc que le complexe conjugue´ des e´tats de base appartenant a` un groupe donne
(a` un facteur multiplicatif pre`s) les e´tats de base appartenant a` son groupe conjugue´.
Or, lorsque le potentiel est re´el, le complexe conjugue´ d’une solution de l’e´quation de
Schro¨dinger reste solution 4 ! Cela signifie que le complexe conjugue´ des solutions Ψ+(m,j) et
Ψ−(m,j) d’un groupe donne un ensemble de solutions dans son groupe conjugue´. A nouveau,
ces solutions peuvent eˆtre combine´es pour les mettre sous la forme souhaite´e Ψ+(−m,j) ou
Ψ−(−m,j). Apre`s avoir calcule´ les matrices de transfert correspondant a` un groupe d’e´tats de
base par la me´thode donne´e en 3.5.2, il est possible de remplacer l’e´tape de propagation
dans le calcul des matrices de transfert de son groupe conjugue´ en prenant simplement le
complexe conjugue´ des solutions obtenues dans le premier groupe.
Pour trouver la fac¸on d’y parvenir, e´crivons les solutions 3.41 et 3.42 du premier groupe
sous la forme :
(. . . ,Ψ+(m,j), . . .)
z≤0
= ( . . . ΨI,+(m,j) . . . Ψ
I,−
(m,j) . . . )
(
I
t−+
)
z=D
= ( . . . ΨIII,+(m,j) . . . Ψ
III,−
(m,j) . . . )
(
t++
0
)
(3.64)
(. . . ,Ψ−(m,j), . . .)
z≤0
= ( . . . ΨI,+(m,j) . . . Ψ
I,−
(m,j) . . . )
(
0
t−−
)
z=D
= ( . . . ΨIII,+(m,j) . . . Ψ
III,−
(m,j) . . . )
(
t+−
I
)
(3.65)
4. En effet, Ψ est solution de l’e´quation de Schro¨dinger si :
− h¯
2
2m
∇2Ψ(r) + V (r)Ψ(r) = EΨ(r)
Comme Ψ est le seul e´le´ment complexe, le complexe conjugue´ de cette e´quation donne :
− h¯
2
2m
∇2Ψ(r)∗ + V (r)Ψ(r)∗ = EΨ(r)∗
qui montre que Ψ∗ est solution aussi.
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Prenons le complexe conjugue´ de ces deux relations et e´crivons le re´sultat dans la
repre´sentation du groupe conjugue´ :
(. . . ,Ψ+∗(m,j), . . .)
z≤0
= ( . . . ΨI,+(−m,j) . . . Ψ
I,−
(−m,j) . . . )
(
S(I−P) SP
SP S(I−P)
)(
I
t−+∗
)
z=D
= ( . . . ΨIII,+(−m,j) . . . Ψ
III,−
(−m,j) . . . )
(
0 S
S 0
)(
t++
∗
0
)
(3.66)
(. . . ,Ψ−∗(m,j), . . .)
z≤0
= ( . . . ΨI,+(−m,j) . . . Ψ
I,−
(−m,j) . . . )
(
S(I−P) SP
SP S(I−P)
)(
0
t−−∗
)
z=D
= ( . . . ΨIII,+(−m,j) . . . Ψ
III,−
(−m,j) . . . )
(
0 S
S 0
)(
t+−∗
I
)
(3.67)
ou` S est une matrice diagonale qui contient les signes (−1)m et de´finie par :
S(m′,j′),(m,j) =
{
(−1)m si (m′,j′) = (m,j)
0 sinon
(3.68)
et P est une matrice diagonale qui de´crit les permutations dans le sens de propagation des
e´tats et de´finie par :
P(m′,j′),(m,j) =
{
1 si (m′,j′) = (m,j) et km,j ≤
√
2m
h¯2
(E − Vmet)
0 sinon
(3.69)
Pour trouver les deux premie`res matrices de transfert du groupe conjugue´ (que nous
noterons avec des majuscules), il faut multiplier par la droite les relations 3.66 et 3.67 par
deux matrices A et B afin de trouver une solution de la forme :
(. . . ,Ψ+(−m,j), . . .)
z≤0
= ( . . . ΨI,+(−m,j) . . . Ψ
I,−
(−m,j) . . . )
(
I
T−+
)
z=D
= ( . . . ΨIII,+(−m,j) . . . Ψ
III,−
(−m,j) . . . )
(
T++
0
)
(3.70)
On obtient alors un syste`me de quatre e´quations, dont deux servent a` de´terminer les
matrices A et B et les deux autres a` exprimer T++ et T−+. Le re´sultat est donne´ par :
T++ = S(t+−)∗−1(t++)∗
[
P(t−−)∗(t+−)∗−1(t++)∗ −
[
(I−P) +P(t−+)∗
]]−1
S(3.71)
T−+ = S
[
(I−P)(t−−)∗(t+−)∗−1(t++)∗ −
[
P+ (I−P)(t−+)∗
]]
[
P(t−−)∗(t+−)∗−1(t++)∗ −
[
(I−P) +P(t−+)∗
]]−1
S (3.72)
Les deux autres matrices de transfert du groupe conjugue´ s’obtiennent d’une manie`re
similaire en mettant les relations 3.66 et 3.67 sous la forme :
(. . . ,Ψ−(−m,j), . . .)
z≤0
= ( . . . ΨI,+(−m,j) . . . Ψ
I,−
(−m,j) . . . )
(
0
T−−
)
z=D
= ( . . . ΨIII,+(−m,j) . . . Ψ
III,−
(−m,j) . . . )
(
T+−
I
)
(3.73)
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Le re´sultat est donne´ par :
T+− = S
[
(t+−)∗ − (t++)∗
[
(I−P) +P(t−+)∗
]−1
P(t−−)∗
]−1
S (3.74)
T−− = S
[
(I−P)(t−−)∗ −
[
P+ (I−P)(t−+)∗
] [
(I−P) +P(t−+)∗
]−1
P(t−−)∗
]
[
(t+−)∗ − (t++)∗
[
(I−P) +P(t−+)∗
]−1
P(t−−)∗
]−1
S (3.75)
Ces quatre relations sont e´crites sous une forme qui implique uniquement l’inversion des
matrices t+− et t−+. Ces matrices sont en effet tre`s bien conditionne´es car elles expriment la
re´flexion des e´tats incidents devant la barrie`re de potentiel dans la re´gion II. Leurs valeurs
sont donc soit tre`s proches de 1 si l’e´nergie normale E − h¯2
2m
k2m,j de l’e´tat incident est plus
petite que la hauteur de la barrie`re ou proches de 0 dans le cas contraire. Les matrices t++
et t−− qui expriment la transmission des e´tats incidents a` travers la barrie`re de potentiel
dans la re´gion II sont quant a` elles tre`s mal conditionne´es. Leurs valeurs varient en effet
sur plusieurs ordres de grandeurs, e´tant donne´ la de´pendance exponentielle du taux de
transmission par rapport a` l’e´nergie normale des e´tats incidents.
L’application de ces relations demande une fraction de seconde, tandis que le passage
par un calcul de propagation peut demander plusieurs heures. Pour un axe central d’ordre
n, il existe n − 1 groupes conjugue´s si n est impair (on doit exclure le groupe contenant
m = 0) et n−2 groupes conjugue´s si n est pair (on doit exclure en plus le groupe contenant
m = n/2). Comme le temps de calcul est divise´ par 2 pour ces groupes conjugue´s, le
traitement des n groupes ne demande plus que 1
2
n−1
n
(pour n impair) ou 1
2
n−2
n
(pour n
pair) du temps de calcul initial. Pour n grand, les calculs peuvent se faire en 2 fois moins
de temps. Rappelons cependant que ces relations ne sont applicables que lorsque le potentiel
est re´el.
3.7 Calcul de la densite´ de courant totale
Nous disposons a` ce stade de toute la technique ne´cessaire pour calculer la diffusion
jusqu’a` l’e´cran de tous les e´tats incidents possibles dans le me´tal. La densite´ de courant
que nous observons a` l’e´cran est due a` la contribution de tous les e´lectrons incidents dans
le me´tal qui parviennent jusque la`. Chacun des e´tats de base est repre´sentatif d’une partie
de ces e´lectrons. Mais nous ne savons pas encore de combien, ni comment tenir compte de
toutes ces contributions. Cette section est consacre´e a` ces questions.
3.7.1 Densite´ d’e´tats
Commenc¸ons par re´pondre a` la question : de combien d’e´lectrons chaque e´tat de base
est-il repre´sentatif ? En fait cette question en appelle deux, la premie`re e´tant : combien
d’e´lectrons chaque e´tat peut-il contenir relativement aux autres? La seconde question qu’il
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faut se poser est alors : combien d’e´lectrons re´partir dans ces e´tats de base? Traitons ici la
premie`re sous-question.
Conside´rons un espace restreint de longueur L. Nous savons que les seules longueurs
d’onde λ permises pour une onde dans cet espace sont celles pour lesquelles la longueur L
est un multiple entier de cette longueur d’onde : L = iλ. Le vecteur d’onde k = 2pi/λ associe´
a` chaque longueur d’onde permise ve´rifie donc : k = i2pi
L
. Nous voyons qu’une valeur pour le
vecteur d’onde est possible tous les 2pi
L
pour chaque dimension de longueur L. Le principe de
Pauli nous apprend que deux e´lectrons ne peuvent eˆtre caracte´rise´s par les meˆmes nombres
quantiques. Le raisonnement ici ne tient pas compte du spin qui peut prendre deux valeurs
diffe´rentes. Dans un me´tal, les e´lectrons vont donc se re´partir a` raison de 2 par intervalle
2pi
L
en remplissant au fur et a` mesure les e´tats disponibles d’e´nergie la plus faible (du moins
a` 0 Kelvin). Ils se re´partissent ainsi sur une gamme d’e´nergie qui est l’e´nergie de Fermi EF .
Conside´rons maintenant nos e´tats de base dans le volume du me´tal :
ΨI,±(m,j)(r) = e
±i
√
2m
h¯2
(E−Vmet)−k2m,jz Jm(km,jρ)eimφ√
2pi
∫ R
0 dρρ [Jm(km,jρ)]
2
(3.76)
Ces e´tats sont de´ja` quantifie´s selon les deux dimensions associe´es a` ρ et φ. Le vecteur
d’onde associe´ a` la direction z est pour chaque e´tat ΨI,±(m,j) d’e´nergie E donne´ par kz(m,j) =
±
√
2m
h¯
(E − Vmet)− k2m,j. Dans le corps du me´tal (c’est-a`-dire infiniment loin de toute sur-
face), on ne peut trouver que des e´tats de base pour lesquels le vecteur d’onde kz est re´el
(les autres donnant des solutions explosives physiquement inacceptables ou e´vanescentes a`
partir d’une surface dont nous nous sommes suffisamment e´loigne´s).
Pour estimer la capacite´ de chaque e´tat a` contenir des solutions, conside´rons un instant
une portion isole´e de longueur L suivant z dans le corps me´tallique. Comptons le nombre
d’e´tats disponibles dans ce cylindre, sur tous les niveaux d’e´nergie occupe´s entre Vmet et
E.
Le vecteur d’onde kz(m,j) associe´ a` chaque e´tat de base Ψ
I,±
(m,j) peut varier entre 0 et
±
√
2m
h¯2
(E − Vmet)− k2m,j sur l’intervalle d’e´nergie conside´re´ [Vmet,E]. Le nombre de solu-
tions permises sur cet intervalle est donc :
N±(m,j)(E) = 2
L
2pi
√
2m
h¯2
(E − Vmet)− k2m,j (3.77)
ou` le facteur 2 tient compte des deux valeurs de spin. Le nombre d’e´tats correspondant par
unite´ de volume dans le me´tal est donc :
N±(m,j)(E) =
1
piR2L
2
L
2pi
√
2m
h¯2
(E − Vmet)− k2m,j (3.78)
On peut encore exprimer ces grandeurs comme :
N±(m,j)(E) =
∫ E
Vmet
D±(m,j)(E ′)dE ′ (3.79)
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ou` D±(m,j)(E) est la densite´ d’e´tats associe´e a` chaque e´tat de base ΨI,±(m,j) et finalement
donne´e par :
D±(m,j)(E) =

m
pi2h¯2R2
1√
2m
h¯2
(E−Vmet)−k2m,j
si km,j ≤
√
2m
h¯2
(E − Vmet)
0 sinon
(3.80)
3.7.2 Normalisation des e´tats de base
Les e´tats e´lectroniques dans notre mode`le sont caracte´rise´s par trois nombres quantiques
m,j,E (plus le spin). Les densite´s d’e´tatsD±(m,j)(E) expriment la capacite´ de chaque fonction
de base Jm(km,jρ)e
imφ√
2pi
∫ R
0
dρρ[Jm(km,jρ)]
2
caracte´rise´e par deux indices m,j a` contenir des solutions
permises selon le troisie`me indice E.
Chaque e´tat de base correspondant a` des valeurs permises de m,j,E donne la meˆme
probabilite´ de trouver un e´lectron dans une section donne´e du me´tal. En effet, les e´tats de
base ΨI,±(m,j) sont construits de telle sorte que l’inte´grale
∫
∆z dz
∫ R
0 dρ
∫ 2pi
0 ρdφ
∣∣∣ΨI,±(m,j)∣∣∣2 soit
identique pour toutes les valeurs de m, j et E permises. Chaque e´tat de base caracte´rise´
par ces valeurs est donc repre´sentatif du meˆme nombre d’e´lectrons dans le me´tal.
Il nous reste maintenant a` re´partir les e´lectrons re´ellement pre´sents dans le me´tal parmi
ces diffe´rents e´tats de base et donc a` de´terminer pre´cise´ment de combien d’e´lectrons dans
le me´tal chaque e´tat est repre´sentatif.
Dans un me´tal d’e´lectrons libres, les e´lectrons se re´partissent dans l’espace re´ciproque
en occupant tous les e´tats permis dans une sphe`re dont le rayon est le vecteur d’onde de
Fermi kF =
√
2m
h¯2
EF . Pour un me´tal de volume L
3, le nombre d’e´tats permis dans cette
sphe`re est donc 2 L
3
(2pi)3
4
3
pik3F et le nombre d’e´lectrons par unite´ de volume ne =
1
3(pi)2
k3F .
Il faut donc faire en sorte que chaque e´tat de base soit repre´sentatif du nombre d’e´lectrons
par unite´ de volume ade´quat pour que les contributions de tous les e´tats fournissent la va-
leur re´elle ne. Changer le nombre d’e´lectrons par unite´ de volume dont chaque e´tat est
repre´sentatif peut se faire facilement en renormalisant les fonctions de base, c’est-a`-dire en
les multipliant par un facteur commun A de manie`re a` reproduire ne.
La densite´ e´lectronique dans notre mode`le est donne´e (en tenant compte du facteur de
renormalisation A) par :
n(r) =
∫ Vmet+EF
Vmet
dE
∑
m,j
(
D+m,j(E)
∣∣∣AΨI,+(m,j)(r)∣∣∣2 +D−m,j(E) ∣∣∣AΨI,−(m,j)(r)∣∣∣2)
=
∫ Vmet+EF
Vmet
dE
∑
m,j
2m
(pih¯R)2
1√
2m
h¯2
(E − Vmet)− k2m,j
A2 [Jm(km,jρ)]
2
2pi
∫ R
0 dρρ [Jm(km,jρ)]
2 (3.81)
Cette expression est plus facile a` e´valuer en r = 0, ou` seule la contribution de m = 0
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subsiste :
n(0) = A2
∫ Vmet+EF
Vmet
dE
∑
j
2m
(pih¯R)2
1√
2m
h¯2
(E − Vmet)− k20,j
1
2pi
∫ R
0 dρρ [J0(k0,jρ)]
2 (3.82)
Il suffit donc de prendre la valeur de A qui satisfait :
n(0) = ne (3.83)
et de l’inclure dans les fonctions de base.
3.7.3 Incohe´rence entre e´tats incidents
Nous sommes presque preˆts a` calculer une densite´ de courant sur l’e´cran. Il reste un
dernier point a` e´claircir : quelle relation de phase existe-t-il entre les diffe´rents e´tats inci-
dents? Cette question est importante. C’est en effet l’existence d’une phase de´finie entre
les deux fentes de l’expe´rience de Young qui est responsable en fin de compte de la figure
d’interfe´rence. Qu’en est-il dans notre situation?
La re´ponse a` cette question est qu’aucune relation de phase particulie`re ne doit eˆtre
conside´re´e entre les diffe´rents e´tats incidents. Ceux-ci proviennent du fond du me´tal et ont
perdu toute relation de phase particulie`re avant d’arriver a` la surface en z = 0. L’arrive´e
de chaque e´tat peut eˆtre conside´re´e comme une expe´rience inde´pendante de l’arrive´e des
autres e´tats. Il en de´coule que la probabilite´ d’observer un e´lectron a` l’e´cran suite a` l’arrive´e
simultane´e des divers e´tats de base co¨ıncide avec la somme des probabilite´s associe´es a`
l’arrive´e d’un seul e´tat de base a` la fois. Les e´tats incidents sont incohe´rents les uns par
rapport aux autres.
3.7.4 Expression de la densite´ de courant totale
Nous avons donc e´tabli un ensemble de solutions Ψ+(m,j). A chacune de ces solutions est
associe´e une densite´ de probabilite´
n+(m,j)(r) =
∣∣∣Ψ+(m,j)(r)∣∣∣2 (3.84)
ainsi qu’une densite´ de courant :
J+(m,j)(r) =
1
m
Re
[
Ψ+(m,j)(r)
∗ h¯
i
∇Ψ+(m,j)(r)
]
(3.85)
Ces quantite´s doivent eˆtre calcule´es en utilisant l’expression de Ψ+(m,j) donne´e en 3.41 (si
l’on souhaite des valeurs en z = D ou en z ≤ 0) ou en 3.58 (si l’on souhaite des valeurs
a` l’e´cran). La forme relativement simple des fonctions de base utilise´es permet un calcul
analytique.
Les solutions Ψ+(m,j) ont e´te´ e´tablies en travaillant avec une valeur donne´e de l’e´nergie E.
La densite´ de probabilite´ et la densite´ de courant que l’on obtient en conside´rant l’ensemble
3.8 Calcul du courant total 62
de ces solutions sont donc celles qui correspondent a` cette valeur particulie`re de l’e´nergie.
Compte tenu de l’incohe´rence entre e´tats incidents, elles sont donne´es par :
nE(r) =
∑
m,j
D+(m,j)n+(m,j)(r) (3.86)
JE(r) =
∑
m,j
D+(m,j)J+(m,j)(r) (3.87)
Il est alors ne´cessaire de recommencer tous les calculs en conside´rant d’autres valeurs
de l’e´nergie E pour obtenir les densite´s de probabilite´ et de courant e´lectrique totales :
n(r) =
∫ Vmet+EF
Vmet
nE(r)dE (3.88)
J(r) = (−e)
∫ Vmet+EF
Vmet
JE(r)dE (3.89)
ou` (−e) dans la dernie`re relation est la charge de l’e´lectron.
Terminons par un commentaire sur l’hypothe`se du cylindre de rayon R. Nous avons
pose´ son existence dans l’espace z ≤ D. Cela limite la validite´ du de´veloppement 3.12 a`
cette re´gion. Les valeurs de densite´ de courant que l’on peut obtenir dans la re´gion III sont
donc situe´es soit en z = D soit a` l’e´cran. Il est possible toutefois d’obtenir des re´sultats
significatifs dans le voisinage imme´diat de z = D en prolongeant l’expression 3.12 dans
la re´gion III. Il faut garder a` l’esprit en faisant cela que ce de´veloppement de la fonction
d’onde implique l’existence d’un mur cylindrique en ρ = R. Pour une distance a` la grille
trop importante dans la re´gion III, le faisceau e´lectronique finit par rencontrer ce mur. Une
re´flexion du faisceau se produit et le re´sultat cesse d’eˆtre significatif.
3.8 Calcul du courant total
La me´thode de´veloppe´e jusqu’ici permet un calcul de la distribution spatiale de la
densite´ de courant. C’est e´videmment le but a` atteindre pour une simulation des images
obtenues en microscopie a` projection. Dans certaines applications, on est parfois inte´resse´
de connaˆıtre simplement le courant total extrait d’une source e´lectronique quelconque et
de caracte´riser sa de´pendance par rapport a` l’e´nergie. Notre me´thode permet de simuler
cela.
Une fois les e´lectrons dans la re´gion III, ils se propagent vers l’e´cran et n’ont plus jamais
l’occasion de revenir en arrie`re. On peut donc calculer le courant extrait en z = D, ou` la
contribution due a` la solution Ψ+(m,j) pour l’e´nergie E est donne´e par :
I(m,j) =
∫ 2pi
0
dφ
∫ R
0
dρρJ+z(m,j)(ρ,φ,D)
=
∫ 2pi
0
dφ
∫ R
0
dρρ
1
m
Re
[
Ψ+(m,j)(ρ,φ,D)
∗ h¯
i
d
dz
Ψ+(m,j)(ρ,φ,D)
]
(3.90)
63 The´orie de diffusion e´lectronique par un potentiel re´el
Il suffit alors d’introduire l’expression de Ψ+(m,j)(ρ,φ,D) qui est :
Ψ+(m,j)(ρ,φ,D) =
∑
m′,j′
t++(m′,j′),(m,j)e
i
√
2m
h¯2
E−k2
m′,j′D AJm′(km′,j′ρ)e
im′φ√
2pi
∫ R
0 dρρ [Jm′(km′,j′ρ)]
2
(3.91)
Les calculs se font analytiquement et fournissent le re´sultat simple suivant :
I(m,j) =
h¯A2
m
∑
m′,j′
∣∣∣t++(m′,j′),(m,j)∣∣∣2
√
2m
h¯2
E − k2m′,j′ (3.92)
ou` la de´pendance en z a comple`tement disparu, ce qui est logique suite aux commentaires
faits en de´but de cette section.
Le courant extrait correspondant a` tous les e´lectrons d’e´nergie E est donne´ par :
IE =
∑
m,j
D+(m,j)(E)I(m,j) (3.93)
et le courant e´lectrique total par :
I = (−e)
∫ Vmet+EF
Vmet
IEdE (3.94)
On voit donc qu’une fois les matrices de transfert calcule´es, le calcul du courant extrait
est quasi imme´diat.
3.9 Cohe´rence et incohe´rence
Nous avons donc e´tabli une the´orie qui permet le calcul d’une densite´ de courant. Cette
the´orie a e´te´ e´crite en travaillant dans une base utilisant les coordonne´es cylindriques.
La question que nous pouvons nous poser maintenant est la suivante : le re´sultat est-il le
meˆme que si nous avions travaille´ dans une autre repre´sentation, une base d’ondes planes
par exemple?
On est trop rapidement tente´ de re´pondre par oui. Si on se souvient de l’hypothe`se d’in-
cohe´rence entre e´tats incidents, la re´ponse a` cette question devient moins e´vidente. En effet,
chaque e´tat de base cylindrique peut eˆtre de´compose´ en somme (cohe´rente) d’ondes planes.
De meˆme chaque onde plane peut s’e´crire comme somme (cohe´rente) d’e´tats de base cylin-
driques. Dans les sections pre´ce´dentes, nous avons envoye´ un ensemble incohe´rent d’e´tats
de base cylindriques. Il n’est pas du tout e´vident a priori qu’envoyer de manie`re incohe´rente
des groupes cohe´rents (les ondes planes) de ces meˆmes e´tats de base cylindriques donne le
meˆme re´sultat.
Pour clarifier le proble`me et en meˆme temps le re´soudre, conside´rons le de´veloppement
d’une onde plane en coordonne´es cylindriques :
eik.r =
+∞∑
m=−∞
eim(
pi
2
−φk)
(
eikzzJm(k//ρ)e
imφ
)
(3.95)
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ou` k = (k//,φk,kz) est le vecteur d’onde associe´. Travailler avec une base d’ondes planes
n’a de sens que dans un espace infini. Afin de comparer les re´sultats obtenus dans une
repre´sentation par ondes planes et par fonctions cylindriques, nous devons nous placer
dans le meˆme contexte et supposer que la base d’ondes cylindriques de´crit e´galement un
espace infini. Nous reconnaissons alors dans les parenthe`ses de cette expression les e´tats de
base cylindriques correspondant a` un espace non restreint.
Pour une e´nergie E, les e´tats incidents dans une repre´sentation en ondes planes sont
de´crits par les indices k// et φk, tandis qu’en ondes cylindriques les indices k// et m sont
utilise´s. La notation des e´tats incidents ne diffe`re donc que par un indice.
Inte´ressons-nous donc a` la densite´ de probabilite´ correspondant a` une valeur donne´e
de l’indice commun k//. En repre´sentation d’ondes planes, cette intensite´ est due a` la
contribution (incohe´rente) de toutes les valeurs de φk, tandis qu’en repre´sentation d’ondes
cylindriques elle est due a` la contribution (incohe´rente) de toutes les valeurs de m. En
repre´sentation d’ondes planes, cette densite´ de probabilite´ est donne´e par :
n+k// =
∫ 2pi
0
dφkD+k//
∣∣∣Ψ+k//,φk ∣∣∣2 (3.96)
ou` D+k// est la densite´ d’e´tat (qui ne de´pend que de la valeur de k//). Etant donne´ que
chaque onde plane incidente peut eˆtre conside´re´e comme une combinaison line´aire d’ondes
cylindriques (avec eim(
pi
2
−φk) les coefficients du de´veloppement), la line´arite´ de l’e´quation
de Schro¨dinger nous permet d’e´crire ce dernier re´sultat en fonction des solutions obtenues
avec une base d’ondes cylindriques :
n+k// =
∫ 2pi
0
dφkD+k//
∣∣∣∣∣
+∞∑
m=−∞
eim(
pi
2
−φk)Ψ+m,k//
∣∣∣∣∣
2
(3.97)
Ce re´sultat se transforme alors comme :
n+k// = D+k//
+∞∑
m=−∞
+∞∑
m′=−∞
∫ 2pi
0
dφke
i(m−m′)(pi
2
−φk)Ψ+m,k//Ψ
+∗
m′,k//
= 2pi
+∞∑
m=−∞
D+k//
∣∣∣Ψ+m,k//∣∣∣2 (3.98)
Cette dernie`re expression co¨ıncide avec celle que l’on aurait utilise´ pour calculer la
densite´ de probabilite´ n+k// correspondant a` tous les e´tats incidents de vecteur d’onde pa-
ralle`le k// dans une repre´sentation par ondes cylindriques. Les deux approches sont donc
e´quivalentes.
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3.10 Lien avec la the´orie des groupes
La the´orie que nous avons de´veloppe´e exploite la pre´sence d’un axe de syme´trie central
d’ordre n. Nous avons constate´ en manipulant l’e´quation de Schro¨dinger l’existence de n
groupes de fonctions de base inde´pendants. La syme´trie pose´e dans ce proble`me est un cas
particulier de toutes les syme´tries traite´es par une autre the´orie, la the´orie des groupes.
Quel lien existe-t-il entre cette the´orie et la noˆtre?
L’existence d’un axe central d’ordre n correspond dans la the´orie des groupes a` l’exis-
tence d’un ope´rateur de rotation Cˆn. Le groupe de syme´trie correspondant est note´ Cn
et contient les n ope´rateurs
{
Eˆ,Cˆn,Cˆ
2
n, . . . ,Cˆ
n−1
n
}
. Etant donne´ que ces ope´rateurs com-
mutent entre eux, le groupe Cn est abe´lien et il existe n classes C
i
n (avec C
0
n note´ E)
qui correspondent a` chacun de ces ope´rateurs. Il existe donc e´galement n repre´sentations
ine´quivalentes irre´ductibles du groupe.
Dans notre the´orie, nous avons n groupes de fonctions de base inde´pendants que nous
noterons avec un indice m0 = 0,1, . . . ,n−1 de la fac¸on suivante : {< ρ,φ|m0 + q.n,j >}q∈Z.
Chacun de ces groupes de fonctions constitue une repre´sentation du groupe Cn. En effet,
dans un mode passif ou` les ope´rateurs agissent sur un syste`me de coordonne´es droitier (ou
dans un mode actif ou` les ope´rateurs agissent sur la situation physique de´crite dans un
syste`me gaucher), on ve´rifie pour chaque fonction du groupe m0 que :
< ρ,φ|Cˆin|m0 + q.n,j > = < (Cˆin)−1(ρ,φ)|m0 + q.n,j >
=
Jm(km,jρ)e
i(m0+q.n)(φ+
2pi
n
i)√
2pi
∫ R
0 dρρ [Jm(km,jρ)]
2
= ωim0 < ρ,φ|m0 + q.n,j > (3.99)
avec ωm0 = e
im0
2pi
n une des n racines nie`mes de l’unite´.
Chaque groupe de fonctions de base caracte´rise´ par l’indice m0 repre´sente la classe
Cin par le nombre complexe ω
i
m0
qui est le caracte`re χm0(Cin) de la repre´sentation. Notre
repre´sentation est ainsi re´sume´e par la table de caracte`res suivante :
Cn E Cn C
2
n . . . C
n−1
n
groupe 0 1 1 1 . . . 1
groupe 1 1 ω11 ω
2
1 . . . ω
n−1
1
...
groupe n− 1 1 ω1n−1 ω2n−1 . . . ωn−1n−1
On reconnaˆıt la table de caracte`res correspondant aux repre´sentations ine´quivalentes
irre´ductibles du groupe Cn. Elles sont en effet ine´quivalentes puisque l’ensemble des ca-
racte`res associe´ a` chaque groupem0 diffe`re de celui des autres groupes. Elles sont irre´ductibles
puisque les caracte`res sous E valent tous 1.
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Par ailleurs, on peut s’assurer de l’orthogonalite´ entre les lignes de la table de caracte`res
en ve´rifiant la relation :
n−1∑
i=0
χm0(Cin)
∗χm
′
0(Cin) = g δm0,m′0 (3.100)
avec l’ordre du groupe g = n, ainsi que l’orthogonalite´ entre colonnes par :
n−1∑
m0=0
χm0(Cin)
∗χm0(Ci
′
n ) =
g
Ni
δi,i′ (3.101)
ou` Ni est le nombre d’ope´rateurs dans la classe C
i
n qui vaut ici 1.
Nos groupes de fonctions de base correspondent donc chacune a` une des repre´sentations
ine´quivalentes irre´ductibles du groupeCn. Le groupe qui contient l’indicem = 0 correspond
a` la repre´sentation habituellement note´e A. Lorsque n est pair, le groupe qui contient l’in-
dice n/2 correspond a` la repre´sentation note´e B. Enfin, les autres groupes, qui comme nous
l’avons vu, se pre´sentent par paires de groupes conjugue´s, sont habituellement rassemble´es
dans la table de caracte`res par paires note´es E.
Ceci termine la pre´sentation de notre the´orie de diffusion correspondant a` un potentiel
re´el. Nous reviendrons au chapitre 6 sur la me´thodologie des matrices de transfert. Nous
verrons comment e´tendre cette me´thodologie au traitement des matrices rectangulaires et
comment controˆler les instabilite´s inhe´rentes a` cette technique. Les deux chapitres suivants
constituent une extension de ce chapitre au traitement des potentiels complexes et des
champs magne´tiques.
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Chapitre 4
The´orie de diffusion e´lectronique par
un potentiel complexe
4.1 Introduction
Comme nous l’avons vu au chapitre 1, l’observation de fibres de carbone conduit a` leur
classification en deux familles : les fibres dites transparentes et les fibres opaques.
Les premie`res apparaissent brillantes a` l’e´cran. Elles ont typiquement un diame`tre de
l’ordre du nanome`tre. Le champ e´lectrique entourant ces fibres joue un roˆle important dans
l’aspect de l’image, en attirant les e´lectrons par effet de sucking-in.
Les fibres opaques apparaissent au contraire noires a` l’e´cran et correspondent donc
mieux a` ce que l’on attend d’une microscopie a` projection. Leur diame`tre est typiquement
supe´rieur a` 2 nm.
L’origine de cette distinction est attribue´e dans la litte´rature a` l’absorption des e´lectrons
dans le mate´riau de la fibre. Cette absorption est d’autant plus importante que la fibre est
e´paisse.
Notre mode`le a suppose´ jusque maintenant une distribution d’e´nergie potentielle re´elle.
Il re´sulte de cette hypothe`se que la densite´ de courant ve´rifie l’e´quation de continuite´
et que les e´lectrons ne peuvent donc pas disparaˆıtre. Comme nous allons le voir dans la
section suivante, l’introduction d’une partie imaginaire dans l’e´nergie potentielle permet
de reproduire cette absorption.
4.2 Potentiel complexe et absorption
Pour comprendre ce qui se passe lorsque l’e´nergie potentielle prend une partie imagi-
naire, commenc¸ons par regarder l’e´quation de Schro¨dinger :[
− h¯
2
2m
d2
dz2
+ V (z,t)
]
Ψ(z,t) = ih¯
∂
∂t
Ψ(z,t) (4.1)
ou` nous avons pris une seule dimension z.
4.2 Potentiel complexe et absorption 68
Lorsque l’e´nergie potentielle ne de´pend pas du temps, on peut se´parer la de´pendance
spatiale et temporelle de la fonction d’onde en e´crivant :
Ψ(z,t) = Ψ(z)Ψ(t) (4.2)
L’e´quation de Schro¨dinger se re´sout donc en deux parties :[
− h¯
2
2m
d2
dz2
+ V (z)
]
Ψ(z) = EΨ(z) (4.3)
ih¯
∂
∂t
Ψ(t) = EΨ(t) (4.4)
ou` l’e´nergie E apparaˆıt ici comme une constante de se´paration.
La deuxie`me e´quation est triviale a` re´soudre et fournit le re´sultat suivant :
Ψ(t) = e−i
E
h¯
t (4.5)
Lorsque l’e´nergie potentielle prend la valeur constante V < E , la premie`re e´quation
fournit le re´sultat ge´ne´ral :
Ψ(z) = Aeikz +Be−ikz (4.6)
avec k =
√
2m
h¯2
(E − V ), de sorte que la fonction d’onde totale est donne´e par :
Ψ(z,t) = Aei(kz−
E
h¯
t) +Bei(−kz−
E
h¯
t) (4.7)
Il est facile de se rendre compte que la premie`re partie de la solution de´crit une onde
qui se propage vers la droite (dans le sens des z croissants) et la deuxie`me partie une onde
qui se propage vers la gauche. Aucune absorption n’est pre´sente.
Regardons maintenant ce qui arrive lorsqu’on ajoute une partie imaginaire ne´gative a`
l’e´nergie potentielle. Restons dans le cas ou` la partie re´elle de l’e´nergie potentielle prend
une valeur constante Vr et notons la partie imaginaire ne´gative Vi(r) = −Vi.
L’e´quation a` re´soudre est alors la suivante :[
− h¯
2
2m
d2
dz2
+ (Vr − iVi)
]
Ψ(z,t) = ih¯
∂
∂t
Ψ(z,t) (4.8)
Cette e´quation peut a` nouveau se re´soudre par se´paration de variables. Deux manie`res
de faire sont possibles, suivant l’expression de la constante de se´paration. Commenc¸ons
par le cas le plus simple et prenons comme constante de se´paration E − iVi. L’e´quation a`
re´soudre se met alors sous la forme :[
− h¯
2
2m
d2
dz2
+ Vr
]
Ψ(z) = EΨ(z) (4.9)
ih¯
∂
∂t
Ψ(t) = (E − iVi)Ψ(t) (4.10)
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ou` la premie`re e´quation prend une forme identique a` celle correspondant a` l’e´nergie poten-
tielle purement re´elle. La deuxie`me e´quation fournit le nouveau re´sultat :
Ψ(t) = e−i
E
h¯
te−
Vi
h¯
t (4.11)
et la fonction d’onde totale se met sous la forme :
Ψ(z,t) =
(
Aei(kz−
E
h¯
t) +Bei(−kz−
E
h¯
t)
)
e−
Vi
h¯
t (4.12)
avec k =
√
2m
h¯2
(E − Vr).
On a toujours deux ondes se propageant dans des sens oppose´s, mais cette fois-ci la
fonction d’onde disparaˆıt au cours du temps a` cause du facteur e−
Vi
h¯
t. La probabilite´ de
trouver l’e´lectron varie dans le temps comme :
|Ψ(z,t)|2 ∼ e−t/τ (4.13)
ou` τ est le temps de vie caracte´ristique de l’e´lectron donne´ par :
τ =
h¯
2Vi
(4.14)
Une autre manie`re de re´soudre l’e´quation 4.8 consiste a` prendre E comme constante de
se´paration. Cette e´quation se rame`ne cette fois au syste`me :[
− h¯
2
2m
d2
dz2
+ (Vr − iVi)
]
Ψ(z) = EΨ(z) (4.15)
ih¯
∂
∂t
Ψ(t) = EΨ(t) (4.16)
La deuxie`me e´quation reste alors identique a` celle rencontre´e lorsque l’e´nergie potentielle
est purement re´elle et fournit le meˆme re´sultat Ψ(t) = e−i
E
h¯
t. La premie`re e´quation donne
quant a` elle la nouvelle solution :
Ψ(z) = Aeikz +Be−ikz (4.17)
avec k =
√
2m
h¯2
((E − V ) + iVi). Comme (E − V ) et Vi sont positifs, k peut s’e´crire sous la
forme k = kr + iki ou` kr et ki sont positifs.
La solution de l’e´quation 4.8 prend alors la forme comple`te :
Ψ(z,t) = Aei(krz−
E
h¯
t)−kiz +Bei(−krz−
E
h¯
t)+kiz (4.18)
La premie`re partie de´crit toujours une onde se propageant vers la droite et la seconde une
onde se propageant vers la gauche. Les facteurs e±kiz sont responsables de l’absorption de
l’onde dans la direction de propagation.
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On peut a` nouveau calculer l’absorption de l’onde e´lectronique au fur et a` mesure de
sa progression. On trouve alors :
|Ψ(z,t)|2 ∼ e−|z|/λ (4.19)
ou` λ est la distance caracte´ristique d’absorption de l’e´lectron donne´e par :
λ =
1
2ki
(4.20)
En conside´rant l’expression de k, on peut calculer l’expression exacte de ki. On trouve
alors
ki =
√√√√2m
h¯2
√
(E − Vr)2 + V 2i − (E − Vr)
2
∼ 1
2
√
2m
h¯2
Vi√
E − Vr (4.21)
L’expression de λ devient alors :
λ ∼ h¯
2
2m
√
2m
h¯2
(E − Vr)
Vi
= τ(h¯k/m) (4.22)
Dans cette dernie`re e´quation, on retrouve la distance caracte´ristique d’absorption de
l’e´lectron comme produit de son temps caracte´ristique d’absorption par ce qui peut eˆtre
conside´re´ comme sa vitesse. Les deux approches sont donc cohe´rentes et on dispose ainsi de
relations utiles entre la valeur de la partie imaginaire de l’e´nergie potentielle Vi, le temps
caracte´ristique d’absorption τ et la distance caracte´ristique d’absorption λ. Nous utiliserons
par la suite la deuxie`me approche, qui reste applicable lorsque la partie imaginaire de
l’e´nergie potentielle Vi varie dans l’espace.
4.3 Origine physique de la partie imaginaire du po-
tentiel
Expliquons pour commencer la signification physique de cette absorption. Il est e´vident
que l’e´lectron ne peut disparaˆıtre physiquement (nous excluons les processus de capture
e´lectronique (par exemple) qui pourraient transformer l’e´lectron). Le fait d’avoir une par-
tie imaginaire dans l’e´nergie potentielle permet de re´duire de manie`re aise´e le nombre
d’e´lectrons de´crits par la fonction d’onde. Que deviennent alors les autres? Les e´lectrons
qui disparaissent de la description peuvent avoir donne´ une partie de leur e´nergie a` un
noyau atomique ou un e´lectron lors d’une collision. Ils peuvent aussi lors d’une de ces in-
teractions avoir perdu toute relation de phase avec le reste des e´lectrons. Dans les deux cas,
ces e´lectrons ne sont plus capables de participer a` la formation de la figure de diffraction
et ne doivent donc plus eˆtre conside´re´s comme appartenant a` la fonction d’onde utilise´e
pour calculer cette figure.
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Maintenant d’ou` provient cette partie imaginaire mathe´matiquement? Pendry [50] don-
ne une re´ponse a` cette question dans un ouvrage consacre´ a` la technique LEED. Nous
donnerons ici un re´sume´ de son explication.
Le vrai proble`me a` conside´rer est un proble`me a` N+1 e´lectrons, dans lequel l’e´lectron
que nous avons conside´re´ jusqu’ici est de´crit avec les N e´lectrons du mate´riau observe´
dans une fonction d’onde totale Ψ(r0,s0; ....; rN ,sN), ou` les variables si sont les spins. Cette
fonction d’onde est solution de l’e´quation a` N + 1 e´lectrons :
− h¯
2
2m
N∑
i=0
∇2iΨ+
N∑
i=0
Vc(ri)Ψ +
N∑
i=0
N∑
j=i+1
e2
4pi²0 |rj − ri|Ψ = EtotalΨ (4.23)
ou` Vc est l’e´nergie potentielle due a` la pre´sence de tous les noyaux atomiques.
L’ide´e de Pendry est de se´parer Ψ en une partie de´crivant l’e´lectron incident et une
partie de´crivant l’ensemble des autres N e´lectrons, par une somme antisyme´trise´e :
Ψ =
∑
k
φk(r0,s0)Γk(r1,s1; ....; rN ,sN) (4.24)
ou` les indices k correspondent au niveau d’excitation des N e´lectrons, de´crits par les e´tats
orthonorme´s Γk :
− h¯
2
2m
N∑
i=1
∇2iΓk +
N∑
i=1
Vc(ri)Γk +
N∑
i=1
N∑
j=i+1
e2
4pi²0 |rj − ri|Γk = EkΓk (4.25)
E0 est le niveau fondamental de la distribution des N e´lectrons. φk correspond a` un
e´tat ou` l’e´lectron incident a donne´ une partie de son e´nergie Ek−E0 pour exciter les autres
N e´lectrons et les amener de l’e´tat Γ0 a` Γk.
En introduisant l’expression 4.24 dans l’e´quation 4.23, on obtient :
∑
k
− h¯2
2m
∇20 + Vc(r0) +
N∑
j=1
e2
4pi²0
1
|rj − r0|
φk(r0,s0)Γk(r1,s1; ....; rN ,sN)
=
∑
k
(Etotal − Ek)φk(r0,s0)Γk(r1,s1; ....; rN ,sN) (4.26)
D’apre`s les commentaires pre´ce´dents, les e´tats φk ou` l’e´lectron incident a perdu une
partie de son e´nergie ne sont pas ceux a` conside´rer pour calculer la figure de diffraction
finale. L’e´tat qui nous inte´resse est celui ou` les N e´lectrons sont reste´s dans leur e´tat
fondamental. On isole cet e´tat en multipliant l’e´quation pre´ce´dente par Γ∗0 et en inte´grant
sur les coordonne´es des N e´lectrons :[
− h¯
2
2m
∇20 + Vc(r0) + vop(r0,s0)
]
φ0(r0,s0) = (Etotal − E0)φ0(r0,s0) (4.27)
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Dans cette e´quation, vop est le potentiel optique dont l’expression est la suivante :
vop(r0,s0) =
e2
4pi²0
N∑
j=1
∑
k
φk(r0,s0)
φ0(r0,s0)∑
s1...sN
∫∫∫
dV1 . . .
∫∫∫
dVN
Γ∗0(r1,s1; ....; rN ,sN)Γk(r1,s1; ....; rN ,sN)
|rj − r0| (4.28)
Une e´valuation de ce terme est propose´e a` la re´fe´rence [50]. On admet aise´ment qu’il puisse
prendre des valeurs complexes et prenne donc la forme ge´ne´rale vop(r) = Vr(r) + iVi(r),
faisant apparaˆıtre les expressions que nous utilisons depuis le de´but de ce chapitre.
Ce raisonnement met en e´vidence l’origine de la partie imaginaire de l’e´nergie potentielle,
qui apparaˆıt bien ici comme re´sultant d’une excitation des autres e´lectrons du mate´riau.
Le raisonnement peut eˆtre ge´ne´ralise´ pour inclure l’excitation de phonons ou toute autre
interaction re´sultant en un transfert d’e´nergie de l’e´lectron incident au mate´riau. On com-
prend aussi que plus l’e´nergie de l’e´lectron incident est grande, plus il aura l’occasion de
donner une partie Ek − E0 de cette e´nergie pour exciter le mate´riau. La partie imaginaire
de l’e´nergie potentielle augmente donc (en valeur absolue) a` chaque fois qu’une nouvelle
excitation est possible. Pour des grandes valeurs de l’e´nergie, l’e´lectron devient trop rapide
et la partie imaginaire de l’e´nergie potentielle tend a` de´croˆıtre comme lnE/
√
E. Pour des
me´taux (Cu, Ni, Ag, ...), Vi(r) prend des valeurs typiques de -1 eV (pour E < 15 eV), -4
eV pour (15 eV < E < 100 eV) et ne descend pas en dessous de -10 eV au-dela`.
4.4 Traitement de l’e´quation de Schro¨dinger
Apre`s cette longue pre´sentation, reprenons notre mode`le et voyons comment traiter ces
parties imaginaires de l’e´nergie potentielle.
4.4.1 Ecriture de la fonction d’onde
Nous de´crirons la fonction d’onde de la meˆme manie`re que dans le chapitre pre´ce´dent,
par l’expression :
Ψ(r) =
∑
m,j
Φ(m,j)(z)
Jm(km,jρ)e
imφ√
2pi
∫ R
0 dρρ [Jm(km,jρ)]
2
(4.29)
ou` les km,j sont solutions de J
′
m(km,jR) = 0.
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4.4.2 Ecriture de l’e´nergie potentielle
Nous se´parerons les parties re´elles et imaginaires de l’e´nergie potentielle en l’exprimant
comme :
V (ρ,φ,z) = (V0r(z) + iV0i(z)) +
+∞∑
q=−∞
Vrq(ρ,z)e
iqnφ + i
+∞∑
q=−∞
Viq(ρ,z)e
iqnφ (4.30)
ou` les quantite´s Vrq(ρ,z) et Viq(ρ,z) doivent eˆtre calcule´es par :
Vrq(ρ,z) =
n
2pi
∫ 2pi/n
0
(ReV (ρ,φ,z)− V0,r(z))e−iqnφdφ (4.31)
Viq(ρ,z) =
n
2pi
∫ 2pi/n
0
(ImV (ρ,φ,z)− V0,i(z))e−iqnφdφ (4.32)
Cette e´criture permet de garder les relations Vr−q(ρ,z) = Vr
∗
q(ρ,z) ainsi que Vi−q(ρ,z) =
Vi
∗
q(ρ,z).
4.4.3 Equation de propagation
L’e´quation de Schro¨dinger se traite de la meˆme fac¸on que dans le chapitre pre´ce´dent et
fournit l’e´quation de propagation suivante :
d2Φ(m,j)(z)
dz2
+
[
2m
h¯2
E − k2m,j −
2m
h¯2
(V0,r(z) + iV0,i(z))
]
Φ(m,j)(z)
=
∑
q
∑
j′
(M q,j
′
m,j (z) + iN
q,j′
m,j (z))Φ(m−qn,j′)(z) (4.33)
avec :
M q,j
′
m,j (z) =
2m
h¯2
∫ R
0 dρρVrq(ρ,z)Jm(km,jρ)Jm−qn(km−qn,j′ρ)√∫ R
0 dρρ [Jm(km,jρ)]
2
√∫ R
0 dρρ [Jm−qn(km−qn,j′ρ)]
2
(4.34)
N q,j
′
m,j (z) =
2m
h¯2
∫ R
0 dρρViq(ρ,z)Jm(km,jρ)Jm−qn(km−qn,j′ρ)√∫ R
0 dρρ [Jm(km,jρ)]
2
√∫ R
0 dρρ [Jm−qn(km−qn,j′ρ)]
2
(4.35)
Cette e´quation pre´serve l’existence de n groupes de fonctions de base inde´pendants.
Son traitement diffe`re cependant de celui pre´sente´ au chapitre pre´ce´dent.
4.4.4 Imple´mentation nume´rique
Le traitement de l’e´quation 4.33 se fait a` nouveau en supposant que l’e´nergie potentielle
complexe V (r) varie en escaliers et prend des valeurs constantes sur chaque palier de
longueur ∆z. Notons V0,r(∆z), V0,i(∆z), M
q,j′
m,j (∆z) et N
q,j′
m,j (∆z) les valeurs asymptotiques
des composantes de l’e´nergie potentielle et les coefficients de couplage sur ce palier.
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Si l’ensemble des coefficients Φ(m,j)(z) a` traiter est stocke´ dans un vecteur Φ(z), l’e´quation
4.33 peut se mettre sous la forme :
d2
dz2
Φ(z) + EΦ(z) = (M+ iN)Φ(z) (4.36)
ou` E est une matrice diagonale qui contient les e´le´ments 2m
h¯2
E − k2m,j − 2mh¯2 (V0,r(∆z) +
iV0,i(∆z)) etM et N les matrices qui contiennent les coefficients de couplage M
q,j′
m,j (∆z) et
N q,j
′
m,j (∆z).
Les matrices M et N sont hermitiennes. Cette proprie´te´ nous permet donc de calculer
la moitie´ de chacune seulement. Il n’en est pas de meˆme pour la matrice G = E−M− iN,
qui ne pre´sente aucune syme´trie exploitable. Il est donc ne´cessaire de la construire en entier
sur chaque palier ∆z et de la diagonaliser par une sous-routine permettant le traitement
de matrices ge´ne´rales.
Notons Λ la matrice diagonale contenant les valeurs propres (complexes) de G et V la
matrice qui contient en colonnes les vecteurs propres de G. L’e´quation pre´ce´dente devient
alors :
d2
dz2
Φ(z) +V Λ V−1Φ(z) = 0 (4.37)
ou` V−1 est la matrice inverse de V.
En multipliant par la gauche cette e´quation par V−1 et en se rappelant que la matrice
G est inde´pendante de z sur le palier ∆z l’e´quation pre´ce´dente se met sous la forme :
d2
dz2
ξ(z) +Λξ(z) = 0 (4.38)
ou` nous avons utilise´ V−1 V = I et de´fini ξ(z) = V−1Φ(z).
Puisque Λ est diagonale, l’e´quation 4.38 est triviale a` re´soudre. Chaque composante
ξi(z) de ξ(z) s’exprime en effet comme une paire d’exponentielles complexes :
ξi(z) = Aie
i
√
λiz +Bie
−i√λiz (4.39)
ou` λi est la valeur propre complexe correspondant a` ξi(z) dans Λ. Les coefficients Ai et Bi
sont fixe´s par les valeurs de ξ = V−1Φ et d
dz
ξ = V−1 d
dz
Φ a` l’extre´mite´ du palier ∆z d’ou`
la solution est propage´e.
La propagation des coefficients Φ(m,j)(z) sera moins pre´cise que lorsque l’e´nergie poten-
tielle est re´elle. D’une part, le calcul des valeurs propres et vecteurs propres de la matrice
G doit se faire par une sous-routine qui ne peut exploiter aucune syme´trie. D’autre part, la
de´composition ξ(z) = V−1Φ(z) demande l’inversion nume´rique pre´alable de V 1 , alors que
1. En effet, il est plus rapide de propager les coefficients correspondant aux diffe´rentes solutions Ψ
±
(m,j)
simultane´ment. Le nombre de syste`mes a` re´soudre co¨ıncide alors avec la dimension de la matrice. Re´soudre
ces syste`mes se´pare´ment ne se justifie alors pas au point de vue de la stabilite´.
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pour une e´nergie potentielle purement re´elle cette matrice aurait e´te´ unitaire et donc in-
versible analytiquement. Les proble`mes nume´riques viennent essentiellement de ce dernier
point. Il s’ave`re meˆme que les sous-routines standard ne conviennent pas !
Une solution a` ce proble`me consiste a` remplacer l’ope´ration V−1 par :
V−1 = (V †V )−1V † (4.40)
En proce´dant de cette manie`re, on remplace l’inversion de la matrice ge´ne´rale V par celle
de (V †V ) qui est hermitienne de´finie positive ! On peut donc utiliser une sous-routine
approprie´e qui donne de meilleurs re´sultats.
Que signifie cette relation? L’ope´ration d’inversion d’une matriceV peut eˆtre conside´re´e
comme une ope´ration permettant le calcul des coordonne´es contravariantes d’un vecteur
quelconque le long de la base constitue´e par les colonnes de V. Le facteur de droite de la
relation 4.40 fournit les composantes covariantes de la de´composition souhaite´e. Le facteur
de gauche repre´sente l’inverse de la me´trique, dont l’application permet le passage aux
coordonne´es contravariantes.
Cette formule s’ave`re plus efficace par le fait que l’ope´ration V † est analytique et traite
donc de manie`re exacte la phase des vecteurs auxquels elle s’applique. L’ope´ration (V †V )−1
concerne essentiellement les amplitudes des vecteurs traite´s. Les re´sultats sont moins sen-
sibles a` des erreurs dans cette dernie`re partie.
La me´thode pre´sente´e ici permet la propagation des coefficients Φ(m,j)(z). Leur utilisation
est identique a` celle pre´sente´e dans le chapitre 3. Les relations entre matrices de transfert
appartenant a` deux groupes conjugue´s ne sont cependant plus applicables lorsque l’e´nergie
potentielle prend une partie imaginaire. En effet, le complexe conjugue´ de la solution d’une
e´quation de Schro¨dinger avec une e´nergie potentielle complexe correspond a` une onde dont
l’amplitude augmenterait exponentiellement dans le sens de propagation. Ces solutions ne
correspondent a` rien de physique dans ce contexte.
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Chapitre 5
The´orie de diffusion e´lectronique par
un champ magne´tique
5.1 Introduction
Ce troisie`me volet de notre pre´sentation me´thodologique est consacre´ a` la diffusion
e´lectronique par des champs magne´tiques. Nous avons vu au chapitre 1 que des particules
de Fe3O4 pre´sentent une magne´tisation permanente qui induit des franges caracte´ristiques
a` l’e´cran. Ces franges apparaissent paralle`les aux lignes de champ et d’autant plus resserre´es
que le champ est fort.
Pour ve´rifier ces observations, il est ne´cessaire d’e´tendre notre the´orie de diffusion au
traitement des champs magne´tiques. Cette extension de la the´orie se place tre`s bien a` la
suite des chapitres 3 et 4 puisque, comme nous le verrons, l’e´quation de Schro¨dinger prend
des parties imaginaires. Nous pouvons donc nous servir en grande partie des techniques
de´veloppe´es jusqu’ici.
Nous supposerons comme toujours la pre´sence d’un axe de syme´trie d’ordre n, en par-
ticulier dans la distribution du champ d’induction magne´tique B. Ce dernier sera notre pa-
rame`tre d’entre´e. Le champ d’induction magne´tique intervient dans l’e´quation de Schro¨din-
ger par l’interme´diaire d’un potentiel vecteur A que nous devrons construire a` partir de la
distribution du champ. Comme nous le savons, nous disposons d’une certaine liberte´ pour
la construction du potentiel vecteur. Nous pre´ciserons au fur et a` mesure du traitement de
l’e´quation de Schro¨dinger les conditions sur A qui nous apparaˆıtront utiles. Ces conditions
en fixeront ainsi la jauge. Apre`s la pre´sentation des techniques de traitement de l’e´quation
de Schro¨dinger, nous montrerons comment construire, a` partir de la distribution de B, le
potentiel vecteur A dans la jauge que nous aurons pre´cise´e.
Etant donne´ que c’est A qui intervient dans l’e´quation de Schro¨dinger, nous pouvons
de`s maintenant imposer une premie`re condition : que A soit (comme toutes les quantite´s
conside´re´es jusqu’ici) invariant sous toute rotation de 2pi/n autour de l’axe z. Etant donne´
les constatations faites jusque maintenant, nous pouvons nous attendre a` ce que cette
condition maintienne l’existence de n groupes de fonctions de base inde´pendants, ce qui
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alle`ge conside´rablement les conditions de calcul.
5.2 Traitement de l’e´quation de Schro¨dinger
5.2.1 Ecriture de la fonction d’onde
Venons-en donc au traitement de l’e´quation de Schro¨dinger. Nous de´crirons comme
toujours la fonction d’onde par l’expression :
Ψ(r) =
∑
m,j
Φ(m,j)(z)
Jm(km,jρ)e
imφ√
2pi
∫ R
0 dρρ [Jm(km,jρ)]
2
(5.1)
ou` les km,j sont solutions de J
′
m(km,jR) = 0.
5.2.2 Ecriture de l’e´nergie potentielle et du champ d’induction
magne´tique
Nous utiliserons la meˆme expression que dans le chapitre 4 pour l’e´nergie potentielle :
V (ρ,φ,z) = (V0r(z) + iV0i(z)) +
+∞∑
q=−∞
Vrq(ρ,z)e
iqnφ + i
+∞∑
q=−∞
Viq(ρ,z)e
iqnφ (5.2)
ou` les quantite´s Vrq(ρ,z) et Viq(ρ,z) se calculent par :
Vrq(ρ,z) =
n
2pi
∫ 2pi/n
0
(ReV (ρ,φ,z)− V0,r(z))e−iqnφdφ (5.3)
Viq(ρ,z) =
n
2pi
∫ 2pi/n
0
(ImV (ρ,φ,z)− V0,i(z))e−iqnφdφ (5.4)
Etant donne´ que le potentiel vecteur A(ρ,φ,z) est pe´riodique en φ avec une pe´riode de
2pi/n, nous pouvons exprimer la de´pendance en φ de chacune de ses composantes en se´rie
de Fourier :
A(ρ,φ,z) =
+∞∑
q=−∞
Aq(ρ,z)e
iqnφ (5.5)
ou` les coefficients Aq(ρ,z) doivent se calculer par :
Aq(ρ,z) =
n
2pi
∫ 2pi/n
0
A(ρ,φ,z)e−iqnφdφ (5.6)
Les coefficients de Fourier ve´rifient les relations utiles : Vr−q(ρ,z) = Vr
∗
q(ρ,z) ,
Vi−q(ρ,z) = Vi
∗
q(ρ,z) ainsi que A−q(ρ,z) = A
∗
q(ρ,z).
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5.2.3 Equation de propagation
Conside´rons l’ope´rateur hamiltonien H, fonction des ope´rateurs de position R, d’im-
pulsion P, d’e´nergie potentielle V (fonction de R seulement) et du potentiel vecteur A :
H =
1
2m
[P− (−e)A]2 + V (R)
=
P2
2m
− (−e)
2m
[P.A+A.P] +
e2
2m
A2 + V (R) (5.7)
Nous pouvons en de´duire l’e´quation de Schro¨dinger stationnaire :
< r|H|Ψ >= E < r|Ψ > (5.8)
− h¯
2
2m
∆Ψ+ i
(−e)h¯
2m
[∇.(AΨ) +A.∇Ψ] + (V + e
2
2m
A2)Ψ = EΨ (5.9)
− h¯
2
2m
∆Ψ+ i
(−e)h¯
2m
[∇.AΨ+ 2A.∇Ψ] + (V + e
2
2m
A2)Ψ = EΨ (5.10)
Cette e´quation fait intervenir une de´rive´e premie`re de la fonction d’onde a` cause de
∇Ψ. En utilisant les expressions 5.2 et 5.5 pour l’e´nergie potentielle et le potentiel vecteur,
ainsi que 5.1 pour la fonction d’onde et en projetant cette e´quation sur chaque fonction de
base, on obtient le re´sultat (provisoire) suivant :
d2Φ(m,j)(z)
dz2
+
[
2m
h¯2
E − k2m,j −
2m
h¯2
(V0,r(z) + iV0,i(z))
]
Φ(m,j)(z)
=
∑
q,j′
((M q,j
′
m,j (z) +O
q,j′
m,j(z)) + i(N
q,j′
m,j (z) + P
q,j′
m,j (z)))Φ(m−qn,j′)(z)
+
∑
q,j′
iQq,j
′
m,j(z)
d
dz
Φ(m−qn,j′)(z) (5.11)
avec :
M q,j
′
m,j (z) =
2m
h¯2
∫ R
0 dρρ(Vrq(ρ,z) +
e2
2m
A2q(ρ,z))Jm(km,jρ)Jm−qn(km−qn,j′ρ)√∫ R
0 dρρ [Jm(km,jρ)]
2
√∫ R
0 dρρ [Jm−qn(km−qn,j′ρ)]
2
(5.12)
N q,j
′
m,j (z) =
2m
h¯2
∫ R
0 dρρ(Viq(ρ,z) +
(−e)h¯
2m
∇.Aq(ρ,z))Jm(km,jρ)Jm−qn(km−qn,j′ρ)√∫ R
0 dρρ [Jm(km,jρ)]
2
√∫ R
0 dρρ [Jm−qn(km−qn,j′ρ)]
2
(5.13)
Oq,j
′
m,j(z) = −
2(−e)
h¯
(m− qn)
∫ R
0 dρAφq(ρ,z)Jm(km,jρ)Jm−qn(km−qn,j′ρ)√∫ R
0 dρρ [Jm(km,jρ)]
2
√∫ R
0 dρρ [Jm−qn(km−qn,j′ρ)]
2
(5.14)
P q,j
′
m,j (z) =
2(−e)
h¯
km−qn,j′
∫ R
0 dρρAρq(ρ,z)Jm(km,jρ)J
′
m−qn(km−qn,j′ρ)√∫ R
0 dρρ [Jm(km,jρ)]
2
√∫ R
0 dρρ [Jm−qn(km−qn,j′ρ)]
2
(5.15)
Qq,j
′
m,j(z) =
2(−e)
h¯
∫ R
0 dρρAzq(ρ,z)Jm(km,jρ)Jm−qn(km−qn,j′ρ)√∫ R
0 dρρ [Jm(km,jρ)]
2
√∫ R
0 dρρ [Jm−qn(km−qn,j′ρ)]
2
(5.16)
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Dans ces e´quations, A2q(ρ,z) et ∇.Aq(ρ,z) sont les composantes de Fourier de A2 et
∇.A. Elles peuvent eˆtre mises sous une forme plus pratique en conside´rant la forme parti-
culie`re du facteur ∇.Aq(ρ,z) :
∇.Aq(ρ,z) = 1
ρ
∂(ρAρ,q(ρ,z))
∂ρ
+
iqn
ρ
Aφ,q(ρ,z) +
∂Az,q(ρ,z)
∂z
(5.17)
et en notant que N q,j
′
m,j (z) contient un terme qui peut se re´e´crire comme :
2m
h¯2
(−e)h¯
2m
∫ R
0 dρρ
1
ρ
∂(ρAρ,q(ρ,z))
∂ρ
Jm(km,jρ)Jm−qn(km−qn,j′ρ)√∫ R
0 dρρ [Jm(km,jρ)]
2
√∫ R
0 dρρ [Jm−qn(km−qn,j′ρ)]
2
= (−e)
h¯
[∣∣∣ρAρ,q(ρ,z)Jm(km,jρ)Jm−qn(km−qn,j′)∣∣∣R
0
−
∫ R
0
dρρAρ,q(ρ,z)km,jJ
′
m(km,jρ)Jm−qn(km−qn,j′)
−
∫ R
0
dρρAρ,q(ρ,z)Jm(km,jρ)km−qn,jJ ′m−qn(km−qn,j′)
]
/
√∫ R
0
dρρ [Jm(km,jρ)]
2
√∫ R
0
dρρ [Jm−qn(km−qn,j′ρ)]
2
 (5.18)
ou` les de´rive´es partielles par rapport a` ρ et z des grandeurs concerne´es peuvent eˆtre rem-
place´es par des de´rive´es totales puisque ces deux variables sont inde´pendantes.
L’e´quation 5.11 prend alors la forme :
d2Φ(m,j)(z)
dz2
+
[
2m
h¯2
E − k2m,j −
2m
h¯2
(V0,r(z) + iV0,i(z))
]
Φ(m,j)(z)
=
∑
q,j′
((M q,j
′
m,j (z) +O
q,j′
m,j(z)) + i(N
q,j′
m,j (z) + P
q,j′
m,j (z)))Φ(m−qn,j′)(z)
+
∑
q,j′
iQq,j
′
m,j(z)
d
dz
Φ(m−qn,j′)(z) (5.19)
avec :
Mq,j
′
m,j (z) =
2m
h¯2
∫ R
0
dρρ(Vrq(ρ,z) + e
2
2mA
2
q(ρ,z))Jm(km,jρ)Jm−qn(km−qn,j′ρ)√∫ R
0
dρρ [Jm(km,jρ)]
2
√∫ R
0
dρρ [Jm−qn(km−qn,j′ρ)]
2
(5.20)
Nq,j
′
m,j (z) =
2m
h¯2
∫ R
0
dρρ(Viq(ρ,z) +
(−e)h¯
2m
dAz,q(ρ,z)
dz )Jm(km,jρ)Jm−qn(km−qn,j′ρ)√∫ R
0
dρρ [Jm(km,jρ)]
2
√∫ R
0
dρρ [Jm−qn(km−qn,j′ρ)]
2
+
(−e)
h¯
RAρ,q(R,z)Jm(km,jR)Jm−qn(km−qn,j′R)√∫ R
0
dρρ [Jm(km,jρ)]
2
√∫ R
0
dρρ [Jm−qn(km−qn,j′ρ)]
2
(5.21)
Oq,j
′
m,j(z) = −
(−e)
h¯
(m+ (m− qn))
∫ R
0
dρAφq(ρ,z)Jm(km,jρ)Jm−qn(km−qn,j′ρ)√∫ R
0
dρρ [Jm(km,jρ)]
2
√∫ R
0
dρρ [Jm−qn(km−qn,j′ρ)]
2
(5.22)
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P q,j
′
m,j (z) =
(−e)
h¯
∫ R
0
dρρAρq(ρ,z)
(
Jm(km,jρ) ddρJm−qn(km−qn,j′ρ)− ddρJm(km,jρ)Jm−qn(km−qn,j′ρ)
)
√∫ R
0
dρρ [Jm(km,jρ)]
2
√∫ R
0
dρρ [Jm−qn(km−qn,j′ρ)]
2
(5.23)
Qq,j
′
m,j(z) =
2(−e)
h¯
∫ R
0
dρρAzq(ρ,z)Jm(km,jρ)Jm−qn(km−qn,j′ρ)√∫ R
0
dρρ [Jm(km,jρ)]
2
√∫ R
0
dρρ [Jm−qn(km−qn,j′ρ)]
2
(5.24)
L’existence de n groupes de fonctions de base inde´pendants est pre´serve´e par l’e´quation
5.19. Nous pouvons la traiter en supposant toutes les grandeurs constantes sur des pa-
liers de longueur ∆z et en notant leur valeur par (∆z). On note M, N, O, P et Q
les matrices contenant respectivement les coefficients de couplage M q,j
′
m,j (∆z), N
q,j′
m,j (∆z),
Oq,j
′
m,j(∆z), P
q,j′
m,j (∆z) et Q
q,j′
m,j(∆z) ainsi que E une matrice diagonale contenant les termes
2m
h¯2
E − k2m,j − 2mh¯2 (V0,r(∆z) + iV0,i(∆z)). Si l’ensemble des coefficients Φ(m,j)(z) a` traiter est
stocke´ dans un vecteur Φ(z), l’e´quation 5.19 prend la forme :
d2
dz2
Φ(z) + EΦ(z) = ((M+O) + i(N+P))Φ(z) + (iQ)
d
dz
Φ(z) (5.25)
En de´finissant G = E − (M +O) − i(N + P), l’e´quation pre´ce´dente se met sous une
forme
d2
dz2
Φ(z) +GΦ(z) = (iQ)
d
dz
Φ(z) (5.26)
que nous ne savons pas re´soudre, parce que les matricesG etQ ne se laissent en ge´ne´ral pas
diagonaliser simultane´ment ! Heureusement, nous n’avons pas encore de´termine´ comple`tement
la forme de A et nous pouvons encore lui imposer de satisfaire la condition :
Az = 0 (5.27)
Avec cette condition, l’e´quation 5.19 prend sa forme de´finitive :
d2Φ(m,j)(z)
dz2
+
[
2m
h¯2
E − k2m,j −
2m
h¯2
(V0,r(z) + iV0,i(z))
]
Φ(m,j)(z)
=
∑
q,j′
((M q,j
′
m,j (z) +O
q,j′
m,j(z)) + i(N
q,j′
m,j (z) + P
q,j′
m,j (z)))Φ(m−qn,j′)(z) (5.28)
avec :
Mq,j
′
m,j (z) =
2m
h¯2
∫ R
0
dρρ(Vrq(ρ,z) + e
2
2mA
2
q(ρ,z))Jm(km,jρ)Jm−qn(km−qn,j′ρ)√∫ R
0
dρρ [Jm(km,jρ)]
2
√∫ R
0
dρρ [Jm−qn(km−qn,j′ρ)]
2
(5.29)
Nq,j
′
m,j (z) =
2m
h¯2
∫ R
0
dρρViq(ρ,z)Jm(km,jρ)Jm−qn(km−qn,j′ρ)√∫ R
0
dρρ [Jm(km,jρ)]
2
√∫ R
0
dρρ [Jm−qn(km−qn,j′ρ)]
2
+
(−e)
h¯
RAρ,q(R,z)Jm(km,jR)Jm−qn(km−qn,j′R)√∫ R
0
dρρ [Jm(km,jρ)]
2
√∫ R
0
dρρ [Jm−qn(km−qn,j′ρ)]
2
(5.30)
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Oq,j
′
m,j(z) = −
(−e)
h¯
(m+ (m− qn))
∫ R
0
dρAφq(ρ,z)Jm(km,jρ)Jm−qn(km−qn,j′ρ)√∫ R
0
dρρ [Jm(km,jρ)]
2
√∫ R
0
dρρ [Jm−qn(km−qn,j′ρ)]
2
(5.31)
P q,j
′
m,j (z) =
(−e)
h¯
∫ R
0
dρρAρq(ρ,z)
(
Jm(km,jρ) ddρJm−qn(km−qn,j′ρ)− ddρJm(km,jρ)Jm−qn(km−qn,j′ρ)
)
√∫ R
0
dρρ [Jm(km,jρ)]
2
√∫ R
0
dρρ [Jm−qn(km−qn,j′ρ)]
2
(5.32)
qui s’e´crit cette fois sous la forme compacte :
d2
dz2
Φ(z) +GΦ(z) = 0 (5.33)
et que nous savons re´soudre graˆce aux techniques de´veloppe´es dans le chapitre pre´ce´dent.
Les matrices M, N et O sont hermitiennes. P est anti-hermitienne. Nous pouvons ici
aussi calculer et stocker seulement la moitie´ de chacune de ces matrices. Par contre G
doit eˆtre construite entie`rement sur chaque palier ∆z et diagonalise´e par une sous-routine
ge´ne´rale.
5.3 Construction du potentiel vecteur
Pour e´tablir une e´quation de propagation utilisable, nous avons duˆ imposer au potentiel
vecteur A de ve´rifier deux conditions :
1. pe´riodicite´ selon φ (pe´riode 2pi/n)
2. Az = 0
Il nous reste maintenant a` montrer comment, a` partir d’une distribution du champ d’in-
duction magne´tique B ve´rifiant uniquement la premie`re condition, construire un potentiel
vecteur A qui satisfait les deux conditions.
Le potentiel vecteur A est relie´ au champ d’induction magne´tique B par la relation :
B = ∇×A (5.34)
qui permet de ve´rifier automatiquement la deuxie`me e´quation de Maxwell ∇.B = 0.
Si nous e´crivons cette relation en coordonne´es cylindriques et en tenant compte du fait
que Az = 0, nous obtenons les trois e´quations :
Bρ = −∂Aφ
∂z
(5.35)
Bφ =
∂Aρ
∂z
(5.36)
Bz =
1
ρ
∂(ρAφ)
∂ρ
− 1
ρ
∂Aρ
∂φ
(5.37)
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Les deux premie`res e´quations nous fournissent une forme ge´ne´rale pour les composantes
Aρ et Aφ :
Aρ(ρ,φ,z) =
∫ z
z1
Bφ(ρ,φ,z
′)dz′ + fρ(ρ,φ) (5.38)
Aφ(ρ,φ,z) = −
∫ z
z1
Bρ(ρ,φ,z
′)dz′ + fφ(ρ,φ) (5.39)
ou` z1 est a` ce stade une constante quelconque.
Si ces deux quantite´s sont remplace´es dans la troisie`me e´quation, on trouve que fρ et
fφ doivent ve´rifier la relation :
∫ z
z1
(
−1
ρ
∂(ρBρ)
∂ρ
− 1
ρ
∂Bφ
∂φ
)
dz′ +
1
ρ
∂(ρfφ)
∂ρ
− 1
ρ
∂fρ
∂φ
= Bz (5.40)
En utilisant ∇.B = 0 dans l’inte´grale, cette relation se met sous la forme :
1
ρ
∂(ρfφ)
∂ρ
− 1
ρ
∂fρ
∂φ
= Bz(ρ,φ,z1) (5.41)
Cette condition nous permet de de´duire les expressions de fρ et fφ :
fρ(ρ,φ) = − α ρ
∫ φ
φ1
Bz(ρ,φ
′,z1) dφ′ (5.42)
fφ(ρ,φ) = (1− α) 1
ρ
∫ ρ
ρ1
ρ′Bz(ρ′,φ,z1) dρ′ (5.43)
ou` φ1, ρ1 et α sont des constantes quelconques.
Seule la fonction fφ est compatible avec un axe de syme´trie d’ordre n, de sorte que nous
devons exclure fρ en choisissant α = 0.
Finalement, le potentiel vecteur qui satisfait les conditions que nous nous sommes im-
pose´es et qui de´crit B peut eˆtre construit par les relations :
Aρ(ρ,φ,z) =
∫ z
z1
Bφ(ρ,φ,z
′)dz′ (5.44)
Aφ(ρ,φ,z) = −
∫ z
z1
Bρ(ρ,φ,z
′)dz′ +
1
ρ
∫ ρ
0
ρ′Bz(ρ′,φ,z1)dρ′ (5.45)
Az(ρ,φ,z) = 0 (5.46)
ou` nous avons choisi ρ1 = 0
1.
1. Si Bz est re´gulier en ρ = 0, il peut se de´velopper en se´rie de Taylor autour de ρ = 0 et il est facile de
constater que fφ(0,φ) = 0 en utilisant ce de´veloppement et en faisant tendre ρ vers 0.
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5.4 Traitement de la zone exte´rieure au champ magne´tique
Il nous reste encore a` pre´ciser la valeur de z1. Le proble`me est le suivant : meˆme si
le champ d’induction magne´tique B est limite´ a` une partie de la re´gion II, le potentiel
vecteur A ne s’annule en ge´ne´ral pas des deux coˆte´s de cette re´gion. Or l’expression des
e´tats incidents, les e´quations de propagations que l’on souhaite utiliser en dehors de la
zone de champ et la technique de propagation par fonctions de Green sont base´es sur une
e´criture de l’e´quation de Schro¨dinger ou` A est nul.
Nous pouvons cependant relier les solutions Ψ0 de cette e´quation incomple`te 1
2m
(
h¯
i
∇
)2
+ V (r)
Ψ0(r) = EΨ0(r) (5.47)
aux solutions Ψ de l’e´quation comple`te : 1
2m
(
h¯
i
∇− (−e)A
)2
+ V (r)
Ψ(r) = EΨ(r) (5.48)
simplement par [75] :
Ψ(r) = e
i(−e)
h¯
∫ r
r1
A(r′).dr′
Ψ0(r) (5.49)
ou` r1 de´signe une position quelconque
2.
Nous pouvons prendre r1 = (0,0,z1) avec
z1 = D (5.50)
et choisir un chemin (repre´sente´ a` la figure 5.1) reliant r1 a` r = (ρ,φ,z) en faisant varier
dans un premier temps uniquement z, de manie`re a` atteindre le point (0,0,z), et ρ ensuite
pour atteindre r.
Dans la re´gion III (z ≥ D), ou` nous supposons l’absence de champ, Az et Aρ sont nuls
(graˆce au choix particulier de z1 pour Aρ) de sorte que nous avons :
Ψ(r)
z≥D
= Ψ0(r) (5.51)
Nous pouvons donc utiliser les techniques de´veloppe´es pre´ce´demment pour traiter la pro-
pagation dans cette re´gion.
2. On ve´rifie en effet que(
h¯
i
∇− (−e)A
)
Ψ = e
i(−e)
h¯
∫ r
r1
A(r′).dr′
(
h¯
i
∇Ψ0 − (−e)AΨ0 + (−e)AΨ0
)
= e
i(−e)
h¯
∫ r
r1
A(r′).dr′
(
h¯
i
∇Ψ0
)
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Fig. 5.1 – Chemin utilise´ pour relier le point (0,0,z1) au point (ρ,φ,z). La zone de champs
magne´tiques est comprise entre les plans z = z0 et z = z1.
Si nous supposons que la zone contenant le champ magne´tique est limite´e par
z0 ≤ z ≤ z1 = D, Aρ est inde´pendant de z pour z ≤ z0 et, comme Az est nul, nous
avons :
Ψ(r)
z≤z0= e
i(−e)
h¯
∫ ρ
0
Aρ(ρ′,φ,z0)dρ′Ψ0(r) (5.52)
Ce dernier re´sultat nous apprend que nous pouvons utiliser les techniques pre´sente´es
dans les deux chapitres pre´ce´dents pour re´soudre l’e´quation de Schro¨dinger dans la re´gion
z ≤ z0. Il suffit ensuite de multiplier les solutions obtenues avec cette e´quation incomple`te
(A e´tant absent) par e
i(−e)
h¯
∫ ρ
0
Aρ(ρ′,φ,z0)dρ′ pour obtenir celles que nous aurions trouve´es par
la technique (plus lourde) de ce chapitre.
Comme la fonction e
i(−e)
h¯
∫ ρ
0
Aρ(ρ′,φ,z0)dρ′ est inde´pendante de z, nous pouvons l’incorporer
dans les fonctions de base utilise´es pour de´crire la de´pendance selon ρ et φ des fonctions
d’onde. Les coefficients Φ(m,j)(z) obtenus dans la re´gion z ≤ z0 par la me´thode des deux
chapitres pre´ce´dents doivent donc eˆtre conside´re´s comme se rapportant a` cette nouvelle
base, c’est-a`-dire eˆtre ceux intervenant dans le de´veloppement :
Ψ(r)
z≤z0=
∑
m,j
Φ(m,j)(z)
e
i(−e)
h¯
∫ ρ
0
Aρ(ρ′,φ,z0)dρ′Jm(km,jρ)e
imφ√
2pi
∫ R
0 dρρ [Jm(km,jρ)]
2
(5.53)
On ve´rifie facilement que cette nouvelle base ve´rifie les meˆmes conditions d’orthogonalite´
et de comple´tude que la base de de´part.
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Les coefficients Φ(m,j)(z) obtenus dans la re´gion z ≥ z0 se rapportent toujours a` la base
originale, c’est-a`-dire sont ceux du de´veloppement :
Ψ(r)
z≥z0=
∑
m,j
Φ(m,j)(z)
Jm(km,jρ)e
imφ√
2pi
∫ R
0 dρρ [Jm(km,jρ)]
2
(5.54)
puisque la pre´sence de A a e´te´ explicitement incorpore´e dans les e´quations de propagation,
qui ont e´te´ e´crites par rapport a` cette base.
Il est donc ne´cessaire, lors de la combinaison des matrices de transfert associe´es a` chaque
tranche, de faire un changement de base approprie´ en z0, afin d’exprimer les re´sultats a` cette
interface dans une base identique. L’existence des n groupes inde´pendants est pre´serve´e
dans cette ope´ration.
87 Matrices de transfert rectangulaires et controˆle de stabilite´
Chapitre 6
Matrices de transfert rectangulaires
et controˆle de stabilite´
6.1 Introduction
Les trois chapitres pre´ce´dents nous ont expose´ toute la base the´orique ne´cessaire a` la
simulation de la diffusion e´lectronique par des potentiels re´els, complexes et par des champs
magne´tiques. Certains aspects nume´riques ont e´te´ aborde´s. Comme nous l’avons vu, notre
me´thode repose essentiellement sur le calcul de matrices de transfert.
La technique des matrices de transfert, comme elle a e´te´ pre´sente´e jusqu’ici et comme
elle est pre´sente´e dans la litte´rature, suppose une forme carre´e, pratique a` inverser. Comme
nous allons le voir dans ce chapitre et dans les applications qui vont suivre, il est parfois
pratique de travailler avec un nombre d’e´tats de base diffe´rent de chaque coˆte´ de la barrie`re
de potentiel associe´e aux matrices de transfert. Celles-ci prennent alors une forme rectan-
gulaire et l’e´tape d’inversion ne´cessite un traitement particulier.
Par ailleurs, les matrices de transfert apparaissent en fin de compte comme les seuls
e´le´ments obtenus nume´riquement dans l’expression finale des solutions utilise´es pour cal-
culer les densite´s de courant. Leur pre´cision de´pend donc de celle des matrices de transfert
elles-meˆmes. Comme nous l’avons annonce´ au chapitre 2, la technique des matrices de
transfert est tre`s instable. L’erreur relative sur le re´sultat augmente en effet de manie`re ex-
ponentielle avec la distance associe´e au calcul de diffusion. Pour une distance trop grande,
les re´sultats perdent toute signification. Ce chapitre aborde aussi ces proble`mes de stabilite´
et la manie`re de les controˆler.
6.2 Principe du calcul des matrices de transfert
Nous avons de´ja` explique´ plusieurs fois le principe du calcul des matrices de transfert.
Nous le rappellerons brie`vement ici pour des raisons de clarte´ et afin de fixer les notations
utilise´es dans ce chapitre.
Soient
{
ΨI,+j ,Ψ
I,−
j
}
et
{
ΨIII,+j ,Ψ
III,−
j
}
deux ensembles d’e´tats de base orthonorme´s
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utilise´s respectivement dans deux re´gions se´pare´es I (z ≤ 0) et III (z ≥ D) pour la
repre´sentation des fonctions d’onde. Ces fonctions d’onde seront associe´es chacune a` des
conditions frontie`res donne´es. Les symboles + et − indiquent le sens de propagation de
chaque e´tat de base (+ de´signe une propagation de la re´gion I vers la re´gion III).
Les matrices de transfert contiennent les coefficients des solutions particulie`res corres-
pondant a` un seul e´tat incident ΨI,+j ou Ψ
III,−
j :
Ψ+j
z≤0
= ΨI,+j +
∑
i
t−+i,j Ψ
I,−
i
z≥D
=
∑
i
t++i,j Ψ
III,+
i (6.1)
Ψ−j
z≤0
=
∑
i
t−−i,j Ψ
I,−
i
z≥D
= ΨIII,−j +
∑
i
t+−i,j Ψ
III,+
i (6.2)
Ces matrices sont obtenues en deux e´tapes. La premie`re consiste a` e´tablir un autre
ensemble de solutions :
Ψ
+
j
z≤0
=
∑
i
A+i,jΨ
I,+
i +
∑
i
B+i,jΨ
I,−
i
z≥D
= ΨIII,+j (6.3)
Ψ
−
j
z≤0
= ΨI,−j
z≥D
=
∑
i
A−i,jΨ
III,−
i +
∑
i
B−i,jΨ
III,+
i (6.4)
Ces solutions particulie`res sont obtenues en propageant les e´tats ΨIII,+j et Ψ
I,−
j a` travers
la re´gion interme´diaire II (0 < z < D) et en de´composant la solution obtenue en e´tats
incidents et re´fle´chis.
Dans une deuxie`me e´tape, la line´arite´ des e´quations de propagation est utilise´e pour
obtenir les solutions 6.1 et 6.2 a` partir des solutions 6.3 et 6.4 graˆce aux relations :
t++ = A+
−1
(6.5)
t−+ = B+A+−1 (6.6)
t−− = A−−1 (6.7)
t+− = B−A−−1 (6.8)
Les proble`mes aborde´s dans ce chapitre concernent uniquement ces quatre dernie`res
relations. En effet, d’une part elles supposent que les matrices A+ et A− a` inverser sont
carre´es. Il faudra donc montrer comment ge´ne´raliser ces relations pour traiter des matrices
rectangulaires. D’autre part, ces matrices sont tre`s mal conditionne´es et tous les proble`mes
de stabilite´ proviennent de leur inversion. Nous devrons donc remplacer ces relations par
des ope´rations moins couˆteuses en pre´cision.
Avant de poursuivre, notons qu’a` ce stade les inversions de matrice peuvent eˆtre rem-
place´es par des re´solutions de syste`me, dans le cas ou` une partie seulement des solutions
Ψ±j est souhaite´e. Cette fac¸on de faire permet d’une part de gagner du temps et d’autre
part de re´duire quelque peu les instabilite´s. Elle ne peut cependant pas se substituer a`
l’algorithme des tranches qui nous pre´senterons par la suite.
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6.3 Matrices de transfert rectangulaires
6.3.1 Motivation
Conside´rons maintenant une situation ou` le nombre de fonctions de base utilise´ pour
repre´senter la fonction d’onde dans la re´gion I diffe`re de celui utilise´ dans la re´gion III.
Dans notre mode`le de diffusion, cela peut arriver si nous conside´rons des re´gions de l’espace
caracte´rise´es par des cylindres de confinement de rayons R et R′ diffe´rents.
De telles situations seront rencontre´es par la suite, lorsque nous imaginerons la pre´sence
d’une ouverture circulaire sur la grille porte-objet (afin de re´aliser des expe´riences de dif-
fraction et tester la qualite´ du faisceau extrait des nanopointes).
Cette re´gion interme´diaire (notre re´gion III) entre la re´gion II (contenant la nanopointe)
et la re´gion de propagation libre jusqu’a` l’e´cran (que nous rebaptisons ici “re´gion IV”)
peut eˆtre repre´sente´e tre`s simplement par une re´gion cylindrique dont le rayon R′ est celui
souhaite´ pour l’ouverture circulaire. Dans cette application, le rayon de confinement utilise´
dans la re´gion III sera plus petit que celui utilise´ dans la re´gion I. Le nombre d’e´tats de
base utilise´ pour repre´senter la fonction d’onde sera donc plus petit dans la re´gion III que
dans la re´gion I et les matrices de transfert seront rectangulaires.
Fig. 6.1 – Ouverture circulaire faisant apparaˆıtre deux re´gions caracte´rise´es par des e´tats
de base en nombres diffe´rents.
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6.3.2 Imple´mentation par inverses ge´ne´ralise´es
Conside´rons donc une telle situation, ou` le nombre d’e´tats de base est plus petit dans
la re´gion III que dans la re´gion I. Les conclusions que nous tirerons seront directement
applicables au cas contraire, puisque les quatre matrices de transfert conside`rent des e´tats
incidents depuis chaque re´gion.
Le fait que les e´tats de base dans les re´gions I et III ne soient pas en nombres identiques
n’empeˆche pas d’e´tablir les solutions :
Ψ
+
j
z≤0
=
∑
i
A+i,jΨ
I,+
i +
∑
i
B+i,jΨ
I,−
i
z≥D
= ΨIII,+j (6.9)
Ψ
−
j
z≤0
= ΨI,−j
z≥D
=
∑
i
A−i,jΨ
III,−
i +
∑
i
B−i,jΨ
III,+
i (6.10)
Dans ces relations, les matrices A+ et B+ ont plus de lignes que de colonnes, tandis que
les matrices A− et B− ont moins de lignes que de colonnes.
Nous pouvons alors utiliser une inversion ge´ne´ralise´e pour remplacer les ope´rations A+
−1
et A−−1. En effet, toute application A de Cm dans Cn de rang r (repre´sentable par une
matrice n×m) peut s’e´crire comme :
A =W H (6.11)
ou` H est une application de Cm dans Cr de rang r (repre´sentable par une matrice r×m)
etW une application de Cr dans Cn de rang r aussi (repre´sentable par une matrice n×r).
L’inverse ge´ne´ralise´e de A est alors donne´e par :
A+ = H†(HH†)−1(W†W)−1W† (6.12)
ou` † de´signe l’ope´ration associant a` une matrice sa transpose´e complexe conjugue´e. L’in-
terpre´tation de A+ sera pre´cise´e dans un instant.
Etant donne´ que les e´tats de base dans les re´gions I et III sont orthogonaux, nous
pouvons nous attendre a` ce que les solutions de´crites en 6.9 et 6.10 soient line´airement
inde´pendantes et donc que le rang des matrices A+ et A− soit donne´ par le nombre d’e´tats
de base le plus petit entre celui des re´gions I et III. Dans l’exemple que nous conside´rons,
il s’agit du nombre d’e´tats de base de la re´gion III. Les deux matrices A+ et A− peuvent
donc eˆtre mises sous la forme 6.11 en prenant H = I pour A+ et W = I pour A−. Les
inverses ge´ne´ralise´es de ces deux matrices sont alors donne´es par les relations :
A+
+
= (A+
†
A+)−1A+† (6.13)
A−+ = A−†(A−A−†)−1 (6.14)
valables lorsque A+ posse`de plus de lignes que de colonnes et A− plus de colonnes que de
lignes.
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Avant de proce´der au remplacement de ces de´finitions dans les relations 6.5 a` 6.8, il est
ne´cessaire de re´fle´chir aux proprie´te´s particulie`res de l’inverse ge´ne´ralise´e.
Dans le cas conside´re´,A+ de´finit une application dans un espace de dimension supe´rieure
a` celui de de´part. Son inverse ge´ne´ralise´e permet un retour dans cet espace de de´part :
A+
+
A+ = I (6.15)
Une fois la matrice A+
+
calcule´e, nous conside´rerons ses colonnes comme les coefficients
dans la re´gion III des solutions correspondant a` l’arrive´e d’e´tats line´airement inde´pendants
dans la re´gion I. Ces e´tats incidents inde´pendants sont cependant plus nombreux que le
nombre maximum d’e´tats transmis inde´pendants que la re´gion III peut contenir. Afin de
pre´server la conservation du courant dans notre mode`le, les e´tats incidents dans la re´gion I
qui ne trouvent pas de place dans la re´gion III devront eˆtre re´fle´chis a` l’entre´e de la re´gion
III par le formalisme. Ces inquie´tudes sont justifie´es mathe´matiquement par le fait qu’en
ge´ne´ral on a :
A+A+
+ 6= I (6.16)
Cette constatation justifie pour A+
+
le qualificatif d’inverse a` gauche de A+.
Quant a` la matrice A−, elle de´finit une application dans un espace de dimension
infe´rieure a` celui de de´part. Un retour n’est plus comple`tement possible puisque l’espace
d’arrive´e associe´ a` A− ne peut contenir autant de vecteurs line´airement inde´pendants que
celui de de´part. Ici aussi, une ine´galite´ en ge´ne´ral ve´rifie´e confirme nos commentaires :
A−+A− 6= I (6.17)
Par contre, l’inverse ge´ne´ralise´e A−+ contient dans ses colonnes les coefficients dans la
re´gion I des solutions correspondant a` l’arrive´e d’e´tats line´airement inde´pendants dans la
re´gion III. Ces e´tats incidents sont en nombre plus petit que la dimension de repre´sentation
dans la re´gion I. La re´gion I permet donc de les contenir en pre´servant leur inde´pendance
et nous avons la relation :
A−A−+ = I (6.18)
Cette constatation justifie pour A−+ le qualificatif d’inverse a` droite de A−.
Ces commentaires et surtout les ine´galite´s 6.16 et 6.17 montrent que l’inverse ge´ne´ralise´e
est une ope´ration plus subtile que l’inversion utilise´e sur des matrices carre´es et surtout que
certaines pre´cautions doivent eˆtre prises pour re´fle´chir les e´tats incidents qui ne trouvent
pas de place dans l’espace d’arrive´e.
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Pour voir comment remplacer ade´quatement les relations 6.5 a` 6.8, e´crivons les solutions
6.9 et 6.10 sous la forme compacte :
(. . . ,Ψ
+
j , . . .)
z≤0
= (. . . ,ΨI,+j , . . .)A
+ + (. . . ,ΨI,−j , . . .)B
+
z≥D
= (. . . ,ΨIII,+j , . . .) (6.19)
(. . . ,Ψ
−
j , . . .)
z≤0
= (. . . ,ΨI,−j , . . .)
z≥D
= (. . . ,ΨIII,−j , . . .)A
− + (. . . ,ΨIII,+j , . . .)B
− (6.20)
Multiplions par la droite la premie`re relation par A+
+
et la seconde par A−+ :
(. . . ,Ψ+j , . . .)
z≤0
= (. . . ,ΨI,+j , . . .)A
+A+
+
+ (. . . ,ΨI,−j , . . .)B
+A+
+
z≥D
= (. . . ,ΨIII,+j , . . .)A
++ (6.21)
(. . . ,Ψ−j , . . .)
z≤0
= (. . . ,ΨI,−j , . . .)A
−+
z≥D
= (. . . ,ΨIII,−j , . . .)A
−A−+ + (. . . ,ΨIII,+j , . . .)B
−A−+ (6.22)
Etant donne´ l’ine´galite´ 6.16, le terme (. . . ,ΨI,+j , . . .)A
+A+
+
dans la premie`re e´quation
ne se laisse pas simplifier comme : (. . . ,ΨI,+j , . . .)I. Nous avons anticipe´ ce proble`me et nous
savons qu’il est duˆ a` des e´tats de base incidents dans la re´gion I qui ne trouvent pas de
place dans la re´gion III. Pour traiter ade´quatement ces e´tats (. . . ,ΨI,+j , . . .)(I−A+A++),
il suffit de leur imposer une re´flexion a` l’entre´e de la re´gion III en posant une relation :
(. . . ,Ψ0j , . . .)
z≤0
= (. . . ,ΨI,+j , . . .)(I−A+A++) + (. . . ,ΨI,−j , . . .)D−+(I−A+A++)
z≥D
= (. . . ,ΨIII,+j , . . .)O (6.23)
La matriceD−+ permet d’assurer la continuite´ de la fonction d’onde lorsque les matrices
de transfert rectangulaires raccordent deux de´veloppements applicables en un meˆme point.
Dans notre exemple, cette situation est rencontre´e si D = 0. En ge´ne´ral, on peut toujours,
par l’algorithme des tranches pre´sente´ plus loin, utiliser des matrices de transfert carre´es
pour prolonger les de´veloppements a` raccorder jusqu’a` un point commun donne´, ou` la
technique des matrices de transfert rectangulaire est applique´e. Si z = D (= 0 dans notre
exemple) est ce point commun, D−+ est choisi de telle sorte que :
(. . . ,ΨI,+j , . . .) + (. . . ,Ψ
I,−
j , . . .)D
−+ z=D= 0 (6.24)
Par exemple, si les e´tats ΨI,±j sont donne´s par Ψ
I,±
j = e
±ikz,jz, D−+ s’exprimera comme :
D−+i,j =
{ −ei2kz,jD si i = j
0 sinon
(6.25)
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On peut alors additionner les relations 6.21 et 6.23 pour obtenir :
(. . . ,Ψ+j , . . .)
z≤0
= (. . . ,ΨI,+j , . . .)I+ (. . . ,Ψ
I,−
j , . . .)(B
+A+
+
+D−+(I−A+A++))
z≥D
= (. . . ,ΨIII,+j , . . .)A
++ (6.26)
(. . . ,Ψ−j , . . .)
z≤0
= (. . . ,ΨI,−j , . . .)A
−+
z≥D
= (. . . ,ΨIII,−j , . . .)I+ (. . . ,Ψ
III,+
j , . . .)B
−A−+ (6.27)
En identifiant ces relations avec la forme souhaite´e :
(. . . ,Ψ+j , . . .)
z≤0
= (. . . ,ΨI,+j , . . .)I+ (. . . ,Ψ
I,−
j , . . .)t
−+
z≥D
= (. . . ,ΨIII,+j , . . .)t
++ (6.28)
(. . . ,Ψ−j , . . .)
z≤0
= (. . . ,ΨI,−j , . . .)t
−−
z≥D
= (. . . ,ΨIII,−j , . . .)I+ (. . . ,Ψ
III,+
j , . . .)t
+− (6.29)
et en utilisant les expressions 6.13 et 6.14 pour les inverses ge´ne´ralise´es, on obtient les
expressions suivantes :
t++ = (A+
†
A+)−1A+† (6.30)
t−+ = B+(A+†A+)−1A+† +D−+(I−A+(A+†A+)−1A+†) (6.31)
t−− = A−†(A−A−†)−1 (6.32)
t+− = B−A−†(A−A−†)−1 (6.33)
valables lorsque A+ posse`de plus de lignes que de colonnes et A− plus de colonnes que de
lignes. On ve´rifie facilement qu’on retrouve les relations 6.5 a` 6.8 lorsque les matrices A+
et A− sont carre´es.
Les relations 6.5 a` 6.8 se ge´ne´ralisent donc par :
t++ = A+
+
(6.34)
t−+ = B+A++ +D−+(I−A+A++) (6.35)
t−− = A−+ (6.36)
t+− = B−A−+ +D+−(I−A−A−+) (6.37)
ou` les matrices D−+ et D+− sont de´termine´es par la condition de continuite´ de la fonc-
tion d’onde au point de raccord des deux repre´sentations et les inverses ge´ne´ralise´es sont
calcule´es par :
M+ = (M† M)−1M† (6.38)
lorsque les matrices M concerne´es ont plus de lignes que de colonnes et par :
M+ =M†(M M†)−1 (6.39)
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dans le cas contraire.
Les re´solutions de syste`me peuvent remplacer les inversions de matrice toujours dans le
cas ou` une partie seulement des solutions est souhaite´e, mais aussi a` condition que l’inverse
se situe comme dernier facteur a` droite des relations concerne´es. Cette substitution n’est
donc possible que lorsque l’inverse ge´ne´ralise´e est calcule´e de la fac¸on donne´e en 6.39.
6.3.3 Interpre´tation des formules d’inversion
Pour nous convaincre de l’efficacite´ des relations 6.30 a` 6.33 et mieux comprendre ce
qui se cache derrie`re, nous allons conside´rer le cas simple ou` les re´gions I et III contiennent
respectivement 2 et 1 e´tats de base (pour chaque sens de propagation).
Interpre´tation des relations pour t++ et t−+
Situation ide´ale Commenc¸ons par conside´rer une situation ou` les deux e´tats de base
dans la re´gion I sont choisis de manie`re a` ce que les e´tats de base ΨI,±1 soient les seuls
pouvant eˆtre associe´s a` une valeur non nulle de la fonction d’onde dans la re´gion III.
Dans l’exemple que nous avons conside´re´ jusque maintenant, les e´tats ΨI,±1 sont ceux
incidents et re´fle´chis sur l’ouverture circulaire tandis que les deux autres e´tats de base ΨI,±2
correspondent aux e´tats incidents et re´fle´chis sur le bord de l’ouverture. Nous ajouterons
un indice ideal pour marquer le caracte`re ide´al du choix de la repre´sentation dans la re´gion
I.
La solution que nous obtenons en conside´rant l’e´tat sortant ΨIII,+1 est alors la suivante :
(Ψ
+
1 )
z≤0
= (ΨI,+1,ideal,Ψ
I,+
2,ideal)
(
a1
0
)
+ (ΨI,−1,ideal,Ψ
I,−
2,ideal)
(
b1
0
)
z≥D
= (ΨIII,+1 )1 (6.40)
Nous avons pose´ la relation :
(Ψ
0
1)
z≤0
= (ΨI,+1,ideal,Ψ
I,+
2,ideal)
(
0
1
)
+ (ΨI,−1,ideal,Ψ
I,−
2,ideal)
(
0
eiλ
)
z≥D
= (ΨIII,+1 )0 (6.41)
ou` eiλ repre´sente le facteur ne´cessaire a` la continuite´ la fonction d’onde en un point de
raccord commun.
Les matrices A+, B+, t++ et t−+ prennent alors les expressions suivantes :
A+ =
(
a1
0
)
(6.42)
B+ =
(
b1
0
)
(6.43)
t++ =
1
|a1|2 ( a
∗
1 0 ) (6.44)
t−+ =
a∗1b1
|a1|2
(
1 0
0 0
)
+ eiλ
((
1 0
0 1
)
−
(
a1
0
)
1
|a1|2 ( a
∗
1 0 )
)
=
(
a∗1b1/|a1|2 0
0 eiλ
)
(6.45)
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L’application de notre me´thode fournit donc le re´sultat suivant :
(Ψ+1,ideal,Ψ
+
2,ideal)
z≤0
= (ΨI,+1,ideal,Ψ
I,+
2,ideal)
(
1 0
0 1
)
+ (ΨI,−1,ideal,Ψ
I,−
2,ideal)
(
a∗1b1/|a1|2 0
0 eiλ
)
z≥D
= (ΨIII,+1 )
1
|a1|2 ( a
∗
1 0 ) (6.46)
ou` l’on reconnaˆıt facilement nos solutions de de´part Ψ
+
1,ideal = a1Ψ
+
1,ideal et Ψ
0
1,ideal = Ψ
+
2,ideal.
Notre me´thode conserve donc les solutions physiques.
Situation re´elle Dans le paragraphe pre´ce´dent, nous avons utilise´ une repre´sentation
particulie`re ou` seuls les e´tats incidents avec un indice 1 pouvaient eˆtre transmis tandis que
les e´tats incidents avec un indice 2 e´taient automatiquement re´fle´chis.
Conside´rons maintenant une repre´sentation ge´ne´rale. Les nouveaux e´tats de base (in-
dice´s par reel) peuvent eˆtre conside´re´s comme un me´lange des e´tats de base dans la
repre´sentation ide´ale. Nous pouvons relier les deux repre´sentations de la fac¸on suivante :
(ΨI,±1,reel,Ψ
I,±
2,reel) = (Ψ
I,±
1,ideal,Ψ
I,±
2,ideal)
(
U11 U12
U21 U22
)
(6.47)
graˆce a` une matrice unitaire U =
(
U11 U12
U21 U22
)
.
Dans une situation re´elle, U est inconnue, mais nous pouvons utiliser cette relation
pour suivre ce que deviennent les composantes de nos nouveaux e´tats de base au cours du
traitement.
La solution Ψ
+
1 peut eˆtre re´e´crite dans la nouvelle repre´sentation :
(Ψ
+
1 )
z≤0
= (ΨI,+1,reel,Ψ
I,+
2,reel)
(
a1U
∗
11
a1U
∗
12
)
+ (ΨI,−1,reel,Ψ
I,−
2,reel)
(
b1U
∗
11
b1U
∗
12
)
z≥D
= (ΨIII,+1 )1 (6.48)
Les matrices A+, B+, t++ et t−+ prennent cette fois les expressions suivantes :
A+ =
(
a1U
∗
11
a1U
∗
12
)
(6.49)
B+ =
(
b1U
∗
11
b1U
∗
12
)
(6.50)
t++ =
a∗1
|a1|2 (U11 U12 ) (6.51)
t−+ =
(
eiλ 0
0 eiλ
)
+ (
a∗1b1
|a1|2 − e
iλ)
( |U11|2 U∗11U12
U11U
∗
12 |U12|2
)
(6.52)
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On peut alors examiner le contenu des solutions donne´es par notre me´thode :
(Ψ+1,reel,Ψ
+
2,reel)
z≤0
= (ΨI,+1,reel,Ψ
I,+
2,reel)
(
1 0
0 1
)
+ (ΨI,−1,reel,Ψ
I,−
2,reel)
((
eiλ 0
0 eiλ
)
+ (
a∗1b1
|a1|2 − e
iλ)
( |U11|2 U∗11U12
U11U
∗
12 |U12|2
))
z≥D
= (ΨIII,+1 )
a∗1
|a1|2 (U11 U12 ) (6.53)
En utilisant les relations U∗i1Uj1 + U
∗
i2Uj2 = δij dues a` l’unicite´ de la matrice U, on
constate apre`s quelques manipulations alge´briques que ces deux solutions sont simplement
des combinaisons line´aires des solutions Ψ
+
1 et Ψ
0
1 :
Ψ+1,reel =
1
a1
U11Ψ
+
1 + U21Ψ
0
1 (6.54)
Ψ+2,reel =
1
a1
U12Ψ
+
1 + U22Ψ
0
1 (6.55)
On voit donc que dans tous les cas, notre me´thode traite de manie`re approprie´e les
parties partiellement transmises et purement re´fle´chies contenues dans la solution de de´part,
meˆme lorsque cette de´composition n’est pas connue explicitement. Les solutions fournies
sont donc correctes, puisqu’elles se rame`nent a` une combinaison line´aire de solutions du
proble`me.
Interpre´tation des relations pour t−− et t+−
Situation ide´ale Conside´rons maintenant la construction des deux autres matrices de
transfert et commenc¸ons ici aussi par conside´rer une repre´sentation ide´ale ou` les e´tats dans
la re´gion I indice´s par 1 sont les seuls a` pouvoir eˆtre transmis dans la re´gion III.
La premie`re e´tape consiste a` e´tablir les deux solutions correspondant a` chacun des e´tats
sortant ΨI,−1,ideal et Ψ
I,−
2,ideal. Etant donne´ le choix particulier de la repre´sentation, les solutions
prennent la forme suivante :
(Ψ
−
1,ideal,Ψ
−
2,ideal)
z≤0
= (ΨI,−1,ideal,Ψ
I,−
2,ideal)
z≥D
= (ΨIII,−1 ) ( a1 0 ) + (Ψ
III,+
1 ) ( b1 0 ) (6.56)
Les matrices A−, B−, t−− et t+− prennent alors les expressions suivantes :
A− = ( a1 0 ) (6.57)
B− = ( b1 0 ) (6.58)
t−− =
1
|a1|2
(
a∗1
0
)
(6.59)
t+− =
(
a∗1b1
|a1|2
)
(6.60)
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Notre me´thode fournit donc une solution unique qui est la suivante :
(Ψ−1,ideal)
z≤0
= (ΨI,−1,ideal,Ψ
I,−
2,ideal)
1
|a1|2
(
a∗1
0
)
z≥D
= (ΨIII,−1 )(1) + (Ψ
III,+
1 )
(
a∗1b1
|a1|2
)
(6.61)
Cette solution correspond a` la solution de de´part Ψ
−
1,ideal = a1Ψ
−
1,ideal qui est la seule
pertinente pour un e´tat incident dans la re´gion III, la deuxie`me solution Ψ
−
2,ideal restant
nulle dans cette re´gion.
Situation re´elle Nous voyons donc que notre me´thode sait trouver parmi les deux solu-
tions de de´part celle approprie´e a` un e´tat incident dans la re´gion III. Regardons maintenant
ce qui arrive lorsque les deux solutions de de´part sont me´lange´es dans une repre´sentation
quelconque. Les e´tats de base de cette nouvelle repre´sentation peuvent toujours eˆtre relie´s
aux e´tats de base de la repre´sentation ide´ale par l’expression :
(ΨI,±1,reel,Ψ
I,±
2,reel) = (Ψ
I,±
1,ideal,Ψ
I,±
2,ideal)
(
U11 U12
U21 U22
)
(6.62)
graˆce a` la matrice unitaire U =
(
U11 U12
U21 U22
)
.
Nous pouvons alors reformuler les solutions de de´part dans la nouvelle repre´sentation
par :
(Ψ
−
1,reel,Ψ
−
2,reel)
z≤0
= (ΨI,−1,reel,Ψ
I,−
2,reel)
z≥D
= (ΨIII,−1 ) (U11a1 U12a1 ) + (Ψ
III,+
1 ) (U11b1 U12b1 ) (6.63)
Les matrices A−, B−, t−− et t+− prennent cette fois les expressions suivantes :
A− = (U11a1 U12a1 ) (6.64)
B− = (U11b1 U12b1 ) (6.65)
t−− =
a∗1
|a1|2
(
U∗11
U∗12
)
(6.66)
t+− =
(
a∗1b1
|a1|2
)
(6.67)
La solution fournie par notre me´thode est alors :
(Ψ−1,reel)
z≤0
= (ΨI,−1,reel,Ψ
I,−
2,reel)
a∗1
|a1|2
(
U∗11
U∗12
)
z≥D
= (ΨIII,−1 )(1) + (Ψ
III,+
1 )
(
a∗1b1
|a1|2
)
(6.68)
En notant que (ΨI,−1,reel,Ψ
I,−
2,reel)
(
U∗11
U∗12
)
= ΨI,−1,ideal , on voit que la me´thode fournit la meˆme
solution que lorsque la repre´sentation est ide´ale. Notre me´thode est donc capable d’extraire
parmi les deux solutions qui lui sont propose´es l’information ne´cessaire a` la construction
d’une solution approprie´e a` l’e´tat incident dans la re´gion III.
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6.4 Controˆle de stabilite´
6.4.1 Motivation
La technique des matrices de transfert, telle qu’elle a e´te´ pre´sente´e jusqu’ici, est parfai-
tement applicable au traitement de situations quelconques, pour autant que les matrices
concerne´es puissent eˆtre calcule´es avec suffisamment de pre´cision. Cette re´serve est impor-
tante, car il s’ave`re en pratique que cette condition n’est pas toujours ve´rifie´e.
En effet, l’application des formules 6.30 a` 6.33 implique l’inversion de plusieurs ma-
trices. Ces ope´rations s’accompagnent d’une perte de pre´cision qui augmente de manie`re
exponentielle avec la distance et limite donc la porte´e de la me´thode.
L’algorithme des tranches apporte une solution efficace a` ce proble`me de stabilite´,
en permettant le calcul de matrices de transfert associe´es a` des distances plus petites et
donc mieux conditionne´es. Nous allons pre´senter ici cet algorithme ainsi qu’un mode`le
permettant de pre´dire la pre´cision du calcul et de l’appliquer au mieux.
6.4.2 Repre´sentation de l’erreur
Afin de mesurer l’erreur d’un re´sultat nous devons introduire une de´finition claire de
cette notion ainsi qu’un moyen pratique de l’e´valuer. Nous souhaitons pouvoir dire combien
de chiffres sont significatifs dans le re´sultat d’un calcul. Il nous faut donc e´valuer son
erreur relative. On pourrait attacher un parame`tre d’erreur a` chaque e´le´ment de matrice,
mais cela doublerait l’espace me´moire associe´ a` chaque matrice et demanderait des efforts
de calcul supple´mentaires trop importants. Nous nous contenterons donc d’un parame`tre
donnant l’erreur relative globale sur le re´sultat, mais d’une fac¸on qui n’accorde pas trop
d’importance aux e´le´ments de la matrice qui sont petits par rapport aux autres.
Dans un calcul nume´rique, la repre´sentation d’une matrice A sera diffe´rente de sa valeur
ide´ale A et nous pouvons relier leurs composantes de la fac¸on suivante :
Ai,j = (1 + δA;i,j)Ai,j (6.69)
ou` le terme δA;i,j repre´sente l’erreur relative sur la vraie valeur des composantes de A. Nous
de´finissons alors l’erreur relative sur la matrice A par la relation suivante :
²A =
∑
i,j |δA;i,jAi,j|∑
i,j |Ai,j|
(6.70)
Cette de´finition fournit donc l’erreur relative moyenne sur la matrice A, ponde´re´e par
ses propres e´le´ments. Chaque e´le´ment de la matrice contribue ainsi a` la valeur de ²A, avec
un poids proportionnel a` son importance par rapport aux autres e´le´ments. En pratique
il arrive souvent que certains e´le´ments soient entache´s d’une grande erreur relative mais
soient ne´gligeables par rapport au reste de la matrice. Cette de´finition apporte donc une
solution a` ce proble`me.
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La meilleure pre´cision que l’on puisse obtenir sur un re´sultat est celle ou` tous les chiffres
repre´sente´s sont significatifs. Dans une repre´sentation ou` nbit chiffres binaires sont utilise´s
pour repre´senter la partie fractionnaire des nombres re´els, cette erreur relative minimale
est donne´e par :
²comp = 2
−nbit (6.71)
La quantite´ nbit est relie´e au nombre d’octets r utilise´s pour repre´senter les re´els et au
nombre de chiffres binaires nexp utilise´s pour la repre´sentation de l’exposant et du signe
simplement par : nbit = 8 ∗ r − nexp.
A l’autre extreˆme, la pire pre´cision que l’on puisse obtenir sur un re´sultat est celle ou`
aucun chiffre repre´sente´ n’est significatif. Cette situation est rencontre´e lorsque ²A > 1.
On souhaite maintenant estimer la pre´cision obtenue lorsque des ope´rations simples
(multiplication, addition, inversion) sont effectue´es sur des matrices A et B de pre´cision
²A et ²B connue.
Multiplication Pour obtenir l’erreur relative sur le produit AB, il suffit de conside´rer
les composantes du produit :
(AB)i,j =
∑
k
(1 + δA;i,k)(1 + δB;k,j)Ai,kBk,j
' ∑
k
(1 + (δA;i,k + δB;k,j))Ai,kBk,j
'
(
1 +
∑
k(δA;i,k + δB;k,j)Ai,kBk,j∑
k Ai,kBk,j
)
(AB)i,j (6.72)
qui montrent que :
²AB =
∑
i,j |
∑
k(δA;i,k + δB;k,j)Ai,kBk,j|∑
i,j |(AB)i,j|
(6.73)
En pratique, cette expression sera e´value´e simplement par :
²AB = ²A + ²B (6.74)
Addition Dans le cas de l’addition A +B, il faut conside´rer a` nouveau chaque compo-
sante :
(A+B)i,j = (1 + δA;i,j)Ai,j + (1 + δB;i,j)Bi,j
=
(
1 +
(δA;i,jAi,j + δB;i,jBk,j)
Ai,j +Bi,j
)
(A+B)i,j (6.75)
L’erreur relative sur la somme est alors donne´e par :
²A+B =
∑
i,j
∣∣∣ (δA;i,jAi,j+δB;i,jBi,j)
(Ai,j+Bi,j)
(A+B)i,j
∣∣∣∑
i,j |(A+B)i,j|
(6.76)
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et devra eˆtre estime´e en pratique par :
²A+B =
∑
i,j
(²A|Ai,j |+²B |Bi,j |)
(|Ai,j |+|Bi,j |) |(A+B)i,j|∑
i,j |(A+B)i,j|
(6.77)
Dans cette formule, l’erreur relative de chaque e´le´ment est estime´e par une moyenne
ponde´re´e avec les e´le´ments correspondants dans les matrices A et B avant l’addition. On
effectue ensuite une moyenne ponde´re´e de toutes ces valeurs, en utilisant comme poids les
e´le´ments de la matrice obtenue apre`s l’addition.
On de´montre aise´ment a` partir de cette relation la proprie´te´ suivante :
min(²A,²B) ≤ ²A+B ≤ max(²A,²B) (6.78)
qui permet d’estimer rapidement les bornes de ²A+B.
Inversion L’inversion d’une matrice A revient a` re´soudre plusieurs fois un syste`me du
type Ax = b, ou` b contient les colonnes de la matrice identite´ (que l’on de´finit avec une
erreur relative ²comp) et x les colonnes de la matrice inverse.
Les incertitudes relatives sur les quantite´s pre´sentes dans le syste`me Ax = b ve´rifient
l’ine´galite´ [101] :
|δx|
|x| ≤
cond(A)
1− cond(A)||δA||||A||
( |δb|
|b| +
||δA||
||A||
)
(6.79)
ou` cond(A) est la condition de la matrice A. Elle est de´finie par cond(A) = ||A|| ||A−1||.
Nous pouvons alors identifier dans cette relation ||δA||||A|| = ²A ainsi que
|δb|
|b| = ²comp et
prendre le membre de droite de cette ine´galite´ comme expression de ²A−1 . On obtient alors,
avec une approximation valable tant que ²A−1 < 1, l’expression recherche´e :
²A−1 = cond(A) ∗ ²A (6.80)
La valeur de cond(A) est majore´e par le rapport :
cond(A) ≤ maxi |λi|
mini |λi| (6.81)
ou` les λi sont les valeurs propres de A. A condition de connaˆıtre les valeurs extre´males du
spectre de A, nous pouvons utiliser ce dernier rapport pour estimer cond(A).
L’inte´reˆt d’utiliser une re´solution de syste`me plutoˆt qu’une inversion de matrice quand
cela est possible peut se comprendre ici, puisque cette fac¸on de faire re´duit la valeur de
cond(A). En effet, cette grandeur est donne´e par l’expression cond(A) = ||A|| ||A−1||,
dans laquelle la valeur effective de ||A−1|| diminue lorsqu’une partie seulement de A−1
peut eˆtre conside´re´e. Exprime´ d’une autre fac¸on, une inversion de syste`me permet de
travailler avec une valeur effective de mini |λi|, qui est de´termine´e a` partir d’un ensemble
plus petit (dans lequel les λi restent cependant inchange´s). L’algorithme des tranches que
nous pre´senterons par la suite se re´ve`le plus efficace puisqu’il diminue le rapport maxi |λi|
mini |λi|
en agissant directement sur les λi.
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6.4.3 Pre´cision des matrices de transfert
Apre`s avoir de´fini clairement la notion de pre´cision et e´tabli des re`gles pour la calculer,
nous sommes en mesure d’e´valuer l’algorithme de calcul des matrices de transfert tel que
pre´sente´ jusqu’ici.
Reprenons les formules permettant le calcul des quatre matrices de transfert (que nous
supposerons ici carre´es) :
t++ = A+
−1
(6.82)
t−+ = B+A+−1 (6.83)
t−− = A−−1 (6.84)
t+− = B−A−−1 (6.85)
Les matrices A+, B+, A− et B− sont obtenues par un calcul de diffusion a` travers la
meˆme barrie`re de potentiel. Nous pouvons donc raisonnablement supposer qu’elles sont
calcule´es avec la meˆme pre´cision ²A. En appliquant les re`gles que nous venons d’e´tablir,
l’erreur relative sur chacune des matrices de transfert est donne´e par :
²t++ = ²Acond(A) (6.86)
²t−+ = ²A + ²Acond(A) ' ²Acond(A) (6.87)
²t−− = ²Acond(A) (6.88)
²t+− = ²A + ²Acond(A) ' ²Acond(A) (6.89)
ou` nous avons anticipe´ le fait que cond(A) >> 1.
Autrement dit, les quatre matrices de transfert ont une pre´cision ²1 donne´e par :
²1 = ²Acond(A) (6.90)
ou` l’utilite´ de l’indice 1 apparaˆıtra par la suite. Il nous reste donc a` e´valuer les deux facteurs
de cette expression.
Pre´cision des solutions interme´diaires
Les matrices A+ et B− sont obtenues en conside´rant chaque e´tat sortant ΨIII,+j indi-
viduellement, en le propageant de z = D jusque z = 0 et en mettant les coefficients du
de´veloppement de la solution Ψ
+
j ainsi obtenue dans les matrices A
+ et B+. La solution
est donc parfaitement de´finie en z = D et nous allons montrer qu’elle garde une tre`s bonne
pre´cision apre`s le calcul de propagation en z = 0.
Conside´rons le cas ou` la re´gion interme´diaire II est une barrie`re de potentiel de hauteur
V . De manie`re ge´ne´rale, les solutions dans la re´gion II sont constitue´es d’e´tats propagatifs
ou e´vanescents. Etant donne´ que les e´tats propagatifs gardent une norme constante quel que
soit le sens de propagation, leur traitement ne doit pas poser de proble`me. Par contre les
e´tats e´vanescents varient de manie`re exponentielle avec la distance et nous voulons savoir
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si, compte tenu des erreurs nume´riques, notre me´thode permet un traitement efficace de
ces e´tats.
Ecrivons donc la solution dans la re´gion II comme la somme de paires d’e´tats propagatifs
ou e´vanescents :
Ψ
+
j
0≤z≤D
=
∑
i
(
Mie
Kiz +Nie
−Kiz
)
+
∑
i′
(
M ′i′e
ikz,i′z +N ′i′e
−ikz,i′z
)
(6.91)
ou` pour une barrie`re de hauteur constante V et des e´tats d’e´nergie E et de vecteur d’onde
transverse ki, nous avons Ki =
√
2m
h¯2
(V − E) + k2i pour les e´tats e´vanescents (quand k2i >
2m
h¯2
(E − V )) et kz,i =
√
2m
h¯2
(E − V )− k2i pour les e´tats propagatifs (sinon).
Lorsque nous de´finissons Ψ
+
j = Ψ
III,+
j en z = D, nous fixons les poids Mi et Ni des
e´tats e´vanescents dans le de´veloppement pre´ce´dent comme suit :
Mi =
1
2
(
ψIII,+i (z = D) +
1
Ki
dψIII,+i (z = D)
dz
)
e−KiD (6.92)
Ni =
1
2
(
ψIII,+i (z = D)−
1
Ki
dψIII,+i (z = D)
dz
)
e+KiD (6.93)
ou` ψIII,+i (z = D) est la composante de Ψ
III,+
j (z = D) associe´e au vecteur d’onde transverse
ki
1.
Comme ψIII,+i est propagatif, nous avons
dψIII,+i (z=D)
dz
= ikz,iψ
III,+
i (z = D) avec kz,i =√
2m
h¯2
E − k2i dans la re´gion III. Il est facile alors de ve´rifier que :
|MieKiD|
|Nie−KiD| = 1 (6.94)
Cette relation nous apprend que les e´tats e´vanescents de chaque paire contribuent a`
parts e´gales a` la solution Ψ
+
j telle que de´finie en z = D. Apre`s propagation jusqu’en z = 0,
ce rapport est re´duit a` :
|MieKi0|
|Nie−Ki0| = e
−2KiD (6.95)
Cela signifie que physiquement les e´tats e´vanescents Nie
−Kiz doivent dominer les autres
e´tats e´vanescentsMie
Kiz en z = 0. Quand nous propageons Ψ
+
j depuis z = D jusque z = 0,
les solutions Nie
−Kiz grandissent exponentiellement tandis que les autres solutions MieKiz
tendent a` disparaˆıtre avec la meˆme de´pendance exponentielle. Les erreurs nume´riques qui
consistent a` attribuer une partie de chaque e´tat e´vanescent a` un autre sont donc amorties
1. En re´alite´, seul ψIII,+j (z = D) est pre´sent dans Ψ
III,+
j (z = D) et les composantes associe´es a` des
valeurs de ki diffe´rentes apparaissent progressivement a` cause du couplage avec l’e´tat associe´ a` kj lorsque
le potentiel varie dans l’espace. Nous avons introduit ici ces composantes dans les conditions initiales pour
simplifier la discussion.
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en cours de propagation et la solution qui s’impose nume´riquement co¨ıncide avec la solution
physique.
La physique du proble`me nous apprend donc que les erreurs nume´riques en cours de
propagation sont amorties de manie`re exponentielle. Les solutions Ψj en z = 0 peuvent
donc eˆtre e´tablies avec une pre´cision comparable a` celle en z = D. Les meˆmes commentaires
s’appliquent a` la construction des solutions Ψj
−
et nous pouvons conside´rer que :
²A = ²comp (6.96)
Conditionnement des solutions interme´diaires
La de´pendance exponentielle des solutions physiques dans la re´gion II nous a aide´ a`
obtenir les solutions Ψ
±
j (et par conse´quent les matrices A
+, B+, A− et B− qui contiennent
les coefficients de leur de´veloppement) avec une tre`s grande pre´cision.
Malheureusement, ces solutions ne sont que des interme´diaires de calcul et ne servent
qu’a` fournir les solutions Ψ±j par une combinaison approprie´e. Les coefficients a` conside´rer
pour combiner ces solutions s’obtiennent en inversant les matrices A± et c’est ici que les
proble`mes commencent !
Reconside´rons la construction des deux premie`res matrices de transfert. Nous venons
de voir que les solutions Ψ
+
j s’expriment en z = 0 comme une somme d’exponentielles et
d’ondes planes :
Ψ
+
j
z=0' ∑
i
Nie
−Kiz +
∑
i′
(
M ′i′e
ikz,i′z +N ′i′e
−ikz,i′z
)
(6.97)
ou` nous avons laisse´ tomber les e´tats e´vanescents qui contribuent pour une part ne´gligeable
a` la solution.
Les coefficients de ces e´tats, qui forment la matrice a` inverser A+, de´pendent des condi-
tions initiales en z = D. Autrement dit, l’information ne´cessaire a` une utilisation correcte
de la matriceA+ est contenue dans ces coefficients. Le rapport de force qui existait entre les
e´tats Mie
Kiz et Nie
−Kiz existe (dans une moindre mesure) entre les e´tats Nie−Kiz et (dans
une plus grande mesure) avec les e´tats M ′i′e
ikz,i′z et N ′i′e
−ikz,i′z. Certains des e´tats Nie−Kiz
tendent a` dominer la solution, d’autant plus que la distance D est grande. L’information
ne´cessaire a` un traitement ade´quat de A+ disparaˆıt donc avec les e´tats domine´s.
On peut se rendre compte de la re´alite´ du proble`me en notant que pour une distance D
assez grande, un seul de ces e´tats Nie
−Kmaxz domine entie`rement la solution (les autres e´tats
contribuant a` une partie plus petite que la dernie`re de´cimale repre´sente´e par le nombre fini
de chiffres significatifs). Les colonnes de A+ sont donc identiques (a` un facteur multiplicatif
Ni pre`s, qui de´pend de la contribution de Nie
−Kmaxz a` la valeur de Ψ
+
j en z = D) et la
matrice a` inverser A+ est singulie`re !
Nous nous trouvons donc dans une situation ou` le meˆme processus nous aide a` obtenir
des solutions interme´diaires tre`s pre´cises mais nous empeˆche de les combiner de manie`re
approprie´e.
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La condition cond(A+) de la matrice A+ exprime la perte de pre´cision de cette matrice
apre`s inversion. On peut l’estimer par le rapport entre la transmission maximale de Ψ
+
j a`
travers la barrie`re de potentiel (qui est eKmaxD lorsqueNie
−Kmaxz est seul) et la transmission
minimale (qui est 1 lorsque les e´tats propagatifs sont seuls). Nous obtenons donc :
cond(A+) =
eKmaxD
1
= eKmaxD (6.98)
avec Kmax =
√
2m
h¯2
V .
Le meˆme raisonnement applique´ a` la matrice A− fournit un re´sultat identique et nous
pouvons donc e´crire cond(A) = eKmaxD.
Nous avons donc de´termine´ les facteurs de ²1 qui s’exprime comme :
²1 = ²compe
KmaxD (6.99)
On voit donc bien que l’erreur relative sur le re´sultat augmente de manie`re exponentielle
avec la distance D. Le re´sultat perd toute signification lorsque ²1 > 1. Une solution a` ce
proble`me consiste a` conside´rer des distances plus petites. C’est l’ide´e de l’algorithme des
tranches que nous allons pre´senter maintenant.
6.4.4 L’algorithme des tranches
Au lieu de traiter le proble`me de diffusion sur la distance D en une fois, nous pouvons
scinder cette distance en tranches adjacentes et traiter le proble`me de diffusion sur chacune
d’elles se´pare´ment. Etant donne´ que la distance associe´e a` chaque tranche n’est qu’une
fraction de la distance totale D, les matrices de transfert correspondantes seront plus
pre´cises.
Fig. 6.2 – Principe de l’algorithme des tranches.
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Nous pouvons ainsi choisir un ensemble de points zi correspondant aux limites entre
tranches adjacentes et classe´s de la fac¸on suivante :
0 = z0 < z1 < z2 < · · · < zn−1 < zn = D (6.100)
Les matrices de transfert associe´es a` l’intervalle [zi,zj] seront note´es t
++
zi,zj
, t−+zi,zj , t
−−
zi,zj
et
t+−zi,zj .
Il suffit donc de calculer dans un premier temps les matrices de transfert correspondant
a` l’intervalle [z0,z1] et a` l’intervalle suivant [z1,z2]. Il faut ensuite combiner ces 8 matrices
de transfert d’une fac¸on approprie´e pour obtenir les 4 matrices de transfert correspondant
a` l’intervalle [z0,z2]. On recommence alors l’ope´ration avec les matrices de transfert cor-
respondant a` l’intervalle [z2,z3] et ainsi de suite jusqu’a` ce que les n intervalles aient e´te´
traite´s. Nous devons stocker a` chaque e´tape seulement 4 matrices de transfert pour l’en-
semble des tranches de´ja` traite´es ainsi que 4 matrices de transfert pour la tranche en cours
de traitement.
Il ne nous manque plus que les formules permettant de combiner les matrices de transfert
associe´es a` l’intervalle [z0,zi−1] avec celles associe´es a` [zi−1,zi]. Ces formules ont e´te´ e´tablies
par Pendry[96] pour des simulations de LEED.
On obtient les matrices de transfert exprimant la transmission a` travers les 2 tranches
conside´re´es, en re´alisant que cette transmission est due aux e´tats qui ont tout d’abord
e´te´ transmis a` travers la premie`re tranche et ensuite a` travers la deuxie`me tranche, soit
directement, soit apre`s avoir subi 2 re´flexions a` l’interface entre les deux tranches, soit
apre`s avoir subi 4 re´flexions, etc.
On peut donc e´crire :
t++z0,zi = t
++
zi−1,zi
[
1 + (t+−z0,zi−1t
−+
zi−1,zi) + (t
+−
z0,zi−1t
−+
zi−1,zi)
2 + . . .
]
t++z0,zi−1
= t++zi−1,zi
[
1− t+−z0,zi−1t−+zi−1,zi
]−1
t++z0,zi−1 (6.101)
t−−z0,zi = t
−−
z0,zi−1
[
1 + (t−+zi−1,zit
+−
z0,zi−1) + (t
−+
zi−1,zit
+−
z0,zi−1)
2 + . . .
]
t−−zi−1,zi
= t−−z0,zi−1
[
1− t−+zi−1,zit+−z0,zi−1
]−1
t−−zi−1,zi (6.102)
Les matrices de transfert exprimant la re´flexion a` travers les 2 tranches conside´re´es
sont obtenues en re´alisant que cette re´flexion est due d’une part aux e´tats qui ont e´te´
directement re´fle´chis par la premie`re tranche rencontre´e et d’autre part aux e´tats qui ont
duˆ traverser la premie`re tranche, eˆtre re´fle´chis a` l’interface avec la deuxie`me tranche (soit
apre`s 1 seule re´flexion, soit apre`s 3 re´flexions, etc ) et finalement repasser a` travers la
premie`re tranche.
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On peut donc e´crire :
t−+z0,zi = t
−+
z0,zi−1
+ t−−z0,zi−1
[
t−+zi−1,zi + t
−+
zi−1,zi(t
+−
z0,zi−1t
−+
zi−1,zi) + t
−+
zi−1,zi(t
+−
z0,zi−1t
−+
zi−1,zi)
2 + . . .
]
t++z0,zi−1
= t−+z0,zi−1 + t
−−
z0,zi−1t
−+
zi−1,zi
[
1− t+−z0,zi−1t−+zi−1,zi
]−1
t++z0,zi−1 (6.103)
t+−z0,zi = t
+−
zi−1,zi
+ t++zi−1,zi
[
t+−z0,zi−1 + t
+−
z0,zi−1(t
−+
zi−1,zit
+−
z0,zi−1) + t
+−
z0,zi−1(t
−+
zi−1,zit
+−
z0,zi−1)
2 + . . .
]
t−−zi−1,zi
= t+−zi−1,zi + t
++
zi−1,zit
+−
z0,zi−1
[
1− t−+zi−1,zit+−z0,zi−1
]−1
t−−zi−1,zi (6.104)
Dans ces quatre formules, nous avons pu remplacer les se´ries infinies par une inversion
de matrice graˆce au fait que les valeurs propres des matrices exprimant les re´flexions
sont toutes comprises (en norme) entre 0 et 1. Les inversions de matrice ne peuvent pas
eˆtre remplace´es ici par une re´solution de syste`me puisque ces ope´rations interviennent a`
l’inte´rieur de chaque relation.
6.4.5 Pre´cision des matrices de transfert imple´mente´es avec l’al-
gorithme des tranches
Les re`gles donne´es a` la section 6.4.2 permettent d’estimer l’erreur relative lors d’une
simulation re´elle. Il est toutefois inte´ressant d’e´tablir un mode`le permettant de pre´voir le
comportement de l’erreur relative en fonction du nombre de tranches utilise´.
Conside´rons donc la diffusion d’e´lectrons d’e´nergie E a` travers une barrie`re de potentiel
de hauteur V et de longueur D. Nous appliquons l’algorithme des tranches en divisant cette
distance en n segments e´gaux.
L’erreur relative sur le calcul des matrices de transfert associe´es a` chaque tranche peut
eˆtre estime´e de la meˆme fac¸on qu’a` la section 6.4.3. On trouve alors :
²slab = 2
−nbite
√
2m
h¯2
V D
n (6.105)
ou` nous avons estime´ Kmax en prenant la valeur maximale de la barrie`re de potentiel sur
la distance D. On peut affiner le mode`le en utilisant a` chaque e´tape la valeur correspon-
dant a` la tranche conside´re´e, mais ce raffinement n’apporte aucun renseignement qualitatif
supple´mentaire.
Dans les simulations qui nous inte´ressent, la valeur maximale V de la barrie`re se trouve
au de´but de la distance D et les e´lectrons conside´re´s ont une e´nergie E infe´rieure a` cette
valeur. Tous les e´tats incidents conside´re´s sont donc essentiellement re´fle´chis par la premie`re
tranche et les tranches ulte´rieures qui re´sultent d’une fusion avec celle-ci.
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Commenc¸ons par estimer l’erreur associe´e aux matrices t−+ qui expriment la re´flexion
des e´lectrons incidents dans la re´gion I. Ces matrices sont actualise´es au fur et a` mesure
que les diffe´rentes tranches sont conside´re´es par la relation :
t−+z0,zi = t
−+
z0,zi−1 + t
−−
z0,zi−1t
−+
zi−1,zi
[
1− t+−z0,zi−1t−+zi−1,zi
]−1
t++z0,zi−1 (6.106)
La premie`re contribution est due aux e´lectrons qui sont directement re´fle´chis par la
barrie`re. Comme nous venons de le remarquer, tous les e´tats incidents sont concerne´s par
cette re´flexion. La deuxie`me contribution est due aux e´tats qui ont traverse´ une premie`re
fois la barrie`re [z0,zi−1], ont e´te´ re´fle´chis a` l’interface avec la tranche suivante et ont traverse´
une seconde fois la premie`re barrie`re. La deuxie`me contribution implique donc deux effets
tunnel a` travers une barrie`re qui augmente au fur et a` mesure de la simulation. On peut
donc la conside´rer comme ne´gligeable par rapport au premier terme. La matrice t−+z0,zi garde
donc la pre´cision du premier terme, qui est celle avec laquelle la matrice t−+z0,z1 correspondant
a` la premie`re tranche a e´te´ calcule´e. Nous pouvons donc e´crire :
²t−+i
= ²slab (6.107)
La situation n’est pas tout a` fait pareille pour les matrices t+− qui expriment la re´flexion
des e´lectrons incidents dans la re´gion III et sont actualise´es par la relation :
t+−z0,zi = t
+−
zi−1,zi + t
++
zi−1,zit
+−
z0,zi−1
[
1− t−+zi−1,zit+−z0,zi−1
]−1
t−−zi−1,zi (6.108)
Fig. 6.3 – Barrie`res de potentiel avec hauteurs diffe´rentes et conse´quences sur la re´flexion
des e´tats incidents.
En effet comme repre´sente´ a` la figure 6.3, la hauteur de la barrie`re de potentiel tend
a` diminuer sur la distance D et suivant la valeur de l’e´nergie normale Ej = E − h¯22mk2j de
chaque e´tat incident par rapport a` la hauteur locale Vi de la barrie`re dans la tranche i,
ces e´tats peuvent eˆtre re´fle´chis (quand Ej < Vi) ou transmis a` travers la tranche i (lorsque
Ej > Vi).
Dans le premier cas la situation est la meˆme que celle rencontre´e pour les matrices t−+ :
les e´lectrons incidents sont essentiellement re´fle´chis par la premie`re couche rencontre´e.
Cette re´flexion est de´crite par la matrice t+−zi−1,zi dont l’erreur relative est ²slab.
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Dans le deuxie`me cas, les e´lectrons “survolent” la tranche i, rencontrent la barrie`re
[z0,zi−1] qui est essentiellement re´fle´chissante et repassent au-dessus de la tranche i. Con-
trairement aux cas conside´re´s jusqu’ici, ces e´tats restent propagatifs dans la re´gion i et ne
sont donc pas amortis. L’erreur relative de´pend par conse´quent de la pre´cision des matrices
t−− et t++ associe´es a` la tranche i (qui vaut ²slab) et de la matrice t+− associe´e au groupe
constitue´ par les tranches pre´ce´dentes. L’erreur relative sur les matrices t+− obe´it ainsi a`
une e´quation re´cursive qui est la suivante :
²t+−i
= max(²slab,2²slab + ²t+−i−1
)
= 2²slab + ²t+−i−1
(6.109)
La solution de cette e´quation est donne´e par :
²t+−i
= ²slab(2i− 1) (6.110)
Les deux matrices t++ et t−− sont encore traite´es d’une manie`re diffe´rente. Ces deux
matrices sont actualise´es au fur et a` mesure que les tranches sont conside´re´es par les
relations :
t++z0,zi = t
++
zi−1,zi
[
1− t+−z0,zi−1t−+zi−1,zi
]−1
t++z0,zi−1 (6.111)
t−−z0,zi = t
−−
z0,zi−1
[
1− t−+zi−1,zit+−z0,zi−1
]−1
t−−zi−1,zi (6.112)
Les e´tats transmis doivent dans tous les cas traverser une tranche, subir un certain
nombre de re´flexions a` l’interface et traverser la seconde. La transmission a` travers la
tranche i est de´crite avec une erreur relative ²slab. L’erreur relative sur les matrices qui
expriment la transmission a` travers la tranche [z0,zi−1] de´pend de la fac¸on dont elles ont
e´te´ traite´es dans les i− 1 premie`res ite´rations.
Il reste a` conside´rer les facteurs
[
1− t+−z0,zi−1t−+zi−1,zi
]−1
et
[
1− t−+zi−1,zit+−z0,zi−1
]−1
. Ces fac-
teurs (que nous de´signerons par P ) impliquent une matrice associe´e a` la tranche i (dont
l’erreur relative est ²slab) et la matrice t
+−
z0,zi−1 dont l’erreur relative ²t+−i
a e´te´ estime´e. La
matrice identite´ est de´finie avec une pre´cision ²comp. L’erreur relative des matrices a` inverser
est donc ²slab + ²t+−i
. Apre`s inversion, cette erreur est multiplie´e par la condition cond(P )
de ces matrices.
Etant donne´ que les matrices contribuant aux facteurs P ont des valeurs propres com-
prises (en norme) entre 0 et 1, les valeurs propres de P ont toutes le meˆme ordre de grandeur
et la condition des matrices P doit eˆtre relativement faible.
Une autre fac¸on de s’en convaincre consiste a` re´aliser que cond(P ) correspond au nombre
de termes dans les se´ries infinies 1+(t+−z0,zi−1t
−+
zi−1,zi)+(t
+−
z0,zi−1t
−+
zi−1,zi)
2+(t+−z0,zi−1t
−+
zi−1,zi)
3+ . . .
et 1 + (t−+zi−1,zit
+−
z0,zi−1) + (t
−+
zi−1,zit
+−
z0,zi−1)
2 + (t−+zi−1,zit
+−
z0,zi−1)
3 + . . . qui contribuent de manie`re
significative aux valeurs de
[
1− t+−z0,zi−1t−+zi−1,zi
]−1
et
[
1− t−+zi−1,zit+−z0,zi−1
]−1
. Ces termes se
re´duisent pratiquement a` un seul pour les e´tats qui sont propagatifs dans une des deux
tranches (ils ne doivent alors traverser qu’une seule tranche par effet tunnel). Par contre, le
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nombre de termes significatifs dans les se´ries infinies est tre`s grand pour les e´tats qui sont
e´vanescents dans les deux tranches. Cependant, leur contribution est amortie par le fait
qu’ils doivent traverser les deux tranches par effet tunnel. En pratique, cond(P ) prend des
valeurs proches de 5 et augmente quelque peu au voisinage de discontinuite´s dans l’e´nergie
potentielle.
Nous pouvons finalement e´crire la meˆme e´quation re´currente pour l’erreur relative des
matrices t++ et t−− :
²i = ²slab + ²i−1 + cond(P )(²t+−i−1 + ²slab) (6.113)
En remplac¸ant dans cette e´quation ²t+−i−1
par l’ expression trouve´e pre´ce´demment et en
regroupant les termes, on obtient :
²i = ²i−1 + ²slab(1 + 2cond(P )i) (6.114)
dont la solution est :
²i = ²slab(i+ 2cond(P )(1 +
i
2
)(i− 1)) (6.115)
En fin de compte, l’erreur relative sur le calcul des matrices de transfert associe´es a`
une barrie`re de potentiel de hauteur V et de longueur D de´pend du nombre n de tranches
utilise´es de la fac¸on suivante :
²n = 2
−nbite
√
2m
h¯2
V D
n (cond(P )n2 + (1 + cond(P ))n− 2cond(P )) (6.116)
6.4.6 Conse´quences pratiques
On peut maintenant utiliser l’e´quation 6.116 pour repre´senter l’erreur relative sur le
calcul des matrices de transfert en fonction du nombre de tranches utilise´es. C’est ce qui a
e´te´ fait a` la figure 6.4, ou` nous avons repre´sente´ l’erreur relative en e´chelle logarithmique,
avec des valeurs typiques de 25 eV pour la hauteur de la barrie`re, 4 nm pour la longueur
et choisi cond(P ) = 10 ainsi que nbit = 53 (double pre´cision).
On constate sur la figure que la pre´cision du calcul s’ame´liore au fur et a` mesure
que l’on augmente le nombre de tranches et qu’un nombre minimum de 4 tranches est
ne´cessaire pour obtenir une erreur relative acceptable. On perc¸oit donc bien l’utilite´ de
l’algorithme des tranches qui permet un calcul correct, la` ou` l’erreur relative obtenue par
une imple´mentation classique serait de 1028 !
Bien que la figure montre une fonction d’erreur de´croissante, celle-ci finit par remonter
comme on peut le constater en laissant tendre n vers l’infini dans l’e´quation 6.116. Ce-
pendant, dans cet exemple, il faudrait de l’ordre de 107 tranches pour que l’erreur relative
de´passe les 100 %. Il est fort probable que les hypothe`ses de notre mode`le perdent leur
validite´ avant d’atteindre un tel nombre de tranches et que les ondes e´vanescentes contri-
buent de manie`re non ne´gligeable a` augmenter l’erreur. Nous avons re´alise´ des simulations
avec jusqu’a` 400 tranches dans diverses situations sans constater le moindre changement
dans les re´sultats.
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Fig. 6.4 – Erreur relative sur le calcul des matrices de transfert en fonction du nombre de
tranches utilise´es. Les valeurs suivantes ont e´te´ utilise´es : V = 25 eV, D = 4 nm, cond(P )
= 10, nbit=53 (double pre´cision).
On peut encore appre´cier l’efficacite´ de l’algorithme en repre´sentant l’erreur relative
cumule´e au cours du traitement lorsque 1 et 20 tranches sont utilise´es. C’est ce que nous
avons repre´sente´ a` la figure 6.5 avec les meˆmes parame`tres que ceux utilise´s pour la figure
pre´ce´dente.
On constate que le calcul des matrices de transfert est limite´ a` 1.4 nm pour une barrie`re
de 25 eV lorsqu’il est imple´mente´ sans l’algorithme des tranches. On peut se demander alors
quelles sont les limites de celui-ci.
A nouveau, en examinant l’e´quation 6.116, on constate que les instabilite´s dues a` une
grande valeur de D peuvent eˆtre maˆıtrise´es en utilisant un grand nombre de tranches (pour
garder le facteur e
√
2m
h¯2
V D
n petit). Toutefois un nombre trop e´leve´ de tranches fait grandir
le facteur (cond(P )n2 + (1 + cond(P ))n − 2cond(P )), de sorte qu’il existe une limite aux
valeurs possibles de D. Cette limite est atteinte lorsque cond(P )n2 ' 2nbit , c’est-a`-dire pour
n de l’ordre de 107 en double pre´cision. Ce nombre e´tant celui ne´cessaire pour garder le
facteur e
√
2m
h¯2
V D
n fini, on en conclut que Dmax est de l’ordre de 10
7 fois la longueur d’onde
associe´e a` la hauteur de la barrie`re de potentiel V . Rappelons que nous sortons des limites
de validite´ de notre mode`le pour un nombre aussi e´leve´ de tranches et retenons que la
me´thode a des limites lointaines.
Une question plus utile est celle du nombre de tranches minimum a` conside´rer pour
obtenir une pre´cision de calcul suffisante. Un crite`re minimum consiste a` exiger que l’erreur
relative sur le calcul des matrices de transfert associe´es a` une seule tranche soit infe´rieure
a` 100 %. Cette condition est satisfaite pour un nombre de tranches minimum nmin donne´
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Fig. 6.5 – Erreur relative cumule´e sur le calcul des matrices de transfert en fonction de
la profondeur dans la barrie`re, pour 1 tranche (ligne supe´rieure) et 20 tranches (courbe
infe´rieure). Les valeurs suivantes ont e´te´ utilise´es : V = 25 eV, D = 4 nm, cond(P ) = 10,
nbit=53 (double pre´cision).
par :
nmin =
KmaxD
nbit ln(2)
(6.117)
Notons que ce crite`re n’est pas suffisant a` cause du facteur (cond(P )n2+(1+cond(P ))n−
2cond(P )). Par contre, pour des valeurs de n supe´rieures a` nmin l’accroissement de ce facteur
est largement compense´ par la diminution du facteur e
√
2m
h¯2
V
(en dec¸a` de valeurs extreˆmes).
Etant donne´ que nmin est tel que :
e
Kmax
D
nmin = 2nbit (6.118)
on peut remarquer que n = 2 nmin fournit un re´sultat avec environ la moitie´ des chiffres
significatifs et que le gain en chiffres significatifs, pour des accroissements supple´mentaires
de nmin, diminue a` chaque fois de moitie´. Un bon choix consiste a` prendre n = 4 nmin.
Enfin nous terminerons ces commentaires en pre´sentant une me´thode alternative pour
ame´liorer la pre´cision des re´sultats. Plutoˆt qu’augmenter le nombre de couches, nous pou-
vons restreindre le nombre d’e´tats conside´re´s dans chaque tranche de manie`re a` limiter la
valeur locale de Kmax a` une valeur fixe´e
√
h¯2
2m
∆E. Les e´le´ments diagonaux des matrices de
transfert correspondant aux e´tats ne´glige´s sont fixe´s a` 1 lorsqu’elles expriment une re´flexion
et a` 0 sinon. En plus de stabiliser les calculs, cette me´thode les acce´le`re et re´duit l’espace
me´moire, puisqu’un nombre plus petit d’e´tats est conside´re´ a` certaines e´tapes du calcul.
La pre´cision de cette me´thode alternative est donne´e par la formule :
²n = 2
−nbite
√
2m
h¯2
∆ED
n (cond(P )n2 + (1 + cond(P ))n− 2cond(P )) (6.119)
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et repre´sente´e a` la figure 6.6, ou` nous avons choisi ∆E = 10 eV et conserve´ les autres
parame`tres. On constate sur la figure que les calculs fournissent plus rapidement un re´sultat
acceptable.
Fig. 6.6 – Erreur relative sur le calcul des matrices de transfert en fonction du nombre de
tranches utilise´es, pour un nombre d’e´tats restreints. Les valeurs suivantes ont e´te´ utilise´es :
V = 25 eV, D = 4 nm, ∆E = 10 eV, cond(P ) = 10, nbit=53 (double pre´cision).
6.4.7 Confirmation par un exemple
Afin de prouver la validite´ de l’analyse pre´sente´e, nous avons re´alise´ une simulation
correspondant aux valeurs de 4 nm et 25 eV conside´re´es jusqu’ici. La simulation correspond
a` l’observation d’une fibre de carbone de 0.8 nm de coˆte´ et suppose une pointe conique de
1 nm de haut. Les de´tails sur la mode´lisation de ce syste`me seront donne´s au chapitre 8.
Nous nous inte´ressons ici uniquement a` la stabilite´ du calcul. Les re´sultats pour des calculs
re´alise´s avec respectivement 1, 2, 3 et 400 tranches sont pre´sente´s a` la figure 6.7.
On perc¸oit bien dans ces figures les proble`mes d’instabilite´s lorsque les calculs sont
re´alise´s avec 1 ou 2 tranches. A partir de 3 tranches, le re´sultat est satisfaisant et le reste
lorsque le nombre de tranches est augmente´. Les calculs re´alise´s avec 3 et 400 tranches
fournissent un re´sultat absolument identique.
Les courbes d’erreurs the´oriques pre´sente´es aux figures 6.4, 6.5 et 6.6 sont base´es sur
l’hypothe`se que Kmax =
√
2m
h¯2
V garde la meˆme valeur sur l’ensemble des tranches. Nous
pouvons affiner le mode`le en utilisant des valeurs de Kmax qui de´pendent de la hauteur
locale de la barrie`re de potentiel dans la tranche conside´re´e. La courbe d’erreur the´orique,
donne´e a` la figure 6.8, est alors en bon accord avec les re´sultats pre´sente´s.
La formule 6.116 est donc qualitativement correcte. Une meilleure concordance avec la
pratique peut eˆtre obtenue en conside´rant la hauteur de barrie`re associe´e a` chaque tranche.
Ce raffinement du mode`le tend a` diminuer l’erreur relative the´orique. Cependant, a` des
fins pratiques, l’utilisation de la formule 6.116 offre plus de se´curite´ puisqu’elle exige un
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Fig. 6.7 – De gauche a` droite et de haut en bas, calcul de la densite´ de courant sur la grille
porte-objet supportant une fibre de carbone de 0.8 nm et situe´e a` 4 nm du support me´tallique
de la pointe. La tension d’extraction est de 25 V. Les calculs sont re´alise´s respectivement
sans subdivision en tranches, avec 2 tranches, 3 tranches et 400 tranches.
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Fig. 6.8 – Erreur relative sur le calcul des matrices de transfert en fonction du nombre de
tranches utilise´es obtenue en conside´rant la hauteur locale de la barrie`re de potentiel dans
chaque tranche. Les valeurs suivantes ont e´te´ utilise´es : V = 25 eV, D = 4 nm, cond(P )
= 10, nbit=53 (double pre´cision).
nombre de tranches minimum le´ge`rement surestime´ ... une erreur qui entraˆıne en fin de
compte une meilleure pre´cision du calcul de diffusion.
Pour conclure ce chapitre, signalons que l’analyse pre´sente´e ici n’a couvert que les
proble`mes d’instabilite´s lie´s a` l’existence de solutions explosives et aux proble`mes de condi-
tionnement des matrices a` inverser. Nous avons montre´ que les solutions interme´diaires ne
sont pas affecte´es par la pre´sence de ces solutions explosives mais nous n’avons pas aborde´
les proble`mes d’ordre technique que l’on peut rencontrer lors du calcul de ces solutions par
les e´quations pre´sente´es dans les chapitres 3, 4 et 5.
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Chapitre 7
Emission de champ a` partir de
nanopointes
7.1 Introduction
Nous avons souligne´ au premier chapitre l’importance de travailler avec des pointes
pre´sentant certaines proprie´te´s de cohe´rence afin d’obtenir des figures directement in-
terpre´tables en microscopie a` projection. Par proprie´te´s de cohe´rence, nous entendons
d’une part la cohe´rence spatiale (essentiellement l’aspect ponctuel de la source, qui est
responsable de l’e´mission d’une onde sphe´rique) et d’autre part la cohe´rence e´nerge´tique
(c’est-a`-dire une faible dispersion e´nerge´tique des e´lectrons e´mis).
Au cours de ce premier chapitre consacre´ aux applications, nous allons simuler l’e´mission
de champ a` partir de nanopointes en tungste`ne. Nous verrons que l’application d’une ten-
sion e´lectrique entre le support de la nanopointe et une grille d’extraction induit l’e´mission
d’un faisceau e´lectronique a` partir de son extre´mite´. Nous calculerons alors la distribution
d’e´nergie totale (TED) du faisceau afin de de´montrer la cohe´rence e´nerge´tique de celui-ci.
Nous ferons ensuite un ensemble d’expe´riences de diffraction en plac¸ant une ouverture cir-
culaire en face de la pointe. Ces expe´riences illustreront le concept de cohe´rence spatiale
et montreront qu’une terminaison monoatomique est ne´cessaire pour obtenir des franges
de diffraction bien contraste´es. Dans l’imme´diat, nous avons besoin de savoir comment
calculer l’e´nergie potentielle au voisinage d’une nanopointe. Cette question fait l’objet du
de´but de ce chapitre.
7.2 Mode`le de pointe
Le tungste`ne cristallise en formant un re´seau cubique centre´ (I). Le parame`tre de re´seau
est a= 0.316 nm. Les nanopointes utilise´es dans le Microscope a` Projection de Fresnel sont
oriente´es selon la direction 〈111〉. Nous ferons donc co¨ıncider l’axe z de notre mode`le avec
cette direction cristallographique 〈111〉 et nous supposerons que les atomes dans la nano-
pointe occupent la meˆme position que dans le cristal (a` l’exception de l’atome terminal).
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Les atomes constitutifs de la nanopointe seront de´limite´s par un coˆne. Nous imposerons
aux couches supe´rieures de la nanopointe (pour qu’elle soit comple`te) de contenir respecti-
vement 1, 3 et 7 atomes. Les autres couches ne pourront jamais contenir moins de 7 atomes.
L’e´cart entre ces plans atomiques sera celui impose´ entre les couches a` 1 et 3 atomes. Ces
re`gles de construction se justifient par des conside´rations de bon sens et des observations
en Field Ion Microscopy (FIM) de nanopointes, comme celle reproduite a` la figure 7.1. Des
de´sorptions successives font effectivement apparaˆıtre 1, 3 et un nombre plus e´leve´ d’atomes
sur les trois premie`res couches. Nous devrions en re´alite´ conside´rer la relaxation de la
pointe, mais ces calculs sortent de l’objectif principal de cette the`se. Nous invoquerons ce
phe´nome`ne de relaxation pour justifier un de´placement de l’atome terminal, afin d’e´viter
certaines divergences dans nos calculs d’e´nergie potentielle.
Fig. 7.1 – Observation par Field Ion Microscopy et de´sorption progressive des couches
terminales d’une nanopointe.
Une question importante est celle de la position des atomes “exte´rieurs” de la nano-
pointe par rapport a` la surface du jellium (z = 0 dans notre mode`le) utilise´ pour repre´senter
les atomes “inte´rieurs” du support de la pointe. Ce proble`me se rame`ne a` celui de la po-
sition d de la surface du jellium (appele´e surface e´lectrique) par rapport au centre du
dernier plan atomique dans le cristal. Cette surface est celle d’ou` semble “commencer” le
champ e´lectrique a` grande distance et co¨ıncide en ge´ne´ral avec le plan par rapport au-
quel on e´value les termes images. Le lecteur inte´resse´ trouvera une comparaison critique
de diffe´rentes re´ponses apporte´es a` ce proble`me a` la re´fe´rence [102]. Une fac¸on simple de
calculer cette distance d consiste a` prendre la moitie´ du rayon RW attribue´ a` chaque atome.
Ce rayon est celui de la sphe`re dont le volume est celui associe´ a` chaque atome dans le
cristal. Etant donne´ que chaque e´le´ment de volume a3 en contient deux, RW est estime´ a`
partir de 4
3
piR3W =
a3
2
. Avec les valeurs propres au tungste`ne on trouve d = RW
2
=77.8 pm
(1 A˚= 100 pm). Ce re´sultat est en excellent accord avec la valeur d= 79 pm obtenue par
des mesures[103] de Field-Ion Appearence Energy Spectroscopy (FIAES) effectue´es avec
de l’he´lium adsorbe´ sur la face (111) du tungste`ne. Puisque la distance entre plans ato-
miques successifs dans la direction 〈111〉 est a
2
√
3
= 91 pm, la premie`re couche d’atomes de
la nanopointe se situe en z = a
2
√
3
− d = 13.2 pm.
Enfin, puisque l’axe z co¨ıncide avec la direction 〈111〉 et passe par un atome du re´seau
(l’atome terminal), l’axe z est un axe d’ordre 3. La figure 7.2 repre´sente la position des
atomes dans une nanopointe a` quatre couches.
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Fig. 7.2 – De gauche a` droite et de haut en bas, position des atomes de tungste`ne dans une
nanopointe a` quatre couches. Les plans atomiques repre´sente´s sont situe´s respectivement
en z= 13 pm, 104 pm, 195 pm et 287 pm.
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7.3 Calcul de l’e´nergie potentielle par ajustement de
dipoˆles
Nous connaissons maintenant la position de chaque atome de la pointe par rapport a`
la surface du jellium (z = 0). Le proble`me suivant consiste a` calculer l’e´nergie potentielle
de l’e´lectron du proble`me de diffusion dans l’espace compris entre la surface du jellium et
la grille (re´gion II).
Pour y parvenir, nous mode´liserons les atomes de la nanopointe par des dipoˆles. Chacun
de ces dipoˆles pi est caracte´rise´ par une polarisation αi qui permet d’e´tablir une relation
line´aire avec le champ e´lectrique total Ei a` l’emplacement du dipoˆle : pi = αiEi. La po-
larisabilite´ de chaque atome est de´termine´e par une moyenne ponde´re´e par le nombre de
voisins Ni entre la polarisabilite´ de l’atome isole´ αiso et celle de l’atome dans le cristal αbulk
de la manie`re suivante :
αi = αiso +Ni
αbulk − αiso
Nbulk
(7.1)
ou` Nbulk est le nombre de voisins dans le cristal (8 pour une structure cubique centre´e).
Dans le cas du tungste`ne, nous prendrons αiso
4pi²0
= 7 A˚3 [104] et αbulk
4pi²0
= 1.49 A˚3 (que nous
avons e´value´ a` partir des donne´es de la re´fe´rence [105] correspondant a` la fre´quence de Fermi
dans le me´tal). Nous avons conside´re´ des valeurs de polarisabilite´ re´elles afin d’e´viter que
les dipoˆles prennent une partie imaginaire. Celle-ci entraˆınerait en effet une absorption 1
non souhaite´e ici de l’e´lectron dans toutes les parties du proble`me ou` les valeurs des dipoˆles
sont utilise´es pour calculer l’e´nergie potentielle. Cette absorption “a` distance” peut eˆtre
attribue´e a` une excitation de la matie`re (plasmons,...), dans laquelle l’e´lectron perd une
partie de son e´nergie et disparaˆıt donc de la fonction d’onde conside´re´e dans notre proble`me
de diffusion. La partie imaginaire de la polarisabilite´ est importante seulement au voisinage
de re´sonances correspondant a` une possibilite´ d’excitation de la matie`re. Les simulations
que nous pre´senterons ne´gligent donc ces excitations mais pourront les incorporer dans un
travail ulte´rieur, graˆce aux outils du chapitre 4.
Toute charge q situe´e en rq dans la re´gion II induit un champ e´lectrique et un potentiel
e´lectrique donne´s par :
E(q,rq)(r) =
1
4pi²0
q(r− rq)
|r− rq|3
(7.2)
Φ(q,rq)(r) =
1
4pi²0
q
|r− rq| (7.3)
Par ailleurs, tout dipoˆle pi situe´ en ri dans la re´gion II induit un champ e´lectrique et
un potentiel e´lectrique donne´s par :
E(pi,ri)(r) =
1
4pi²0
[
− pi|r− ri|3
+ 3pi.(r− ri) (r− ri)|r− ri|5
]
(7.4)
1. On aura une absorption lorsque l’e´nergie potentielle prend une partie imaginaire ne´gative et une
“cre´ation” dans le cas contraire. Nous ne discuterons pas de ce dernier cas qui trouve son origine dans un
transfert d’e´nergie de la matie`re a` l’e´lectron conside´re´.
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Φ(pi,ri)(r) =
1
4pi²0
pi.(r− ri)
|r− ri|3
(7.5)
Ces relations s’accompagnent de la convention selon laquelle l’inte´grale de l’expression 7.4
sur un volume contenant pi fournit le re´sultat − pi3²0 . L’origine de cette convention ainsi que
des expressions base´es sur une convention diffe´rente pourront eˆtre trouve´es a` la re´fe´rence
[100].
A cause de la pre´sence du me´tal, nous devons associer a` toute charge q situe´e en
rq = (xq,yq,zq) une charge image I(q) = −gq situe´e en I(rq) = (xq,yq, − zq). De meˆme
a` chaque dipoˆle pi = (px,i,py,i,pz,i) situe´ en ri = (xi,yi,zi) est associe´ un dipoˆle image
I(pi) = g(−px,i, − py,i,pz,i) situe´ en I(ri) = (xi,yi, − zi). Le coefficient de re´flexion g est
relie´ a` la constante die´lectrique ²bulk du cristal par la relation :
g =
²bulk − 1
²bulk + 1
(7.6)
La constante die´lectrique du cristal ²bulk est relie´e a` la polarisabilite´ des atomes dans le
cristal αbulk par la relation de Clausius-Mosotti :
²bulk − 1
²bulk + 2
=
1
3²0
nαbulk (7.7)
ou` n = 2/a3 est la densite´ d’atomes par unite´ de volume. Cette relation peut eˆtre inverse´e
et l’on obtient :
²bulk =
1 + 2
(
αbulk
4pi²0
8pi
3a3
)
1−
(
αbulk
4pi²0
8pi
3a3
) (7.8)
Apre`s ces longs pre´liminaires, nous sommes en mesure de calculer la valeur des N
dipoˆles. Il suffit pour cela de remplacer dans les relations pi = αiEi la valeur du champ local
Ei. Celui-ci est duˆ a` la tension d’extraction, au champ exerce´ par l’e´lectron et son image
(nous noterons ces trois contributions par Eext(ri)) et a` l’interaction avec les autres dipoˆles
et les images de tous les dipoˆles. En notant I(q,rq) = (I(q),I(rq)) et I(pj,rj) = (I(pj),I(rj))
, nous pouvons e´crire un ensemble de N e´quations vectorielles :
pi = αi
Eext(ri) +∑
j 6=i
E(pj ,rj)(ri) +
∑
j
EI(pj ,rj)(ri)
 (7.9)
dans lesquelles nous ne´gligeons toute influence des densite´s de charges (repre´sente´es par
les dipoˆles) sur elles-meˆmes[87].
Etant donne´ que E(pj ,rj)(ri) et EI(pj ,rj)(ri) de´pendent line´airement des composantes de
pj, nous pouvons e´crire ce syste`me de N e´quations vectorielles sous la forme matricielle
suivante :
Mp = E (7.10)
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ou` p est un vecteur (3N) qui contient les composantes des N dipoˆles pi, E un vecteur (3N)
qui contient les composantes du champ exte´rieur Eext(ri) etM est une matrice (3N)×(3N).
Cette matriceM ne de´pend que des coordonne´es des diffe´rents atomes et est inde´pendante
de la position de l’e´lectron, qui est contenue dans E. On peut donc l’inverser et l’utiliser
pour de´terminer la valeur des dipoˆles pour chaque position de l’e´lectron graˆce a` la relation :
p =M−1E (7.11)
Nous sommes donc en mesure de calculer le potentiel e´lectrique Φ0(rq) que l’on aurait
en un point rq si seul le champ d’extraction agissait sur les dipoˆles. Il suffit pour cela de
prendre :
Eext(ri) = −V
D
ez (7.12)
et d’utiliser l’e´quation 7.11 pour de´terminer la valeur des dipoˆles pi. On obtient alors Φ0(rq)
par :
Φ0(rq) =
∑
j
Φ(pj ,rj)(rq) +
∑
j
ΦI(pj ,rj)(rq) (7.13)
Dans une deuxie`me e´tape, nous pouvons calculer le potentiel e´lectrique Φq(rq) au point
rq en tenant compte de l’influence de la charge q et de son image sur les dipoˆles. On utilise
pour cela :
Eext(ri) = −V
D
ez + E(q,rq)(ri) + EI(q,rq)(ri) (7.14)
dans l’e´quation 7.11 afin de de´terminer la valeur des dipoˆles compte tenu de la pre´sence de
l’e´lectron de charge q = −e en rq. Le potentiel Φq(rq) est alors donne´ par :
Φq(rq) =
∑
j
Φ(pj ,rj)(rq) +
∑
j
ΦI(pj ,rj)(rq) + ΦI(q,rq)(rq) (7.15)
ou` nous devons ajouter ici le potentiel duˆ a` la charge image de l’e´lectron.
Finalement, l’e´nergie potentielle V (rq) de l’e´lectron est donne´e par :
V (rq) = q
[
Φ0(rq) +
1
2
(Φq(rq)− Φ0(rq))
]
(7.16)
Il est ne´cessaire de recommencer le calcul de Φq et l’e´valuation de l’expression pre´ce´dente
pour chaque nouvelle position de l’e´lectron conside´re´e.
Dans l’e´quation 7.16, nous avons mis un facteur 1
2
pour la partie de l’e´nergie poten-
tielle induite par l’e´lectron lui-meˆme. Ce facteur provient du fait que l’e´nergie potentielle
lorsque l’e´lectron est en rq correspond au travail qu’il a fallu re´aliser pour l’amener de-
puis l’infini jusqu’en rq. Les dipoˆles ne sont pas reste´s fige´s au cours de ce trajet, mais se
sont progressivement adapte´s au cours de celui-ci. On retrouve ce facteur analytiquement
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dans des situations plus simples, comme celle correspondant a` l’absence de dipoˆle ou celle
correspondant a` une interaction avec un seul dipoˆle sans surface.
Les divergences qui peuvent apparaˆıtre a` l’emplacement des atomes doivent eˆtre tronque´es.
Nous avons choisi dans ce chapitre de couper les valeurs de l’e´nergie potentielle qui des-
cendent en dessous de 0 eV (valeur dans la re´gion III). Une me´thode plus raffine´e consis-
terait a` associer a` chaque atome une valeur de coupure choisie en fonction de l’e´nergie
potentielle dans son voisinage imme´diat et des puits utilise´s dans des repre´sentations par
pseudo-potentiels. Par ailleurs, les valeurs de l’e´nergie potentielle a` proximite´ de la surface
z = 0 sont limite´es de manie`re a` assurer le raccord avec l’e´nergie potentielle a` l’inte´rieur
du me´tal Vmet = eV −W − EF .
7.4 Emission de champ a` partir d’une nanopointe
Pour commencer les applications, nous avons choisi d’illustrer le phe´nome`ne d’e´mission
de champ a` partir d’une nanopointe. Nous avons choisi une nanopointe a` quatre couches,
comme celle repre´sente´e a` la figure 7.2, et calcule´ l’e´nergie potentielle d’apre`s la me´thode
de´crite a` la section pre´ce´dente. Le dernier atome a e´te´ de´place´ de z= 287 pm a` z=292 pm
pour e´viter un caracte`re re´pulsif (divergence vers des valeurs positives de l’e´nergie poten-
tielle) du dernier atome. Ce comportement de´montre la ne´cessite´ d’une mode´lisation plus
approfondie de la structure des nanopointes et de l’e´nergie potentielle dans leur voisinage
imme´diat. Ce de´placement repre´sente 5 % de l’e´cart entre plans adjacents dans le cristal
et peut eˆtre attribue´ a` une relaxation au niveau du dernier atome.
Le re´sultat du calcul de l’e´nergie potentielle est illustre´ a` la figure 7.3. Cette figure
repre´sente une coupe de l’e´nergie potentielle dans le plan xz. Ce plan passe a` travers les
atomes des couches 2 et 4. Il passe a` proximite´ de 2 atomes de la couche 3 qui apparaissent
e´galement sur la figure.
Le re´sultat du calcul de la densite´ de courant est repre´sente´ a` la figure 7.4. La partie
gauche de la figure repre´sente la composante selon z de la densite´ de courant sur la grille
(z = D) et la partie droite repre´sente la composante selon r de la densite´ de courant sur
l’e´cran a` 10 cm.
La largeur a` mi-hauteur du faisceau a` l’e´cran vu de la pointe est d’environ 13.5 degre´s.
Cette valeur est supe´rieure a` la valeur expe´rimentale qui se situe autour de 5 degre´s.
Cette constatation ne surprend pas puisque le confinement du faisceau e´lectronique observe´
expe´rimentalement est duˆ a` l’influence du support de la pointe sur une grande distance.
Cette influence n’est pas pre´sente dans notre mode`le puisque nous avons pose´ une e´nergie
potentielle constante dans la re´gion au-dela` de la grille. Cette valeur de 13.5 degre´s est
par contre tre`s proche de l’estimation de l’ouverture initiale du faisceau e´lectronique (15
degre´s). Les simulations re´ve`lent que la dispersion angulaire initiale tend a` diminuer lorsque
le rapport V/D ou le rapport hauteur/base de la pointe diminue.
La figure 7.5 est une repre´sentation en e´chelle logarithmique de la densite´ de courant
selon z au niveau de la grille. On remarque que le faisceau e´lectronique se de´tache par
rapport a` un fond qui repre´sente le courant extrait de la surface du me´tal. Dans cette
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Fig. 7.3 – Energie potentielle dans le plan xz. Une tension d’extraction de 15 V est ap-
plique´e entre le support me´tallique d’une nanopointe a` quatre couches et une grille situe´e
a` 3 nm.
Fig. 7.4 – Densite´ de courant obtenue par application d’une tension de 15 V entre le support
me´tallique d’une nanopointe a` 4 couches et une grille a` 3 nm. A gauche : composante selon
z sur la grille d’extraction. A droite : composante selon r sur l’e´cran a` 10 cm.
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simulation, la densite´ de courant en face de la pointe de´passe de plus de deux ordres de
grandeur la densite´ de courant que l’on obtiendrait sans pointe.
Fig. 7.5 – Densite´ de courant (composante selon z) sur la grille d’extraction. Elle re´sulte
de l’application d’une tension de 15 V sur les 3 nm qui se´parent cette grille du support
me´tallique d’une nanopointe a` 4 couches.
7.5 Cohe´rence e´nerge´tique
Notre the´orie de diffusion permet le calcul de distributions d’e´nergie totale (TED). Nous
avons calcule´ une telle distribution pour la situation conside´re´e jusqu’ici et repre´sente´ celle-
ci a` la figure 7.6.
Cette distribution se pre´sente sous la forme d’un pic dont le maximum est au niveau de
Fermi dans le me´tal. La distribution diminue rapidement pour des e´nergies infe´rieures. Ce
comportement s’explique par le fait que la barrie`re de potentiel est d’autant plus difficile
a` traverser que l’e´nergie de l’e´lectron incident est petite.
La largeur a` mi-hauteur de cette distribution est d’environ 0.25 eV. Cette valeur est
supe´rieure a` celle rencontre´e expe´rimentalement pour des nanopointes de 2 nm (0.15 eV).
Les re´sultats obtenus avec notre nanopointe a` quatre couches sont par contre en bon
accord avec les valeurs expe´rimentales obtenues pour des nanopointes plus petites. La figure
7.7 montre des distributions d’e´nergie totale mesure´es avec des nanopointes de hauteur
croissante. La courbe 2 sur cette figure pre´sente des caracte´ristiques similaires a` celles de
notre figure 7.6.
Les distributions d’e´nergie totale que nous avons calcule´es tendent a` s’e´largir lorsque
le champ e´lectrique applique´ (le rapport V/D) augmente. Cette tendance s’explique par le
fait que, dans ce mode`le, l’e´paisseur de la barrie`re de potentiel a` traverser diminue (quelle
que soit la direction de sortie) lorsque ce rapport augmente et que les e´lectrons de plus
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Fig. 7.6 – Distribution d’e´nergie totale des e´lectrons extraits d’une nanopointe a` quatre
couches. Une tension de 15 V est applique´e entre le support de la nanopointe et une grille
d’extraction a` 3 nm.
Fig. 7.7 – Distribution d’e´nergie totale des e´lectrons extraits d’une pointe build-up (1) et
de nanopointes de hauteur croissante (2-4).
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faible e´nergie ont moins de difficulte´s a` la traverser. Nous avons illustre´ cette tendance a`
la figure 7.8 en montrant les distributions d’e´nergie totale qui re´sultent respectivement de
l’application d’une tension de 10, 15 et 20 V sur les 3 nm qui se´parent le support me´tallique
de la pointe et la grille d’extraction.
Fig. 7.8 – Distribution d’e´nergie totale des e´lectrons extraits d’une nanopointe a` quatre
couches, de´crite par un ensemble de dipoˆles. Des tensions (de gauche a` droite) de 10, 15
et 20 V sont applique´es entre le support de la nanopointe et une grille d’extraction a` 3 nm.
Fig. 7.9 – Distribution d’e´nergie totale des e´lectrons extraits d’une nanopointe a` quatre
couches, de´crite par un ensemble de charges et de dipoˆles. Des tensions (de gauche a`
droite) de 10, 15 et 20 V sont applique´es entre le support de la nanopointe et une grille
d’extraction a` 3 nm.
Nous avons re´alise´ des simulations avec des pointes constitue´es par un nombre plus e´leve´
de couches. Les distributions d’e´nergie totale pre´sentent plus de variations (par rapport
a` une forme monotone) lorsque la taille de la pointe augmente. Ces variations de´pendent
de la structure pre´cise de la nanopointe et en particulier des caracte´ristiques de l’atome
terminal. Il serait ne´cessaire de disposer de donne´es pre´cises sur la structure comple`te
des nanopointes (par une e´tude the´orique et/ou par des mesures) et d’une me´thode plus
raffine´e pour le calcul de l’e´nergie potentielle pour examiner les proprie´te´s singulie`res des
nanopointes (structure en pics des TED, de´placement avec la tension d’extraction, ...).
Pour illustrer l’importance de la me´thode de calcul de l’e´nergie potentielle, nous avons
repre´sente´ a` la figure 7.9 les distributions d’e´nergie totale que l’on obtient avec une autre
me´thode pour des tensions d’extraction de 10, 15 et 20 V.
Cette deuxie`me me´thode conside`re la pre´sence de charges e´lectriques ponctuelles a`
l’emplacement de chaque atome. Ces charges sont de´termine´es de telle manie`re que le
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potentiel ressenti par chaque atome (c’est-a`-dire un dipoˆle et une charge donne´s), a` cause
de la pre´sence de la tension d’extraction, des autres charges et dipoˆles, de l’e´lectron et
de toutes les images, soit e´gal au potentiel dans le support me´tallique. Les dipoˆles sont
de´termine´s comme pre´ce´demment en conside´rant en plus l’existence des nouvelles charges
et de leur image. Les e´quations fournissent un syste`me line´aire dont les inconnues sont
les valeurs des dipoˆles et des charges. Dans ce mode`le, nous forc¸ons donc le caracte`re
me´tallique de la nanopointe, d’une manie`re quelque peu arbitraire.
Si nous comparons les figures 7.8 et 7.9, nous constatons que les nanopointes “me´talliques”
tendent a` conserver une dispersion en e´nergie constante lorsqu’on varie la tension d’extrac-
tion. La largeur a` mi-hauteur de ces distributions en e´nergie totale (0.15 eV) est en meilleur
accord avec celle observe´e pour les nanopointes utilise´es dans le Microscope a` Projection de
Fresnel. Ces diffe´rences par rapport au mode`le purement dipolaire s’expliquent par le fait
que les charges pre´sentes sur les sites atomiques tendent a` maintenir dans leur voisinage
imme´diat une barrie`re de potentiel qui varie beaucoup moins que dans le cas pre´ce´dent
lorsqu’on modifie la tension. Cette comparaison nous montre l’importance du mode`le utilise´
pour calculer l’e´nergie potentielle.
7.6 Cohe´rence spatiale et caracte`re ponctuel de la
source
Pour continuer l’e´tude des caracte´ristiques des nanopointes, nous allons montrer
qu’une terminaison monoatomique est souhaitable afin d’obtenir des franges de diffraction
bien contraste´es. Une telle terminaison est en effet ne´cessaire pour que l’onde e´lectronique
incidente au niveau de l’objet puisse avoir un aspect sphe´rique, semblant provenir d’une
source ponctuelle. En ge´ne´ral, lorsque la pointe est de´grade´e, l’onde incidente perd cet
aspect sphe´rique et le contraste des franges de diffraction diminue. A partir d’un certain
niveau de de´gradation, la source est de´localise´e au point que l’onde incidente devient es-
sentiellement plane. Il n’est alors plus possible d’observer des figures de diffraction de type
Fresnel, mais uniquement de type Fraunhofer si la longueur de cohe´rence transverse est
suffisante.
Pour illustrer cette influence de la structure de la pointe sur la qualite´ des figures ob-
tenues, nous avons re´alise´ une se´rie d’expe´riences de diffraction en disposant en face de
la pointe une ouverture circulaire. De telles expe´riences ont e´te´ re´alise´es en utilisant les
trous de la membrane de carbone qui recouvrent la grille porte-objet[69]. Nous avons re-
produit a` la figure 7.10 des images obtenues avec une nanopointe respectivement comple`te
et de´grade´e, ainsi que des simulations re´alise´es d’apre`s la the´orie de Fresnel-Kirchhoff
pre´sente´e au chapitre 2. Elles montrent clairement l’importance d’une terminaison mono-
atomique.
Dans nos simulations, cette ouverture circulaire est repre´sente´e par une re´gion in-
terme´diaire cylindrique inse´re´e entre le plan z = D et la re´gion III dans laquelle se trouve
l’e´cran a` 10 cm. Etant donne´ que le nombre d’e´tats de base ne´cessaires a` la repre´sentation
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Fig. 7.10 – Figures dues a` la diffraction a` travers un trou de la membrane de carbone. En
a et c : images expe´rimentales pour une nanopointe respectivement a` terminaison mono-
atomique et de´grade´e. En b et d : simulation par inte´grales de Kirchhoff avec des longueurs
de cohe´rence transverses sur la fente respectivement de 10 et 2 nm.
des fonctions d’onde dans cette ouverture circulaire diffe`re de celui ne´cessaire dans la re´gion
II (puisque les valeurs respectives du rayon du cylindre de confinement sont diffe´rentes),
ces simulations font intervenir les techniques de matrices de transfert rectangulaires.
A cause du fait que notre me´thode repose sur une e´quation qui conserve la densite´ de
courant (lorsque le potentiel est re´el), les e´lectrons qui rencontrent le bord de l’ouverture
circulaire ne disparaissent pas de la simulation. Ils rebondissent successivement entre le
bord de l’ouverture et la barrie`re de potentiel qu’ils ont peu de chance de traverser une
seconde fois. Ils finissent par rencontrer le bord du cylindre qui les renvoie vers l’ouverture
circulaire ou` ces e´lectrons interfe`rent avec ceux qui sont arrive´s directement sur celle-ci.
Pour limiter l’influence de ce phe´nome`ne (qui n’est lie´ qu’a` notre me´thode de simulation
et ne correspond pas a` ce qui se passe en re´alite´), nous devons prendre une ouverture suffi-
samment grande afin que les e´lectrons qui rencontrent le bord de l’ouverture repre´sentent
une faible partie du nombre total d’e´lectrons extraits du me´tal. La figure 7.4 permet de
nous assurer qu’un rayon de 1.2 nm convient. Nous donnerons a` l’ouverture une e´paisseur
de 0.1 nm.
7.6.1 Nanopointe comple`te
Nous avons conserve´ dans ces simulations une tension de 15 V et une distance me´tal-
grille de 3 nm. Le mode`le purement dipolaire pre´sente´ a` la section 7.3 a e´te´ utilise´ pour
calculer l’e´nergie potentielle. Une coupe de celle-ci est repre´sente´e avec l’ouverture circulaire
a` la figure 7.11.
Une repre´sentation en e´chelle logarithmique de la densite´ de courant calcule´e sur l’e´cran
a` 10 cm ainsi qu’une coupe en diagonale sont pre´sente´es a` la figure 7.12. Conforme´ment a`
ce qui est attendu, les franges de diffraction apparaissent bien contraste´es. Nos re´sultats
diffe`rent cependant de ceux repre´sente´s a` la figure 7.10. Nous avons en effet duˆ travailler
dans une situation ou` l’onde incidente est presqu’entie`rement comprise dans l’ouverture
circulaire. Nos simulations ne correspondent donc pas aux conditions expe´rimentales a`
l’origine de la figure 7.10. Elles nous permettent cependant d’e´tudier la perte de contraste
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Fig. 7.11 – Energie potentielle dans le plan xz. Une tension d’extraction de 15 V est
applique´e entre le support me´tallique d’une nanopointe a` terminaison monoatomique et
une grille situe´e a` 3 nm. La grille est suivie par une ouverture circulaire de 1.2 nm de
rayon et 0.1 nm d’e´paisseur.
Fig. 7.12 – Densite´ de courant (composante selon r sur un e´cran a` 10 cm et coupe dia-
gonale) obtenue par application d’une tension de 15 V entre le support me´tallique d’une
nanopointe a` terminaison monoatomique et une grille a` 3 nm. La grille est suivie d’une
ouverture circulaire de 1.2 nm de rayon et 0.1 nm d’e´paisseur.
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qu’entraˆıne une de´gradation de la nanopointe.
7.6.2 Nanopointe avec une terminaison a` trois atomes
Dans la simulation suivante, nous avons retire´ l’atome terminal de la nanopointe.
L’e´nergie potentielle correspondant a` cette nouvelle situation et l’ouverture circulaire sont
repre´sente´es a` la figure 7.13.
Une repre´sentation en e´chelle logarithmique de la densite´ de courant calcule´e sur l’e´cran
a` 10 cm ainsi qu’une coupe en diagonale sont pre´sente´es a` la figure 7.14.
La figure de diffraction pre´sente moins de contraste par rapport a` celle obtenue avec
une nanopointe comple`te. Cette perte de contraste n’est pas due a` une perte de cohe´rence
a` proprement parler mais plutoˆt au fait que l’onde incidente au niveau de la fente ne
pre´sente plus les caracte´ristiques d’une onde sphe´rique bien de´finie. Cela provient du fait
que la dernie`re structure rencontre´e par les e´lectrons avant le vide est un triangle d’atomes
et que ce dernier ne pre´sente pas le meˆme degre´ de syme´trie que l’atome terminal rencontre´
dans les simulations pre´ce´dentes.
Cette interpre´tation est confirme´e par des simulations re´alise´es en prenant une e´nergie
potentielle moyenne´e selon φ (et donc constante dans cette direction). Le triangle terminal
d’atomes moyenne´ retrouve une syme´trie axiale et la figure de diffraction est identique a`
celle obtenue avec une pointe comple`te, malgre´ l’e´talement (encore restreint) de la source.
Cela s’explique par le fait que l’onde extraite de cette structure pre´sente les meˆmes ca-
racte´ristiques que l’onde essentiellement sphe´rique que l’on obtient avec une nanopointe
comple`te, car nous avons impose´ a` l’extre´mite´ la meˆme syme´trie.
Cette situation ou` nous avons moyenne´ l’e´nergie potentielle ne correspond a` rien de
concret, puisqu’en re´alite´ on ne peut forcer artificiellement la syme´trie d’une structure
atomique donne´e, mais permet de comprendre l’origine de la perte de contraste. Dans une
expe´rience re´elle, les e´lectrons seront extraits d’une re´gion de plus en plus accidente´e au
fur et a` mesure de la de´gradation de la nanopointe. Ce manque de syme´trie et d’uniformite´
de la zone d’e´mission est responsable en fin de compte de la perte de contraste des figures
observe´es.
7.6.3 Pointe macroscopique
Pour simuler les figures de diffraction que l’on obtiendrait avec une pointe macrosco-
pique, nous avons retire´ comple`tement la nanopointe. Les densite´s de courant obtenues
proviennent alors de la surface plane du support me´tallique. Nous avons repre´sente´ a` la
figure 7.15 une section de l’e´nergie potentielle correspondante.
Une repre´sentation en e´chelle logarithmique de la densite´ de courant calcule´e sur l’e´cran
a` 10 cm ainsi qu’une coupe en diagonale sont pre´sente´es a` la figure 7.16. Le contraste par
rapport a` la figure de diffraction pre´ce´dente est encore diminue´. On peut s’e´tonner de la
pre´sence, meˆme atte´nue´e, de structures dans la figure. Celles-ci s’expliquent par le fait que
meˆme si la source est maintenant comple`tement de´localise´e, elle posse`de un degre´ maximum
de syme´trie. Par ailleurs, cette situation de source de´localise´e correspond a` une diffraction
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Fig. 7.13 – Energie potentielle dans le plan xz. Une tension d’extraction de 15 V est
applique´e entre le support me´tallique d’une nanopointe a` terminaison triatomique et une
grille situe´e a` 3 nm. La grille est suivie par une ouverture circulaire de 1.2 nm de rayon
et 0.1 nm d’e´paisseur.
Fig. 7.14 – Densite´ de courant (composante selon r sur un e´cran a` 10 cm et coupe dia-
gonale) obtenue par application d’une tension de 15 V entre le support me´tallique d’une
nanopointe a` terminaison triatomique et une grille a` 3 nm. La grille est suivie d’une ou-
verture circulaire de 1.2 nm de rayon et 0.1 nm d’e´paisseur.
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Fig. 7.15 – Energie potentielle dans le plan xz. Une tension d’extraction de 15 V est
applique´e entre une surface me´tallique plane et une grille situe´e a` 3 nm. La grille est
suivie par une ouverture circulaire de 1.2 nm de rayon et 0.1 nm d’e´paisseur.
Fig. 7.16 – Densite´ de courant (composante selon r sur un e´cran a` 10 cm et coupe diago-
nale) obtenue par application d’une tension de 15 V entre une surface me´tallique plane et
une grille a` 3 nm. La grille est suivie d’une ouverture circulaire de 1.2 nm de rayon et 0.1
nm d’e´paisseur.
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de type Fraunhofer (l’onde incidente e´tant ici essentiellement plane) pour laquelle des
franges existent.
7.7 Conclusion
Dans ce premier chapitre consacre´ aux applications de notre me´thode de diffusion, nous
avons simule´ l’e´mission de champ a` partir de nanopointes en tungste`ne. Nous nous sommes
attache´s a` mettre en e´vidence, parmi les caracte´ristiques du faisceau extrait, celles qui sont
importantes pour des applications en microscopie a` projection.
La dispersion angulaire du faisceau obtenu dans nos simulations est en bon accord avec
les valeurs de la dispersion angulaire initiale trouve´es dans la litte´rature. Le confinement du
faisceau duˆ a` l’influence du support de la nanopointe n’est pas pre´sent dans notre mode`le,
a` cause de la proximite´ de la grille d’extraction et de l’absence de champ dans la re´gion
III. Modifier cette dernie`re hypothe`se remettrait en question la me´thode utilise´e pour
propager les solutions jusqu’a` l’e´cran. Une manie`re (non triviale) de traiter ce proble`me
pourrait consister a` utiliser dans la re´gion III une expression des fonctions de Green qui
corresponde a` la forme asymptotique de l’e´nergie potentielle obtenue lorsque le support
est he´misphe´rique. Le raccord avec les solutions calcule´es par matrices de transfert se
ferait la` ou` l’e´nergie potentielle due au support he´misphe´rique, a` la nanopointe et a` un
e´ventuel objet co¨ıncide (a` une diffe´rence ne´gligeable pre`s) avec la forme asymptotique due
au support uniquement.
Nous avons calcule´ des distributions d’e´nergie totale qui montrent que le faisceau
e´lectronique pre´sente une faible dispersion e´nerge´tique. Ces distributions pre´sentent des
caracte´ristiques similaires a` celles mesure´es avec des petites nanopointes.
Enfin, nous avons montre´ comment le contraste des figures de diffraction se de´te´riore
au fur et a` mesure que les couches supe´rieures des nanopointes sont retire´es. Cette perte
de contraste est davantage due a` une perte de syme´trie au niveau terminal de la pointe
qu’a` un e´talement de la source.
La validite´ des re´sultats pre´sente´s est limite´e essentiellement par la me´thode utilise´e
pour calculer l’e´nergie potentielle dans le voisinage des nanopointes. Nous avons utilise´ un
mode`le de dipoˆles pour repre´senter chaque atome. Nous avons compare´ certains re´sultats
avec ceux obtenus en ajoutant la pre´sence de charges e´lectriques pour reproduire le ca-
racte`re me´tallique de la pointe. Ces me´thodes simples ne peuvent se substituer a` des tech-
niques plus sophistique´es (comme celles de Density Functional Theory) et ne fournissent
que des re´sultats qualitatifs. Le de´veloppement de ces me´thodes raffine´es pour le calcul de
l’e´nergie potentielle constitue un projet relativement ambitieux qui ne pouvait eˆtre aborde´
en meˆme temps que le proble`me de diffusion dans le cadre de cette the`se.
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Chapitre 8
Observation de fibres de carbone
8.1 Introduction
Nous avons mis en e´vidence dans le chapitre pre´ce´dent les caracte´ristiques des na-
nopointes qui se re´ve`lent utiles pour des applications en microscopie a` projection. Ces
caracte´ristiques e´taient essentiellement la faible dispersion e´nerge´tique et la possibilite´
d’e´mettre une onde e´lectronique d’aspect essentiellement sphe´rique. Nous avons souligne´ le
fait qu’une simulation exacte de ces caracte´ristiques exige des mode`les plus e´labore´s aussi
bien pour e´tablir la structure des nanopointes que l’e´nergie potentielle.
Dans ce chapitre, nous allons nous inte´resser a` l’utilisation de ces nanopointes pour
l’observation de fibres de carbones. Travailler avec des pointes pre´sentant de bonnes ca-
racte´ristiques (celles rappele´es pre´ce´demment) est indispensable pour obtenir des images
de bonne qualite´. Nous avons confirme´ par nos simulations que les nanopointes pre´sentent
effectivement ces caracte´ristiques. Elles ne suffisent cependant pas pour obtenir des images
assimilables a` une projection ge´ome´trique dans tous les cas. Le but de ce chapitre est
de montrer dans quelles conditions une expe´rience fournira de telles images. Nous nous
inte´resserons aussi a` l’influence des caracte´ristiques de l’objet sur l’image obtenue. Ces
caracte´ristiques sont e´videmment la taille, mais aussi la polarisation, le travail d’extraction
et l’absorption. Notre technique de simulation permet de reproduire les images a` grande
distance (les “ombres”) et de voir, contrairement a` ce qui est possible expe´rimentalement,
“ce qui se passe” au niveau de l’objet lui-meˆme. Nous verrons ainsi qu’un objet absorbant
ne donne pas ne´cessairement lieu a` une image opaque.
Il n’est pas utile dans ce chapitre de recourir a` une description atomique de la matie`re.
Ce niveau de description compliquerait l’interpre´tation des images que nous obtiendrons
et n’est par ailleurs pas utile ici puisque les images expe´rimentales de fibres de carbone
ne pre´sentent aucune caracte´ristique qui justifie un mode`le atomique. La raison provient
du fait que les images sont insensibles aux de´tails dans l’objet observe´ qui varient sur
une e´chelle infe´rieure au pouvoir de re´solution. Pour une fibre de carbone de composition
homoge`ne, les variations dans l’e´nergie potentielle qui accompagnent la structure atomique
sont ainsi moyenne´es dans l’image et n’apparaissent donc pas. Comme le montre la coupe
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dans l’e´nergie potentielle pre´sente´e en couverture (qui correspond a` l’observation d’une
mole´cule de C540 sous une tension de 40 V), la structure atomique peut entraˆıner des
variations dans l’e´nergie potentielle sur une e´chelle supe´rieure au pouvoir de re´solution
et donc observables (comme les oscillations a` l’inte´rieur de la mole´cule). Une description
atomique doit donc eˆtre envisage´e pour tenir compte de ces effets et lorsque l’objet e´tudie´
pre´sente une structure plus complexe. Nous passerons a` ce niveau de description dans le
chapitre suivant.
La matie`re sera de´crite ici de manie`re macroscopique par un milieu homoge`ne ou` la
capacite´ de polarisation est reproduite par une constante die´lectrique. La nanopointe sera
de´crite dans ce contexte par un coˆne homoge`ne. Cette description suffit en effet pour
reproduire les caracte´ristiques importantes des nanopointes et offre l’avantage de pre´senter
une invariance de rotation comple`te. La syme´trie du proble`me sera alors de´termine´e par
celle de l’objet (qui est n = 2 pour des formes paralle´le´pipe´diques centre´es sur l’axe z).
8.2 Mode`le de pointe et de fibre
Comme nous l’avons dit, la pointe est de´crite par un coˆne. Nous lui donnerons une
constante die´lectrique ²r e´leve´e pour reproduire son caracte`re me´tallique. La fibre de car-
bone est repre´sente´e simplement par un barreau homoge`ne paralle´le´pipe´dique, caracte´rise´
par une constante die´lectrique ²r de 16.5 (valeur statique pour le diamant[106]).
Par la me´thode que nous de´crirons a` la section suivante, il est possible de calculer le
potentiel e´lectrique (et donc l’e´nergie potentielle) dans toute la re´gion II. Il faut ensuite
ajouter a` cette e´nergie potentielle les puits de potentiel (auxquels contribuent les interac-
tions coulombiennes avec les autres e´lectrons et les noyaux ainsi que l’e´nergie d’e´change).
Dans la pointe, nous imposons la meˆme e´nergie Vmet = eV −W −EF que dans le support
me´tallique et nous abaissons dans la fibre l’e´nergie potentielle de 4.82 eV (qui est le travail
d’extraction dans les mate´riaux de carbone [106]).
Nous travaillerons avec une pointe de 1 nm de haut et 0.5 nm de rayon a` la base. Le
barreau sera dispose´ selon l’axe x et infini dans cette direction. La section du barreau dans
le plan yz sera un carre´ de 1 nm de coˆte´.
Ces parame`tres sont ceux qui nous ont semble´ ade´quats pour repre´senter correctement
la pointe et la fibre. Nous les modifierons au cours de nos simulations afin d’e´tudier leur
influence sur l’aspect de l’image.
8.3 Calcul de l’e´nergie potentielle par sur-relaxation
8.3.1 Equation diffe´rentielle pour le calcul du potentiel e´lectri-
que
Dans le cadre d’une description macroscopique de la matie`re, les e´quations a` conside´rer
pour le calcul des champs e´lectromagne´tiques sont celles de Maxwell. Les deux e´quations
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qui concernent les champs e´lectriques sont les suivantes :
∇.D = ρ (8.1)
∇× E = −∂B
∂t
(8.2)
Nous allons nous servir de ces e´quations pour de´terminer la distribution du potentiel
dans la re´gion II lorsque l’e´lectron de notre proble`me de diffusion est absent. La correction
a` apporter sera le terme image que nous de´terminerons par la suite.
Dans la premie`re e´quation, D est le de´placement e´lectrique. Il contient a` la fois le champ
e´lectrique E et la polarisation de la matie`re P (densite´ volumique des dipoˆles microsco-
piques), les trois grandeurs e´tant relie´es par D = ²0E+P, ou` ²0 est la permittivite´ du vide
(8.85 10−12 F/m).
Dans un mate´riau isotrope et pour des valeurs de champ faibles, on relie de manie`re
line´aire la polarisation et le champ e´lectrique par l’expression
P = χ²0E (8.3)
ou` χ est la susceptibilite´ e´lectrique. On peut alors e´crire D = ²0(1 + χ)E = ²E, avec
² = ²0(1 + χ) la permittivite´ die´lectrique et ²r = 1 + χ la constante die´lectrique.
Fig. 8.1 – Disposition des re´gions I (z ≤ 0), II (0 ≤ z ≤ D, qui contient la pointe
et e´ventuellement un objet) et III (z ≥ D). Il est ne´cessaire de calculer la distribution
d’e´nergie potentielle dans la re´gion II a` l’inte´rieur du cylindre de confinement.
La re´gion II (dont la position est rappele´e a` la figure 8.1) ne contient aucune charge
nette. En effet, l’e´lectron du proble`me de diffusion est pour l’instant absent, nous supposons
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que le barreau est neutre (il est soutenu par une grille conductrice) et les charges pre´sentes
sur la pointe et le support me´tallique, qui contribuent a` la diffe´rence de potentiel V , seront
conside´re´es dans nos conditions limites. La densite´ volumique de charge ρ est donc nulle
et l’e´quation 8.1 prend la forme suivante :
∇.(²E) = 0 (8.4)
Puisque nous traitons un proble`me statique, l’e´quation 8.2 se simplifie comme :
∇× E = 0 (8.5)
qui admet une solution du type :
E = −∇Φ (8.6)
avec Φ le potentiel e´lectrique.
En inse´rant cette expression dans l’e´quation 8.4, on obtient l’e´quation a` re´soudre :
∇.(²∇Φ) = 0 (8.7)
ou` ² et Φ varient avec la position r. Elle peut encore se mettre sous la forme :
∇².∇Φ + ²∆Φ = 0 (8.8)
ou en coordonne´es cylindriques:
( ∂²∂ρ
1
ρ
∂²
∂φ
∂²
∂z ) .

∂Φ
∂ρ
1
ρ
∂Φ
∂φ
∂Φ
∂z
+ ²(∂2Φ
∂ρ2
+
1
ρ
∂Φ
∂ρ
+
1
ρ2
∂2Φ
∂φ2
+
∂2Φ
∂z2
)
= 0 (8.9)
8.3.2 Expression nume´rique de la de´rive´e premie`re et seconde
Pour re´soudre l’e´quation 8.9, nous allons conside´rer un ensemble discret de points
(i∆ρ,j∆φ,k∆z) et chercher les valeurs de Φ sur cette grille uniquement. Nous pourrons
par la suite obtenir des valeurs de Φ sur une grille quelconque par une interpolation. Dans
l’imme´diat, il est ne´cessaire de remplacer l’e´quation aux de´rive´es 8.9 par une e´quation aux
diffe´rences qui ne fait intervenir que les points de la grille (i∆ρ,j∆φ,k∆z).
Pour y parvenir, il est ne´cessaire de remplacer les de´rive´es premie`res et secondes par
des expressions aux diffe´rences. Conside´rons les de´veloppements en se´rie suivants d’une
fonction f :
f(x+∆x) = f(x) + ∆xf ′(x) +O(∆x2) (8.10)
f(x−∆x) = f(x)−∆xf ′(x) +O(∆x2) (8.11)
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Ces deux expressions fournissent chacune une expression possible pour l’e´valuation de la
de´rive´e premie`re :
f ′(x) =
f(x+∆x)− f(x)
∆x
+O(∆x) (8.12)
f ′(x) =
f(x)− f(x−∆x)
∆x
+O(∆x) (8.13)
Elles sont chacune du premier ordre.
Nous pouvons e´tablir une expression du deuxie`me ordre ainsi qu’une expression de la
de´rive´e seconde a` partir des de´veloppements suivants :
f(x+∆x) = f(x) + ∆xf ′(x) +
∆x2
2
f ′′(x) +O(∆x3) (8.14)
f(x) = f(x) (8.15)
f(x−∆x) = f(x)−∆xf ′(x) + ∆x
2
2
f ′′(x) +O(∆x3) (8.16)
En soustrayant la troisie`me e´quation de la premie`re, on trouve :
f ′(x) =
f(x+∆x)− f(x−∆x)
2∆x
+O(∆x2) (8.17)
qui est du deuxie`me ordre.
En additionnant la premie`re et la troisie`me e´quation et en soustrayant deux fois la
seconde, on trouve une expression pour la de´rive´e seconde :
f ′′(x) =
f(x+∆x)− 2f(x) + f(x−∆x)
∆x2
+O(∆x) (8.18)
qui est du premier ordre.
8.3.3 Equation aux diffe´rences pour le calcul des potentiels e´lectriques
Pour mettre l’e´quation 8.9 sous une forme utilisable, il suffit donc de remplacer toutes
les de´rive´es premie`res et secondes par les expressions trouve´es pre´ce´demment.
On remplace ainsi les de´rive´es premie`res de ² en utilisant l’expression du deuxie`me
ordre 8.17. On remplace ensuite les de´rive´es premie`res de Φ par une des expressions du
premier ordre 8.12 ou 8.13. On choisit dans chaque terme celle qui fait intervenir le point
ou` la valeur de ² est conside´re´e. Le Laplacien ∆Φ est e´value´ en prenant l’expression 8.17
d’ordre 2 pour les de´rive´es premie`res ainsi que l’expression 8.18 pour les de´rive´es secondes.
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En indic¸ant par i,j,k les valeurs estime´es en (i∆ρ,j∆φ,k∆z), on trouve :
Φnewi,j,k =
[
²i+1,j,k
2∆ρ2
+
²i,j,k
∆ρ2
(1 + 1
2i
)
]
Φoldi+1,j,k +
[
²i−1,j,k
2∆ρ2
+
²i,j,k
∆ρ2
(1− 1
2i
)
]
Φoldi−1,j,k
+
[
²i,j+1,k
2(i∆ρ∆φ)2
+
²i,j,k
(i∆ρ∆φ)2
]
Φoldi,j+1,k +
[
²i,j−1,k
2(i∆ρ∆φ)2
+
²i,j,k
(i∆ρ∆φ)2
]
Φoldi,j−1,k
+
[
²i,j,k+1
2∆z2
+
²i,j,k
∆z2
]
Φoldi,j,k+1 +
[
²i,j,k−1
2∆z2
+
²i,j,k
∆z2
]
Φoldi,j,k−1
1
2∆ρ2
(²i+1,j,k + ²i−1,j,k) + 12(i∆ρ∆φ)2 (²i,j+1,k + ²i,j−1,k)
+ 1
2∆z2
(²i,j,k+1 + ²i,j,k−1) + 2( 1∆z2 +
1
∆ρ2
+ 1
(i∆ρ∆φ)2
)²i,j,k
(8.19)
ou` nous avons ajoute´ les notations “new” et “old” respectivement au point d’indices i,j,k
et ses 6 voisins. On peut multiplier le nume´rateur et le de´nominateur par 2∆ρ2/²0 pour
re´duire le nombre d’ope´rations et ramener les diffe´rents facteurs de ponde´ration a` des
valeurs proches de l’unite´.
Le cas i = 0 rencontre´ pour tous les points de la grille situe´s sur l’axe z ne´cessite un
traitement particulier. Puisque toutes les de´rive´es selon φ sont nulles en ρ = 0 (car le
point (0,φ,z) reste le meˆme si φ varie), nous pouvons supprimer dans l’e´quation 8.19 les
termes provenant de ces de´rive´es. Il est clair, pour les meˆmes raisons, que Φ0,j,k ne doit pas
de´pendre de j. Il en va par contre diffe´remment pour Φ1,j,k. Afin de tenir compte de toutes
ces valeurs, Φ0,.,k est e´value´ par une moyenne des re´sultats obtenus en conside´rant chaque
valeur particulie`re de Φ1,j,k. Dans cette moyenne, les termes en
1
2i
se simplifient avec ceux
en −1
2i
1 . L’expression a` utiliser est alors :
Φnew0,.,k =
1
Nphi
Nphi∑
j=1
Φold1,j,k
[
1
∆ρ2
(²1,j,k + 2²0,j,k)
]
+Φold0,j,k+1
[
²0,j,k+1
2∆z2
+
²0,j,k
∆z2
]
+ Φold0,j,k−1
[
²0,j,k−1
2∆z2
+
²0,j,k
∆z2
]
²1,j,k
∆ρ2
+
²0,j,k+1+²0,j,k−1
2∆z2
+ 2( 1
∆ρ2
+ 1
∆z2
)²0,j,k
(8.20)
On peut ici aussi multiplier le nume´rateur et le de´nominateur par 2∆ρ2/²0 pour re´duire
le nombre d’ope´rations et ramener les diffe´rents facteurs de ponde´ration a` des valeurs
proches de l’unite´.
Pour un axe de syme´trie d’ordre n, les points de la grille ne doivent couvrir qu’un angle
de 2pi/n, de telle manie`re que (Nφ + 1)∆φ = 2pi/n. Afin de pouvoir e´valuer l’expression
8.19 pour j = 0 et j = Nφ, il est ne´cessaire de poser les conditions de pe´riodicite´ :
Φi,Nφ+1,k = Φi,0,k (8.21)
²i,Nφ+1,k = ²i,0,k (8.22)
Φi,−1,k = Φi,Nφ,k (8.23)
²i,−1,k = ²i,Nφ,k (8.24)
1. Un raisonnement simplifie´ qui aboutit a` la meˆme conclusion consiste a` dire que Φ1,j,k = Φ−1,j,k et
²1,j,k = ²−1,j,k. L’indice −1 doit eˆtre interpre´te´ comme de´signant la valeur en (1∆ρ,j∆φ + pi,k∆z). Il est
raisonnable (dans notre proble`me) de dire qu’elle sera la meˆme qu’en (1∆ρ,j∆φ,k∆z).
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Ces e´quations indiquent la fac¸on de calculer le potentiel en chaque point de la grille.
D’apre`s ces expressions, le potentiel en un point de la grille s’exprime comme une moyenne
des valeurs sur les points voisins, la moyenne e´tant ponde´re´e par des coefficients faisant
intervenir les valeurs de ². Pour calculer le potentiel sur une grille dans un volume donne´,
il faut donc poser les valeurs sur tous les points exte´rieurs et appliquer les formules 8.19 et
8.20 en chaque point inte´rieur, en tenant compte des relations de pe´riodicite´, jusqu’a` ce que
la diffe´rence dans le potentiel entre deux ite´rations successives soit en dessous d’un certain
seuil. Les conditions limites a` prendre ici sont d’une part les potentiels que l’on applique
au support me´tallique (z = 0) et a` la grille (z = D). Nous poserons d’autre part comme
condition limite aux points en ρ = Nρ∆ρ que le potentiel varie line´airement de z = 0 a`
z = D. Cette condition influence de fac¸on ne´gligeable les valeurs calcule´es au centre de la
re´gion d’inte´reˆt si ρ = Nρ∆ρ est assez grand.
Les formules 8.19 et 8.20 peuvent eˆtre applique´es de la manie`re sugge´re´e par les nota-
tions “new” et “old” en de´finissant les valeurs au cours de chaque ite´ration uniquement a`
partir des valeurs obtenues au cours de l’ite´ration pre´ce´dente. On peut e´galement utiliser
les valeurs obtenues au cours de la meˆme ite´ration, ce qui e´vite de stocker deux ensembles
de valeurs.
Une fac¸on efficace d’acce´le´rer la convergence de la me´thode consiste a` amplifier la
diffe´rence entre la valeur calcule´e par les expressions 8.19 ou 8.20 et l’ancienne valeur. On
calcule alors les nouvelles valeurs de la fac¸on suivante :
Φnew−acci,j,k = Φ
old
i,j,k + α
(
Φnewi,j,k − Φoldi,j,k
)
(8.25)
Le parame`tre α doit eˆtre de´termine´ une seule fois. Le cas particulier α = 1 correspond
a` la me´thode classique (dite de relaxation). On parle de sur-relaxation lorsque α > 1.
Les essais montrent qu’un optimum dans le choix de α existe. Cet optimum de´pend de
la pre´cision relative que l’on souhaite obtenir et du syste`me de coordonne´es utilise´ pour
re´soudre le proble`me. Un bon choix de α peut re´duire le nombre d’ite´rations ne´cessaires
a` la convergence d’un facteur 10. Des valeurs trop grandes font diverger le calcul. Nous
avons utilise´ une valeur de α=1.45.
Il est possible de tester la qualite´ du calcul en comparant les re´sultats fournis avec
ceux obtenus de manie`re analytique. Un test rapide consiste a` comparer la solution en
ρ = R ' 1
2
Nρ∆ρ (ou` en ge´ne´ral la pointe et l’objet influencent de fac¸on ne´gligeable l’e´nergie
potentielle) avec le re´sultat analytique correspondant a` la surface me´tallique seule.
Le lecteur trouvera au chapitre 19 de la re´fe´rence [99] des me´thodes alternatives pour
traiter les e´quations 8.19 et 8.20. Il est par exemple possible de formuler le proble`me sous
une forme matricielle. La matrice posse`de autant de lignes et de colonnes qu’il y a de points
ou` l’e´nergie potentielle doit eˆtre calcule´e. Elle est cependant pratiquement vide puisque le
syste`me a` re´soudre pre´sente 9 bandes (1 pour chaque point, 6 pour ses voisins et 2 a`
cause des relations de pe´riodicite´ selon φ). Ces bandes se re´partissent dans la matrice sur
une distance e´gale a` deux fois le nombre de points dans chaque plan horizontal. Pour un
nombre de points e´leve´, les ressources ne´cessaires a` ces traitements alternatifs deviennent
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vite importantes, par rapport a` la me´thode pre´sente´e ici qui demande seulement l’espace
ne´cessaire au stockage des donne´es.
Le calcul de l’e´nergie potentielle, une fois le potentiel e´lectrique calcule´, se fait simple-
ment par : V (r) = qΦ(r)−qΦ(.,.,D), avec q = −e la charge de l’e´lectron. Nous avons ajoute´
la constante −qΦ(.,.,D) pour respecter notre convention selon laquelle l’e´nergie potentielle
est nulle pour z ≥ D.
8.3.4 Extension pour le calcul du potentiel image
Lorsque nous conside´rons la pre´sence de l’e´lectron dans la re´gion II, l’e´quation a` re´soudre
est la suivante :
∇. [²∇Φtot] = −qδ(r− rq) (8.26)
Nous pouvons de´composer Φtot comme Φtot = Φbias + Φq + Φpol, ou` Φbias est la partie
due a` la tension e´lectrique uniquement, Φq le potentiel duˆ a` la pre´sence de la charge q
en rq et Φpol la re´ponse du me´tal a` la pre´sence de Φq. L’e´quation pre´ce´dente peut alors
eˆtre scinde´e en trois e´quations associe´es chacune a` une des composantes de Φtot et devant
ve´rifier des conditions limites spe´cifiques a` leur signification. On peut ainsi e´crire :
∇. [²∇Φbias] = 0 (8.27)
∇. [²∇Φq] = −qδ(r− rq) (8.28)
∇. [²∇Φpol] = 0 (8.29)
La premie`re e´quation a` re´soudre est celle qui fournit le potentiel re´sultant de la tension
d’extraction. Les conditions limites sont donc le potentiel applique´ au me´tal, a` la grille et
un comportement suppose´ line´aire sur les coˆte´s a` grande distance. Cette e´quation avec ces
conditions limites ont e´te´ conside´re´es pre´ce´demment.
La deuxie`me e´quation fournit le potentiel duˆ a` la seule pre´sence d’une charge q en
rq. Cette e´quation se re´sout analytiquement et fournit le re´sultat suivant, tant que nous
restons dans le vide (²(r) = ²0) :
Φq(r) =
1
4pi²0
q
|r− rq| (8.30)
Enfin, la dernie`re e´quation est celle a` re´soudre pour calculer la re´ponse du me´tal a` la
pre´sence de l’e´lectron. Elle est identique a` la premie`re, de sorte que les meˆmes techniques
peuvent eˆtre employe´es. Seules les conditions frontie`res changent. Nous savons que le me´tal
re´agit de manie`re a` annuler le champ duˆ a` l’e´lectron. Cela signifie qu’a` la surface du me´tal
et de tout objet dans la re´gion II suppose´ me´tallique : Φpol(r) = −Φq(r). Il s’agit d’une
partie des conditions limites. Nous les comple´tons en imposant a` Φpol de s’annuler en z = D
et en ρ = Nρ∆ρ. Etant donne´ que les conditions limites changent pour chaque nouvelle
valeur de rq, il est ne´cessaire de refaire les calculs de relaxation un tre`s grand nombre de
fois. Par ailleurs, toute syme´trie de rotation dans ces calculs interme´diaires est brise´e par
la pre´sence de la charge q.
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Finalement, l’e´nergie potentielle ressentie par la charge q en rq est obtenue a` partir de :
V (rq) = qΦbias(rq) +
1
2
qΦpol(rq)− qΦbias(.,.,D) (8.31)
ou` nous avons mis un facteur 1/2 pour la partie induite par l’e´lectron et ajoute´ une
constante pour assurer que l’e´nergie potentielle s’annule lorsque z ≥ D.
Afin que ce potentiel s’accorde avec celui dans le me´tal, il est ne´cessaire de le tronquer
lorsqu’il descend en dessous de Vmet = eV −W −EF dans le voisinage imme´diat du me´tal.
Cela se fait en imposant a` la re´gion adjacente au plan z = 0 et caracte´rise´e par des valeurs
(initiales) d’e´nergie potentielle infe´rieures a` Vmet cette nouvelle valeur de Vmet. On impose
e´galement cette valeur dans la pointe et on diminue celles calcule´es dans la fibre de 4.82
eV.
8.3.5 Possibilite´s d’ame´lioration
La me´thode que nous avons pre´sente´e suppose une grille de points dont l’e´cart suivant ρ,
φ et z ne de´pend pas de la position dans l’espace. Il est possible d’adapter la me´thode pour
traiter des grilles caracte´rise´es par des valeurs de ∆ρ, ∆φ et ∆z variables dans l’espace.
Il suffit pour cela de remplacer les formules utilise´es pour e´valuer les de´rive´es premie`res et
secondes par des expressions approprie´es a` ce type de grille et donne´es a` la re´fe´rence [77].
Il est par ailleurs possible de re´aliser un premier calcul de relaxation sur une grille large
et de faire ensuite un calcul sur une grille plus fine (associe´e e´ventuellement a` une re´gion
particulie`re de l’espace) en de´finissant les conditions limites a` partir des re´sultats obtenus
lors du premier calcul. Cette me´thode est inte´ressante lorsque les re´gions importantes
de la distribution d’e´nergie potentielle (essentiellement autour de la pointe et de l’objet)
occupent une petite partie de l’espace entre le support me´tallique et la grille.
Les ite´rations ne´cessaires a` l’application de la me´thode peuvent eˆtre re´pe´te´es jusqu’a`
ce que la convergence soit juge´e satisfaisante, c’est-a`-dire lorsque la diffe´rence entre les va-
leurs obtenues entre deux ite´rations successives se situe en dessous d’un certain seuil. Les
valeurs calcule´es ve´rifient alors la version nume´rique des e´quations de l’e´lectrostatique.
Leur aptitude a` repre´senter la solution physique de´pend de la qualite´ des expressions
nume´riques utilise´es pour repre´senter les de´rive´es premie`res et secondes. Les expressions
utilise´es conviennent a` condition que la grille de discre´tisation soit suffisamment fine (par
rapport a` l’e´chelle de longueur sur laquelle l’e´nergie potentielle s’e´carte de manie`re signifi-
cative d’un comportement line´aire).
Les techniques par e´le´ments finis offrent une plus grande liberte´ dans le choix de la
grille de discre´tisation. Elles de´pendent en ge´ne´ral elles aussi d’expressions nume´riques
pour l’e´valuation des de´rive´es premie`res et secondes et requie`rent le choix de fonctions
de base pour repre´senter la solution. Par rapport a` ces techniques plus sophistique´es, la
me´thode de relaxation offre surtout l’avantage de la simplicite´, tout en fournissant des
solutions de pre´cision suffisante pour les situations a` conside´rer ici.
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8.4 Modes Fraunhofer - Fresnel
Les mode`les pre´sente´s aux chapitres 1 et 2 nous ont fourni une expression simple pour
le pouvoir de re´solution ainsi qu’une condition permettant de de´terminer si la figure de
diffraction sera de type Fresnel ou Fraunhofer.
Pour rappel, la limite de re´solution due au phe´nome`ne de diffraction est donne´e par:
∆d =
1
2
√
λd (8.32)
ou` λ est la longueur d’onde e´lectronique (au niveau de l’objet) et d la distance entre l’objet
et le point d’ou` semble provenir l’onde e´lectronique.
Lorsque la section caracte´ristique a de l’objet observe´ ve´rifie la relation a < 2∆d, l’onde
incidente apparaˆıt plane par rapport aux dimensions de l’objet et la diffraction est de type
Fraunhofer. Lorsque a > 2∆d, l’onde incidente apparaˆıt sphe´rique et la diffraction est de
type Fresnel, produisant une image corre´le´e avec une projection ge´ome´trique.
Ces conclusions sont celles obtenues en re´duisant l’objet a` un masque en 2 dimensions.
Dans ce mode`le fortement simplifie´, les effets duˆs a` la distribution spatiale de l’objet ne
sont pas conside´re´s. Notre technique de simulation permet de reme´dier a` cette situation et
de ve´rifier la validite´ des crite`res obtenus avec ces mode`les.
Nous allons re´aliser une se´rie de simulations en conside´rant une fibre de carbone de 1
nm de cote´. Elle sera soutenue par une grille d’extraction dispose´e a` une distance de 3.5
nm du support me´tallique de la pointe. Cette dernie`re aura une hauteur de 1 nm. Nous
augmenterons progressivement la tension. Ceci aura pour effet de re´duire progressivement
la longueur d’onde λ et d’explorer les diffe´rents re´gimes de diffraction.
8.4.1 Mode Fraunhofer
Commenc¸ons ces simulations en conside´rant une tension d’extraction de 10 V. Nous
avons calcule´ l’e´nergie potentielle en donnant a` la fibre une constante die´lectrique ²r=1,
afin d’e´viter dans un premier temps tout effet duˆ a` la polarisation. Dans ces simulations ou`
la fibre ne se polarise pas, nous la repre´sentons en imposant une valeur d’e´nergie potentielle
de -4.82 eV dans toute son e´tendue. Nous n’avons pas inclus le potentiel image afin d’ac-
centuer le caracte`re ponctuel de la pointe. Le potentiel e´lectrique et l’e´nergie potentielle
correspondant a` cette situation sont repre´sente´s par une coupe dans le plan yz a` la figure
8.2.
La longueur d’onde sur la grille (ou` l’e´nergie cine´tique prend la valeur de l’e´nergie
totale) vaut ici λ=0.51 nm. La distance pointe-objet moyenne est d=2 nm et la limite
de re´solution ∆d = 0.51 nm. Nous nous situons aux limites du re´gime caracte´rise´ par la
condition a < 2∆d et la figure devrait eˆtre de type Fraunhofer.
Les densite´s de courant calcule´es sur la grille d’extraction et sur l’e´cran a` 10 cm sont
repre´sente´es a` la figure 8.3. Nous avons repre´sente´ pour comparaison les densite´s de courant
que l’on obtiendrait sans la fibre a` la figure 8.4. La densite´ de courant locale (a` gauche)
se re´partit dans la partie centrale de la fibre, a` l’inte´rieur de la portion e´claire´e par le
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Fig. 8.2 – A gauche : Potentiel e´lectrique dans le plan yz. Une tension d’extraction de 10
V est applique´e entre le support me´tallique d’une pointe conique de 1 nm de haut et une
grille situe´e a` 3.5 nm. A droite : Energie potentielle associe´e lorsque la grille supporte une
fibre non polarise´e de 1 nm de coˆte´.
Fig. 8.3 – Densite´ de courant obtenue par application d’une tension de 10 V entre le
support me´tallique d’une pointe conique de 1 nm de haut et une grille a` 3.5 nm. Cette
grille supporte une fibre non polarise´e de 1 nm de coˆte´. A gauche : composante selon z sur
la grille d’extraction. A droite : composante selon r sur l’e´cran a` 10 cm.
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Fig. 8.4 – Densite´ de courant obtenue par application d’une tension de 10 V entre le
support me´tallique d’une pointe conique de 1 nm de haut et une grille a` 3.5 nm. La grille
ne supporte aucun objet. A gauche : composante selon z sur la grille d’extraction. A droite :
composante selon r sur l’e´cran a` 10 cm.
faisceau e´lectronique. La comparaison avec le re´sultat sans fibre permet de constater que le
puits de potentiel associe´ a` celle-ci suffit de´ja` a` attirer de manie`re importante les e´lectrons
extraits de la pointe. La figure de diffraction a` grande distance (a` droite) est a` premie`re vue
de type Fraunhofer. Elle correspond a` la transforme´e de Fourier de la densite´ de courant
locale. Conforme´ment a` ce qui est attendu, cette figure pre´sente une dilatation maximale
dans la direction y qui est celle pour laquelle l’extension de la densite´ de courant locale est
minimale.
Un examen plus attentif re´ve`le que la figure de diffraction a` grande distance n’est pas
seulement relie´e aux caracte´ristiques de la fibre mais de´pend aussi du faisceau en dehors de
celle-ci. Les e´lectrons qui correspondent a` cette partie du faisceau ont en effet la possibilite´
d’interfe´rer avec ceux qui passent a` travers la fibre et ainsi de modifier la figure de diffraction
lointaine.
Pour mettre en e´vidence cette influence, nous avons compare´ a` la figure 8.5 une coupe
verticale de la densite´ de courant a` grande distance avec celle obtenue lorsque l’on introduit
une partie imaginaire de -4 eV dans l’e´nergie potentielle sur le coˆte´ de la fibre de manie`re
a` e´liminer les e´lectrons qui passent a` l’exte´rieur de celle-ci. La partie de droite pre´sente un
re´sultat obtenu a` partir de l’expression 1
R2
( sinβ
β
)2 , ou` β = pia sin θ
λ
. Cette dernie`re expression
donne l’intensite´ pour une diffraction de type Fraunhofer a` travers une ouverture a. Nous
avons pris a=1 nm.
On constate que le faisceau exte´rieur a` la fibre tend a` moduler la figure de diffraction
que l’on aurait si tous les e´lectrons passaient a` travers la fibre. Le re´sultat obtenu en
supprimant l’influence du faisceau exte´rieur est en bon accord avec celui que l’on obtient a`
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Fig. 8.5 – A gauche : coupe selon y de la densite´ de courant obtenue par application d’une
tension de 10 V entre le support me´tallique d’une pointe conique de 1 nm de haut et une
grille a` 3.5 nm. Cette grille supporte une fibre non polarise´e de 1 nm de coˆte´. Au centre :
le faisceau exte´rieur a` la fibre est supprime´ graˆce a` une partie imaginaire dans le potentiel.
A droite : intensite´ normalise´e pour une diffraction de Fraunhofer a` travers une ouverture
de 1 nm.
partir d’un mode`le de fente simple. Les diffe´rences (faibles) peuvent s’attribuer au fait que
le mode`le de fente suppose une onde incidente plane d’amplitude uniforme sur l’ouverture.
Cette uniformite´ n’apparaˆıt pas dans le re´sultat de nos simulations. La perte d’intensite´
constate´e entre la figure de gauche et la figure centrale est due a` l’absorption des e´lectrons
a` coˆte´ de la fibre. Elle est relativement faible puisque la plupart des e´lectrons passent a`
travers la fibre, ou` l’absorption n’a pas e´te´ introduite.
Les figures de type Fraunhofer tendent a` s’e´largir lorsque la largeur de la fente (l’objet)
est re´duite ou lorsque la longueur d’onde augmente. Etant donne´ que les phe´nome`nes
d’interfe´rence avec le faisceau exte´rieur compliquent l’interpre´tation des re´sultats et qu’ils
s’accentueraient en diminuant les dimensions de la fibre, nous avons choisi d’augmenter la
longueur d’onde en diminuant la tension a` 6 V. L’e´nergie potentielle correspondant a` cette
situation est repre´sente´e par une coupe dans le plan yz a` la figure 8.6.
Etant donne´ que la longueur d’onde est augmente´e, la condition a < 2∆d est toujours
ve´rifie´e et la figure de diffraction a` grande distance doit eˆtre du type Fraunhofer. Les den-
site´s de courant calcule´es sur la grille d’extraction et sur l’e´cran a` 10 cm sont repre´sente´es a`
la figure 8.7. La perte d’intensite´ par rapport a` la simulation pre´ce´dente avec 10 V est due
au fait que les e´lectrons restent e´vanescents sur une plus grande distance avant de sortir
de la pointe. Le nombre d’e´lectrons parvenant a` traverser la barrie`re de potentiel est donc
re´duit.
Conforme´ment a` ce qui est attendu, la figure de diffraction a` grande distance est agran-
die. Nous pouvons ici aussi comparer le re´sultat obtenu dans la direction y avec celui
obtenu par un mode`le de fente simple. C’est ce que nous avons fait a` la figure 8.8. L’accord
rencontre´ dans ce cas-ci est excellent, sans qu’il n’ait e´te´ ne´cessaire de retirer artificielle-
ment la contribution du faisceau exte´rieure a` la fibre. Ce meilleur accord est duˆ au fait
que les e´lectrons sont plus influence´s par la fibre, e´tant donne´ que leur e´nergie (et donc
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Fig. 8.6 – Energie potentielle dans le plan yz. Une tension d’extraction de 6 V est applique´e
entre le support me´tallique d’une pointe conique de 1 nm de haut et une grille situe´e a` 3.5
nm. Cette grille supporte une fibre non polarise´e de 1 nm de coˆte´.
Fig. 8.7 – Densite´ de courant obtenue par application d’une tension de 6 V entre le sup-
port me´tallique d’une pointe conique de 1 nm de haut et une grille a` 3.5 nm. Cette grille
supporte une fibre non polarise´e de 1 nm de coˆte´. A gauche : composante selon z sur la
grille d’extraction. A droite : composante selon r sur l’e´cran a` 10 cm.
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leur vitesse) est re´duite. Comme illustre´ a` la figure 8.9, la partie exte´rieure du faisceau est
moins importante, sans qu’il ne soit ne´cessaire de forcer ce comportement.
Fig. 8.8 – A gauche : coupe selon y de la densite´ de courant obtenue a` 10 cm par application
d’une tension de 6 V entre le support me´tallique d’une pointe conique de 1 nm de haut et
une grille a` 3.5 nm. Cette grille supporte une fibre non polarise´e de 1 nm de coˆte´. A droite :
intensite´ normalise´e pour une diffraction de Fraunhofer a` travers une ouverture de 1 nm.
Enfin, nous avons calcule´ les images dues uniquement a` la partie du faisceau qui passe a`
coˆte´ de la fibre. Afin d’e´liminer la contribution de la partie passant a` travers la fibre, nous
avons introduit dans son e´nergie potentielle une partie imaginaire de -4 eV.
La premie`re simulation de cette se´rie reprend la situation pre´sente´e a` la figure 8.2 (fibre
suivant x de 1 nm observe´e sous une tension de 10 V). Les densite´s de courant calcule´es sur
la grille d’extraction et sur l’e´cran a` 10 cm sont repre´sente´es a` la figure 8.10. La diminution
de l’intensite´ par rapport a` la simulation sans absorption est plus marque´e que lorsque
l’absorption est introduite a` l’exte´rieur de la fibre (cf. figure 8.5), puisqu’elle se trouve
maintenant dans la re´gion ou` devrait passer la plus grande partie du faisceau.
L’absorption de la fibre est visible dans la partie gauche de la figure. Nous avons
repre´sente´ une section verticale de la partie droite a` la figure 8.11 et compare´ celle-ci avec
le re´sultat obtenu a` partir de l’expression 1
R2
( sinβ
β
)2( sinNα
sinα
)2 , ou` α = pid sin θ
λ
et β = pia sin θ
λ
.
Cette dernie`re expression fournit l’intensite´ correspondant a` une diffraction de type Fraun-
hofer a` travers N fentes d’ouverture a dont les centres sont se´pare´s par une distance d.
Nous avons choisi N=2 fentes de a=0.6 nm avec d= 2 nm.
Nous constatons donc un assez bon accord entre les re´sultats de nos simulations et une
interfe´rence de Young correspondant a` deux fentes dont les parame`tres sont de´termine´s par
la densite´ de courant locale. Les diffe´rences (plus importantes) se justifient a` nouveau par
le fait que le mode`le d’interfe´rence de Young suppose deux fentes e´claire´es par des ondes
planes d’amplitude uniforme. Cette hypothe`se n’est ve´rifie´e que tre`s approximativement
par la densite´ de courant sur la grille.
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Fig. 8.9 – Coupes selon y de la densite´ de courant (composante selon z) obtenue sur la
grille d’extraction par application d’une tension respectivement de 10 V (a` gauche) et 6 V
(a` droite) entre cette grille et le support me´tallique d’une pointe conique de 1 nm de haut.
L’e´cart entre le support me´tallique et la grille est de 3.5 nm. Elle supporte une fibre non
polarise´e de 1 nm de coˆte´.
Fig. 8.10 – Densite´ de courant obtenue par application d’une tension de 10 V entre le
support me´tallique d’une pointe conique de 1 nm de haut et une grille a` 3.5 nm. Cette
grille supporte une fibre non polarise´e absorbante de 1 nm de coˆte´. A gauche : composante
selon z sur la grille d’extraction. A droite : composante selon r sur l’e´cran a` 10 cm.
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Fig. 8.11 – A gauche : coupe selon y de la densite´ de courant obtenue par application d’une
tension de 10 V entre le support me´tallique d’une pointe conique de 1 nm de haut et une
grille a` 3.5 nm. Cette grille supporte une fibre non polarise´e absorbante de 1 nm de coˆte´. A
droite : intensite´ normalise´e pour une diffraction de Fraunhofer a` travers deux ouvertures
de 0.6 nm dont les centres sont e´carte´s de 2 nm.
Afin d’illustrer le caracte`re Fraunhofer de ces re´sultats, nous avons re´alise´ une autre
simulation en re´duisant la section de la fibre a` 0.5 nm. L’e´nergie potentielle et les re´sultats
du calcul de diffusion sont repre´sente´s aux figures 8.12 et 8.13.
Le re´sultat est a priori surprenant puisqu’une re´duction de la section de la fibre s’ac-
compagne d’une contraction de la figure de diffraction. Il s’explique cependant par le fait
que la figure de diffraction est due aux e´lectrons qui passent a` coˆte´ de la fibre. Re´duire
la section de cette dernie`re a pour effet d’e´largir l’espace attribue´ au faisceau exte´rieur (a
prend une valeur de 0.725 nm au lieu de 0.6 nm) et a` rapprocher les centres des deux parties
du faisceau (d prend une valeur de 1.6 nm au lieu de 2 nm). L’augmentation de a s’accom-
pagne d’une contraction de l’enveloppe 1
R2
( sinβ
β
)2 de la figure, tandis que la re´duction de d
entraˆıne une dilatation de la modulation ( sinNα
sinα
)2, ou` N reste e´gal a` 2. Une coupe verticale
de la densite´ de courant sur l’e´cran ainsi qu’une simulation de la diffraction a` travers deux
fentes de parame`tres a=0.725 nm et d=1.6 nm sont repre´sente´es a` la figure 8.14.
Nous avons donc montre´ d’une part que les figures obtenues en observant la fibre de
carbone sous une tension de 10 V sont dues a` la contribution du faisceau passant a` l’inte´rieur
de la fibre et a` celle du faisceau passant a` l’exte´rieur. Nous avons de´montre´ d’autre part que
chacune de ces contributions re´alise une diffraction de type Fraunhofer. Il est inte´ressant de
revoir simultane´ment le re´sultat des simulations ou` les deux contributions sont pre´sentes,
celui duˆ uniquement a` la contribution du faisceau passant par l’inte´rieur de la fibre et enfin
celui duˆ uniquement a` la contribution du faisceau passant a` l’exte´rieur de la fibre. Nous
avons rassemble´ ces trois re´sultats a` la figure 8.15.
On constate une bonne concordance dans la position des pics dus a` chaque contribution.
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Fig. 8.12 – Energie potentielle dans le plan yz. Une tension d’extraction de 10 V est
applique´e entre le support me´tallique d’une pointe conique de 1 nm de haut et une grille
situe´e a` 3.5 nm. Cette grille supporte une fibre non polarise´e absorbante de 0.5 nm de coˆte´.
Fig. 8.13 – Densite´ de courant obtenue par application d’une tension de 10 V entre le
support me´tallique d’une pointe conique de 1 nm de haut et une grille a` 3.5 nm. Cette grille
supporte une fibre non polarise´e absorbante de 0.5 nm de coˆte´. A gauche : composante selon
z sur la grille d’extraction. A droite : composante selon r sur l’e´cran a` 10 cm.
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Fig. 8.14 – A gauche : coupe selon y de la densite´ de courant obtenue par application d’une
tension de 10 V entre le support me´tallique d’une pointe conique de 1 nm de haut et une
grille a` 3.5 nm. Cette grille supporte une fibre non polarise´e absorbante de 0.5 nm de coˆte´.
A droite : intensite´ normalise´e pour une diffraction de Fraunhofer a` travers deux ouvertures
de 0.725 nm dont les centres sont e´carte´s de 1.6 nm.
Fig. 8.15 – A gauche : coupe selon y de la densite´ de courant obtenue par application
d’une tension de 10 V entre le support me´tallique d’une pointe conique de 1 nm de haut
et une grille a` 3.5 nm. Cette grille supporte une fibre non polarise´e de 1 nm de coˆte´. Au
centre : le faisceau exte´rieur a` la fibre est supprime´ graˆce a` une partie imaginaire dans le
potentiel. A droite : le faisceau passant a` l’inte´rieur de la fibre est supprime´ graˆce a` une
partie imaginaire dans le potentiel.
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Les pics late´raux de la figure de gauche se retrouvent dans la figure de droite. La diminution
progressive de l’intensite´ (de gauche a` droite) est due a` l’introduction de l’absorption dans
des re´gions de l’espace occupe´es par une partie de plus en plus importante du faisceau. Si
nous renormalisons les deux figures ou` l’absorption a e´te´ introduite, de manie`re a` mettre
au meˆme niveau les valeurs de la densite´ de courant locale associe´e a` chaque figure, nous
trouvons e´galement une bonne concordance entre l’amplitude des pics late´raux de la figure
de gauche et celle de leurs e´quivalents dans la figure de droite. Cette concordance entre pics
est re´alise´e la` ou` une seule des deux contributions prend des valeurs significatives tandis
que l’autre est pratiquement nulle. Il n’en est pas de meˆme pour les autres pics de la figure
de droite qui disparaissent en interfe´rant avec le faisceau passant a` l’inte´rieur de la fibre.
Ces quelques simulations nous ont donc montre´ la possibilite´ d’obtenir des figures de
types Fraunhofer dans des conditions en bon accord avec celles pre´dites par des mode`les
simples. L’explication des figures obtenues est complique´e par l’interfe´rence entre les e´lectrons
passant a` travers la fibre et ceux passant a` l’exte´rieur. Les re´sultats pre´sente´s montrent
qu’ils s’expliquent tre`s bien a` partir de mode`les e´le´mentaires a` 1 ou 2 fentes. Ces mode`les
e´le´mentaires reposent sur l’hypothe`se d’une onde incidente plane, c’est-a`-dire une hypothe`se
propre a` une diffraction de type Fraunhofer.
Il semble dans les expe´riences que le faisceau exte´rieur influence de fac¸on moins critique
la figure de diffraction. Une premie`re explication de cette observation fait intervenir l’effet
de sucking-in (attraction du faisceau e´lectronique par la fibre a` cause du champ e´lectrique
qu’elle exerce a` l’exte´rieur). Cet effet tend a` accroˆıtre le courant passant par la fibre et a`
diminuer l’importance du courant exte´rieur. Une deuxie`me explication, qui ne s’applique
qu’aux fibres opaques, repose sur le principe de Babinet. Selon ce dernier, une bande opaque
dans un fond transparent fournit la meˆme figure de diffraction qu’une bande transparente
dans un fond opaque (ce principe ne s’applique pas a` l’image de la source).
8.4.2 Mode Fresnel
Afin de passer a` un mode de diffraction de type Fresnel, nous allons reconside´rer notre
premie`re simulation (fibre non polarisable de 1 nm de coˆte´) et monter la tension d’extraction
de 10 V a` 25 V. La distribution de l’e´nergie potentielle ainsi que les densite´s de courant
locales et a` grande distance correspondantes sont repre´sente´es aux figures 8.16 et 8.17.
La densite´ de courant locale se pre´sente sous forme de deux bandes paralle`les situe´es
dans la partie de la fibre qui est e´claire´e par le faisceau e´lectronique. Ces bandes sont
attribue´es aux ondes stationnaires qui peuvent s’e´tablir a` l’inte´rieur de la fibre. Les pos-
sibilite´s d’ondes stationnaires sont d’autant plus nombreuses que la longueur d’onde est
petite par rapport aux dimensions de la fibre. Leur nombre augmente donc avec la tension
et les dimensions de la fibre. L’utilite´ d’une simulation tridimensionnelle apparaˆıt bien
ici puisque ces ondes stationnaires ne peuvent eˆtre reproduites par un mode`le qui re´duit
l’objet a` un plan.
La figure de diffraction sur l’e´cran pre´sente des caracte´ristiques diffe´rentes de celles
rencontre´es pre´ce´demment. Elle est constitue´e en effet de franges paralle`les a` la longueur
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Fig. 8.16 – Energie potentielle dans le plan yz. Une tension d’extraction de 25 V est
applique´e entre le support me´tallique d’une pointe conique de 1 nm de haut et une grille
situe´e a` 3.5 nm. Cette grille supporte une fibre non polarise´e de 1 nm de coˆte´.
Fig. 8.17 – Densite´ de courant obtenue par application d’une tension de 25 V entre le
support me´tallique d’une pointe conique de 1 nm de haut et une grille a` 3.5 nm. Cette
grille supporte une fibre non polarise´e de 1 nm de coˆte´. A gauche : composante selon z sur
la grille d’extraction. A droite : composante selon r sur l’e´cran a` 10 cm.
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de la fibre. Ces franges ont leur extension maximale dans la direction suivant laquelle l’objet
pre´sente lui aussi son maximum d’extension. Cette caracte´ristique est incompatible avec
une diffraction de type Fraunhofer. Cette nouvelle figure est du type Fresnel et fournit une
premie`re image a` grande distance de la portion de fibre e´claire´e par le faisceau e´lectronique.
Cette image pre´sente certaines variations d’intensite´ dans la partie centrale qui ne peuvent
eˆtre dues qu’au phe´nome`ne ondulatoire produisant cette image, puisque l’objet lui-meˆme
est homoge`ne.
L’apparition d’une figure de type Fresnel est en accord avec le crite`re a > 2∆d e´tabli
par un mode`le plus simple. Avec les valeurs propres a` cette simulation, nous ve´rifions bien
l’ine´galite´ 1 > 2 ∗ 0.36.
Pour confirmer le caracte`re Fresnel de la figure obtenue, nous pouvons observer les chan-
gements dus a` une modification de la taille de la fibre ou de la longueur d’onde, a` condition
de respecter la condition a > 2∆d. Nous avons pour cela garde´ le meˆme objet et monte´
la tension de 25 V a` 40 V. Cet accroissement de la tension entraˆıne une diminution de la
longueur d’onde et donc de la valeur de ∆d. L’e´nergie potentielle correspondant a` cette
situation est repre´sente´e a` la figure 8.18 et la densite´ de courant a` la figure 8.19.
Fig. 8.18 – Energie potentielle dans le plan yz. Une tension d’extraction de 40 V est
applique´e entre le support me´tallique d’une pointe conique de 1 nm de haut et une grille
situe´e a` 3.5 nm. Cette grille supporte une fibre non polarise´e de 1 nm de coˆte´.
Les deux bandes dans la densite´ de courant locale sont plus e´carte´es que dans la simu-
lation pre´ce´dente. Une troisie`me bande tend a` apparaˆıtre au centre. Ces observations sont
dues a` la diminution de la longueur d’onde. La figure de diffraction a` l’e´cran ne pre´sente
pas de contraction particulie`re, comme on devrait l’observer si la diffraction e´tait de type
Fraunhofer. La partie brillante centrale correspond a` ce que l’on pourrait de´signer par “fais-
ceau non diffracte´”. On la retrouve en effet dans la densite´ de courant obtenue sans fibre
et pre´sente´e a` la figure 8.20. Avec une tension d’acce´le´ration de 40 V, les e´lectrons sont en
effet moins affecte´s par leur passage a` travers la fibre qu’ils ne l’e´taient avec une tension
de 25 V. La figure tend donc vers celle qu’on aurait sans la fibre. Cette interpre´tation est
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Fig. 8.19 – Densite´ de courant obtenue par application d’une tension de 40 V entre le
support me´tallique d’une pointe conique de 1 nm de haut et une grille a` 3.5 nm. Cette
grille supporte une fibre non polarise´e de 1 nm de coˆte´. A gauche : composante selon z sur
la grille d’extraction. A droite : composante selon r sur l’e´cran a` 10 cm.
Fig. 8.20 – Densite´ de courant obtenue par application d’une tension de 40 V entre le
support me´tallique d’une pointe conique de 1 nm de haut et une grille a` 3.5 nm. La grille
ne supporte pas d’objet. A gauche : composante selon z sur la grille d’extraction. A droite :
composante selon r sur l’e´cran a` 10 cm.
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confirme´e par la densite´ de courant locale qui pre´sente des contributions plus importantes
en dehors de la fibre. Notons qu’a` ce stade nous n’avons pas encore tenu compte de la
polarisation et de l’absorption dans la fibre. Ces deux facteurs tendent en effet a` re´duire le
phe´nome`ne constate´ ici.
Si nous supposons que le point de projection virtuel se situe au sommet de la pointe
et que nous conside´rons la distance moyenne entre ce point et la fibre (2 nm), le bord
de la fibre (qui se situe a` 0.5 nm du centre) devrait se trouver projete´ a` 2.5 cm de l’axe
x sur l’e´cran. Les simulations montrent une bande sombre sur ce lieu de projection, en
accord avec les interpre´tations propose´es dans la litte´rature et la figure 1.8 du chapitre 1.
On constate par ailleurs un re´tre´cissement des franges qui entourent cette bande sombre
lorsque la tension augmente. Ce re´tre´cissement trouve probablement son origine dans la
diminution de la longueur d’onde.
8.5 Effet de la polarisation - Sucking-in
Nous venons de montrer la possibilite´ d’obtenir des images de type Fraunhofer ou Fres-
nel selon les conditions d’observation. Nous allons maintenant nous inte´resser a` l’influence
des caracte´ristiques de la fibre sur la figure de diffraction, lorsque nous sommes en mode
Fresnel.
Nous avons pour commencer repris la situation illustre´e a` la figure 8.16 (observation
d’une fibre de 1 nm de coˆte´ sous une tension de 25 V) et introduit dans la fibre une
constante die´lectrique ²r de 16.5 afin de simuler le phe´nome`ne de polarisation.
Fig. 8.21 – A gauche : Potentiel e´lectrique dans le plan yz. Une tension d’extraction de 25
V est applique´e entre le support me´tallique d’une pointe conique de 1 nm de haut et une
grille situe´e a` 3.5 nm. Cette grille supporte une fibre de 1 nm de coˆte´ caracte´rise´e par une
constante die´lectrique de 16.5. A droite : Energie potentielle associe´e
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Le potentiel e´lectrique correspondant a` la situation envisage´e et l’e´nergie potentielle
associe´e sont illustre´s a` la figure 8.21. La polarisation de la fibre est responsable d’une
de´formation des e´quipotentielles, qui la contournent au lieu de la traverser comme pre´ce´demment.
Elles re´ve`lent l’existence d’un champ e´lectrique dans le voisinage imme´diat de la fibre qui
tend a` attirer les e´lectrons vers elle.
Cet effet d’attraction des e´lectrons (sucking-in) apparaˆıt dans les re´sultats de la simula-
tion, pre´sente´s a` la figure 8.22. La densite´ de courant au niveau de la grille est sensiblement
rapproche´e de l’axe central x de la fibre. Les valeurs 10 fois plus e´leve´es peuvent provenir du
raccourcissement de la barrie`re de potentiel a` traverser pour sortir de la pointe. La figure
de diffraction a` l’e´cran renforce les parties qui correspondent a` l’inte´rieur de la fibre. Ces
effets sont en ge´ne´ral plus prononce´s pour des fibres de section plus petites[107], puisque
la zone de champ attractif exte´rieure a` la fibre correspond a` une partie relativement plus
importante de la distribution d’e´nergie potentielle.
Fig. 8.22 – Densite´ de courant obtenue par application d’une tension de 25 V entre le
support me´tallique d’une pointe conique de 1 nm de haut et une grille a` 3.5 nm. Cette
grille supporte une fibre de 1 nm de coˆte´ caracte´rise´e par une constante die´lectrique de
16.5. A gauche : composante selon z sur la grille d’extraction. A droite : composante selon
r sur l’e´cran a` 10 cm.
Il est inte´ressant de noter la pre´sence d’oscillations late´rales sur l’image de la fibre. De
telles oscillations sont en ge´ne´ral observe´es, comme sur la figure 1.10 du chapitre 1. Elles ne
sont pas pre´sentes dans la densite´ de courant locale, ni dans les caracte´ristiques de l’objet.
Elles semblent donc provenir uniquement du processus de diffraction qui ge´ne`re l’image a`
grande distance.
Enfin, nous aurions pu conside´rer des valeurs de ²r interme´diaires entre 1 et 16.5. Ces
simulations auraient re´ve´le´ un effet de sucking-in plus ou moins prononce´ suivant le choix
de ²r. Dans les simulations que nous avons pre´sente´es, des valeurs plus e´leve´es n’auraient
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pas eu d’effet observable puisque la valeur de 16.5 suffit a` mettre (pratiquement) toute
la fibre au meˆme potentiel. La gamme des valeurs de ²r pour lesquelles une modification
induit des effets observables de´pend de la tension applique´e et de la proximite´ de la pointe,
puisque ces deux facteurs de´terminent le champ e´lectrique a` annuler dans la fibre.
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Les images pre´sente´es jusque maintenant correspondent a` ce que les expe´rimentateurs
appellent “fibres transparentes”. Elles se pre´sentent sous la forme d’une projection brillante
qui semble ainsi sugge´rer une certaine transparence de la fibre elle-meˆme.
Les “fibres opaques” quant a` elles se pre´sentent sous la forme d’une projection noire,
entoure´e de franges. Ce comportement est attribue´ a` une absorption e´lectronique dans la
fibre, qui devient importante a` partir de sections de l’ordre de 2 nm.
Nous avons la possibilite´ d’introduire cette absorption dans nos simulations et ainsi de
ve´rifier si elle est automatiquement associe´e a` la formation des figures propres aux fibres
dites opaques ou si d’autres facteurs peuvent produire le meˆme effet.
Nous avons repris la situation traite´e a` la section pre´ce´dente (fibre polarisable de 1
nm de coˆte´ observe´e sous une tension de 25 V) et commence´ nos investigations en mon-
trant l’influence que peut avoir la profondeur du puits de potentiel sur l’image a` grande
distance. Modifier la valeur du puits de potentiel correspond a` modifier la capacite´ de la
fibre a` conserver l’e´lectron dans un e´tat lie´, la liaison e´tant d’autant plus forte que le puits
est profond. Signalons qu’une telle liaison n’est pas permise dans notre mode`le puisque
l’e´lectron posse`de suffisamment d’e´nergie pour e´chapper a` l’attraction de la fibre et qu’il
ne peut la perdre. Tout au plus, une partie de la fonction d’onde peut stationner au-dessus
du puits de potentiel.
Nous avons illustre´ a` la figure 8.23 les images obtenues a` grande distance lorsque la
profondeur du puits de potentiel est choisie de manie`re a` ce que la largeur L de la fibre
soit relie´e a` la longueur d’onde e´lectronique λ dans celle-ci par L = 4λ, L = (4 + 1
4
)λ,
L = (4 + 1
2
)λ et L = (4 + 3
4
)λ.
Ces re´sultats tendent a` se re´pe´ter lorsque la se´rie est poursuivie en prenant L = 5λ,
L = (5 + 1
4
)λ, ... Ils montrent que les re´gimes stationnaires dans la fibre influencent
les images obtenues avec des fibres de petite section. Les images obtenues apparaissent
brillantes lorsque la largeur de la fibre correspond a` un nombre entier de longueurs d’onde
et opaques pour certains multiples du quart de la longueur d’onde. La densite´ de courant
locale pre´sente peu de variations par rapport au re´sultat de la figure 8.22.
Il apparaˆıt donc ici aussi qu’une mode´lisation plus approfondie de l’e´nergie potentielle
dans la matie`re est ne´cessaire, puisque la valeur particulie`re de celle-ci est capable de
modifier de fac¸on importante les images obtenues.
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Fig. 8.23 – De gauche a` droite et de haut en bas, densite´ de courant sur un e´cran a` 10
cm obtenue par application d’une tension de 25 V entre le support me´tallique d’une pointe
conique de 1 nm de haut et une grille a` 3.5 nm. Cette grille supporte une fibre de L=1
nm de coˆte´ caracte´rise´e par une constante die´lectrique de 16.5. Le puits de potentiel est
choisi de manie`re a` relier la longueur d’onde e´lectronique locale λ a` L respectivement par
L = 4λ, L = (4 + 1
4
)λ, L = (4 + 1
2
)λ et L = (4 + 3
4
)λ.
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8.7 Effet de l’absorption
Pour montrer que l’absorption ne permet pas de forcer une projection noire dans cette
situation, nous avons ajoute´ au puits de la fibre une partie imaginaire de -4 eV. Cette
partie imaginaire a d’abord e´te´ introduite dans la partie centrale de la fibre (dans un
paralle´le´pipe`de inte´rieur de 0.5 nm de coˆte´) et dans la fibre entie`re ensuite. Les re´sultats
sont pre´sente´s a` la figure 8.24. L’absorption dans la densite´ de courant locale apparaˆıt
clairement dans la figure du bas (la seule pour laquelle l’absorption est maintenue jusqu’en
z = D). L’image a` grande distance reste cependant brillante.
La figure de diffraction a` grande distance ne de´pend plus de la partie re´elle de l’e´nergie
potentielle dans la fibre lorsque l’absorption est introduite dans son entie`rete´. Cette consta-
tation est logique puisque les e´lectrons doivent passer a` l’inte´rieur de la fibre pour ressentir
ce potentiel. Cependant a` cause de la partie imaginaire, ils disparaissent de la simulation.
Une comparaison avec un mode`le d’onde incidente collimate´e sphe´rique re´ve`le qu’une
projection noire ne peut simplement pas apparaˆıtre avec un objet comple`tement opaque
dans cette situation. Le confinement du faisceau incident a` un angle d’environ 15 degre´s
est principalement responsable. Une valeur de tension ou un angle d’ouverture plus grands
permettraient d’obtenir une projection noire.
Enfin, la figure du haut est relativement similaire aux images obtenues avec des fibres
de petite taille, comme celle reproduite a` la figure 1.9 du chapitre 1. Il est probable qu’un
meilleur accord puisse eˆtre obtenu en ame´liorant la description de l’e´nergie potentielle dans
la fibre ainsi qu’a` l’exte´rieur (nous avons montre´ en effet l’importance que peuvent avoir
l’aspect et la partie exte´rieure du faisceau incident).
8.8 Conclusion
Nous avons simule´ l’observation de fibres de carbone. Nous les avons repre´sente´es par
un milieu continu, caracte´rise´ par un puits de potentiel (repre´sentatif du caracte`re liant),
une constante die´lectrique (pour la polarisabilite´) et une partie imaginaire dans l’e´nergie
potentielle (pour l’absorption). Ce mode`le simple offre l’avantage de pouvoir controˆler
toutes les proprie´te´s de l’objet et ainsi d’attribuer l’origine des caracte´ristiques de la figure
de diffraction.
Les modes Fraunhofer et Fresnel apparaissent lorsque les conditions d’observation ve´rifient
le crite`re e´tabli graˆce a` un mode`le d’objet plan. Les simulations en mode Fraunhofer ont
fourni des re´sultats que nous avons pu interpre´ter par un mode`le simple d’onde incidente
plane dans une ou deux fentes. Cette interpre´tation confirme le caracte`re essentiellement
plan de l’onde incidente dans ces conditions propres a` un mode Fraunhofer. Les simulations
ont montre´ aussi que le faisceau exte´rieur a` la fibre peut influencer de fac¸on importante la
figure de diffraction. Un mode`le en trois dimensions est donc bien ne´cessaire pour repro-
duire correctement l’aspect de ce faisceau exte´rieur, les e´tats stationnaires a` l’inte´rieur de
l’objet et en fin de compte les interfe´rences entre toutes ces parties de la fonction d’onde.
Les simulations en mode Fresnel ont montre´ l’existence d’oscillations lie´es au processus
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Fig. 8.24 – Densite´ de courant obtenue par application d’une tension de 25 V entre le
support me´tallique d’une pointe conique de 1 nm de haut et une grille a` 3.5 nm. Cette
grille supporte une fibre de 1 nm de coˆte´ caracte´rise´e par une constante die´lectrique de
16.5, un puits de potentiel de -4.82 eV avec une partie imaginaire de -4 eV (en haut dans
la partie centrale de la fibre ; en bas dans toute la fibre). A gauche : composante selon z sur
la grille d’extraction. A droite : composante selon r sur l’e´cran a` 10 cm.
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de propagation de l’objet jusqu’a` l’e´cran. Nous avons montre´ que des phe´nome`nes de
re´sonance dans les fibres de petite section peuvent, comme l’absorption dans les fibres de
section plus grande, eˆtre a` l’origine des projections noires.
Enfin, nous rencontrons ici aussi la ne´cessite´ d’une mode´lisation plus approfondie de
l’e´nergie potentielle. Cette mode´lisation devrait pre´ciser la valeur des parties re´elles et
imaginaires a` conside´rer.
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Chapitre 9
Observation de mole´cules de carbone
9.1 Introduction
Au cours des deux chapitres pre´ce´dents, nous avons rencontre´ la ne´cessite´ d’une the´orie
permettant de calculer de manie`re plus pre´cise l’e´nergie potentielle a` conside´rer pour
l’e´lectron du proble`me de diffusion. Une telle the´orie nous fournirait d’une part une distri-
bution d’e´nergie potentielle plus re´aliste et le`verait d’autre part l’incertitude sur les valeurs
a` donner a` certains parame`tres (puits de potentiel, partie imaginaire, polarisabilite´,...).
Plusieurs anne´es de recherches seraient ne´cessaires pour approcher de manie`re satisfai-
sante cette the´orie. Nous pre´senterons dans ce chapitre les pre´mices d’une telle the´orie, en
espe´rant qu’elles suffisent a` reproduire les caracte´ristiques essentielles de l’e´nergie poten-
tielle et ainsi nous permettre une simulation re´aliste de la diffusion.
Apre`s avoir expose´ notre me´thode, nous pre´senterons quelques simulations de l’observa-
tion d’une mole´cule de C60. Nous illustrerons ici aussi les modes Fraunhofer et Fresnel, les
phe´nome`nes de sucking-in et tenterons de comprendre comment les re´actions de la matie`re
peuvent produire des effets observables.
9.2 The´orie e´le´mentaire du proble`me a` N+1 e´lectrons
9.2.1 Formulation du proble`me et e´quations a` re´soudre
Conside´rons donc un syste`me constitue´ de N +1 e´lectrons, les N premiers appartenant
a` une mole´cule et le dernier e´tant celui de notre proble`me de diffusion. La fonction d’onde
a` N + 1 e´lectrons peut s’e´crire sous la forme d’un de´terminant de Slater :
Ψ(r1,r2,...,rN+1) =
1√
(N + 1)!
∣∣∣∣∣∣∣∣∣∣
Ψ1(r1) Ψ1(r2) · · · Ψ1(rN+1)
Ψ2(r1) Ψ2(r2) Ψ2(rN+1)
...
. . .
ΨN+1(r1) ΨN+1(rN+1)
∣∣∣∣∣∣∣∣∣∣
(9.1)
ou` nous avons cache´ les variables de spin.
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Cette e´criture n’est que l’antisyme´trisation du produit de N + 1 e´tats Ψi attribue´s a`
chacun des N + 1 e´lectrons. Cette antisyme´trisation a pour but de respecter la re`gle de
changement de signe impose´e a` la fonction d’onde de plusieurs fermions lors de l’e´change des
indices ri propres a` chacun d’eux. On respecte ainsi implicitement le principe d’exclusion de
Pauli. On perd par contre la corre´lation en se´parant sous forme de produit la de´pendance
de la fonction d’onde vis-a`-vis de chaque e´lectron.
Lorsque cette expression de la fonction d’onde est introduite dans l’e´quation de Schro¨-
dinger stationnaire a` N + 1 e´lectrons, on obtient l’e´quation suivante pour chaque e´tat
Ψi :
− h¯
2
2m
∇2Ψi(r) + [Vext(r) + Vion(r) + Vrep(r) + Vech(r)] Ψi(r) = EiΨi(r) (9.2)
Dans cette e´quation, Vext(r) est l’e´nergie potentielle due a` la tension d’extraction (qui
tient compte de la pre´sence e´ventuelle d’une pointe),
Vion(r) = − e
2
4pi²0
∑
j
Zj
|r−Rj| (9.3)
est la contribution due a` l’attraction des noyaux de charge Zj situe´s en Rj,
Vrep(r) =
e2
4pi²0
∫∫∫ (ρ(r′)− |Ψi(r′)|2)
|r− r′| dV
′ (9.4)
est due a` la re´pulsion des autres e´lectrons. Elle est estime´e en retirant a` la densite´ e´lectronique
totale ρ(r) =
∑N+1
j=1 |Ψj(r)|2 la contribution due a` l’e´tat Ψi lui-meˆme. Enfin,
Vech(r) = −α3
2
e2
4pi²0
3
√
3
pi
(ρ(r)− |Ψi(r)|2)1/3 (9.5)
est le terme d’e´change. Ce dernier terme provient de l’antisyme´trisation de la fonction
d’onde et est e´value´ par l’expression locale du potentiel d’e´change propose´ par Slater.
Nous avons retire´ ici aussi la contribution due a` l’e´tat Ψi lui-meˆme. Le coefficient α est
un parame`tre utilise´ pour ajuster les re´sultats the´oriques a` l’expe´rience (en ge´ne´ral de
manie`re empirique). Il prend typiquement des valeurs comprises entre 1
2
et 1. En l’absence
de donne´e pre´cise, nous prendrons α = 1.
Nous avons donc un syste`me de N + 1 e´quations couple´es (a` cause de ρ) a` re´soudre de
manie`re autoconsistante. Les solutions Ψi seront orthogonales, puisqu’elles sont solutions
du meˆme hamiltonien hermitien. La fonction ΨN+1 que nous construirons correspond a`
un e´tat propre de cet hamiltonien, dont l’e´nergie appartient au continuum. Elle sera donc
orthogonale aux e´tats Ψi de la mole´cule.
165 Observation de mole´cules de carbone
9.2.2 Re´duction des N e´lectrons de la mole´cule a` une densite´
Nous pouvons simplifier le proble`me en de´crivant les N e´lectrons de la mole´cule par
une densite´ e´lectronique ρmolec(r) =
∑N
j=1 |Ψj(r)|2 et en utilisant un mode`le pour ρmolec. Le
(N+1)ie`me e´lectron peut eˆtre conside´re´ comme une perturbation du syste`me a` N e´lectrons,
qui en son absence avaient trouve´ une configuration d’e´quilibre ρmolec0 . Pour chaque position
r de l’e´lectron de diffusion, on peut calculer une densite´ ρmolec qui en tient compte. Il est
important ici aussi de re´aliser que l’e´nergie potentielle de l’e´lectron en r correspond au
travail ne´cessaire pour amener cet e´lectron depuis l’infini et que la densite´ e´lectronique
ρmolec s’est adapte´e en chaque pas de ce trajet. Si nous renonc¸ons a` re´soudre les N + 1
e´quations 9.2 de manie`re autoconsistante, il est ne´cessaire de remplacer l’expression 9.4
de Vrep(r) par une expression qui tienne compte de l’adaptation progressive de la densite´
ρmolec durant le trajet depuis l’infini.
Une fac¸on d’y parvenir consiste a` de´velopper le terme Vrep(r) en se´rie par rapport a` la
perturbation Vpert(r′) = e24pi²0 1|r−r′| due a` l’e´lectron :
Vrep(r) ' Vrep(r)|Vpert=0 +
∫∫∫ ∂Vrep(r)
∂Vpert(r′)
∣∣∣∣∣Vpert=0 Vpert(r′)dV ′
+
1
2
∫∫∫ ∫∫∫ ∂2Vrep(r)
∂Vpert(r′)∂Vpert(r′′)
∣∣∣∣∣Vpert=0 Vpert(r′)Vpert(r′′)dV ′dV ′′ (9.6)
En identifiant ∂Vrep(r)
∂Vpert(r′) = ρ
molec(r′) et ∂Vrep(r)
∂Vpert(r′)
∣∣∣Vpert=0 = ρmolec0 (r′), cette e´quation de-
vient :
Vrep(r) ' 0 +
∫∫∫
ρmolec0 (r
′)Vpert(r′)dV ′
+
1
2
∫∫∫ ∫∫∫ ∂ρmolec(r′)
∂Vpert(r′′)
∣∣∣∣∣Vpert=0 Vpert(r′′)dV ′′
Vpert(r′)dV ′ (9.7)
Si nous conside´rons l’e´criture :
ρmolec(r′) = ρmolec0 (r
′) +
∫∫∫ ∂ρmolec(r′)
∂Vpert(r′′)
∣∣∣∣∣Vpert=0 Vpert(r′′)dV ′′ + . . . (9.8)
qui peut eˆtre conside´re´e comme un de´veloppement en se´rie de ρmolec(r′) par rapport a` des
variables qui seraient les valeurs de Vpert(r′′) pour tous les points r′′ de l’espace, l’expression
pre´ce´dente devient :
Vrep(r) '
∫∫∫
ρmolec0 (r
′)Vpert(r′)dV ′ + 1
2
∫∫∫
(ρmolec(r′)− ρmolec0 (r′))Vpert(r′)dV ′ (9.9)
c’est-a`-dire :
Vrep(r) ' e
2
4pi²0
∫∫∫ ρmolec0 (r′)
|r− r′| dV
′ +
1
2
e2
4pi²0
∫∫∫ (ρmolec(r′)− ρmolec0 (r′))
|r− r′| dV
′ (9.10)
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Ce re´sultat signifie qu’en premie`re approximation nous pouvons utiliser l’expression 9.4
a` condition de mettre un facteur 1/2 dans la partie de l’e´nergie potentielle induite par
l’e´lectron de diffusion lui-meˆme. Ceci permet de tenir compte de l’adaptation progressive
de la densite´ e´lectronique dans la mole´cule lors de son arrive´e.
Nous appliquerons ce principe ainsi que l’expression suivante :
Vech(r) = −3
2
e2
4pi²0
3
√
3
pi
ρmolec(r)1/3 (9.11)
pour de´finir l’e´nergie potentielle dans l’e´quation 9.2 propre au (N+1)ie`me e´lectron de notre
proble`me de diffusion.
9.2.3 Mode`le de densite´ e´lectronique gaussien
Nous avons donc simplifie´ le proble`me a` N+1 e´lectrons en remplac¸ant la de´termination
pre´cise des N premiers e´tats Ψi par l’utilisation d’une densite´ de charges repre´sentative de
ces N premiers e´lectrons. Cette approche se justifie par le fait que notre inte´reˆt se porte
uniquement sur le dernier e´lectron.
Il nous reste donc a` de´terminer par une autre me´thode cette densite´ e´lectronique, d’une
fac¸on qui tienne compte de la pre´sence du (N + 1)ie`me e´lectron. Nous avons choisi de
repre´senter l’ensemble des e´lectrons de valence et de conduction de chaque atome par une
distribution gaussienne rigide pouvant se de´placer par rapport a` l’ensemble constitue´ du
noyau et des e´lectrons de coeur. Nous supposerons par la suite que ces derniers restent
localise´s sur le noyau et que leur seul effet consiste a` re´duire la valeur effective de Zj qui
devient donc le nombre d’e´lectrons de valence et de conduction associe´s au noyau j.
L’e´tude du puits harmonique plonge´ dans un champ e´lectrique d’amplitude E montre
que les fonctions propres du proble`me sont de´place´es [108] de :
∆x =
eE
mω2j
(9.12)
ou` ωj la pulsation caracte´ristique du puits harmonique associe´ a` l’atome j. En conside´rant
les Zj e´lectrons de l’atome j, sa polarisation suite a` l’application du champ e´lectrique est
alors :
pj = (Zje)∆x =
Zje
2E
mω2j
= αjE (9.13)
Nous pouvons donc de´terminer la valeur de ωj qui correspond a` la polarisabilite´ αj de
l’atome :
ωj = e
√
Zj
mαj
(9.14)
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Par ailleurs, les fonctions propres de ce proble`me ont toutes une de´pendance propor-
tionnelle a` :
Ψj(r) ∼ e−
mωj
2h¯
r2 (9.15)
Comme la densite´ e´lectronique ρatomj (r) associe´e a` chaque atome j est proportionnelle a`
|Ψj(r)|2, nous associerons a` chaque atome une densite´ e´lectronique gaussienne :
ρatomj (r) =
Zj
pi3/2R
3
j
e−|r−rj |
2/R
2
j (9.16)
dont le rayon Rj est fixe´ par :
Rj =
√√√√ h¯
mωj
=
√
h¯
e
(
αj
mZj
)1/4
(9.17)
La position du centre rj de la densite´ e´lectronique associe´e a` chaque atome est obtenue
en de´terminant dans un premier temps la polarisation pj de chaque atome (par la me´thode
donne´e au chapitre 7) et en se servant ensuite de la relation :
pj = Zje(Rj − rj) (9.18)
La densite´ e´lectronique ρmolec est finalement donne´e par :
ρmolec(r) =
∑
j
ρatomj (r) (9.19)
et les inte´grales rencontre´es dans le calcul de Vrep(r) se re´solvent comme :
e2
4pi²0
∫∫∫ ρmolec(r′)
|r− r′| dV
′ =
e2
4pi²0
∑
j
Zj
erf(|r− rj|/Rj)
|r− rj| (9.20)
9.2.4 Polarisabilite´s statique et dynamique
Nous avons jusque maintenant conside´re´ une valeur unique pour la polarisabilite´ de
chaque atome. Or l’e´nergie potentielle contient une partie statique (due a` la tension d’ex-
traction) et une partie dynamique (due a` l’e´lectron en mouvement). La valeur de la pola-
risabilite´ a` conside´rer n’est pas la meˆme pour ces deux contributions.
Nous devons conside´rer la polarisabilite´ statique αstat de l’atome lorsque nous calculons
la contribution a` l’e´nergie potentielle due a` la tension d’extraction et la polarisabilite´ dyna-
mique αdyn(ω) pour la partie due a` l’e´lectron en mouvement. Dans un mode`le Lorentzien,
ces grandeurs sont lie´es par la relation :
αdyn(ω) =
αstat
1− ω2
ω2c
(9.21)
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ou` la polarisabilite´ volumique statique αstat
4pi²0
prend la valeur de 1.100 A˚3 et l’e´nergie ca-
racte´ristique h¯ωc la valeur de 18.15 eV. Ces valeurs sont celles recommande´es pour des
atomes de carbone dans un fullere`ne a` la re´fe´rence [109]. La description pourra eˆtre
ame´liore´e dans un travail ulte´rieur en prenant une expression anisotrope pour la pola-
risabilite´ (c’est ce qui a e´te´ fait pour l’image de C540 en couverture) et en comple´tant son
expression par une partie imaginaire afin de tenir compte des transferts d’e´nergie entre
l’e´lectron du proble`me de diffusion et la matie`re.
Dans notre situation la valeur de ω a` conside´rer est donne´e par :
h¯ω = E = eV −W (9.22)
puisque l’e´lectron de notre proble`me de diffusion, qui est a` l’origine de cette perturbation,
est de´crit par l’expression :
Ψ(r,t) = Ψ(r)e−i(
E
h¯
)t (9.23)
La de´marche a` suivre pour obtenir l’e´nergie potentielle Vtot a` conside´rer dans notre
proble`me de diffusion est alors la suivante. Dans un premier temps, on calcule l’e´nergie
potentielle en un point r donne´ due a` la tension d’extraction uniquement. On utilise donc
la polarisabilite´ statique αstat. L’e´nergie potentielle exte´rieure Vext et le champ e´lectrique
associe´ tiennent compte ici de la tension d’extraction et de la pre´sence de la pointe. On
obtient ces valeurs initiales de l’e´nergie potentielle et du champ associe´ en utilisant la
me´thode donne´e au chapitre 8 si on souhaite de´crire la pointe par un mode`le continu. On
calcule ensuite la valeur des dipoˆles associe´s a` chaque atome de la mole´cule en utilisant la
me´thode donne´e au chapitre 7 et on en de´duit le de´placement de chaque nuage gaussien
par 9.18. On obtient ainsi la premie`re contribution a` l’e´nergie potentielle :
V0(r) = Vext(r)− e
2
4pi²0
∑
j
Zj
|r−Rj| +
e2
4pi²0
∑
j
Zj
erf(|r− rj|/Rj)
|r− rj| (9.24)
Dans un deuxie`me temps, on calcule l’e´nergie potentielle due a` la re´action de la mole´cule
suite a` la pre´sence de l’e´lectron uniquement au point r. On utilise ici la polarisabilite´
dynamique αdyn(
E
h¯
), a` laquelle on associe R
′
j . On calcule a` nouveau la valeur du dipoˆle
associe´ a` chaque atome de la mole´cule, en prenant comme champ exte´rieur sur chaque site
atomique celui exerce´ par l’e´lectron au point r. On en de´duit le nouveau de´placement r′j
de chaque nuage gaussien. On obtient ainsi la seconde contribution a` l’e´nergie potentielle :
∆V (r) = − e
2
4pi²0
∑
j
Zj
|r−Rj| +
e2
4pi²0
∑
j
Zj
erf(|r− r′j|/R′j)
|r− r′j|
(9.25)
Le terme d’e´change est e´value´ par :
Vech(r) = −3
2
e2
4pi²0
3
√
3
pi
∑
j
Zj
pi3/2R
′′3
j
e−|r−r
′′
j |2/R
′′2
j
1/3 (9.26)
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ou` les positions r′′j sont obtenues en additionnant les de´placements calcule´s pour V0 et ∆V
par rapport a` la position des noyaux Rj et les rayons gaussiens R
′′
j sont relie´s a` Rj et
R
′
j par la relation
|rj−Rj|2
R
4
j
+
|r′j−Rj|2
R
′4
j
=
|r′′j−Rj|2
R
′′4
j
, de manie`re a` ce que l’e´nergie pouvant
eˆtre attribue´e aux de´placements associe´s a` rj et r
′
j soit e´gale a` celle correspondant au
de´placement associe´ a` r′′j .
Compte tenu des commentaires faits en 9.2.2, l’e´nergie potentielle totale Vtot a` conside´rer
dans notre proble`me de diffusion est alors donne´e par :
Vtot(r) = V0(r) +
1
2
∆V (r) + Vech(r) (9.27)
9.2.5 Critique
L’ide´e de se´parer le (N + 1)ie`me e´lectron des autres et de repre´senter ceux-ci par une
densite´ de charges est relativement inte´ressante. Nous avons e´galement formule´ le proble`me
d’une fac¸on apte a` tenir compte des polarisabilite´s statique et dynamique.
Le mode`le gaussien que nous avons utilise´ pour repre´senter la densite´ de charges
e´lectroniques est par contre tre`s simplifie´. Pour commencer, il repre´sente tous les e´lectrons
par une distribution a` syme´trie sphe´rique. Ce mode`le de gaussiennes rigides n’est cer-
tainement pas re´aliste lorsque l’e´lectron est tre`s proche du centre de l’un des atomes.
Ensuite, leur caracte`re relativement lie´ au noyau ne permet pas une description ade´quate
des e´lectrons de conduction.
Le fait de de´terminer le de´placement des gaussiennes en passant par un mode`le dipo-
laire est ici justifie´ par le fait que la distance entre atomes voisins est telle qu’une partie
ne´gligeable (de l’ordre du pourcent) de la distribution associe´e a` chaque noyau atteint les
sites voisins.
En conclusion, ce mode`le offre surtout l’avantage d’eˆtre simple et de fournir les ca-
racte´ristiques essentielles de la distribution d’e´nergie potentielle a` utiliser dans nos simu-
lations. Il pourra eˆtre ame´liore´ dans un travail ulte´rieur en repre´sentant les e´lectrons des
mole´cules par des orbitales atomiques comme celles utilise´es en LCAO et en de´terminant
leurs coefficients pour chaque position de l’e´lectron dans notre proble`me de diffusion.
9.3 Mode`le de pointe et de mole´cule
La pointe est repre´sente´e comme au chapitre pre´ce´dent par un coˆne continu, afin de
pouvoir exploiter toute syme´trie pre´sente dans la mole´cule. Nous avons repris une hauteur
de 1 nm et un rayon a` la base de 0.5 nm.
Les coordonne´es des atomes de carbone constituant la mole´cule examine´e dans ce
chapitre re´sultent de conside´rations ge´ome´triques. Nous avons associe´ a` chaque atome
4 e´lectrons de valence et utilise´ l’expression de la polarisabilite´ isotrope donne´e a` la section
pre´ce´dente.
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9.4 Observation d’une mole´cule de C60
Les mole´cules de C60 examine´es ici sont de´pose´es sur un pentagone, afin de profiter
de l’axe de syme´trie le plus e´leve´ pre´sent dans la mole´cule (n=5). Nous allons illustrer
les diffractions de type Fraunhofer et Fresnel que l’on obtient avec une telle mole´cule en
fonction des conditions d’observation.
9.4.1 Mode Fraunhofer - Effet de sucking-in
Nous avons re´alise´ la premie`re simulation en prenant une tension d’extraction de 10
V et une distance entre le support me´tallique et la grille de 3.5 nm. L’e´nergie potentielle
correspondant a` cette situation est repre´sente´e a` la figure 9.1.
Fig. 9.1 – Energie potentielle dans le plan xz. Une tension d’extraction de 10 V est ap-
plique´e entre le support me´tallique d’une pointe conique de 1 nm de haut et une grille situe´e
a` 3.5 nm. Cette grille supporte une mole´cule de C60.
On perc¸oit dans le re´sultat du calcul que la mole´cule tend a` repousser les e´quipotentielles
et a` cre´er ainsi une zone inte´rieure de´pourvue de champ e´lectrique. Ces e´quipotentielles
exte´rieures sont associe´es a` un champ e´lectrique qui tend a` attirer les e´lectrons a` l’inte´rieur
de la mole´cule. Ce comportement s’explique par le fait que les e´lectrons de la mole´cule
s’e´loignent de l’e´lectron incident (d’autant plus que la polarisabilite´ dynamique est e´leve´e)
tandis que les ions positifs restent sur place. Cette configuration e´lectronique de la mole´cule
tend a` attirer l’e´lectron incident puisqu’il ressent avant tout l’attraction des ions positifs.
Les re´sultats du calcul de diffusion sont repre´sente´s a` la figure 9.2. La densite´ de cou-
rant a` grande distance est de type Fraunhofer. Elle se pre´sente sous la forme d’anneaux
typiques d’une diffraction a` travers un objet circulaire. La syme´trie d’ordre 5 de la mole´cule
est perceptible dans les dernie`res franges. Une repre´sentation en e´chelle line´aire ne ferait
apparaˆıtre que le pic central.
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Fig. 9.2 – Densite´ de courant obtenue par application d’une tension de 10 V entre le support
me´tallique d’une pointe conique de 1 nm de haut et une grille a` 3.5 nm. Cette grille supporte
une mole´cule de C60. A gauche : composante selon z sur la grille d’extraction. A droite :
composante selon r sur l’e´cran a` 10 cm en e´chelle logarithmique (base 10).
La densite´ de courant locale re´ve`le un tre`s fort effet de sucking-in. Il est mis en e´vidence
a` la figure 9.3 ou` nous avons compare´ une coupe horizontale de la densite´ de courant locale
avec celle obtenue lorsque la mole´cule de C60 est retire´e. Cette figure ne contient aucune
information sur la structure atomique traverse´e. La raison est due au fait que la distribution
d’e´nergie potentielle pre´sente elle-meˆme tre`s peu d’information sur la structure atomique
sous-jacente a` cause de la polarisabilite´ volumique dynamique encore importante (1.2 A˚3)
de chaque atome dans la mole´cule.
9.4.2 Mode Fresnel
Afin d’obtenir une figure de type Fresnel, nous avons monte´ la tension a` 25 V et rap-
proche´ la grille d’extraction a` seulement 2.5 nm du support me´tallique de la pointe. Cette
situation est illustre´e a` la figure 9.4 par une coupe dans l’e´nergie potentielle. On perc¸oit a`
nouveau tre`s bien l’effet d’attraction exerce´ par la mole´cule.
Les re´sultats du calcul de diffusion sont repre´sente´s a` la figure 9.5. La densite´ de courant
locale se pre´sente sous la forme d’un anneau dont la dimension correspond assez bien a`
celle de la mole´cule. La figure de diffraction a` grande distance est de type Fresnel. L’image,
en e´chelle line´aire, fournit une image assimilable a` la projection ge´ome´trique d’une sphe`re
transparente. Cette projection est accompagne´e d’une frange late´rale et d’oscillations ty-
piques a` l’inte´rieur de la projection. Cette projection est simplement re´duite lorsque la
grille d’extraction est recule´e jusqu’a` une distance de 3.5 nm du support me´tallique de la
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Fig. 9.3 – A gauche : coupe selon x de la densite´ de courant obtenue sur une grille situe´e a`
3.5 nm du support me´tallique d’une pointe conique de 1 nm de haut. La tension d’extraction
est de 10 V. A droite : meˆme coupe lorsqu’une mole´cule de C60 est de´pose´e sur la grille.
Fig. 9.4 – Energie potentielle dans le plan xz. Une tension d’extraction de 25 V est ap-
plique´e entre le support me´tallique d’une pointe conique de 1 nm de haut et une grille situe´e
a` 2.5 nm. Cette grille supporte une mole´cule de C60.
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pointe.
Fig. 9.5 – Densite´ de courant obtenue par application d’une tension de 25 V entre le support
me´tallique d’une pointe conique de 1 nm de haut et une grille a` 2.5 nm. Cette grille supporte
une mole´cule de C60. A gauche : composante selon z sur la grille d’extraction. A droite :
composante selon r sur l’e´cran a` 10 cm.
L’image obtenue est donc celle d’une sphe`re et ne contient aucune information sur la
structure atomique de la mole´cule. Cette constatation ne surprend pas puisque d’une part
les de´tails de cette structure atomique sont plus petits que le pouvoir de re´solution (0.28
nm) et que d’autre part ces de´tails sont peu apparents dans l’e´nergie potentielle elle-meˆme
(la polarisabilite´ volumique dynamique des atomes de carbone prend ici une valeur e´leve´e
de -17.5 A˚3).
Il est inte´ressant de montrer les re´sultats obtenus avec une tension d’extraction de 40 V.
Nous avons repris pour cela une distance de 3.5 nm entre la grille et le support me´tallique
de la pointe, afin de travailler avec des valeurs de champ re´alistes (nous sommes a` la limite
des valeurs pouvant entraˆıner en pratique une destruction de la pointe).
L’e´nergie potentielle est repre´sente´e a` la figure 9.6. Nous avons repre´sente´ a` gauche
le terme V0(r) de l’e´nergie potentielle (qui ne tient pas compte de l’e´lectron) et a` droite
l’expression comple`te Vtot(r). Les atomes de carbone se distinguent cette fois dans l’enve-
loppe de la mole´cule. Par ailleurs, celle-ci ne parvient plus a` e´cranter le champ e´lectrique
exte´rieur. Cette diffe´rence de comportement par rapport aux cas pre´ce´dents est due a` la po-
larisabilite´ volumique dynamique qui prend ici une valeur re´duite de -0.39 A˚3. Cette faible
polarisabilite´ dynamique explique aussi le peu de diffe´rences entre les deux figures. Pour
des tensions plus e´leve´es (et donc des valeurs de ω plus grandes), les deux figures finissent
par se distinguer uniquement par le terme d’e´change puisque la polarisabilite´ dynamique
tend vers 0.
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Fig. 9.6 – Energie potentielle dans le plan xz. Une tension d’extraction de 40 V est ap-
plique´e entre le support me´tallique d’une pointe conique de 1 nm de haut et une grille situe´e
a` 3.5 nm. Cette grille supporte une mole´cule de C60. A gauche : e´nergie potentielle sans
e´lectron (V0(r)). A droite : e´nergie potentielle avec e´lectron (Vtot(r)).
L’e´nergie potentielle contient donc dans cette simulation une information lie´e a` la struc-
ture atomique de la matie`re observe´e. Comme on le voit a` la figure 9.7, cette information
ressort dans la densite´ de courant locale mais reste absente de l’image obtenue a` grande
distance. Bien que pre´sents dans l’e´nergie potentielle, les de´tails de la structure atomique
varient sur une e´chelle infe´rieure au pouvoir de re´solution et ne peuvent eˆtre observe´s.
On peut aussi constater que la densite´ de courant locale prend des valeurs importantes
a` coˆte´ de la mole´cule. Ceci est duˆ au fait que le champ e´lectrique a` l’exte´rieur de la mole´cule
n’attire plus les e´lectrons vers celle-ci.
La densite´ de courant a` grande distance fait apparaˆıtre de fac¸on moins e´vidente la
projection d’une sphe`re. L’absence de sucking-in (qui fait moins ressortir l’objet) et un
e´ventuel recul du point de projection virtuel avec la tension peuvent expliquer cela.
9.5 Conclusion
Les re´sultats obtenus confirment la ne´cessite´ d’une bonne mode´lisation de l’e´nergie
potentielle dans la matie`re. Notre mode`le de gaussiennes rigides semble montrer que l’in-
formation lie´e a` la structure atomique ressort d’autant mieux que l’e´nergie de l’e´lectron
utilise´ pour l’observation est e´leve´e. Cette constatation ne contredit pas les re´sultats
expe´rimentaux puisque la taille des de´tails observe´s diminue avec la tension (pour des
raisons lie´es a` la longueur d’onde des e´lectrons servant a` l’observation).
Les simulations avec une mole´cule de C60 ont illustre´ l’effet de sucking-in ainsi que
les diffractions de type Fraunhofer et Fresnel. Ces dernie`res simulations n’ont permis de
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Fig. 9.7 – Densite´ de courant obtenue par application d’une tension de 40 V entre le support
me´tallique d’une pointe conique de 1 nm de haut et une grille a` 3.5 nm. Cette grille supporte
une mole´cule de C60. A gauche : composante selon z sur la grille d’extraction. A droite :
composante selon r sur l’e´cran a` 10 cm.
montrer que l’aspect global de la mole´cule. Re´ve´ler la structure atomique de la mole´cule
aurait implique´ un pouvoir de re´solution infe´rieur a` la valeur expe´rimentale de 0.5 nm.
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Chapitre 10
Observation de champs magne´tiques
10.1 Introduction
Dans ce dernier chapitre, nous allons conside´rer la diffusion e´lectronique en pre´sence
d’un champ d’induction magne´tique. Nous savons par les mode`les pre´sente´s au chapitre 2
que les franges induites dans la figure de diffraction sont oriente´es paralle`lement aux lignes
de champ et pre´sentent un espacement re´gulier (dans un champ homoge`ne) d’autant plus
resserre´ que celui-ci est fort.
Le but de ce chapitre est simplement d’illustrer ces observations. Nous appliquerons
pour cela un champ d’induction B constant dans une couche de 1 nm d’e´paisseur situe´e
juste devant la grille d’extraction. La pointe sera repre´sente´e par un coˆne.
10.2 Observation d’un champ magne´tique uniforme
Conside´rons donc une pointe conique de 1 nm de haut ainsi qu’une grille d’extraction
situe´e a` une distance de 2 nm du support me´tallique. La tension d’extraction sera de 8 V.
L’e´nergie potentielle correspondant a` cette situation est repre´sente´e a` la figure 10.1.
Le champ d’induction magne´tique est suppose´ uniforme entre les plans z0=1 nm et
z1=2 nm. Il commence donc juste a` l’extre´mite´ de la pointe. Nous supposerons le champ
d’induction magne´tique dirige´ suivant les valeurs ne´gatives de l’axe y. La syme´trie de
rotation, qui caracte´rise la pointe, est perdue a` cause du champ d’induction magne´tique
de sorte que les simulations doivent eˆtre re´alise´es en prenant n=1. Sous l’action de la
force de Lorentz, les e´lectrons sortant de la pointe doivent donc eˆtre de´vie´s vers la droite
(c’est-a`-dire dans notre repe`re gaucher vers les valeurs de x positives).
Lorsque les e´lectrons extraits de la pointe arrivent a` la grille, leur e´nergie cine´tique est
de 8 - 4.5 = 3.5 eV (quand ils proviennent du niveau de Fermi dans le me´tal). Pour de´vier
ces e´lectrons de fac¸on significative sur une distance aussi petite que 1 nm, il faut une valeur
de champ e´norme. Nous avons pris un champ de 2000 Tesla. En effet, si l’e´nergie cine´tique
des e´lectrons e´tait partout de 3.5 eV, ils tendraient, sous l’action de ce champ, a` suivre
une trajectoire circulaire de 0.8 nm de rayon.
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Fig. 10.1 – Energie potentielle dans le plan xz. Une tension d’extraction de 8 V est ap-
plique´e entre le support me´tallique d’une pointe conique de 1 nm de haut et une grille situe´e
a` 2 nm.
Les simulations que nous allons re´aliser avec une telle valeur de champ se situent donc
en dehors de toute re´alite´ expe´rimentale. Les valeurs accessibles se situent en effet autour
de 30 Tesla en re´gime continu et 60 Tesla en re´gime pulse´. Des valeurs de quelques cen-
taines de Tesla sont accessibles en comprimant le flux magne´tique a` l’aide d’une explosion.
Ces simulations servent donc a` appliquer la the´orie de´veloppe´e au chapitre 5, dans des
conditions qui ne sont pas celles rencontre´es dans le Microscope a` Projection de Fresnel.
Ce dernier permet en effet de de´tecter des champs d’une valeur de 0.5 Tesla. La diffe´rence
avec l’exemple pre´sente´ ici provient du fait que les champs observe´s s’exercent sur un espace
plus grand et pre´sentent des variations qui aident a` leur de´tection.
Nous avons repre´sente´ a` la figure 10.2 les re´sultats du calcul de diffusion. On constate
tre`s bien le de´placement du faisceau e´lectronique duˆ a` la force de Lorentz. La densite´ de
courant locale pre´sente en ge´ne´ral certaines oscillations, qui ne sont pas aussi marque´es
que dans la densite´ de courant a` grande distance. Les franges observe´es sont bien dirige´es
selon y, qui est la direction du champ.
Enfin il est inte´ressant de suivre l’e´volution des densite´s de courant locale et a` grande
distance lorsque la valeur du champ est modifie´e. C’est ce que nous avons illustre´ a` la figure
10.3 ou` nous avons conside´re´ des valeurs de champ de 1000, 1500 et 2000 Tesla.
On constate bien sur les figures que l’enveloppe du faisceau se de´place d’autant plus
que le champ d’induction magne´tique est fort. Les franges, visibles surtout dans la figure a`
grande distance, deviennent de plus en plus nombreuses au fur et a` mesure que le champ
augmente.
En utilisant le formalisme de Kirchhoff pre´sente´ au chapitre 2, il est possible d’associer
a` deux trajectoires traversant une zone de champ d’induction magne´tique B une diffe´rence
de phase donne´e par :
∆ξ = − e
h¯
∫∫
B.dS (10.1)
ou` l’inte´grale est re´alise´e sur une surface s’appuyant sur les deux trajectoires.
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Fig. 10.2 – Densite´ de courant obtenue par application d’une tension de 8 V entre le support
me´tallique d’une pointe conique de 1 nm de haut et une grille a` 2 nm. Un champ d’induction
magne´tique de 2000 Tesla oriente´ vers les valeurs ne´gatives de y est pre´sent entre les plans
z0=1 nm et z1=2 nm. A gauche : composante selon z sur la grille d’extraction. A droite :
composante selon r sur l’e´cran a` 10 cm.
Fig. 10.3 – De gauche a` droite : densite´ de courant obtenue sur l’axe x par application
d’une tension de 8 V entre le support me´tallique d’une pointe conique de 1 nm de haut
et une grille a` 2 nm. Le champ d’induction magne´tique est pre´sent entre les plans z0=1
nm et z1=2 nm et oriente´ vers les valeurs ne´gatives de y. Il prend des valeurs respectives
de 1000, 1500 et 2000 Tesla. En haut : densite´ de courant en z = D. En bas : densite´ de
courant a` l’e´cran.
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Dans nos simulations, on peut conside´rer que les franges deviennent visibles a` partir
de 1500 Tesla. Leur e´cart a` 10 cm est de 1.5 cm. Si nous conside´rons deux trajectoires
hypothe´tiques rejoignant de manie`re rectiligne l’extre´mite´ de la pointe a` deux franges
successives sur l’e´cran, elles de´finissent dans la zone de champ une surface de 7.5 10−2 nm2.
La diffe´rence de phase que nous pouvons leur associer prend alors la valeur de ∆ξ=0.17
radian.
Nous pouvons faire ici un lien inte´ressant avec le Microscope a` Projection de Fresnel,
puisque son seuil de de´tection se situe autour de 2pi
50
= 0.13 radian. La valeur de 0.17 radian
obtenue dans nos simulations est donc relativement proche. Ce lien peut eˆtre exprime´
d’une autre fac¸on en reconside´rant les valeurs donne´es au chapitre 1 (de´tection de 0.5
Tesla sur une particule magne´tique de 10 nm de coˆte´). Nous pouvons raisonnablement
attribuer au champ d’induction magne´tique une surface de (15 nm)2. On constate alors
que le produit entre la valeur du champ et la surface qui lui est associe´e ne change pas
suivant que l’on prenne les valeurs expe´rimentales ou celles de notre simulation, puisque
nous avons : 0.5 × 152 = 1500 × 7.5 10−2. Ce commentaire justifie la ne´cessite´ rencontre´e
dans nos simulations de compenser les dimensions re´duites de la zone de champ par des
valeurs plus e´leve´es.
10.3 Conclusion
Nous avons donc confirme´ par un exemple acade´mique la pre´sence de franges de dif-
fraction oriente´es suivant la direction du champ. Ces franges tendent a` s’affiner et devenir
plus nombreuses au fur et a` mesure que son intensite´ augmente.
Les simulations re´alise´es correspondent a` une situation relativement simple (champ
uniforme) qui n’utilise pas toutes les possibilite´s offertes par les techniques de´veloppe´es
au chapitre 5. Comme les simulations de diffraction sur barreaux, elles offrent l’avantage
d’une interpre´tation plus aise´e.
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Le Microscope a` Projection de Fresnel re´sulte de l’application de techniques re´centes
au principe d’observation par projection. Elle offre un pouvoir de re´solution inte´ressant et
la possibilite´ d’observer sans de´gradation et sans le support perturbatif d’une surface des
macromole´cules biologiques. Comme toutes les techniques qui touchent au domaine quan-
tique, un support the´orique est ne´cessaire pour aider a` comprendre les images obtenues.
La possibilite´ d’observer des figures de type Fraunhofer et Fresnel a e´te´ bien explique´e par
des mode`les simples (inte´grales de Kirchhoff, mode`les de diffraction e´le´mentaires, ...). Ces
mode`les ne tiennent cependant pas compte de l’aspect tridimensionnel des objets observe´s.
Cet aspect est important pour justifier la diffe´rence entre les fibres dites opaques et trans-
parentes. L’observation de ces dernie`res est fortement influence´e par les champs e´lectriques
exte´rieurs, qui sont responsables du phe´nome`ne de sucking-in. L’origine des oscillations
observe´es dans les projections de macromole´cules et l’interpre´tation des nouvelles franges
obtenues en pre´sence de champs magne´tiques sont autant de points qui ne´cessitent une
mode´lisation the´orique.
En principe, les me´thodes de´veloppe´es pour la simulation du STM devraient s’appliquer
a` ce proble`me, e´tant donne´ la similarite´ de configuration entre les deux instruments. Meˆme
si notre proble`me re´clame le calcul de la distribution spatiale d’une densite´ de courant
plutoˆt qu’un courant total, il pourrait sembler a priori qu’une adaptation permettant la
propagation des e´tats e´lectroniques sur une distance de plusieurs centime`tres suffise.
Nous avons montre´ au chapitre 2 que les proble`mes sont essentiellement nume´riques et
trouvent leur origine dans les valeurs plus e´leve´es de la tension et de la distance pointe-
objet. Ces proble`mes se manifestent par des exigences inacceptables en taille me´moire et
en temps de calcul et surtout par une perte comple`te des chiffres significatifs a` cause des
instabilite´s. Il e´tait donc ne´cessaire de de´velopper une nouvelle the´orie qui prenne en compte
les aspects quantiques du proble`me et permette de ge´rer ces contraintes nume´riques. Cette
the´orie ne peut eˆtre applique´e sans une programmation optimale, qui ge`re automatiquement
l’espace me´moire disponible et utilise toutes les astuces possibles pour re´duire le nombre
d’ope´rations.
Nous avons choisi d’utiliser la me´thode des matrices de transfert pour de´crire le plus
e´conomiquement possible la diffusion e´lectronique entre le support de la pointe et la
grille-porte-objet. L’efficacite´ de notre me´thode est encore ame´liore´e par l’utilisation d’une
base bien adapte´e a` la syme´trie essentiellement cylindrique du proble`me. Meˆme si cette
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base complique l’e´valuation de certains coefficients, elle permet de profiter de la pre´sence
e´ventuelle d’un axe de rotation. L’avantage d’exploiter toute syme´trie pre´sente dans le
proble`me provient de la se´paration des e´tats de base ne´cessaires a` la repre´sentation de la
fonction d’onde en groupes inde´pendants. Cette se´paration re´duit d’une part conside´rablement
les coefficients de couplage a` calculer et d’autre part le nombre de coefficients restant a`
stocker simultane´ment. Dans le proble`me conside´re´, la syme´trie de rotation e´tait celle per-
mettant de scinder les e´tats de base en un nombre maximum de groupes inde´pendants.
On pourrait envisager pour d’autres proble`mes d’exploiter d’autres syme´tries (plans de
syme´trie,...). Notre base de repre´sentation e´tant comple`te, il suffirait d’utiliser la the´orie
des groupes pour de´terminer a` l’avance les groupes ou associations d’e´tats de base qui
fourniraient des ensembles inde´pendants. Les proble`mes d’instabilite´s lie´s a` la technique
des matrices de transfert sont controˆle´s par un estimateur d’erreur qui permet de suivre
la pre´cision des grandeurs tout au long du calcul et de l’estimer a` l’avance. Par ailleurs,
la stabilite´ de l’e´tape de propagation des e´tats de base est assure´e par une technique nou-
velle, dont la pre´cision repose sur le calcul (tre`s fiable) de valeurs et vecteurs propres.
Enfin, la propagation a` grande distance des fonctions d’onde est re´alise´e en combinant la
me´thodologie des matrices de transfert avec celle des fonctions de Green. Cette combinai-
son de deux formalismes est un progre`s majeur, car elle permet d’exploiter simultane´ment
les avantages spe´cifiques de deux the´ories jusqu’ici inde´pendantes.
Notre the´orie de diffusion a e´te´ applique´e a` une situation caracte´rise´e par un me´tal
se´pare´ d’une grille conductrice, elle-meˆme suivie d’un e´cran a` 10 cm. Le me´tal est suppose´ ici
eˆtre un me´tal d’e´lectrons libres, caracte´rise´ par des valeurs a` fournir de l’e´nergie de Fermi et
du travail d’extraction. Ces deux valeurs peuvent eˆtre modifie´es pour repre´senter diffe´rents
mate´riaux. L’espace entre ce me´tal et la grille d’extraction peut contenir une distribution
d’e´nergie potentielle et de champs magne´tiques quelconque. Il suffit d’en pre´ciser les valeurs
sur une grille discre`te. Nous avons suppose´ l’absence de champ entre la grille d’extraction
et l’e´cran a` 10 cm. Cela permet une propagation analytique aise´e dans le formalisme de
Green. Mettre une tension entre la grille et l’e´cran ne´cessiterait d’exprimer les fonctions de
Green sous la forme d’une combinaison de fonctions d’Airy. Cela compliquerait la me´thode
pour fournir en fin de compte des re´sultats qualitativement identiques.
Notre me´thode permet donc un calcul de diffusion quantique, pour chaque e´tat incident
dans le me´tal, a` travers l’espace compris entre ce me´tal et un e´cran a` 10 cm. Les e´quations de
propagation sont e´crites de manie`re a` tenir compte d’une distribution d’e´nergie potentielle
quelconque. Nous l’avons calcule´e de manie`re a` tenir compte de la pre´sence de l’e´lectron.
La me´thode ge`re e´galement les parties imaginaires du potentiel, que nous avons introduites
pour repre´senter le phe´nome`ne d’absorption e´lectronique. Cette nouveaute´ par rapport aux
travaux pre´ce´dents est comple´te´e par la possibilite´ de traiter des distributions quelconques
de champs magne´tiques. Cette interaction entre l’e´lectron et le champ magne´tique n’inclut
ici que la force de Lorentz. Le spin de l’e´lectron pourra eˆtre introduit dans un travail
ulte´rieur. Cela devrait nous aider a` comprendre la division du faisceau e´lectronique lors
de l’utilisation de pointes magne´tiques. Nous devrons pour y parvenir doubler les e´tats de
base pour repre´senter les deux e´tats de spin possibles et introduire un terme supple´mentaire
dans l’hamiltonien. Les changements dans la me´thode que cela repre´sente semblent tout a`
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fait abordables. Les re´sultats s’expriment en fin de compte par des distributions en valeurs
absolues de la densite´ de pre´sence et de la densite´ de courant dans la re´gion proche de la
grille d’extraction et sur un e´cran e´loigne´.
En plus de l’incorporation du spin de l’e´lectron, notre me´thode pourra eˆtre ame´liore´e
sur plusieurs points. Bien qu’elle ne requiert que des valeurs de l’e´nergie potentielle et des
champs magne´tiques sur des grilles repre´sentatives des parties ou` elles varient de manie`re si-
gnificative et traite les parties interme´diaires (ou` l’e´nergie potentielle est suppose´e line´aire)
de fac¸on analytique, le nombre d’e´tats de base ne´cessaires augmente avec la distance entre
le support me´tallique de la pointe et la grille d’extraction. La raison provient du fait que
le faisceau extrait doit eˆtre contenu dans le cylindre de confinement et qu’il grandit au fur
et a` mesure de sa propagation vers la grille. Ceci est un inconve´nient par rapport au for-
malisme de Green, dont l’application n’est en rien affecte´e par la distance entre les parties
significatives. Une possibilite´ de traiter cette situation pourrait consister a` conserver uni-
quement les e´tats de base qui prennent des valeurs significatives sur l’objet et a` propager les
autres (qui ne verraient qu’une barrie`re essentiellement triangulaire) analytiquement. En-
fin, notre me´thode est bien adapte´e aux techniques de programmation en paralle`le, puisque
les groupes d’e´tats de base caracte´rise´s par des valeurs d’e´nergie E et d’indices m qui ne
sont pas se´pare´s par un multiple de n se propagent de fac¸on inde´pendante. Par ailleurs, il
est possible de traiter se´pare´ment la propagation a` travers les diffe´rentes tranches utilise´es
pour diviser l’espace entre le me´tal et la grille.
Dans sa forme actuelle, notre the´orie peut contribuer a` ame´liorer les techniques que
nous avons juge´es mal adapte´es a` la simulation du Microscope a` Projection de Fresnel.
La technique des matrices de transfert peut profiter surtout des me´thodes de controˆle de
stabilite´ de´veloppe´es dans cette dissertation et de notre ge´ne´ralisation aux formes rectan-
gulaires. La combinaison avec le formalisme de Green utilise´e ici pourra eˆtre employe´e dans
d’autres situations ou` un prolongement des solutions est ne´cessaire. Dans les simulations de
STM, nos techniques permettront de traiter des distances pointe-e´chantillon plus e´leve´es,
d’introduire de l’absorption dans le syste`me et e´ventuellement de simuler l’observation de
particules magne´tiques. Meˆme si les syme´tries sont en ge´ne´ral perdues au cours du ba-
layage de la pointe, notre formulation du proble`me en coordonne´es cylindriques permet un
traitement qui demande moins d’espace me´moire et un temps de calcul re´duit 1. Le temps
total de ce traitement est proportionnel a` DR2E3/2, si une inversion de syste`me est utilise´e
1. En effet, pour un traitement en coordonne´es carte´siennes de la diffusion de particules d’e´nergie E
dans une boˆıte de coˆte´ 2R et de longueur D, le nombre d’e´tats de base nx,y et le temps tx,y ne´cessaire au
calcul des coefficients de couplage par transforme´es de Fourier rapides (pour une position donne´e suivant
D) sont respectivement proportionnels a` ER2 et nx,y lnnx,y. Une description en coordonne´es cylindriques
du meˆme proble`me dans un cylindre de rayon R demande le meˆme nombre d’e´tats de base si toutes les
valeurs possibles de m et k// sont retenues. En pratique, il est possible de travailler avec un ensemble de
valeurs de m restreint (typiquement de -10 a` +10). Le nombre d’e´tats de base nρ,φ ne´cessaires et le temps
tρ,φ ne´cessaire au calcul des coefficients de couplage (pour une position donne´e suivant D) se re´duisent
alors respectivement a` des valeurs proportionnelles a` RE1/2 et n2ρ,φ. Cette me´thode est asymptotiquement
plus rapide puisque tx,y ∼ n2ρ,φ ln(n2ρ,φ) ∼ tρ,φ ln tρ,φ.
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pour calculer la diffusion d’un seul e´tat incident, et a` DR3E2 si une inversion de matrice
est ne´cessaire.
La technique des fonctions de Green peut eˆtre ame´liore´e en remplac¸ant le calcul de la
fonction d’onde dans le diffuseur par celui de matrices de transfert, lorsque les conditions
limites le permettent. Si nous conside´rons le calcul de diffusion pre´ce´dent et si tout le
volume doit eˆtre discre´tise´ pour l’application de la me´thode des fonctions de Green, le
nombre de cellules a` conside´rer varie comme DR2E3/2. La taille de la matrice a` cre´er
ainsi que le temps ne´cessaire pour la cre´er et re´soudre le syste`me correspondant a` un
seul e´tat incident auront une de´pendance en D2R4E3. Lorsqu’il est ne´cessaire d’inverser
la matrice, le temps de calcul devient proportionnel a` D3R6E9/2. Utiliser la me´thodologie
des matrices de transfert pour remplacer le calcul de la fonction d’onde dans le diffuseur
est donc inte´ressant. Signalons enfin que meˆme si la me´thode des matrices de transfert ne
fournit en ge´ne´ral aucune valeur de la fonction d’onde dans le diffuseur, il est possible de
comple´ter la me´thode pour obtenir ces valeurs.
Les the´ories d’e´mission de champ et l’e´tude des solides peuvent e´galement tirer parti
du caracte`re tridimensionnel de notre description et de la possibilite´ de traiter facilement
la pe´riodicite´ dans une direction graˆce a` l’algorithme des tranches. On peut par ailleurs
envisager d’appliquer notre technique a` l’e´tude de la conductivite´ de mole´cules, qui seraient
place´es suivant l’axe du cylindre de confinement.
La ge´ome´trie et l’e´nergie potentielle utilise´es dans nos simulations appellent quelques
commentaires. Nous avons utilise´ essentiellement une pointe conique de 1 nm de haut
pose´e sur un support plat. La hauteur de 1 nm suffit pour repre´senter la dernie`re re´gion
rencontre´e par l’e´lectron avant son passage tunnel a` travers la barrie`re de potentiel. La
forme conique permet de restituer les caracte´ristiques essentielles d’un faisceau extrait
d’une nanopointe. La ge´ome´trie plane du support me´tallique de´termine l’e´nergie potentielle
et donc la diffusion e´lectronique a` partir de quelques nanome`tres. Nous pouvons cependant
reme´dier a` cette situation en prenant comme distribution d’e´nergie potentielle entre le
support me´tallique et la grille d’extraction celle que l’on aurait pour un support me´tallique
sphe´rique.
Nous avons pre´sente´ plusieurs me´thodes pour calculer l’e´nergie potentielle. La me´thode
de sur-relaxation convient tre`s bien pour une description macroscopique de la matie`re.
La me´thode dipolaire est une premie`re approche pour repre´senter la structure atomique.
Enfin, nous avons pre´sente´ un mode`le de nuages e´lectroniques gaussiens qui s’appuie sur ces
deux premie`res me´thodes et ame´liore la repre´sentation de la matie`re. Le de´veloppement
de ces me´thodes doit cependant eˆtre poursuivi, en particulier pour tenir compte de la
mobilite´ des e´lectrons de conduction, qui dans notre mode`le restent attache´s aux noyaux.
La structure de bandes observe´e dans la distribution d’e´nergie totale des e´lectrons extraits
d’une nanopointe n’a pas e´te´ mise en e´vidence clairement dans nos simulations. Meˆme si
un tel re´sultat n’est pas indispensable pour une mode´lisation du Microscope a` Projection
de Fresnel, il semble qu’il ne´cessite une meilleure mode´lisation de l’e´nergie potentielle.
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Des simulations d’e´mission de champ a` partir de pointes atomiques ont e´te´ re´alise´es.
Nous avons reproduit des valeurs d’angle d’ouverture en accord avec les valeurs estime´es
avant l’influence du support me´tallique. Nous avons montre´ la faible dispersion e´nerge´tique
des e´lectrons extraits et obtenu des distributions d’e´nergie totale similaires a` celles obtenues
avec des nanopointes de petite taille. L’importance de la terminaison monoatomique des
nanopointes a e´te´ e´tablie en e´tudiant les modifications induites par une de´gradation de la
source e´lectronique sur les figures de diffraction obtenues avec une ouverture circulaire.
Des simulations de diffraction sur fibres de carbone ont e´te´ re´alise´es. Elles confirment la
possibilite´ d’obtenir des figures de type Fraunhofer ou Fresnel selon les conditions d’obser-
vation, en accord avec les conclusions obtenues avec des mode`les plus simples. Le faisceau
exte´rieur a` la fibre joue un roˆle important dans la formation de l’image. Nous avons mis
cela en e´vidence lors de l’interpre´tation des images de type Fraunhofer obtenues avec des
fibres transparentes. Cette constatation est triviale lorsque la fibre est opaque. Nous avons
montre´ comment les proprie´te´s de la matie`re peuvent influencer l’image a` grande distance.
La polarisation est responsable de l’effet de sucking-in, qui influence d’autant plus l’image
que la fibre est petite. La valeur du travail d’extraction dans la fibre peut eˆtre associe´e a`
des re´sonances qui modifient de manie`re importante la figure de diffraction. Nous avons
montre´ que l’absorption dans la fibre n’entraˆıne pas obligatoirement une projection noire.
Il est inte´ressant de constater que des oscillations peuvent apparaˆıtre dans les images a`
grande distance sans qu’elles ne soient pre´sentes dans l’e´nergie potentielle ou la densite´ de
courant locale.
Les simulations re´alise´es en conside´rant la structure atomique de la matie`re illustrent
e´galement les modes Fraunhofer et Fresnel ainsi que l’effet de sucking-in. Meˆme si la den-
site´ de courant locale pre´sente des informations sur la structure atomique de la mole´cule
e´tudie´e, la densite´ de courant a` grande distance dans les simulations re´alise´es ne de´crit que
l’aspect global de la mole´cule. Les calculs semblent montrer que l’information sur la struc-
ture atomique ressort d’autant plus dans l’e´nergie potentielle que l’e´nergie des e´lectrons
incidents est e´leve´e. Il semblerait donc que la taille des de´tails observables diminue en
meˆme temps que le pouvoir de re´solution lorsque la tension d’extraction augmente.
Les simulations avec champs magne´tiques montrent bien l’existence de franges oriente´es
suivant les lignes de champ et espace´es de manie`re re´gulie`re lorsqu’il est uniforme. Leur
nombre tend a` augmenter avec son intensite´.
A part les possibilite´s d’ame´lioration de la me´thode de diffusion de´ja` mentionne´es, il
semble que les progre`s a` re´aliser se situent momentane´ment surtout dans le calcul de
l’e´nergie potentielle.
La technique expe´rimentale pourrait e´voluer vers l’utilisation de nouvelles structures
e´mettrices (pointes super-conductrices, e´mission a` partir de tubules de carbones, ...). A la
lumie`re de nos simulations, il nous semble que ces nouvelles pointes ne feront qu’accroˆıtre
l’intensite´ du faisceau extrait sans pour autant ame´liorer la re´solution de l’instrument. Les
longueurs de cohe´rence et le degre´ de syme´trie de l’extre´mite´ de la nanopointe sont en effet
de´ja` suffisantes pour laisser uniquement la diffraction limiter la re´solution.
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Si la se´paration du faisceau constate´e lors de l’utilisation de pointes magne´tiques
s’ave´rait lie´e au spin, on aurait la possibilite´ d’observer le meˆme objet avec deux fais-
ceaux pre´pare´s dans un e´tat de spin diffe´rent. Il est probable que de nouvelles infor-
mations puissent eˆtre de´duites de la comparaison des images ainsi obtenues. L’utilisa-
tion simultane´e des deux faisceaux pourrait s’ave´rer inte´ressante aussi. On peut imaginer
qu’un certain degre´ de cohe´rence entre ces faisceaux puisse eˆtre atteint graˆce a` l’utilisation
de nanopointes supra-conductrices (et d’une particule exte´rieure pour produire le champ
magne´tique ne´cessaire a` la se´paration du faisceau).
Les trous dans la membrane de carbone ope`rent une certaine se´lection sur la taille
des mole´cules observables, puisqu’elles doivent eˆtre grandes assez pour les enjamber. Par
ailleurs, leur orientation n’est pas ne´cessairement perpendiculaire au faisceau. On pourrait
envisager l’utilisation de supports carbone´s transparents au faisceau e´lectronique et qui
permettent de manipuler des mole´cules plus petites, dans une orientation de´termine´e.
On peut enfin imaginer des applications base´es sur les possibilite´s de manipuler et d’ex-
citer un e´chantillon durant son observation. Ces e´volutions possibles de la technique laissent
de nombreuses portes ouvertes a` de futurs de´veloppements. Une technique d’inversion qui
reconstituerait l’objet observe´ a` partir des images a` grande distance constitue un fameux
de´fi.
Malgre´ ce que l’on pourrait penser a priori, une me´thode de simulation comme celle
pre´sente´e dans cette dissertation ne fournit pas de re´ponse simple a` la question ”Que se
passe-t-il?”. Les de´tails de la diffusion sont noye´s dans des calculs qui durent parfois des
heures. L’ordinateur fournit finalement une image qui laisse certainement aussi perplexe
que celles fournies par l’instrument lui-meˆme. Les doutes concernant un e´ventuel artefact
expe´rimental et les parasites exte´rieurs trouvent leur e´quivalent dans les artefacts lie´s a` la
me´thode, les erreurs de programmation, les erreurs d’arrondis, l’importance des facteurs
ne´glige´s. Notre avantage devant tout re´sultat est de savoir exactement quelle situation
en est a` l’origine. Pour nous aider a` les comprendre, la me´thode peut nous fournir des
informations en des lieux inaccessibles expe´rimentalement. En dernier ressort, un mode`le
plus simple peut nous aider et ve´rifier l’exactitude de nos interpre´tations. Meˆme si la
the´orie pre´ce`de parfois l’expe´rience, l’utilite´ de notre me´thode est surtout de nous aider a`
comprendre les re´sultats expe´rimentaux en les comparant a` ceux obtenus dans une situation
ide´ale, ou` nous avons mis les e´le´ments que nous croyons ne´cessaires a` l’explication.
Comme dans le mythe de Sisyphe, notre taˆche de compre´hension reprend la` ou` elle
croyait trouver une fin. Chaque re´ponse ouvre la porte a` une se´rie de nouvelles questions.
Sans doute est-ce bon signe si cette dissertation ouvre notre esprit a` de nouvelles ques-
tions et nous pousse a` explorer de nouvelles pistes. Nous espe´rons que ce travail contienne
certaines re´ponses et puisse nous aider a` avancer vers de nouvelles voies.
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