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Abstract
A compact finite difference method is proposed for a general class of 2nth-order Lidstone boundary value problems. The
existence and uniqueness of the finite difference solution is investigated by the method of upper and lower solutions, without any
monotone requirement on the nonlinear term. A monotone iteration process is provided for solving the resulting discrete system
efficiently, and a simple and easily verified condition is obtained to guarantee a geometric convergence of the iterations. The
convergence of the finite difference solution and the fourth-order accuracy of the proposed method are proved. Numerical results
demonstrate the high efficiency and advantages of this new approach.
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1. Introduction
Lidstone boundary value problems have been given considerable attention in the literature, and various forms of
the problems have been discussed. Most of the earlier discussions were devoted to the existence, uniqueness, and
multiplicity of solutions for the following two-point boundary value problem{
u′′′′ = f (x, u, u′′), 0 < x < 1,
u(0) = u(1) = 0, u′′(0) = u′′(1) = 0, (1.1)
where f (x, u, v) is, in general, a nonlinear function of u and v (cf. [1–11]). This problem describes the static deflection
of an elastic bending beam (with hinged ends) under a possible nonlinear loading (cf. [7,12]). Recently, much attention
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has been given to the higher-order Lidstone boundary value problems. In the case of 2nth-order, problem (1.1) is
extended to the following boundary value problem:{
(−1)nu(2n) = f (x, u, u(2), . . . , u(2(n−1))), 0 < x < 1,
u(2i)(0) = u(2i)(1) = 0, 0 ≤ i ≤ n − 1, (1.2)
where u(k) ≡ dku/dxk , n ≥ 1 and f is a continuous function of its arguments (cf. [4,13–20]). The discussions on
(1.2) are also concerned with the existence, uniqueness and multiplicity of solutions by using different methods such
as the Leggett–Williams fixed point method (cf. [15,17,18]), the five functionals fixed point method (cf. [19]) and the
method of upper and lower solutions (cf. [16,20]). The method of upper and lower solutions is based on a monotone
iterative scheme which can be discretized and implemented numerically by some numerical methods. This has been
done in the recent works [21,22] for a general fourth-order Lidstone boundary value problem, including problem (1.1),
via the standard finite difference method.
As we know, the standard finite difference method has only the accuracy of second-order, and so fails to approach
underlying problems effectively, unless a large number of mesh points are used. In other words, we have to take small
mesh size for obtaining desirable accuracy. Thereby, in order to obtain satisfactory numerical results with reasonable
computational cost, a reasonable approach is to develop a higher-order compact finite difference method, which not
only provides accurate numerical results and saves computational work, but also is easier to treat boundary conditions.
Numerov’s method is one of the efficient compact finite difference methods (cf. [23–26]) because of its fourth-order
accuracy. However, this method is only available for second-order two-point boundary value problems, see [23,24,
27–33]. Thus, we were motivated to look for a compact finite difference method for the 2nth-order Lidstone boundary
value problem (1.2), which possesses the same accuracy as Numerov’s method.
In this paper, we propose a compact finite difference method for the 2nth-order Lidstone boundary value problem
(1.2), and develop a monotone iteration process for solving the resulting nonlinear discrete system. These algorithms
have several advantages. Firstly, the proposed finite difference method possesses the fourth-order accuracy as
Numerov’s method, and thus provides precise numerical results. Next, the suggested monotone iterative scheme offers
two monotone sequences which converge to the unique solution of the finite difference system, and the sequences
of iterations improve the upper and lower bounds of the solution, step-by-step. Moreover, the iterations have the
geometric convergence rates, which save a lot of computational work. Finally, these processes do not require any
monotonicity of the function f and so enlarges their applications essentially.
The outline of the paper is as follows. In Section 2, we transform (1.2) into a coupled system of nonlinear second-
order equations and then construct the compact finite difference scheme. In Section 3, we deal with the existence and
uniqueness of the finite difference solution, with nonmonotone function f , by using the method of upper and lower
solutions, which also leads to a monotone and convergent iteration for solving the discrete system. In Section 4, we
formulate a sufficient condition to guarantee a geometric convergence of the iterations. In Section 5, we prove the
convergence of the finite difference solution and the fourth-order accuracy of the method. Finally, in Section 6 we
present some numerical results demonstrating the monotone and geometric convergence of the sequences and the
fourth-order accuracy of the method. We also compare our method with the standard finite difference method and
show its advantages.
2. Compact finite difference scheme
To derive a proper finite difference approximation, we let
u1 = −u(2), ui = −u(2)i−1 (2 ≤ i ≤ n − 1), (2.1)
and transform problem (1.2) into the coupled system
−u(2) = u1, −u(2)i = ui+1 (1 ≤ i ≤ n − 2),
−u(2)n−1 = f (x, u,−u1, . . . , (−1)n−1un−1), 0 < x < 1,
u(0) = u(1) = 0, ui (0) = ui (1) = 0 (1 ≤ i ≤ n − 1).
(2.2)
Obviously, u is a solution of (1.2) if and only if (u, u1, u2, . . . , un−1) is a solution of (2.2). Our finite difference
approximation for (1.2) is based on the coupled system (2.2). To do this, we let h = 1/L be the mesh size, and let
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xk = kh (0 ≤ k ≤ L) be the mesh points in [0, 1]. For convenience, we use the notation
Fk(u0, u1, . . . , un−1) = f (xk, u0,−u1, . . . , (−1)n−1un−1), 1 ≤ k ≤ L − 1,
and introduce the finite difference operators Ih , δ2h and Ph as follows:Ihvh(xk) = vh(xk), δ
2
hvh(xk) = vh(xk−1)− 2vh(xk)+ vh(xk+1), 1 ≤ k ≤ L − 1,
Phvh(xk) = h
2
12
(vh(xk−1)+ 10vh(xk)+ vh(xk+1)) , 1 ≤ k ≤ L − 1.
(2.3)
A direct calculation shows that Ph = h2(Ih + 112δ2h). Using the following Numerov’s formula (cf. [27])
δ2hv(xk) = Phv(2)(xk)+ O(h6), 1 ≤ k ≤ L − 1, (2.4)
we derive a compact finite difference scheme of (2.2) as follows,
−δ2huh(xk) = Phu1,h(xk), −δ2hui,h(xk) = Phui+1,h(xk) (1 ≤ i ≤ n − 2),
−δ2hun−1,h(xk) = PhFk(uh(xk), u1,h(xk), . . . , un−1,h(xk)),
uh(0) = uh(1) = 0, ui,h(0) = ui,h(1) = 0 (1 ≤ i ≤ n − 1), 1 ≤ k ≤ L − 1,
(2.5)
where uh(xk) and ui,h(xk) represent the approximations of u and ui at xk , respectively.
For analyzing system (2.5), it is more convenient to consider its matrix form. To do this, we define the following
(L − 1)-dimensional column vectors:
Uh = (uh(x1), . . . , uh(xL−1))T, Ui,h = (ui,h(x1), . . . , ui,h(xL−1))T (1 ≤ i ≤ n − 1),
F(Uh,U1,h, . . . ,Un−1,h) = (F1(uh(x1), u1,h(x1), . . . , un−1,h(x1)), . . . ,
FL−1(uh(xL−1), u1,h(xL−1), . . . , un−1,h(xL−1)))T,
Q =
(
1
12
f (0, 0, . . . , 0), 0, . . . , 0,
1
12
f (1, 0, . . . , 0)
)T
,
(2.6)
and the following (L − 1)-order symmetric tridiagonal matrices:
A = tridiag(−1, 2,−1), B = tridiag(1/12, 5/6, 1/12). (2.7)
Then system (2.5) can be expressed in the matrix form as{
AUh = h2BU1,h, AUi,h = h2BUi+1,h (1 ≤ i ≤ n − 2),
AUn−1,h = h2BF(Uh,U1,h, . . . ,Un−2,h,Un−1,h)+ h2Q. (2.8)
For two constants M and M satisfying M ≥ M > −pi2 we define
h(M,M) =

√
12
M
, M > −8,M > 0,
1, M > −8,M ≤ 0,
min

√
12
M
,
√
12
pi2
(
1+ M
pi2
) , M ≤ −8,M > 0,√
12
pi2
(
1+ M
pi2
)
, M ≤ −8,M ≤ 0.
(2.9)
The following results play important roles in the forthcoming discussions.
Lemma 2.1 (See Lemma 3.1 of [33]). Let M = diag(M1, . . . ,ML−1) be a diagonal matrix, and let M and M be two
constants such that
−pi2 < M ≤ Mk ≤ M, 1 ≤ k ≤ L − 1. (2.10)
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Then (A + h2BM)−1 exists and is nonnegative provided that h < h(M,M).
Lemma 2.2 (See Lemma 2.4 of [32]). Let Z = (z1, z2, . . . zL−1)T ∈ RL−1, and let M = diag(M1, . . . ,ML−1) be a
given diagonal matrix satisfying (2.10). Then when h < h(M,M),
‖Z‖∞ ≤

‖(A + h2BM)Z‖∞/(8h2), M ≥ 0,
‖(A + h2BM)Z‖∞/((8+ M)h2), −8 < M < 0,
‖(A + h2BM)Z‖∞/(2pi(1+ θ)h2), M ≤ −8, h ≤ H,
(2.11)
where H < h(M,M) and θ = M/(pi2(1− pi2H2/12)) > −1.
To investigate the existence and uniqueness of the solution for (2.8) and derive an efficient computational algorithm,
we use the method of upper and lower solutions. The definition of the upper and lower solutions is given as follows.
Definition 2.1. A pair of vectors W˜h = (U˜h, U˜1,h, . . . , U˜n−1,h), Ŵh = (Ûh, Û1,h, . . . , Ûn−1,h) in (RL−1)n is called
coupled upper and lower solutions of (2.8) if W˜h ≥ Ŵh and
AU˜h ≥ h2BU˜1,h, AU˜i,h ≥ h2BU˜i+1,h (1 ≤ i ≤ n − 2),
AU˜n−1,h ≥ h2BF(Vh, V1,h, . . . , Vn−2,h, U˜n−1,h)+ h2Q,
AÛh ≤ h2BÛ1,h, AÛi,h ≤ h2BÛi+1,h (1 ≤ i ≤ n − 2),
AÛn−1,h ≤ h2BF(Vh, V1,h, . . . , Vn−2,h, Ûn−1,h)+ h2Q, for all Ẑh ≤ (Vh, V1,h, . . . , Vn−2,h) ≤ Z˜h,
(2.12)
where Z˜h = (U˜h, U˜1,h, . . . , U˜n−2,h) and Ẑh = (Ûh, Û1,h, . . . , Ûn−2,h).
Hereafter, inequalities between vectors are in the componentwise sense. Clearly, unlike that in [21,22], the above
definition does not depend on any monotone property of the function F .
For a given pair of coupled upper and lower solutions W˜h = (U˜h, U˜1,h, . . . , U˜n−1,h), Ŵh = (Ûh, Û1,h,
. . . , Ûn−1,h), we set
w˜h,k = (˜uh(xk), u˜1,h(xk), . . . , u˜n−1,h(xk))T, ŵh,k = (̂uh(xk), û1,h(xk), . . . , ûn−1,h(xk))T,
〈ŵh,k, w˜h,k〉 =
{
(vh, v1,h, . . . , vn−1,h) ∈ Rn; ŵh,k ≤ (vh, v1,h, . . . , vn−1,h) ≤ w˜h,k
}
,
〈Ŵh, W˜h〉 =
{
(Vh, V1,h, . . . , Vn−1,h) ∈ (RL−1)n; Ŵh ≤ (Vh, V1,h, . . . , Vn−1,h) ≤ W˜h
}
,
and make the following basic hypotheses:
(H1) There exists a diagonal matrix M = diag(M1, . . . ,ML−1) such that Mk > −pi2 (1 ≤ k ≤ L − 1) and
F(Vh, V1,h, . . . , Vn−1,h)− F(Vh, V1,h, . . . , V ′n−1,h) ≥ −M(Vn−1,h − V ′n−1,h) (2.13)
whenever Ŵh ≤ (Vh, V1,h, . . . , V ′n−1,h) ≤ (Vh, V1,h, . . . , Vn−1,h) ≤ W˜h ;
(H2) h < h(M,M), where M = maxk Mk and M = mink Mk .
The existence of the diagonal matrix M is trivial if F(Vh, V1,h, . . . , Vn−1,h) is a C1-function of (Vh,
V1,h, . . . , Vn−1,h) in 〈Ŵh, W˜h〉. In fact, the diagonal entry Mk may be taken as any nonnegative constant satisfying
Mk ≥ max{− ∂Fk∂un−1 (u0, u1, . . . , un−1); (u0, u1, . . . , un−1) ∈ 〈ŵh,k, w˜h,k〉}.
3. Qualitative analysis and monotone iterative scheme
In this section, we investigate the existence and uniqueness of the solution for system (2.8) and derive an efficient
computational algorithm for the solution.
Theorem 3.1. Let W˜h, Ŵh be coupled upper and lower solutions of (2.8), and let hypotheses (H1) and (H2) hold.
Then system (2.8) has at least one solution (U∗h ,U∗1,h, . . . ,U∗n−1,h) in 〈Ŵh, W˜h〉.
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Proof. By Lemma 2.1, (A+ h2BM)−1 exists and is nonnegative. This ensures that for any (U ′h,U ′1,h, . . . ,U ′n−1,h) ∈
〈Ŵh, W˜h〉, the uncoupled linear problem{
AUh = h2BU ′1,h, AUi,h = h2BU ′i+1,h (1 ≤ i ≤ n − 2),
(A + h2BM)Un−1,h = h2B[MU ′n−1,h + F(U ′h,U ′1,h, . . . ,U ′n−2,h,U ′n−1,h)] + h2Q
(3.1)
has a unique solution (Uh,U1,h, . . . ,Un−1,h) in (RL−1)n . Now, we define a map T : 〈Ŵh, W˜h〉 −→ (RL−1)n by
T (U ′h,U ′1,h, . . . ,U ′n−1,h) = (Uh,U1,h, . . . ,Un−1,h), ∀(U ′h,U ′1,h, . . . ,U ′n−1,h) ∈ 〈Ŵh, W˜h〉. (3.2)
It follows from (3.1), (2.12) and (2.13) that for any (U ′h,U ′1,h, . . . ,U ′n−1,h) ∈ 〈Ŵh, W˜h〉,
A(U˜h −Uh) ≥ h2B(U˜1,h −U ′1,h) ≥ 0,
A(U˜i,h −Ui,h) ≥ h2B(U˜i+1,h −U ′i+1,h) ≥ 0 (1 ≤ i ≤ n − 2),
(A + h2BM)(U˜n−1,h −Un−1,h) ≥ h2B[M(U˜n−1,h −U ′n−1,h)
+F(U ′h,U ′1,h, . . . ,U ′n−2,h, U˜n−1,h)− F(U ′h,U ′1,h, . . . ,U ′n−1,h)] ≥ 0.
(3.3)
Because of A−1 ≥ 0 and (A + h2BM)−1 ≥ 0, the above inequalities imply (Uh,U1,h, . . . ,Un−1,h) ≤ W˜h .
Similarly, we have (Uh,U1,h, . . . ,Un−1,h) ≥ Ŵh . Hence, T maps 〈Ŵh, W˜h〉 into itself. This with the continuity
of F implies that T is a bounded continuous map on 〈Ŵh, W˜h〉. By the Brower’s fixed point theorem, there exists
(U∗h ,U∗1,h, . . . ,U∗n−1,h) in 〈Ŵh, W˜h〉 such that T (U∗h ,U∗1,h, . . . ,U∗n−1,h) = (U∗h ,U∗1,h, . . . ,U∗n−1,h). This proves that
(U∗h ,U∗1,h, . . . ,U∗n−1,h) is a solution of problem (2.8) in 〈Ŵh, W˜h〉. 
Theorem 3.1shows that (2.8) has at least one solution, provided that it possesses a pair of coupled upper and lower
solutions, which also serve as the upper and lower bounds of this solution.
Next, we consider the uniqueness of the solution by developing a monotone iterative scheme, which also gives an
efficient computational algorithm and improves the upper and lower bounds of the solution, step-by-step.
Using the coupled upper and lower solutions W˜h and Ŵh as the initial iterations we construct two sequences
{Wh (m)} = {(U (m)h ,U (m)1,h , . . . ,U (m)n−1,h)} and {W(m)h } = {(U (m)h ,U (m)1,h , . . . ,U (m)n−1,h)} from the following iterative
scheme:
AU
(m)
h = h2BU (m−1)1,h , AU (m)i,h = h2BU (m−1)i+1,h (1 ≤ i ≤ n − 2),
(A + h2BM∗)U (m)n−1,h = h2B[M∗U (m−1)n−1,h
+ max
(Vh ,V1,h ,...,Vn−2,h)∈S(m−1)
F(Vh, V1,h, . . . , Vn−2,h,U
(m−1)
n−1,h )] + h2Q,
AU (m)h = h2BU (m−1)1,h , AU (m)i,h = h2BU (m−1)i+1,h (1 ≤ i ≤ n − 2),
(A + h2BM∗)U (m)n−1,h = h2B[M∗U (m−1)n−1,h
+ min
(Vh ,V1,h ,...,Vn−2,h)∈S(m−1)
F(Vh, V1,h, . . . , Vn−2,h,U (m−1)n−1,h )] + h2Q,
(3.4)
where M∗ is a diagonal matrix specified later and
S(m) = {(Vh, V1,h, . . . , Vn−2,h) ∈ (RL−1)n−1;Zh (m) ≤ (Vh, V1,h, . . . , Vn−2,h) ≤ Zh (m)} (3.5)
with Zh
(m) = (U (m)h ,U (m)1,h , . . . ,U (m)n−2,h) and Zh (m) = (U (m)h ,U (m)1,h , . . . ,U (m)n−2,h).
In the above iterative scheme, the maximum and the minimum of a vector function are in the componentwise sense.
The following lemma shows that such sequences are well defined.
Lemma 3.1. Let W˜h and Ŵh be a pair of coupled upper and lower solutions of (2.8), and let hypotheses
(H1) and (H2) hold. Then the sequences {Wh (m)} and {W(m)h } from (3.4) and (3.5) withW
(0)
h = W˜h ,W(0)h = Ŵh and
M∗ = M are well defined and possess the propertyWh (m) ≥W(m)h for every m.
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Proof. Clearly, the set S(0) is well defined. Therefore, by the existence of A−1 and (A + h2BM)−1, W(1)h and W(1)h
are determined uniquely. Further, by hypothesis (H1)
MU
(0)
n−1,h + max
(Vh ,V1,h ,...,Vn−2,h)∈S(0)
F(Vh, V1,h, . . . , Vn−2,h,U
(0)
n−1,h)
≥ MU (0)n−1,h + min
(Vh ,V1,h ,...,Vn−2,h)∈S(0)
F(Vh, V1,h, . . . , Vn−2,h,U (0)n−1,h).
Thus, we have from (3.4) with m = 1 that
A(U
(1)
h −U (1)h ) ≥ 0, A(U
(1)
i,h −U (1)i,h ) ≥ 0 (1 ≤ i ≤ n − 2), (A + h2BM)(U
(1)
n−1,h −U (1)n−1,h) ≥ 0.
It follows from the nonnegative property of A−1 and (A + h2BM)−1 that W(1)h ≥ W(1)h , and therefore the set S(1) is
well defined. Finally, the conclusion of the lemma follows by an induction argument. 
We next show that the sequences {Wh (m)} and {W(m)h } converge monotonically to the respective limits Wh =
(U h,U 1,h, . . . ,Un−1,h) andWh = (U h,U 1,h, . . . ,Un−1,h) that satisfyWh ≥Wh and
AU h = h2BU 1,h, AU i,h = h2BU i+1,h (1 ≤ i ≤ n − 2),
AU n−1,h = h2B max
Zh≤(Vh ,V1,h ,...,Vn−2,h)≤Zh
F(Vh, V1,h, . . . , Vn−2,h,Un−1,h)+ h2Q,
AU h = h2BU1,h, AU i,h = h2BU i+1,h (1 ≤ i ≤ n − 2),
AU n−1,h = h2B min
Zh≤(Vh ,V1,h ,...,Vn−2,h)≤Zh
F(Vh, V1,h, . . . , Vn−2,h,U n−1,h)+ h2Q,
(3.6)
where Zh = (U h,U 1,h, . . . ,Un−2,h) and Zh = (U h,U 1,h, . . . ,Un−2,h).
Theorem 3.2. Let the conditions in Lemma 3.1 hold. Then the sequences {Wh (m)} and {W(m)h } from (3.4) with W
(0)
h
= W˜h , W(0)h = Ŵh and M∗ = M converge monotonically to the limits Wh = (U h,U1,h, . . . ,U n−1,h) and
Wh = (U h,U1,h, . . . ,U n−1,h), respectively. They satisfy (3.6) and
W(m−1)h ≤W(m)h ≤Wh ≤Wh ≤W
(m)
h ≤W(m−1)h , m = 1, 2, . . . . (3.7)
Moreover, for any solutionW′h = (U ′h,U ′1,h, . . . ,U ′n−1,h) of system (2.8) in 〈Ŵh, W˜h〉 we haveW′h ∈ 〈Wh,Wh〉.
Proof. Since the third and the sixth inequalities in (2.12) are equivalent to
(A + h2BM)U˜n−1,h ≥ h2B[MU˜n−1,h
+ max
(Vh ,V1,h ,...,Vn−2,h)∈S(0)
F(Vh, V1,h, . . . , Vn−2,h, U˜n−1,h)] + h2Q,
(A + h2BM)Ûn−1,h ≤ h2B[MÛn−1,h
+ min
(Vh ,V1,h ,...,Vn−2,h)∈S(0)
F(Vh, V1,h, . . . , Vn−2,h, Ûn−1,h)] + h2Q,
(3.8)
we have from (2.12), (3.8) and (3.4) with M∗ = M that
A(U
(0)
h −U (1)h ) ≥ 0, A(U (0)i,h −U (1)i,h ) ≥ 0 (1 ≤ i ≤ n − 2),
(A + h2BM)(U (0)n−1,h −U (1)n−1,h) ≥ 0,
A(U (1)h −U (0)h ) ≥ 0, A(U (1)i,h −U (0)i,h ) ≥ 0 (1 ≤ i ≤ n − 2),
(A + h2BM)(U (1)n−1,h −U (0)n−1,h) ≥ 0.
By Lemma 3.1 and the nonnegative property of A−1 and (A + h2BM)−1, we obtain from the above inequalities that
W(0)h ≤W(1)h ≤W
(1)
h ≤W(0)h .
Assume, by induction, that for certain m = m0 ≥ 1,
W(m−1)h ≤W(m)h ≤Wh
(m) ≤W(m−1)h . (3.9)
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Then by hypothesis (H1),
MU
(m0−1)
n−1,h + max
(Vh ,V1,h ,...,Vn−2,h)∈S(m0−1)
F(Vh, V1,h, . . . , Vn−2,h,U
(m0−1)
n−1,h )
≥ MU (m0)n−1,h + max
(Vh ,V1,h ,...,Vn−2,h)∈S(m0)
F(Vh, V1,h, . . . , Vn−2,h,U
(m0)
n−1,h),
MU (m0)n−1,h + min
(Vh ,V1,h ,...,Vn−2,h)∈S(m0)
F(Vh, V1,h, . . . , Vn−2,h,U (m0)n−1,h)
≥ MU (m0−1)n−1,h + min
(Vh ,V1,h ,...,Vn−2,h)∈S(m0−1)
F(Vh, V1,h, . . . , Vn−2,h,U (m0−1)n−1,h ),
and thus by (3.4),
(A + h2BM)(U (m0)n−1,h −U (m0+1)n−1,h ) ≥ 0, (A + h2BM)(U (m0+1)n−1,h −U (m0)n−1,h) ≥ 0.
On the other hand, by (3.9) and (3.4),
A(U
(m0)
h −U (m0+1)h ) ≥ 0, A(U (m0)i,h −U (m0+1)i,h ) ≥ 0 (1 ≤ i ≤ n − 2),
A(U (m0+1)h −U (m0)h ) ≥ 0, A(U (m0+1)i,h −U (m0)i,h ) ≥ 0 (1 ≤ i ≤ n − 2).
In view of (A + h2BM)−1 ≥ 0, A−1 ≥ 0 and Lemma 3.1, we assert that relation (3.9) holds also for m = m0 + 1.
The monotone property (3.9) for all m follows from the principle of induction. This monotone property ensures that
the limits
lim
m→∞W
(m)
h =Wh, limm→∞W
(m)
h =Wh (3.10)
exist and the relation (3.7) holds.
To prove (3.6), it suffices to show that
lim
m→∞[MU
(m)
n−1,h + max
(Vh ,V1,h ,...,Vn−2,h)∈S(m)
F(Vh, V1,h, . . . , Vn−2,h,U
(m)
n−1,h)]
= MU n−1,h + max
Zh≤(Vh ,V1,h ,...,Vn−2,h)≤Zh
F(Vh, V1,h, . . . , Vn−2,h,U n−1,h),
lim
m→∞[MU
(m)
n−1,h + min
(Vh ,V1,h ,...,Vn−2,h)∈S(m)
F(Vh, V1,h, . . . , Vn−2,h,U (m)n−1,h)]
= MU n−1,h + min
Zh≤(Vh ,V1,h ,...,Vn−2,h)≤Zh
F(Vh, V1,h, . . . , Vn−2,h,U n−1,h).
(3.11)
The above fact will be proved in the Appendix of this paper.
Finally, letW′h = (U ′h,U ′1,h, . . . ,U ′n−1,h) be any solution of system (2.8) in 〈Ŵh, W˜h〉. ThenW(0)h ≤W′h ≤W
(0)
h .
Assume, by induction, that for certain m = m0 ≥ 0,
W(m)h ≤W′h ≤Wh
(m)
. (3.12)
Then by hypothesis (H1),
MU
(m0)
n−1,h + max
(Vh ,V1,h ,...,Vn−2,h)∈S(m0)
F(Vh, V1,h, . . . , Vn−2,h,U
(m0)
n−1,h) ≥ MU ′n−1,h + F(U ′h,U ′1,h, . . . ,U ′n−1,h).
Therefore by (2.8) and (3.4),
A(U
(m0+1)
h −U ′h) ≥ 0, A(U (m0+1)i,h −U ′i,h) ≥ 0 (1 ≤ i ≤ n − 2),
(A + h2BM)(U (m0+1)n−1,h −U ′n−1,h) ≥ 0.
This leads to W
(m0+1)
h ≥ W′h . In the same manner, we verify that W′h ≥ W(m0+1)h . This completes the induction and
so the relation (3.12) is valid for all m ≥ 0. Letting m →∞ in (3.12), we conclude thatW′h ∈ 〈Wh,Wh〉. 
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We know from Theorem 3.2 that the limitWh orWh is the unique solution of (2.8) in 〈Ŵh, W˜h〉 ifWh =Wh . To
ensure this we assume that F is a C1-function and introduce the following notations:
M i = max
k
max
{∣∣∣∣∂Fk∂ui (u0, u1, . . . , un−1)
∣∣∣∣ ; (u0, u1, . . . , un−1) ∈ 〈ŵh,k, w˜h,k〉} ,
M±i = mink min
{
±∂Fk
∂ui
(u0, u1, . . . , un−1); (u0, u1, . . . , un−1) ∈ 〈ŵh,k, w˜h,k〉
}
,
M i = max{0,M+i ,M−i }, i = 0, 1, . . . , n − 2,
Mn−1 = max
k
max
{
∂Fk
∂un−1
(u0, u1, . . . , un−1); (u0, u1, . . . , un−1) ∈ 〈ŵh,k, w˜h,k〉
}
,
Mn−1 = mink min
{
∂Fk
∂un−1
(u0, u1, . . . , un−1); (u0, u1, . . . , un−1) ∈ 〈ŵh,k, w˜h,k〉
}
,
λ0 = 12 sin
2 pih
2
h2(3− sin2 pih2 )
.
(3.13)
The following result is for the uniqueness of the solution in 〈Ŵh, W˜h〉, as well as an efficient algorithm.
Theorem 3.3. Let the conditions in Lemma 3.1 hold. If, in addition, either
λn0 >
n−1∑
i=0
M iλ
i
0 or λ
n
0 <
n−1∑
i=0
M iλ
i
0, (3.14)
then the sequences {Wh (m)} and {W(m)h } given by (3.4) with W
(0)
h = W˜h , W(0)h = Ŵh and M∗ = M converge
monotonically to a unique solutionW∗h = (U∗h ,U∗1,h, . . . ,U∗n−1,h) of (2.8) in 〈Ŵh, W˜h〉. Moreover, the relation (3.7)
holds withWh =Wh =W∗h .
Proof. It suffices to show thatWh =Wh , whereWh = (U h,U 1,h, . . . ,Un−1,h) andWh = (U h,U1,h, . . . ,U n−1,h)
are the limits in (3.10). Let Wh = U h − U h and Wi,h = U i,h − U i,h (i = 1, 2, . . . , n − 1). Then Wh ≥ 0, Wi,h ≥ 0
and by (3.6),

AWh = h2BW1,h, AWi,h = h2BWi+1,h (1 ≤ i ≤ n − 2),
AWn−1,h = h2B
[
max
Zh≤(Vh ,V1,h ,...,Vn−2,h)≤Zh
F(Vh, V1,h, . . . , Vn−2,h,U n−1,h) ,
− min
Zh≤(Vh ,V1,h ,...,Vn−2,h)≤Zh
F(Vh, V1,h, . . . , Vn−2,h,U n−1,h)
]
,
(3.15)
where Zh = (U h,U1,h, . . . ,U n−2,h) and Zh = (U h,U 1,h, . . . ,Un−2,h). Applying the mean-value theorem to the
third equality of (3.15), we observe that
AWn−1,h ≤ h2B
[
M0Wh +
n−1∑
i=1
M iWi,h
]
. (3.16)
Define
V ′h =

U h, if M0 = M+0 ,
U h, if M0 = M−0 ,
U h, if M0 = 0,
V ′′h =

U h, if M0 = M+0 ,
U h, if M0 = M−0 ,
U h, if M0 = 0,
(3.17)
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and for i = 1, 2, . . . , n − 2,
V ′i,h =

U i,h, if M i = M+i ,
U i,h, if M i = M−i ,
U i,h, if M i = 0,
V ′′i,h =

U i,h, if M i = M+i ,
U i,h, if M i = M−i ,
U i,h, if M i = 0.
(3.18)
Obviously, the third equality of (3.15) implies that
AWn−1,h ≥ h2B[F(V ′h, V ′1,h, . . . , V ′n−2,h,U n−1,h)− F(V ′′h , V ′′1,h, . . . , V ′′n−2,h,U n−1,h)]. (3.19)
Therefore, by the mean-value theorem,
AWn−1,h ≥ h2B
[
M0Wh +
n−1∑
i=1
M iWi,h
]
. (3.20)
A combination of (3.15), (3.16) and (3.20) yields that
AWh = h2BW1,h, AWi,h = h2BWi+1,h (1 ≤ i ≤ n − 2),
h2B
[
M0Wh +
n−1∑
i=1
M iWi,h
]
≤ AWn−1,h ≤ h2B
[
M0Wh +
n−1∑
i=1
M iWi,h
]
.
(3.21)
Next, let Φ = (sin(pih), sin(2pih), . . . , sin((L − 1)pih))T. Then we have AΦ = 4 sin2(pih/2)Φ (cf. [34,35]), and so
using the relation B = I − 112 A leads to AΦ = λ0h2BΦ or
ΦTA = λ0h2ΦTB. (3.22)
Multiplying the equations in (3.21) by ΦT gives that
ΦTAWh = h2ΦTBW1,h, ΦTAWi,h = h2ΦTBWi+1,h (1 ≤ i ≤ n − 2),
h2ΦTB
[
M0Wh +
n−1∑
i=1
M iWi,h
]
≤ ΦTAWn−1,h ≤ h2ΦTB
[
M0Wh +
n−1∑
i=1
M iWi,h
]
.
(3.23)
Due to (3.22) we have
λ0ΦTBWh = ΦTBW1,h, λ0ΦTBWi,h = ΦTBWi+1,h (1 ≤ i ≤ n − 2), (3.24)
and
ΦTB
[
M0Wh +
n−1∑
i=1
M iWi,h
]
≤ λ0ΦTBWn−1,h ≤ ΦTB
[
M0Wh +
n−1∑
i=1
M iWi,h
]
. (3.25)
It follows from (3.24) that
ΦTBWh = 1
λn−10
ΦTBWn−1,h, ΦTBWi,h = 1
λn−1−i0
ΦTBWn−1,h (1 ≤ i ≤ n − 2). (3.26)
By these equalities and (3.25) we obtain(
n−1∑
i=0
M i
λn−1−i0
)
ΦTBWn−1,h ≤ λ0ΦTBWn−1,h ≤
(
n−1∑
i=0
M i
λn−1−i0
)
ΦTBWn−1,h . (3.27)
If BWn−1,h is not zero, then the above relation with the positive property of Φ would imply that
n−1∑
i=0
M iλ
i
0 ≤ λn0 ≤
n−1∑
i=0
M iλ
i
0. (3.28)
This contradicts (3.14), and thus BWn−1,h = 0 which implies Wn−1,h = 0. By (3.15), we also have Wh = 0 and
Wi,h = 0 (1 ≤ i ≤ n − 2). This ends the proof. 
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For giving another uniqueness condition we define the n-order symmetric matrix
G =

λ0 −1/2 −M0/2
−1/2 λ0 −1/2 −M1/2
. . .
. . .
. . .
...
. . .
. . .
. . .
...
−1/2 λ0 −1/2 −Mn−3/2
−1/2 λ0 −(1+ Mn−2)/2
−M0/2 −M1/2 · · · · · · −Mn−3/2 −(1+ Mn−2)/2 λ0 − Mn−1

,
where λ0 and M i are given by (3.13).
Theorem 3.4. Let the conditions in Lemma 3.1 hold. Then the conclusions of Theorem 3.3 also hold provided that
the matrix G is positive definite.
Proof. Let Wh = (U h,U 1,h, . . . ,Un−1,h) and Wh = (U h,U 1,h, . . . ,Un−1,h) be the limits in (3.10), and let
Wh = U h − U h and Wi,h = U i,h − U i,h (i = 1, 2, . . . , n − 1). Then Wh ≥ 0, Wi,h ≥ 0 (i = 1, 2, . . . , n − 1)
and they satisfy (3.15) and (3.16). By (3.15) and (3.16),
WTh AWh = h2WTh BW1,h, WTi,h AWi,h = h2WTi,hBWi+1,h (1 ≤ i ≤ n − 2),
WTn−1,h AWn−1,h ≤ h2
[
M0W
T
n−1,hBWh +
n−1∑
i=1
M iW
T
n−1,hBWi,h
]
.
(3.29)
In virtue of B = I − 112 A and UTh AUh ≥ 4 sin2 pih2 UTh Uh for any Uh ∈ RL−1, we conclude that
λ0h
2UTh BUh ≤ UTh AUh, ∀ Uh ∈ RL−1. (3.30)
On the other hand, since B is symmetric positive definite, there exists a (L−1)×(L−1)matrix C such that B = CTC .
Consequently, by Cauchy–Schwartz inequality,
V Th BUh = (CVh)TCUh ≤ ((CVh)TCVh)
1
2 ((CUh)
TCUh)
1
2 = (V Th BVh)
1
2 (UTh BUh)
1
2 (3.31)
for all Uh, Vh ∈ RL−1. Define
s0 = (WTh BWh)
1
2 , si = (WTi,hBWi,h)
1
2 (1 ≤ i ≤ n − 1), S = (s0, s1, . . . , sn−1)T.
Applying (3.30) and (3.31) to (3.29) and then summing the results, we reach that
λ0
n−1∑
i=0
s2i −
n−2∑
i=0
si si+1 −
n−1∑
i=0
M i si sn−1 ≤ 0. (3.32)
In terms of the matrix G, the above relation reads STGS ≤ 0. If G is positive definite, we obtain that S = 0 which
with the positive definite property of B implies that Wh = Wi,h = 0 for all 1 ≤ i ≤ n − 1. The proof of the theorem
is completed. 
We now search other uniqueness conditions which do not involve λ0.
Theorem 3.5. Let the condition in Lemma 3.1 hold. If, in addition,
max
1≤i≤n−1
{M0, 1+ M i } < pi2 (3.33)
and h < h(−max1≤i≤n−1{M0, 1+ M i }, 0), then the conclusions of Theorem 3.3 are also valid.
Proof. By (3.15) and (3.16),
A
(
Wh +
n−1∑
i=1
Wi,h
)
≤ max
1≤i≤n−1
{M0, 1+ M i }h2B
(
Wh +
n−1∑
i=1
Wi,h
)
,
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i.e., (
A − max
1≤i≤n−1
{M0, 1+ M i }h2B
)(
Wh +
n−1∑
i=1
Wi,h
)
≤ 0. (3.34)
In view of (3.33) and h < h(−max1≤i≤n−1{M0, 1 + M i }, 0), we assert from Lemma 2.1 that (A −
max1≤i≤n−1{M0, 1+ M i }h2B)−1 ≥ 0. Accordingly, we use (3.34) to deduce that
Wh +
n−1∑
i=1
Wi,h ≤ 0.
This holds only when Wh = Wi,h = 0 for all 1 ≤ i ≤ n − 1. 
Theorem 3.6. Let the condition in Lemma 3.1 hold. If, in addition,
Mn−1 < pi2, h < h(−Mn−1,−Mn−1),
n−2∑
i=0
8iM i <

8n, Mn−1 ≤ 0,
(8− Mn−1)8n−1, 0 < Mn−1 < 8,
2pi(1+ θ∗)8n−1, Mn−1 ≥ 8, h ≤ H,
(3.35)
where H < h(−Mn−1,−Mn−1) and θ∗ = −Mn−1/(pi2(1−pi2H2/12)) > −1, then the conclusions of Theorem 3.3
are also valid.
Proof. Applying the mean-value theorem to (3.15) and then using Lemma 2.2, we obtain that
‖Wh‖∞ ≤ ‖W1,h‖∞/8, ‖Wi,h‖∞ ≤ ‖Wi+1,h‖∞/8 (1 ≤ i ≤ n − 2) (3.36)
and
‖Wn−1,h‖∞ ≤

(
M0‖Wh‖∞ +
n−2∑
i=1
M i‖Wi,h‖∞
)
/8, Mn−1 ≤ 0,(
M0‖Wh‖∞ +
n−2∑
i=1
M i‖Wi,h‖∞
)
/(8− Mn−1), 0 < Mn−1 < 8,(
M0‖Wh‖∞ +
n−2∑
i=1
M i‖Wi,h‖∞
)
/(2pi(1+ θ∗)), Mn−1 ≥ 8, h ≤ H.
(3.37)
By these inequalities we have that
‖Wn−1,h‖∞ ≤

(
n−2∑
i=0
M i/8n−i
)
‖Wn−1,h‖∞, Mn−1 ≤ 0,(
n−2∑
i=0
M i/((8− Mn−1)8n−1−i )
)
‖Wn−1,h‖∞, 0 < Mn−1 < 8,(
n−2∑
i=0
M i/(2pi(1+ θ∗)8n−1−i )
)
‖Wn−1,h‖∞, Mn−1 ≥ 8, h ≤ H.
(3.38)
This relation with condition (3.35) ensures Wn−1,h = 0, and so by (3.36), Wh = Wi,h = 0 for all 0 ≤ i ≤ n− 2. 
In what follows, we shall use the following notations:
M
∗
i = M i (0 ≤ i ≤ n − 2),
M
∗
n−1 = max
k
max
{∣∣∣∣ ∂Fk∂un−1 (u0, u1, . . . , un−1)
∣∣∣∣ ; (u0, u1, . . . , un−1) ∈ 〈ŵh,k, w˜h,k〉} . (3.39)
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Theorem 3.7. Let the condition in Lemma 3.1 hold. If, in addition,
n−1∑
i=0
8iM
∗
i < 8
n, (3.40)
then the conclusions of Theorem 3.3 are also valid.
Proof. Applying Lemma 2.2 and the mean-value theorem to (3.15) gives that
‖Wh‖∞ ≤ ‖W1,h‖∞/8, ‖Wi,h‖∞ ≤ ‖Wi+1,h‖∞/8 (1 ≤ i ≤ n − 2),
‖Wn−1,h‖∞ ≤
(
M
∗
0‖Wh‖∞ +
n−1∑
i=1
M
∗
i ‖Wi,h‖∞
)
/8.
(3.41)
Consequently,
‖Wn−1,h‖∞ ≤
(
n−1∑
i=0
M
∗
i /8
n−i
)
‖Wn−1,h‖∞. (3.42)
The above inequalities with condition (3.40) imply Wh = Wi,h = 0 for all 0 ≤ i ≤ n − 1. 
Remark 3.1. Since we adopt the locally extreme values of F , at the right-hand side of the iterative scheme (3.4), the
monotone convergence of the produced sequences follows without any monotone requirement of F . This enlarges its
application.
Remark 3.2. If the function F(Vh, V1,h, . . . , Vn−2,h, Vn−1,h) is monotone in Vh and Vi,h (1 ≤ i ≤ n − 2), the
computation of the maximum and minimum values of the nonlinear function in (3.4) is trivial. Moreover, M i in (3.13)
is defined by
M i = mink min
{∣∣∣∣∂Fk∂ui (u0, u1, . . . , un−1)
∣∣∣∣ ; (u0, u1, . . . , un−1) ∈ 〈ŵh,k, w˜h,k〉} , 0 ≤ i ≤ n − 2.
Remark 3.3. If the function F(Vh, V1,h, . . . , Vn−2,h, Vn−1,h) is truly nonmonotone in Vh and Vi,h (1 ≤ i ≤ n − 2),
then the maximum and minimum values can be determined by considering the system
∂Fk
∂ui
= 0, 1 ≤ k ≤ L − 1; 0 ≤ i ≤ n − 2.
4. Rate of convergence of the iteration
Although the convergence of the iterative scheme (3.4) is guaranteed by Theorem 3.2, the explicit rate of
convergence is not known. In this section, we compare the produced sequences by (3.4) and formulate a simple
and easily verified condition to guarantee a geometric convergence of the iterations.
Let hypothesis (H1) hold, and let M ′ = diag(M ′1, . . . ,M ′L−1) be the diagonal matrix satisfying M ′ ≥ M ,
where M is the diagonal matrix in hypothesis (H1). Define M
′ = maxi M ′i and M ′ = mini M ′i . If h < min{h
(M,M), h(M ′,M ′)}, Lemma 3.1 and Theorem 3.2 ensure that the sequences {W′(m)h } = {(U ′
(m)
h ,U
′(m)
1,h , . . . ,U
′(m)
n−1,h)},
{W′(m)h } = {(U ′
(m)
h ,U
′(m)
1,h , . . . ,U
′(m)
n−1,h)} and {W
(m)
h } = {(U (m)h ,U (m)1,h , . . . ,U (m)n−1,h)}, {W(m)h } = {(U (m)h ,U (m)1,h , . . . ,
U (m)n−1,h)} from (3.4) with (W
′(0)
h ,W
′(0)
h ,M
∗) = (W˜h, Ŵh,M ′) and (W(0)h ,W(0)h ,M∗) = (W˜h, Ŵh,M) respectively,
are all well defined and possess the monotone property in (3.7). The following theorem gives a comparison result for
these sequences.
Theorem 4.1. The sequences {W′(m)h }, {W′(m)h }, {Wh
(m)} and {W(m)h } possess the property
W(m)h ≥W′
(m)
h , Wh
(m) ≤W′(m)h . (4.1)
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Proof. Let
Z
(m)
h = U ′
(m)
h −U (m)h , Z (m)i,h = U ′
(m)
i,h −U (m)i,h (1 ≤ i ≤ n − 1),
Z (m)h = U (m)h −U ′
(m)
h , Z
(m)
i,h = U (m)i,h −U ′
(m)
i,h (1 ≤ i ≤ n − 1).
Then by (3.4) and the monotone property of the sequences,
AZ
(1)
h = h2BZ (0)1,h = 0, AZ (1)i,h = h2BZ (0)i+1,h = 0 (1 ≤ i ≤ n − 2),
(A + h2BM ′)Z (1)n−1,h = h2B(M ′ − M)(U˜n−1,h −U (1)n−1,h) ≥ 0,
AZ (1)h = h2BZ (0)1,h = 0, AZ (1)i,h = h2BZ (0)i+1,h = 0 (1 ≤ i ≤ n − 2),
(A + h2BM ′)Z (1)n−1,h = h2B(M ′ − M)(U (1)n−1,h − Ûn−1,h) ≥ 0.
Using the nonnegative property of A−1 and (A+ h2BM ′)−1, we obtain thatW(1)h ≥W′
(1)
h andW
(1)
h ≤W′
(1)
h . Finally,
the comparison result (4.1) follows inductively. 
The comparison result (4.1) shows that with the same initial iterations, which are coupled upper and lower solutions,
the rate of convergence of the sequences from (3.4) depends on the choice of the diagonal matrix M∗: the smaller the
M∗, the faster the convergence.
To estimate explicitly the rate of convergence of the iterations we introduce the following lemma.
Lemma 4.1 (See [34]). Let A∗ be a nonsingular M-matrix. Then there exists a positive diagonal matrix D such that
the matrix DA∗D−1 is strictly diagonally dominant.
Theorem 4.2. Let the conditions in one of Theorems 3.3–3.7 hold, and let
{Wh (m)} = {(U (m)h ,U (m)1,h , . . . ,U (m)n−1,h)}, {W(m)h } = {(U (m)h ,U (m)1,h , . . . ,U (m)n−1,h)}
be the sequences from (3.4) with W
(0)
h = W˜h , W(0)h = Ŵh and M∗ = M. Denote by W∗h = (U∗h ,U∗1,h, . . . ,U∗n−1,h)
the unique solution of (2.8) in 〈Ŵh, W˜h〉. Let γ = ‖M‖∞, and let
E
(m)
0,h = U (m)h −U∗h , E (m)i,h = U (m)i,h −U∗i,h (1 ≤ i ≤ n − 1),
E (m)0,h = U∗h −U (m)h , E (m)i,h = U∗i,h −U (m)i,h (1 ≤ i ≤ n − 1).
If, in addition,
max
1≤i≤n−2
{2M0, 1+ 2M i , 1+ Mn−1} < pi2 (4.2)
and h < h(−max1≤i≤n−2{2M0, 1 + 2M i , 1 + Mn−1}, γ ), where M i (0 ≤ i ≤ n − 1) are defined by (3.13), then
there exists a positive diagonal matrix D˜ = diag(d˜1, . . . , d˜L−1) independent of m such that for all m = 1, 2, . . . ,∥∥∥∥∥n−1∑
i=0
(E
(m)
i,h + E (m)i,h )
∥∥∥∥∥∞ ≤
max
i
d˜i
min
i
d˜i
ρm
∥∥∥∥∥n−1∑
i=0
(E
(0)
i,h + E (0)i,h )
∥∥∥∥∥∞ , (4.3)
where
ρ = (γ + max
1≤i≤n−2
{2M0, 1+ 2M i , 1+ Mn−1})h2‖D˜(A + γ h2B)−1BD˜−1‖∞ < 1. (4.4)
Proof. We first note by the monotone property (3.7) that E
(m)
i,h ≥ 0 and E (m)i,h ≥ 0 for all 0 ≤ i ≤ n − 1. In
view of the comparison result in Theorem 4.1 it suffices to prove the conclusion for the case of M∗ = γ I . By
(2.8), (3.4) and the mean-value theorem, there exist two intermediate vectors (Ξ
(m−1)
h ,Ξ
(m−1)
1,h , . . . ,Ξ
(m−1)
n−2,h ) and
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(Ξ (m−1)h ,Ξ
(m−1)
1,h , . . . ,Ξ
(m−1)
n−2,h ) in S(m−1) such that
AE
(m)
i,h = h2BE (m−1)i+1,h (0 ≤ i ≤ n − 2),
(A + γ h2B)E (m)n−1,h = h2B
[
γ E
(m−1)
n−1,h + F(Ξ (m−1)h ,Ξ (m−1)1,h , . . . ,Ξ (m−1)n−2,h ,U (m−1)n−1,h )
−F(U∗h ,U∗1,h, . . . ,U∗n−2,h,U∗n−1,h)
]
,
AE (m)i,h = h2BE (m−1)i+1,h (0 ≤ i ≤ n − 2),
(A + γ h2B)E (m)n−1,h = h2B
[
γ E (m−1)n−1,h + F(U∗h ,U∗1,h, . . . ,U∗n−2,h,U∗n−1,h)
−F(Ξ (m−1)h ,Ξ (m−1)1,h , . . . ,Ξ (m−1)n−2,h ,U (m−1)n−1,h )
]
.
(4.5)
Set E (m)h =
∑n−1
i=0 (E
(m)
i,h +E (m)i,h ). Since h < h(−max1≤i≤n−2{2M0, 1+2M i , 1+Mn−1}, γ ), we have from Lemma 2.1
that (A + γ h2B)−1 ≥ 0. Using the notations in (3.13) and the monotone property of the sequences, it follows from
(4.5) that
0 ≤ E (m)h ≤ (γ + max1≤i≤n−2{2M0, 1+ 2M i , 1+ Mn−1})h
2(A + γ h2B)−1BE (m−1)h . (4.6)
Again by h < h(−max1≤i≤n−2{2M0, 1 + 2M i , 1 + Mn−1}, γ ) and Lemma 2.1, we conclude that the matrix
A − max1≤i≤n−2{2M0, 1 + 2M i , 1 + Mn−1}h2B is a nonsingular M-matrix. Therefore, by Lemma 4.1, there exists
a positive diagonal matrix D˜ = diag(d˜1, . . . , d˜L−1) such that
D˜(A − max
1≤i≤n−2
{2M0, 1+ 2M i , 1+ Mn−1}h2B)D˜−1
is strictly diagonally dominant. This shows that
(γ + max
1≤i≤n−2
{2M0, 1+ 2M i , 1+ Mn−1})h2 D˜B D˜−1E < D˜(A + γ h2B)D˜−1E
where E = (1, 1, . . . , 1)T. Since (A + γ h2B)−1 ≥ 0 and
(γ + max
1≤i≤n−2
{2M0, 1+ 2M i , 1+ Mn−1})h2B ≥ 0,
we assert that
ρ = (γ + max
1≤i≤n−2
{2M0, 1+ 2M i , 1+ Mn−1})h2‖D˜(A + γ h2B)−1BD˜−1‖∞ < 1.
Further by (4.6), ‖D˜E (m)h ‖∞ ≤ ρ‖D˜E (m−1)h ‖∞. This gives ‖D˜E (m)h ‖∞ ≤ ρm‖D˜E (0)h ‖∞, and so the desired
result (4.3) follows. 
The estimate (4.3) implies that the iteration (3.4) converges at least as rapidly as a geometric progression with the
ratio ρ given in (4.4).
Remark 4.1. The positive diagonal matrix D˜ in the above theorem may be taken as D˜ = diag(1/x1, . . . , 1/xL−1),
where xi > 0 is the i th component of
X = (A − max
1≤i≤n−2
{2M0, 1+ 2M i , 1+ Mn−1}h2B)−1E .
In fact, D˜(A −max1≤i≤n−2{2M0, 1+ 2M i , 1+ Mn−1}h2B)D˜−1E = D˜E > 0.
Remark 4.2. If the function F(Vh, V1,h, . . . , Vn−2,h, Vn−1,h) is monotone in Vh and Vi,h , the condition (4.2) can be
improved by
max
1≤i≤n−2
{M0, 1+ M i , 1+ Mn−1} < pi2. (4.7)
Remark 4.3. The relation (4.2) gives a simple and easily verified condition to guarantee a geometric convergence of
the iterations. The numerical results in Section 6 show that it is only sufficient. Improvement of this condition can be
interesting both theoretically and computationally.
Y.-M. Wang et al. / Computers and Mathematics with Applications 56 (2008) 499–521 513
5. Convergence of compact scheme
In this section, we deal with the convergence of the finite difference scheme (2.5) (or (2.8)), and show its accuracy
of fourth-order.
Let w(xk) = (u(xk), u1(xk), . . . , un−1(xk)) be the value of the solution of (2.2) at the mesh point xk , and
let wh(xk) = (uh(xk), u1,h(xk), . . . , un−1,h(xk)) be the solution of (2.5). We consider the errors e0,h(xk) =
u(xk)− uh(xk) and ei,h(xk) = ui (xk)− ui,h(xk). In fact, we have from (2.2), (2.4) and (2.5) that
−δ2hei,h(xk) = Phei+1,h(xk)+ O(h6) (0 ≤ i ≤ n − 2),
−δ2hen−1,h(xk) = Ph[Fk(u(xk), u1(xk), . . . , un−1(xk))
− Fk(uh(xk), u1,h(xk), . . . , un−1,h(xk))] + O(h6),
ei,h(0) = ei,h(1) = 0 (0 ≤ i ≤ n − 1), 1 ≤ k ≤ L − 1.
(5.1)
Theorem 5.1. Let
〈
w∗,k,w∗k
〉
be the set in Rn such that w(xk),wh(xk) ∈
〈
w∗,k,w∗k
〉
. Also let M i and M
∗
i (0 ≤ i ≤
n−1) be the constants defined by (3.13) and (3.39), respectively, with respect to 〈w∗,k,w∗k 〉. If u ∈ C6[0, 1] and either
condition (3.35) or condition (3.40) holds, then
max
k
|u(xk)− uh(xk)| ≤ C∗h4, max
k
|ui (xk)− ui,h(xk)| ≤ C∗h4 (1 ≤ i ≤ n − 1), (5.2)
where C∗ is a positive constant independent of h.
Proof. Let E∗i,h = maxk |ei,h(xk)|. Assume that condition (3.35) holds. Using the mean-value theorem and
Lemma 2.2, we obtain from (5.1) that
E∗i,h ≤ E∗i+1,h/8+ O(h4) (0 ≤ i ≤ n − 2) (5.3)
and
E∗n−1,h ≤

n−2∑
i=0
M i E
∗
i,h/8+ O(h4), Mn−1 ≤ 0,
n−2∑
i=0
M i E
∗
i,h/(8− Mn−1)+ O(h4), 0 < Mn−1 < 8,
n−2∑
i=0
M i E
∗
i,h/(2pi(1+ θ∗))+ O(h4), Mn−1 ≥ 8, h ≤ H.
(5.4)
Therefore,
E∗n−1,h ≤

(
n−2∑
i=0
M i/8n−i
)
E∗n−1,h + O(h4), Mn−1 ≤ 0,(
n−2∑
i=0
M i/((8− Mn−1)8n−1−i )
)
E∗n−1,h + O(h4), 0 < Mn−1 < 8,(
n−2∑
i=0
M i/(2pi(1+ θ∗)8n−1−i )
)
E∗n−1,h + O(h4), Mn−1 ≥ 8, h ≤ H.
(5.5)
Due to condition (3.35), there exists a positive constant C∗1 independent of h such that E∗n−1,h ≤ C∗1h4. This with
(5.3) gives the estimate (5.2).
We next assume that condition (3.40) is satisfied. Applying Lemma 2.2 and the mean-value theorem to (5.1) leads
to that
E∗i,h ≤ E∗i+1,h/8+ O(h4) (0 ≤ i ≤ n − 2),
E∗n−1,h ≤
n−1∑
i=0
M
∗
i E
∗
i,h/8+ O(h4).
(5.6)
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Consequently,
E∗i,h ≤ E∗n−1,h/8n−1−i + O(h4) (0 ≤ i ≤ n − 2),
E∗n−1,h ≤
(
n−1∑
i=0
M
∗
i /8
n−i
)
E∗n−1,h + O(h4).
(5.7)
By this relation and condition (3.40), we reach the estimate (5.2). 
Theorem 5.1 shows that the presented scheme (2.5) (or (2.8)) possesses the accuracy of fourth-order.
6. Numerical results
We now present some numerical results demonstrating the monotone convergence of iterative sequences and the
fourth-order accuracy of the numerical method, as predicted in the analysis. As mentioned in the previous sections, it is
necessary to find a pair of coupled upper and lower solutions for ensuring the monotone convergence of the sequences.
The construction of coupled upper and lower solutions depends mainly on the function F(Uh,U1,h, . . . ,Un−1,h). Our
examples below also illustrate some basic techniques for the construction of such pairs.
Example 1. Consider the fourth-order boundary value problemu(4) = σ(x) u
(2)
1+ u + q(x), 0 < x < 1,
u(0) = u(1) = 0, u(2)(0) = u(2)(1) = 0,
(6.1)
where σ(x) is a sign-changing continuous function and q(x) is a nonnegative continuous function. Clearly, problem
(6.1) is a special case of (1.2) with n = 2 and
f (x, u, v) = σ(x) v
1+ u + q(x). (6.2)
To obtain an explicit analytic solution of (6.1), we take a positive constant κ > 0 and choose
q(x) = κpi2
(
pi2 + σ(x)
1+ κ sin(pix)
)
sin(pix). (6.3)
Then the function u(x) = κ sin(pix) is a solution of (6.1). Moreover, q(x) ≥ 0 if σ(x) ≥ −pi2 in (0, 1).
For problem (6.1), the corresponding scheme (2.8) is now reduced to{
AUh = h2BU1,h,
AU1,h = h2BF(Uh,U1,h), (6.4)
where A and B are the same as before, and F(Uh,U1,h) is defined by (6.2) and (2.6) with n = 2. Since σ(x) changes
sign, F(Uh,U1,h) is not monotone in Uh .
To find a pair of coupled upper and lower solutions of (6.4), we consider the following auxiliary linear system{
AZ˜ = σh2B Z˜ + δh2BE,
AW˜ = h2B Z˜ , (6.5)
where σ and δ are sufficiently large so that |σ(x)| ≤ σ and q(x) ≤ δ in (0, 1), E ∈ RL−1 is a vector whose components
are all one. By Lemma 2.1, the system (6.5) admits a unique solution (W˜ , Z˜) and (W˜ , Z˜) ≥ (0, 0) if σ < pi2 and
h <
√
12
pi2
(1− σ
pi2
). It is easy to verify that F(U, V ) ≤ σV + δE for all (U, V ) ≥ (0, 0). Consequently, the pair
W˜h = (W˜ , Z˜) and Ŵh = (0, 0) are coupled upper and lower solutions of (6.4).
Since ∂F j/∂u1 = −σ/(1 + u) ≥ −σ for all u ≥ 0, the matrix M∗ in the iterative scheme (3.4) may be chosen
as M∗ = σ I . Let κ = 1, σ(x) = cos(pix), σ = 1 and δ = κpi2(pi2 + 1). Taking (U (0)h ,U (0)1,h) = (W˜ , Z˜) and
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Fig. 6.1. The monotone property of {U (m)h ,U (m)h } at xi = 0.5 (solid line: U
(m)
h ; dashed line: U
(m)
h ).
(U (0)h ,U
(0)
1,h) = (0, 0), we compute the corresponding sequences {(U
(m)
h ,U
(m)
1,h )} and {(U (m)h ,U (m)1,h )} from the iterative
scheme (3.4) with n = 2. The termination criterion of the iterations is determined by
‖U (m)h −U (m)h ‖∞ + ‖U
(m)
1,h −U (m)1,h ‖∞ < ε, (6.6)
for various ε > 0.
Numerical results of the sequences {U (m)h } and {U (m)h } at xi = 0.5 with h = 1/40 are plotted in Fig. 6.1. As
expected from the theoretical analysis, the sequence {U (m)h } is monotone nonincreasing while the sequence {U (m)h } is
monotone nondecreasing.
In the numerical computations, the sequences {(U (m)h ,U (m)1,h )} and {(U (m)h ,U (m)1,h )} tend to the same limit (U∗h ,U∗1,h)
as m → ∞. This indicates that the limit (U∗h ,U∗1,h) is the unique solution of (6.4) in 〈Ŵh, W˜h〉. Therefore, we may
take U
(m∗)
h (Max sol.) or U
(m∗)
h (Min sol.) as the computed solution U
∗
h where m
∗ is the required number of iterations
for the tolerance ε = 10−12.
In Table 6.1, we list the values of U∗h at various xi with different h. We also list the values of the true analytic
solution u (True sol.) and the corresponding number of iterations (Number of iter.). Clearly, the computed solution
meets the true solution closely, and the numerical error decays as the mesh size decreases.
To demonstrate the geometric convergence of iterations, we compute the errors
e(m) = ‖U (m)h −U∗h +U (m)1,h −U∗1,h +U∗h −U (m)h +U∗1,h −U (m)1,h ‖∞ (6.7)
and the ratios
r(m) = e(m)/e(m − 1) (6.8)
with h = 1/40.
Let κ = 0.1. In this case, conditions (3.14) and (4.2) are both satisfied. In Fig. 6.2, we present the errors e(m) and
the ratios r(m). Our numerical results show that
e(m) ≤ 0.14713e(m − 1) ≤ · · · ≤ 0.14713me(1). (6.9)
This implies that the errors e(m) decay at least as rapidly as a geometric progression with ratio ρ = 0.14713.
Next, we choose κ = 0.7. In this situation, the condition (3.14) still holds, but the condition (4.2) is not satisfied.
The corresponding errors e(m) and ratios r(m) are given in Fig. 6.3. The numerical results show that the iterations
converge geometrically with the ratio ρ = 0.17645. This fact implies that condition (4.2) is only a sufficient condition
to guarantee a geometric convergence of the iterations.
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Table 6.1
The computed solution and the true analytic solution for Example 1
h x = 0.1 x = 0.3 x = 0.5 Number of iter.
Max sol. 0.30904218975963 0.80908294315916 1.00008149691710
1/10 Min sol. 0.30904218975962 0.80908294315914 1.00008149691708 19
True sol. 0.30901699437495 0.80901699437495 1.00000000000000
Max sol. 0.30901856443396 0.80902110399158 1.00000507849374
1/20 Min sol. 0.30901856443395 0.80902110399156 1.00000507849372 19
True sol. 0.30901699437495 0.80901699437495 1.00000000000000
Max sol. 0.30901709243148 0.80901725103709 1.00000031717240
1/40 Min sol. 0.30901709243147 0.80901725103708 1.00000031717237 19
True sol. 0.30901699437495 0.80901699437495 1.00000000000000
Max sol. 0.30901700050238 0.80901701041346 1.00000001981972
1/80 Min sol. 0.30901700050238 0.80901701041344 1.00000001981970 19
True sol. 0.30901699437495 0.80901699437495 1.00000000000000
Max sol. 0.30901699475792 0.80901699537737 1.00000000123876
1/160 Min sol. 0.30901699475792 0.80901699537736 1.00000000123873 19
True sol. 0.30901699437495 0.80901699437495 1.00000000000000
Max sol. 0.30901699439896 0.80901699443782 1.00000000007770
1/320 Min sol. 0.30901699439896 0.80901699443780 1.00000000007768 19
True sol. 0.30901699437495 0.80901699437495 1.00000000000000
Fig. 6.2. The errors e(m) and the ratios r(m) for κ = 0.1.
To demonstrate the accuracy of the scheme (6.4), we compute the maximum absolute error error1(h) and the
convergence order order1(h), which are defined by
error1(h) = ‖U∗h −U‖∞, order1(h) = log2(error1(h)/error1(h/2)), (6.10)
where U denotes the true solution vector. The values of error1(h) and order1(h) with various h and κ = 1 are
presented in Table 6.2. We see that the numerical solution U∗h is fourth-order accurate. This coincides well with the
theoretical analysis.
For comparison, we also solve (6.1) by the standard finite difference (SFD) method as in [21,36]. This method
leads to a system of nonlinear algebraic equations in the form (6.4) with B = I . Thus, a similar iterative scheme
as (3.4) can be used in actual computation. The corresponding maximum absolute error and convergence order are
denoted by error2(h) and order2(h), respectively. The values of error2(h) and order2(h) with various h and κ = 1
are also listed in Table 6.2. We see that the standard method possesses only the second-order accuracy.
To compare the computational work, the number of iterations (Number of iter.) for scheme (6.4) and SFD scheme
are also given in Table 6.2, where the initial iterations (U
(0)
h ,U
(0)
1,h) = (δΦ, δΦ) and (U (0)h ,U (0)1,h) = (0, 0) with
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Fig. 6.3. The errors e(m) and the ratios r(m) for κ = 0.7.
Table 6.2
The comparison between scheme (6.4) and SFD scheme for Example 1
h Scheme (6.4) SFD scheme
error1(h) order1(h) Number of iter. error2(h) order2(h) Number of iter.
1/10 8.1497e−005 4.00427 19 0.016600 2.00982 19
1/20 5.0785e−006 4.00106 19 0.0041218 2.00245 19
1/40 3.1717e−007 4.00026 19 0.0010287 2.00061 19
1/80 1.9820e−008 4.00000 19 2.5706e−004 2.00015 19
1/160 1.2387e−009 3.99520 19 6.4259e−005 2.00004 19
1/320 7.7679e−011 19 1.6064e−005 19
δ = (pi4+pi2)/5 and Φ = (sin(pih), sin(2pih), . . . , sin((L−1)pih))T are used. It is seen that these two schemes have
the same number of iterations.
The above comparison results clearly indicate that the presented scheme (6.4) is more efficient than the standard
finite difference method.
Example 2. Consider the sixth-order boundary value problem−u
(6) = σ1(x)u p + σ2(x)
(
u(2)
pi2
)r
+ σ3(x)
(
u(4)
pi4
)s
+ q(x), 0 < x < 1,
u(2i)(0) = u(2i)(1) = 0, i = 1, 2, 3,
(6.11)
where σi (x) is a continuous function (i = 1, 2, 3), q(x) is a nonnegative continuous function, and p, r, s are some
positive integers satisfying p ≥ 1, r ≥ 1 and s ≥ 1. Clearly, problem (6.11) is a special case of (1.2) with n = 3 and
f (x, u, v, w) = σ1(x)u p + σ2(x)
( v
pi2
)r + σ3(x) ( w
pi4
)s + q(x). (6.12)
Let
q(x) = (pi6 − σ1(x) sinp−1(pix)+ (−1)r+1σ2(x) sinr−1(pix)− σ3 sins−1(pix)) sin(pix). (6.13)
Then u(x) = sinpix is a solution of (6.11). The corresponding scheme (2.8) for problem (6.11) is now reduced to
AUh = h2BU1,h,
AU1,h = h2BU2,h,
AU2,h = h2BF(Uh,U1,h,U2,h),
(6.14)
where A and B are the same as before, and F(Uh,U1,h,U2,h) is defined by (6.12) and (2.6) with n = 3. Similarly
to Example 1, the function F(Uh,U1,h,U2,h) is not monotone in Uh and U1,h provided that σ1(x) and σ2(x) change
sign.
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To construct a pair of coupled upper and lower solutions, we assume that there exists a positive constant σ such
that |σi (x)| ≤ σ for x ∈ (0, 1) and i = 1, 2, 3. Clearly,
(pi6 − 3σ) sin(pix) ≤ q(x) ≤ (pi6 + 3σ) sin(pix). (6.15)
Accordingly, for all (u, v, w) ≥ (0, 0, 0),
(pi6 − 3σ) sin(kpih)− σ
(
u p +
( v
pi2
)r + ( w
pi4
)s) ≤ Fk(u, v, w)
≤ σ
(
u p +
( v
pi2
)r + ( w
pi4
)s)+ (pi6 + 3σ) sin(kpih). (6.16)
We construct a pair of coupled upper and lower solutions in the form
Ŵh = (0, 0, 0), W˜h = (δΦ, δΦ, δΦ), (6.17)
where Φ = (sin(pih), sin(2pih), . . . , sin((L − 1)pih))T, and δ is a positive constant. Since AΦ = λ0h2BΦ, where λ0
is the same as in (3.13), we have from (6.16) that this pair is coupled upper and lower solutions of (6.14) if
λ0δBΦ ≥ δBΦ,
λ0δBΦ ≥
(
σ
(
δ p +
(
δ
pi2
)r
+
(
δ
pi4
)s)
+ pi6 + 3σ
)
BΦ,
0 ≤
(
−σ
(
δ p +
(
δ
pi2
)r)
+ pi6 − 3σ
)
BΦ.
(6.18)
In view of λ0 ≥ 6 for all h ≤ 1, the first inequality holds for every δ > 0, while the second and the third inequalities
are fulfilled if
σ
(
3+ δ p +
(
δ
pi2
)r)
≤ pi6 ≤ λ0δ − σ
(
3+ δ p +
(
δ
pi2
)r
+
(
δ
pi4
)s)
. (6.19)
This relation gives a sufficient condition for ensuring that the pair in (6.17) is coupled upper and lower solutions of
(6.14).
Let (p, r, s) = (1, 2, 3), σi (x) = 0.1 cos(pix) (i = 1, 2, 3), σ = 0.1 and δ = 170. A simple calculation shows that
the requirement (6.19) is satisfied by this choice. Thereby, the pair Ŵh and W˜h in (6.17) with δ = 170 are coupled
upper and lower solutions of (6.14). Taking (U
(0)
h ,U
(0)
1,h,U
(0)
2,h) = (δΦ, δΦ, δΦ) and (U (0)h ,U (0)1,h,U (0)2,h) = (0, 0, 0)
we compute the corresponding sequences {(U (m)h ,U (m)1,h ,U (m)2,h )} and {(U (m)h ,U (m)1,h ,U (m)2,h )} from the iterative scheme
(3.4) with M∗ = I . The termination criterion of the iterations is still determined by (6.6) for various ε > 0. As
in Example 1, these two sequences possess the monotone property given by Theorem 3.2. Moreover, they converge
to the same limit (U∗h ,U∗1,h,U∗2,h) as m → ∞, and so the limit (U∗h ,U∗1,h,U∗2,h) is the unique solution of (6.14) in
〈Ŵh, W˜h〉. We choose U (m
∗)
h (Max sol.) or U
(m∗)
h (Min sol.) as the computed solution U
∗
h , where m
∗ is the required
number of iterations for the tolerance ε = 10−12.
Numerical results ofU∗h and the true analytic solution u (True sol.) of (6.11) at various xi with different h are listed
in Table 6.3. In this table, we also list the corresponding number of iterations (Number of iter.).
In Fig. 6.4, we plot the numerical errors
e(m) =
∥∥∥∥∥U (m)h −U∗h + 2∑
i=1
(U
(m)
i,h −U∗i,h)+U∗h −U (m)h +
2∑
i=1
(U∗i,h −U (m)i,h )
∥∥∥∥∥∞ (6.20)
and the ratios r(m) defined by (6.8), where h = 1/40. These numerical results show that
e(m) ≤ 0.09968e(m − 1) ≤ · · · ≤ 0.09968me(1). (6.21)
Therefore, the sequences converge geometrically with ratio ρ = 0.09968.
In addition to scheme (6.14), we also compute the numerical solution of (6.11) by the standard finite difference
(SFD) scheme as in [21,36]. For the resulting nonlinear discrete system from SFD scheme, we use a similar iterative
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Table 6.3
The computed solution and the true analytic solution for Example 2
h x = 0.1 x = 0.3 x = 0.5 Number of iter.
Max sol. 0.30905476997953 0.80911589232994 1.00012224487734
1/10 Min sol. 0.30905476997950 0.80911589232985 1.00012224487722 15
True sol. 0.30901699437495 0.80901699437495 1.00000000000000
Max sol. 0.30901934832246 0.80902315709815 1.00000761756234
1/20 Min sol. 0.30901934832242 0.80902315709805 1.00000761756222 15
True sol. 0.30901699437495 0.80901699437495 1.00000000000000
Max sol. 0.30901714138829 0.80901737926140 1.00000047574692
1/40 Min sol. 0.30901714138825 0.80901737926130 1.00000047574679 15
True sol. 0.30901699437495 0.80901699437495 1.00000000000000
Max sol. 0.30901700356163 0.80901701842604 1.00000002972884
1/80 Min sol. 0.30901700356160 0.80901701842594 1.00000002972872 15
True sol. 0.30901699437495 0.80901699437495 1.00000000000000
Max sol. 0.30901699494913 0.80901699587816 1.00000000185808
1/160 Min sol. 0.30901699494909 0.80901699587806 1.00000000185796 15
True sol. 0.30901699437495 0.80901699437495 1.00000000000000
Max sol. 0.30901699441094 0.80901699446920 1.00000000011650
1/320 Min sol. 0.30901699441091 0.80901699446910 1.00000000011638 15
True sol. 0.30901699437495 0.80901699437495 1.00000000000000
Fig. 6.4. The errors e(m) and the ratios r(m) for Example 2.
scheme as (3.4) with the same initial iterations in (6.17). The maximum absolute error and the convergence order
for these two schemes are defined as in Example 1 (see (6.10)), and their values with various h and the tolerance
ε = 10−12 are presented in Table 6.4. The corresponding number of iterations (Number of iter.) is also given as
a comparison. We see that these two schemes have the same number of iterations, but the presented scheme (6.14)
converges about twice as fast as the SFD scheme.
Appendix
In this Appendix we prove (3.11).
Since F(Uh,U1,h, . . . ,Un−1,h) is continuous in 〈Ŵh, W˜h〉, we have that for arbitrary ε > 0 there exists a positive
number δ such that when (Uh,U1,h, . . . ,Un−1,h), (U ′h,U ′1,h, . . . ,U ′n−1,h) ∈ 〈Ŵh, W˜h〉 and ‖Uh −U ′h‖∞ + ‖U1,h −
U ′1,h‖∞ + · · · + ‖Un−1,h −U ′n−1,h‖∞ < δ,
‖F(Uh,U1,h, . . . ,Un−1,h)− F(U ′h,U ′1,h, . . . ,U ′n−1,h)‖∞ < ε/2. (A.1)
520 Y.-M. Wang et al. / Computers and Mathematics with Applications 56 (2008) 499–521
Table 6.4
The comparison between scheme (6.14) and SFD scheme for Example 2
h Scheme (6.14) SFD scheme
error1(h) order1(h) Number of iter. error2(h) order2(h) Number of iter.
1/10 1.2224e−004 4.00430 15 0.025002 2.01429 15
1/20 7.6176e−006 4.00106 15 0.0061888 2.00356 15
1/40 4.7575e−007 4.00026 15 0.0015434 2.00089 15
1/80 2.9729e−008 4.00007 15 3.8561e−004 2.00022 15
1/160 1.8580e−009 3.99678 15 9.6388e−005 2.00006 15
1/320 1.1638e−010 15 2.4096e−005 15
For the above δ > 0 and ε > 0, there exists a positive integer m0 such that when m ≥ m0,
‖U (m)h −U h‖∞ < δ/n, ‖U (m)i,h −U i,h‖∞ < δ/n (1 ≤ i ≤ n − 1),
‖U (m)h −U h‖∞ < δ/n, ‖U (m)i,h −U i,h‖∞ < δ/n (1 ≤ i ≤ n − 1),
‖M‖∞‖U (m)n−1,h −U n−1,h‖∞ < ε/2.
(A.2)
Let
Gm = max
(Vh ,V1,h ,...,Vn−2,h)∈S(m)
F(Vh, V1,h, . . . , Vn−2,h,U
(m)
n−1,h),
G = max
Zh≤(Vh ,V1,h ,...,Vn−2,h)≤Zh
F(Vh, V1,h, . . . , Vn−2,h,U n−1,h).
(A.3)
The continuity of the function F ensures that Gm and G are both well defined. Moreover by hypothesis (H1),
MU
(m)
n−1,h + Gm ≥ MU n−1,h + G.
Let (U (m)h ,U
(m)
1,h , . . . ,U
(m)
n−2,h) ∈ S(m) such that Gm = F(U (m)h ,U (m)1,h , . . . ,U (m)n−2,h,U
(m)
n−1,h), and let uh,k , uh,k ,
ui,h,k , ui,h,k , u
(m)
h,k and u
(m)
i,h,k denote the kth component of U h , U h , U i,h , U i,h , U
(m)
h and U
(m)
i,h , respectively. Then by
(A.2),
uh,k − δ/n ≤ u(m)h,k ≤ uh,k + δ/n, ui,h,k − δ/n ≤ u(m)i,h,k ≤ ui,h,k + δ/n (1 ≤ i ≤ n − 2) (A.4)
whenever m ≥ m0. Define
q(m)h,k =

uh,k, uh,k − δ/n ≤ u(m)h,k ≤ uh,k,
u(m)h,k , uh,k ≤ u(m)h,k ≤ uh,k,
uh,k, uh,k ≤ u(m)h,k ≤ uh,k + δ/n,
q(m)i,h,k =

ui,h,k, ui,h,k − δ/n ≤ u(m)i,h,k ≤ ui,h,k,
u(m)i,h,k, ui,h,k ≤ u(m)i,h,k ≤ ui,h,k,
ui,h,k, ui,h,k ≤ u(m)i,h,k ≤ ui,h,k + δ/n,
and let Q(m)h = (q(m)h,1 , q(m)h,2 , . . . , q(m)h,L−1)T and Q(m)i,h = (q(m)i,h,1, q(m)i,h,2, . . . , q(m)i,h,L−1)T (1 ≤ i ≤ n − 2). Then when
m ≥ m0,
Zh ≤ (Q(m)h , Q(m)1,h , . . . , Q(m)n−2,h) ≤ Zh, ‖Q(m)h −U (m)h ‖∞ ≤ δ/n, ‖Q(m)i,h −U (m)i,h ‖∞ ≤ δ/n.
Therefore when m ≥ m0, F(Q(m)h , Q(m)1,h , . . . , Q(m)n−2,h,Un−1,h) ≤ G which implies that
0 ≤ MU (m)n−1,h + Gm − MU n−1,h − G ≤ M(U (m)n−1,h −Un−1,h)
+ F(U (m)h ,U (m)1,h , . . . ,U (m)n−2,h,U
(m)
n−1,h)− F(Q(m)h , Q(m)1,h , . . . , Q(m)n−2,h,U n−1,h). (A.5)
Moreover by (A.1),
‖F(U (m)h ,U (m)1,h , . . . ,U (m)n−2,h,U
(m)
n−1,h)− F(Q(m)h , Q(m)1,h , . . . , Q(m)n−2,h,Un−1,h)‖∞ < ε/2, (A.6)
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whenever m ≥ m0. A combination of (A.5), (A.2) and (A.6) leads to that when m ≥ m0,
‖MU (m)n−1,h + Gm − MUn−1,h − G‖∞ < ε.
The first equality in (3.11) is proved. The proof for the second equality is similar.
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