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Abstract. Through analytical expressions, we state the asymptotic behaviour of the
positive solutions of the differential equation denoted in the title, depending on the orbit
of the two dimensional autonomous system into which this differential equation is trans-
formed. We treat the case when this autonomous system has an improper node as its critical
point.
1. Introduction
Let us consider a second order nonlinear differential equation
x ′′ = tαλ−2x1+α (′= d/dt, α, λ : real parameters) (E)
in a region 0 < t < ∞, 0 < x < ∞. This differential equation relates to many fields —
atomic physics, dynamics, theories of partial differential equations, Riemannian geometry,
etc. (see [1, 6]). Also, many authors treated (E) or general types of (E) in [1, 2, 4, 5, 6, 7, 8,
11, 25, etc.]. However in these papers, all solutions were not obtained. On the other hand,
in [8, 9], T. Saito showed a way which enabled us to get all solutions. In fact, we got all
solutions in [14] in Case α > 0 and λ > 0 in the following way: Given an arbitrary initial
condition
x(t0) = A , x ′(t0) = B (I)
(0 < t0 < ∞, 0 < A < ∞, −∞ < B < ∞) ,
we showed the domain of the solution of the inital value problem (E), (I), and got the
analytical expressions of the solution in the neighbourhoods of the ends of the domain.
In this way, we considered (E) of Case α > 0, λ ≤ 0 and Case λ0 < α < 0, λ < −1
in [16, 21, 23]. Here
λ0 = − (2λ+ 1)
2
4λ(λ+ 1) .
Moreover a transformation (x, t) → (x/t, 1/t) of Panayotounakos and Sotiropoulos
reduces Case λ0 < α < 0, λ > 0 to the above Case λ0 < α < 0, λ < −1 (see [8]).
2010 Mathematics Subject Classification: Primary 34D05; Secondary 34C11.
Key words and phrases: asymptotic behaviour, analytical expression, initial value problem, first order rational
differential equation, two dimensional autonomous system.
15
16 I. TSUKAMOTO
That is, we already treated all cases in the superlinear case α > 0, and Case λ0 < α < 0,
λ < −1, λ > 0 in the sublinear case α < 0. So the remaining cases are as follows:
(i) α = λ0, λ < −1, λ > 0,
(ii) α < λ0, λ < −1, λ > 0,
(iii) α < 0, −1 ≤ λ ≤ 0.
In considering these cases, we follow the way of [8, 9], and transform (E) into a two di-
mensional autonomous system. From Theorem A of [12], it is a characteristic property of
(E) that such a transformation is possible. Also, such autonomous systems of Cases (i), (ii),
(iii) have different kinds of critical points or different shapes, and so we treat only (i) in
this paper. As the Panayotounakos and Sotiropoulos transformation reduce Case λ < −1
to Case λ > 0, we assume
α = λ0(< 0) , λ > 0
hereafter, and we clarify asymptotic behaviour of the positive solution of (E), (I) in the way
stated above.
Our discussion will be carried out as follows: We state our theorems in Section 2. The
proofs are done in Sections 3, 4, 5. The two dimensional autonomous system obtained from
(E) has critical points (0, 0), (1, 0). We discuss the orbits of this system tending to (1, 0) in
Section 3, and those approaching (0, 0) and those continuable infinitely in Section 4. We
draw the phase portrait of that system and completes the proofs in Section 5.
2. Statements of our theorems
We first use Saito’s transformation
y = ψ(t)−αxα , z = ty ′ (T)
where ψ(t) = {λ(λ+ 1)}1/αt−λ is a particular solution of (E), and transform (E) into a first
order rational differential equation
dz
dy
= (α − 1)z
2 + α(2λ+ 1)yz+ α2λ(λ + 1)y2(y − 1)
αyz
. (R)






= (α − 1)z2 + α(2λ+ 1)yz+ α2λ(λ+ 1)y2(y − 1)
(S)
whose critical points are (0, 0), (1, 0). Notice that a solution z = z(y) of (R) represents an
orbit (y, z) of (S).
As proved below, the phase portrait of (S) is drawn as in Figure 1, where the directions
of the orbits are known from dy/ds = αyz of (S). Moreover, define
β = 2λ+ 1
2
,
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and let Γ1, Γ2 denote unique orbits lying respectively in y < 1, y > 1 such that





(y − 1)+ · · ·
}
(2.1)
in the neighbourhood of y = 1. Here · · · denotes a convergent power series starting from










(vn : constants) (2.2)
in the neighbourhood of y = 0. In Case −2 < α < 0, let Γ4, Γ5 denote unique orbits lying















2λ(λ+ 1) (< 0) , ξ = y
−1/2, uk : constants.
The orbits Γ1, Γ2, Γ3 appear in both of Cases α ≤ −2 and −2 < α < 0, but orbits Γ4,





2 − 1)/2 respectively in Cases α ≤ −2, −2 < α < 0.
Now, let x(t) be the solution of the initial value problem (E), (I). Then from (T) we
get an orbit (y, z) of (S) passing (y0, z0) where













and z0 if we put t = t0. That is, if we take (t0, A,B) in (I) then (y0, z0) is put in the phase
plane of (S). Then we state our theorems:
THEOREM 1. If (y0, z0) lies on Γ1 or Γ2, then x(t) is defined for 0 < t < ∞. In




















FIGURE 1. Phase portrait of (S)
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if −1/α(λ + 1) ∈ N , where K , xmn are constants and pk are polynomials with degpk ≤
[−α(λ+ 1)k]. Here xk , K , xmn, the coefficients of pk depend on (t0, A,B) of (I).
Notice that in the representations of x(t) in the following theorems, constants C1, C2,
C3, xjk , K , etc. depend on (t0, A,B) of (I) as well.
THEOREM 2. If (y0, z0) lies on Γ3, then x(t) is defined for 0 < t < ∞. As t → +0,
x(t) is represented as
x(t) = ψ(t)
{
1 + C1(C2t β)1+εN (t)
}
+O(t1/2+βεN(t)(− log t)−N) (2.7)




xjk(C3 − log t)−j {(C3 − log t)−1 log(C3 − log t)}k ,
N is an arbitrary positive integer, xjk are constants such that
x10 = − logβ
β
, x01 = − 1
β
, x0k = 0 (k ≥ 2) ,
and
C3 = − logC2
β
.










where K , xk are constants.
While N is arbitrary, it is not true that the error term of (2.7) tends to 0 as N → ∞.
Now, suppose α ≤ −2. Then we get the following:
THEOREM 3. If (y0, z0) lies except on Γ1, Γ2, Γ3, then x(t) is defined for 0 < t <
∞. As t → +0, x(t) is represented as (2.7), and in the neighbourhood of t = ∞, we have
(2.5), (2.6).
Next, suppose −2 < α < 0. Then (S) has orbits continuable to y = ∞ such as Γ4, Γ5
of Figure 1, and we have the following:
THEOREM 4. If (y0, z0) lies on Γ4, then x(t) is defined for 0 < t < ω+ (ω+: a posi-
tive constant). Moreover as t → +0, x(t) is represented as (2.7), and in the neighbourhood















where xk are constants.
THEOREM 5. If (y0, z0) lies on Γ5, then x(t) is defined for ω− < t < ∞ (ω−: a














where xk are constants, and in the neighbourhood of t = ∞, x(t) is expressed as (2.5),
(2.6).
The following theorems concern the case when (y0, z0) does not exist on a unique
orbit.
THEOREM 6. If (y0, z0) lies in the region which Γ3, Γ4, the positive z axis surround,
then x(t) is defined for 0 < t < ω+. Moreover as t → +0, x(t) is represented as (2.7),
and in the neighbourhood of t = ω+, as






xjkl(ω+ − t)j (ω+ − t)−(α/2)k(ω+ − t)((α+2)/2)l
⎫⎬
⎭ (2.11)
where K , xjkl are constants.
THEOREM 7. If (y0, z0) lies in the region below Γ5, then x(t) is defined for ω− <
t < ∞. Furthermore in the neighbourhood of t = ω−, x(t) is represented as






xjkl(t − ω−)j (t − ω−)−(α/2)k(t − ω−)((α+2)/2)l
⎫⎬
⎭ (2.12)
where L, xjkl are constants.
THEOREM 8. If (y0, z0) lies in the region which Γ3, Γ4, Γ5 surround, then the state-
ment of Theorem 3 follows.
If (y0, z0) = (1, 0), then we easily get x(t) = ψ(t) from (T).
3. On orbits of (S) tending to the critical point (1, 0)




2 − 1)z2 + 8β3yz− 4β4y2(y − 1)
4β2yz
(3.1)
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= (8β2 − 1)z2 + 8β3yz− 4β4y2(y − 1) ,
(3.2)
where β/2 of [22] is replaced with β. (3.2) is also got from replacing s with −4λ(λ + 1)s
in (S), and so the direction of the orbits of (3.2) is opposite to that of the orbits of (S). For




= 4β2(1 + η)ζ
dζ
ds
= (8β2 − 1)ζ 2 + 8β3(1 + η)ζ − 4β4(1 + η)2η .
(3.3)
LEMMA 1. If (η, ζ ) denotes an orbit of (3.3) tending to (0, 0), then we have ζ/η →
β as η → 0.
This is Lemma 1 of [22] and the proof is omitted. The proof is similar to that of
Lemma 1 of [14]. Now we state the following:
LEMMA 2. The orbit (y, z) of (S) tending to (1, 0) is represented as either









z = β(y − 1)
[











in the neighbourhood of y = 1. Here N is a positive integer,H = H(X) is a solution of an
equation
H − log(H + 1) = X (X : some given variable) ,
C, pjk are constants, andΩN is a function with
|ΩN | ≤ KN | log |y − 1||−N (KN : a constant) .
































+ · · · . (3.6)
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+ · · ·
such that u → 0 as η → 0. Let û denote this and put v = u− û. Then we get













































+ · · · .





















which has a general solution
θ = −βH(C − log |η|)−1 .
Therefore we determine w, v, and u as
u = û+
{
















From these, solutions of (3.6) are given as u = û and (3.7). Hence returning to the
original variables y, z, we get (3.4) from u = û. As written in [3], if X−1, X−1 logX are
sufficiently small, then we get
H(X) = X
(
1 + X−1 logX + · · ·
)
(3.8)
where · · · is the double power series ofX−1, X−1 logX. Hence in (3.7) we may abbreviate
û, for
H(C − log |η|) = O(| log |η||) , û = O(η)
as η → 0. Therefore we have (3.5) from (3.7), and the proof is complete. 
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Since u = û exists uniquely, so does (3.4). We call the orbit (3.4) as Γ1 if (3.4) lies in
0 < y < 1, and as Γ2 if (3.4) lies in y > 1. Moreover in (3.4), (3.5) we have
y − 1
H(C − log |y − 1|)−1 ∼
y − 1




(y − 1) > −H(C − log |y − 1|)−1
in the neighbourhood of y = 1. Therefore in this neighbourhood, (3.4) gives a minimal
solution of (R) if y < 1, and a maximal solution of (R) if y > 1, namely Γ1 lies below the
orbit (3.5) if y < 1, and above (3.5) if y > 1. Here, applying (T) to (3.4), (3.5) we get
solutions of (E) as follows:









in the neighbourhood of t = 0.
This is Lemma 3 of [22] and the proof is omitted. Now we state the following lemmas:










= (−β log t +D)(1 +O((− log t)−N−1)) (3.9)
as t → +0, where ĉjk , D are constants, and
ĉ10 = 0 , ĉ01 = 1 , ĉ0k = 0 (k ≥ 2) .













where η = y − 1, z = ζ . Therefore from z = ty ′, we obtain
tη′ = βη
⎛


























H(X−1) = O(X−1) , O(X) = O(| log |η||) ,
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we have
































⎝a0 = 1, ak = ∑
q1+···+ql=k
p̂0q1 · · · p̂0ql
⎞
⎠ .
















On the other hand, if we write (3.8) as
H(X) = X
⎧⎨






















jk : constants) ,
and substituting this and X′ = −η′/η into (3.10),⎧⎨




−j (X−1 logX)k +O(X−N−1)
⎫⎬
⎭X′ = −βt
(c̃jk : constants) .









⎭ = −β log t +D +O(X−N) ,
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and hence
X ∼ −β log t as t → +0 ,
for
X = C − log |η| → ∞ as η → 0 .
This implies (3.9) and the proof is complete. 
LEMMA 5. From (3.5) we have a solution of (E) expressed as (2.7), namely
x(t) = ψ(t)
{
1 + C1(C2t β )1+εN(t)
}
+O(t1/2+βεN(t)(− log t)N )
as t → +0.
Proof. First, put
L = −β log t +D
in (3.9). Then we get
O((− log t)−N−1) = O(L−N−1) .











⎭ = L−1 +O(L−N−2) (3.11)
where d(1)jk are constants such that
d
(1)
10 = 0 , d(1)01 = −1 , d(1)0k = 0 (k ≥ 2) ,







−j (X−1 logX)k = logL+O(L−N−1) ,
d
(2)
jk being constants such that
d
(2)








−j (X−1 logX)k = L−1 logL+O(L−N−2 logL) (3.12)
where d(3)jk are constants such that
d
(3)
20 = 0 , d(3)11 = 1 , d(3)02 = −1 , d(3)0k = 0 (k ≥ 3) .
















jk being constants such that
d
(4)










−j (L−1 logL)k +O(L−N−1)
⎫⎬
⎭
where d(5)jk are constants such that
d
(5)
10 = 0 , d(5)01 = −1 , d(5)0k = 0 (k ≥ 2) , d(5)N+1 0 = 0 .







−j (L−1 logL)k ,
then from X = C − log |η|, we have
y = 1 + η = 1 + C0e−L(1+εN(t))(1 +O(L−N))
(C0 = ±eC = 0) .




1 + C1(C2tβ )1+εN(t)
}
+O(t1/2+βεN(t)(− log t)−N)
as t → +0. Here
C1 = C0
α
= 0 , C2 = e−D > 0 .
In fact, from L = −β log t +D we get
e−L = e−Dtβ , e−L(1+εN) = O(L−N) as t → +0 .










, x10 = − logβ
β
, x01 = − 1
β
, x0k = 0 (k ≥ 2) .
Now the proof is complete. 
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4. On the orbits tending to (0, 0) and the orbits continuable to y = ∞
First, let us consider the orbits of (S) tending to (0, 0).
LEMMA 6. If z = z(y) is a solution of (R) such that
lim






= αλ, α(λ + 1) .
This is Lemma 3.1 of [21] and the proof is omitted. Now in every case of the conclu-
sion of this lemma, we obtain a solution x = x(t) of (E) as follows:
LEMMA 7. (i) There exists a unique orbit z = z(y) of (S) such that limy→0 z(y)/y=









in the neighbourhood of t = ∞.
(ii) There exists an orbit z = z(y) such that limy→0 z(y)/y = α(λ + 1), and from
















if −1/α(λ+ 1) ∈N
respectively, in the neighbourhood of t = ∞.






v + (λ+ 1)y + · · ·
from which we get a unique holomorphic solution v = v(y) with v(0)= 0, for 1/αλ < 0










(vk : constants) . (4.1)
Applying (T) to (4.1), we get (2.8).
For proving (ii), it suffices to follow the line of the proof of (i) (see Proof of Lemma
3.2 of [21]). In the proof of (ii), we get the representation of z = z(y) as







y−1/α(λ+1)(h log y + C)
}n⎤⎦ (4.2)
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(vmn, h,C : constants, v01 = 1)
in the neighbourhood of y = 0, where h = 0 if −1/α(λ+ 1) /∈ N . 
Here we call the unique orbit (4.1) as Γ3. Next, let us consider the orbits of (S)
continuable to y = ∞. For this, it suffices to follow the discussion of Section 7 of [21],
and so we state only the outline.





= −α + 2
α
w + 2(2λ+ 1)ξw2 + 2αλ(λ+ 1)(1 − ξ2)w3 . (4.3)
Notice that if a solution z of (R) is continuable to y = ∞ and we have a solution w of (4.3)
from applying those transformations to z, then w is continuable to ξ = 0. So, let γ be a
point of accumulation of w as ξ → 0. Then we conclude the following:
LEMMA 8. If −2 < α < 0, then we obtain
γ = 0,±ρ .













in the neighbourhood of ξ = 0. Moreover there exists a unique solution of (4.3) for every
case of γ = ±ρ, and in the neighbourhood of ξ = 0 this is expressed as




k (ak : constants) . (4.5)
If α ≤ −2, then there does not exist γ .
This is Lemma 7.1 of [21], though the statement is changed. So, the proof is omitted.



















from (4.4), (4.5), respectively. Only these are the orbits continuable to y = ∞, and the
existence of (4.7) is unique from the unique existence of (4.5). Here, let us call the orbits
(4.7) as Γ4 if γ = −ρ, and as Γ5 if γ = ρ. Notice that in the region z > 0 of the phase
plane of (S), the orbits (4.6) lie above the orbit (4.7), and vice versa in the region z < 0, for
(1 − α)/α < −3/2.
If we apply (T) to (4.6), (4.7) or rather (4.4), (4.5), then we conclude the following:
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xjkl(ω+ − t)j (ω+ − t)−(α/2)k(ω+ − t)((α+2)/2)l
⎫⎬
⎭







xjkl(t − ω−)j (t − ω−)−(α/2)k(t − ω−)((α+2)/2)l
⎫⎬
⎭
in the neighourhood of t = ω−, if z < 0. Moreover from (4.7), we have a solution of (E)


























in the neighbourhood of t = ω−, if γ = ρ.
This is Lemma 7.2 of [21] and we omit the proof. Finally Lemma 8 and (4.6), (4.7)
directly imply the following:
LEMMA 10. (R) has a solution continuable to y = ∞, if and only if −2 < α < 0.
5. On the phase portrait of (S)
In the previous sections, we showed the existence of the orbits of (S) tending to the
critical points. Here we discuss the connexion among these orbits. For this, we first state
the following:
LEMMA 11. Every solution z = z(y) of (R) does not diverge as y → c, if c denotes
a nonnegative finite number in the closure of the domain of z(y).
This is Lemma 7.4 of [21] and the proof is omitted. Moreover the z axis of the phase
plane is an orbit
y = 0 , z = − 1
(α − 1)s + C (C : a constant)
of (S). So, no orbit of (S) passes the z axis, and from Lemma 11, an orbit of (S) tends to
the origin as y → 0, if this is continuable to y = 0. Now, let us consider the case when (R)
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FIGURE 2. Graphs of z = f (y, σ )—The arrows show the direction of the orbits of (S)
does not have a solution continuable to y = ∞. Then from Lemma 10 we get
α ≤ −2 ,
that is, 0 < λ ≤ (√2 − 1)/2, for α = λ0.
Here, put
f (y, σ ) = σy(1 − y) .
Then we have
∂f (0, σ )
∂y
= σ , ∂f (1, σ )
∂y
= −σ ,
and on the parabola z = f (y, σ )
d
ds
(z− f (y, σ )) = y2(1 − y){(α + 1)σ 2y − (σ − αλ)(σ − α(λ + 1))}
from (S). Moreover we obtain
α + 1 < − 1
4λ(λ+ 1) < 0
as α = λ0. Hence if σ ≤ α(λ + 1), σ ≥ αλ, then we obtain
d
ds
(z − f (y, σ )) < 0 (5.1)
on a segment 0 < y < 1, z = 0, and if σ = −β, then
d
ds
(z− f (y, β)) > y2(1 − y)
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× {(α + 1)σ 2 − σ 2 + α(2λ + 1)σ − α2λ(λ + 1)} = 0 (5.2)
on the same segment. Hence z = f (y,−β) lies between z = f (y, α(λ + 1)) and z =
f (y, αλ).







(y − 1)+ · · ·
}
− βy(y − 1)




+ · · ·
)
< 0
from (3.4) and therefore Γ1 lies below z = f (y,−β), which implies that Γ1 lies in a region
which z = f (y,−β) and z = f (y, α(λ + 1)) surround (see Figure 2). Thus from (5.1),
(5.2), Γ1 remains in this region and tends to the origin as s → −∞. Moreover since the





= α(λ + 1) . (5.3)
Since from (5.1), (5.2), Γ3 is included in a region which z = f (y, σ ) (σ > αλ) and
z = f (y,−β) surround, Γ3 tends to (1, 0) as s → ∞. If an orbit passes a point lying
above Γ1 and below Γ3, then as s → −∞ this tends to the origin and fulfils (5.3) from the
uniqueness of Γ3, and as s → ∞ this tends to (1, 0), remaining in the region which Γ1, Γ3
surround. Moreover, if an orbit passes a point lying in a region which Γ3 and the y axis
surround, then this tends to (1, 0) as s → ∞. Indeed, on the y axis we have
dz
ds
= α2λ(λ+ 1)y2(y − 1) (5.4)
from (S) and if 0 < y < 1 then dz/ds < 0, which implies that this orbit cannot get out
of this region as s → ∞. As s → −∞, from the uniqueness of Γ3 and Lemma 6 this
orbit does not tend to the origin in this region, from Lemma 11 this does not diverge to
z = ±∞, and from α ≤ −2 and Lemma 10 this is not continuable to y = ∞. Namely this
tends to the origin, moving round (1, 0) as in Figure 1. In this case this satisfies (5.3) from
the uniqueness of Γ3 again. In the similar reasoning, Γ2 tends to the origin with (5.3) as
s → −∞.
Here, recall that Γ1 lies below other orbits tending to (1, 0) in a region 0 < y < 1 and
Γ2 lies above those in a region y > 1, in the neighbourhood of y = 1. Then if the orbits lie
in a region which Γ1, Γ2 surround, these tend to the origin as s → −∞ and to (1, 0) in a
region y > 1 as s → ∞.
Finally, suppose that an orbit passes a point lying outside a closed region which Γ2,
Γ3 surround. Then if such a point lies in a region z < 0, from Lemmas 10, 11 this orbit
enters a region z > 0 as s increases, and if this point lies in a region z > 0, this orbit gets
in a region which Γ3 and the y axis surround as s → ∞. In fact, since we have dz/ds > 0
if y > 1 from (5.4), this orbit cannot pass a line y > 1, z = 0 as s increases, and from
Lemma 6, this orbit does not tend to the origin in the region z > 0 as s → ∞. Hence from
the above discussion, this tends to (1, 0) in a region 0 < y < 1 as s → ∞, and to the origin
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as s → −∞, moving round (1, 0). Therefore the phase portrait of (S) is drawn as in Figure
1, if α ≤ −2.
Proofs of Theorems 1, 2, 3. Notice that if x(t) is the solution of the initial value
problem (E), (I), then from (T) we get (y, z), and as t varies on the domain of x(t), this
moves on the whole of the orbit of (S) passing (y0, z0) where y0 = ψ(t0)−αAα , z0 =
αy0(λ + t0B/A). This was already shown in Lemma 6.1 of [21]. If (y0, z0) lies on Γ1
or Γ2, then since these orbits tend to (1, 0) as s → ∞, we get a representation (3.4) of
these from Lemma 2, and an expression (2.4) of x(t) in the neighbourhood of t = 0 from
Lemma 3. Since Γ1, Γ2 tend to the origin as s → −∞ with z/y → α(λ + 1) as y → 0,
we get representations (2.5), (2.6) of x(t) in the neighbourhood of t = ∞ from Lemma
7. Here, notice that we have representations of Γ1, Γ2 in the neighbourhood of y = 0 in
the proof of Lemma 7. From the above discussion, the domain of x(t) is 0 < t < ∞,
which completes the proof of Theorem 1. Seeing Figure 1 and the lemmas in this way, we
conclude Theorems 2, 3. 
Next, suppose −2 < α < 0. Then from the discussion of Section 4 we get solutions





















respectively in the neighbourhood of y = ∞, and only these are solutions continuable to
y = ∞.
Now, let us consider how these behave as y decreases in the phase plane of (S). First,
notice that from (5.4) we have dz/ds > 0 on a line y > 1, z = 0 and hence the orbits
(5.5), (5.6) cannot enter a region z < 0 from a region z > 0, passing the line y > 1, z = 0.
Indeed, s increases as y decreases if z > 0, from dy/ds = αyz of (S).
We next show that the orbit (5.6) does not tend to (1, 0), remaining in the region z > 0.
For this, recall that if y > 1, the orbit (3.4), namely





(y − 1)+ · · ·
}
(5.7)
is the maximal solution of (R) tending to (1, 0) in the neighbourhood of y = 1. As shown
above, if α ≤ −2 then the orbit (5.7) is connected with the orbit (4.2), namely







y−1/α(λ+1)(h log y + C)
}n⎤⎦ . (5.8)
Since the right hand side of (S) are holomorphic in λ > 0, so are the orbits (y, z) with (5.7),
(5.8). Hence from the monodromy theorem the orbit (5.7) is connected with the orbit (5.8)
even in Case −2 < α < 0, namely λ > (√2 − 1)/2. Therefore the orbit (5.7) tends to the
Asymptotic Behaviour of Positive Solutions of x′′ = tαλ−2x1+α where α = λ0 and λ > 0 33
origin as s → −∞, moving round (1, 0), and from the maximality of (5.7), the orbit (5.6)
cannot tend to (1, 0) with remaining in z > 0.
Moreover, from Lemma 6 orbits lying in the region z > 0 do not tend to the origin.
Hence if (5.6) lies in a region z > 0 (namely if γ = −ρ), then this tends to (1, 0) as s → ∞,
passing a segment 0 < y < 1 of the y axis, as stated above. In the same reasoning, if (5.5)
lies in a region z > 0 then this behaves as (5.6).
In the region z < 0, the orbits (5.5), (5.6) cannot pass a line y > 1, z = 0 from (5.4)
and tend to the origin, as s → −∞. The other orbits behaves as those of Case α ≤ −2.
Thus the phase portrait of (S) of Case −2 < α < 0 is also as in Figure 1, where Γ4, Γ5 are
orbits lying respectively in the regions z > 0, z < 0 and represented as (5.6).
Proofs of Theorems 4 through 8. These are almost the same as those of Theorems
1, 2, 3. For example, if we take (t0, A,B) such that (y0, z0) ∈ Γ4 then from Lemma 9
the solution x = x(t) of the initial value problem (E), (I) is represented as (2.9) in the
neighbourhood of t = ω+. Moreover from Lemmas 2, 5, x = x(t) is expressed as (2.7) as
t → +0, and the domain of x(t) is 0 < t < ω+. This completes the proof of Theorem 4.
In the same way, we conclude Theorems 5 through 8. 
References
[ 1 ] R. Bellman, Stability Theory of Differential Equations. McGraw-Hill, New York, (1953).
[ 2 ] E. Herlt and H. Stephani, Invariance transformations of the class y′′ = F(x)yn of differential equations.
J. Math. Phys. 33, 3983–3988 (1992).
[ 3 ] M. Hukuhara, Sur les points singuliers d’une équation différentielle ordinaire du premier ordre, I. Mem.
Fac. Eng. Kyushu Imp. Univ. 8, 203–247 (1937).
[ 4 ] T. Kusano and C. A. Swanson, Asymptotic theory of singular semilinear elliptic equations. Canad. Math.
Bull. 27, 223–232 (1984).
[ 5 ] P. G. L. Leach, R. Maartens, and S. D. Maharaj, Self-similar solutions of the generalized Emden-Fowler
equation. Int. J. Non-Linear Mechanics 27, 575–582 (1992).
[ 6 ] O. Mustafa, On t2-like solutions of certain second order differential equations. Ann. Mat. Pura. Appl.
187, 187–196 (2008).
[ 7 ] M. Naito, Emden-Fowler gata jobibun hoteishiki ni taisuru shindo riron (in Japanese). Sugaku 37, 144–
160 (1985).
[ 8 ] D. E. Panayotounakos and N. Sotiropoulos, Exact analytic solutions of unsolvable classes of first- and
second-order nonlinear ODEs (Part II: Emden-Fowler and relative equations). Appl. Math. Lett. 18, 367–
374 (2005).
[ 9 ] T. Saito, On bounded solutions of x′′ = tβ x1+α . Tokyo J. Math. 1, 57–75 (1978).
[ 10 ] T. Saito, Solutions of x′′ = tαλ−2x1+α with movable singularity. Tokyo J. Math. 2, 262–283 (1979).
[ 11 ] S. D. Taliaferro, Asymptotic behavior of solutions of y′′ = φ(t)yλ . J. Math. Anal. Appl. 66, 95–134
(1978).
[ 12 ] I. Tsukamoto, On the generalized Thomas-Fermi differential equations and applicability of Saito’s trans-
formation. Tokyo J. Math. 20, 107–121 (1997).
[ 13 ] I. Tsukamoto, Asymptotic behavior of solutions of x′′ = eαλt x1+α where −1 < α < 0. Osaka J. Math.
40, 595–620 (2003).
[ 14 ] I. Tsukamoto, On solutions of x′′ = tαλ−2x1+α starting at some positive t . Hokkaido Math. J. 32,
523–538 (2003).
[ 15 ] I. Tsukamoto, On solutions of x′′ = −eαλt x1+α where α < 0. Japan. J. Math. 31, 1–24 (2005).
[ 16 ] I. Tsukamoto, On solutions of x′′ = tαλ−2x1+α where α > 0 and λ = 0, −1. Hokkaido Math. J. 35,
41–60 (2006).
34 I. TSUKAMOTO
[ 17 ] I. Tsukamoto, Asymptotic behavior of positive solutions of x′′ = −tαλ−2x1+α with α < 0 and λ < −1
or λ > 0. Hokkaido Math. J. 36, 535–562 (2007).
[ 18 ] I. Tsukamoto, On asymptotic behavior of positive solutions of x′′ = − tαλ−2x1+α with α < 0 and
λ = 0,−1. Hokkaido Math. J. 38, 153–175 (2009).
[ 19 ] I. Tsukamoto, On asymptotic behavior of positive solutions of x′′ = − tαλ−2x1+α with α < 0 and
−1 < λ < 0. Far East J. Math. Sci. 33, 323–346 (2009).
[ 20 ] I. Tsukamoto, Asymptotic behavior of positive solutions of x′′ = −tαλ−2x1+α where 0 < α < −(2λ+
1)2/4λ(λ+ 1), −1 < λ < 0. Adv. Appl. Math. Sci. 2, 335–361 (2010).
[ 21 ] I. Tsukamoto, Asymptotic behavior of positive solutions of x′′ = tαλ−2 x1+α in the sublinear case.
Tokyo J. Math. 33, 195-221 (2010).
[ 22 ] I. Tsukamoto, Asymptotic behavior of positive solutions of x′′ = −tαλ−2 x1+α where α = −(2λ +
1)2/4λ(λ+ 1), −1 < λ < 0. Adv. Appl. Math. Sci. 4, 151–175 (2010).
[ 23 ] I. Tsukamoto, On asymptotic behavior of positive solutions of x′′ = tαλ−2 x1+α in the superlinear case.
Far East J. Math. Sci. 45, 1–16 (2010).
[ 24 ] I. Tsukamoto, Asymptotic behavior of positive solutions of x′′ = −tαλ−2 x1+α where α > 0, λ = 0 or
λ ≤ −1. Far. East J. Math. Sci. 51, 113–125 (2011).
[ 25 ] H. Usami, Asymptotic behavior of positive solutions of singular Emden-Fowler type equations. J. Math.
Soc. Japan 46, 195–211 (1994).
3–10–38, Higashi-kamagaya,
Kamagaya-shi, Chiba 273–0104, Japan
