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In general, proofs of convergence and stability are difficult for symplectic schemes of
nonlinear equations. In this paper, a symplectic difference scheme is proposed for an initial-
boundary value problem of a coupled nonlinear Schrödinger system. An important lemma
and an induction argument are used to prove the unique solvability, convergence and
stability of numerical solutions. An iterative algorithm is also proposed for the symplectic
scheme and its convergence is proved. Numerical examples show the efficiency of the
symplectic scheme and the correction of our numerical analysis.
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1. Introduction
In this paper, we consider the following coupled nonlinear Schrödinger (CNLS) system
iut + uxx + (|u|2 + β|v|2)u = 0, (1.1)
ivt + vxx + (|v|2 + β|u|2)v = 0, (1.2)
with initial conditions
u(x, 0) = u0(x), v(x, 0) = v0(x), (1.3)
and boundary conditions
u(xL, t) = u(xR, t) = 0, v(xL, t) = v(xR, t) = 0, (1.4)
where i2 = −1, β is a given constant, u0(x) and v0(x) are two given complex functions, u(x, t) and v(x, t) are two unknown
complex functions.
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Problem (1.1)–(1.4) has two kinds of standard conserved quantities: mass and energy, i.e.,
Q1(t) =
∫ xR
xL
|u|2dx = Q1(0), (1.5)
Q2(t) =
∫ xR
xL
|v|2dx = Q2(0), (1.6)
E(t) = 1
2
∫ xR
xL
[
−(|ux|2 + |vx|2)+ 12 (|u|
4 + |v|4)+ β|u|2|v|2
]
dx = E(0). (1.7)
Zhang et al. pointed out in [1] that the nonconservative schemes may easily show nonlinear blow-up, and they presented a
new conservative linearized difference scheme for nonlinear Schrödinger equation. In [2], Li and Vu-Quoc also said, ‘‘in some
areas, the ability to preserve some invariant properties of the original differential equation is a criterion to judge the success
of a numerical simulation.’’ In [3–9] the conservative finite difference schemes were used for some nonlinear equations,
and the numerical results were very good. In [10–16] and its references, the famous symplectic schemes were also used
successfully. In [17,18], a multi-symplectic method was constructed for problem (1.1)–(1.4), and the solitons’ collision was
simulated. In [19], a nonlinear implicit conservative schemewas proposed for the strong coupling of Schrödinger equations,
and both the analytic and numerical solutions were discussed. In [20–22], some linear implicit schemes were presented
for the the initial-boundary value problem of CNLS system and proved linearly the convergence of the difference solutions
by von Neumann method. In [23], we proved, by the discrete energy analysis method [24], the unconditional stability and
second-order convergence of a linear scheme.
There are two aims in this paper. The first aim is to present a symplectic difference scheme for problem (1.1)–(1.4),
and analyze the convergence and stability of its numerical solutions. In general, proof of these properties are difficult for
symplectic schemes of nonlinear equations. In this paper, we use an important inequality and an induction argument to
prove the convergence and stability of the numerical solutions. The second aim is to construct an iterative algorithm for the
symplectic difference scheme and prove its convergence.
Let N, J be any positive integers and h = (xR − xL)/J, τ = T/N, λ = τh2 . LetΩh = {xj = jh; j = 0, 1, . . . , J},Ωτ = {tn =
nτ ; n = 0, 1, . . . ,N} and Ωhτ = Ωh × Ωτ . Suppose w = {wnj ; j = 0, 1, . . . , J, n = 0, 1, . . . ,N} is a discrete function on
Ωhτ and denoteΩ
J+1
0 = {w = (w0, w1, . . . , wJ , ), w0 = wJ = 0}. Introducing the following notations:
w
n+ 12
j =
wn+1j + wnj
2
, (wnj )x =
wnj+1 − wnj
h
, (wnj )x =
wnj − wnj−1
h
,
(wnj )t =
wn+1j − wnj
τ
, (wnj )t =
wnj − wn−1j
τ
, (wnj )tˆ =
1
2
((wnj )t + (wnj )t),
〈un, wn〉 = h
J−1∑
j=1
unj w
n
j , ‖wn‖2 = 〈wn, wn〉, ‖wnx‖2 = h
J−1∑
j=1
|(wnj )x|2,
‖wn‖44 = h
J−1∑
j=1
|wnj |4, ‖wn‖∞ = max1≤j≤J |w
n
j |.
In this paper, we denote unj ≡ u(xj, tn), vnj ≡ v(xj, tn), Unj ≈ u(xj, tn), V nj ≈ v(xj, tn), and let C be a general positive
constant, which may have different values in different occurrences.
The remainder of this paper is arranged as follows. In Section 2, we propose a symplectic difference scheme and discuss a
discrete conservation law. In Section 3, we first prove the solvability of difference solutions by the Brouwer fixed point
theorem, then prove the second-order convergence of the difference solution by using an important inequality and a
deduction argument, then we give an estimate of difference solutions in ‖ · ‖∞ norm and, based on the estimate, we prove
the stability and uniqueness of the difference solutions. We also propose an iterative algorithm for the symplectic scheme
and prove its convergence. Section 4 is devoted to the numerical tests of the symplectic scheme and shows the correction
of our theoretical analysis.
2. Symplectic difference scheme
Let u(x, t) = p(x, t)+ q(x, t)i, v(x, t) = µ(x, t)+ ζ (x, t)i, then (1.1) and (1.2) can be written as follows
i(pt + iqt)+ (pxx + iqxx)+ [(p2 + q2)+ β(µ2 + ζ 2)](p+ iq) = 0, (2.1)
i(µt + iζt)+ (µxx + iζxx)+ [(µ2 + ζ 2)+ β(p2 + q2)](µ+ iζ ) = 0. (2.2)
Separating the real parts and the imaginary parts of (2.1) and (2.2), we obtain
pt + qxx + [(p2 + q2)+ β(µ2 + ζ 2)]q = 0, (2.3)
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qt − pxx − [(p2 + q2)+ β(µ2 + ζ 2)]p = 0, (2.4)
µt + ζxx + [(µ2 + ζ 2)+ β(p2 + q2)]ζ = 0, (2.5)
ζt − µxx − [(p2 + q2)+ β(µ2 + ζ 2)]µ = 0. (2.6)
Let z = (p, µ, q, ζ )T ∈ R4, then (2.3)–(2.6) can be written as follows
zt = K−1 δ
δz
H(z), (2.7)
where
K =
 0 0 1 00 0 0 1−1 0 0 0
0 −1 0 0
 (2.8)
is an standard symplectic matrix, and
H(z) =
∫ xR
xL
1
2
[
−(p2x + q2x + µ2x + ζ 2x )+
1
2
(p2 + q2)2 + 1
2
(µ2 + ζ 2)2 + β(p2 + q2)(µ2 + ζ 2)
]
dx (2.9)
is a Hamiltonian function. So
δ
δz
H(z) =

pxx + (p2 + q2 + β(µ2 + ζ 2))p
µxx + (µ2 + ζ 2 + β(p2 + q2))µ
qxx + (p2 + q2 + β(µ2 + ζ 2))q
ζxx + (µ2 + ζ 2 + β(p2 + q2))ζ
 . (2.10)
Using the implicit midpoint rule to discretize the symplectic coupled nonlinear Schrödinger system, we obtain the following
symplectic scheme
i(Unj )t + (Un+
1
2
j )xx¯ + (|Un+
1
2
j |2 + β|V n+
1
2
j |2)Un+
1
2
j = 0, 1 ≤ j ≤ J − 1, 0 < n ≤ N − 1, (2.11)
i(V nj )t + (V n+
1
2
j )xx¯ + (|V n+
1
2
j |2 + β|Un+
1
2
j |2)V n+
1
2
j = 0, 1 ≤ j ≤ J − 1, 0 < n ≤ N − 1, (2.12)
U0j = u0(xj), V 0j = v0(xj), 1 ≤ j ≤ J − 1, (2.13)
Un0 = UnJ = 0, V n0 = V nJ = 0, 0 ≤ n ≤ N − 1 (2.14)
for problem (1.1)–(1.4).
Scheme (2.11)–(2.14) will be computed by the iterative algorithm proposed in Section 3.3, and we also prove the
convergence of the iterative algorithm (i.e., Theorem 3.4) in that section.
As the discrete analog of invariants (1.5) and (1.6), scheme (2.11)–(2.14) conserves discrete masses, i.e.,
Theorem 2.1. Scheme (2.11)–(2.14) is conservative in the sense
Q n1 = ‖Un‖2 = Q n−11 = · · · = Q 01 , (2.15)
Q n2 = ‖V n‖2 = Q n−12 = · · · = Q 02 , (2.16)
for n = 0, 1, 2, . . . ,N, where Q n1 and Q n2 are discrete masses.
Proof. Computing the inner product of (2.11) with (Un+1 + Un), then taking the imaginary part, we obtain
(‖Un‖2)t = 0, (2.17)
then (2.15) is obtained from (2.17). Similarly, we can prove (2.16). ]
Remark 2.1. Theorem 2.1 implies that scheme (2.11)–(2.14) is unconditionally stable for initial values.
3. Numerical analysis
In this section, the unique solvability, convergence and stability of the difference solution are proved. An iterative
algorithm for the symplectic scheme is also proposed and its convergence is proved.
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First, some lemmas are introduced from [24].
Lemma 3.1. For any two discrete functions {uj| j = 0, 1, . . . , J} and {vj| j = 0, 1, . . . , J}, there is the identity
J−1∑
j=1
uj(vj)xx = −
J−1∑
j=1
(uj)x(vj)x − u0(v0)x + uJ(vJ)x.
Lemma 3.2 (Sobolev’s Estimate). For any discrete function {unj |j = 0, 1, . . . , J} on the finite interval [xL, xR], there is the
inequality
‖un‖∞ ≤ C0
√‖un‖√‖unx‖ + ‖un‖,
where C0 is a constant independent of {unj |j = 0, 1, . . . , J} and step length h.
Lemma 3.3 (Gronwall’s Inequality). Suppose that the discrete function {wn|n = 0, 1, 2, . . . ,N;Nτ = T } satisfies the inequality
wn ≤ A+ τ
n∑
l=1
Blwl,
where A and Bl (l = 0, 1, 2, . . . ,N) are nonnegative constants. Then
max
1≤n≤N
|wn| ≤ Ae2τ
N∑
l=1
Bl
,
where τ is sufficiently small, such that τ · (max1≤l≤N Bl) ≤ 12 .
Lemma 3.3′ (Gronwall’s Inequality). Suppose that the discrete function {wn|n = 0, 1, 2, . . . ,N;Nτ = T } satisfies the inequality
wn − wn−1 ≤ Aτwn + Bτwn−1 + Cnτ ,
where A, B and Cn (l = 0, 1, 2, . . . ,N) are nonnegative constants. Then
max
1≤n≤N
|wn| ≤
(
w0 + τ
N∑
l=1
Cl
)
e2(A+B)T ,
where τ is sufficiently small, such that (A+ B)τ ≤ N−12N , (N > 1).
Lemma 3.4 (Young’s Inequality [25]). If a ≥ 0, b ≥ 0, there is the inequality
ab ≤ a
p
p
+ b
q
q
,
or
ab ≤ (εa)
p
p
+ (
1
ε
b)q
q
,
where p > 1, q > 1 and 1p + 1q = 1.
3.1. Existence
To show the existence of the approximations (U1, V1), (U2, V2), . . . , (Uk, Vk) for scheme (2.11)–(2.14), we need the
following Brouwer-type theorem [26].
Lemma 3.5. Let (H, 〈·, ·〉) be a finite-dimensional inner product space, ‖·‖ be the associated norm, and g : H → H be continuous.
Assume, moreover, that
∃α > 0,∀z ∈ H, ‖z‖ = α, Re〈g(z), z〉 > 0.
Then, there exists a z∗ ∈ H such that g(z∗) = 0 and ‖z∗‖ ≤ α.
Let Z4 = {v = (v1, v2) = (v1,j, v2,j)|v1,0 = v1,J = v2,0 = v2,J = 0, j = 0, 1, . . . , J}, and define 〈v, v′〉 =
〈(v1, v2), (v′1, v′2)〉 = 〈v1, v′1〉 + 〈v2, v′2〉, ‖v‖2 = ‖v1‖2 + ‖v2‖2.
Theorem 3.1. There exists (Un+1, V n+1) ∈ Z4 which satisfies scheme (2.11)–(2.14).
Proof (By Brouwer Fixed Point Theorem and an Induction Argument). It follows from the original problem (1.1)–(1.4) that
(U0, V 0) satisfies the scheme (2.11)–(2.14).
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Assuming that there exist (U0, V 0), (U1, V 1), . . . , (Un, V n) ∈ Z4 which satisfy the scheme (2.11)–(2.14) for n ≤ N − 1,
now we try to prove that (Un+1, V n+1) ∈ Z4 satisfies the scheme (2.11)–(2.14).
For fixed n, we rewrite (2.11)–(2.14) in the form
iU
n+ 12
j = iUnj −
τ
2
(U
n+ 12
j )xx¯ −
τ
2
(|Un+ 12j |2 + β|V n+
1
2
j |2)Un+
1
2
j , 1 ≤ j ≤ J − 1, (3.1a)
iV
n+ 12
j = iV nj −
τ
2
(V
n+ 12
j )xx¯ −
τ
2
(|V n+ 12j |2 + β|Un+
1
2
j |2)V n+
1
2
j , 1 ≤ j ≤ J − 1 (3.1b)
Obviously, the mapping ω = (ω1, ω2) on Z4 defined as follows
ω1(ϕ) = ϕ1 − Un − iτ2 (ϕ1)xx¯ − i
τ
2
(|ϕ1|2 + β|ϕ2|2)ϕ1, 1 ≤ j ≤ J − 1, (3.2a)
ω2(ϕ) = ϕ2 − V n − iτ2 (ϕ2)xx¯ − i
τ
2
(|ϕ2|2 + β|ϕ1|2)ϕ2, 1 ≤ j ≤ J − 1, (3.2b)
is continuous. Computing the inner product of (3.2) with ϕ = (ϕ1, ϕ2) then taking the real part of the result, we obtain
Re〈ω(ϕ), ϕ〉 = Re〈ω1(ϕ), ϕ1〉 + Re〈ω2(ϕ), ϕ2〉
= ‖ϕ1‖2 − 〈Un, ϕ1〉 + ‖ϕ2‖2 − 〈V n, ϕ2〉
≥ ‖ϕ1‖2 + ‖ϕ2‖2 − 12 (‖ϕ1‖
2 + ‖ϕ2‖2 + ‖Un‖2 + ‖V n‖2)
= 1
2
(‖ϕ1‖2 + ‖ϕ2‖2)− 12 (‖U
n‖2 + ‖V n‖2)
= 1
2
‖(ϕ1, ϕ2)‖2 − 12‖(U
n, V n)‖2,
where Lemma 3.1 and (2.14) are used. Hence, for ∀ς > 0, choosing ϕ ∈ Z4 such that ‖ϕ‖2 = ‖Un‖2 + ‖V n‖2 + ς , then
Re〈ω(ϕ), ϕ〉 > 0. It follows from Lemma 3.5 that there exists a ϕ∗ ∈ Z4 which satisfies ω(ϕ∗) = 0. Let (Un+1, V n+1) =
2(ϕ∗1 , ϕ
∗
2 )− (Un, V n), i.e. Un+1 = 2ϕ∗1 − Un, V n+1 = 2ϕ∗2 − V n, then it can be proved that (Un+1, V n+1) ∈ Z4 is the solution
of scheme (2.11)–(2.14). ]
3.2. Convergence
In this subsection, we use an important inequality and a induction argument to prove the second-order convergence of
the difference solution. Then, based on a priori estimate, we prove the unique solvability of the numerical solution.
For the difference solution of scheme (2.11)–(2.14), we have the following priori estimate
Lemma 3.6. Suppose that u0(x), v0(x) ∈ L2[xL, xR], then for n = 0, 1, 2, . . . ,N, the following inequalities
‖Un‖ ≤ Cuv, ‖V n‖ ≤ Cuv (3.3)
hold, where Cuv is a given positive constant.
Proof. It follows from (2.15) and (2.16) that
‖Un‖ =
√
Q n1 = · · · =
√
Q 01 = ‖U0‖ = ‖u0‖, (3.4)
‖V n‖ =
√
Q n2 = · · · =
√
Q 02 = ‖V 0‖ = ‖v0‖. (3.5)
It follows from (3.4) and (3.5) that there exists a positive constant Cuv such that
‖Un‖ ≤ Cuv, ‖V n‖ ≤ Cuv. (3.6)
This completes the proof of Lemma 3.6. ]
In order to prove the convergence of scheme (2.11)–(2.14), we need the following lemma.
Lemma 3.7 ([27]). Suppose that a > 0, b > 0, c > 0, b2 − 4ac > 0 and−az2 + bz − c ≤ 0, then the following inequality
z ≤ 2c
b
, or z ≥ b
a
− 2c
b
(3.7)
holds.
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The truncation errors of scheme (2.11)–(2.14) are defined as follows
rnj = i(unj )t +
(
u
n+ 12
j
)
xx¯
+ (|un+ 12j |2 + β|vn+
1
2
j |2)un+
1
2
j , 1 ≤ j ≤ J − 1, 0 < n ≤ N − 1 (3.8)
σ nj = i(vnj )t + (vn+
1
2
j )xx¯ +
(
|vn+ 12j |2 + β|un+
1
2
j |2
)
v
n+ 12
j , 1 ≤ j ≤ J − 1, 0 < n ≤ N − 1. (3.9)
According to Taylor’s expansion we obtain
Lemma 3.8. Suppose that u0(x), v0(x) ∈ L2[xL, xR], u(x, t), v(x, t) ∈ C4,3x,t , then the truncation errors of scheme (2.11)–(2.14)
satisfy
|rnj | + |σ nj | = O(τ 2 + h2), (3.10)
as τ → 0, h→ 0.
Define
enj = unj − Unj , ηnj = vnj − V nj , j = 0, 1, 2, . . . , J,
the following theorem on convergence of scheme (2.11)–(2.14) can be proved.
Theorem 3.2. Suppose that u0(x), v0(x) ∈ L2[xL, xR], u(x, t), v(x, t) ∈ C4,3x,t , if τ , h and τh are small enough, then the solution
of the difference problem (2.11)–(2.14) converges to the solution of the problem (1.1)–(1.4)with order O(h2+τ 2) in the L2 norm.
Proof. Subtracting (2.11) and (2.12) from (3.8) and (3.9) respectively, we obtain
rnj = i(enj )t +
(
e
n+ 12
j
)
xx¯
+ G
(
u
n+ 12
j , v
n+ 12
j
)
− G
(
U
n+ 12
j , V
n+ 12
j
)
, (3.11)
σ nj = i(ηnj )t + (ηn+
1
2
j )xx¯ + G
(
v
n+ 12
j , u
n+ 12
j
)
− G
(
V
n+ 12
j ,U
n+ 12
j
)
, (3.12)
where G(u
n+ 12
j , v
n+ 12
j ) = (|un+
1
2
j |2 + β|vn+
1
2
j |2)un+
1
2
j .
Computing the inner product of (3.11) with 2en+
1
2 (i.e., en+1+en), then taking the imaginary part of the result, we obtain
Im〈rn, en+1 + en〉 = 1
τ
(‖en+1‖2 − ‖en‖2)+ L, (3.13)
where
L = Im
{
h
J−1∑
j=1
[(|un+ 12j |2 + β|vn+
1
2
j |2)un+
1
2
j − (|Un+
1
2
j |2 + β|V n+
1
2
j |2)Un+
1
2
j ](en+1j + enj )
}
= Im
{
h
J−1∑
j=1
[(un+ 12j en+
1
2
j + en+
1
2
j U
n+ 12
j + βvn+
1
2
j η
n+ 12
j + βηn+
1
2
j V
n+ 12
j )u
n+ 12
j
+ (|Un+ 12j |2 + β|V n+
1
2
j |2)en+
1
2
j ](en+1j + enj )
}
= 2 Im
{
h
J−1∑
j=1
(u
n+ 12
j e
n+ 12
j + en+
1
2
j U
n+ 12
j + βvn+
1
2
j η
n+ 12
j + βηn+
1
2
j V
n+ 12
j )u
n+ 12
j e
n+ 12
j
}
+ 2 Im
{
h
J−1∑
j=1
(|Un+ 12j |2 + β|V n+
1
2
j |2)en+
1
2
j e
n+ 12
j
}
= 2 Im
{
h
J−1∑
j=1
(u
n+ 12
j e
n+ 12
j + en+
1
2
j U
n+ 12
j + βvn+
1
2
j η
n+ 12
j + βηn+
1
2
j V
n+ 12
j )u
n+ 12
j e
n+ 12
j
}
. (3.14)
It follows from Young’s inequality that
| Im〈(rn, en+1 + en)〉| ≤ ‖rn‖2 + 1
2
(‖en+1‖2 + ‖en‖2). (3.15)
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Using the assumptions of the theorem and Lemma 3.6, we obtain
‖rn‖∞ ≤ Cr(τ 2 + h2), ‖σ n‖∞ ≤ Cσ (τ 2 + h2), ‖un‖ ≤ Cuv, ‖un‖∞ ≤ Cuv,
‖vn‖ ≤ Cuv, ‖vn‖∞ ≤ Cuv, ‖Un‖ ≤ Cuv, ‖V n‖ ≤ Cuv, 0 ≤ nτ ≤ T ,
where Cr and Cσ are two positive constants. It follows from the initial conditions that
‖e0‖ = 0, ‖η0‖ = 0, ‖u0‖∞ ≤ Cuv, ‖v0‖∞ ≤ Cuv. (3.16)
It follows from Lemma 3.2 that
‖en‖∞ ≤ C0
√‖en‖√‖enx‖ + ‖en‖
≤ C0
√‖en‖√2
h
‖en‖ + ‖en‖
≤ C0
√
2
h
+ 1‖en‖, 0 ≤ nτ ≤ T , (3.17)
‖ηn‖∞ ≤ C0
√
2
h
+ 1‖ηn‖, 0 ≤ nτ ≤ T , (3.18)
and
‖Un‖∞ ≤ ‖un‖∞ + ‖en‖∞ ≤ Cuv + C0
√
2
h
+ 1‖en‖, 0 ≤ nτ ≤ T , (3.19)
‖V n‖∞ ≤ ‖vn‖∞ + ‖ηn‖∞ ≤ Cuv + C0
√
2
h
+ 1‖ηn‖, 0 ≤ nτ ≤ T . (3.20)
Using Young’s inequality, the assumptions of the theorem and (3.19)–(3.20), we obtain∣∣∣∣∣Im
{
h
J−1∑
j=1
e
n+ 12
j U
n+ 12
j u
n+ 12
j (e
n+1
j + enj )
}∣∣∣∣∣ ≤ h J−1∑
j=1
|en+ 12j ‖Un+
1
2
j ‖un+
1
2
j ‖en+1j ‖ + enj |
≤ 1
8
(‖Un‖∞ + ‖Un+1‖∞)(‖un‖∞ + ‖un+1‖∞)h
J−1∑
j=1
|enj + en+1j ||en+1j + enj |
≤ 1
4
(‖Un‖∞ + ‖Un+1‖∞)(‖un‖∞ + ‖un+1‖∞)(‖en‖2 + ‖en+1‖2)
≤ 1
2
Cuv
(
2Cuv + C0
√
2
h
+ 1‖en‖ + C0
√
2
h
+ 1‖en+1‖
)
(‖en‖2 + ‖en+1‖2)
≤ 1
2
Cuv
[
2Cuv + C20 +
2
h
(‖en‖2 + ‖en+1‖2)
]
(‖en‖2 + ‖en+1‖2),∣∣∣∣∣Im
{
h
J−1∑
j=1
u
n+ 12
j e
n+ 12
j u
n+ 12
j (e
n+1
j + enj )
}∣∣∣∣∣ ≤ h J−1∑
j=1
|un+ 12j ‖en+
1
2
j ‖un+
1
2
j ||en+1j + enj |
≤ 1
8
(‖un‖∞ + ‖un+1‖∞)2h
J−1∑
j=1
|en+1j + enj ||en+1j + enj |
≤ Cuv2(‖en‖2 + ‖en+1‖2),∣∣∣∣∣Im
{
h
J−1∑
j=1
η
n+ 12
j V
n+ 12
j u
n+ 12
j (e
n+1
j + enj )
}∣∣∣∣∣ ≤ h J−1∑
j=1
|ηn+ 12j ||V n+
1
2
j ||un+
1
2
j ||en+1j + enj |
≤ 1
8
(‖V n‖∞ + ‖V n+1‖∞)(‖un‖∞ + ‖un+1‖∞)h
J−1∑
j=1
|ηnj + ηn+1j ||en+1j + enj |
≤ 1
8
(‖V n‖∞ + ‖V n+1‖∞)(‖un‖∞ + ‖un+1‖∞)(‖en‖2 + ‖en+1‖2 + ‖ηn‖2 + ‖ηn+1‖2)
≤ 1
4
Cuv
(
2Cuv + C0
√
2
h
+ 1‖ηn‖ + C0
√
2
h
+ 1‖ηn+1‖
)
(‖en‖2 + ‖en+1‖2 + ‖ηn‖2 + ‖ηn+1‖2)
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≤ 1
2
Cuv
[
2Cuv + C20 +
2
h
(‖ηn‖2 + ‖ηn+1‖2)
]
(‖en‖2 + ‖en+1‖2 + ‖ηn‖2 + ‖ηn+1‖2),∣∣∣∣∣Im
{
h
J−1∑
j=1
v
n+ 12
j η
n+ 12
j u
n+ 12
j (e
n+1
j + enj )
}∣∣∣∣∣ ≤ h J−1∑
j=1
|vn+ 12j ||ηn+
1
2
j ||un+
1
2
j ||en+1j + enj |
≤ 1
8
(‖vn‖∞ + ‖vn+1‖∞)(‖un‖∞ + ‖un+1‖∞)h
J−1∑
j=1
|ηnj + ηn+1j ||en+1j + enj |
≤ 1
2
Cuv2(‖en‖2 + ‖en+1‖2 + ‖ηn‖2 + ‖ηn+1‖2).
It follows from above inequalities that there exist two positive constants C1, C2 independent of h, τ such that
|L| =
∣∣∣∣∣Im
{
h
J−1∑
j=1
[un+ 12j en+
1
2
j + en+
1
2
j U
n+ 12
j + β(vn+
1
2
j η
n+ 12
j + ηn+
1
2
j V
n+ 12
j )]un+
1
2
j (e
n+1
j + enj )
}∣∣∣∣∣
≤ [C1 + C2h−1(‖en‖2 + ‖ηn‖2)](‖en‖2 + ‖ηn‖2)
+ [C1 + C2h−1(‖en+1‖2 + ‖ηn+1‖2)](‖en+1‖2 + ‖ηn+1‖2). (3.21)
It follows from (3.13), (3.15) and (3.21) that there exist two constants C3, C4 independent of h, τ such that
‖en+1‖2 − ‖en‖2 ≤ τ‖rn‖2 + [C3 + C4h−1(‖en‖2 + ‖ηn‖2)]τ(‖en‖2 + ‖ηn‖2)
+ [C3 + C4h−1(‖en+1‖2 + ‖ηn+1‖2)]τ(‖en+1‖2 + ‖ηn+1‖2). (3.22)
Similarly we obtain
‖ηn+1‖2 − ‖ηn‖2 ≤ τ‖σ n‖2 + [C5 + C6h−1(‖ηn‖2 + ‖en‖2)]τ(‖en‖2 + ‖ηn‖2)
+ [C5 + C6h−1(‖ηn+1‖2 + ‖en+1‖2)]τ(‖en+1‖2 + ‖ηn+1‖2), (3.23)
where C5 and C6 are two positive constants independent of h and τ . Adding (3.22) to (3.23), we obtain
‖en+1‖2 + ‖ηn+1‖2 − ‖en‖2 − ‖ηn‖2 ≤ τ(‖rn‖2 + ‖σ n‖2)+ [C7 + C8h−1(‖en‖2 + ‖ηn‖2)]τ(‖en‖2 + ‖ηn‖2)
+ [C7 + C8h−1(‖en+1‖2 + ‖ηn+1‖2)]τ(‖en+1‖2 + ‖ηn+1‖2). (3.24)
Let
W n = ‖en‖2 + ‖ηn‖2, (3.25)
then (3.24) can be written as follows
(1− C7τ − C8τh−1W n+1)W n+1 ≤ (1+ C7τ + C8τh−1W n)W n + τ(‖rn‖2 + ‖σ n‖2). (3.26)
Let Y n = (1− C7τ − C8τh−1W n)W n, then it follows from (3.26) that
Y n+1 ≤ 1+ C7τ + C8τh
−1W n
1− C7τ − C8τh−1W n Y
n + τ(‖rn‖2 + ‖σ n‖2). (3.27)
It follows from Lemma 3.7 and (3.26) that
W n+1 ≤ 2
1− C7τ
[
1+ C7τ + C8τh−1W n
1− C7τ − C8τh−1W n Y
n + τ(‖rn‖2 + ‖σ n‖2)
]
, (3.28)
or
W n+1 ≥ h(1− C7τ)
C8τ
− 2
1− C7τ
[
1+ C7τ + C8τh−1W n
1− C7τ − C8τh−1W n Y
n + τ(‖rn‖2 + ‖σ n‖2)
]
. (3.29)
Let τh be suitably small, then for sufficiently small h, 1− C7τ > 12 .
We now use the induction argument to prove the error estimate. For n = 0, we haveW 0 = 0, Y 0 = 0. If (3.29) holds for
n = 0 then
W 1 ≥ h
2C8τ
− 4τ(‖r0‖2 + ‖σ 0‖2) > 8C2uv, (3.30)
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which is a contradiction to
W n = ‖en‖2 + ‖ηn‖2 = ‖un − Un‖2 + ‖vn − V n‖2 ≤ 8C2uv. (3.31)
It follows from Lemma 3.8 that
‖rn‖2 + ‖σ n‖2 ≤ C9(τ 2 + h2)2, (3.32)
where C9 is a positive constant independent of h and τ . So from (3.28), we obtain
W 1 ≤ 4C9τ(τ 2 + h2)2. (3.33)
Let C10 be a sufficiently large constant independent of h and τ and τh be sufficiently small such that
1+ C7τ + C8τh−1W n
1− C7τ − C8τh−1W n ≤ 1+ C10τ .
Suppose that for all l ≤ n
Y l ≤ C9
C10
[(1+ C10τ)l − 1](τ 2 + h2)2, (3.34)
W l ≤ 10 C9
C10
eC10T (τ 2 + h2)2. (3.35)
Then from (3.27) we obtain
Y n+1 ≤ (1+ C10τ)Y n + C9τ(τ 2 + h2)2
≤ C9
C10
[(1+ C10τ)n+1 − (1+ C10τ)+ C10τ ](τ 2 + h2)2
≤ C9
C10
[(1+ C10τ)n+1 − 1](τ 2 + h2)2
≤ C9
C10
eC10T (τ 2 + h2)2, for all (n+ 1)τ ≤ T , (3.36)
where
(1+ C10τ)n+1 − 1 ≤ (1+ C10τ)n+1
≤
(
1+ C10T
n+ 1
) n+1
C10T
C10T
≤ eC10T , for all (n+ 1)τ ≤ T ,
is used. By (3.31) and (3.36), inequality (3.29) cannot hold for n+ 1 and so from (3.28) it follows that
W n+1 ≤ 10[Y n + C9τ(τ 2 + h2)2]
≤ 10 C9
C10
[(1+ C10τ)n+1 − 1+ C10τ ](τ 2 + h2)2
≤ 10 C9
C10
eC10T (τ 2 + h2)2, for all (n+ 1)τ ≤ T , (3.37)
where τ is sufficiently small such that C10τ ≤ 1. It follows from (3.37) that
‖en‖ ≤ Cc(h2 + τ 2), ‖ηn‖ ≤ Cc(h2 + τ 2),
where Cc ≡
√
10 C9C10 e
C10T is a positive constant independent of h and τ . ]
Lemma 3.9. Suppose that u0(x), v0(x) ∈ L2[xL, xR], u(x, t), v(x, t) ∈ C4,3x,t , if τ and h are small enough, then for n = 0, 1,
2, . . . ,N, the following inequalities
‖Un‖∞ ≤ C, ‖V n‖∞ ≤ C (3.38)
hold.
Proof. It follows from Theorem 3.2 that
‖Un‖∞ ≤ ‖un‖∞ + ‖en‖∞ ≤ C + Ch−1/2(h2 + τ 2) ≤ C, (3.39)
‖V n‖∞ ≤ ‖vn‖∞ + ‖ηn‖∞ ≤ C + Ch−1/2(h2 + τ 2) ≤ C . (3.40)
This completes the proof of Lemma 3.9. ]
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Theorem 3.3. The difference solution of scheme (2.11)–(2.14) is unique.
Proof. Assume that (Un, V n) and (U˜n, V˜ n) both satisfy scheme (2.11)–(2.14), let φn = Un − U˜n,Ψ n = V n − V˜ n, then we
obtain
i(φnj )t + (φn+
1
2
j )xx¯ + G(Unj , V nj )− G(U˜nj , V˜ nj ) = 0, 1 ≤ j ≤ J − 1, 0 < n ≤ N − 1, (3.41)
i(Ψ nj )t + (Ψ n+
1
2
j )xx¯ + G(V nj ,Unj )− G(V˜ nj , U˜nj ) = 0, 1 ≤ j ≤ J − 1, 0 < n ≤ N − 1, (3.42)
φ0j = 0, Ψ 0j = 0, 1 ≤ j ≤ J − 1, (3.43)
φn0 = φnJ = Ψ n0 = Ψ nJ = 0, 0 ≤ n ≤ N. (3.44)
Computing the inner product of (3.41) with φn + φn+1, then taking the imaginary part of the result, we obtain
1
ρ
(‖φn+1‖2 − ‖φn‖2)+ L1 = 0, (3.45)
where
L1 = Im
{
h
J−1∑
j=1
(|Un+ 12j |2 + β|V n+
1
2
j |2)Un+
1
2
j − (|U˜n+
1
2
j |2 + β |˜V n+
1
2
j |2)U˜n+
1
2
j (φ
n+1
j + φnj )
}
= 2 Im
{
h
J−1∑
j=1
[
U
n+ 12
j φ
n+ 12
j + φn+
1
2
j U˜
n+ 12
j + β(V n+
1
2
j Ψ
n+ 12
j + Ψ n+
1
2
j V˜
n+ 12
j )
]
U˜
n+ 12
j φ
n+ 12
j
}
. (3.46)
Using Lemmas 3.4 and 3.9, we obtain
|L1| ≤ C(‖φn‖2 + ‖Ψ n‖2 + ‖φn+1‖2 + ‖Ψ n+1‖2). (3.47)
It follows from (3.45) and (3.47) that
‖φn+1‖2 − ‖φn‖2 ≤ Cτ(‖φn‖2 + ‖Ψ n‖2 + ‖φn+1‖2 + ‖Ψ n+1‖2). (3.48)
Similarly we obtain
‖Ψ n+1‖2 − ‖Ψ n‖2 ≤ Cτ(‖φn‖2 + ‖Ψ n‖2 + ‖φn+1‖2 + ‖Ψ n+1‖2). (3.49)
Adding (3.49) to (3.48), we obtain
‖φn+1‖2 + ‖Ψ n+1‖2 − ‖φn‖2 − ‖Ψ n‖2 ≤ Cτ(‖φn‖2 + ‖Ψ n‖2 + ‖φn+1‖2 + ‖Ψ n+1‖2). (3.50)
It follows from Lemma 3.3′ and (3.50) that
max
1≤n≤N
(‖φn‖2 + ‖Ψ n‖2) ≤ e4CT (‖φ0‖2 + ‖Ψ 0‖2) = 0, (3.51)
where τ is sufficiently small, such that Cτ ≤ N−14N , (N > 1). ]
3.3. Iterative algorithm
Scheme (2.11)–(2.14) can be computed by the following iterative algorithm
Anj U
n+1(s+1)
j−1 + Bn+1(s)j Un+1(s+1)j + Cnj Un+1(s+1)j+1 = Dn+1(s)j , (3.52)
A˜nj V
n+1(s+1)
j−1 + B˜n+1(s)j V n+1(s+1)j + C˜nj V n+1(s+1)j+1 = D˜n+1(s)j , (3.53)
U0j = u0(xj), V 0j = v0(xj), (3.54)
Un+10 = Un+1J = 0, V n+10 = V n+1J = 0, (3.55)
where
Un+1(0) = Un, V n+1(0) = V n,
Anj = Cnj =
τ
2h2
,
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Bn+1(s)j = i−
τ
h2
+ τ
8
[|Un+1(s)j + Unj |2 + β|V n+1(s)j + V nj |2],
Dn+1(s)j = −Anj Unj−1 − (Bn+1(s)j − 2i)Unj − Cnj Unj+1,
A˜nj = C˜nj =
τ
2h2
,
B˜n+1(s)j = i−
τ
h2
+ τ
8
[|V n+1(s)j + V nj |2 + β|Un+1(s)j + Unj |2],
D˜n+1(s)j = −A˜nj V nj−1 − (˜Bn+1(s)j − 2i)V nj − C˜nj V nj+1.
First, (U0, V 0) is obtained by initial data (3.54), then (U1, V 1) is computed by (3.52) and (3.53). If (Un, V n) (n = 0, 1, 2, )
are known, then (Un+1, V n+1) is computed by (3.52) and (3.53). The procedure is repeated until n+ 1 = N .
Lemma 3.10. Let (Un+1(0), V n+1(0)) = (Un, V n), then the following inequalities
max
j,s
|Un(s)j | ≤ C, maxj,s |V
n(s)
j | ≤ C
hold for n = 0, 1, 2, . . . ,N.
Proof. The iterative scheme (3.52)–(3.55) can be rewritten with difference operators, as follows
i(Un+1(s+1)j )t +
1
2
(Un+1(s+1)j + Unj )xx¯ +
1
8
[|Un+1(s)j + Unj |2
+β|V n+1(s)j + V nj |2](Un+1(s+1)j + Unj ) = 0, 1 ≤ j ≤ J − 1, 0 ≤ n ≤ N − 1, (3.56)
i(V n+1(s+1)j )t +
1
2
(V n+1(s+1)j + V nj )xx¯ +
1
8
[|V n+1(s)j + V nj |2
+β|Un+1(s)j + Unj |2](V n+1(s+1)j + V nj ) = 0, 1 ≤ j ≤ J − 1, 0 ≤ n ≤ N − 1, (3.57)
U0j = u0(xj), V 0j = v0(xj), 1 ≤ j ≤ J − 1, (3.58)
Un0 = UnJ = 0, V n0 = V nJ = 0, 0 ≤ n ≤ N − 1, (3.59)
where
(Un+1(s+1)j )t =
1
τ
(Un+1(s+1)j − Unj ).
Similar to the proof of Theorem 2.1, we obtain
‖Un+1(s+1)‖2 = ‖Un‖2, 0 ≤ n ≤ N − 1, (3.60)
‖V n+1(s+1)‖2 = ‖V n‖2, 0 ≤ n ≤ N − 1, (3.61)
It follows from (3.60) and (3.61) that
max
s
‖Un(s)‖ ≤ C, max
s
‖V n(s)‖ ≤ C . (3.62)
Computing the inner product of (3.56) with Un+1(s+1) + Un, then taking the real part of the result, we obtain
1
2
(‖Un+1(s+1)x ‖2 − ‖Unx ‖2) =
1
8
h
J−1∑
j=1
[|Un+1(s)j + Unj |2 + β|V n+1(s)j + V nj |2](|Un+1(s+1)j |2 − |Unj |2). (3.63)
Computing the inner product of (3.57) with V n+1(s+1) + V n, then taking the real part of the result, we obtain
1
2
(‖V n+1(s+1)x ‖2 − ‖V nx ‖2) =
1
8
h
J−1∑
j=1
[|V n+1(s)j + V nj |2 + β|Un+1(s)j + Unj |2](|V n+1(s+1)j |2 − |V nj |2). (3.64)
It follows from (3.63)–(3.64) and Lemma 3.9 that
max
s
‖Un(s)x ‖ ≤ C, maxs ‖V
n(s)
x ‖ ≤ C . (3.65)
It follows from Lemma 3.2, (3.62) and (3.65) that
max
j,s
|Un(s)j | ≤ C, maxj,s |V
n(s)
j | ≤ C .
This completes the proof of Lemma 3.10. ]
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Theorem 3.4. Let (Un+1(0), V n+1(0)) = (Un, V n), if
τ ≤ h
2
1+ Ch2
then the iterative algorithm (3.52)–(3.55) is convergent.
Proof. Let
ε
n+1(s)
j = Un+1(s)j − Un+1(s−1)j , ξ n+1(s)j = V n+1(s)j − V n+1(s−1)j ,
then from (3.52)–(3.55) we obtain
Anj ε
n+1
j−1 + Bn+1(s)j εn+1(s+1)j + Cnj εn+1j+1 = Gn+1(s)j , (3.66)
A˜nj ξ
n+1
j−1 + B˜n+1(s)j ξ n+1(s+1)j + C˜nj ξ n+1j+1 = G˜n+1(s)j , (3.67)
where
Gn+1(s)j = −Un+1(s)j (Bn+1(s)j − Bn+1(s−1)j )+ Dn+1(s)j − Dn+1(s−1)j ,
G˜n+1(s)j = −V n+1(s)j (˜Bn+1(s)j − B˜n+1(s−1)j )+ D˜n+1(s)j − D˜n+1(s−1)j .
Assuming maxj |εn+1(s+1)j | = |εn+1(s+1)j0 |, first we can prove that if |Bn+1(s)j0 | − |Anj0 | − |Cnj0 | > 0, then
max
j
|εn+1(s+1)j | = |εn+1(s+1)j0 | ≤
|Gn+1(s)j0 |
|Bn+1(s)j0 | − |Anj0 | − |Cnj0 |
. (3.68)
In fact, if (3.68) does not hold, i.e.,
max
j
|εn+1(s+1)j | = |εn+1(s+1)j0 | >
|Gn+1(s−1)j0 |
|Bn+1(s)j0 | − |Anj0 | − |Cnj0 |
,
then it follows from (3.66) that
|Bn+1(s)j0 | ≤
|Gn+1(s)j0 |
|εn+1(s+1)j0 |
+ |Anj0 |
|εn+1(s+1)j0−1 |
|εn+1(s+1)j0 |
+ |Cnj0 |
|εn+1(s+1)j0+1 |
|εn+1(s+1)j0 |
< (|Bn+1(s)j0 | − |Anj0 | − |Cnj0 |)+ |Anj0 | + |Cnj0 | = |Bn+1(s)j0 |.
Thus (3.68) holds. Obviously
|Gn+1(s)j0 | =
∣∣∣−τ
8
(Un+1(s)j + Unj )[|Un+1(s)j + Unj |2 − |Un+1(s−1)j + Unj |2
+ β|V n+1(s)j + V nj |2 − |V n+1(s−1)j + V nj |2]
∣∣∣ ,
=
∣∣∣−τ
8
Re{(Un+1(s)j + Un+1(s−1)j + 2Unj )(Un+1(s)j − Un+1(s−1)j )
+ β(V n+1(s)j + V n+1(s−1)j + 2V nj )(V n+1(s)j − V n+1(s−1)j )}(Un+1(s)j + Unj )
∣∣∣ ,
and
|Bn+1(s)j0 | − |Anj0 | − |Cnj0 | ≥
√
1+ τ 2
[
1
8
(|Un+1(s)j + Unj |2 + β|V n+1(s)j + V nj |2)−
1
h2
]2
− τ
h2
.
If τ is sufficiently small, such that
1+ τ 2
[
1
8
(|Un+1(s)j + Unj |2 + β|V n+1(s)j + V nj |2)−
1
h2
]2
>
τ 2
h4
, (3.69)
then it follows from (3.68) that
max
j
|εn+1(s+1)j | ≤
|Gn+1(s)j0 |
|Bn+1(s)j0 | − |Anj0 | − |Cnj0 |
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≤
τ
8 |Un+1(s)j + Unj ||Un+1(s)j + Un+1(s−1)j + 2Unj | ·maxj |ε
n+1(s)
j |√
1+ τ 2
[
1
8 (|Un+1(s)j + Unj |2 + β|V n+1(s)j + V nj |2)− 1h2
]2 − τ
h2
+
τ
8β|Un+1(s)j + Unj ||V n+1(s)j + V n+1(s−1)j + 2V nj | ·maxj |ξ
n+1(s)
j |√
1+ τ 2
[
1
8 (|Un+1(s)j + Unj |2 + β|V n+1(s)j + V nj |2)− 1h2
]2 − τ
h2
≤ Cτ
1− τ
h2
(max
j
|εn+1(s)j | +maxj |ξ
n+1(s)
j |), (3.70)
where Lemma 3.10 is used. Similarly we can prove that
max
j
|ξ n+1(s+1)j | ≤
Cτ
1− τ
h2
(max
j
|εn+1(s)j | +maxj |ξ
n+1(s)
j |). (3.71)
It follows from (3.70) and (3.71) that
max
j
|εn+1(s+1)j | +maxj |ξ
n+1(s+1)
j | ≤
Cτ
1− τ
h2
(max
j
|εn+1(s)j | +maxj |ξ
n+1(s)
j |). (3.72)
It follows from (3.72) that if 1− τ
h2
≥ Cτ , i.e. τ ≤ h2
1+Ch2 , then the iterative algorithm (3.52)–(3.55) is convergent. ]
Remark 3.1. Formula (3.60) and formula (3.61) are in no way related to Theorem 2.1, and (3.60) and (3.61) always hold,
whether the iterative algorithm is convergent or not.We use the iterative algorithm to compute the difference scheme: first,
U0, V 0 are obtained by initial data (3.54), then from (3.60) and (3.61) we obtain ‖U1(s+1)‖2 = ‖U0‖2, ‖V 1(s+1)‖2 = ‖V 0‖2.
Let Un = Un(s+1), V n = V n(s+1), (n = 1, 2, . . .) for any ‘‘s’’, then from (3.60) and (3.61) we obtain ‖Un+1(s+1)‖2 =
‖Un‖2, ‖V n+1(s+1)‖2 = ‖V n‖2. The procedure is repeated until (n + 1)τ = T . So Theorem 2.1 holds when the difference
scheme is computed by the iterative algorithm, then it follows from Theorem 2.1 that Theorem 3.2 holds, then it follows
from Theorem 3.2 that Lemma 3.9 holds, and then it follows from Lemma 3.9 and (3.63) and (3.64) that (3.65) holds, and
then we can prove Lemma 3.10. Lastly, based on Lemma 3.10, we prove that the iterative algorithm is convergent.
Remark 3.2. By similar methods, we can prove that the above results also hold for the periodic boundary-initial value
problem of the coupled nonlinear Schrödinger system.
4. Numerical experiments
In this section, we compute two numerical examples to demonstrate the effectiveness of the symplectic difference
scheme.
Example 1 ([28]). Let β = 1, u0(x) = v0(x), then system (1.1)–(1.4) becomes the following single equation
iut + uxx + 2|u|2u = 0, (4.1)
with initial conditions
u(x, 0) = u0(x), (4.2)
and boundary conditions
u(xL, t) = u(xR, t) = 0, (4.3)
where u0(x) = sech(x)e2ix, and v(x, t) = u(x, t). The exact solution of initial value problem (4.1) and (4.2) is
u(x, t) = sech(x− 4t)e2ix−3it . (4.4)
It follows from (4.4) that the initial-boundary value problem (4.1)–(4.3) is consistent with the initial value problem (4.1)
and (4.2) for−xL  0, xR  0. In this example, we chose xL = −20, and xR = 20.
Table 1 gives some errors of the difference solutions of Example 1 with different mesh ratios λ, which verify the second-
order convergence and good stability of the numerical solutions. Table 2 shows the conservative law of discrete mass
computed by the symplectic difference scheme.
Example 2. Consider the following periodic initial-boundary value problem
iut + uxx + (|u|2 + β|v|2)u = 0, (4.5)
ivt + vxx + (|v|2 + β|u|2)v = 0, (4.6)
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Table 1
Errors of the difference solutions of Example 1 at t = 2.
h τ λ ‖uN − UN‖ ‖uN − UN‖∞ ‖uN/4−UN/4‖‖uN−UN ‖ ‖u
N/4−UN/4‖∞
‖uN−UN ‖∞
0.1 0.1 10 0.4815 0.3121 – –
0.05 0.05 20 0.1175 0.0695 4.0979 4.4906
0.025 0.025 30 0.0294 0.0171 3.9966 4.0643
0.0125 0.0125 40 0.0074 0.0043 3.9730 3.9767
Table 2
Some values of discrete mass Q n computed by the symplectic difference scheme in Example 1 at different time with h = τ = 0.05.
t Q n
0.1 2.00000000000000
0.2 2.00000000000000
0.3 2.00000000000000
0.4 1.99999999999999
0.5 2.00000000000000
0.6 1.99999999999999
0.7 2.00000000000000
0.8 2.00000000000000
0.9 2.00000000000000
1.0 2.00000000000000
Table 3
Errors of the difference solutions of Example 2 at t = 5.
h τ λ ‖uN − UN‖∞ ‖vN − VN‖∞ ‖uN/4−UN/4‖∞‖uN−UN ‖∞
‖vN/4−VN/4‖∞
‖vN−VN ‖∞
0.1 0.04 4 5.6857E−003 5.4550E−003 – –
0.05 0.02 8 1.4237E−003 1.3660E−003 3.9935 3.9935
0.025 0.01 16 3.5618E−004 3.4172E−004 3.9972 3.9972
0.0125 0.005 32 8.9162E−005 8.5545E−005 3.9948 3.9947
Table 4
Some values of discrete masses (Q n1 − Q 01 )/Q 01 , (Q n2 − Q 02 )/Q 02 computed by scheme (2.11)–(2.14) in Example 2 at different times with h = τ = 0.05.
t (Q n1 − Q 01 )/Q 01 (Q n2 − Q 02 )/Q 02
1 1.1852E−015 5.9261E−016
2 5.9261E−015 3.5556E−015
3 1.3867E−014 1.0785E−014
4 1.7423E−014 1.7422E−014
5 5.4283E−014 2.5956E−014
6 3.4490E−014 6.9217E−014
7 4.7053E−014 6.9572E−014
8 5.4283E−014 7.5143E−014
9 6.1868E−014 7.8936E−014
10 6.4831E−014 8.3203E−014
with initial conditions
u(x, 0) = e ipixp , v(x, 0) = e i2pixp , (4.7)
and periodic boundary conditions
u(−30, t) = u(30, t), v(−30, t) = v(30, t), (4.8)
where p = 30. The exact solution of the problem (4.5)–(4.8) is
u(x, t) = ei( pixp −ωt), v(x, t) = ei( 2pixp −ωt),
where ω = pi2
p2
− 1− β .
Table 3 gives some errors of the difference solutions of Example 2, which again verify the second-order convergence and
good stability of the numerical solutions. Table 4 shows the conservative law of discrete masses in Example 2, which show
that the symplectic scheme conserves the discrete masses very well.
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