INTRODUCTION AND NOTATION
In this paper X will always denote a real Banach space, X* its norm dual, U, S (U*, S*) their unit balls and spheres. If V is a closed subspace of X, a projection onto V is a continuous linear operator P: X+ V such that Py = y if y E V. A hyperplane in X is a subspace V of the form V= f -l(O), where fE S*. It is easy to see that any projection P onto the hyperplane I'= f-'(O) is of the form Px =x -f(x)z, with z f f '(1); this projection will be denoted by P,. We clearly have 1 < ]I P, 11 < 1 + (1 z]]. Let E > 0. Since 3 z, E f -l(l) with ](za]J < 1 + E, we can always find a projection P with IlPll < 2 + E and, when X is reflexive, with I/PI/ < 2. The relative projection constant n(V,X) of V with respect to X is defined by: d(V, X) = inf{J]PJ]: P projects X onto V); note that 1 < d(V, X) < 2; P is a minimal projection onto V if ]J PII = I(V, X). Reference [4] contains a very interesting and complete study of minimal projections and relative projection constants when X is one of the sequence spaces cO, 1'.
The aim of this paper is to present some results related to the projections onto a hyperplane and to point out the relationships among the norms of the projections, the shape of the unit ball and the metric properties of the hyperplanes. Section 2 contains the main result (Theorem 3): it is proved that an upper bound for the number A(V, X) leads to the characterization of those hyperplanes which are range of a projection with norm strictly less than 2 (Theorem 4). In Section 3 an application of the previous results gives a substantial improvement of an inequality proved in [9] between the Jung constant J and the projection constants 1, of a Banach space (Theorem 6). In Section 4 a new parameter F(X) of the Banach space X, depending on the collection of all hyperplanes of X, is considered and studied. Section 5 is devoted to a short investigation of the function p (defined below) and other functions related to the norm of the projections onto a given hyperplane.
We list now some other definitions and notations. 319
For any real a set V, = f -'(a) (note that all the V, are isometric with V=V,).ForO<a<lsetC,=UnV,,d(a)=fdiamC,and Aa) = P,(a) = G$?) = r,(C,); C, is sometimes called a hypercircle, d(a) is half the diameter of the set C, and p(a) is the (Chebyshev) radius of C, relative to the set V,, i.e., the number :
For 0 < E set EE(a) = {x E v,: sup ]Ix -yll <p(a) + s); YEC" for E = 0, E'(u) = E(u) is the (possibly empty) set of the centers of C, relative to V, . (Note that if E > 0, E'(u) is always non-empty.) C,, p(u) and P(u) are studied, in a slightly different situation, in [ 71.
MAIN RESULT
Let us begin with the following: LEMMA 1. Assume that 0 <a < 1, E > 0.
(i) For a c E V, we have c E E'(u) ifund only if Ilc-Yll,<IIYll+d~)-1 +E (2-l) for any y E C,.
(
for any c E E'(u).
(iv) d(a) <P(U) < (1 + a> 4a). it can happen that c, < n(V, X). An example is given in Section 5. The parameter c, is considered also in [9] but is defined differently; in [ 13 ] a related parameter v(V) is studied. In order to make a comparison possible we note that, using the notations of [ 8, 9, 13) We now want to prove a lemma on projections. Let V=f-'(O),f~s*, 0 <a < 1 and E > 0; select z,~f~'(l) such that II';]\ < 1 + E and cf" E E"'(u). We define the projections PzE Now consider the problem: when does a projection P: X-, V exist with /I PII < 2? If A( V, X) < 2 this is obviously the case; when A(V, X) = 2 this is still the case if X is reflexive. We shall prove a more general result.
Recall that it is said that a Banach space X admits centers if for every bounded subset A of X the set of the (absolute) centers of A is non-empty.
Examples of such spaces are: dual (hence reflexive) spaces, L '@) (,u u-finite) and C(Q) (Q Hausdorff compact) but the class is wider; see [2] for new examples and a survey of the classical existence theorems.
Let us consider V as a Banach space in itself; noting that E(a) is the set of the centers of C, in V, which is isometric with I', we see that E(a) is nonempty if V admits centers. Corollary, p. 2241). On the other hand, it is easy to see that there is no norm 2 projection onto V, therefore for any P: X-t V we have 1) PJl > 2 (no projection is minimal). This counterexample is due to Griinbaum [ 15, p. 1991 . By the preceding theorem V does not admit centers. For a similar negative example see ] 10, p. 41 J.
We now prove our main result. THEOREM 2. Let V = f '(O), f E S*. For every a > 0 there exists a projection P,: X--t V such that (2.12) wherecisdeJinedby(2S)andg:
if \/17-3<c,<2.
ProoJ: By (2.10) we have for the projection Qz: 11 Qill < max( 1 + @(a) -1)/a, 2a + p(a)) + (7 < max( 1 + (c -1)/a, 2a + c) + u.
Computing the optimal value for a we find a projection Q" such that I/ Q"\l < 1 + f((c -1) + d(c -1)' + 8(c -l)} + u. (This computation was done in [9, Theorem 41. We will give here a much better result when c >J17 -3.)
SetP;=APzC+(l-A)Q;.P, 0 is of course a projection and for 0 < A ,< 1, using Lemma 2, we have IIPn"xlI G h IIP,oxll + (1 -l>ll Q:xll
hence we obtain /P;jl<max
When w(a) < 0 (w is defined by (2.11)) a possible and optimal choice for 1 in [0, 11 is
With such a choice we get llpl;all G 1 + 2a2 1 +a'-(l-u)/+) +a<l+ 1 +a*$ -a)c +u*
We have seen that ~((2c -2)/c) < 0 if c > fl -3; therefore the choice a = (2c -2)/c is permitted if fl-3 < c < 2 (it must be a < 1) and we obtain a projection R" such that ((R"(I < 1 + 8(c -1)/(c2 + 4(c -1)) + U. Using Q" and R" the proof of this theorem is completed (note that when c = 2, g(c) = 2 and (2.12) holds). 1
Remark. The function g has the following properties: g E C' (1, 2); g( 1) = 1, g(2) = 2; c < g(c); g is strictly increasing and concave; g'(l)= +co, g'(2)=0.
In the point co= o-3 we have g(q)= (j/n -1)/2, g'(q)> = (\/rr + 1)/2. THEOREM 3. We have 1 < c, < w, X) ,< &I> < 2, (2.14) where the function g is dejined by (2.13).
Pro@ This is (2.7) and an obvious consequences of Theorem 2. 1 THEOREM 4. We have We first recall briefly some well known definitions and properties of certain projection constants. Assume that I' is a real Banach space: we say that V E &Y1 (L > 1) if for every superspace Z there is a projection P: Z + I/ such that )I P(I < A. The (absolute) projection constant of V is n(v) = inf{r: VE .Yr}. We say that VE E, (12 1 Clearly 1 < J( v> < 2. References on all these parameters are found in (9 1 where especially the relationship between J and A, is investigated.
We now give some applications of the results of Section 2. We note that when V is a hyperplane in X, for greater precision one should write c(Y, X) instead of cy or c and p,,,(a) instead of p,(a) or p(a).
Theorem 3 in [9] can be stated as:
The following is the main application, in this context, of Theorem 3. This was first proved in [7] ; see [9] for other equivalences and references. Theorem 7 follows immediately from Theorem 6.
This is a new result. This theorem has motivations in Banach space theory; see, for example, Theorem 8. The interest in describing situations where the Jung constant and the projection constant A, have the same value goes back to Grilnbaum (see [ 14, 15 1) .
We remark that Theorem 6 is a substantial improvement of Theorem 4 (formula (4) Note that C(Q) E ,Yr if and only if Q is stonian.
THE PARAMETER F
We now discuss the relevance of the previous results from a different point of view. For a given (real) Banach space X let us define F(X) = sup(A( V, X), V is a hyperplane in X).
If dim X = 1, F(X) = 0 and if dim X = 2, F(X) = 1. To avoid trivialities we assume in this section that dim X > 2.
F is a parameter of the space which satisfies 1 <F(X) < 2. If X is a Hilbert space of course F(X) = 1. For the converse observe that the classical Kakutani's theorem (X is Hilbert if and only if every hyperplane V in X is range of a norm one projection) is not applicable here since the condition n(V, X) = 1 does not imply, in general, the existence of a norm one projection onto V, however, still the condition F(X) = 1 implies that X is a Hilbert space. This fact was pointed out to me by Professor Amir and can be proved using the Garkavi-Klee characterization of Hilbert spaces via Chebyshev centers.
How to evaluate F(X)? Again Theorem 3 turns out to be useful. Define C(X) = sup(c,,, V is a hyperplane of X).
We easily obtain the analog of Theorems 3 and 4, namely, THEOREM 9. For the Banach space X we have: The fact that F(X) ( 2 in a U.C. space X is contained in a more general result that we will prove in Theorem 12. We need first to recall some other facts on Banach spaces.
A Banach space X is uniformly non-square (u.n.s.) if there exists an E > 0 such that min(]]x + y]], ]]x -y]]) < 2 -E for x, y E U. It is easily seen that if X is U.C. then X is u.n.s.
The radial projection R: X + U is defined by Baronti proved in [3] that MPB(X) = k(X).
Collecting all these facts we are able to prove:
THEOREM 11. For any real Banach space X we have
ProoJ: Set MPB(X)=sup{llP,jl: dim X/V= 1, V proximinal}. Obviously MPB(X) < MPB(X). (4.7) will be proved showing that F(X) < MPB(X). First note that u.n.s. Banach spaces are reflexive (this is a well known result due to R. C. James) so that the condition k(X) < 2 implies reflexivity: (4.7) is therefore trivially true if X is not reflexive since k(X) = 2. Assume that X is reflexive and consequently that any hyperplane V is proximinal in X: the (multivalued) best approximation operator P, admits always a continuous linear selection which is therefore a projection. The inequality F(X) < MPB (X) will follow from the definitions of MPB(X) and of W,X). I
We recall now a useful result of Bohnenblust (see [5] ): let V be a hyperplane in an n-dimensional space X. There always exists a projection P: X-+ V such that lIPI ,< 2(n -1)/n. This means that dimX=n+F(X),<2-2/dimX.
(4.8)
Combining (4.7), (4.8) and Thiele's theorem already mentioned we get:
THEOREM 12. We have F(X) < 2 in the following cases: X is finite dimensional, X is uniformly non-square. 5 . THE FUNCTIONS p, y, AND A Let the hyperplane V=f-'(0) be fixed in X, zEf-'(l), Pz:X-+V defined by P,x = x -f(x) z and 0 < a < 1. This section is devoted to a short study of the following functions: 
Recall that
Denote now by v, any of the functions p, y,, A. We shall prove below that a + q.$a)/a is non-increasing in (0, 1); therefore we can define q(l) = lim .-,-da>* From now on we will consider q~ as defined in the closed interval (0, 11. Note that q(O) = 1 and that when X is U.C. q( 1) = 0 (see (4.4) ). Let us prove: Let T be the map x + a/P x; then TC; c Cz" since I/ TX -Ty 11 = a//? [Ix -yll. Using (5.2) we get a/P q'(p) < V'Ya) < v'(a) -(1 -a/PI1 that is, cp(a) > (1 -a/P) + a/P cp(p) which is the right hand side of (5.1). Let Z be the map x-+2x+(1-A)z, AE (0, 11, f(z)= 1. We have ZC' c C,",':~;>$i'l~ and, taking the infimum on the z with j(z) = 1, also ZC% c C",i:',;_"\, = C~,+c,-,,.
Since IlZx -Zyll = I [Ix -yll we obtain lq(a) < &la + (1 -A)) which gives, for /I = la + (1 -A), (( 1 -/I)/( 1 -a)) p(a) < &3) which is the left hand side of (5.1).
The other conclusions of the theorem follow immediately from (5.1). # Remarks. The right hand side of (5.1) may be written q(a) > (1 -a//3) + a//l q(p) which in particular means that the hypograph of (D is convex with respect to the point (0, o(O)) = (0, 1): we will say that ~7 is concave with respect to 0.
We also have rp(a)/a -&3)//l> (j3 -a)/a/l, i.e., a -+ q(a)/a is nonincreasing, and, more significantly, we also have It could be asked whether the functions v, are concave. We will show with an example that this is not the case when rp = y,. It is, in general, difficult to compute explicitly the functions cp; however, when X is a space of continuous functions, this is sometimes possible using an interesting and useful formula due to Smith and Ward [ 171. On the other hand, we have (see (4, Theorem 21, also [6, Theorem 31) ,I( V, x) = 9/7, so this is a case of strict inequality in (2.7). Note that in this example the function p is concave.
We consider now a minimal projection: let z = (8/7, 4/7, 8/7) (note that ((z]] = 8/7 > 1). The projection P, (PZx = x -f(x)z) is minimal since ]] P;II = sup, y,(a) = 9/7. In fact: y,(a) = sup{((x -az((, f(x) = a, ]]x/] < 1). Letting x = (xl, x2, x3) we have x -az = (x1 -a8/7, x2 -a4/7, x3 -a8/7) with the conditions ]xi] < 1, 3x, + 2x, + 3x, = 8a. For 0 < a < l/4 choosing x = (-1,4a, 1) we get y,(a) = 1 + a8/7; for a = l/2 choosing x = (1, -1, 1) we get y,(1/2) = 9/7. Also yr( 1) = 3/7. Finally note that x -az = 1/14(8x, -4x, -6x,, -3x, + 12x, -3x,, -6x, -4x, + 8x,); therefore y,(a) < 9/7 and equality is possible only for x of the form +( 1, -1, -l), f(-1, 1, -l), *(-1, -1, 1). Since 8a > 0 the choice reduces to (-1, 1, l), (4 -1, 11, (1, 1, -1) corresponding to the values l/4, l/2, l/4 for a. We conclude that y,(a) < 9/7 if a & {l/4, l/2}. We have shown that the function yz cannot be concave.
