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Thesis summary 
A novel new application of optimisation algorithm “Bess Algorithm” in the design of 
electric machine is presented in this thesis. The optimisation has the ability to perform 
global and local search and can be applied on constrained, unconstrained optimisation 
problem with multi-objective function, which all counted when consider optimisation 
algorithm for the design of electric machine. The searching procedure of the 
optimisation algorithm has been described in detailed.  Furthermore, novel instructions 
and recommendation were implemented to tune the optimisation parameters, 
particularly for the purpose electric machine design, which in turn reduced the search 
space, increase efficiency and ability to find optimal solution with lower computation 
time. 
The optimisation was applied to search for optimal parameters of a benchmark electric 
machine with multi-objective to reduce the cost and increase the power density, 
power-volume ratio and efficiency. Throughout the thesis, a full detailed analytical 
model for the design of brushless permanent magnet synchronous motor that account 
for electromagnetic and thermal aspects was described. The optimisation was 
employed to search for optimal parameters of the analytical model that satisfy the 
design requirements.  Then, the generated optimal parameters were evaluated and 
verified by Finite Element Analysis, FEA. The results from the FEA show good 
agreement with their corresponding values in the analytical model within acceptable 
range. At the same operational conditions and output specifications, the results show 
that the power density, volume to power ratio and cost of the new optimised motor 
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were all increased by 19%, 39%, 24% respectively and the efficiency reduced only by 
-1%.  
The optimisation was also compared with one of the most usable optimisation 
algorithm used in the design of electric machine i.e. Genetic Algorithm. The results 
show that bees algorithm has more ability to cover the search space with less number 
of recruited bees and less number of iterations and higher computation efficiency. 
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Abstract 
The design of the electric motor for traction applications encompasses strict 
requirements and objectives in the machine’s size, weight, power density, efficiency 
and cost, all conflicting with each other. Furthermore, the design of electric machines 
is a comprehensive mission based on multi-physics electromagnetic, mechanical and 
thermal models. However, with recent improvements in power electronics, materials 
and applications, the old, conventional method used to design electric machines has 
become outdated. Consequently, extensive effort has been devoted to optimising 
electric machines with respect to different objectives, such as efficiency, power 
density, cost, and reliability. 
In recent decades, numerous automated design optimisation technologies have been 
adopted for the design of electric machines for different applications. The inherent 
limitations of an individual optimisation search algorithm and the effect of these 
limitations in solving general optimisation problems has raised the need for a new 
algorithm that is able to consider constraint parameters and multi-objective functions. 
Therefore, this thesis introduces a new optimisation algorithm in the design of electric 
machines i.e. “Bees Algorithm” (BA). BA is a new optimisation algorithm that mimics 
honeybees and has been adopted to solve many realistic engineering design problems. 
With the setting six parameters, Bees Algorithm has the ability to perform both 
exploitative neighbourhood (local) search and explorative global search of an 
optimisation problem. The algorithm is also reliable in handling complex multi-
objective functions that satisfy the constraints quickly and efficiently.    
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Based on specification of a benchmark machine, this thesis describes the design and 
development of high power density three-phase brushless permanent magnet motor 
through Bees Algorithm. The optimisation will be employed to search for new optimal 
four prime variables that subject to constraints and have conflicting objectives 
function. The generated new optimal parameters will be used evaluate the dimensions, 
electromagnetic and thermal parameters of the new optimised machine, which will be 
verified by FEA. Then, the performance indices of the resulted machine will be 
compared with their corresponding values in the benchmark design. The results show 
that new optimised machine with the same efficiency has benefit of higher power 
density, lower volume and cheaper cost.    
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
VIII 
 
List of abbreviations and nomenclatures 
Abbreviations 
ACO Ant Colony Optimisation algorithm 
AWG American wire gauge 
BA Bees algorithm 
BEM Boundary Element Method 
BLPMDC Brushless permanent magnet direct current motor 
BLPMSM Brushless permanent magnet synchronous motor 
CPR constant power region 
CTR constant torque region 
CVT  continuously variable transmission  
EMF electromotive force 
EMG electronic-magnetic gearing 
EV Electric Vehicle 
FCVT FreedomCar and vehicle Technologies 
FDM Finite Difference Method 
FEA Finite Element analysis 
FEM Finite Element Method 
FGT  fixed-ratio gear transmission  
GA Genetic Algorithm 
HEV Hybrid Electric Vehicle 
IM Induction Motor 
MMF Magnetomotive Force 
MEC Magnetic Equivalent Circuit 
MLS moving of least square 
NdFeB Neodymium Iron Boron 
PC Permeance Coefficient 
PM  Permanent Magnet 
PMM Point Mirroring Method 
PSO Particle Swarm Optimisation 
IX 
 
REM  Rare Earth Magnets 
RMS Root Mean Square 
SI Swarm Intelligence 
SmCo Samarium Cobalt 
SMPMSM surface mounted permanent magnet synchronous machine 
SRM Switched Reluctance Motor 
SUMT Sequential Unconstrained Minimization Technique 
TENV Totally Enclosed Non-Ventilated 
UQM Unique Mobility Inc.  
 
Nomenclatures 
ܣ  Area 
ܽܿ   Specific electrical loading ܣ ݉⁄  
ܣ௪௜௥௘  Strand cross section area 
ܣ௦௟௢௧   Slot area  
ܣ௖௨    Copper area per slot 
ܤ    Specific magnetic loading (T) 
ܤ  Magnetic flux density 
ܤ௔௥௠   Flux density doe to armature reaction 
ܤ௜  Intrinsic magnetic flux density 
ܤ௥  Remanent magnetic flux density 
ܤ௞ The flux density value on the demagnetization curve where      
magnetic polarization vector collapses (T) 
ܤܪ௠௔௫  Maximum energy product 
ܤ௦௢  Slot opening width 
ܤ௚  RMS airgap flux density 
ܤ௚ሺଵሻ	  First harmonic of the magnetic airgap flux density 
ܤ௦௠   Mean width of stator slot 
ܤ௞௡௘௘   Knee point of lamination B-H curve 
ܤ௠௔௫  Lamination maximum flux  
ܦ   Stator inner diameter (m) 
X 
 
ܦ௙௥௔௠௘  Frame diameter 
ܧܯܨ     Electromotive force 
ܧܯܨሺଵሻ    Flat-top electromotive force 
௅݂௄ீ  Leakage coefficient 
݂  Electric frequency 
ܪ  Magnetic field intensity 
ܪ௖   Magnetic coercivity  
ܪ௜௖  Intrinsic coercivity 
݄௠  Magnet thickness 
ܪ௦  Total height of slot 
ܪ௞ The field intensity value on the demagnetization curve where 
magnetic polarization vector collapses (A/m) 
ܫ  Electric current 
ܫ௅ோ  Locked-rotor current 
ܫ௣௛   Phase current  
ܫௗ௘௠௔௚   Demagnetisation current 
ܬ  Current density 
݇௖  Carter’s coefficient   
݇௛  Hysteresis loss coefficient   
݇௘௖  Eddy current loss coefficient   
݇ௗ௦  Tooth flux concentration factor 
݇௪  Fundamental winding factor 
݇௦   Lamination stacking factor 
ܭ௙௜௟௟  Slot fill factor 
݇௘௫௣  Coefficient of thermal expansion 
ܮ   Machine axial length (m) 
݈  Path length 
	ܮ௦  Synchronous inductance 
	ܮ௘௪  End-winding inductance 
ܮ௦௟  Slot leakage inductance 
XI 
 
ܮ௦௚    Airgap inductance 
݈௧௨௥௡  Total of the length of one turn 
݈௘௡ௗ    Turn’s end-winding length 
ܯܯܨ  Magnetomotive force 
݉݉ ሺ݂௉ெሻ  Magnetomotive force produced by the permanent magnet 
ܰ௠  Number of stator slots 
௣ܰ௛  Number of turn in series per phase 
௣ܰ  Number of poles 
ܰ௠୮௣   Number of slots per pole   
௦ܰ௣௣   Number of slots per pole   
௨ܰ   Nusselt number 
OD  Stator outer diameter 
݌   Number of pole-pairs 
௠ܲ଴  Internal magnet permeance 
௖ܲ௢௥௘  Laminations Iron losses 
௖ܲ௨  Copper losses 
௦ܲ௟௢௧	  Slot permeance coefficient 
௘ܲ௟௠   Electromagnetic Power 
	 ௛ܲ௬௦  Hysteresis loss 
	 ௘ܲௗௗ  Eddy current loss 
௪ܲ௜௡ௗ    Windage loss 
௙ܲ௥௜௖  Friction loss 
ܲݎ   Prandtl number 
ݍ  Number of slots per pole per phase 
ݎ݌ݏ        Revolution per second   
Ը  Magnetic reluctance 
ܴ௣௛  Phase resistance 
ܴௗ௖  Direct current phase resistance 
ܴܽ   Rayleigh number 
ܵ   Electric motor rating power 
XII 
 
ܵ஽ை  Stator outer diameter 
ܵ௘௕௜  Thickness of stator back-iron 
ܴ௘௕௜    Thickness of rotor back-iron  
௪ܶ  Stator Tooth Width 
ܶ   Torque 
௠ܶ	  Mean temperature  
௉ܶெ  Permanent magnet temperature 
௔ܶ௠  Modified Taylor’s number 
஼ܶ௨  Winding temperature 
௠ܶ௔௫   Maximum torque 
௔ܶ௩௚  Average torque 
௧ܸ  Terminals voltage 
ௗܸ௖  Supply Voltage 
ݓ௠  Magnet Width 
ܹݐ    Weight 
ܺௗ  d-axis synchronous reactance 
ܺ௤  q-axis synchronous reactance 
	ܺ௦  Synchronous reactance 
ߙ஻௥	 	 ܤ௥  reversible temperature coefficient	
ߙு௖	 	 ܪ௖		reversible temperature coefficient	
ߙ஼௨	 	 Copper reversible temperature coefficient	
ߙ௣	 	 Ratio of the magnet-pitch to the total pole-pitch 
ߚ    Ratio of slot pitch to pole pitch 
ߣ   Machine aspect ratio 
߶  Magnetic flux 
߰  Flux linkage 
ߤ   Material magnetic permeability 
ߤ଴  Air magnetic permeability	
ߤ௥	 	 Relative permeability 
ߤ௥௘௖  Recoil Permeability 
߬௦   One slot pitch 
XIII 
 
߬௣   One pole-pitch 
்߬௪  One teeth-pitch 
߬௖	  Length of end winding pitch 
ߩ௖௨  Copper electric resistivity 
ߟ   Efficiency 
ߣ௥, ߣ௔    Radial and axial thermal conductivities 
ݒ  Viscosity of the air 
݃௥  Gravitational constant 
Ω	   Angular velocity of the rotor 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
XIV 
 
Table of Contents 
Chapter 1: Introduction and objective of research ................................................. 1 
1.1 Introduction ............................................................................................................ 1 
1.2 Motivation and research objectives ........................................................................ 4 
1.3 Dissertation outline ................................................................................................ 5 
Chapter 2: Literature Review ................................................................................... 7 
2.1 Design and optimisation of Electric Machine ........................................................ 7 
2.1.1 Overview ....................................................................................................... 7 
2.2 Traditional method for electric machines design ................................................... 8 
2.3 Previous work on the optimisations of electric machine design .......................... 14 
2.3.1 Genetic Algorithm ....................................................................................... 18 
2.3.2 Particle Swarm Optimisation PSO .............................................................. 20 
2.3.3 Bees Algorithm (BA) .................................................................................. 22 
2.4 Review of Recent Developments in Electrical Machine Design Optimisation 
Methods ................................................................................................................ 25 
2.5 Chapter Summary ................................................................................................ 27 
Chapter 3: Analysis of magnetic circuit in BLDC motor ..................................... 30 
3.1 Background .......................................................................................................... 30 
3.2 Numerical methods for solution of static magnetic field ..................................... 31 
3.2.1 Finite Element Method FEM ....................................................................... 32 
3.2.2 Magnetic Equivalent Circuit (MEC) ........................................................... 33 
3.2.3 Finite difference method FDM .................................................................... 35 
3.3 Magnetic Circuit Analysis ................................................................................... 35 
3.3.1 Characteristics of Permanent Magnet Material ........................................... 35 
3.4 Magnetic Circuit analysis ..................................................................................... 38 
3.4.1 Magnet Circuit of Permanent Magnet Synchronous Motor PMSM ............ 43 
3.4.2 Equivalent Magnet Circuit of Surface-Mounted Permanent Magnet SMPM
 .............................................................................................................................. 44 
Chapter 4: Evaluation and analysis of benchmark BLPMSM ............................ 52 
4.1 Background .......................................................................................................... 52 
4.1.1 Specifications and materials of benchmark motor ...................................... 52 
4.2 Ideal performance benchmark motor ................................................................... 59 
XV 
 
4.3 Phasor diagram ..................................................................................................... 60 
4.4 FEA analysis of benchmark motor ....................................................................... 61 
4.5 Losses and efficiency ........................................................................................... 68 
4.6 Chapter summary ................................................................................................. 69 
Chapter 5: Analytical design model of BLPMDC motor ..................................... 70 
5.1 Introduction .......................................................................................................... 70 
5.2 Analytical design methodology ........................................................................... 70 
5.3 Parameter selection .............................................................................................. 73 
5.3.1 Selection number of pole-per-slot pole/slot ................................................ 73 
5.3.2 Selection of magnet pole ............................................................................. 76 
5.3.3 Selection of magnet shape and magnetisation direction.............................. 79 
5.3.4 Design material selection ............................................................................ 81 
5.4 Analytical model based on prime variables ......................................................... 82 
5.4.1 Airgap flux density ...................................................................................... 83 
5.4.2 Phasor diagram ............................................................................................ 85 
5.5 Losses modelling and efficiency .......................................................................... 89 
5.5.1 Copper Losses ............................................................................................. 90 
5.5.2 Core losses ................................................................................................... 91 
5.5.3 Mechanical losses ........................................................................................ 92 
5.6 Thermal Analysis ................................................................................................. 93 
5.6.1 Conduction heat transfer.............................................................................. 94 
5.6.2 Convection ................................................................................................... 99 
5.6.3 Computation of nodal temperatures .......................................................... 101 
5.7 Constraints and penalty function ........................................................................ 103 
5.7.1 Armature reaction field .............................................................................. 103 
5.7.2 Consideration of saturation........................................................................ 105 
5.7.3 Protection from demagnetisation ............................................................... 107 
5.7.4 Maximum temperature .............................................................................. 109 
5.8 Objective function .............................................................................................. 110 
Chapter 6: Bees Algorithm in the optimisation of electric machine design ..... 112 
6.1 Background ........................................................................................................ 112 
6.2 Introduction ........................................................................................................ 112 
XVI 
 
6.3 Bees Algorithm .................................................................................................. 113 
6.3.1 Setting parameters of Bees Algorithm ...................................................... 115 
6.3.2 Optimisation search space ......................................................................... 115 
6.3.3 Neighbourhood search ............................................................................... 120 
6.3.4 Global search and stopping criteria ........................................................... 125 
6.4 Comparison between Bees and Genetic Algorithms in the optimisation of electric 
machine design ................................................................................................... 127 
6.4.1 Design operational conditions and specifications ..................................... 128 
6.4.2 Objective function ..................................................................................... 130 
6.4.3 Optimisation Results analysis and comparison ......................................... 131 
Chapter 7: Optimisation results and verification of optimised BLPMSM ....... 135 
7.1 Introduction ........................................................................................................ 135 
7.2 BA Results ......................................................................................................... 135 
7.3 Analytical design verification ............................................................................ 137 
7.3.1 Airgap flux density calculation ................................................................. 138 
7.3.2 Tooth width and stator and rotor lamination thickness ............................. 141 
7.3.3 Back EMF calculation ............................................................................... 143 
7.3.4 Inductance calculation ............................................................................... 144 
7.3.5 Calculation the number of turn and current ............................................... 147 
7.3.6 Slot height calculation ............................................................................... 148 
7.3.7 Machine weight and volume ..................................................................... 149 
7.3.8 Losses and efficiency calculation .............................................................. 154 
7.3.9 Efficiency .................................................................................................. 156 
7.3.10 Armature reaction field ............................................................................ 157 
7.3.11 Demagnetisation current .......................................................................... 158 
7.3.12 Temperature rise ...................................................................................... 161 
7.3.13 Penalties and Objective function ............................................................. 161 
7.4 Validation of analytical approach based on Finite Element Analysis ................ 162 
7.4.1 FEA simulation .......................................................................................... 164 
7.4.2 Airgap flux density .................................................................................... 165 
7.4.3 Inductance.................................................................................................. 166 
7.4.4 Back-EMF ................................................................................................. 167 
7.4.5 Torque ....................................................................................................... 168 
XVII 
 
7.4.6 Losses ........................................................................................................ 174 
7.4.7 Saturation and demagnetisation analysis ................................................... 175 
7.4.8 Efficiency map........................................................................................... 176 
7.4.9 FEA thermal analysis ................................................................................ 177 
7.5 Comparison of the results of analytical design with FEA simulation ................ 178 
7.6 Evaluation of performance indices..................................................................... 181 
7.7 Chapter summary ............................................................................................... 184 
Chapter 8: Conclusions, Contribution and Recommendation for future work
 .................................................................................................................................. 185 
8.1 Conclusions ........................................................................................................ 185 
8.2 Contributions ...................................................................................................... 190 
8.3 Recommendation for future work ...................................................................... 192 
References ............................................................................................................... 193 
Appendix ................................................................................................................. 200 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
XVIII 
 
List of Tables 
Table 1.1 Advantages and disadvantages of different types of motors ........................ 2 
Table 3.1 Characteristics of analysis methods in terms of geometric approximation 
and computational cost ............................................................................................... 32 
Table 3.2 Properties of typical permanent magnet materials ..................................... 38 
Table 4.1 Specifications and dimensions of benchmark motor ................................. 54 
Table 4.2 Materials and mass for the benchmark SMPM machine design ................ 55 
Table 4.3 Properties of permanent magnet material NdFeB 230/220h ...................... 57 
Table 4.4 Properties of core material M330-35A ...................................................... 58 
Table 4.5 Losses of the benchmark motor ................................................................. 69 
Table 5.1 Specifications of the new design traction motor ........................................ 82 
Table 6.1 Upper and lower value of the prime variables bounds............................. 117 
Table 6.2 The BA parameters setting as used in this research. ................................ 127 
Table 6.3 UQM requirements for traction motor ..................................................... 128 
Table 6.4 specifications of the target machine design ............................................. 130 
Table 6.5 Setting parameters of the Optimization algorithms ................................. 131 
Table 6.6 Setting parameters of the Optimization algorithms ................................. 132 
Table 6.7 Results from BA and GA ......................................................................... 133 
Table 6.8 New Setting of Optimization algorithms ................................................. 133 
Table 6.9 Results from new setting of BA and GA ................................................. 134 
Table 7.1 Generated optimal prime variables from BA ........................................... 136 
Table 7.2 Values of prime variables generated from BA optimisation .................... 138 
Table 7.3 Mass density of active materials in the optimised machine ..................... 150 
Table 7.4 End-winding parameters of the optimised design .................................... 167 
Table 7.5 Component losses generated from FEA................................................... 174 
Table 7.6 Comparison of results from analytical and FEA simulations .................. 179 
Table 7.7 Performance indices comparison of the optimised and benchmark designs
 .................................................................................................................................. 182 
 
 
 
XIX 
 
Table of figures 
Figure 1.1 Diagram of general electric machine design based on optimisation .......... 4 
Figure 2.1 Illustration of the iterative design process in the traditional machine design
 ...................................................................................................................................... 8 
Figure 2.2 Traditional table to select magnetic and electric loading ........................... 9 
Figure 2.3 Loss curve for silicon steel and Nickel-Iron at 400Hz ............................. 11 
Figure 2.4 BH curve of silicon steel and Nickel-Iron ................................................ 11 
Figure 2.5 Traditional curve for the selection of the aspect ratio λ [10] .................... 12 
Figure 2.6 Standard search procedure of genetic algorithm ...................................... 18 
Figure 2.7 Standard search procedure of Particles Swarm Optimisation PSO .......... 21 
Figure 2.8 Flow chart of basic Bees Algorithm search criteria .................................. 24 
Figure 3.1 Second quadrant “demagnetisation curve” of full hysteresis loop for a 
permanent magnet material ........................................................................................ 36 
Figure 3.2 Simple magnetic circuit with permanent magnet ..................................... 40 
Figure 3.3 Demagnetisation curve of permanent magnet material ............................ 43 
Figure 3.4 Magnets flux line using FEM: observation of magnetic leakages in the rotor.
 .................................................................................................................................... 44 
Figure 3.5 Schematic diagram of magnetic flux path for PM synchronous motor .... 45 
Figure 3.6 Complete Magnetic Equivalent circuit for SMPM motor ........................ 45 
Figure 3.7 Simplified Model for Equivalent Magnetic Circuit for SMPM motor ..... 47 
Figure 4.1 Model of the benchmark Motor ................................................................ 53 
Figure 4.2 Explanation of motor dimensions ............................................................. 53 
Figure 4.3 Slot design and geometries of the benchmark motor................................ 55 
Figure 4.4 Thermal analysis benchmark design ......................................................... 56 
Figure 4.5 Demagnetisation characteristics of NdFeB 230/220h grade .................... 57 
Figure 4.6 Magnetisation characteristics of M330-35A ............................................ 58 
Figure 4.7 Ideal torque-speed characteristics required for benchmark Motor ........... 59 
Figure 4.8 Phasor Diagram of the SMPM machine at the rated operation condition 60 
Figure 4.9 Layout of benchmark motor design in “MotorSolve” FEA program ....... 62 
Figure 4.10 Flux densities in stator and rotor laminations calculated by FEA .......... 62 
Figure 4.11 Waveform of the fundamental flux linkage of the benchmark motor .... 63 
XX 
 
Figure 4.12 Average inductance current in benchmark motor design at different gear 
levels .......................................................................................................................... 64 
Figure 4.13 Waveform of peak phase voltage generated from FEA analysis at no-load 
for the benchmark motor ............................................................................................ 64 
Figure 4.14 FEA analysis of Electromagnetic generated torque of the benchmark 
design ......................................................................................................................... 65 
Figure 4.15 Torque profile at 380Vdc for the benchmark motor design ................... 66 
Figure 4.16 Torque/speed profile at 380Vdc for the benchmark motor design at 
different advance angles ............................................................................................. 67 
Figure 4.17 Power-speed characteristics of benchmark motor and ideal power with 
required power at full speed range ............................................................................. 67 
Figure 4.18 Cogging torque of the benchmark design ............................................... 68 
Figure 4.19  Efficiency of the benchmark motor over full range of speed ................ 69 
Figure 5.1 Flow chart of the optimisation analytical design ...................................... 72 
Figure 5.2 Cogging torque simulation result for different slot/pole combinations .... 75 
Figure 5.3 Normalised harmonics for range of pole coverage coefficients ............... 78 
Figure 5.4 PM rotors commonly used in sinewave motors. ....................................... 80 
Figure 5.5 Generated back-EMF for different magnet shape .................................... 80 
Figure 5.6 Magnetisation characteristics of M330-35A ............................................ 84 
Figure 5.7 Phasor diagram at rated operation condition ............................................ 85 
Figure 5.8 Slot design and geometries of the baseline motor .................................... 87 
Figure 5.9 FEA simulation for heat transfer direction in one-pole section of benchmark 
stator back-iron and teeth ........................................................................................... 95 
Figure 5.10 FEA simulation for heat transfer direction in one slot winding ............. 96 
Figure 5.11 General cylindrical component with four unknown temperatures: two at 
the axial edges and two on the outer and inner surfaces ............................................ 97 
Figure 5.12 T-equivalent network represents independent axial and radial thermal 
resistances and average temperature node. ................................................................ 97 
Figure 5.13 Thermal modelling network of IPMSM ............................................... 102 
Figure 5.14 Plot of flux densities calculated by FEA at (a) full load and (b) no load 
operating conditions ................................................................................................. 105 
Figure 5.15 Demagnetisation characteristics of NdFeB 230/220h grade ................ 107 
XXI 
 
Figure 6.1 Flow chart of Bees Algorithm search criteria ......................................... 114 
Figure 6.2 Population of 50 scout bees with their fitness evaluation....................... 116 
Figure 6.3 Average value between two candidates’ solution for L and D ............... 118 
Figure 6.4 Average value between two candidates’ solution for hm and J.............. 119 
Figure 6.5 Sorting selected sites ascendingly according to their fitness .................. 120 
Figure 6.6 Sorting elite selected and non-selected sites according to their fitness .. 121 
Figure 6.7 Neighbourhood search around elite selected and elite non-selected sites
 .................................................................................................................................. 121 
Figure 6.8 Neighbourhood search around selected L and ݄݉, ngh=0.25 ................ 123 
Figure 6.9 Neighbourhood search around selected L and ݄݉, ngh=4.0 .................. 124 
Figure 6.10 The optimal values of prime variable at each iteration ......................... 126 
Figure 6.11 The output of the objective function for 50 iterations .......................... 126 
6.12 Design characteristics for output power and torque vs speed .......................... 129 
Figure 7.1 Dimensions of the rectangular slot shape ............................................... 145 
Figure 7.2 Dimensions of one-pole segment of the optimised motor ...................... 151 
Figure 7.3 Demagnetisation characteristics of NdFeB 230/220h grade showing the 
knee point at 200°C. ................................................................................................. 158 
Figure 7.4 Structural design of the optimised electric machine model .................... 164 
Figure 7.5 Waveform of Airgap flux density as generated from FEA simulation ... 165 
Figure 7.6 Total self-inductance as generated from FEA ........................................ 166 
Figure 7.7 Normalised line-line back-EMF compared with ideal sinusoidal waveform
 .................................................................................................................................. 167 
Figure 7.8 Waveform of generated back-EMF from FEA ....................................... 168 
Figure 7.9 Waveform of Electromagnetic torque as generated from FEA .............. 169 
Figure 7.10 Cogging torque of the optimised motor at zero current ........................ 170 
Figure 7.11 Torque Vs speed curve of the optimised motor .................................... 170 
Figure 7.12 Peak torque at each speed at optimal advance angle ............................ 171 
Figure 7.13 Generated torque over full speed range at different advance angle ...... 172 
Figure 7.14 Generated power over full speed range at different advance angles .... 172 
Figure 7.15 Torque/Speed characteristics of the optimised motor over the full speed 
range ......................................................................................................................... 173 
XXII 
 
Figure 7.16 Power/Speed characteristics pf the optimised motor over the full speed 
range ......................................................................................................................... 174 
Figure 7.17 Flux distribution in the optimised machine components ...................... 175 
Figure 7.18 Demagnetisation test of the optimised motor under fault condition..... 176 
Figure 7.19 Efficiency map of the optimised design ............................................... 177 
Figure 7.20 FEA thermal analysis of the optimised machine at load condition ...... 178 
Figure 7.21 FEM analysis of the magnetic flux leakage between poles .................. 180 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
XXIII 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
 
1  Chapter 1: Introduction and objective of research 
1.1  Introduction  
In recent years, Brushless Permanent Magnet Synchronous Motor (BLPMSM) has 
become the most widely used motor for traction application in Electric Vehicles (EV) 
and Hybrid Electric Vehicles (HEV) [1]. It has been used in the production of many 
hybrid vehicles e.g. Toyota Prius, Honda Accord, and Ford Escape [2]. Compared with 
Induction Motor (IM) and Switched Reluctance Motor (SRM), the BLPMSM 
constitutes a good choice for applications where steady-state operation, high 
efficiency and torque density are needed [3]. However, for traction application there 
are general ideal characteristics required in electric machines, including the following 
[1, 3, 4]. 
 High torque density and power density 
 High torque for starting, at low speed and hill climbing, and high power for 
high-speed cruising. 
 Wide speed range, with constant power operating range of around three to four 
times the base speed being a good compromise between the peak torque 
requirement of the machine and the volt-ampere rating of the inverter. 
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 High efficiency over wide speed and torque ranges, including low torque 
operation. 
 Intermittent overload capability, typically twice the rated torque for short 
durations. 
 High reliability and robustness appropriate to the vehicle environment. 
 Low acoustic noise and low torque ripple [5]. 
 Acceptable cost. 
Recently, various types of electric machines have been developed and applied on 
traction applications. Table 1.1 summarises the advantages and disadvantages of each 
type of motor. Compared with the ideal characteristics required of an electric machine 
for traction application, the BLPMSM is the type of motor that offers the best 
efficiency and high power density, making it the best choice to drive modern electric 
vehicles.   
Table 1.1 Advantages and disadvantages of different types of motors 
Motor Type Advantages Disadvantages 
BLPMSM 
 High Power density 
 High efficiency 
 Limited speed range 
 High cost 
 High stator core losses at 
high speed 
Induction motor 
(IM) 
 High speed range 
 High reliability 
 Low cost 
 Rigidity in hostile 
environments 
 Low efficiency 
 Thermal problem at high 
speed 
 Switched 
reluctance motor 
(SRM) 
 Desirable torque speed 
characteristics 
 High reliability 
 Low cost 
 Rigidity in hostile 
environments 
 High torque ripple and 
noise 
 Low power density 
 Low efficiency 
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Despite substantial improvements in modern materials, power electronics and 
computing tools over recent decades, electric machines are still designed based on old, 
conventional methods that were established more than half a century ago. Therefore, 
it is important to develop a new method that reflects modern progress in electric drives, 
materials and manufacturing abilities. In this respect, considerable effort has been 
spent over recent decades in developing a method based on optimisation to improve 
the design of electric machines.  
Generally, to accomplish an electric machine design based on optimisation, the 
designer needs essentially two tools: first, an accurate analytical model to design the 
electric machine; and second, an efficient optimisation algorithm as shown in Figure 
1.1 [6]. While the design based on analytical modelling takes its input variables from 
the optimisation to calculate the relationships between the electromagnetic, 
mechanical, and thermal aspects of the machine simultaneously, the optimisation 
studies all the possible options and allows the designer to find a compromise between 
material properties, machine dimensions, the cost of production and assembly 
processes that satisfies the design specifications. Therefore, the proposed research is 
stimulated to design both an accurate analytical design and efficient optimisation.  
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Figure 1.1 Diagram of general electric machine design based on optimisation 
 
1.2  Motivation and research objectives 
Given the context and the continuous need for improving electric machines, this 
research focuses on the design methodology for BLPMSM for traction application 
based on optimisation. The main objectives of the proposed research are as follows: 
1. To compute a comprehensive and accurate analytical modelling for 
BLPMSM. The design specifications and requirements are based on a 
benchmark motor that has been developed by “Electronica Products Limited, 
UK”.   
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2. To apply a new optimisation algorithm i.e. Bees Algorithm (BA) to search for 
optimal design parameters that are needed to improve the performance of the 
benchmark design in term of power density, volume, efficiency and cost.   
3. Provide comprehensive analysis of the optimisation search criteria and explain 
both local and global searches in the Bees Algorithm, as well as provide 
instructions that help the user to efficiently tune the algorithm parameters for 
the particular specification of an electric machine design.  
1.3  Dissertation outline 
Chapter 2 reviews the old, traditional method in the design of electric machines.  Also 
presented are brief descriptions of the search procedure of recently applied 
optimisation algorithms in electric machine design. The chapter covers the most recent 
developments in electric machine optimisation.   
Chapter 3 demonstrates and compares the different methods employed to evaluate and 
compute magnetic field problems. It also presents the possibilities of integrating these 
methods into algorithm search processes. In addition, this chapter introduces the 
characteristics of permanent magnet materials and their behaviours as illustrates in the 
demagnetisation curve. The chapter also clarifies in detail the “equivalent magnetic 
circuit” in analysing of the magnetic circuit of a surface mounted permanent magnet 
machine.  
Chapter 4 provides full assessments of the benchmark design using finite element 
analysis (FEA) to evaluate the electromagnetic and thermal performances of the 
benchmark design. Also in this chapter, the analysis of the characteristics of torque, 
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power, and efficiency of the benchmark is simulated and the performance indices are 
evaluated.  
Chapter 5 introduces an analytical model of a surface mounted permanent magnet 
machine, including an evaluation of the electromagnetic, thermal and losses of an 
electric machine. The proposed analytical study also includes the selection of some 
machine parameters before optimisation. The analytical model also includes 
constraints and penalty functions to ensure the delivery of a feasible design.  Finally, 
a multi-objective function of the design is expressed to match with the required aims 
of the design.  
Chapter 6 provides more details about the search criteria that Bees Algorithm follows 
to survey the optimisation search space. The chapter also analyses the relation between 
the algorithm parameters, search space boundaries and the variables in the 
optimisation problem and their impact on the overall search performance, particularly 
for an electric machine design. 
Chapter 7 shows the values of the new optimal variables generated from the Bees 
Algorithm and the evaluation of the new optimal machine on the basis of these new 
optimal variables. The evaluation involves verification of the electromagnetic and 
thermal parameters in the analytical model and simulation of the new optimised 
machine on numerical analysis.  Finally, the new optimised machine is compared with 
the benchmark design in terms of their performance indices weight, volume, cost and 
efficiency.  
Chapter 8 summaries the conclusion, contributions and recommendations for future 
work. 
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2  Chapter 2: Literature Review 
2.1  Design and optimisation of Electric Machine 
2.1.1  Overview 
Since its invention in 1820, the design methodology of the electric machine has gone 
through diverse stages to develop a fitting way to search for ideal design parameters. 
Until 1979, the design of electric machines was implemented by an old, traditional 
design method that was dominated by the rule of thumb and historical empirical 
curves. Recent developments in power electronics, the generation of new magnetic 
materials, electric machine applications and manufacturing processes have stimulated 
the need to find a more efficient design methodology to convey these improvements. 
A summary of the work conducted using the old, traditional method shows that this 
method has slowly become outdated and has often not made use of progress to improve 
machine performance. Therefore, a decision for a novel machine design method that 
can reflect recent developments in electric machines is urgently required.  
Therefore, in this chapter, a comprehensive literature survey is introduced to 
summarise the traditional design method and the latest progress in optimisation of 
electric machines design. An evaluation of various recent optimisation algorithms that 
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focuses on their abilities and limitations in searching for optimal design parameters is 
also presented. The computational efficiencies and accuracy of optimisation 
algorithms, with consideration of the ability to reflect constraints and specifications, 
is also summarised.  
2.2  Traditional method for electric machines design  
The procedure of the traditional design method, as reviewed, was governed by semi-
empirical sizing equations, a general, heuristic guideline and rule of thumb that 
predominantly reflect designer experiences. The procedure is also based on a limited 
number of material curves that are not intended to be strictly accurate or reliable for 
every situation. After determining the machine electric and magnetic loading, the 
procedure is followed by iterative processes to tune some parameters, as shown in 
Figure 2.1 [7]. 
 
Figure 2.1 Illustration of the iterative design process in the traditional machine 
design 
To achieve the required design outputs, the designer begins by selecting appropriate 
values for the main design dimensions as shown in the sizing equation (2.1) [8] 
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ܵ ൌ 11݇௪	ൈܤ	ൈܽܿൈܦଶܮൈ݊              (2.1) 
Where, ܵ is the electric motor rating power ܹ, ܤ is the specific magnetic loading in 
Tesla (T), ܽܿ is the specific electrical loading in ܣ ݉⁄ , ܦ is the stator inner diameter 
(m), ܮ is the machine active length (m), ݇ݓ is the fundamental winding factor and n 
is the rated speed in revolution per second ሺݎ݌ݏሻ. 
According to the available cooling strategy, the designer estimates the values for the 
magnetic and electric loading. The selection of magnetic loading ܤ depends on the 
saturation point and core loss of the available limitation materials, while the value of 
electric loading ܽܿ depends on the current density ߜ and type of winding insulation 
materials. Both ܤ and ܽܿ values are selected from guidebooks based on common 
collected data and designers’ experiences, such as the table in Figure 2.2 [7].   
 
Figure 2.2 Traditional table to select magnetic and electric loading 
From the table, it is clearly shown that only limited magnetic loading ሺܤതሻ up to 0.53T, 
limited electric loading (ac) up to 37000 amp.cond/m and limited current density up 
to 4.0 A/mm2 have been considered. This indicates the limited availability of the soft 
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and hard magnetic material for the design and the limited cooling strategy, probably 
an air-cooling system, available for the design.  By contrast, in the modern application, 
the magnetic loading where Rare Earth Magnets (REM) are used, the magnetic loading 
can go to more than 0.75T. In addition, in modern cooling strategies, such as liquid 
cooling and intensive oil spray cooling systems, the current density can rise to 
28A/mm2 [9]. Furthermore, within the past decade, the improvements in lamination 
materials have allowed electric machines to operate at higher flux densities with fewer 
iron losses. This led to smaller teeth width and thinner back-iron in the stator and, 
therefore, resulted in smaller size machines. Comparing traditional silicon steel with 
that of modern magnetic material, such as Nickel-iron and Iron-cobalt, Figure 2.3 
shows that, at the same frequency and magnetic flux density, silicon-steel has power 
loss ten times that of Nickel-iron. Also, as shown in Figure 2.4, for the same materials, 
the B-H curves indicate that the saturation level for silicon steel is much higher than 
that for Nickel-iron. This means that the Nickel-iron will be saturated at a lower flux 
density and then the magnetic circuit for using this material will be designed to operate 
at a lower airgap flux density. Accordingly, it can be concluded that empirical curves 
with fixed saturation levels and estimated losses cannot reflect the improvement in 
modern lamination materials.  
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Figure 2.3 Loss curve for silicon steel and Nickel-Iron at 400Hz 
 
Figure 2.4 BH curve of silicon steel and Nickel-Iron 
Thereafter, upon selection of specific magnetic and electrical loading, the designer 
estimates the ratio between the stator inner diameter ܦ and the machine active length	ܮ 
from the sizing equation (2.1). At this stage, the designer again needs to use an 
empirical curve and another sizing equation to approximate an appropriate number of 
pole-pairs ݌ for the machine to calculate the machine aspect ratio ߣ, as shown in Figure 
2.5 and Equation (2.2) [10]. 
ߣ ൌ 	 ௅గ஽ ௣⁄        (2.2ሻ 
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Figure 2.5 Traditional curve for the selection of the aspect ratio λ [10] 
However, the selection of aspect ratio ߣ based on Equation (2.2) cannot be useful in 
some applications where small machine outer diameter and high power density are 
concerned. Furthermore, the determination of aspect ratio ߣ is not only limited by the 
parameters used in Equation (2.2), it is extended to include different machine 
variables, such as material utilisation, required performance, machine manufacturing 
feasibility, and cooling possibility.   
After selecting the values for	ܤ, ܽܿ,	݌ and	ߣ and in order to determine the machine 
size, the designer needs to estimate another important factor, which is current 
density	ሺ	ܬሻ. In its simple form, current density is the amperes in conductor divided by 
the area of the conductor	ܬ ൌ ܫ ܣ௪௜௥௘⁄ . The selection of the current density	ܬ, using the 
traditional method, is based on a typical value range between 3 and 5 A/mm2 [7] and 
the designer estimation for the machine rated current and evaluation of temperature 
rise. According to the selected value of current density, the cross-sectional area of 
copper wire is determined.  However, a higher value of current density can lead to 
smaller wire diameter, which proportionally increases copper losses and subsequently 
temperature rise. According to [11], the excessive current density in an electric 
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machine is a common cause of electric machine failure. At rated current and high 
frequency, when the wire diameter is too small, the eddy current in the wire forces 
much of the current to flow near the outside of the conductor directly under the 
insulation. This can cause localised heating in the insulation, which may cause the 
insulation material to bubble-up and deteriorate the insulation system. Furthermore, 
the limitation of current density between 5-7 A/mm2 is valid only for air-cooling 
systems and does not reflect modern improvements where the current densities can 
increase sometimes up to 10 A/mm2 for air cooling systems and up to 28A/mm2 for 
liquid and gas cooling systems [9].  
From the aforementioned procedure for electric machine design, it is clear that the 
traditional method is based on semi-empirical curves, fixed tables and to a high degree 
has relied on designer experience to select the magnetic and electric parameters. The 
semi-empirical curves and tables are valid only for a limited number of materials and 
does not take into account the improvement in modern materials and the reduction of 
power electronics cost in recent decades. 
However, the design of an electric machine is a multi-physics task based on 
electromagnetic, mechanical and thermal analytical modelling which cannot be 
designed separately.  Throughout the procedure of the traditional design method, only 
limited connections between these models have been considered. Therefore, there is 
no genuine relation, neither between the diverse machine models nor the design input 
parameters and machine output performance. Moreover, there is no information guide 
for the designer as to how to tune parameters to improve the design in the next 
iterations.   
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Furthermore, electrical machine design is a comprehensive process based on several 
factors, including economic, material availability, specifications and special 
application-dependent factors. At the same time, machine design is a multi-physics 
task comprising electromagnetic, insulation, thermal and mechanical design. 
Therefore, there is an absolute requirement for a modern design method that is flexible, 
reliable and reflects up-to-date improvements in modern science and technologies.   
2.3  Previous work on the optimisations of electric machine design  
Since 1980, with the escalating need for electric machines, the desirability for a 
reliable and flexible design optimisation method for electric machines has become 
urgently needed.  The sophisticated nature of the electric machine makes the optimal 
design a difficult and challenging task. Electric machine design is concerned with 
paying particular consideration to machine weight, cost, volume and efficiency. The 
optimisation problem of an electric machine involves continuous and discrete 
variables from different domains of physics that make the objective functions 
nonlinear and having no analytical expression [12]. The design of electric machines 
contains analyses of electromagnetic, mechanical and thermal modelling that are 
closely related and, practically, cannot be designed independently. This makes the 
composition of an electric machine complex and based on multi-physics analysis. 
Therefore, the need for efficient tools that are able to trade-off between the design 
objectives and expeditiously search for optimal parameters is imperative. 
With the development of computer technology, the design of electric machines using 
different optimisation techniques has received considerable research interest. 
Optimisation algorithms have been proved to search effectively for optimal design 
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parameters and compromise conflicted objectives to generate a feasible design that 
matches the available resources of the design inputs with the required output 
performance. Therefore, compared with the old traditional heuristic approaches to 
solving engineering problems, it is apparent that adopting modern algorithm 
techniques to search for optimal design parameters has made optimisation algorithms 
very attractive from both technical and business points of view. 
Within the past decade, various optimisation algorithms have been investigated for the 
design of electric machines. The main goal of these investigations was to find an ideal 
optimisation method that could search for an optimum solution to all optimisation 
problems. However, according to the “No Free Lunch Theorem”, if an algorithm 
performs well on a certain class of problems, then it necessarily pays for that with a 
degraded performance on the set of all remaining problems [13]. Therefore, there is 
no ideal algorithm that works perfectly for all optimisation problems; instead, the 
proper optimisation is the one that can efficiently survey all search space and find the 
optimal solution with a lower number of iterations. Thus, one of the main boundaries 
to utilising design optimisation is the difficulty in selecting the suitable optimisation 
method for a given problem.  
The search space for a given problem is characterised by the type of responses, and 
the number and range of the design variables. In the case of electric machine design, 
the algorithm has to correspond between machine geometries and performance, taking 
into account the properties of the available materials.  Such a model usually contains 
a large number of input data. In some optimisation methods, such as Sequential 
Unconstrained Minimisation Technique (SUMT), the algorithm works successfully 
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when there is a possibility to tune the gradient of the solution accordingly with the 
variables; on the other hand, stochastic methods tend to need more evaluations but are 
gradient free [14]. Some optimisation strategies, however, can perform well in discrete 
variable or continuous variable yet not both. Other optimisations require a large 
number of iterations and evaluations to be performed before reaching an optimal 
solution. Therefore, with a specific end goal to pick the best optimisation technique 
for a given problem, one must first comprehend the type of design space that is being 
searched. 
Generally, an optimisation search procedure can be stated as finding the combination 
of independent variable parameters that maximise or minimise a given single or multi 
objective function, possibly subject to some constraints within the limited bounds for 
parameter [15].  
Mathematically, the definition of the optimisation procedure can be stated as follows 
[16, 17]: 
 Starting from the initial design parameter vector 
തܺ଴ ൌ 	 ሾݔ଴ଵ, ݔ଴ଶ, …… , ݔ଴஽	ሿ,					 തܺ଴ ∈ ܴ஽	,	 
 Find the final design parameter vector 
തܺ௠ ൌ 	 ሾݔ௠ଵ, ݔ௠ଶ, …… , ݔ௠஽	ሿ,					 തܺ௠ ∈ ܴ஽	,	 
 This satisfies the objective function set 
݂ሺ തܺ௠ሻ = [ ଵ݂ሺ തܺ௠ሻ, ଶ݂ሺ തܺ௠ሻ, … . . , ௞݂ሺ തܺ௠ሻሿ, 
 And which subject to the design constraints 
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݃௜ሺ തܺ௠ሻ ൑ 0	  For  ݅ ൌ 1,2,…… , ݊ 
 Where the boundaries of the design parameters are defined as 
ݔ௝ሺ௅ሻ ൑ 	 ݔ௝ ൑ ݔ௝ሺ௨ሻ  ݆ ൌ 1,2, …… ,ܦ 
Based on these search criteria, several computational optimisation techniques have 
been utilised and improved to solve engineering problems. Swarm Intelligence (SI) 
procedures that are based on population were the dominant means to search for an 
optimal solution to the design of electric machines.    
Swarm Intelligence (SI) concept is an ingenious mathematical procedure that emulates 
nature methods to drive a search toward the optimal solution of different parameter 
settings of the design process. Unlike the direct search algorithms, such as “hill 
climbing” and “random walk” that use a single solution, SI algorithms use a population 
of solutions that is processed in every iteration to outcome with another population of 
solutions to converge to the final optimum. In each population-based algorithm, there 
is a strategy used to generate variations of the solution that is being sought. Some 
search methods are greedy, where the convergence to the optimal solution accepts a 
new solution if, and only if, it increases the value of the objective function. On the 
other hand, some other search methods are non-greedy, where they can successfully 
find the true optimum solution even if it involves moving to the worst solution during 
the search.  An example of SI includes the Ant Colony Optimisation algorithm (ACO) 
that emulates the behaviour of real ants, Genetic Algorithm (GA), based on natural 
selection and genetic recombination, and Particle Swarm Optimisation (PSO), based 
on the social behaviour of groups of organisations such as the flocking of birds or 
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schooling of fish. Summarised below are a brief introduction and operating principles 
for the most popular swarm optimisation algorithms currently used for the design of 
electric machines. 
2.3.1  Genetic Algorithm 
Genetic algorithms GA developed by Holland [18] are adaptive algorithms based on 
the mechanism of natural selection and genetics for finding the global optimum 
solution for an optimisation problem [19]. Hence, when applied to optimisation 
problems, the GA has the advantage of performing a global search only [20]. However, 
GAs have been widely used for solving complex electromagnetic problems and 
optimising final design behaviour of electric machines [16, 21]. The simple genetic 
algorithm is characterised by binary representation of individual solutions, crossover 
and mutation operators, and proportional selection rule. The standard procedure search 
of the genetic algorithm is outlined in Figure 2.6.   
 
Figure 2.6 Standard search procedure of genetic algorithm 
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GA is a stochastic algorithm where population solution members are randomly 
initialised. The population members are encoded into binary representations called 
“strings” or “chromosomes”. The chromosomes are evaluated according to an 
objective function and a fitness score is assigned for each chromosome. At each cycle, 
the algorithm creates pairs of subset populations called “parents” and scales them into 
a raw fitness score; only the populations with higher/lower fitness values are chosen 
to pass to the next generation.    
The algorithm performs a selection rule of combinations (crossover and mutation) to 
reproduce offspring or children. Crossover is an evolution process involving exchange 
of genetic materials between individuals, which usually occurs between randomly 
selected parents. In GA, crossover is the main and most important operation to 
generate new points in the feasible domain towards the search for global optimum. 
Genetic mutation occurs to a small fraction of the children by randomly picking the 
location of a bit-string and flipping its content. The importance of mutation in GA is 
secondary and aims to introduce new genetic characteristics in the population. 
However, the after mentioned procedure is repeated until the stopping criteria are met 
[22, 23].  
From the previous procedure; GA has the advantage of performing a global search. 
The exchange material between individuals through crossover and mutation does not 
represent a sufficiently intensive search around a proposed prime variables solution. 
According to [9], in engineering problems, it is generally considered practical to 
intensify the search around a local solution. Therefore, in the optimisation of electric 
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machines, it is more convincing to employ optimisation that can perform an intensive 
search around local optima. 
2.3.2  Particle Swarm Optimisation PSO 
Particle Swarm Optimisation PSO is an evolutionary optimisation technique 
developed in 1995 by Kennedy and Eberhard [24]. PSO is a population stochastic 
algorithm inspired by social behaviour simulation, such as a flock of birds.  
The PSO consists of a swarm of particles where each particle represents a candidate 
solution to the optimisation problem.  Each particle holds a position and velocity 
vector and is treated as a point moving in the n-dimensional search space. Each particle 
adjusts its “flying” according to its own flying experience, as well as the flying 
experience of the other particles. However, the best previous position and velocity of 
each particle are recorded and saved at the end of each iteration.   At each iteration, 
each particle changes its position by two “best” values. The first one, called “personal 
best”, is the best fitness value achieved so far by that particle. The second value, called 
“global best”, is the value obtained so far by any particle in the neighbourhood of that 
particle. After finding these two best values, the particle updates its velocity and 
position according to the relative best.  
However, in PSO, there is no material exchange (crossover or mutation) between 
particles; instead each particle’s trajectory is influenced by its previous best position 
in the local or global population. Hence, PSO has the capability to conduct both local 
and global searches. The process repeats in this way until the stopping criteria are met. 
The searching criteria flow chart of PSO is shown in Figure 2.7. 
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Figure 2.7 Standard search procedure of Particles Swarm Optimisation PSO 
Recently, a new version of PSO has been introduced by adding inertia weight to the 
search processes that control the effect of the previous history of velocities on the 
current velocity [25]. Accordingly, the inertia weight has impact to trade-off between 
global and local exploration abilities of the flying points.  A large inertia weight 
encourages the global search area, while small inertia tends to local exploration. 
Suitable choice of the inertia weight provides a balance in the middle of global and 
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local exploration capacities and in this way, requires fewer iterations to find the 
optimum. 
PSO was applied for the optimisation of synchronous reluctance motor [26], induction 
motor [27] and surface mounted machines with segmented pole [28]. With proposed 
improvement versions, PSO received a large amount of interest from researchers for 
optimising multimodal functions such as Auto-tuning multi-grouped PSO [29] applied 
for the optimisation of interior permanent magnet generator [30].   
2.3.3  Bees Algorithm (BA) 
The Bees Algorithm (BA) is a population-based search algorithm recently developed 
by a group of researchers at the manufacturing Engineering Centre, Cardiff University 
(Pham et al. 2006a). BA mimics the food foraging behaviour of a swarm of honeybees 
and could be regarded as belonging to the category of “intelligent optimisation tools” 
[31]. Compared with Genetic Algorithm and Particle Swarm Optimisation and (PSO), 
the Bees Algorithm is the most recent. 
The Bees Algorithm, in its basic version, depends on six parameters, which are: the 
number of scout bees (n), the number of selected sites (m), number of elite sites out of 
(m) selected sites (e), number of bees recruited for non-elite sites (nsp), number of 
bees recruited for each elite site (nep) and neighbourhood size (ngh).   
The Bees Algorithm’s search flowchart is shown in Figure 2.8 [32]. As shown in the 
figure, the algorithm search criteria follow a number of steps to find the optimal 
solution [33, 32, 34]. In the first step (1), the algorithm spreads the number of scout 
bees (n) randomly in the search space. In the second step (2), the fitness of the sites 
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visited by (n) are evaluated, with respect to the objective function, and ranked in 
ascending or descending order according to the optimisation target. In the next step 
(3), the bees with the highest fitness values are chosen as selected (m) sites and the 
bees visited by them are chosen for neighbourhood searches. However, the selected 
sites (m) are classified into two sub-groups: elite sites (e) and non-elite sites (m-e). 
Then, in steps 4 and 5, the algorithm conducts a neighbourhood search around the 
selected (m) sites by assigning more forager bees (nep) to search near to the (e) sites 
and fewer bees (nsp) to search near the (m-e) sites. According to this strategy, the 
search effort is concentrated on the best elite (e) sites, which represent a more 
promising solution.  Together with scouting, this differential recruitment is a key 
operation of the Bees Algorithm. 
In step six, for each patch only the bee with the highest fitness rank will be selected to 
form the next bee population. In step seven, the unselected remaining bees (n-m) in 
the population are assigned to perform a random (global) search around the search 
space scouting for new potential solutions that were not detected in the neighbourhood 
search process. This search step (7) shows that the algorithm can extend the search 
space without being trapped at local optima. However, at the end of each iteration, 
only the bees with the most promising solutions will be selected to form the next 
generation. These steps will be repeated until the stopping criteria are met.  
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Figure 2.8 Flow chart of basic Bees Algorithm search criteria 
From the aforementioned, it is shown that BA is able to perform a combination of both 
exploitative neighbourhood search (local search) and explorative global search. This 
indicates the strong ability of the optimisation to reliably handle complex multi-
objective optimisation problems quickly and efficiently.       
BA has been employed to search for optimal parameters in different discrete and 
continuous types of problems. It has been widely applied to solve many complex 
engineering and manufacturing optimisation problems, such as improving the size of 
stand-alone renewable hybrid energy systems [35] and solving power flow on large 
scale power systems [36]. Through these applications, BA has shown competitive 
performance and efficiency in solving constrained and unconstrained optimisation 
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problems.  Although BA has been known since 1997, this thesis is the first published 
work applying the Bees Algorithm to the design of an electric machine.  
2.4  Review of Recent Developments in Electrical Machine Design 
Optimisation Methods  
With the general objective of producing an electric machine design at minimum cost 
and maximum efficiency, recently there have been significant developments on the 
algorithms search procedure. Electric machine design contains a large number of 
parameters and data, including rotor and stator dimensions, material properties, 
winding configurations, etc. The complexity of the design process and the non-linear 
relationship between these parameters definitely increases the search space of the 
optimisation problem. To reduce the solution search space, a surrogate models 
technique is utilised to reduce the number of variables in the machine. The surrogate 
models technique has been applied in the population-based optimisation algorithms to 
design either part or all electric machines [37, 38, 39, 40]. Some of the recent 
developments and progress in the design of electric machines using surrogate models 
are outlined and reviewed. 
In order to reduce the search space and the effort of repetitive analysis in the 
optimisation process, the surrogate model technique was applied in [41]. The 
technique was aimed to approximate the relationship between major design input 
variables such as the spatial ratio between the stator inner diameter and the machine 
length. The method applies a statistical screening technique based on the stepwise 
multiple regression, aimed at approximating the relationship between major design 
input variables. The benefit of this screening is to determine the sensitivity between 
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main performance indices to the objective physical quantities, and output 
characteristics. The proposed technique was applied to the benchmark problem and 
design of Interior Permanent Magnet Synchronous Motor (IPMSM).  The validation 
of applying the screening technique confirmed through comparison of the Pareto-front 
calculated by using the full set of decision variables and the Pareto-optimal solutions 
determined by means of fewer design variables.  
Another technique aimed at reducing the optimisation search space by breaking the 
design processes into two-stage surrogate models, hence reducing the number of 
optimisation prime variables, was suggested by [42] and applied on surface-mounted 
permanent magnet synchronous machines SMPMSM to improve the torque density.   
In the first stage, a statistical analysis based on multiple correlation coefficients is used 
to render the application of the FEM simulation model feasible. At the second stage, 
an approximation method i.e. moving of least square (MLS) has been employed to 
make the surrogate model compatible with different swarm-based optimisation 
algorithms by applying the coefficient obtained from FEM.  
Another similar screening technique was also adopted in [43] to design motor drive 
system for SMPMSM. This technique, based on correlation analysis, aims to solve the 
relation between the design variables, constraints and the optimisation objective 
functions. The design variables are classified according to their importance to the 
convergence improvements and allocated in multilevel optimisation problems. 
Thereafter, the variable at each level is encoded independently and assigned with 
multiple population and different dynamic genetic operators.   
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Using a surrogate model to optimise an electric machine, the designer needs to 
optimise the design with two main processes; firstly, he needs to reduce the search 
space by finding the relation between the input variables and their corresponding 
output characteristics, which is mostly achieved by using an analysis method such as 
FEM. The second step is to apply the optimisation algorithm to search in the reduced 
space search.  This method needs a substantial programming effort to perform the two 
steps. However, the results from FEM are not generic: what is seen to be of benefit for 
one design could be detrimental for another design. In order to comprehend the search 
in the search space of an optimisation, the number of iterations and population of the 
optimisation algorithm should be compatible with the maximum and minimum 
boundaries of each prime variable. Thus, if the boundaries were very wide, the number 
of population and iterations should be large enough to cover the whole search space. 
Moreover, in some optimisations like Bees Algorithm, the designer can enhance the 
global or local search, or both of them, by assigning suitable optimisation parameters 
according to the optimisation problem.  An illustration of how to tune the optimisation 
parameters is explained in detail in Chapter 6.   
2.5  Chapter Summary 
Electric machines design is a complex task and a comprehensive process consisting of 
electromagnetic, mechanical and thermal models that cannot be designed separately.  
The design of an electric machine contains a large number of parameters that in most 
cases have nonlinear relations. The target of an electric machine design usually 
involves multi-objectives that conflict with each other, such as weight, cost and 
efficiency.  
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In this chapter, the old, traditional method of designing electric machines has been 
reviewed.  It is shown that this method has been mainly based on typical sizing 
equations and data from typical curves for a limited number of materials. It is also 
shown that the accuracy of the final machine parameters depends largely on designer 
experience, regardless of the application.  However, with substantial improvement in 
magnetic materials, cooling strategies and power electronics, the traditional design 
method cannot be adopted to accurately design electric machines for modern 
applications.  
An accurate design of an electric machine requires intensive computational processes 
that can connect between the different design models and compromise the design 
objectives. Swarm Intelligence, based on Swarm-Population Algorithm, is approved 
to be a multi-physic design tool that can rapidly and efficiently search for optimal 
design parameters for certain design requirements. In modern electric machine 
applications, optimisation algorithms are reliable in systematically considering the 
effects of power supply, machine controls, load profiles, thermal effects and materials 
on the output performance of the machine design.  
Recently, for the design of electromagnetic systems, various optimisation strategies 
with different search criteria have been employed to search for optimal machine 
parameters. A brief description and key factors of the most widely applied 
optimisation tools, Genetic Algorithm (GA) and Particle Swarm Optimisation (PSO), 
have been illustrated in this chapter. A relatively new optimisation algorithm, Bees 
Algorithm BA recently developed at Cardiff University, has shown competitive 
performance and efficiency to solve single and multi-objective constrained and 
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unconstrained optimisation problems. It has received a number of improvements and 
is widely applied to solve many complex engineering and manufacturing optimisation 
problems. 
BA can perform an exploitative neighbourhood local search combined with a random 
global explorative search. According to preliminary research, BA can offer certain 
advantages over the other optimisation methods, and hence may be a good candidate 
for electric machine design optimisation. Therefore, this research represents a novel 
application of Bees Algorithm in the design of electric machines.    
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3  Chapter 3: Analysis of magnetic circuit in BLPMSM 
3.1  Background  
The design of electric machines requires comprehensive knowledge of the quantitative 
and interrelation of the magnetic field in every part of the system, particularly the field 
distribution in the airgap region. In BLPM machines, the magnetic flux ߶ is 
established by permanent-magnet and linked with the armature winding to generate 
torque.  Torque is proportional to the armature current ܫ and the flux linkage	߰. Flux 
linkage and armature current are the key parameters to determine the characteristics 
of torque-speed curve in electric machines.  
The fundamental magnetic concept is the vector of magnetic field density	ܤ. The 
electric current ܫ that flows in the conductors or coils gives rise to magnetic fields. To 
define the relationship between these two magnetic fields and current, it is useful to 
introduce a new magnetic quantity i.e. magnetic field intensity	ܪ. The relation 
between these magnetic quantities is the magnetisation characteristics of the magnetic 
materials in which the magnetic field exists. To solve practical problems, this relation 
can be described in mathematical form as:  
ܤ ൌ 	ߤܪ    (3.1) 
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∮ܪ. ݈݀ ൌ ∑ ݅                   (3.2)  
Where ߤ is the material permeability, ܪ. ݈݀ the integral of closed path and the 
summation on the right is the sum of all the currents enclosed by the paths.   
3.2  Numerical methods for solution of static magnetic field 
The problem of computing ܤ for given ܪ is a static magnetic field problem. In seeking 
an accurate solution for a magnetic field problem, an appropriate method has to be 
chosen. The most important method prescribed in [44] are listed as follows: 
1. Finite Element Method (FEM) 
2. Finite Difference Method (FDM) 
3. Boundary Element Method (BEM) 
4. Magnetic Equivalent Circuit (MEC) 
5. Point Mirroring Method (PMM) 
In computing the design of electric machines using evolutionary optimisation method, 
there are several key factors that must be addressed effectively to enable consideration 
of the significant large search space. The first of these factors is the type of underlying 
analysis. In order to evaluate the “fitness” function, it is necessary to accurately 
conduct a magnetic analysis of the machine. This may be done using analytical 
methods, magnetic equivalent circuit (MEC), finite-element methods (FEM) or a 
combination of both methods.  
The second main factor that the optimisation must have is the ability to cover the 
optimisation search space, efficiently search for optimal parameters, and make trade-
off between different machine designs within a reasonable computational time.  A 
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large electric machine model includes more than 200 parameters linked by more than 
100 equations. A change in the value of just one parameter affects the calculation of 
another parameter. Therefore, with this huge number of design variables and the 
complicated relationships between them, the computational time becomes an 
extremely significant challenge for this search.  
From the aforementioned, it can be concluded that the most suitable optimisation 
method is the one that provides accurate results for non-linear problems with minimal 
computational effort.  However, the characteristics of the above-mentioned analysis 
methods, in terms of geometric approximation and computational cost, are concluded 
in Table 3.1  
Table 3.1 Characteristics of analysis methods in terms of geometric approximation 
and computational cost 
Method Geometry approximation Non-Linearity 
Computational
Costs 
FEM Extremely flexible Possible High 
FDM Inflexible Possible High 
BEM Extremely flexible Troublesome High 
MEC Specific geometries Possible Very Low 
PMM Simple geometries By constant factor Low 
3.2.1  Finite Element Method FEM 
FEM is a procedure for approximating an electromagnetic field by means of numerical 
algorithms.  The algorithm is based on partial differential equations of a continuum 
domain that is discretised into a finite number of parts known as elements. It has been 
widely used in many engineering disciplines such as the analysis of structures, solids, 
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electromagnetics, heat transfer and fluids. As shown in Table 3.1, FEM has extreme 
flexibility in approximating geometries and high possibility in solving non-linear 
problems; it has been applied to analyse electric machines to improve performance 
and efficiency. On the other hand, when using evolutionary optimisation, due to the 
high computational effort, the FEM cannot be considered an efficient tool to design 
electric machines. Instead, FEM represents a good choice to explore magnetisation 
behaviour of certain material shapes or to verify obtained results for magnetic 
problems.   
In [45], the FEM has been employed to determine the optimum shape and 
magnetisation of a set of discrete anisotropic magnet blocks or arcs in permanent 
magnet synchronous machines. Also FEM has been used in [46] to find the optimal 
shape for permanent magnet and improve efficiency. However, in both cases, the 
design parameters have been given first to the FEM before it carries out the analysis. 
Therefore, FEM is a very reliable and powerful analysis technique to simulate electric 
machine designs and predict their performance.  
With the development of faster computers, much commercial software was improved 
based on FEM to provide reliable 2D and 3D analysis tools. Since it is not restricted 
by size, FEM is very efficient and can be applied to any geometry or set of material 
properties and loading conditions.  
3.2.2  Magnetic Equivalent Circuit (MEC) 
Magnetic Equivalent Circuit MEC is an analytical approach based on equations used 
to determine the values of each element in an electromagnetic network.  These values 
are used to approximate the magnitude of different magnetic quantities, such as the 
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fundamental flux density in the airgap and maximum flux densities in different parts 
of the motor.  
Since the very beginning, MEC has been the principle design tool for electric 
machines. The MEC consists of a large set of equations that link between the different 
models of electric machine design, such as electrical, magnetic, thermal and 
mechanical equations. Using MEC, the input of certain design variables can be 
initialised directly from the designer or randomly from optimisation algorithm to 
calculate the parameters and other variables in the design.  
Although the traditional approach of MEC is to study the steady-state magnetic 
properties, the steady-state flux distribution and magnitude can also be achieved by 
assigning non-linear properties of the magnetic materials.   
The MEC has a good accuracy and very low computational effort; hence, it is suitable 
to be employed in optimisation processes. The challenge of using MEC in the 
optimisation is the large number of design variables and the complicated relationship 
between them. MEC has been integrated into the optimisation set to search for 
hundreds of optimal parameters for different types of motor design and various 
applications. Considerable research has been published on improving the accuracy of 
MEC, such as the consideration of magnetic saturation, core loss resistance, 
inductance profile according to amplitude of line current and current angle and the 
variation of no-load linkage flux [47, 48, 49, 50].  
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3.2.3  Finite difference method FDM 
This is the oldest known numerical strategy for computing magnetic fields. It is based 
on rectangular meshes and nodes drawn around the area being computed. The 
Maxwell's differential equations for magnetic potential at the nodes are replaced with 
a system of linear difference equations that are solved iteratively until convergence 
occurs at various nodes. Due to the networks of rectangular meshing, the method 
involves a large number of equations that results in high computational cost. It is also 
inflexible in handling complex geometries, which makes it an inappropriate method 
to be considered in an electric machine that is based on evolutionary optimisation.      
3.3  Magnetic Circuit Analysis 
The rapid development of permanent-magnet material has been reflected in many 
industrial areas by replacing induction motors with permanent-magnet machines that 
benefit from higher efficiency and smaller size. The choice of permanent-magnet 
grades and techniques to utilise the maximum power from these materials requires in-
depth knowledge of how they behave in the electric machine system. Therefore, it is 
wise to study the behaviour of permanent magnet material before commencing on the 
analysis of magnetic circuit.   
3.3.1  Characteristics of Permanent Magnet Material  
The characteristics of permanent-magnet material can be expressed graphically by 
plotting the practical relation between the magnetic output ܤ measured in Tesla (T) 
and the magnitude of an external applied field, magnetic field intensity ܪ measured in 
(A/m) of a magnetic material. The plot is located in the upper left-hand quadrant, 
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called the demagnetisation curve as shown in Figure 3.1. The curve provides specific 
information of how a given material can practically operate and how it withstands 
under of magnetic loading conditions. It should be noted here that the curve is 
representative of the specific magnet material properties and independent of the 
dimension of the magnet. 
 
Figure 3.1 Second quadrant “demagnetisation curve” of full hysteresis loop for a 
permanent magnet material 
With no current in the phase winding, the magnet operates on the intrinsic 
demagnetisation curve with intrinsic magnetic flux density B୰ and intrinsic 
coercivity	ܪ௜௖. However, when current is applied to the phase winding, the magnetic 
flux density reduced below ܤ௥ at the point L. When the reversal magnetic field 
intensity is removed, the magnetic flux density ܤ returns to the point L according to a 
minor hysteresis loop.  The magnet operation point generally moves reversibly up and 
down within the minor hysteresis loop. The minor hysteresis loop is usually replaced 
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by a straight line called the recoil line. The slope of the recoil line is called the recoil 
permeability	ߤ௥௘௖.  
The operating point of magnetic material is the intersection of the load line, also 
known as Permeance Coefficient PC, with the intrinsic curve. As long as the negative 
field intensity does not exceed the maximum value corresponding to point K, the 
magnetic flux density recovers and the permanent-magnet is regarded as being 
reasonably permanent. If the applied negative magnetic field intensity is greater than 
K, a new and lower recoil line will be established upon removing H. The general 
relationship between magnetic flux density	ܤ, intrinsic magnetic flux density ܤ௜ and 
the magnetic field intensity ܪ can be expressed as (3.3)  
ܤ ൌ ߤ଴ܪ ൅ ܤ௜ ൌ ߤ௥ߤ଴ܪ   (3.3) 
Another important factor in the BH curve is the maximum energy product		ሺܤܪሻ௠௔௫	. 
This term is commonly used to rate materials for maximum energy output per unit 
volume	ሺ݇ܬ ݉ଷ⁄ ሻ. The material with greater energy product does not indicate better 
performance of that material; instead, it expresses the maximum energy that can be 
held by the permanent-magnet when the ܤܪ hyperbola is tangential with the recoil 
line. 
Another important factor that affects the magnet operating point is temperature. Both 
remanent magnetic flux density	ܤ௥	and magnetic coercivity ܪ௖	are temperature 
dependent, with the relation referred to as the reversible temperature coefficient 
following classical relation, as follows:  
ܤ௥ሺܶሻ ൌ 	ܤ௥ሺଶ଴ሻሾ1 ൅ ߙ஻௥ሺܶ െ 	20ሻ/100ሿ                     (3.4) 
				ܪ௖ሺܶሻ ൌ 	ܪ௖ሺଶ଴ሻሾ1 ൅ ߙு௖ሺܶ െ 	20ሻ/100ሿ       (3.5) 
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Where ܤ௥ሺଶ଴ሻ and ܪ௖ሺଶ଴ሻ are the values of ܤ௥	and ܪ௖	 at 20˚C. The symbols ߙ஻௥ and 
ߙு௖ are the reversible temperatures coefficient of ܤ௥ and ܪ௖	respectively.  
From the foregoing, it can be concluded that most suitable permanent-magnets are 
those having high-energy and a straight demagnetisation curve that is close to the 
theoretical maximum. Therefore, it is important to choose the proper permanent 
magnet material in an electric machine, as it has influence on the torque and power 
density. Among the permanent magnet materials, the rare-earth permanent magnets: 
Samarium Cobalt (SmCo) and Neodymium Iron Boron (NdFeB) are considered to be 
the best grades. This is due to the high ability of these materials to store large amounts 
of magnetic energy to operate, as well as their high coercivity, allowing for small size 
application. Table 3.2 shows a general overview of select permanent magnet materials 
and addresses their characteristics. 
Table 3.2 Properties of typical permanent magnet materials 
Magnet 
Material 
Br 
(T) 
Hc 
(kA/m)
۰۶ܕ܉ܠ
ܓ۸/ܕ૜
Max 
operating 
Temp. ˚C 
ࢻ࡮࢘ 
%/˚C 
Resistance to 
demagnetisation
NdFeB 
(42/15) 1.3 1011 335 150˚C -0.1 Very High 
SmCo 
18/30 0.87 2387 140 300˚C -0.03 Very High 
Alnico 0.82 51 79 550 ˚C -0.02 Low 
Hard ferrite 
(Ceramic) 0.4 255 31 300 ˚C -0.2 Moderate 
3.4  Magnetic Circuit analysis 
As mentioned earlier, temperature and applied current directly affect the operating 
point of a permanent magnet and consequently the overall machine performance. In 
electric machines, the performance of the magnetic system is highly dependent upon 
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the airgap flux density; which is in turn affected by the location, shape and 
magnetisation direction of the permanent magnet in the rotor. Therefore, this section 
will be dedicated to explaining how to determine the magnetic flux density in different 
parts of the motor components.  
The simplest way to evaluate the magnetic flux densities is to study the magnetic flux 
circulation based on a non-linear reluctance network. Such networks have been proven 
accurate to analyse the flux behaviour for different rotor configurations [51]. Also, the 
computational effort to solve reluctance network is very low; hence, it is highly 
suitable for integration in an optimisation algorithm.  
To study the magnetic flux in a magnetic circuit network, the magnetic circuit is 
considered as an analogy to an electric circuit. In the magnetic circuit, the magnetic 
flux ߶ is equivalent to current I, the magnetic reluctance	࣬ is equivalent to resistance 
R and the magnetomotive force ܯܯܨ is equivalent to voltage V.  In the reluctance 
network, the relation between these parameters is computed as (3.6) 
	ܯܯܨ ൌ ∅.Ը   (3.6) 
Ampere’s law states that the line integral of the magnetic field intensity ܪ taken 
around any closed loop is proportional to the total current passing through any area 
enclosed by that loop. Mathematically, this statement can be written as (3.7) 
∮ܪ. ݈݀ ൌ ݅    (3.7) 
According to Gauss’s law, also known as flux conservation principle for magnetism, 
for any closed region, the total magnetic flux within a magnetic circuit entering this 
region is equal to total flux leaving this region. This principle is expressed as (3.8) 
∮ܤ. ݀ܣ ൌ 0   (3.8) 
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Figure 3.2 Simple magnetic circuit with permanent magnet 
Figure 3.2 shows a simple magnetic circuit comprised of permanent-magnet, steel, and 
applied current. The magnetic flux generated from the permanent-magnet will travel 
from one steel pole piece and pass through the airgap to reach the other steel pole 
piece.  In unsaturation conditions, the magnetic permeability of the steel is thousands 
times the magnetic permeability of the air		ߤ଴ ൌ 4ߨൈ10ି଻; therefore, the magnetic 
permeability of the steel is assumed to be infinite. Assuming no flux leakage in the 
magnetic circuit, at no-load condition the magnetomotive force MMF is generated 
only by the permanent magnet. The total flux passing through the magnet must be 
equal to the total flux through the airgap and the MMF drop around the magnetic 
circuit is equal to 0. 
∮ܪ. ݈݀ ൌ 	∑ ܫ 				࢔࢕ି࢒࢕ࢇࢊሱۛ ۛۛ ۛሮ					 ܪ௠ . ݈௠ ൅	ܪ௚. ݈௚ ൌ 	0        (3.9)	
ܤ௠. ܣ௠ ൌ 	ܤ௚. ܣ௚	 	 	 (3.10) 
Where ܣ	is the area and ݈ is the flux path length in the direction of magnetisation. The 
subscripts	݉	and ݃	deal with permanent magnet and airgap respectively. 
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However, at load condition	I ് 0, the current flows in the armature winding. 
According to ampere law, the line integral of magnetic field strength or intensity taken 
around any closed path is proportional to the total current flowing across any area 
bounded by that path.   Therefore, from ampere’s law and conservation of flux, at load 
condition equation of balanced MMF (3.9) is replaced with (3.11) 
∮ܪ. ݈݀ ൌ 	∑ ܫ 				࢒࢕ࢇࢊሱۛ ሮ					 ܪ௠ . ݈௠ ൅	ܪ௚. ݈௚ ൌ 	ܰ. ܫ௔         ( 3.11)	
Where ܰ	the number of turns per coil and ܫ௔	is the armature current.  
If we keep assuming infinite permeability of steel laminations, the permanent-magnet 
flux density ܤ௠ is given as (3.12) 
ܤ௠ ൌ ߤ௥ߤ଴ ܣ௚݈௚ ܣ௠ ሺെܪ௠	. ݈௠	ሻ 
  (3.12)
This equation represents the load line as shown in Figure 3.1, also known as 
permeance coefficient line.  The linear approximation of the demagnetisation curve, 
shown as an intrinsic curve in Figure 3.1, is  
ܤ௠ ൌ ܤ௥ ൅ ܪ௠ߤ௥ߤ଴         (3.13) 
The slope of the normal curve is ߤ௥ߤ଴ from Equation (3.13). Therefore, the actual flux 
density from the permanent magnet at load condition is the result of combining 
Equations (3.11) with (3.12) and compensating the value (3.14) 
ܤ௠ ൌ 	 ݈௠ܣ௚ܤ௥ߤ௥݈௚ܣ௠ ൅ ݈௠ܣ௚ ൅
ߤ௥ߤ଴ܣ௚
ߤ௥݈௚ܣ௠ ൅ ݈௠ܣ௚ ܰܫ௔ 
(3.14)
However, the magnetic intensity for the permanent magnet on the BH curve 
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ܪ௠ ൌ	 ܤ௥ߤ଴ߤ௥ 	ቈ
1
ߤ௥݈௚ ൅ ݈௠ െ 1቉ ൅
௔ܰܫ௔
ߤ௥ ݈௚ ൅ ݈௠ (3.15)
For operating an electric machine, the amount of demagnetisation is determined by 
the intersection point between the load line and the demagnetisation curve. When the 
current flows in the armature winding, the second term of Equation 3.14, an opposite 
magnetic field from the armature will be present and cause a distortion of the magnetic 
field set up by the permanent magnet; the larger the stator current, the larger the 
distortion.  Thus, the amount of ܪ௠ is shifted from the origin to the left in Figure 3.1 
and the magnetic flux density is reduced. This effect is known as armature reaction 
field.  
However, if the current is increased above the maximum permissible value e.g. at 
abnormal operating conditions, this results in moving the operating point further to the 
left. If the load line is past the nonlinear point ܪ௞ as shown on Figure 3.3, also known 
as knee point, an additional field will be applied and cause partial or total 
demagnetisation for the permanent magnet. 
In electric machine design, to keep the operation within a safe range, it is the designer’s 
responsibility to estimate the worst demagnetisation condition and decide the 
thickness of the permanent magnet that is associated with the maximum marked 
demagnetisation conditions.   
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Figure 3.3 Demagnetisation curve of permanent magnet material 
3.4.1  Magnet Circuit of Permanent Magnet Synchronous Motor PMSM 
In an electric machine, the permanent magnet is considered as a flux source. The flux 
paths, and their contribution in energy conversion, should be assigned in the 
surrounding airgap, rotor core and stator core. Figure 3.4 shows the magnetic flux 
distribution in surface mounted permanent magnet rotor. As shown in the figure, the 
flux produced from the permanent magnet is divided mainly into two parts: flux 
circulating through the stator and linking the armature winding to participate in the 
energy conversion i.e. flux linkage	߰. The other part of flux is the leakage flux ߶௟, 
inside the dotted circles, that flows in the rotor back iron, airgap and between the 
magnet poles without linking with the armature winding. This flux can cause a 
substantial effect on the useful magnetic flux and degrade machine performance. To 
accurately evaluate flux density in the airgap, both paths of flux must be considered.  
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Figure 3.4 Magnets flux line using FEM: observation of magnetic leakages in the 
rotor. 
Generally, the equivalent magnetic circuit EMC is affected by the rotor configuration 
and magnetisation direction. Therefore, there are several types of magnetic circuit 
available. In this section, equivalent magnetic circuits for rotors with surface mounted 
permanent magnet SMPM will be studied to calculate the value of airgap flux density.  
3.4.2  Equivalent Magnet Circuit of Surface-Mounted Permanent Magnet 
SMPM 
Motors with surface mounted permanent magnet on the rotor are the most widely used 
topology of brushless permanent magnet machines. This is due to their simple 
structure and low manufacturing cost. Figure 3.5 shows a schematic diagram of 
magnetic flux distribution under open circuit conditions for one-pole section, half N-
pole and half S-pole. In the circuit, the actual flux generated from the permanent 
magnet ߶௠ travels from the N-pole through the airgap to stator teeth and yoke cross 
the airgap again before it goes back to the S-pole and the rotor steel to complete the 
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closed-loop circuit. The schematic diagram also shows that some other magnetic flux 
i.e. flux leakage ߶௟ has passed through the airgap, but without linking with the phase 
winding.   
 
Figure 3.5 Schematic diagram of magnetic flux path for PM synchronous motor 
 
Figure 3.6 Complete Magnetic Equivalent circuit for one pole of SMPM motor 
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Figure 3.6 shows the equivalent magnetic circuit for the schematic diagram in 3.5, 
where Ը௠,Ը௚,Ը௟, Ըௌ, Ը௥	are the equivalent reluctance that represents the MMF drop 
on the magnet, airgap, leakage flux, stator lamination and rotor steel respectively.  
Φ௠ ൌ Φ௚ ൅ Φ௟ ൌ 4Ը௠4Ը௠ ൅ 4Ը௚ ൅ Ը௟ ൅ Ըௌ ൅ Ը௥ Φ௥ (3.16)
Considering the leakage reluctance Ը௟,  stator-yoke reluctance Ըௌ and rotor reluctance 
Ը௥, at this stage of the analytical model, the exact values needed to determine their 
reluctance values are unknown. As mentioned earlier, the magnetic permeability of 
the steel is thousands of times that of the air and, therefore, the reluctance is, 
comparatively, very small. Hence, in small electric machines, these reluctances are 
completely omitted. However, in an electric machine of large size, neglecting the 
reluctances in stator and rotor laminations can result in an inaccurate approximation 
of the airgap flux density. Therefore, a reluctance factor, having its value chosen to be 
a constant slightly greater than unity, has to be considered in the analytical procedure 
to compensate the MMF drops in the stator and rotor steel. The value of the reluctance 
factor depends mainly on the machine size with typical value ranges between (1.0 – 
1.2) to multiply the	ܴ௚ [52]. Thus, the Equation (3.16) can be simplified for single 
external reluctance i.e. Ը௚and re-written as (3.17)  
Φ௠ ൌ 4Ը௠4Ը௠ ൅ 4Ը௚ Φ௥ 
(3.17)
By Gauss’s law, the total flux generated from the permanent magnet ߶௠ is given by  
߶௠ 		ൌ ߶௚ ൅	߶௟ 
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⟹ 								 																				Φ௠ ൌ ߶௚ ൅ ߶௟ ൌ Φ௥1 ൅ ௠ܲ଴Ը௚  (3.18)
Where ௠ܲ଴ is the internal magnet permeance equal to  
௠ܲ଴ ൌ ߤ଴ߤ௠ܣ௠݄௠  
(3.19)
Furthermore, the leakage flux ߶௟ can also be considered as a ratio of flux generated 
from permanent magnet to that flux passed through the airgap.  This is known as the 
leakage coefficient ௅݂௄ீ and is expressed mathematically as Equation (3.20). 
௅݂௄ீ ൌ ߶௚߶௠ ൌ
߶௚
߶௚ ൅ ߶௟ (3.20)
Leakage flux ߶௟ causes a substantial reduction effect on the useful magnetic flux. The 
leakage coefficient depends on the distance between magnet pieces and the rotor 
configuration with a typical value range between (0.9 - 1.0) [53]. With this assumption 
for leakage coefficient ௅݂௄ீ, the complete EMC can be eliminated to appear as shown 
in figure 3.7.  
 
Figure 3.7 Simplified Model for Equivalent Magnetic Circuit for SMPM motor 
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And Equation (3.18) can be re-written to include the new coefficient ୐݂௄ீ as  
	Φ௠ ൌ Φ௥1 ൅ ௅݂௄ீ ௠ܲ଴Ը௚  (3.21)
And from Equation (3.20) ߶݉ ൌ 	߶݃/݂ܮܭܩ. Equation (3.21) can be rearranged to 
give  
	Φ௚ ൌ ௅݂௄ீ .Φ௥1 ൅ ௅݂௄ீ ௠ܲ଴Ը௚  
(3.22) 
Given that  
	Φ௚ ൌ ܤ௚ܣ௚		   (3.23) 
And  
	Φ௥ ൌ ܤ௥ܣ௠   (3.24) 
Equation (3.22) an be rearranged to  
	B௚ ൌ
௅݂௄ீ
ܣ௠ܣ௚ . B௥
1 ൅ ௅݂௄ீ ௠ܲ଴Ը௚  
(3.25)
Finally, compensate the values of	 ௠ܲ଴ from 3.19 and 	Ը௚ 
Ը௚ ൌ ݃ߤ଴ܣ௚ (3.26)
Equation (3.25) can be rearranged to give 
	B௚ ൌ
௅݂௄ீ
ܣ௠ܣ௚ . B௥
1 ൅ ௅݂௄ீ. ݃. ߤ௠ܣ௠	ܣ௚. ݄௠
 (3.27)
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At this stage, it is assumed that the values of stator inner diameter ܦ, the thickness of 
permanent magnet	݄௠, the axial length of the machine ܮ, and the airgap thickness ݃ 
are known or have been initialised randomly from the optimisation search space.   
However, considering the slotting effects on the stator, the effective length of the 
airgap ݃ᇱ should be determined using Carter’s coefficient	݇௖. To calculate Carter’s 
coefficient, an appropriate value for the slot opening ܤ௦௢ and the equivalent airgap 
length ݃௘௤, consider the MMF drop on the permanent magnet and its relative 
permeability ߤ௠ i.e. ݃௘௤ ൌ 	݃ ൅	݄௠/ߤ௠. However, the choice of ܤ௦௢ value depends 
primarily on the manufacturing method of stator lamination and the diameter of the 
winding conductors. The ratio of the slot opening width ܤ௦௢ to the effective airgap is 
usually small, a typical value being around 1.01. Therefore, the effect of the stator 
slotting on the calculation of the flux per pole is normally negligible; the exception 
being when a large slot-opening is used to reduce the cogging torque, as in [54]. On 
the other hand, a small value of ܤ௦௢ leads to higher fundamental flux density, but at 
the same time increases the leakage flux [54]. However, for small and medium size 
machines (about 1 kW to 100 kW), past experience shows that 2-3 mm is usually 
chosen. Thereafter, the Carter’s coefficient  ݇௖ can be expressed as  
݇௖ ൌ ߬௦߬௦ െ ߛ. ݃௘௤ (3.28)
Where ߬௦ is the tooth pitch that is equal to 
߬௦ ൌ ߨ. Dܰ௠  (3.29)
Where ܰ௠	is the number of slots in the stator and ߛ	is expressed as  
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ߛ ൌ 	 4ߨ	቎
ܤ௦௢
2	݃௘௤ 	tan
ିଵ ቆ ܤ௦௢2 ݃௘௤	ቇ െ	 lnඨ1 ൅ ቆ
ܤ௦௢
2 ݃௘௤	ቇ
ଶ
		቏ (3.30)
And the effective airgap ݃ᇱ 
݃ᇱ ൌ ݃	ൈ	݇௖   (3.31) 
Furthermore, SMPM machines are reported to have relatively high torque pulsations 
[55, 56], which are composed of cogging torque and torque ripple. The main source 
of these undesirable components is a substantial change in the distribution of the airgap 
flux density [57]. Reducing the torque ripple in PMSM has received significant 
attention from researchers in recent years [58, 59, 60]. Concerning cogging torque 
reduction, numerous methods have been proposed, such as fractional number of slots 
per pole, skewing, notching and magnet shifting or a combination of these methods.  
However, a general solution that aims to reduce harmonic distortion, and therefore 
torque ripple and cogging torque, can be achieved by optimising the magnetic pole 
coverage	ߙ௣. Hence, choosing a suitable value for ߙ௣ to reduce the torque pulsation 
will minimise the focus on machine geometries in the optimisation problem, as well 
as reduce the search space of the optimisation. The	ߙ௣	defines as the ratio of the 
magnet-pitch to the total pole-pitch and has a value between 0 and 1.  
ߙ௣ ൌ ߬௠߬௣  (3.32)
Using this approach, the magnet area ܣ௠	can be defined as a percentage of the airgap 
area ܣ௚ 
51 
 
ߙ௣ ൌ ܣ௠ܣ௚  (3.33)
According to the previous definition for Carter’s coefficient ݇௖ and magnetic pole 
coverage	ߙ௣, Equation (3.27) can be rewritten as  
	B௚ ൌ ௅݂௄ீ . ߙ௣ . B௥
1 ൅ ௅݂௄ீ. ݃
ᇱ. ߤ௠. 	ߙ௣	
݄௠
 (3.34) 
From Equation (3.34) we note how ௅݂௄ீ reduces the airgap flux density compared to 
the value it would have if there were no leakage. The corresponding magnet flux 
density is determined as 
ܤ௠ ൌ ܤ௚௅݂௄ீ. ߙ௣ (3.35)
In Equation (3.34) ܤ௚ is the rms value determined from the sinusoidal flux distribution 
in the airgap. Therefore, by Fourier analysis the first harmonic of the airgap flux 
density ܤ௚ሺ1ሻ distribution is  
ܤ௚ሺ1ሻ ൌ 2ߨ න ܤ௚ cos ߙ݀ߙ	 ൌ 		
4
ߨ	ܤ௚ ݏ݅݊ ቀ
ߨ. ߙ௣
2 ቁ
଴.ହఈగ
ି଴.ହఈగ
 (3.36) 
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4  Chapter 4: Evaluation and analysis of benchmark 
BLPMSM 
4.1  Background 
This chapter provides an assessment of a benchmark motor designed to meet the 
requirements of driving a small electric vehicle EV.  The component geometries, 
material properties, and electromagnetic parameters of the benchmark design will be 
given and the model of the design will be simulated and evaluated using FEA analysis.   
The characteristics of the benchmark motor in terms of weight, volume and efficiency 
will be evaluated. In the next chapter, Bees Algorithm BA will be employed to search 
for alternative optimal dimensions and parameters that can match the same level of 
output power with lower weight, volume and higher efficiency. The optimal 
dimensions and parameters generated from the BA will be analysed and verified on 
FEA analysis. The objectives of the new optimised design generated from BA will be 
evaluated and compared with the benchmark design in Chapter 7.      
4.1.1  Specifications and materials of benchmark motor  
The benchmark motor has been designed by “Electronica Products Limited, UK” to 
be used for traction applications. The design has a classic three-phase star connected 
winding in the stator and surface-mounted permanent magnet on the rotor to develop 
53 
 
1.75 kW at 640rpm. The topology of the benchmark motor and explanation of motor 
dimensions are given in Figures 4.1 and 4.2 respectively. The values of the main 
geometrical dimensions of the stator and rotor are given in Table 4.1.  
 
Figure 4.1 Model of the benchmark Motor 
 
Figure 4.2 Explanation of motor dimensions 
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Table 4.1 Specifications and dimensions of benchmark motor 
Parameter Description 
Number of Slots, Nm 12 
Number of Poles, Np 10 
Stack length, L [mm] 114 
Stator inner diameter, ࡰ, [mm] 58.3 
Stator outer diameter ࡰ࢕࢛࢚, [mm] 124.9 
Air Gap, g [mm] 0.5 
Stator Slot Depth, Hs [mm] 27.85 
Stator Tooth Width, ࢀ࢝,  [mm] 10 
Stator Slot Opening, ࡮࢙૙,   [mm] 3.3 
Magnet Thickness, ࢎ࢓,  [mm] 4 
Magnet base width, ࢝࢓, [mm] 14 
Rotor inner diameter, ࡰ࢘ , [mm] 25 
Turns per phase, ࡺ࢖ࢎ 352 
Nominal Wire OD [mm] 0.9 
Total mass [kg] 7.92 
Volume [ Litre] 1.64 
The volume and weight of the motor are given in Table 4.1. The motor weight refers 
to the machine active materials that consist of the stator and rotor steel laminations, 
copper of stator winding and permanent magnet material only. The materials used for 
the machine are given in Table 4.2.  Using these descriptions for weight and volume, 
the total mass of the benchmark motor is 7.92 kg and the power density, power-to-
mass ratio, using the active material is 0.221 kW/kg. 
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Table 4.2 Materials and mass for the benchmark SMPM machine design 
Component Material Mass [kg] Percentage of totalweight [%] 
Stator core M330-35A 4.99 63 
Rotor core M330-35A 0.72 9 
Permanent magnet NdFeB 230/220h 0.53 6.7 
Copper 5.77e7 S/m 1.68 21.2 
Insulation material Class H -- -- 
The volume calculation includes a simple cylindrical where the diameter is the outer 
diameter of the stator and a length taken over the axial end-turn of the winding. With 
an allowance of 10 mm made for each end-winding length around each tooth, the 
volume is 1.64 Litres which yield to power-to-volume ratio of 1.067 kW/Litre.   
The winding of the benchmark motor uses 0.9mm wire diameter, which is equivalent 
to standard wire size of (19 AWG), formed as a multi winding as 88 turns per 
conductor, so with four conductors per phase the total number of turns per phase ௣ܰ௛  
is 352. Using slot dimensions as shown in Figure 4.3 and wire size, the fill factor was 
determined as 0.36. 
 
Figure 4.3 Slot design and geometries of the benchmark motor 
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At a room temperature of 20˚C, the phase resistance ܴ௣௛ was determined as 2.7Ω.  
According to the given properties of the insulation materials Class-H, the winding 
temperatures is expected to rise to 140˚C as shown in figure 4.4. where it will be safe 
to keep their life for 20 years. Therefore, with copper reversible temperature 
coefficient ߙ஼௨	of 0.00386	 ܥ˚⁄ , the ܴ௣௛ will rise to 3.95 Ω at a temperature of 140˚C.  
 
Figure 4.4 Thermal analysis benchmark design 
However, under extreme steady state conditions the magnet is expected to rise to about 
140˚C, as shown in Figure 4.4. This means the permanent magnets must be assumed 
to have stabilised after reaching this temperature; so, the magnet cannot be 
demagnetised. The permanent magnet grade employed in the benchmark design was 
NdFeB230/220h and the properties of this material, as provided by the supplier MS 
Schramberg, are given in Table 4.3. At 20˚C temperature, the remanence ܤ௥ is 1.16 T. 
Thus, as the temperature rises to 140˚C, the magnetic parameters fall below the room 
temperature level and ܤ௥ and ܪ௖ decline at the rate of the reversible temperature 
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coefficients.  This suggests that under operating temperature 140˚C, with reversible 
temperature coefficients of -0.08 and -0.5, the actual remanence and coercivity fall to 
1.05 T and 771 kA/m respectively. 
Table 4.3 Properties of permanent magnet material NdFeB 230/220h 
Parameter Description 
Remanence ܤ௥  [T], at 20˚C 1.16 
Coercivity ܪ௖ [kA/m], at 20˚C 890 
Relative permeability ߤ௥ 1.1 
Temp. Reversible coeff. of Br α୆୰ [%/K] -0.08 
Temp. Reversible coeff. of Hc  αୌୡ [%/K] -0.5 
The characteristics of the demagnetisation curve as shown in figure 4.5, shows that 
NdFeB 230/220h has a high intrinsic coercivity ܪ௖௜ that is sufficiently able to provide 
linear demagnetisation throughout the second quadrant up to almost 150˚C.  This is a 
basic technique to exhibit that the magnet ought to hold its fully magnetised state over 
its operating temperature range.  
 
Figure 4.5 Demagnetisation characteristics of NdFeB 230/220h grade 
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The stator of the benchmark motor is designed with non-oriented electrical steel 
M330-35A of lamination of 0.35mm thickness; data on this specific grade and 
thickness material are given in Table 4.4. Iron losses ௖ܲ௢௥௘ can be computed at any 
speed and for any peak magnetic field (B) experienced at any place in the core using 
material specific parameters an expression of the form: 
௖ܲ௢௥௘ ൌ 	݇௛	݂ఈܤఉ ൅	݇௘௖	ሺ݂ܤሻଶ   (4.1) 
 
Table 4.4 Properties of core material M330-35A 
Parameter Description 
Hysteresis loss coeff. ݇௛ 0.00754373 
Eddy current loss coeff. ݇௘௖ 3.11e-5 
Parameter ߙ 1.295 
Parameter ߚ 1.796 
The magnetisation characteristics of M330-35A are shown in Figure 4.6. From the B-
H curve, the knee point value is just around 1.35T.  
 
Figure 4.6 Magnetisation characteristics of M330-35A 
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4.2  Ideal performance benchmark motor 
Generally speaking, electric machines designed for traction applications are required 
to develop a constant-torque region at low speed and a constant-power region at high 
speed. The continuous torque at low speed is dictated by the maximum slope specified 
for hill climbing, while the continuous power determines the maximum cruising speed 
of the vehicle. Intermittent overload for short durations is required for vehicle 
accelerations at any speed. 
The benchmark motor has been designed to operate at maximum speed of 2400 rpm. 
This means that the motor should develop 1.75 kW through the Constant Power 
Region CPR from 640 to 2400 rpm and 26.1 N.m at Constant Torque Region CTR 
below 640 rpm. Accordingly, the ideal characteristics of the torque-speed required for 
the motor can be graphically drawn as in Figure 4.7.     
 
Figure 4.7 Ideal torque-speed characteristics required for benchmark Motor 
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Constant power operation over a wide speed range is desirable in many applications, 
such as electric vehicle drives, machine tool spindles and hand tools. In an electric 
machine for traction applications, the constant power-operating region ideally ranges 
between 3-4 times the base speed [5]. However, many solutions have been introduced 
to extend the CPR, including adopting control strategies such as scale and vector flux-
weakening control, enhancing the power capability by employing a dc-dc voltage 
booster, such as that employed in the Toyota hybrid system [61]. Furthermore, using 
a Continuously Variable Transmission CVT or Fixed-ratio Gear Transmission FGT 
was the most common.  
4.3  Phasor diagram  
The benchmark motor has the permanent-magnet glued on the rotor surface i.e. non-
salient pole machine. The design of such a machine is quite well-known in that its 
synchronous reactance at d-axis and q-axis are equal		ܺௗ ൌ ܺ௤ and the machine total 
reactance is represented by the synchronous reactance	ܺ௦. In the steady state with 
balanced sinusoidal phase currents, the operation is characterised by the phasor 
diagram shown in Figure 4.8.  
 
Figure 4.8 Phasor Diagram of the SMPM machine at the rated operation condition 
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The sum of the back-EMF and voltage-drop across the winding resistance and 
synchronous reactance must be equal to the applied terminals voltage V௧ as given in 
Equation (4.2).  
ܸݐതതത ൌ ܧത ൅ ൫ܴ௣௛ ൅	݆ܺ௦൯. ܫ௣௛തതതത   (4.2) 
However, since 		ܺௗ ൌ ܺ௤ there is no permeance difference between d and q axes, 
hence, there is no reluctance torque. Therefore, the total generated torque is purely 
electromagnetic as can be found from the torque expression in (4.3).  
ܶ ൌ 3	݌	߰௙	ܫ௣௛	cos	ሺߠሻ    (4.3) 
Where ݌ is the number of pole-pair, ߰௙ is the flux linkage, ߠ is the angle applied 
between the phasor voltage ܸݐ and the phase current ܫ௣௛. 
The terminal voltage of the benchmark motor has been supplied from mains power 
using a voltage booster. The line-line voltage ܸ ௅௅ was 218, which is obtained from DC 
supply voltage bus of 380	 ஽ܸ஼ using inverter. However, at maximum operating 
temperature, the phase resistance ܴ௣௛ was 3.94Ω. Therefore, to avoid the increase in 
the current density ܬ and copper loss that can quickly overheat the winding, the supply 
current was limited to 5A (7A peak phase current). Thus, with wire diameter of 
0.9mm, the current density was read off as 7.86 A/mm2. 
4.4  FEA analysis of benchmark motor  
The dimension of the benchmark design as given in Table 4.1 and Figure 4.3 along 
with the subsequent parameters of the design were replicated into “MotorSolve” and 
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“MagNet” software provided by Infolytica to perform FEA analysis of the machine 
performance. Figure 4.9 shows an axisymmetric model of the final benchmark motor.  
 
Figure 4.9 Layout of benchmark motor design in “MotorSolve” FEA program 
The corresponding FEA analysis in Figure 4.10 shows the flux density distribution at 
load condition. The analysis shows that the maximum flux density value was 1.6T in 
the stator teeth.  However, at no-load condition, the magnitude of the average flux 
density was 1.45T, which is equal to the knee point for this core material M330-35A.    
 
Figure 4.10 Flux densities in stator and rotor laminations calculated by FEA 
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The peak operating profile in Figure 4.7 showed the torque and speed that the motor 
is required to develop at the 380Vdc supply voltage and RMS phase current of 5A. 
Allowing for a 10V voltage drop in the inverter, the RMS terminal voltage ௧ܸ, which 
corresponds to 380Vdc supply, is 118V. Calculation of motor performance via the 
phasor diagram of the previous section requires values for flux linkage ߰௠ and 
synchronous reactance	ܺ௦, all of which can be determined using FEA analysis. 
However, the fundamental open-circuit flux linkage due to the permanent magnet ߰௠ 
only, without the excitation current, was calculated from FEA solution as shown in 
Figure 4.11. In this case, the peak flux linkage was read off as 0.511 Wb.turn which 
corresponds to RMS fundamental open-circuit flux linkage per-pole of ߰௠= 0.361 
Wb.turn. 
 
Figure 4.11 Waveform of the fundamental flux linkage of the benchmark motor 
Figure 4.12 shows the total inductance	ܮ௦	of the benchmark motor. The waveform 
shows that inductance is almost constant over different ranges of current. In this case 
it was 	ܮ௦ = 47.8 mH.  
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Figure 4.12 Average inductance current in benchmark motor design at different gear 
levels 
The phasor quantities have been determined for the benchmark motor and can be 
applied in the Equations (4.2) and (4.3). Therefore, with a frequency of 53.3Hz at base-
speed, the back-EMF was calculated as 119Vrms, which agrees with the value 
simulated from FEA analysis, as shown in Figure 4.13. 
 
Figure 4.13 Waveform of peak phase voltage generated from FEA analysis at no-
load for the benchmark motor 
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With the value of flux linkage, the torque profile over the full range of speed can also 
be calculated from Equation 4.3 
ܶ ൌ 3	ൈ5ൈ	0.361ൈ	5	ൈcos	ሺ0ሻ ൌ 27.07	ܰ.݉ 
The generated electromagnetic torque that computed on FEA analysis almost agrees 
with the analytical calculated results 26.3Nm, as shown in Figure 4.14.  
 
Figure 4.14 FEA analysis of Electromagnetic generated torque of the benchmark 
design 
As mentioned earlier, in addition to the high efficiency and high overload capability, 
electric motors designed for traction applications are required to have a constant torque 
at low speed to meet the demand power needed to start a vehicle or to climb up a hill. 
It is also required to have a wide constant power region CPR to determine the 
maximum speed of the vehicle in flat run through cruising operation. Through both 
constant torque and power regions, overload torque and power are welcome for quick 
acceleration at any speed, as long as the motor is thermally safe while the inverter and 
battery are at their maximum rating limits.  
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Comparing the achieved torque/speed profile of the benchmark machine, as appeared 
in Figure 4.15, with the ideal characteristics, it can be said that benchmark design has 
developed all the required torque in the constant torque region up to the base-speed of 
640rpm.  
 
Figure 4.15 Torque profile at 380Vdc for the benchmark motor design  
However, after base-speed, the PWM duty-cycle reaches its maximum and the motor 
terminal voltage is equal to the maximum voltage available from the converter. 
Consequently, an advance angle needs to be applied in the field weakening region to 
match the required power. The required torque is achieved by advancing the phase 
angle from an initial 10° towards 75° at 2400rpm. Finally, the torque/speed 
characteristic has been constructed as shown in Figure 4.16. It is shown that the motor 
has the capability of developing the required torque over the full range of speed (640-
2400) rpm.  
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Figure 4.16 Torque/speed profile at 380Vdc for the benchmark motor design at 
different advance angles 
According to the design specification, the motor should develop 1.75 kW through the 
constant power region at and after 640 rpm until 2400 rpm. Figure 4.17 shows the 
power-speed characteristics of the benchmark motor. The graph shows that benchmark 
design has delivered the required power over the entire range of speed through the 
CPR.  
 
Figure 4.17 Power-speed characteristics of benchmark motor and ideal power with 
required power at full speed range 
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Generally, electric machines for traction application are designed with consideration 
of cogging torque. For the benchmark design, the cogging torque was 0.5Nm as shown 
in Figure 4.18. This value is considered reasonable for small electric machines.   
 
Figure 4.18 Cogging torque of the benchmark design 
4.5  Losses and efficiency  
The total losses have been evaluated and the motor efficiencies over the full range of 
speed have been plotted as shown in Table 4.5 and Figure 4.19 respectively. As 
expected, the copper loss formed the highest portion of total losses, although the core 
losses in the magnetic circuit will vary because they are a function of both the peak 
field distribution (B) and the speed. Figure 4.19 shows a lowest efficiency of >90% 
was achieved through the constant power region, falling to 80% over the constant 
torque region.  
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Table 4.5 Losses of the benchmark motor  
 
 
Figure 4.19  Efficiency of the benchmark motor over full range of speed 
4.6  Chapter summary 
In this chapter, a full description of dimensions and material properties of the 
benchmark motor has been given and illustrated. The torque, power and speed 
characteristics of the benchmark motor have been analysed by FEA and compared 
with the ideal specification of the motor. From the foregoing analysis, it was found 
that the benchmark motor can provide the required torque over constant torque region 
and enough power over the constant power region with high efficiency. 
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5  Chapter 5: Analytical design model of BLPMDC motor 
5.1  Introduction  
Analytical models are often used in the first step of an electric machine design process. 
They are usually associated with an optimisation method to find a solution that fulfils 
particular design specifications. Therefore, the aim of this chapter is to build an 
analytical model “optimisation problem” of BLPMSM motor and integrate it with 
Bees Algorithm to search for an optimal design solution. The design specifications are 
similar to the benchmark design as described in the previous chapter. The main 
objectives for the optimisation are to search for an alternative design with higher 
power density, improved efficiency and lower cost. 
5.2  Analytical design methodology 
An analytical model is based on numerous equations used to evaluate the dimensions 
and electromagnetic parameters of an electric machine. Each equation in the model 
describes a physical phenomenon or hypothesis associated with an electric machine. 
The equations of an analytical model contain hundreds of variables that describe 
particular magnetic, electrical or thermal parameters. Depending on the optimisation 
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problem and objective function, the value of these variables can be kept constant or 
vary through the optimisation search.   
The procedure to accomplish the analytical design of an electric machine is described 
in a flow chart as shown in Figure 5.1. At the beginning of each iteration, the Bees 
Algorithm initialises random values for the design prime-variables	ܦ, ܮ, ݄௠	ܽ݊݀	ܬ. 
The quantity of initialised prime variables depends on the set of parameters in the 
algorithm, as will be explained later. Hence, in each iteration, the optimisation 
algorithm evaluates a different combination of prime variables. According to each 
combination of prime variables, the corresponding variable machine dimensions are 
determined and the electromagnetic and thermal parameters in the optimisation 
problem are identified. Subsequently, the output of the multi-objective function is 
calculated and the fitness of prime variables combination is assigned at the end of each 
iteration. 
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Figure 5.1 Flow chart of the optimisation analytical design 
While the values of the prime variables continuously keep changing throughout the 
optimisation search, the optimisation problem also contains parameters with 
predetermined values that never change during optimisation progress. The values 
corresponding to these parameters are determined prior to the optimisation search, 
based on specific material properties, general typical values or previous results 
obtained from FEA analysis. The main aims of keeping these parameters at constant 
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values is to enhance smooth output torque of the machine, increase the efficiency and 
also reduce the computation time for the optimisation process. 
However, to ensure the optimisation search delivers only a feasible design, the values 
of some parameters are constrained to a certain maximum or minimum range. During 
the optimisation search, if the limits of these constraints are violated, a penalty will be 
added to the objective function. Hence, the output value of the objective function will 
increase and its fitness be significantly reduced, which indicates that the initialised 
prime variables at this particular iteration have led to a prototype with shortcomings 
and the implementation of this design is infeasible.  
5.3  Parameter selection  
In this section, the processes of selecting values for predetermined parameters will be 
performed. The criteria for selecting these values are to choose the most promising 
values that can increase the machine’s performance. The performance analysis of the 
selected parameters will be approved by carrying out an analytical or FEA test. 
However, in some cases an empirical result from previous work can be involved. The 
parameters that will be selected in this part are the number of slots, number of poles 
and magnet shape. 
5.3.1  Selection number of pole-per-slot pole/slot 
In the design of an electric machine, the selection for number of slot-per-poles is 
crucial.  The combination choice depends upon many factors, such as winding 
configuration, grade of magnet material and rotational speed. However, for three-
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phase machines, there are many slot/pole combinations that vary for different 
applications and design objectives. 
To find an optimal ratio for the number of slots per pole, an easy method can be used 
by including this parameter with the optimisation prime variables. However, this 
approach will increase the number of optimisation variables and significantly 
complicate the optimisation problem. Hence, the computation time consumed by 
optimisation to search optimal parameters will increase significantly.  
A simple basic rule can be used to estimate the number of poles i.e. the number of 
poles is inversely proportional to the maximum speed of rotation. The reason for that 
is to limit the frequency and consequently reduce the iron losses. Therefore, it is 
convenient that electric machines with high rotational speed are designed with a small 
number of poles. On the other hand, every time the number of poles is doubled, the 
thickness of stator back-irons is reduced by one half. Hence, for the same stator outer 
diameter, this will lead to an increase in the slot space for winding coils and therefore 
reduce copper loss.  
PMSM machines are reported to have relatively high torque distortion, which is 
mainly composed of cogging torque and torque ripple that result from an inappropriate 
selection of both the number of slot-per-pole and magnet pole coverage ratio	ߙ௣. In 
general, torque distortion is not desirable as it degrades the overall performance of the 
machine. Therefore, to seek a general solution in this work, an analytical study was 
performed to evaluate the cogging torque components for various combinations of 
slot-per-pole. 
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Cogging torque is defined as the oscillatory torque caused by the tendency of the rotor 
to line up with the stator in a particular direction, where the permeance of the magnetic 
circuit seen by the magnet is maximised [62]. Although numerous methods have been 
proposed recently for the calculation, analysis and reduction of cogging torque as 
illustrated in the literature [63, 59, 64, 65], using fractional slot/pole ratio with a 
concentrated stator winding is generally the first and easiest solution to achieve a low 
cogging torque.  
In the benchmark machine, the number of slot-per-pole was ௦ܰ௣௣ ൌ 1.2, with double-
layered concentrated non-overlapping winding resulting in a high winding factor of 
0.933 and short end-winding. These factors improved the machine output performance 
and efficiency. It is expected that a lower value of ௦ܰ௣௣ will lead to lower cogging 
torque and higher winding factor. Therefore, the number of slot-per-pole used in the 
benchmark design has been compared in FEA analysis with a new combination i.e. 
9/8 to evaluate cogging torque as shown in Figure 5.2. The results show that cogging 
torque was minimised when the number of poles and slots were set to eight and nine 
respectively.  
 
Figure 5.2 Cogging torque simulation result for different slot/pole combinations 
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However, it has been stated that, for a given stator inner diameter, the power density 
of the motor can be increased by using more poles [66]. This is due to the reduction in 
the stator yoke thickness, which results in a reduction of the stator outer diameter.  On 
the other hand, according to Equation (5.1), the electromagnetic power increases as 
the number of poles decreases. Therefore, reducing the number of poles must be 
accompanied with optimum stator inner diameter to compensate proportionally for the 
reduction in power density.   
௘ܲ௟௠ ൌ 0.5ߨଶ݇௪ܦ௜௡ଶ ܮ	݂ܤ௠ܬ/݌   (5.1) 
 Furthermore, the use of eight poles will reduce the frequency and proportionally 
decrease the core loss.  Finally, compared with the benchmark design, the new 
combination of number of slot-per-pole 9/8 will slightly increase the winding factor 
to 0.945. Therefore, with eight poles the machine is expected to generate a higher 
electromagnetic power and lower core loss. 
5.3.2  Selection of magnet pole  
With regard to the second cause of torque distortion i.e. the torque ripple, also called 
torque pulsation, assuming ideal driving current, it refers to the additional oscillatory 
torque component that results from the interaction between the magnetomotive force 
MMF produced by the permanent magnet and the space-harmonic in the winding 
layout. Therefore, reducing the amplitude of the MMF produced by the permanent 
magnet will definitely reduce the torque ripple.   
According to [67] the amplitudes of the MMF fundamental, 3rd, 5th, 7th … harmonics 
can be calculated for sinusoidal waveform distribution as in (5.2) 
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ܯܯܨ௉ெሺߠ௥, ݐሻ ൌ 	 ෍ ݊
ߙ௣ .݉݉ ሺ݂௉ெሻ
ߨ ሺ݊ܣଵ ൅ ݊ܣଶሻ . cosሺ݌ߠ௦ െ 	߱ݐሻ௡ୀଵ,ଷ,ହ,..
 (5.2)
 Where 
݊ܣଵ ൌ 	
sin ቆሺ݊ ൅ 1ሻߙ௣2 ቇ
						ቆሺ݊ ൅ 1ሻߙ௣2 ቇ
 
݊ܣଶ ൌ 1																																										݂݋ݎ	݊ ൌ 1    
݊ܣଶ ൌ 	
sin ቆሺ݊ െ 1ሻߙ௣2 ቇ
						ቆሺ݊ െ 1ሻߙ௣2 ቇ
												݂݋ݎ	݊ ് 1 
Where, ݊	is the space harmonic corresponding to amplitude for the rotor MMF and 
݉݉ ሺ݂௉ெሻ	is the magnetomotive force produced by the permanent magnet. For the 
surface-mounted rotor, topology can be calculated as ݉ ݉ ሺ݂௉ெሻ ൌ ܪ௖. ݄݉, where ܪ௖	is 
the coercive field intensity of the permanent magnet material and ݄݉ is the thickness 
of the permanent magnet in the direction of magnetisation.  
From Equation (5.1) it appears that the amplitude of the MMF harmonic is not related 
to the rotor diameter or the axial length of the machine; instead, it is a function of 
magnet pole coverage coefficient	ߙ௣. Therefore, an appropriate selection of 	ߙ௣ that 
has least total harmonics can significantly reduce the torque ripple and provide 
smoother transition of the torque. 
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Figure 5.3 shows the amplitude of the fundamental, 3rd, 5th, 7th and 9th harmonics 
produced from the permanent magnet for different magnet pole coverage ratios (ߙ௣ 
between (0.5-1). As shown in the figure, the fundamental harmonic has increased 
proportionally with the increase of	ߙ௣. Also, the total MMF harmonics have a lower 
value when 	ߙ௣	is equal to 0.83.  Therefore, this value for 	ߙ௣ is considered as the 
optimal point that generates lower MMF harmonics.  
 
Figure 5.3 Normalised harmonics for range of pole coverage coefficients 
Furthermore, using this ratio for magnet pole coverage, the flux leakage between the 
magnets is expected to be reasonable. Therefore, a value of 	ߙ௣ ൌ 0.83 would be 
appropriate to minimise the torque ripples and also reserve the flux for energy 
conversion.   
0.5 0.6 0.7 0.8 0.9 1
-1
-0.5
0
0.5
1
1.5
2
Pole coverage coefficient
N
or
m
al
is
ed
 M
M
F 
H
ar
m
on
ic
 
 
n=1
n=3
n=5
n=7
n=9
Fundamental
0.83
79 
 
5.3.3  Selection of magnet shape and magnetisation direction 
The operation of BLPMSM motors can be classified according to their excitation into 
two main categories: (BLPMDC), which has trapezoidal back-EMF; and sinusoidal 
(BLPMAC), which has sinusoidal back-EMF. Although both types of machines have 
similar physical construction, the difference between the two types refers to the 
controller and the inverters used to drive the machine. However, in order to maximise 
the torque density and minimise torque pulsations, it is desirable to operate a machine 
that has a trapezoidal back-EMF waveform in BLPMDC mode, and a machine that 
has a sinusoidal back-EMF waveform in BLPMAC mode [5]. 
An ideal sinewave motor is distinct in three aspects: sinusoidal distribution of magnet 
flux in the airgap; sinusoidal current waveform; and sinusoidal distribution of stator 
conductors. Thus, the purity of the sinewave depends partially on the magnet flux-
distribution and partially on the winding distribution, which should be formed as near 
as possible to the sinewave [53]. However, if both magnet flux and winding were 
perfectly sine-distributed, there would be no flux–linkage. Fortunately, practical 
windings are not perfectly sine-distributed. Therefore, in order to operate a machine 
which has a sinusoidal back-EMF at maximum torque density and minimum torque 
pulsation, it is necessary to make the magnet flux distribution as nearly sinusoidal as 
possible.  
To achieve sinusoidal flux distribution in the airgap, a study was performed to identify 
the most suitable shape of magnet and magnetisation direction that can generate back-
EMF closest to the ideal sinusoidal waveform. In the study, three different shapes of 
magnet with different magnetisation directions, which are commonly used to generate 
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sinusoidal flux, have been tested by FEA to determine the shape and characteristics of 
back-EMF waveform. The three magnet shapes, as shown in Figure 5.4, are: a) the 
magnets are parallel-magnetised; b) the bread-loaf magnets naturally profile the flux 
distribution to achieve proper sinewave; c) the magnets are radially-magnetised. 
However, the stator and rotor outer diameter, machine length, winding configuration, 
magnet material and thickness were kept unchanged at each test.  
 
Figure 5.4 PM rotors commonly used in sinewave motors. 
Figure 5.5 shows the back-EMF waveform generated from the three different magnet 
shapes. The waveform for the parallel magnet (green) is hidden behind the blue 
waveform. Although the three designs have generated almost the same amplitudes, the 
waveforms resulting from the parallel and bread-loaf magnet shapes were more 
sinusoidal than the radial magnet and also have less ripple. However, considering the 
costs, the bread-loaf magnet shape has less manufacturing cost than the parallel shape. 
Hence, bread-loaf magnet shape was chosen for the design.  
 
Figure 5.5 Generated back-EMF for different magnet shape 
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5.3.4  Design material selection 
Generally speaking, the primary determinants of material selection are the cost, torque 
per unit volume, range of operating temperature, and the severity of operational duty 
[68]. Therefore, it is important to select appropriate grades of permanent magnet, 
silicon steel and insulation materials that are compatible together to produce maximum 
power density and smooth energy transition within the operating temperature and at 
reasonable cost.  
The selection of permanent magnet material is limited not only by the magnetic 
loading; it is also determined by the demagnetisation effect of the magnet at the 
operating temperature. As the motor is designed to operate with Totally Enclosed Non-
Ventilated (TENV) cooling, it is important to select a grade of permanent magnet that 
has the ability to withstand demagnetisation due to temperature variation and armature 
reaction. 
The selection of electrical steel lamination is limited by the core loss and saturation 
level of the stator teeth. Excessive saturation of stator laminations requires extra 
excitation MMF from the permanent magnet and causes extra heating due to core 
losses. Therefore, selection of the electric steel should consider the ability to 
accommodate the generated magnetic flux from the permanent magnet.   
The motor design will be compared with the benchmark motor in terms of weight, 
volume, efficiency and cost at the same cooling conditions.  However, as the cost of 
this material has not been specified in the benchmark design, instead of including the 
“cost” in the optimisation objective function, the same material as the benchmark 
design will be utilised in the new design. This includes the permanent magnet material, 
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silicon steel and insulation material. Subsequently, the comparison point “cost” will 
not be included in the objective function; instead, the maximum weight of the 
permanent magnet will be limited so that it should not exceed the original weight in 
the benchmark design.  
5.4  Analytical model based on prime variables 
In this section, an analytical design method for BLPMSM is outlined. The values for 
the predetermined parameters Np, Nm, ߙ௣ and machine output specifications, as 
shown in Table 5.1, will be kept unchanged during the optimisation search. The 
properties of the machine active materials, permanent magnet and steel will also be 
included in the optimisation programme to evaluate the machine efficiency and 
performance.  
Table 5.1 Specifications of the new design traction motor 
Parameters value 
Output power [W] 1750 
Speed [rpm] 640 
Battery operating voltage (V-dc) 380 
Number of slots 9 
Number of poles 8 
Magnet coverage coefficient 0.83 
The optimisation objective function attempts to minimise the machine weight, volume, 
cost and to maximise efficiency. At rated power and speed, the main parameters 
directly related to the objective function are stator inner diameter	ܦ, machine stack 
length	ܮ	, thickness of permanent magnet ݄௠  and current density	ܬ. These parameters 
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are called the prime variables and the main task for optimisation is to search for 
optimal values for these prime variables. Therefore, in the following calculations the 
values of these variables are assumed to be known.  
5.4.1  Airgap flux density 
The amplitude of fundamental airgap flux density can be calculated based on the 
analytical Equations (3.34) and (3.36) provided in Chapter 3 for surface mounted 
permanent magnet topology. 
As the machine is relatively small, the leakage coefficient ௅݂௄ீ	and the reluctance 
factor	݇௥ have typical values of 0.95 and 1.0 respectively. The length of the airgap for 
a small electric machine with value of 0.5mm and the slot opening of 2.0mm are also 
considered reasonable. With these given values, the Carter’s coefficient ݇௖ and the 
amplitude of the fundamental airgap flux density ܤ௚ሺଵሻ	can be calculated based on the 
analytical Equation (3.36) in Chapter 3.  
From the determined amplitude of flux density in the airgap, the electrical parameters 
in the phasor diagram and the geometries corresponding to the rotor and stator can be 
calculated. The airgap flux density is coordinated along a pole to obtain the flux per 
pole	Φሺଵሻ. Therefore, the amplitude of the fundamental flux 	Φሺଵሻ is 
	Φሺଵሻ ൌ ܤ௚ሺଵሻ. ܣ௚                    (5.3) 
Where ܣ௚is the airgap area under one pole.  
The thickness of the stator back-iron ܵ௘௕௜ and rotor back-iron ܴ௘௕௜ can be directly 
calculated based on the magnetic properties of the steel lamination and the amplitude 
of the fundamental flux. Before considering the field from armature reaction, the flux 
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density at the knee point	ܤ௞௡௘௘, as shown in Figure 5.6, is considered as the maximum 
flux allowed in the steel.  For most of the non-oriented silicon steel, typical value of 
ܤ௞௡௘௘ ranges between (1.3T-1.45T). Accordingly, ܵ௘௕௜  and ܴ௘௕௜   can computed as 
ܵ௘௕௜ ൌ
Φሺଵሻ
2 ܤ௞௡௘௘ L ݇௦  (5.4)
ܴ௘௕௜ ൌ Φሺଵሻ2ܤ௞௡௘௘ L ݇௦  (5.5)
Where ݇௦ is the lamination stacking factor with a typical value between (0.95-1). 
 
Figure 5.6 Magnetisation characteristics of M330-35A 
The maximum flux density in the stator teeth Φ்௪ is slightly different. A tooth 
concentration factor ݇ௗ௦ between the tooth and airgap should be calculated and 
considered correctly [69]. It is calculated as the width ratio of one slot pitch ߬௦ over 
one tooth pitch ்߬௪ over. For the magnetic flux density in the stator teeth	Φ்௪ ,  
	 ௪ܶ ൌ
Φሺଵሻൈ݇ௗ௦
ܤ௞௡௘௘ L ݇௦  (5.6)
݇ௗ௦ ൌ
ߨ. ܦܰ݉
ߨ. ܦܰ݉ െ ܤݏ0
 (5.7)
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5.4.2  Phasor diagram 
The phasor diagrams for synchronous machines are constructed as shown in Figure 
5.7. When the machine rated voltage ௧ܸ is given, other electrical parameters	ܧܯܨ, 
phase resistant	ܴ௣௛, synchronous inductance ܮ௦ and phase current ܫ௣௛ can be 
approximated at rated operating condition using the relation between parameters as 
expressed in Equation (5.8)  
௧ܸഥ ൌ ܧܯܨതതതതതത ൅ ൫ܴ௣௛ ൅	݆ܺ௦൯. ܫ௣௛തതതത             (5.8) 
Where ௧ܸ 	is the terminal voltage, ݆ܺ௦ is the synchronous reactance. 
 
Figure 5.7 Phasor diagram at rated operation condition 
When the flux is generated from the permanent magnet and linked with the stator 
winding, the induced back-EMF is proportional to the rotational speed of the rotor. 
The flux in the airgap is assumed to have a sinusoidal waveform with peak amplitude 
value i.e. fundamental airgap flux	Φሺଵሻ. Assuming all the flux produced from the 
permanent magnet is linked with the stator winding, the RMS value of the fundamental 
generated ܧܯܨሺଵሻ	is obtained by (5.9)  
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ܧܯܨሺଵሻ ൌ 2ߨ݂√2 ൫݇௪. ௣ܰ௛൯ B௚ሺଵሻ
2ߨܦܮ
݌  (5.9)
݇௪	is the winding factor and ௣ܰ௛	is the number of turns in series per phase. How to 
determine the number of turns will be explained later. 
As the rated output power of the machine is given, assuming the machine is designed 
to be inverter-driven with field oriented control applied, the RMS value of the phase 
current ܫ௣௛ under rated operating condition can be estimated as: 
ܫ௣௛ ൌ ௢ܲ௨௧3. ܧܯܨሺଵሻ (5.10)
The total inductance	ܮ௦	in the synchronous machine is a linear sum of three main 
inductances: the airgap inductance ܮ௦௚, slot leakage inductance	ܮ௦௟	and the end-
winding inductance 	ܮ௘௪ as given in (5.11) 
ܮ௦ ൌ 	ܮ௦௚ ൅	ܮ௦௟ ൅ 	ܮ௘௪      (5.11) 
The airgap inductance ܮ௦௚ contributes to the major value of the total actual inductance.  
It is produced from the armature reaction inductance and is calculated as (5.12) 
ܮ௦௚ ൌ 3ߨ ൬
݇௪ ௣ܰ௛
݌/2 ൰
ଶ ߤ଴
݃௘௤ ܦܮ    (5.12)
The slot-leakage inductance		ܮ௦௟	 mainly depends on the shape of the slot. Although, 
at this stage of calculation, the exact dimensions for the stator slot are unknown, 
typical values of the mean width of the slot	ܤ௦ଵ, ܤ௦ଶ	and the height of the slot	ܪ௦଴, 	ܪ௦ଵ 
	ܪ௦ଶ can be estimated. Later, when the exact slot dimension is determined, 		ܮ௦௟	can be 
re-calculated accurately. However, depending on the slot shape, there are many 
equations to determine	ܮ௦௟	; classical analytical expression can be used as in (5.13) 
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	ܮ௦௟ ൌ 2 ߤ଴ ܮ ൫ ௣ܰ௛൯
ଶ
݌. ݍ ߣ௦௟ (5.13)
Where q is the number of slots per pole per phase and ߣ௦௟ is the coefficients of leakage 
permeance of the slot [62] 
ߣ௦௟ ൌ ൬23 .
ܪ௦ଶ
ܤ௦ଵ ൅ ܤ௦ଶ ൅
2ܪ௦ଵ
ܤ௦଴ ൅ ܤ௦ଵ ൅
ܪ௦଴
ܤ௦଴൰
1 ൅ 3ߚ
4 		(5.14)
Where ߚ is the ratio of slot pitch to pole pitch. 
In Equation (5.14), the coefficient in the bracket is the effective depth/width ratio of 
the slot and is also known as slot permeance coefficient	 ௦ܲ௟௢௧	.  
 
Figure 5.8 Slot design and geometries of the baseline motor 
Due to the complex conformation of the end winding, it is difficult to calculate the 
end-winding inductance 	ܮ௘௪	accurately. Its value is quite small and mainly depends 
on the number of layers and the length of the semi-circular arcs of the end winding i.e. 
winding pitch	߬௖. A simple formula associated with double-layer to calculate 	ܮ௘௪	can 
be obtained as in (5.15) 
	ܮ௘௪ ൌ
ߤ଴ ߬௖ ௣ܰ௛ଶ
16 ln ቆ
ߨ ߬௖ଶ
4 ܪ௦ܤ௦௠ ቇ (5.15)
88 
 
Where ߬௖	is the length of end winding pitch and ܤ௦௠ is the mean width of the slot and 
calculated as ሺBs1 ൅ Bs2ሻ/2. For a single layer, the coefficient “16” in (5.15) should 
be replaced by “8”. 
From the formulae for the phasor diagram components, it appears that the only missing 
value in all the equations is the equivalent number of turns in series per phase	 ௣ܰ௛	. As 
the value of the machine terminal voltage 	 ௧ܸ is specified, the number of turns can be 
solved based on iteration for the Equations (5.9) to (5.15) using MatLab’s internal 
function, such as (Fsolve or fzeros).   
After solving electrical parameters in the phasor diagram and the number of turns per 
phase	 ௣ܰ௛, the cross-section area of conductor ܣ௪௜௥௘	can be calculated from the value 
of the current density	ܬ	and phase current	ܫ௣௛ 
ܣ௪௜௥௘ ൌ 	 ூ೛೓௃    (5.16)  
Although the value of current density is initialised randomly by the optimisation, an 
accurate value can be adjusted from integration between the electromagnetic design 
model and thermal model of the machine. 
The conductor diameter ܦ௪௜௥௘ and total copper area of one slot ܣ஼௨ can be estimated 
from ܣ௪௜௥௘ and the number of conductors per slot	 ௖ܰ, as follows:  
ܦ௪ ൌ ඨ 4ൈܣ௪௜௥௘ߨ  (5.17ሻ
ܣ஼௨ ൌ ܣ௪௜௥௘ . ܰܿ ൌ ܣ௪௜௥௘ . ௣ܰ௛ݍ. ݌  (5.18)
Values of the height of the stator tooth tip ܪ௦଴ and the stator tooth wedge	ܪ௦ଵ, as shown 
in Figure 5.8, can be estimated according to the manufacturing method.  In small 
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electric machines, typical values of 1.5mm for the tooth tip and 2.5mm for the tooth 
wedge are reasonable. Assuming parallel tooth sides, the values of ܤ௦ଵ	and ܤ௦ଶ  can 
be determined as follows: 
ܤ௦ଵ ൌ 	ߨ ൫ܦ ൅ 2
ሺܪ௦଴ ൅ ܪ௦ଵሻ൯
ܰ௠ െ ௪ܶ 
(5.19) 
ܤ௦ଶ ൌ 	ߨ	൫ܦ ൅ 2 ൈ
ሺܪ௦଴ ൅ ܪ௦ଵ ൅ ܪ௦ଶሻ൯
ܰ௠ െ ௪ܶ 
( 5.20) 
The total slot area ܣ௦௟௢௧ can be calculated upon slot-fill factor ܭ௙௜௟௟ and copper area 
ܣ௖௨ are known. For a single layer, a reasonable value of slot-fill factor ܭ௙௜௟௟	is (0.65 – 
0.7) and for a double layer (0.35-0.5) [67]. The slot area ܣ௦௟௢௧ of trapezoidal shape is 
expressed as in (5.21) 
ܣ௦௟௢௧ ൌ ܤ௦ଵ ൅ ܤ௦ଶ2 ܪ௦ଶ (5.21)
Again, internal “MatLab” function can be used to search optimal values for ܤ௦ଶ and 
ܪ௦ଶ. 
5.5  Losses modelling and efficiency 
During energy conversion in an electric machine, power losses occur that are 
dissipated in the machine components in the form of heat. The obtained power losses 
will be used as a heat source when performing the machine thermal analysis. 
Therefore, in order to design an efficient cooling system, it is important to accurately 
evaluate the power losses in the machine.  Generally, there are two major parts of 
losses, electromagnetic losses and mechanical losses. Electromagnetic losses comprise 
copper losses ௖ܲ௨	and core losses ௖ܲ௢௥௘ and in small electric machines they dominate 
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and contribute the major percentage of total power losses.  Mechanical loss increases 
proportionally with speed and load, which contributes a small fraction of the total 
losses, and consists of bearing, frictional and windage losses.  
5.5.1  Copper Losses  
Copper loss ܲ ௖௨	is a resistive loss resulting from flowing current in the stator windings. 
The total for three-phase machine is given by (5.22) 
௖ܲ௨ ൌ 3ܴ௣௛൫ܫ௣௛൯ଶ   (5.22) 
Where ܴ௣௛	is	the wire resistance in each armature phase and ܫ௣௛ is the current flowing 
in each armature phase. 
Typically, at low frequency such as 50-60 Hz, the phase wire resistance ܴ௣௛ of a 
conductive wire length per phase ݈௣௛, copper wire area of ܣ௪௜௥௘ and electrical 
resistivity ߩ௖௨ can be estimated as its dc resistance ܴௗ௖ as given by 5.23 
ܴ௣௛ ൌ ܴௗ௖ ൌ ߩ௖௨. ݈௣௛ܣ௪௜௥௘  (5.23)
At higher frequency the calculation of phase resistance should take into account the 
skin effect.   However, the conductive wire length ݈௧௨௥௡ is the total of the length of one 
turn of the winding, including the end-winding part ݈௘௡ௗ as given by (5.24) 
݈௧௨௥௡ ൌ 2ሺܮ ൅ ݈௘௡ௗሻ (5.24)
The end connection depends on the coil pitch	߬௣ of the winding configuration. The 
average length of the end-winding for one turn is calculated as (5.25)    
		݈௘௡ௗ ൌ 	 ߨሺܦ ൅
ሺܪ௦଴ ൅ ܪ௦ଵ ൅ ܪ௦ଶሻሻ
ܰ݉  (5.25)
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Finally, the effective length of one phase winding is calculated as (5.26)  
݈௪.௣௛ ൌ 2 ௣ܰ௛ ∗ ሺܮ ൅ ݈௘௡ௗሻ (5.26)
5.5.2  Core losses  
Core loss is a function of the flux density in the core and frequency that is generated 
mainly in the stator back-iron and teeth. The total core loss is a sum of two major 
components, which are hysteresis loss	 ௛ܲ௬௦ and eddy current loss	 ௘ܲௗௗ. The hysteresis 
component is associated with the changing magnitude and direction of the 
magnetisation of the magnet domains, while the eddy-current loss is generated by 
induced currents. Therefore, the iron core loss is calculated as a linear sum of 	 ௛ܲ௬௦ 
and 	 ௘ܲௗௗ, as given by 
௖ܲ௢௥௘ ൌ 	 ሺ݇௛	݂∝	ܤ௠௔௫ࣜ ൅ ݇௘	ሺ݂. ܤ௠௔௫	ሻଶሻൈܹݐ௦௧௔௧௢௥	               (5.27) 
Where the first term of Equation (5.27) represents the hysteresis loss and the second 
term, the eddy current loss. ܤ is the peak value of the flux density in the component 
core, ݇௛ is hysteresis loss coefficient, ݇௘	 is eddy current loss coefficient, ∝ and  ࣜ are 
constant material coefficients and ܹݐ௦௧௔௧௢௥ is the weight of the stator  
ܹݐ௦௧௔௧௢௥ ൌ ܹݐௌ೐್೔ ൅ 	ܹݐ்௪        (5.28) 
Using thinner lamination can significantly reduce eddy current. However, the use of a 
thinner sheet can increase the industrial cost and it must be considered carefully. Also, 
total core loss is affected by manufacturing quality, such as the sharpness of cutting 
tools, and can be increased from its catalogue data by a factor called core loss 
augmentation coefficient with a typical value between (1.6-1.8) [62].   
92 
 
In addition to electromagnetic losses in the stator laminations, there are also 
electromagnetic losses in the rotor core and magnets that are produced due to the time 
harmonic in the armature reaction field. As this field rotates synchronously with the 
rotor, the core losses induced in the rotor core, which are laminated, is small at low 
and medium speed < 20000 rpm [70]. Also, due to the slotting effect, the airgap is 
relatively large and the effect of the armature reaction field is significantly reduced. 
Since the design of the machine is performed for the fundamental harmonic, it does 
not involve high speed or skin effects. The optimal design will not consider losses in 
the rotor back-iron or magnets. However, when the rotor core loss is more likely to 
occur, axial or circumferential segmentation for magnets and shorter pitch stator 
winding can be adopted [12]. Recently, numerous methods have been proposed for the 
analysis and reduction of eddy current losses in magnets at high and medium speed 
[70, 71, 72].  
5.5.3  Mechanical losses 
Friction loss ௙ܲ௥௜௖ is developed due to the contact between the bearing and the end-
shafts. It can be approximated by the production of the friction torque and the orbital 
velocity of the bearing. Windage loss ௪ܲ௜௡ௗ is the loss occurring due to friction 
between parts of the machine and the air inside the machine case.   
Mechanical loss becomes a very important issue when the machine is running at high 
speed (20.000 – 200.000 rpm). For enforced ventilation, where gas fluid cooling is 
utilised, the flow type of the cooling fluid should be determined according to whether 
it is laminar, turbulent or a combination of both types and the windage loss should be 
calculated specifically in the main location around the rotor disc side where the 
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windage loss is most likely to occur [69]. In the case of our low speed motor, an 
estimation value of 1% of the output power ௢ܲ௨௧ can be used to estimate the 
mechanical losses. Thus, the efficiency ߟ of the machine can be given 
 ߟ ൌ 	 ௢ܲ௨௧
௢ܲ௨௧ ൅ ௖ܲ௨ ൅ ௖ܲ௢௥௘ ൅ ௪ܲ௜௡ௗ ൅ ௙ܲ௥௜௖ (5.29)
5.6  Thermal Analysis 
While magnetic and electrical analytical models are designed to ensure the delivery of 
power and torque at a required speed with considerable efficiency, thermal analysis is 
of significant importance, as it interacts between these two models. The thermal model 
is designed to ensure the suitability of the machine design in terms of keeping the 
temperature of components within certain limits at rated operation conditions. The 
main purpose of this model is to protect the permanent magnet materials from being 
demagnetised and to protect winding insulation material from deteriorating. 
Therefore, the thermal model is of the utmost importance in validating the electric 
machine.  
During the past decade, thermal analysis of electric machines has been undertaken by 
many authors [69, 73, 74, 75]. The techniques used to analyse electric machines can 
be classified into two categories, analytical lumped parameter model LPM approach 
and numerical analysis using finite element method FEM. While FEM is generic, 
shape independent and accurate, it requires high computational time to perform the 
thermal parameters. On the other hand, LPM analysis is not generic and requires some 
experimental data, such as heat flow and dissipation, that fit specific machines. 
However, the analytical design based on LPM has shown a good match with FEM 
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results and provides a fast calculation method with comparatively very low 
computational time; this is important when carrying out thermal analysis during 
optimisation search. Therefore, it is more ideal in the optimisation to use integrated 
LPM to determine the thermal parameters of electric machines.  
An accurate thermal analysis based on LPM requires a high level of discretisation and 
exact approximation for the motor shapes and geometries. This includes all conduction 
and convection heat transfer diffusion of all the components inside the machine. 
Furthermore, to enhance the resolution of thermal models, the determination of 
thermal resistance should include the interface gaps and contact transition layers 
between these components. All of these parameters are critical in the thermal model 
and should be considered carefully in order to conduct an effective and accurate 
thermal analysis.  
5.6.1  Conduction heat transfer 
When considering conductive heat transfer between an electrical machine parts, one 
must bear in mind that heat conductivity can be in its most extreme either in the radial 
or axial and there is no heat transfer in the circumferential direction. This is very 
important when calculating the thermal resistance for adjacent components in the 
model network. The idea is that increasing the resolution of the network will not only 
give a more detailed description of the heat distribution in the motor, but ideally will 
also be able to more accurately model the different heat flow paths in the motor and 
associated resistances. 
To show the heat transfer in an electric machine, a simulation of the heat transfer 
direction has been obtained from FEA for a one-pole section of stator lamination and 
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winding, as shown in Figures 5.9 and 5.10 respectively. In both figures, the heat 
transfer directions are represented by arrows.  
 
Figure 5.9 FEA simulation for heat transfer direction in one-pole section of 
benchmark stator back-iron and teeth 
As shown in Figure 5.9, the effective heat conductivity in the radial direction of the 
stator lamination is very high compared with the corresponding axial directions. This 
is due to the presence of the dielectric coated layers between the lamination.  The FEM 
simulation also shows that there is no heat transfer in the circumferential direction in 
the stator laminations. Therefore, the heat conductivity in the stator back-iron and teeth 
is mainly in the radial direction. Thus, thermal resistance in the axial and 
circumferential direction would be very low in the stator laminations.  
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Figure 5.10 FEA simulation for heat transfer direction in one slot winding 
Considering the heat transfer direction in the stator winding, as shown in Figure 5.10, 
the FEM simulation shows that the heat flow in an axial direction is dominant 
compared with the radial and circumferential directions. This is due to the presence 
and direction of the insulation layers around the winding. Therefore, heat transfer in 
the axial direction is the main flow path in the winding and the thermal resistance in 
this component should be determined at least in the axial direction.  On the other hand, 
the direction of the heat flow in the end-winding is not axially distributed; instead, it 
flows over the entire surface of the winding. Thus, the end-winding passes through an 
uncertain amount of thermal resistance.  
A proposed thermal model for electric machines with high power density using LPM 
has been suggested in [73]. The thermal model is based on nodes to outline the mean 
temperature rises in a motor cylindrical component and its T-equivalent lumped 
parameters network, as shown in Figures 5.11 and 5.12 respectively. Using this 
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approach, the generated heat is assumed to be uniformly distributed, and a single mean 
temperature node is used to represent the heat flow, both in radial and axial directions, 
independently.  
 
Figure 5.11 General cylindrical component with four unknown temperatures: two at 
the axial edges and two on the outer and inner surfaces 
 
Figure 5.12 T-equivalent network represents independent axial and radial thermal 
resistances and average temperature node. 
As shown in Figure 5.12, the T-equivalent resistance network accounts for conduction 
heat transfer in two networks that represent the axial and radial directions separately. 
Each network contains three terminals; two terminals represent the component outer 
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and inner surface temperatures ௥ܶ௔ௗ௜௔௟,௜௡	 and ௥ܶ௔ௗ௜௔௟,௢௨௧	 while the third terminal 
represents the component mean temperature		 ௠ܶ	. The internal heat generation ܲ is 
introduced in the mean temperature node. If there is no heat generation in the 
component, the central node will give the temperature in the network. However, if 
there is heat generation, the mean temperature will be the result of superposition of 
internal heat generation. Therefore, to obtain the mean temperature, additional thermal 
resistance ܴଷ௔ and	ܴଷ௥ need to be added to connect the two nodes. The thermal 
resistances of each network are obtained from solutions of conduction equations in the 
radial and axial directions. The dimensions of the cylinder and the radial and axial 
conductivities ߣ௥, ߣ௔ are required for the calculation [76]. 
ܴଵ௥ ൌ 14ߨߣ௥݈ ቎1 െ
2ݎଶଶ ln ቀݎଵݎଶቁ
ሺݎଵଶ െ ݎଶଶሻ ቏ 
(5.30)
ܴଶ௥ ൌ 14ߨߣ௥݈ ቎
2ݎଵଶ ln ቀݎଵݎଶቁ
ሺݎଵଶ െ ݎଶଶሻ െ 1቏ 
(5.31)
ܴଷ௥ ൌ െ18ߨሺݎଵଶ െ ݎଶଶሻߣ௥݈ ቎ݎଵ
ଶ ൅ ݎଶଶ െ
4ݎଵଶݎଶଶ ln ቀݎଵݎଶቁ
ሺݎଵଶ െ ݎଶଶሻ ቏ 
(5.32)
ܴଵ௔ ൌ ݈2ߨߣ௔ሺݎଵଶ െ ݎଶଶሻ (5.33)
ܴଶ௔ ൌ ݈2ߨߣ௔ሺݎଵଶ െ ݎଶଶሻ (5.34)
ܴଷ௔ ൌ െ݈6ߨߣ௔ሺݎଵଶ െ ݎଶଶሻ ( 5.35)
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5.6.2  Convection  
With regard to convection heat transfer, convection thermal resistances are mainly 
located between the components separated by air or cooling fluid. The convection heat 
transfer can be modelled as a single thermal resistance as in (5.36) 
ܴ௖௢௩ ൌ 1ߙܣ (5.36)
Where ܣ is the surface area of the component in contact with air and ߙ is the 
convection coefficient. However, an accurate evaluation of a convection thermal 
resistance requires an accurate determination of convection coefficient ߙ, which is in 
turn based on a set of dimensionless numbers at a given speed and circulation medium.  
However, electric machines have external convection heat transfer, such as those 
between the frame, and ambient and internal convection heat transfer, such as the 
airgap between rotor and stator. In all cases, an accurate calculation of convection 
coefficient must be utilised, especially when fluid cooling is applied. 
Considering the external heat transfer between the frame and surrounding medium. 
Assuming the frame is a smooth cylinder, the evaluation of the free convection 
coefficient ߙ can be estimated by Churchill-Chu Equation (5.37) [77]. 
ߙ௙௥௔௠௘ି௔௠௕௜௘௡௧ ൌ ߣ௔௜௥ܦ௙௥௔௠௘ 	
ۏ
ێێ
ێێ
ۍ
1.36	 0.518	ሺܴܽሻ
ଵ ଺ൗ
ቆ1 ൅ ቀ0.559ܲݎ ቁ
ଽ ଵ଺ൗ ቇ
଼ ଶ଻ൗ
ے
ۑۑ
ۑۑ
ېଶ
 (5.37)
 
For 10ସ ൑ ܴܽ ൑ 10ଽ 
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Where, ߣ௔௜௥ is the thermal conductivity of the air, ܦ௙௥௔௠௘ is the frame diameter, ܴܽ is 
the Rayleigh number, ܲݎ is the Prandtl number. 
The Rayleigh number is given by (5.38) 
ܴܽ ൌ ݃௥. ݇௘௫௣ . ∆ܶ. ܦ
ଷ
݇. ݒ  (5.38)
In which ݃௥, ݇݁ݔ݌	ܽ݊݀	ݒ	are the gravitational constant, coefficient of thermal 
expansion and the kinematic viscosity of the air respectively. ∆ܶ is the difference in 
temperature between the surface temperature and surrounding air.  
Considering the internal convection heat transfer; the airgap between stator and rotor 
is deemed to be the most important location. This is because the airgap is the main 
heat flow path between the stator and rotor where the heat is transferred between the 
two main parts. To evaluate the heat transfer coefficient in the airgap, the heat flow in 
the airgap is assumed to be radial, so that the generated heat from the stator is 
transferred to the rotor surface through the airgap. Traditionally, evaluation of the 
convection heat transfer coefficient in the airgap requires an accurate definition of the 
Nusselt number so that 
ߙ௔௜௥௚௔௣ ൌ ேೠ.ఒೌ೔ೝ௚    (5.39) 
Where	݃ is the radial length of the airgap and ௨ܰ is the Nusselt number defined as 
௨ܰ ൌ 2	           For 	 ௔ܶ௠ ൏ 1700 (Laminar flow, when the machine is stationary) 
௨ܰ ൌ 0.128	ܶܽ௠଴.ଷ଺଻	     For 	1700 ൏ ௔ܶ௠ ൏ 10ସ 
௨ܰ ൌ 0.409	ܶܽ௠଴.ଶସଵ	     For 	10ସ ൏ ௔ܶ௠ ൏ 10଻ 
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Where ௔ܶ௠ is modified Taylor’s number where the length of air gap and the rotor 
radius are taken into account as in (5.40). 
௔ܶ௠ ൌ ܶܽܨ௚  
(5.40)
௔ܶ is Taylor’s number that is used to determine the flow type in the air gap. It describes 
the ratio of viscous forces to the centrifugal forces as in (5.41) 
௔ܶ ൌ ߩ
ଶ Ωଶ ݎ ݃ଷ
ߤଶ  (5.41)
Where Ω	is the angular velocity of the rotor,	ρ is the mass density of the fluid, μ is the 
dynamic viscosity of the fluid and	r the rotor radius.  
ܨ௚ is geometrical factor defined by (5.42) 
ܨ௚ ൌ 	
ߨସ ൤2ݎ െ 2.304݃2ݎ െ ݃ ൨
1697 ቈ0.0056 ൅ 0.0571 ൬2ݎ െ 2.304݃2ݎ െ ݃ ൰
ଶ
቉ ሾ1 െ 2ݎሿଶ
 (5.42)
As the airgap length is small compared to the rotor radius, ܨ௚ 	≅ 1 and ௔ܶ௠ ൌ 	 ௔ܶ   
5.6.3  Computation of nodal temperatures 
Using the T-equivalent lumped-parameter, a thermal network for the machine was 
implemented as shown in Figure 5.13. The thermal network accounts for all the main 
components in the machine, including stator back-iron, teeth, stator winding and its 
insulation layers, end winding, airgap, magnet, rotor, shaft, end shafts, frame and the 
surrounding ambient condition. 
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Figure 5.13 Thermal modelling network of IPMSM 
Finally, the linear thermal model was written under matrix form to include all 
component nodes. The losses model was also integrated in the matrix to determine the 
temperature at each component, where magnet and copper temperatures are of interest. 
The influence of the magnet temperature and copper temperature was involved in the 
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optimisation constraint to update the properties of these materials according to the 
following relations  
ܤ௥ሺܶሻ ൌ ܤ௥ሺଶ଴ሻሾ1 ൅ ߙ஻௥ሺܶ െ 20ሻ100 ሿ (5.43)
	ܪ௖ሺܶሻ ൌ ܪ௖ሺଶ଴ሻሾ1 ൅ ߙு௖ሺܶ െ 20ሻ100 ሿ (5.44)
ߩ௖௨	ሺܶሻ ൌ ߩ௖௨ሺଶ଴ሻ ሺ 1 ൅ ߙ௖௨ ሺ ௖ܶ௨ െ 20ሻ100 ሻ (5.45)
5.7  Constraints and penalty function 
To ensure the delivery of a feasible design, the value of some parameters must be 
constrained up to certain maximum or minimum values. During the optimisation 
search, if the limit of constrained parameters has been violated, a penalty will be added 
to the objective function. Subsequently, the output value of the objective function will 
be increased, which indicates that the initialised prime variables at this particular 
iteration have led to a design with shortcomings and the implementation of this design 
will be unfeasible.  
5.7.1  Armature reaction field  
Armature field is the electromagnetic field generated due to the current flowing in the 
stator conductors. This magnetic field tends to distort the main magnetic field 
produced from the permanent magnet. The larger the armature current, the larger the 
distortion of the field.  In the design of BLPM motors, an accurate determination of 
the armature reaction field is mainly required to predict the capability of the permanent 
magnet to withstand the armature field. Thus, partial or total demagnetisation can be 
avoided. Another important reason is that, due to the high permeability of the stator 
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core, a high armature reaction field from the winding may cause excessive flux density 
in the stator teeth and back-iron and consequently unexpected saturation should be 
considered. Furthermore, the determination of the armature reaction field is important 
to define the radial exciting forces, and hence the emitted acoustic noise, and the self- 
and mutual winding inductances [54]. 
Under normal operation conditions, the machine rated current is limited by the 
controller. Therefore, if the magnet thickness and coercivity are sufficiently large, 
there should be no risk of demagnetisation. However, in some abnormal operation 
conditions, such as three phase short-circuit, the current is only limited by the primary 
leakage inductance and winding resistance. This current is the locked-rotor current 
	ܫ௅ோ and is usually many times larger than the rated current.   Therefore, a higher 
current is expected to flow in the winding and the risk of demagnetisation becomes 
significantly higher.  
The impact of the armature reaction field is not limited only by the armature current, 
but also depends on the location of the permanent magnet and rotor topology. When 
the permanent magnet is mounted on the rotor surface, the impact of the armature 
reaction field is relatively weak. This is due to the large equivalent airgap with low 
permeable permanent magnet, physical airgap and magnet thickness, which in turn 
sets up a high reluctance in front of the MMF, produced from the stator current and 
weakening their effects. However, when the permanent magnet is buried in the rotor, 
the airgap is relatively small and the magnet is covered by high permeability rotor 
core. Thus, the reluctance of the permanent magnet is reduced and the effects of the 
armature reaction are higher. 
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From the foregoing, in order to assess machine performance and obtain a feasible 
prototype design, it is necessary to facilitate the optimisation process with an accurate 
analysis of the armature reaction field. It is also important to estimate the worst-case 
demagnetisation condition in the magnet and the maximum saturation level associated 
with the stator steel.   
5.7.2  Consideration of saturation 
As mentioned earlier, a high armature reaction field increases the flux density in the 
stator teeth and back-iron. Figure 5.14 shows the flux density in stator teeth under load 
and no-load conditions. Using the same stator geometries, the difference in flux 
density between the two cases was 0.35T. If this field is neglected, it will result in 
underestimation of the current needed to produce the rated torque. It will also lead to 
significant variation between the actual and the calculated core loss. Hence, errors are 
produced in the estimated efficiency and the actual performance of the machine. 
Therefore, it is important to consider the additional magnetic field produced from the 
armature and constrain the maximum flux density in the stator lamination according 
to the saturation point associated with the core material. 
 
Figure 5.14 Plot of flux densities calculated by FEA at (a) full load and (b) no load 
operating conditions 
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The magnitude of the armature field is a product of magnetomotive force produced 
from the armature winding and airgap permeance.  The permeance varies due to the 
presence of the slot opening. Instead of using a complex nonlinear total field, it is 
assumed that the airgap under the pole is uniform.  Therefore, if the fringing effect 
was neglected, the maximum flux density in the stator teeth and back-iron is the linear 
sum of the magnetic field produced by the permanent magnet and the armature field 
given by (5.46) 
ܤ௠௔௫ ൌ ܤ௚ሺଵሻ ൅	ܤ௔௥௠   (5.46)  
ܤ௔௥௠ is the flux density produced from the armature reaction and can be determined 
as in (5.47). 
ܤ௔௥௠ ൌ ߤ଴ ߤ௥ ܯܯܨ௔௥௠݃ᇱ  (5.47)
Where ܯܯܨ௔௥௠	is	the magnetomotive force produced from the armature, ݃ᇱ is the 
equivalent airgap length. Then, the ܯܯܨ௔௥௠ can be determined under certain load 
condition as (5.48) 
ܯܯܨ௔௥௠ ൌ 3√2ߨ
݇௪ ௣ܰ௛ ܫ௣௛
݌  (5.48)
In this design, the maximum allowed flux density in the stator and rotor core were 
constrained according to the magnetic properties of the steel lamination. At the first 
stage of the analytical design, the width of the stator teeth and the thickness of the 
stator and rotor back-irons have been determined based on the knee point of the BH 
curve. However, to ensure unsaturated steel, a conditional formula (5.49) has been 
added to the design to prevent saturation. 
ܤ௖௢௥௘ 	൑ ܤ௠௔௫	               (5.49) 
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For non-oriented silicon steel, the typical value of the maximum flux density is 1.6T. 
Therefore,  
ܤ௠௔௫ 	൑ 1.6   (5.50)   
And the maximum flux density constrained at each component as follows  
ܤ்ௐ,௠௔௫ 	൑ ܤ௠௔௫ 
ܤௌ௘௕௜,௠௔௫ 	൑ ܤ௠௔௫ 
ܤோ௘௕௜,௠௔௫ 	൑ ܤ௠௔௫ 
Where  ܤ்ௐ,௠௔௫ , ܤௌ௘௕௜,௠௔௫ and ܤோ௘௕௜,௠௔௫ are the maximum permissible flux in the 
stator teeth, stator back-iron and rotor back-iron respectively. 
5.7.3  Protection from demagnetisation 
Figure 5.15 shows demagnetisation characteristics of NdFeB 230/220h. The B-H 
curve is linear and repeatable for negative values of field intensity ܪ up to the value 
ܪ௞	at which the magnetic polarisation vector ܯ collapses [66]. The corresponding 
value of flux density is	ܤ௞; both ܤ௞	and ܪ௞ are temperature-dependent.  
 
Figure 5.15 Demagnetisation characteristics of NdFeB 230/220h grade 
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To effectively protect the magnet from demagnetisation, the maximum permissible 
current under steady state and under fault conditions should be constrained against 
reverse fields exceeding the value	ܪ௞. Under steady-state conditions, to avoid reverse 
field exceeding	ܪ௞, the maximum allowed current should be less than the 
demagnetisation current. Therefore, the maximum phase current should be constrained 
according to the condition in (5.51) 
ܫ௠௔௫ ൏ ܫௗ௘௠௔௚ ൌ 	 ݌ߨ6	ߤ଴ߤ௥ ൫݇௪ ௣ܰ௛൯ൈ൫ܤ௠݄௠ െ ܤ௞
ሺ݃ ൅ ݄௠ሻ൯ (5.51)
However, under fault conditions, such as three-phase short circuit, the current is 
limited only by the winding phase resistance and leakage inductance. Hence, it is 
preferred to design a large leakage inductance to limit the fault current. Subsequently, 
the magnet thickness should be estimated properly to withstand the high current 
resulting from the fault condition. Normally, the worst-case assumed is locked-rotor 
condition with locked rotor current		ܫ௅ோ	flowing. In this case, the ܯܯܨ௔௥௠ at locked-
rotor current should be considered and the operating point of the permanent magnet 
must not be lower than	ܤ௞ so that  
ܯܯܨ௔௥௠ሺ௅ோሻ ൏ ሺ݄௠ ൅ ݃ሻߤ଴ߤ௥ ൈሺܤ௠ െ ܤ௞ሻ (5.52)
Where, ܯܯܨ௔௥௠ሺ௅ோሻ is the magnetomotive force produced by the armature under 
locked-rotor current, the locked-rotor current ܫ௅ோ for star-connection winding is 
calculated as (5.53) 
		ܫ௅ோ ൌ ௧ܸ൫ܴ௣௛ ൅ ܺ௅௄ீ൯ (5.53)
Where ܺ௅௄ீ in the reactance due to slot and end-winding leakage inductances.  
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5.7.4  Maximum temperature 
As illustrated earlier, the properties of the magnetic material degrade proportionally 
with temperature rise. In permanent magnet machines, the temperature should be kept 
under the maximum limit to avoid deterioration in the machine’s performance.       
Permanent magnet and winding insulation materials are the most sensitive parts for 
temperature rise. From the demagnetisation characteristic of the permanent magnet, as 
shown in Figure 5.15, the maximum operating temperature is 200C°. If the magnet is 
designed to operate at this temperature, the magnet remanence and coercivity will 
decline at the rate of reversible temperature coefficients ߙ஻௥ and ߙு௖. This suggests 
that under an operating temperature of 200˚C, the actual remanence is 0.99 T and 
coercivity is 520 kA/m. Subsequently, the machine’s ability to produce torque and 
withstand demagnetisation will deteriorate significantly. Therefore, the maximum 
operating temperature of the magnet was assigned as 140˚C   
௉ܶெ ൑ 140°ܥ    (5.54) 
The copper resistivity increased proportionally with the increase of copper 
temperature. Hence, the copper loss will increase proportionally.  Furthermore, a 
sustained 10°C increase in temperature reduces the insulation life by approximately 
50%. Therefore, if the winding temperature was not constrained, an underestimation 
would be expected in machine performance. This will proportionally shorten the life 
of the machine and make the design invalid for long term running. Normally, electric 
machines are designed for a life time of 20 years. With the use of Class-F insulation 
material, the maximum temperature of the winding should not exceed 150°C. If we 
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allow 10°C for safety margin, the maximum winding temperature should not increase 
above 140°C.  
஼ܶ௨ ൑ 140°ܥ   (5.55) 
5.7.4.1  Maximum magnet mass 
The final constraint was the maximum weight of the permanent magnet material.  The 
machine cost is of the utmost important among the performance indices. Therefore, 
instead of calculating the actual cost of the machine active materials, the maximum 
weight of the magnet was constrained as it is the most cost effective material. 
ெܹ௔௚ ൑ 0.53	݇݃         (5.56) 
5.8  Objective function 
To determine the best out of a set of designs, it is not enough to say that the lightest or 
the cheapest or smallest is best, since a single objective rarely distinguishes overall 
design fitness. All of the objectives of two or more motors must be evaluated and the 
design with the best overall combinations of objectives will be determined to be the 
best motor design. Therefore, the fitness of a single design should be evaluated on the 
basis of multi-objectives function and a comparison among the set of designs should 
be based on the output value of this function. 
As the objectives of the design were to minimise the machine weight, volume, cost 
and maximise the efficiency, the output of the objective function is determined and 
the fitness of each output is sorted out ascendingly.  However, in some cases, where 
some of the objectives have more importance than others, a coefficient factor can be 
added to this objective to indicate its significant contribution.  For example, if the 
design is more concerned about the volume than the weight, the volume can be 
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multiplied by a magnificent factor to indicate its contribution. Thereafter, these 
objectives should be added up to give the output of the multi-objective function as 
(5.57) 
ܱݑݐ݌ݑݐ ൌ ௧ܹ௢௧௔௟ ൅ ௠ܹ௔௚ൈ20 ൅ 10ൈܸ݋݈ݑ݉݁ ൅ ሺ100 െ ߟሻ ൅ ݌݈݁݊ܽݐ݅݁ݏ (5.57)
Where ௧ܹ௢௧௔௟ is the total weight of the machine, ௠ܹ௔௚ is the magnet weight, 
"ܸ݋݈ݑ݉݁" is the machine volume and "݌݈݁݊ܽݐ݅݁ݏ" is the penalty added due to the 
violation of any design constraints. In the objective function (5.57), a magnificent 
factor of 20 and 10 have been used respectively to indicate the contribution of the 
volume and magnet weight and hence the machine cost, in the objective function. 
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6  Chapter 6: Bees Algorithm in the optimisation of electric 
machine design 
6.1  Background 
The methodology for the analytical design and all the steps in the design process for 
the BLPMSM were presented in the previous chapter. This chapter describes the 
method used to set parameters for the bees algorithm that will enable it to search 
efficiently for optimal values of the prime variables, as well as to evaluate their relative 
fitness and resulting attributes. In the subsequent chapters, the new optimised motor, 
based on prime variables generated in this chapter will be outlined and evaluated using 
FEA analysis.  
6.2  Introduction 
Scholars have employed various optimisation strategies to search for optimal machine 
parameters. The most widely used of these are genetic algorithms and particle swarm 
optimization, whereas the bees algorithm is an algorithm recently developed at Cardiff 
University, UK. The algorithm has undergone a number of improvements and is now 
widely applied in the solution of many complex optimization problems in engineering 
and manufacturing.  
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This work represents a new application for the bees algorithm in electric machine 
design. This chapter describes the basic searching criteria employed in the bees 
algorithm, along with an explanation of the influence of each parameter on the 
searching criteria. Some of these algorithm parameters are manipulated and modified 
in the course of the chapter in order to attain an optimal electric machine design.  
Finally, a number of recommendations are provided to ensure compatibility of the 
algorithm parameters with the values of the prime variables and search space in 
electric machine optimisation.  
6.3  Bees Algorithm  
While searching for an optimal solution, the bees algorithm follows a number of steps, 
as shown in the flowchart in figure 6.1. The searching processes start by spreading a 
number of scout bees (n) randomly in the search space. The fitness of the sites visited 
by (n) are evaluated according to an objective function and ranked in ascending or 
descending order, depending on whether the optimisation function needs to be 
minimised or maximised. According to these criteria, the sites with the highest fitness 
values are chosen as the selected sites (m) and the bees that subsequently visit these 
sites are chosen to perform neighbourhood searches. For this neighbourhood search, 
the selected sites (m) are classified into two sub-groups: elite sites (e) and non-elite 
sites (m-e). Then, the algorithm conducts a neighbourhood search around the selected 
(m) sites by assigning more forager bees (nep) to search near to the elite sites (e) and 
fewer bees (nsp) to search near the non-elite sites (m-e).  
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Figure 6.1 Flow chart of Bees Algorithm search criteria 
Finally, in order to avoid bees being trapped at the local optima, the un-selected scout 
bees (n-m) are used to explore the global space search randomly. These steps are 
repeated until the stopping criterion is met. 
From the above, it is shown that the bees algorithm performs a combination of 
exploitative neighbourhood searches and explorative global searches; a combination 
that demonstrates the strong ability of the algorithm to handle complex multi-objective 
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optimisation problems quickly, efficiently and reliably. According to this strategy, the 
searching effort is concentrated on those best, elite (e), sites that represent the more 
promising solution.  Together with scouting, this differential recruitment is a key 
aspect of the bees algorithm.  
6.3.1  Setting parameters of Bees Algorithm  
In its standard version, Bees Algorithm requires setting the values of six parameters 
that must be systematically tuned to ensure an effective and compatible search for the 
optimal prime variables. These parameters are, the number of scout bees ሺ݊ሻ, the 
number of selected sites ሺ݉ሻ, number of selected elite sites ሺ݁ሻ, number of bees 
recruited for each elite site ሺ݊݁݌ሻ, number of bees recruited for non-elite sites ሺ݊ݏ݌ሻ 
and neighbourhood size ሺ݄݊݃ሻ. (El-Gallad et al., 2002) stated that properly chosen 
parameter values could positively influence the accuracy of the solutions and time 
consumed for the search process [78]. Therefore, in order to obtain the optimal 
solution for the optimisation problem, the algorithms’ parameters need to be tuned 
carefully.  
6.3.2  Optimisation search space 
At the beginning of each cycle, the algorithm randomly initialises candidate values for 
the prime variables in the form of groups and spreads them in the optimisation search 
space. Each candidate group has a number of values equal to the number of prime 
variables in the optimisation problem. The number of groups is equal to the number 
of scout bees (n). Thus, with (4) prime variables and (50) scout bees, the optimisation 
will initialise 50 groups, each one containing four values, one for each prime variable.  
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Then, each group of the prime variables is transferred to the optimisation problem to 
evaluate their fitness, as shown in Figure 6.2. The optimisation problem here is the 
analytical design and constraints written in the form of formulae and conditional 
statements. However, at the end of this step, the groups will be sorted ascendingly, 
according to their fitness; the lower the objective function output, the greater the 
fitness group is. 
 
Figure 6.2 Population of 50 scout bees with their fitness evaluation 
However, the search space of an optimisation is not an open space ሺെ݂݅݊,൅݂݅݊ሻ; 
instead, there are specified global lower and upper bounds	ሺ݉݅݊,݉ܽݔሻ for each prime 
variable. In fact, these bounds depend mainly on the designer expectation of the final 
design, the available resources for each prime variable, and on the dimensions of the 
machine.  
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For instance, if the current density was among the prime variables, the search space of 
current density J should be compatible with the recommended cooling strategy 
available for the design, so that, (5-7.5) A/mm2 for natural cooling, (7.5-10) A/mm2 
for ventilation, and (10-15) A/mm2 for water jacket, etc. Another example, when there 
is limited space available for the machine, is that the bounds of the axial length and 
stator outer-diameter should be appropriately assigned to place the machine.  
Table 6.1 Upper and lower value of the prime variables bounds 
Prime Variable 
Maximum 
bounds 
Minimum 
bounds 
Inner diameter, ܦ 150 50 
Axial length, ܮ 150 50 
PM thickness, ݄௠ 8 4 
Current density, ܬ 7.5 5 
Table 6.1 shows the maximum and minimum boundaries of each prime variable as 
assigned in the optimisation. As shown in the table, the stator inner diameter D and 
axial length L have been given wider space search bounds (50-150); ~150% higher 
than the correspondent values in the benchmark design. This was for two reasons, on 
one hand, widening the boundaries allows the optimisation to attempt numerous 
alternative combinations that might produce a design with higher power density. On 
the other hand, wider boundaries take advantage of the nonlinear relation between the 
stator inner diameter and machine volume, therefore increases the power to volume 
ratio in the machine. Furthermore, with 50 scout bees and 100mm between the lower 
and upper boundaries limit for L and D, the optimisation will spread the values with 
average of 2mm between each two candidates’ solution for both L and D, as shown in 
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Figure 6.3.  The difference of 2mm in both parameters is sufficient to show a tangible 
difference in the machine output performance; suggesting that the number of scout 
bees is appropriate, with the assigned boundaries, to achieve optimisation of both axial 
length and inner diameter.  
 
Figure 6.3 Average value between two candidates’ solution for L and D 
While the upper and lower values for ܦ and ܮ have been set for a wide bounds range, 
the bounds for the magnet thickness ݄௠ and current density ܬ were comparatively 
small. Regarding the current density, the available cooling for the machine is natural, 
so that maximum current density cannot exceed 7.5 A/ mm2. However, the minimum 
bound value was set to 5 A/mm2 to enhance the power density in the optimised design. 
Also, the bounds for magnet thickness were relatively small. This is to ensure the 
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optimisation will generate a cost-effective prototype that can resist demagnetisation 
with the available source of cooling.  
In comparison with the prime variables ܦ and ܮ, the average value between each two 
candidates’ solution for ݄௠	and ܬ was very small, 0.08 and 0.05 respectively.  As 
shown in Figure 6.4, the candidate values are close to each other, so it looks as though 
the optimisation solution is trapped in local optima. However, the intensive search 
resulting from the average value being close does not cause a bad effect, as long as it 
is appropriate for the other parameters.   
 
Figure 6.4 Average value between two candidates’ solution for hm and J 
Therefore, in order cover the whole search space, the number of scout bees (n) must 
be proportional to the maximum difference between the bounds of the prime variables. 
In our case, the maximum difference (100) was in the prime variables D and L. 
Therefore, the number of scout bees was set to 50 to ensure the coverage of all values 
in the space search.  
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However, after allocating appropriate maximum and minimum bounds for each prime 
variable, the fitness of each group will be evaluated and sorted in ascending order and 
transferred to the next intensive neighbourhood search.   
6.3.3  Neighbourhood search 
After sorting the fitness of prime variables combinations ascendingly, the algorithm 
begins the neighbourhood search or local search around the most promising sites i.e. 
selected sites ሺ݉ሻ as shown in Figure 6.5. The number of selected sites 
ሺ݉ሻ	is	classified into two sub-groups: elite-sites ሺ݁ሻ,	which represents the top-ranking 
sites that have the best fitness with the most minimum output of the objective function, 
and non-elite sites ሺ݉ െ ݁ሻ	that represents the sites with lower fitness value just below 
the elite sites, as shown in Figure 6.6.   
 
Figure 6.5 Sorting selected sites ascendingly according to their fitness 
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Figure 6.6 Sorting elite selected and non-selected sites according to their fitness 
In the neighbourhood search, the dimension of the patch around selected sites ሺ݉ሻ	for 
each prime variable is performed as Equation (6.1) 
ܷሺ: ,1ሻ ൌ ሺ݉1 െ ݄݊݃ሻ ൅ ሺ2ൈ݄݊݃ൈݎܽ݊݀݋݉ሺݏ݅ݖ݁ሺ݉1,1ሻ, 1ሻሻ ( 6.1)
Where ܷሺ: ,1ሻ is the index values for the new selected site, ݉1 is the selected site,  
݄݊݃ is the distance between the selected site and the new search value.  
 
Figure 6.7 Neighbourhood search around elite selected and elite non-selected sites 
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Although the same neighbourhood search procedure is performed around the elite-
sites ሺ݁ሻ	and non-elite sites ሺ݉ െ ݁ሻ, the number of bees recruited to search around 
each group is different, as shown in Figure 6.7. As the elite sites ሺ݁ሻ represent the most 
promising sites, for the sake of speeding up the optimisation search processes, it is 
more convenient to intensify the search around their landscape by assigning the 
number of bees ሺ݊݁݌ሻ	that is higher than the bees recruited ሺ݊ݏ݌ሻ	to search around the 
non-elite sites. However, the quality of the neighbourhood search around the selected 
sites ሺ݉ሻ	is not only limited by the number of elite or non-elite sites nor the recruited 
bees to search around their landscapes, but also significantly influenced by the size of 
neighbourhood search ሺ݄݊݃ሻ. A smaller neighbourhood size could intensify the 
exploitation effort, while a larger one could reach better solutions quickly. A smaller 
step (neighbourhood) size might lead to a slow convergence of the algorithm, while a 
larger one might miss out the spaced peaks [79].  
In fact, in electric machine optimisation, the selection of neighbourhood size 
ሺ݄݊݃ሻ	depends on the bounds of the parameters being optimised and the influence of 
the step size on the overall machine performance. An example is clearly seen in the 
two parameters ܮ and ݄௠. Figure 6.8 shows the new promising values generated from 
neighbourhood search for ܮ and hm when the neighbourhood size ሺ݄݊݃ሻ	is set to 0.25 
and 4.0. In both cases, the same number of bees (15) was recruited to search around 
elite values 66 for ܮ and 6 for ݄௠. Comparatively, the axial length of the machine is 
much longer than magnet thickness and the bounds of machine axial length ܮ are much 
wider than ݄௠,	as shown in Table 6.1. 
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As shown in Figure 6.8, when neighbourhood size ሺ݄݊݃ሻ was set to a small value 
(0.25), the maximum and minimum optimal values for ܮ were very close to each other, 
between 65.85 and 66.25. It seems that an excessively small step size caused the bees 
to become trapped in local optima. Hence, if any of these values were generated in the 
final optimal solution, a machine length of 66.0mm would be adopted, as േ0.25݉݉ 
in the axial length would not have a significant difference on the machine output. In 
the opposite case, the new promising values for ݄ ௠	range between 5.9mm and 6.2mm. 
In this case, the difference between the two values 0.3mm has a whether reasonable 
effect on the cost and demagnetisation protection and therefore on the objective 
function. 
 
Figure 6.8 Neighbourhood search around selected L and ݄௠, ngh=0.25 
On the other hand, as shown in Figure 6.9, when the neighbourhood size ሺ݄݊݃ሻ was 
set to a relatively higher value (4.0), the new promising values for	ܮ ranged between 
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62mm and 70mm. Hence, each individual value represents different axial length that 
relatively can have a reasonable impact on machine performance. Consequently, it can 
guarantee that the neighbourhood search was consumed with evaluating a genuine 
dimension of the machine.  In the opposite case for prime variable ݄௠,	when ngh was 
set to 4, many of the new solutions generated have violated the bounds of the 
parameter ݄௠	and therefore the constraints. Consequently, these solutions will be 
rejected as they cause additional penalty on the objective function.  
 
Figure 6.9 Neighbourhood search around selected L and ݄௠, ngh=4.0 
However, the neighbourhood size ሺ݄݊݃ሻ	is not necessarily to be kept constant 
throughout the optimisation. The adaption of large ngh value for prime variable with 
broad bounds can help the bees to reach an optimum solution faster and more 
efficiently and will influence their value on the objective function. On the other hand, 
for prime variables with narrow and limited bounds, a smaller value of ngh can avoid 
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the algorithm generating new promising values outside the prime variable bounds and 
intensify the search on more optimal solutions. 
6.3.4  Global search and stopping criteria 
After completing the neighbourhood search, the algorithm allocates the rest of the bees 
ሺ݊ െ݉ሻ to perform a global search to the non-best locations. The global search is 
necessary to avoid bees being trapped at local optima. At the end of each iteration, a 
new list of scout bees was formed, comprising the fittest solutions from each 
neighbourhood (neighbourhood search results), and the new randomly generated 
solutions (global search results). As the number of iterations ሺ݅ݐݎሻ increased, the 
convergence to the optimal solution increased progressively. Figure 6.10 shows how 
the optimal values of each prime variable keep changing throughout optimisation. 
Also, it is shown how the objective function outputs improved after each iteration, 
until it reaches its optimal value at iteration 28 in Figure 6.11. All the solutions found 
after this iteration have objective function outputs greater than the value achieved at 
iteration 28. The reason for the optimisation to continue the search is that the stopping 
criteria were set to the maximum number of iterations (50). In the case of a small 
number of iterations that have been adopted, the algorithm will not have enough 
chance to explore the entire search space to achieve an optimal solution. Therefore, 
the higher the number of iterations, the greater the cover of the optimisation search 
space.   
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Figure 6.10 The optimal values of prime variable at each iteration 
 
Figure 6.11 The output of the objective function for 50 iterations 
Finally, Table 6.2 shows how the Bees Algorithm parameters were set for the purpose 
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different prime variables or the operating condition of the machine has been changed, 
the optimisation parameters should be changed to suit the new search criteria 
accordingly.   
Table 6.2 The BA parameters setting as used in this research. 
Parameter  Value 
Scout bees, n 50 
Selected bees, m 10 
Elite bees, e 2 
nep 15 
nsp 5 
ngh1 (for ࢎ࢓ and J) 0.25 
ngh2 (for D and L) 4 
No of iteration 50 
6.4  Comparison between Bees and Genetic Algorithms in the 
optimisation of electric machine design 
According to “No Free Lunch Theorem”, if an algorithm performs well on certain 
class of problems; then it necessarily pays for that with degraded performance on the 
set of all remaining problems [3]. Therefore, there is no ideal algorithm, which works 
perfectly for all optimization problems; instead the perfect optimization is the one that 
able to cover all the searching space efficiently with less number of iterations as well 
as avoids stagnation on local solutions. Therefore, this section focuses on comparing 
between Bees Algorithm (BA) and Genetic Algorithm (GA) in terms of computational 
efficiency and ability find optimal solution for electric machine design with less 
number of iterations.  
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6.4.1  Design operational conditions and specifications  
To compare between two optimisation algorithms fairly, an objective function with 
similar fitness value must be predefined as benchmark for both optimisations. In this 
comparison, however, a target electric machine design with certain operational 
conditions and objectives that are specified by “FReedomCAR and Vehicle 
Technologies” FCVT was selected as a benchmark. The operational conditions of the 
target machine were detailed by “Unique mobility Technologies Inc” UQM [80] as 
shown in Table 6.3 and graphically illustrated in figure 6.12. Thus, the motor should 
develop 262.5Nm torque at constant torque region below 2000 rpm and 55 kW at 
constant power region between 2000 and 10000 rpm. The peak operating profile is 
required over the entire voltage range of 200V-400V (typical value of 325V), and 
maximum current of 400A.  
Table 6.3 UQM requirements for traction motor 
Requirement Specification 
Maximum speed [rpm] 10,000 
Peak Power@20% Max. speed [kW] 55 
Battery Operation Voltage [V-dc] 200-450 
Max. motor current [A] 400 
Characteristics Current [A] <400 
BackEMF@100%Max.speed [V-LL] <600 
Life [year] >15 
Ambient Temperature [˚C] -40 to +105 
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6.12 Design characteristics for output power and torque vs speed 
However, the target machine specifications are given in Table 6.4 in terms of weight 
(W), volume (V), efficiency (η) and cost (S). The total weight of the machine and 
volume should be less or equal to 20 kg and 4.4 litres respectively and the minimum 
efficiency is 93%. The cost of the machine was provided from approved supplier based 
on 200.000 motors annually. The total cost is assumed for the prices of steel 
laminations 6.45 $/kg, copper 9.27 $/kg and permanent magnet 44.85 $/kg. However, 
the maximum cost of the materials shouldn’t exceed 176 $/KW. Therefore, these four 
performance indices will be reformulated into one multi-objective formula to 
determine the benchmark fitness value as in Equation (6.2).  However, an additional 
toe four performance indices, a penalty was added to the objective function to indicates 
for any violation in the main four indices or any other constraints in the algorithm.  
Output = W + V + S – (1- η) ×100 + (pn)  ( 6.2)	
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Table 6.4 specifications of the target machine design 
Performance Index UQM Specification Objective specifications 
Weight ( W) > 2.75 [kw/kg] ≤ 20 
Volume (V) > 12.5 [kw/Liter] ≤ 4.4 
Efficiency (η) [%] > 93 ≥ 93 
Cost (S)  [$] < 3.2 [$/kW] ≤ 176 
6.4.2  Objective function 
The procedure of the analytical model method as previously shown in figure 5.1 has 
been used to calculate the electromagnetic and thermal parameters of the target 
machine. In the analytical model six prime variables were considered that are; the 
stator inner diameter ሺܦሻ,	 machine axial lengthሺܮሻ, thickness of permanent 
magnetሺ݄௠ሻ, number of conductor per slotሺܰܿሻ, current densityሺ	ܬሻ and current 
advance-angle (δ).  
The method of calculating the machine’s weight and volume has been specified in 
UQM report. Thus; the weight of the machine is referred to active materials in the 
stator and rotor core laminations, copper in the stator windings and magnets only. The 
volume calculation includes a simple cylindrical where the diameter is the outer 
diameter of the stator and a length over the axial end-turn of the winding. According 
to the design specifications, the value of the objective function that satisfies the design 
specifications is the sum of the maximum value of each performance index and equal 
to (193.4).  
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6.4.3  Optimisation Results analysis and comparison 
Both BA and GA are stochastic process algorithms that depend on random 
initialization of the prime variables. Therefore, to assess the ability of an algorithm to 
cover the search space, the number of iterations, the maximum and minimum 
boundaries of the prime variables and the stopping criteria must be the same for both 
optimisations. The other optimization searching parameters, such as number of scout 
bees in the BA and populations in the GA, have been tuned to generate best fitness 
values that compatible with each algorithm searching criteria. Following this 
procedure, the parameters for both optimisations were set as shown in Table 6.5. The 
number of iterations assigned for each algorithm is 100. These allow the optimization 
to cover wider search-space area looking for the optimal solution. In the BA, the 
number of scout bees (50) was used to evenly participate between the local search with 
25 bees (nep+nsp) and in the global search with another 25 bees (n-m). Also, the 
neighbourhood size in BA and the migration factor in GA were set to 1 which means 
that a search will be implemented around each proposed elite and best prime variable 
values within a radius of one unit.  
Table 6.5 Setting parameters of the Optimization algorithms 
Parameter BA Parameter GA 
No of Iterations 100 Generation 100 
Scout Bees (n) 50 Population 50 
No. of selected elite I 2 Elite count 2 
No. of Selected Best (m) 10 Mutation 10 
No. of bees around m (nep) 15 Crossover 40 
No. of bees around e (nsp) 10   
neighbourhood size 1 Migration factor 1 
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The quality assessment of both algorithms will be assessed according to their 
computational efficiency to solve the optimization problem and absolute differences 
between the resulted best fitness value from each run and the benchmark value. Both 
optimisations algorithms were run for 10 times and the values of the objective function 
obtained from each run are shown in Table 6.6. 
Table 6.6 Setting parameters of the Optimization algorithms 
BA Fitness Value GA Fitness Value 
192.3 190.1 
194.7 195.1 
192.3 190.2 
192.4 196.3 
190.5 191.2 
191.2 194.6 
191.5 193.2 
194.4 191.2 
191.2 196 
191.1 198.1 
Using the best fitness value (193.4) as a benchmark to evaluate the output of the 
objective functions; both BA and GA were able to find optimal solution within the 10 
runs. However, the computational efficiency of an intelligent algorithm is evaluated 
as the number of runs needed for the algorithm to find optimal solution that is better 
than a benchmark value. Providing that the number of iterations in BA is equal to the 
number of generations in GA; and the number of scout bees in BA is equal to the 
number of populations in GA; the results showed that BA was able to find objective 
function value that is better than the benchmark objective value in 8 runs while GA 
has found it in 5 runs only. Thereafter, the probability to find good optimal solution in 
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BA is higher than GA (80% vs 50%). Furthermore, considering the average value of 
the obtained objective function from each algorithm, BA has shown the lowest average 
fitness value (192.16) comparing with (193.6) for GA and out of the total runs the 
standard deviation of BA was lower than GA (1.01 vs 2.82) respectively as shown in 
Table 6.7. 
Table 6.7 Results from BA and GA 
 Best fitness 
Worst 
fitness 
Average 
fitness 
Probability
[%] Std. Deviation 
BA 190.5 194.7 192.16 80 1.40 
GA 190.1 198.1 193.6 50 2.82 
 
As stated before, the perfect optimization is the one that is able to cover all the 
searching space efficiently with less number of iterations. The searching space in the 
BA is mainly determined by the number of iterations and number of scout bees and 
neighbourhood size while in GA it is determined by the number of generations, 
population size and migration factor. To observe the effect of covering the searching 
space, the parameters for both optimizations were tuned again as shown in table 6.8, 
and the obtained results were recorded from 10 runs as shown in table 6.9.  
Table 6.8 New Setting of Optimization algorithms 
Parameter BA Parameter GA 
No of Iterations 50 Generation 50 
Scout Bees (n) 20 Population 20 
No. of selected elite (e) 2 Elite count 2 
No. of Selected Best (m) 5 Mutation 10 
No. of bees around m (nep) 8 Crossover 40 
No. of bees around e (nsp) 4   
neighbourhood size ± 0.5 Migration factor ± 0.5 
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Table 6.9 Results from new setting of BA and GA 
 Best 
Fitness
Worst 
fitness 
Avg. 
fitness 
Std. 
Deviation 
BA 192.5 201.3 195.5 3.85 
GA 197.5 218.6 206.2 9.9 
The results show the best fitness value obtained from BA (192.5) was lower than the 
benchmark value and the average value obtained from BA is lower than that in the GA 
195.5 and 206.2 respectively. However, comparing the worst fitness values in both 
algorithms with the benchmark, a big variation can be observed in GA and its standard 
deviation is much higher than BA.   
From multiple runs of the algorithms, the obtained results show that BA has better 
computational efficiency and higher probability to find solution with better fitness 
than the benchmark fitness. Also, the average best fitness value achieved from BA 
also was lower than this value achieved by GA.  When the space search is reduced; 
BA has shown higher ability to cover the search space and find more fitness solution. 
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7  Chapter 7: Optimisation results and verification of 
optimised BLPMSM  
7.1  Introduction  
In the previous chapters, the analytical design methodology in the design of BLDC 
motor and all the parameters setting for BA in the search process have been described. 
In this chapter, the optimal prime variables generated from running BA are used to 
build a new BLPMDC prototype. All the dimensions and electromagnetic, as well as 
thermal, analysis of the new optimised motor will be evaluated and verified based on 
FEA. 
7.2  BA Results 
Each motor design has a set of prime variables that fully describe the construction of 
the motor. The design prime variables are determined through a combination of 
neighbourhood and global search processes. The local search is performed around the 
most promising sites that having minimum objective function and the global search is 
performed randomly in the space search to avoid optimisation being trapped on local 
optima. Thus, the entire search space within the scaled range of upper and lower 
bounds is efficiently searched thoroughly.  
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At the end of each iteration cycle, a new combination of prime variables i.e. elite sites 
having the most minimum objective function output, is saved as the best. Thus, at each 
cycle, a better motor design is determined to dominate the previous design. If the 
fitness of the objective function lowers fitness value, the combination of the prime 
variable from the previous iteration will dominate the new one.  Thus, the fitness of 
the objective function never decreases. Table 7.1 shows the optimal prime variables 
and the output of the objective functions generated from running the optimisation five 
times. The table also includes evaluation of the performance indices weight, volume, 
magnet weight and efficiency achieved at each run. From the table, it can be observed 
that although objective functions have approximately the same outputs value at all 
runs, the optimisation generates different optimal values for the prime variables.  
Table 7.1 Generated optimal prime variables from BA 
Parameters 
Benchmark 
parameters 
Result-
1 
Result-
2 
Result-
3 
Result-
4 
Result-
5 
D [mm] 58.3 82.25 81.5 82.44 81.93 83.15 
L [mm] 114 50.87 51.08 50.05 50.16 50.4 
݄௠	[mm] 4 5.88 5.87 5.93 5.96 5.85 
J [A/mm2] 5.5 6.9 6.9 7.12 6.88 7.33 
Total mass [kg] 7.92 6.69 6.64 6.64 6.62 6.67 
Magnet mass [kg] 0.53 0.407 0.404 0.405 0.406 0.404 
Volume [Litre] 1.64 1.015 1.008 1.00 1.00 1.017 
Efficiency [%] 90.2 89.17 89.03 89.04 89.00 89.2 
Objective Function 44.92 35.81 35.78 35.73 35.76 35.75 
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As shown from the results, the stator inner diameters and machine axial lengths were 
different from each other and ranged between (81.5mm-83.15mm) and (50.05mm-
51.8mm) respectively.  The values of magnet thicknesses and current densities were 
very close to each other and ranged between (5.85mm-5.96mm) and (6.88-7.33) 
A/mm2 respectively.  
In terms of the performance indices, each run has one best value either for total weight, 
volume, magnet weight or efficiency. The lowest motor weight was achieved at the 
fourth (6.62kg) and therefore the least volume at the same run (1.00 Litre). In terms 
of magnet weight and efficiency, the best values were achieved at the second and 
fourth runs respectively. Thus, if the main target for the optimisation was to search for 
minimum weight and volume only, the prime variables from the fourth run will be 
suitable. And if the main target for the optimisation was to search for maximum 
efficiency, the second or fourth run would be more suitable. However, when the 
optimisation has multi objectives, a single performance index is not sufficient to 
distinguish design fitness; instead, the combination of all the performance indices must 
be evaluated and the design, with the overall minimum value of the objective function, 
will be determined as the best motor design. Therefore, the best fitness value of the 
objective function, which combined all the performance indices, was achieved at the 
third run with objective function value of (35.73). Hence, the prime variables in the 
third run will be used to create the optimised motor. 
7.3  Analytical design verification 
In this section, an analytical design example of the optimised machine is presented to 
describe how the four optimal prime variables are used to generate the complete 
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machine design. The 1.75kW BLDC is designed to produce a torque of 26.1 N.m at 
640rpm. The proposed machine is designed to have full pitch concentric winding 
around nine slots in the stator. The optimal values for the four prime variables as 
shown in Table 7.2, with the minimum objective function generated from the third 
run, will be used to build the construction machine.  
Table 7.2 Values of prime variables generated from BA optimisation 
Parameters Result-3 
D [mm] 82.44 
L [mm] 50.05 
݄௠ [mm] 5.93 
J [A/mm2] 7.12 
As described in previous chapters, values of several machine dimensions have been 
selected outside the optimisation search to eliminate the search process and to ensure 
that all component dimensions will fit together. The values of these predetermined 
parameters are kept unchanged throughout the optimisation search. Furthermore, 
several constraint values of magnetic and thermal parameters have been involved in 
the optimisation problem. Therefore, if the boundaries of the constraints have been 
violated throughout the optimisation search, a penalty will be added to the objective 
function to indicate that this design is unfeasible and, therefore, the generated prime 
variables will be excluded from the optimisation.    
7.3.1  Airgap flux density calculation 
In addition to the length of electromagnetic airgap ݃	and the properties of the 
permanent-magnet material represented by ܤ௥	and		ߤ௠, the calculation of the airgap 
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flux density requires the dimensions of the stator inner diameter ܦ, the active machine 
length ܮ and the thickness of the permanent magnet	݄௠, all generated from the 
optimisation. A typical value of airgap 0.5mm was chosen for 1.75kW at 640rpm 
BLDC machine, which is the same value used in the benchmark design. The residual 
flux density ܤ௥	for the permanent magnet NdFeB 230/220h at 20° is 1.16T. However, 
the PM operating temperature is estimated to be 140°. Therefore, with temperature 
reversible coefficient α୆୰ of -0.08%K, the residual flux density is inclined to 1.0486T 
and the relative permeability ߤ௥ is 1.1. 
ܤ௥ሺܶሻ ൌ 	ܤ௥ሺଶ଴ሻሾ1 ൅ ߙ஻௥ሺܶ െ 	20ሻ/100ሿ 
ܤ௥ሺ140ሻ ൌ 	1.16ൈ ቈ1 െ 0.08ൈሺ140 െ 	20ሻ100 ቉ ൌ 1.0486ܶ 
In the surface mounted rotor, the effective length of the airgap ݃ᇱ is determined by 
taking the Carter coefficient ݇௖ into account. As shown in Equation (3.28), the Carter 
coefficient is calculated with consideration that the equivalent airgap length ݃௘௤ is 
equal to the physical length of the airgap ݃ and the thickness of the permanent magnet 
݄௠ and its relative permeability  ߤ௥ as follows: 
݃௘௤ ൌ 	݃ ൅	݄௠ߤ௥ ൌ 	0.5 ൅	
5.93
1.1 ൌ 	5.89݉݉	 
The width of the slot-opening ܤ௦௢ is assumed to be 2mm. Thus, based on Equation 
(3.29) the tooth pitch ߬௦ is 
߬௦ 	ൌ 	ߨ. ܦ	ܰ௠ ൌ 	
	ߨ. 82.44	
9 ൌ 28.777݉݉	
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And from 3.30, the factor ߛ	is expressed as  
ߛ ൌ 	 4ߨ	቎
ܤ௦௢
2	݃௘௤ 	tan
ିଵ ቆ ܤ௦௢2	݃௘௤	ቇ െ	 lnඨ1 ൅ ቆ
ܤ௦௢
2	݃௘௤	ቇ
ଶ
		቏ 
ߛ ൌ 	 4ߨ	቎
2
2	ൈ5.89	tan
ିଵ ൬ 22	ൈ5.89	൰ െ	 lnඨ1 ൅ ൬
2
2	ൈ5.89	൰
ଶ
		቏ ൌ 0.0183 
The Carter coefficient ݇௖ is then calculated per 3.28 
݇௖ ൌ 	 ߬௦	߬௦ െ 	ߛ. ݃௘௤ ൌ 	
28.777
28.777 െ 	0.0183ൈ5.89 ൌ 1.0038 ≅ 1.00݉݉		
And equivalent length of the airgap ݃ᇱ, 
݃ᇱ ൌ ݃ൈ݇௖ ൌ 0.5ൈ1 ൌ 0.5݉݉ 
For accurate determination of the airgap flux density, a reluctance factor should be 
considered to compensate for the dropped MMF in the magnetic circuit due to 
saturation in the stator lamination. The reluctance coefficient depends mainly on the 
machine size with typical value higher than unity and range between (1.0-1.2). 
However, for small electric machines like this prototype, this factor can be neglected 
if the steel is not saturated. As the maximum limit of saturation in the magnetic circuit 
has been constrained through optimisation, this factor can be omitted without affecting 
any deviation in the airgap flux density.  
The leakage factor ௅݂௄ீ, which accounts for the magnetic flux-lines that return to the 
PM without linking the stator winding, is considered. Again, this factor depends on 
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the machine size with a typical value lower than unity and ranges between (0.9-1.0). 
Therefore, a leakage factor of 0.95 has been considered.  
Finally, with the selected value of 0.83 for the magnet coverage coefficient	ߙ௣, all the 
parameters are now known to calculate the flux density airgap ܤ௚ at temperature 140° 
based on Equation (3.34). 
	B௚ ൌ ௅݂௄ீ	. ߙ௣	. B௥
1 ൅ ௅݂௄ீ. ݃
ᇱ. ߤ௠. 	ߙ௣	
݄௠ 	
 
	B௚ ൌ 0.95	ൈ0.83	ൈ1.051 ൅ 0.95ൈ0.5ൈ	1.1	ൈ0.83	5.93 	
ൌ 0.7706ܶ 
The first harmonic of the airgap flux density	ܤ௚ሺ1ሻ is calculated as in Equation (3.36) 
	ܤ௚ሺ1ሻ ൌ 4ߨ ܤ݃ ݏ݅݊ ቀ
ߨ. ߙ௣
2 ቁ 
	4ߨ 	ൈ0.7706ൈݏ݅݊ ൬
ߨൈ0.83
2 ൰ ൌ 0.9463	ܶ	
7.3.2  Tooth width and stator and rotor lamination thickness 
From the first harmonic value of the airgap flux density, the widths of stator teeth 	 ௪ܶ 
and the thicknesses of the stator and rotor back-irons ܵ௘௕௜	and ܴ௘௕௜ can be determined. 
The calculation of these dimensions requires the value of the fundamental flux-per-
pole 	Φሺଵሻ produced by the permanent magnet, which can be determined from 
Equation (5.3) 
	Φሺଵሻ ൌ ܤ௚ሺଵሻ. ܣ௚ 
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Φሺ1ሻ ൌ 2ߨ	
ܮ. ߨܦܤ௚ሺ1ሻ
ܰ݌  
Φሺ1ሻ ൌ 	 2ߨ	ൈ
50.05ൈ	ߨൈ82.44ൈ0.9463
8 ൌ 0.9761ൈ10
ିଷ	ܹܾ	
7.3.2.1  Thicknesses of stator and rotor yokes 
Based on the properties of steel laminations, the average flux density in the steel due 
to permanent magnet excitation should not exceed the knee point ܤ௞௡௘௘. For most non-
oriented steel, this value ranges between (1.3-1.45) T. However, as shown in Figure 
5.6, the ܤ௞௡௘௘ for M330-35A steel is read off as 1.35T.  The lamination stacking factor 
݇௦ has a typical value of 0.95 that is considered to compensate for the gaps between 
laminations. Therefore,  ܵ௘௕௜  and ܴ௘௕௜ can be computed as Equations (5.4) and (5.5) 
Stator back-iron ܵ௘௕௜ 
ܵ௘௕௜ ൌ 	
Φሺଵሻ
2	ܤ௞௡௘௘		L	݇௦	 
ܵ௘௕௜ ൌ 	 0.9761ൈ10
ିଷ
2ൈ	1.35	ൈ	50.05	ൈ0.95		 ൌ 7.603݉݉ 
And the rotor back iron ܴ௘௕௜ 
ܴ௘௕௜ ൌ 	 0.9761ൈ10
ିଷ
2ൈ	1.35	ൈ	50.05	ൈ0.95		 ൌ 7.603݉݉ 
7.3.2.2  Width of the teeth  
Unlike the stator and rotor back-irons, the stator teeth width is determined from the 
maximum flux achieved when the centre of the rotor pole is aligned with the centre of 
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the stator teeth. Therefore, a concentration factor i.e. ݇ௗ௦ is considered to compensate 
for the difference between the one-pole pitch ߬௣	and stator teeth pitch ்߬ௐ. The 
concentration factor ݇ௗ௦ is calculated as shown in Equation (5.7)  
݇ௗ௦ ൌ ߬௣்߬ௐ ൌ 	
ߨ. ܦܰ݉
				ߨ. ܦܰ݉ െ ܤݏ0
	 
ൌ ߨ.
82.44
9
	ߨ. 82.449 െ 2
ൌ 1.1614 
Accordingly, the stator teeth width can be determined as Equation 5.6 
	 ௪ܶ ൌ 	
Φሺଵሻൈ݇ௗ௦
	ܤ௞௡௘௘		L	݇௦	 ൌ
0.9761ൈ10ିଷ	ൈ1.1614
1.35ൈ50.05ൈ0.95 ൌ 17.66݉݉ 
7.3.3  Back EMF calculation 
The winding factor ݇௪ for non-overlapping concentrated winding with nine slots and 
eight poles was calculated as 0.945. At no-load condition, the induced RMS voltage 
is the function of number of turns-per-phase ௣ܰ௛. At this stage of optimisation, the 
number of turn is unknown; how to determine the number of turns in series per phase 
will be explained later. However, the induced voltage in the stator winding is 
calculated per Equation (5.9) 
ܧܯܨሺଵሻ ൌ 	2ߨ݂√2 	൫݇௪. ௣ܰ௛൯	Bሺଵሻൈ
2
ߨൈ
ߨܦܮ
ܰ݌  
ܧܯܨ ൌ	2ߨൈ42.66√2 	൫0.945. ௣ܰ௛൯ൈ0.9463ൈ
2
ߨൈ
ߨൈ82.44ൈ50.05
8  
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Therefore, the induced EMF in terms of number of turns-per-phase is  
ൌ 0.1748	 ௣ܰ௛	ሾܸሿ 
7.3.4  Inductance calculation 
The total inductance ܮ௦ is the sum of the airgap inductance ܮ௦௚ and slot leakage 
inductance	ܮ௦௟	and the end-winding inductance 	ܮ௘௪ as shown in Equation 5.11 
ܮ௦ ൌ 	ܮ௦௚ ൅	ܮ௦௟ ൅ 	ܮ௘௪ 
All the inductance parameters required the value of number of turns-per-phase ௣ܰ௛ 
and machine dimensions that are still unknown. However, in terms of ௣ܰ௛, the 
synchronous inductance can be computed as (5.12): 
ܮ௦௚ ൌ 	 3ߨ ൬
݇௪	 ௣ܰ௛
݌ ൰
ଶ ߤ଴
݃௘௤	 	ܦܮ 
3
ߨ ቆ
0.945ൈ	 ௣ܰ௛
4 ቇ
ଶ 4ߨൈ10ି଻
5.89	 	ൈ	82.44ൈ50.05 ൌ 5.638ൈ10
ି଼	ൈሺ ௣ܰ௛ሻଶ	ܪ 
The slot leakage inductance 	ܮ௦௟ is computed as (5.13) 
	ܮ௦௟ ൌ 	 2	ߤ଴	ܮ	൫ ௣ܰ௛൯
ଶ
݌. ݍ	 	ߣ௦௟ 
The coefficient ߣ௦௟ i.e. slot leakage permeance coefficient depends on the slot shape. 
Figure 7.1 shows all the dimensions associated with the rectangular slot shape used in 
the optimised motor. Therefore, for a rectangular slot, ߣ௦௟ can be computed as Equation 
(5.14) 
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ߣ௦௟ ൌ ൬23 .
ܪ௦ଶ
ܤ௦ଵ ൅ ܤ௦ଶ ൅	
2ܪ௦ଵ
ܤ௦଴ ൅ ܤ௦ଵ ൅
ܪ௦଴
ܤ௦଴൰
1 ൅ 3ߚ
4 		
A typical value of the slot opening height ܪ௦଴	was selected as 1.5mm. The heights of 
the slot tang ܪ௦ଵ can be calculated from the tooth tang angle ߙ and the difference 
between tooth pitch ்߬ௐ and tooth width 	 ௪ܶ.  For small electric machines, the tooth 
tang angle ranges between 30° to 35° [10]. In the optimised design, the angle selected 
was 30° to reduce the slot height.   
ܪ௦ଵ ൌ 12ൈሺ்߬ௐ െ ௐܶሻൈ	tanሺߙሻ 
ܪ௦ଵ ൌ 12ൈሺ26.77 െ 17.66ሻൈ	tanሺ30ሻ ൌ 2.63݉݉ 
 
Figure 7.1 Dimensions of the rectangular slot shape 
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At this stage, the value of ܪ௦ଶ and ܤ௦ଶ are still unknown and can be assumed equal to 
the double of 	 ௪ܶ and ܤ௦ଵ respectively without affecting the inductance values. The 
coefficient ߚ is the ratio of the coil-pitch over one pole-pitch Nm/p. 
ߣ௦௟ ൌ ൬23 .
35
14.23 ൅ 28.5 ൅	
2ൈ2.63
2 ൅ 14.23 ൅
1.5
2 ൰
1 ൅ 3ൈ1.125
4 ൌ 	1.18	
Therefore, with ݍ equal to 0.375 
ݍ ൌ ܰ݉/ܰ݌/3 ൌ 9/8/3 ൌ 0.375 
The slot leakage inductance in terms of ௣ܰ௛ is equal to 
	ܮ௦௟ ൌ 	 2ൈ4ߨൈ10
ି଻	ൈ50.05ൈ	10ିଷൈ൫ ௣ܰ௛൯ଶ
8ൈ0.375 	ൈ1.18	ܪ 
The end-winding inductance can be computed as Equation (5.15) 
	ܮ௘௪ ൌ 	
ߤ଴	߬௖	 ௣ܰ௛ଶ
16 ln ቆ
ߨ		߬௖ଶ
4		ܪ௦ܤ௦௠	ቇ 
With one slot pitch, the coil pitch 	߬௖ can be calculated as  
߬௖ ൌ 	 ሺܦ ൅ ܪ௦ଶሻൈߨܰ݉ ൌ	
ሺ82.44 ൅ 35ሻߨ
9 ൌ 40.99݉݉ 
The slot mean width ܤ௦௠ is also calculated as  
ܤ௦௠ 	ൌ 	BୱଵାBୱଶ2 ൌ
14.23 ൅ 2 ∗ 14.23	
2 ൌ 21.35݉݉ 
The total slot height 	ܪ௦ is the sum of the assumed value of 	ܪ௦଴		ܪ௦ଵ and 	ܪ௦ଶ 
	ܮ௘௪ ൌ 	
4ߨൈ10ି଻ൈ40.99ൈ	 ௣ܰ௛ଶ
16 	ln ቆ
ߨൈ	40.99ଶ
4	ൈ39ൈ	21.35ቇ 		ܪ 
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7.3.5  Calculation the number of turn and current 
In Chapter 4, it has been shown how the phasor diagram for the synchronous machine 
is constructed and ruled by Equation (5.8) 
௧ܸഥ ൌ ܧܯܨതതതതതത ൅ ൫ܴ௣௛ ൅	݆ܺ௦൯. ܫ௣௛തതതത 
Since the terminal voltage ௧ܸ is known and all the inductances and EMF values are 
described in terms of number of turns-per-phase ܰ ௣௛, the phasor diagram can be solved 
to match with this relation. Compared to synchronous reactance, the value of phase 
resistance ܴ ௣௛ is very small; thus, it can be omitted in this relation. Thus, all the values 
in the phasor diagram relation can be put on one side of the equation and ௣ܰ௛ on the 
other side. In this machine design, ௣ܰ௛ was solved as 591 turns and the values of the 
back-EMF and inductances were calculated accordingly. 
The generated back-EMF 
ܧܯܨ ൌ 0.1748ൈ591 ൌ 103.28	ܸ 
Synchronous inductance 
ܮ௦௚ ൌ 4.638ൈ10ି଼	ൈሺ591ሻଶ ൌ 0.0162	ܪ 
Slot-leakage inductance 
ܮ௦௟ ൌ 0.0427	ܪ 
End-winding inductance 
	ܮ௘௪ ൌ 0.0021	ܪ 
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Total inductance is  
ܮ௦ ൌ 	ܮ௦௚ ൅	ܮ௦௟ ൅ 	ܮ௘௪ 
ܮ௦ ൌ 	0.0162 ൅ 	0.0427 ൅ 0.0021 ൌ 61݉ܪ 
Finally, the RMS phase current ܫ௣௛ is calculated as 
ܫ௣௛ ൌ ௢ܲ௨௧3. ܧܯܨሺଵሻ ൌ
1750
3	ൈ103.28 ൌ 5.648ܣ	 
7.3.6  Slot height calculation 
According to Equation (5.16), the calculation for conductor cross-sectional area ܣ௪௜௥௘ 
requires the value of current density ܬ  which was generated from optimisation and the 
RMS phase current ܫ௣௛.  
ܣ௪௜௥௘ ൌ ܫ௣௛ܬ ൌ
5.648
7.12 ൌ 0.8225	݉݉
ଶ	
The conductor diameter ܦ௪ can be calculated as in Equation (5.17) 
ܦ௪ ൌ 	ඨ	4ൈܣ௪௜௥௘ߨ ൌ 1.005݉݉ 
The closest standard AWG wire is 18 with a diameter of 1.0233mm and correspondent 
cross-section area ܣ௪௜௥௘ is 0.8225mm2. For a slot with double layer, the total copper 
cross section area is computed as  
ܣ஼௨ ൌ 	ܣ௪௜௥௘		. ௣ܰ௛ݍ. ݌ ൌ 	
0.8225ൈ591
0.375	ൈ4 ൌ 324.06	݉݉
ଶ 
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Therefore, with slot fill factor ܭ௙௜௟௟ of 0.5, the total slot area that is needed to fit 
winding conductors is 
ܣ௦௟௢௧ ൌ 	 ܣ஼௨ܭ௙௜௟௟ ൌ 648.12	݉݉
ଶ 
The geometrical area of one slot is calculated as  
ܣ௦௟௢௧ ൌ 	 ൬ܪ௦ଶൈܤ௦ଵ ൅ ܤ௦ଶ2 ൰ ൅ ൬ܪ௦ଵ	ൈ
ܤ௦଴ ൅ ܤ௦ଵ
2 ൰ ൅ ሺܤ௦଴ൈܪ௦଴ሻ 
The values of ܤ௦଴, ܤ௦ଵ, ܪ௦଴		ܪ௦ଵ are already known. Assuming the slot with parallel 
teeth side, the values ܤ௦ଶ can be calculated as   
ܤ௦ଶ ൌ 	ߨ	൫ܦ ൅ 2	ൈ
ሺܪ௦଴ ൅	ܪ௦ଵ ൅ ܪ௦ଶሻ൯
ܰ௠ െ	 ௪ܶ 
Then, if the value of ܤ௦ଶ and total area found from the slot factor (648.12mm2) 
compensated into the formula for the geometrical area of one slot, the value of ܪ௦ଶ 
would be determined. However, using the above procedure, the values of ܤ௦ଶ and ܪ௦ଶ 
were 32.82mm and 26.96mm respectively.  
Then, the stator outer diameter OD can be calculated as 
ܱܦ ൌ 	ܦ ൅ 2	ൈሺܪ௦଴ ൅	ܪ௦ଵ ൅ ܪ௦ଶ ൅ ܵ௘௕௜ሻ 
ܱܦ ൌ 82.44 ൅ 2ൈሺ1.5 ൅ 2.63 ൅ 26.96 ൅ 7.6ሻ ൌ 159.845݉݉ 
7.3.7  Machine weight and volume 
The total weight of the machine refers to machine active materials consisting of stator 
core, rotor core, stator windings and magnet only. The other components, such as 
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frame, shaft and insulation material, are not included in the calculations of weight and 
power density.  
Table 7.3 Mass density of active materials in the optimised machine 
Active material Mass density [kg/m3] 
M330-35A 7800 
NdFeB 230/220h 7425 
Copper 8954 
Table 7.3 shows the mass density of active materials used in the machine parts. The 
weight of the stator is composed of back-iron weight ܹݐௌ೐್೔ and teeth weight ܹݐ்௪ 
calculated as follows: 
ௌܹ೐್೔ ൌ
ߨ
4 ݔሺܱܦ
ଶ െ ሺܱܦ െ 2ൈS௘௕௜ሻଶሻൈܮൈܯௌ௧௘௘௟ 
ௌܹ೐್೔ ൌ
ߨ
4 ݔሺ159.845
ଶ െ ሺ159.845 െ 2ൈ7.6ሻଶሻൈ50.05ൈ7800ൈ1݁ െ 9 
ௌܹ೐್೔ ൌ 1.42kg 
The stator teeth have the same material as the back iron, the total weight of the teeth 
can be computed as  
்ܹ௪ ൌ ൬ܪݏ0ൈ ൬ߨܦܰ݉ െ ܤݏ0൰ ൅ ܪݏ1ൈ ൬
ߨܦ
ܰ݉ െ ܤݏ0 െ ܶݓ൰ ൅ ܪݏ2ൈܶݓ൰ൈܰ݉ൈܮ
ൈܯܵݐ݈݁݁ 
்ܹ௪ ൌ ൬1.5ൈ ൬ߨൈ82.449 െ 2൰ ൅ 2.5ൈ ൬
ߨൈ82.44
9 െ 2 െ 17.66൰ ൅ 24.98ൈ17.66൰ൈ9
ൈ50.05ൈ7928ൈ1݁ െ 9 ൌ 1.899kg 
The weight of the rotor back-iron also has the same lamination material, calculated as 
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ோܹ೐್೔ ൌ
ߨ
4 ݔሺܦ௥
ଶ െ ሺܦ௥ଶ െ 2ൈR௘௕௜ሻଶሻൈܮൈܯௌ௧௘௘௟ 
Where D௥ is the rotor core outer diameter calculated as  
D௥ ൌ ܦ െ 2ൈሺ݄௠ ൅ ݃ሻ 
Equal to  
D௥ ൌ 82.44 െ 2ൈሺ5.935 ൅ 0.5ሻ ൌ 69.57݉݉ 
And the rotor core weight is  
ோܹ೐್೔ ൌ
ߨ
4 ݔሺ69.57
ଶ െ ሺ69.57ଶ െ 2ൈ7.6ሻଶሻൈ50.05ൈ7928ൈ1݁ െ 9 ൌ 0.5780kg 
For the bread-loaf magnet shape, the area of permanent magnet ܣ௠ is calculated as 
the sum of the blue rectangular ܣ௠ଵ and the red top chord ܣ௠ଶ as shown in Figure 7.2 
 
Figure 7.2 Dimensions of one-pole segment of the optimised motor 
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The area of the blue rectangular shape ܣ݉1 can be calculated from the magnet base 
width ܹ݉ and the magnet-side height h1 
ܣ݉1 ൌ ܹ݉ൈ݄1 
ܹ݉ ൌ 2ൈܴ௠ൈsin ൬ߠ2൰ 
Where ܴ௠ is the magnet outer radius and ߠ is the magnet pitch in degree   
ܴ௠ ൌ ܦ2 െ ݃ ൌ 40.72݉݉ 
ߠ ൌ 360
௣ܰ
ൈߙ௣ ൌ 3608 ൈ0.83 ൌ 37.35°	 
ܹ݉ ൌ 2ൈ40.72ൈ sin ൬37.352 ൰ ൌ 26.07݉݉ 
݄1 ൌ ܴ௠ െඨሺܴ௠ሻଶ െ ൬ ௠ܹ2 ൰
ଶ
ൌ 2.14݉݉ 
ܣ௠ଵ ൌ 26.81ൈ3.66 ൌ 98.86	݉݉ଶ 
The red chord area ܣ௠ଶ	can be calculated as 
ܣ௠ଶ ൌ 12	ሺܴ௠ሻ
ଶൈሺߠ െ sin ߠሻ 
ܣ௠ଶ ൌ 12ൈሺ40.72ሻ
ଶൈሺ0.6709 െ 0.6217ሻ ൌ 73.47	݉݉ଶ 
Then, the total area of one magnet pole ܣ௠ is 
ܣ௠ ൌ ܣ௠ଵ ൅ ܣ௠ଶ ൌ 98.27 ൅ 40.80 ൌ 139.07݉݉ଶ 
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And the permanent magnet weight is  
௠ܹ௔௚ ൌ 		 ௣ܰ	ൈܣ௠	ൈܮൈܯ௉ெ 
௠ܹ௔௚ ൌ 	8ൈ139.08ൈ50.05ൈ7425ൈ10ିଽ ൌ 0.405	݇݃	 
The total weight of copper ஼ܹ௨ can be estimated as  
	 ஼ܹ௨ ൌ 3ൈ݈௧௨௥௡ൈܣ௪௜௥௘	ൈ ௣ܰ௛ൈܯ஼௨ 
݈௧௨௥௡ is the length of one turn estimated as  
݈௧௨௥௡ ൌ 2ሺܮ ൅ ݈௘௡ௗሻ 
݈௘௡ௗ	is the length of one end-winding connection that can be estimated as		
݈௘௡ௗ ൌ 		 ߨሺܦ ൅ ܪௌሻܰ݉ 	
݈௘௡ௗ ൌ 		 ߨሺ82.44 ൅ 31.01ሻ9 ൌ 39.63݉݉	
And one turn length is equal to  
݈௧௨௥௡ ൌ 2ൈሺ50.05 ൅ 39.63ሻ ൌ 179.36݉݉ 
The total weight of copper ஼ܹ௨ is 
஼ܹ௨ ൌ 3ൈ179.36ൈ0.8225ൈ591ൈ8954ൈ10ିଽ ൌ 2.342݇݃ 
Finally, the total active weight ௧ܹ௢௧௔௟ of the machine is  
௧ܹ௢௧௔௟ ൌ ௌܹ೐್೔ ൅ ܹܶݓ ൅ ோܹ೐್೔ ൅ ௉ܹெ ൅ ஼ܹ௨ 
௧ܹ௢௧௔௟ ൌ 1.42 ൅ 1.899 ൅ 0.578 ൅ 0.405 ൅ 2.342 ൌ 6.64݇݃ 
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The machine volume consists of the calculation of the volume of a simple cylindrical 
where the diameter is the outer diameter of the stator and length over the axial length. 
ܸ݋ݑ݈݉݁ ൌ ߨ ൬ܱܦ2 ൰
ଶ
ൈሺܮሻ 
ܸ݋ݑ݈݉݁ ൌ ߨ ൬159.842 ൰
ଶ
ൈ50.05 ൌ 1.00	ܮ݅ݐݎ݁ 
7.3.8  Losses and efficiency calculation 
7.3.8.1  Copper loss 
The copper resistivity ߩ௖௨	at 20°C is 1.68ൈ10ି଼	Ω.݉. The phase resistance ܴ௣௛ is 
calculated as  
ܴ௣௛ ൌ 	ߩ௖௨ൈ ௣ܰ௛ൈ ݈௧௨௥௡ܣ௪௜௥௘		 
ܴ௣௛ ൌ 	1.68ൈ10ି଼	ൈ591ൈ 179.360.8225	 ൌ 2.165	Ω 
The copper loss ௖ܲ௨ is computed as  
௖ܲ௨ ൌ 3ܴ௣௛൫ܫ௣௛൯ଶ 
௖ܲ௨ ൌ 3ൈ2.165ൈ5.64ଶ ൌ 207.24ܹ 
7.3.8.2  Iron Loss 
Total core loss ௖ܲ௢௥௘	of the electric machine is the sum of hysteresis loss 	 ௛ܲ௬௦, eddy-
current loss 	 ௘ܲௗௗ and anomalous loss (the term “excess loss” is often used also). 
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௖ܲ௢௥௘ ൌ 	 ௘ܲௗௗ ൅ 	 ௛ܲ௬௦		 
As the electric frequency in the optimised machine is small, 42.7Hz, the core loss is 
also expected to have small value.  The total core loss is characterised by the Steinmetz 
Equation with separate terms for hysteresis and eddy-current losses: 
for hysteresis loss, as 
	 ௛ܲ௬௦ ൌ ݇௛	݂∝	ܤ௠௔௫ࣜ 				ܹ/݇݃ 
And for eddy current loss as 
	 ௘ܲௗௗ ൌ ݇௘	ሺ݂. ܤ௠௔௫	ሻଶ					ܹ/݇݃ 
Where ݇௛, ݇௘	, ∝ and ࣜ are material parameters generally found by curve fitting. The 
“anomalous loss” is associated with domain wall movement and is not often accounted 
for in empirical expressions of the iron loss. In the Steinmetz Equation, the coefficient 
݇௘	is used to compensate for this anomalous loss.  
The values of the Steinmetz coefficients in the above equations are given in the 
material properties data sheet available in “MagNet software” as follows 
݇௛ ൌ 0.0075437 
݇௘ ൌ 3.11146	݁ିହ 
∝ൌ 1.29522 
ࣜ ൌ 1.79624 
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Therefore, with estimated maximum magnetic flux density in the stator and rotor 
lamination core, the hysteresis loss is estimated as  
	 ௛ܲ௬௦ ൌ 0.0075437	ൈ	42.6ଵ.ଶଽହଶଶ	ൈ1.6ଵ.଻ଽ଺ଶସ = 2.266 W/kg 
And the eddy current loss 
	 ௘ܲௗௗ ൌ 3.11146	݁ିହ	ൈሺ42.6	ൈ1.6	ሻଶ 		ൌ 0.1449	ܹ/݇݃			 
The places of the core loss are in the stator teeth and stator back-iron; therefore, the 
total core loss of the machine is  
௖ܲ௢௥௘ ൌ 	ሺ ௘ܲௗௗ ൅ 	 ௛ܲ௬௦ሻൈሺܹݐௌ೐್೔ ൅ ܹݐܶݓሻ	 
௖ܲ௢௥௘ ൌ ሺ0.1449 ൅ 2.266ሻൈሺ1.42 ൅ 1.898ሻ ൌ 8.00ܹ	 
7.3.9  Efficiency 
The machine efficiency is calculated from the output power and losses as 
ߟ ൌ 	 ௢ܲ௨௧
௢ܲ௨௧ ൅	 ௖ܲ௨ ൅ ௖ܲ௢௥௘ ൅ ௪ܲ௜௡ௗ ൅ ௙ܲ௥௜௖ 
For small machines, the friction and windage losses are small, particularly as most 
stators are potted with epoxy resin, thus windage loss is significantly eliminated; 
friction loss is proportional to speed. Therefore, in small machines with comparatively 
low speed friction and windage, losses are completely omitted. Thus, the formula for 
machine efficiency will account for core and copper losses only as follows 
ߟ ൌ 	 ௢ܲ௨௧
௢ܲ௨௧ ൅	 ௖ܲ௨ ൅ ௖ܲ௢௥௘ 
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ߟ ൌ 	 17501750 ൅ 	207.244 ൅ 8.08 ൌ 89.04% 
7.3.10  Armature reaction field 
A relatively simple method to evaluate the effect of armature reaction field for a three-
phase PMSM is presented here. The flux density due to the armature reaction can be 
determined as    
ܤ௔௥௠ ൌ 	ߤ଴	ߤ௥	ܯܯܨ௔௥௠݃ᇱ  
For a common stator of nine slots and three-phase shifted 120° and nine coils 
connected to complete the winding, the magnetomotive force due to armature winding 
can be calculated as   
ܯܯܨ௔௥௠ ൌ 3√2ߨ 	
݇௪	 ௣ܰ௛	ܫ௣௛
݌  
 	
ܯܯܨ௔௥௠ ൌ 3√2ߨ 	
0.945ൈ	591ൈ	5.64
4 ൌ 1065	ܣ. ܶݑݎ݊ 
Finally, the flux density due to armature reaction is calculated as 
ܤ௔௥௠ ൌ 	4ߨൈ10
ି଻ൈ1.1ൈ1065
5.89ൈ10ିଷ ൌ 0.249	ܶ	 
The extra flux density due to armature reaction will be added to the flux at knee point 
ܤ௞௡௘௘ of the steel to limit the maximum flux density ܤெ஺௑ in the stator and rotor 
lamination.  ܤெ஺௑ is a constraint value that must not be violated through the 
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optimisation search. Thus, with a value of 1.35T for the ܤ௞௡௘௘, the value of ܤெ௔௫ for 
this design is 1.599T, which is less than the assigned constraint point 1.6T. 
7.3.11  Demagnetisation current 
At rated operating conditions, the magnet should be safe from the risk of 
demagnetisation. Neglecting current harmonic effects, the demagnetisation current is 
estimated as Equation (5.51) [66] 
ܫௗ௘௠௔௚ ൌ 	 ܰ݌	ߨ	6	ߤ଴ߤ௥	൫݇௪	 ௣ܰ௛൯ൈ൫ܤ௥݄௠ െ ܤ௞
ሺ݃ ൅	݄௠ሻ൯ 
The knee point ܤ௞ of the permanent magnet at the operating temperature can be 
determined directly from the demagnetisation curve of magnet material as shown in 
Figure 7.3.  
 
Figure 7.3 Demagnetisation characteristics of NdFeB 230/220h grade showing the 
knee point at 200°C. 
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As shown in the graph, the magnet has potential demagnetisation risk at temperature 
200°C and ܤ௞ of 0.4T. However, at the operating temperature 150°C, the 
corresponding value of ܤ௞ was in the third quadrant of the demagnetisation curve, 
lower than 0T. Therefore, as the supplier provides demagnetisation curve for the 
second quadrant only, the value for ܤ௞ is assumed 0T. Under this assumption, the 
demagnetisation current ܫௗ௘௠௔௚	at the operating temperature can be estimated as  
ܫௗ௘௠௔௚ ൌ 	 8ߨ	6ൈ4ߨൈ10ି଻ൈሺ0.945ൈ	591ሻൈ൫1.0486ൈ5.93 െ 0	ൈሺ0.5 ൅ 	5.935ሻ൯
ൌ 37.114ܣ 
As the demagnetisation current ܫௗ௘௠௔௚ is almost seven times higher than the rated 
phase current ܫ௣௛, there is no risk of demagnetisation at normal operating conditions. 
However, if the operating temperature has changed, it is the designer’s responsibility 
to check for the new demagnetisation current.  
Furthermore, in the analytical model, the risk of demagnetisation was considered at 
fault condition that may occur in the inverter e.g. faulty diode.  At fault condition, the 
current is only limited by the winding phase resistance ܴ௣௛ and leakage reactance i.e. 
locked-rotor current ܫ௅ோ. In this case, the winding current will be significantly 
increased and, consequently, the high armature field will suppress the field generated 
from the permanent magnet ܤ௠. Thus, to avoid the risk of demagnetisation, the 
permanent magnet should be thick enough to withstand the armature reaction field at 
locked-rotor condition.  
The locked-rotor current ܫ௅ோ is calculated as Equation (5.53) 
ܫ௅ோ ൌ ௧ܸܴ௣௛ ൅ ݆ܺ௅௄ீ 
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݆ܺ௅௄ீ is the leakage reactance and calculated as  
ܺ௅௄ீ ൌ 2ൈߨൈ݂ൈሺܮ௦௟ ൅ ܮ௘௪ሻ 
ܺ௅௄ீ ൌ 2ൈߨൈ42.66ൈሺ0.0422 ൅ 0.002ሻ ൌ 11.85	Ω 
ܫ௅ோ ൌ 1512.157 ൅ ݆11.85 ൌ 12.53	ܣ 
The value of ܫ௅ோ is lower than demagnetisation current ܫௗ௘௠௔௚. This shows a good 
potential of there being no total risk of demagnetisation. However, the possibility of 
partial demagnetisation still exists. Therefore, to ensure there is no demagnetisation 
risk at all at this fault condition, the magnetomotive force at locked-rotor condition 
ܯܯܨ௔௥௠ሺ௅ோሻ should be calculated and must be lower than the magnetomotive force 
produced from the permanent magnet as shown in Equation (5.52), so that  
ܯܯܨ௔௥௠ሺ௅ோሻ ൏ 	 ሺ݄௠ ൅ ݃ሻߤ଴ߤ௥ 	ൈሺܤ௠ െ	ܤ௞ሻ 
Per to Equation (5.48), the ܯܯܨ௔௥௠ሺ௅ோሻ can be calculated as  
ܯܯܨ௔௥௠ሺ௅ோሻ ൌ 3√2ߨ 	
݇௪	 ௣ܰ௛	ܫ௅ோ
݌  
ܯܯܨ௔௥௠ሺ௅ோሻ ൌ 3√2ߨ 	
0.945ൈ	591ൈ	12.53
4 ൌ 2362	ܣ. ݐݑݎ݊	 
The magnetomotive force of the permanent magnet is 
ሺ݄௠ ൅ ݃ሻ
ߤ଴ߤ௥ 	ൈሺܤ௠ െ	ܤ௞ሻ 
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ሺ5.935 ൅ 0.5ሻൈ1݁ െ 3
4ߨൈ10݁ െ 7ൈ1.1 	ൈሺ1.0486 െ 	0.4ሻ ൌ 3019.7	ܣ. ݐݑݎ݊ 
Therefore, as the magnetomotive force produced from the permanent magnet is higher 
than that from the armature reaction, the magnet will be safe from any partial 
demagnetisation at fault condition.  
7.3.12  Temperature rise 
The thermal model is designed to ensure the suitability of the machine design in terms 
of keeping the temperature of components within certain limits at rated operation 
conditions. The thermal model and thermal network, as detailed in the previous 
chapter, have been used to estimate the temperature in the machine components, 
particularly, magnet and winding. To avoid the temperature rising above specific 
limits, the maximum temperatures have been constrained within the model. With 
ambient temperature of 40°C, the maximum estimated temperature in the magnet ௉ܶெ 
was 128°C and in the winding ஼ܶ௨ 135°C and 140°C in the end-winding ாܶௐ.  
7.3.13  Penalties and Objective function  
The main rule of the objective function is to evaluate the overall design and assign its 
fitness, so it can be compared with other results from other designs. In its context, the 
objective function has the main performance index that reflects the design priorities. 
In this optimisation, the main objective was to enhance the machine power density, in 
terms of weight, volume, and efficiency.  Therefore, the objective function was written 
to reflect this target as follows:  
ܱݑݐ݌ݑݐ ൌ 	 ௧ܹ௢௧௔௟ ൅ ௠ܹ௔௚ൈ20 ൅ 10ൈܸ݋ݑ݈݉݁ ൅ ሺ100 െ ߟሻ ൅ ݌݈݁݊ܽݐ݅݁ݏ 
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Based on the analytical calculation, the output of the objective function is 
ܱݑݐ݌ݑݐ ൌ 	6.64 ൅ ሺ0.405ൈ20ሻ ൅ ሺ1.00ൈ10ሻ ൅ ሺ100 െ 89.04ሻ ൅ ݌݈݁݊ܽݐ݅݁ݏ 
The values of penalties have been added to the objective function to alert to any 
violation in the optimisation constraints. In the case of one constraint having been 
violated, the output of the objective function will be increased by “1000”. Hence, any 
design with one constraint violation will be excluded.  
The optimisation has many constraints to limit the maximum value of some 
parameters, including ெܶ௔௚ ൑ 140°ܥ, ஼ܶ௨ ൑ 140°ܥ, ெܹ௔௚ ൑ 0.53	݇݃ and ܤ௠௔௫ 	൑
1.6. 
The results from the analytical model show that the average temperature in the magnet 
ெܶ௔௚	was calculated as 128°C and in the winding coil-side ஼ܶ௨ was 135°C, with 
maximum temperature rise in the end-winding ாܶௐ as 140°C. The weight of the 
permanent magnet material was calculated as 0.4051kg and the maximum flux density 
in the stator core was 1.599T. Therefore, upon these results, as none of the constraints 
have been violated, the total penalties will be 0 and the output of the objective function 
will be the sum of the performance indices only. Thus, the objective function is  
ܱݑݐ݌ݑݐ ൌ 		6.64 ൅ ሺ0.405ൈ20ሻ ൅ ሺ1.00ൈ10ሻ ൅ ሺ100 െ 89.04ሻ ൅ 0 ൌ 35.73 
7.4  Validation of analytical approach based on Finite Element 
Analysis 
Having achieved the optimal geometrical dimensions, electromagnetic and thermal 
parameters through analytical design, it is often useful to verify the optimisation 
results with more highly accurate simulation e.g. Finite Element Analysis FEA. FEA 
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is a numerical technique based on partial differential equations of a continuum domain 
that is discretised into a finite number of parts known as elements. Hence, FEA has 
good accuracy and higher reliability. FEA has been applied to analyse electric 
machines to improve performance and efficiency.  
Therefore, to validate electromagnetic parameters generated from optimisation, it is 
important to accurately build a machine model with the same dimensions and input 
parameters. Many software packages are available on the market to simulate electric 
machine design, such as “MotorSolve” and “MagNet” provided from “Infolytica”.  
The simulation through this software can be performed through 2D or 3D analysis, 
particularly for electric machines, as the axial dimension through z-axis is uniform, 
apart from end-winding; thus, FEA-2D analysis is relevant to simulate the model. In 
another case, for example, where skewing is applied or rotor overhangs stator length, 
it is necessary to use 3D analysis to validate results. For the purpose of the optimised 
machine, MotorSolve has been used to build the optimised model and MagNet used 
to perform the simulation. Both software packages are provided by Infolytica.  
 Figure 7.4 shows the final model as built on “MotorSolve”. The geometrical 
dimensions, as obtained from the optimisation, have been entered to build the final 
structural design of the machine. Electric current, available voltage and speed can also 
be specified for the design. In addition, the material can be selected from the library 
or material property entered to create a new material.  
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Figure 7.4 Structural design of the optimised electric machine model 
7.4.1  FEA simulation 
Compared with FEA analysis, the analytical model based on several simplifications 
and hypotheses is still limited in accurately evaluating the electromagnetic parameters 
in electric machines. Therefore, in order to facilitate the analysis of an electric 
machine, many numerical solutions based on the finite element method FEM were 
developed. Generally speaking, with precise dimensions and appropriate component 
meshing size, FEM is currently the most accurate method to validate electromagnetic 
design through 2D/3D simulations.  
Having created the structural model of the machine with the generated optimal 
dimensions from BA, appropriate material properties and winding configurations, an 
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FEA simulation can be run at specific operation temperature to solve the 
electromagnetic parameters for different operating conditions. 
7.4.2  Airgap flux density 
The magnetic flux density in the airgap is the first magnetic parameter to be calculated 
in the analytical design. Based on its value, the other machine electromagnetic 
parameters and geometrical dimensions were calculated. Hence, any divergence in the 
airgap flux density can lead to under- or over-estimation on other parameters. Based 
on FEA analysis, the waveform of the airgap flux density was generated as shown in 
Figure 7.5.  
 
Figure 7.5 Waveform of Airgap flux density as generated from FEA simulation 
As shown in Figure 7.5, the slot-effect has no major contribution to the waveform 
shape. This is due to the small ratio between the selected number of slots and poles 
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1.125. Therefore, the first fundamental airgap flux density is equal to 0.987T, as shown 
in the harmonics content amplitude in Figure 7.5.  
7.4.3  Inductance 
Using 2D analysis of the electric machine model, the FEA analysis can generate the 
value of total inductance as a function of the current without giving particular 
information of the types of these inductances, whether it is airgap inductance or slot 
inductance. However, the end-winding inductance is calculated separately. The value 
of maximum self-inductance, including airgap inductance and slot inductance, as 
shown in Figure 7.6, was read off as 65.5mH and the end-winding inductance was 
1.84mH, as shown in end-winding parameters in Table 7.4.  
 
Figure 7.6 Total self-inductance as generated from FEA 
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Table 7.4 End-winding parameters of the optimised design 
 
7.4.4  Back-EMF 
In Chapter 5, the bread-loaf magnet shape, with varying thickness in the direction of 
magnetisation, was selected to enhance the generated voltage to have a shape close to 
the ideal sinusoidal waveform. Figure 7.7 shows the normalised back-EMF generated 
from the optimised machine, along with the ideal sinusoidal waveform. The graph 
shows that the generated voltage was very close to the ideal waveform with a deviation 
of 0.03 degrees. Therefore, the sinusoidal voltage and current will enhance the 
machine power density and reduce the torque ripple in the generated torque.    
 
Figure 7.7 Normalised line-line back-EMF compared with ideal sinusoidal waveform 
At no-load condition, the peak line-line ௣ܸ௘௔௞	ሺ௅ି௅ሻ amplitude of back-EMF waveform 
generated from FEA, as shown in Figure 7.8, was 260.2V. 
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Figure 7.8 Waveform of generated back-EMF from FEA 
The generated voltage waveform is almost sinusoidal; therefore, the fundamental 
RMS value can be calculated directly as 
ܧ௥௠௦ ൌ 	 ௣ܸ௘௔௞	ሺ௅ି௅ሻ√2	√3	 ൌ 	
260.2
2.449 ൌ 106.23ܸ 
7.4.5  Torque  
Assuming the ideal sinusoidal current, at rated operation condition the FEA simulation 
for the generated electromagnetic torque is shown in Figure 7.9. With maximum value 
௠ܶ௔௫	of 28.0Nm and minimum value ௠ܶ௜௡ of 26.5, the average torque value ௔ܶ௩௚ is 
calculated as 27.25 N.m.  
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Figure 7.9 Waveform of Electromagnetic torque as generated from FEA 
In Chapter 5, the magnet coverage ratio ߙ௣ was selected to produce minimum MMF 
harmonic to minimise the torque distortion caused by the ripple and cogging torque. 
The torque ripple can be calculated from the maximum and minimum torque, as shown 
in Figure 7.9. Therefore, the percentage of torque ripple is equal to 5.5%. 
௥ܶ௜௣௣௟௘ ൌ ௠ܶ௔௫ െ ௠ܶ௜௡	௔ܶ௩௚ ൌ
28.0 െ 26.5
27.25 ൌ 5.5% 
The cogging torque was also analysed at zero current, as shown in Figure 7.10. The 
maximum cogging torque was 0.148 Nm. Compared with the benchmark design 
(0.4Nm), the cogging torque was significantly reduced.  
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Figure 7.10 Cogging torque of the optimised motor at zero current 
The torque/speed curve of the optimised machine has been simulated over a range of 
speed increment 50rpm, as shown in Figure 7.11. The simulation shows that source 
voltage has the capability to keep the stall torque constant up to base speed. However, 
at base speed 640, the generated torque was 0.9Nm higher than the required torque. 
At this speed, if the motor is thermally safe, any extra torque will enhance the machine 
performance for quick acceleration.  
 
Figure 7.11 Torque Vs speed curve of the optimised motor 
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In the field weakening, after base speed, the torque starts reducing because of 
increasing current in d-axis. Assuming field oriented control, optimal advance angles 
should be applied at each speed to find the maximum torque and keep the power 
constant up to a maximum speed of 2400rpm. With constant output power, the torque 
required at 2400rpm is (6.69Nm).  At maximum speed, the generated torque at 
different advance angles from 0° to 90° was simulated on FEA, as shown in Figure 
7.12. The figure shows that the required torque was achieved at 62.5° advance angle. 
 
Figure 7.12 Peak torque at each speed at optimal advance angle 
As the maximum advance angle is now known, the generated torque can be analysed 
on FEA to examine the machine performance in terms of torque and output power. 
The torques were over the full speed range from 0 to 2400rpm with six different 
advance angles between 0° and 62.5°, as shown in Figure 7.13. The results show that 
torque gradually reduced on each occasion the speed and advance angle increased.    
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Figure 7.13 Generated torque over full speed range at different advance angle 
The output power was also examined over the full speed range and different advance 
angle, as shown in Figure 7.14.  The FEA simulation shows that the motor can generate 
the required power at base-speed 640rpm and higher power over the field weakening 
region up to the full speed 2400rpm. The higher generated power in the field 
weakening region is desired to drive the vehicle over uphill and cruising operations.     
 
Figure 7.14 Generated power over full speed range at different advance angles 
173 
 
From the above graphs for torque and power over the full speed range and different 
advance angles, the operation characteristics of the optimised motor for torque and 
power over the full speed range can be plotted as shown in Figures 7.15 and 7.16 
respectively. Both plots show that the motor at the rated current has the capability to 
generate higher torque and power.  
 
Figure 7.15 Torque/Speed characteristics of the optimised motor over the full speed 
range 
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Figure 7.16 Power/Speed characteristics of the optimised motor over the full speed 
range 
7.4.6  Losses 
At load condition, FEA generates the sum of losses containing the copper and iron 
losses, including hysteresis and eddy current losses. The total losses, as generated from 
FEA, are 226W, as shown in Table 7.5. The maximum loss was in the copper 211W 
(~93.3%) and the total iron loss is 9.4W (6.7%).    
Table 7.5 Component losses generated from FEA. 
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7.4.7  Saturation and demagnetisation analysis 
Taking into account all sources of flux from the permanent magnet and armature 
reaction, the maximum flux density in the stator lamination can be observed at load 
condition in FEA flux function analysis as shown in Figure 7.17. The maximum flux 
density was observed in the stator yoke of 1.64T. The highest flux density of 1.7T was 
observed in a smaller width area i.e. stator teeth-tip.   
 
Figure 7.17 Flux distribution in the optimised machine components 
With regard to demagnetisation, at rated operation temperature 150°C, the 
demagnetisation current was calculated in the analytical design as 37.14A. This 
current value is much higher than the rated current. This means the magnet is protected 
from demagnetisation at normal operating condition. However, at fault condition, the 
locked-rotor condition was assumed and the current was limited by the phase 
resistance ܴ௣௛ and leakage inductance, i.e. ܮ௦௟ and ܮ௘௪ only.  The locked-rotor current 
ܫ௅ோ was calculated as 10.78A. As the locked-rotor current is lower than the 
demagnetisation current, the permanent magnet is expected to withstand 
demagnetisation. Therefore, using the locked-rotor current, the optimised machine 
was analysed under fault condition to ensure there is no partial demagnetisation. The 
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results, as shown in Figure 7.18, show that there is no risk of demagnetisation at any 
magnet pole. This indicates that the magnet is safe under fault condition.  
 
 
Figure 7.18 Demagnetisation test of the optimised motor under fault condition 
7.4.8  Efficiency map 
Performance analysis represented by an efficiency map was created for the optimised 
design. The data points for each efficiency were taken from 50rpm to 2400rpm with 
50rpm increment and from 0 N.m increasing in 5N.m increment to a final torque value 
at each speed. By increasing the current from 0 to its maximum value and advance 
angle from 0 to 62.5 to reach the highest torque at each speed, the minimum efficiency 
was read off 90% at the base speed 640rpm and higher efficiencies of ~94% were 
developed through the field weakening region up to maximum speed, as shown in 
Figure 7.19.  
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Figure 7.19 Efficiency map of the optimised design 
7.4.9  FEA thermal analysis 
After the definition of the machine dimensions and materials, FEA thermal analysis 
under rated loading condition was simulated with natural cooling. To reach 
temperature stability, the simulation was run for 180 minutes over 180 cycles.  The 
temperature rises, as shown in Figure 7.20, illustrate that maximum temperatures were 
read-off 135°C and 134°C at the end-winding and magnet respectively. In other 
machine components, the temperatures range between 121°C in the rotor back-iron 
and 125°C in the stator core.   
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Figure 7.20 FEA thermal analysis of the optimised machine at load condition 
 
7.5  Comparison of the results of analytical design with FEA 
simulation 
As mentioned earlier, the FEM analysis is required to validate the parameters 
evaluated in the analytical model. The comparisons between the analytical results and 
the FEA computations are summarised in Table 7.6. The deviation is within a range 
of 10%, which is acceptable for a first order analytical modelling [12]. The maximum 
deviation was in the end-winding inductance and iron loss at 8% and 6% respectively. 
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Table 7.6 Comparison of results from analytical and FEA simulations 
Parameters Analytical result 
FEA 
results 
Deviation  
% 
Airgap flux density [T] 0.946 0.987 4.2% 
Back-EMF [V] 103.28 106.23 2.8% 
Torque [N.m] 26.1 27.25 4.2% 
Inductance [mH] 60.4 65.5 7.8% 
End-winding Inductance [mH] 2.1 1.84 8% 
Iron loss [W] 8.8 9.41 6% 
Winding Losses [W] 207.244 211 2.2% 
Total losses [W] 215.25 226 4.8% 
Max flux density [T] 1.6 1.64 2.4% 
Efficiency [%] 89.04 90 1% 
Magnet Temp. [°C] 128 134 4.5% 
End-winding Temp. [°C] 140 135 3.7% 
 
The first fundamental of airgap flux density ܤ௚ଵ was underestimated in the analytical 
model by 4.2%, probably because of the flux leakage factor considered as 95% of the 
magnetic flux participating in the energy conversion.  The FEA simulation of the 
optimised machine, as shown in Figure 7.21, shows only a very small portion of flux 
having been leaked between magnet poles. Therefore, a leakage factor higher than 
0.95 should be considered for a small machine. The other reason that might have 
caused underestimation of the airgap flux density is the effect of saturation factor on 
the magnetic circuit, which was completely neglected in the analytical approach.   
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Figure 7.21 FEM analysis of the magnetic flux leakage between poles 
However, as the airgap flux density was the first parameter estimated in the analytical 
approach, other machine dimensions and parameters were calculated based on its 
value. An underestimation of the airgap flux density is expected to be reflected in the 
other parameters with linear or nonlinear relationships. This can be clearly seen in the 
value of the back-EMF and the maximum flux densities of the stator yoke and teeth in 
Table 7.6. The generated back-EMF and maximum flux density were underestimated 
in the analytical design, with almost the same ratios of the airgap flux density, 2.8% 
and 2.4% respectively.    
The inductance and iron loss in both stator back-iron and stator teeth were also 
underestimated in the analytical design, due to the deflection of the airgap flux density. 
However, due to the non-linear relation between the flux density and both inductance 
and iron loss, the ratios of deviations were higher at 8% and 6% respectively.  
The total losses in FEA analysis also show a slight deviation of 5.8% in comparison 
with the analytical design. The first reason is the under estimation of the iron loss. 
However, the second reason is the eddy current loss in the magnet that has been 
181 
 
entirely neglected in the analytical approach; this is also clearly seen in the magnet 
temperature that increased by 4.5% in the FEA analysis.    
In spite of the variation between the analytical and FEA results, the electromagnetic 
and thermal FEA simulations show that the performance of the optimised machine, 
using the optimal prime variables generated from BA, is capable of delivering the 
required powers and torques at rated operation condition without any overheating in 
the machine components. Therefore, the final optimised machine design is considered 
as appropriate and compatible with the required specifications. 
7.6  Evaluation of performance indices 
As shown in the previous section, the FEA analysis shows that both desired levels of 
torque and output power were achieved in the optimised design. Moreover, efficiency 
was slightly improved and temperatures in different active parts of the machine were 
lower. Therefore, it is apparent that the analytical model was accurately designed to 
achieve the output specifications of the machine within a limited operating 
temperature. However, the main objective of the optimisation was to find an 
alternative optimal machine design that had higher power density and efficiency. In 
other words, we need to minimise the machine weight while retaining the output power 
and efficiency at a higher, or at least the same, level as the benchmark design.  To 
compare the overall achievement of the optimisation, the performance indices of both 
optimised and benchmark machines need to be compared. Table 7.7 shows the 
comparison of the performance indices for both machine designs.  
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Table 7.7 Performance indices comparison of the optimised and benchmark designs  
Performance index Optimised design 
Benchmark 
design Achievement 
Total weight [kg] 6.64 7.92 19% 
Magnet Weight [kg] 0.4051 0.53 24% 
Volume [L] 1.0 1.64 39% 
Efficiency [%] 89.04 90.2 1% 
Objective Function 35.73 44.92 20.5% 
Although the outer diameter in the optimised design was increased from 124.9mm in 
the benchmark to 159.8mm in the optimised design, the machine axial length was 
reduced from 114mm to 50.05mm. Compared with the benchmark design, the weight 
of the optimised machine was reduced by 19%. Hence, the reduction in the machine 
weight was mainly due to the optimisation of the machine axial length L. However, 
the reduction in the machine weight led to an improvement in the machine power-
density kW/kg. Both benchmark and optimised machines generated the same output 
power 1.75kW; the weight of the optimised machine was 19% lower than the 
benchmark design. Thus, the power density of the optimised machine improved from 
0.221 kW/kg to 0.263 kW/kg.     
The improvement of the machine weight was also reflected in the machine volume. 
Although similar end-winding extension 10mm was assumed for both machines, the 
volume of the optimised machine was 39% smaller. This also led to improvement in 
the power-to-volume ratio from 1.067 kW/Litre in the benchmark design to 
1.75Kw/litre in the optimised machine.   
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Low cost and high efficiency are extremely desirable in electric machine design for 
automotive applications. In the industrial market, they are the most important criteria 
to attract customers. Due to fluctuation in the magnet prices over the years, the cost of 
the machine was not calculated in the optimisation problem and therefore not included 
in the objective function. Instead, as the permanent magnet is the most cost effective 
part of the machine, this performance index was replaced by the weight of magnets. 
For the sake of fair comparison, the same grade of magnet (NdFeB 230/220h) was 
considered in both benchmark and optimised designs.  
As shown in the formula of objective function, the performance index, weight of 
magnet ܹ ௠௔௚, has been multiplied by magnificent factor 20 to indicate the importance 
of this index. Furthermore, the maximum magnet’s weight was constrained in the 
analytical model to the maximum weight of the benchmark design. As shown in Table 
7.7, optimisation could reduce the weight of the permanent magnet by 24%. Taking 
into account the reduction weight in the other machine materials, the cost of the new 
optimised machine would be lower than the benchmark design.  
From a scientific point of view, the reduction in the permanent magnet has a significant 
effect on the output power of the machine, making it lower. However, in the optimised 
design, the equivalent number of turns per phase was higher compared with the 
benchmark design. Therefore, the reduction in the magnetic-loading was on account 
of the electric-loading, as shown in Equation 2.1.  
However, due to the optimisation of the machine length, the reduction of the expensive 
permanent magnet weight was not only on account of the increase in weight of the 
cheaper copper from 1.69kg in the benchmark design to 2.34kg in the optimised 
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design. It was, in fact, on account of the increase in weight of the lamination steel, 
which resulted from increasing the ratio between the stator outer and inner diameters.  
Hence, this can enhance the cost index of the motor, as the steel is much cheaper than 
magnet and copper.    
Finally, despite the inverse relation between efficiency and overall machine weight, 
compared with the benchmark design, the results show that the optimised machine has 
maintained the same efficiency. Thus, the improvements gained on the other 
performance indices have prevented the optimisation from further improving 
efficiency. 
7.7  Chapter summary 
In this chapter, the optimal prime variables generated from BA were used to build the 
new optimised machine. A comprehensive electromagnetic and thermal analysis was 
presented, based in the analytical approach as described in Chapter 4. The results from 
the analytical design were verified based on FEA analysis. The output power, losses, 
torque of the new optimised design were also assessed and validated through FEA 
analysis.    
Compared with the benchmark design, the new optimised machine has benefited from 
lighter weight and smaller volume and, therefore, higher power density and higher 
power-to-volume ratio.  Moreover, the cost of the optimised machine was lower due 
to the optimisation of permanent magnet weight that needed to generate the specified 
output power. Also, the simulation of the torque and power throughout the range speed 
show that the optimised machine has maintained the same efficiency as in the 
benchmark design.  
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8  Chapter 8: Conclusions, Contribution and 
Recommendation for future work 
8.1  Conclusions 
The design of electric machines is a complex task and a comprehensive process, 
consisting of electromagnetic, mechanical and thermal models that cannot be designed 
separately from each other.  The optimisation of an electric machine design involves 
evaluation of continuous and discreet variables that have nonlinear relations in most 
cases. The optimisation problem usually involves multi-objectives that conflict with 
each other, such as weight, cost and efficiency. This makes the objective function of 
the optimisation problem non-linear and having no analytical expressions.    
In this thesis, Bees Algorithm has been introduced and applied to search for optimal 
parameters of electric machines. Unlike other stochastic optimisation algorithms that 
has strength to perform either global search or local search; the Bees Algorithm has 
the ability to perform both exploitative neighbourhood search and explorative global 
search for constrained optimisation problem with multi-objective function. The ability 
to perform global and local searches makes the Bees Algorithm to be considered as a 
practical approach when selecting optimisation algorithm to solve engineering 
problems. 
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Generally, Stochastic optimisation has the disadvantage of being not efficient due to 
their large computation time and large numeric field processes. In contrast, the Bees 
Algorithm has only six parameters and comparatively needs less programming efforts. 
In addition, as the best optimisation is the one that is able to efficiently survey the 
search space and produce the optimal solution with minimum number of iterations. 
The calibration procedure revealed that the search space of the Bees Algorithm can be 
significantly reduced when the six algorithm parameters are tuned compatible with the 
available resources and the expectation of the final design. Furthermore, as the optimal 
solution of engineering problems is generally exist around local search, special 
attention should be paid to calibrate the parameters associated with the neighbourhood 
search. The results show that when solving problem with comparatively diverse 
boundaries, the adaption of particular neighbourhood size of each prime variables 
helped the bees to avoid overshooting and significantly increase the optimisation’s 
performance to find better solutions quickly and efficiently.  
The specifications of the new optimised machine are based on the benchmark design 
of 1.75kW at 640rpm used for traction application. The objective of the optimisation 
was to find an alternative prototype with higher power density and efficiency and 
lower cost. Based on the optimal prime variables generated from Bees Algorithm, the 
analytical model was evaluated and the electromagnetic and thermal parameters were 
verified by FEA computation.  
The results show that the new optimised motor is capable of meeting the requirements 
of the design specifications at rated operating conditions. The performance indices of 
the new optimised design were evaluated and compared with their corresponding 
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values in the benchmark design.  The comparison shows that the new optimised 
machine has maintained the same efficiency as in the benchmark design and power 
density and the volume-to-power ratio were improved by 16% and 39% respectively. 
In the objective function, the cost of the machine was represented by the weight of the 
permanent magnet materials. Compared with the benchmark design, the cost of the 
optimised machine was reduced by 24%.    
The conclusion from each chapter was summarised as follow:  
Chapter 1 has provided a general background of electric machine design and 
optimisation and given brief information about the objective of this research.  
In Chapter 2, the old traditional method to design electric machines has been reviewed.  
It has shown that this method has been mainly based on typical sizing equations and 
data from typical curves for a limited number of materials that do not reflect modern 
improvement in applications, materials and power electronics. It has been shown that 
the design of electric machines, through the traditional method, has insufficiency by 
carrying out a separate thermal analysis that was not connected with magnetic and 
electric loadings throughout the design process.  Also in this chapter, brief descriptions 
of search procedure of the most widely applied optimisation algorithms in the electric 
machine design have been presented and compared with the searching criteria of Bees 
Algorithm. The survey presented in this section has shown the need for developing a 
machine design and optimisation algorithm that can reflect modern improvement in 
the electric machine design and efficiently search for the optimal solution. Finally, the 
most significant developments in electric machine optimisation on the last decade 
were surveyed in this chapter, including surrogate modelling of electric machine and 
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direct and stochastic search for both single- and multi-objective design optimisation 
problems.  
Chapter 3 has studied the different numerical and analytical methods used to compute 
magnetic field problem and addressed the key factors for each proposed method. The 
advantage and disadvantage of integrating these methods with algorithm to search for 
optimal solution has been illustrated. It has been concluded by this review that FEA is 
the most accurate method currently used to analyse electromagnetic and thermal 
behaviour of electric machines. However, due to the long computational time, FEA 
cannot be integrated into the optimisation process. This chapter has also presented the 
characteristics of permanent magnet materials and their behaviours in magnetic circuit 
at different operation conditions. Finally, a full analysis of a magnetic circuit in a 
surface mounted permanent magnet machine and the determination of airgap flux 
density value have been illustrated by the means of “Equivalent Magnetic Circuit”.  
Chapter 4 provided full assessments of the benchmark machine used in traction 
applications. The electromagnetic and thermal analysis of the benchmark design has 
been carried out throughout FEA analysis. The characteristics of torque, power and 
efficiency of the benchmark has been simulated over full speed range. Finally, the 
performance indices of the benchmark design in terms of power density, power-to-
volume ratio, and torque constant have been evaluated as compared with the optimised 
design.  
In Chapter 5, the full analytical model of surface mounted permanent magnet machine 
with good accuracy has been developed. First, the proposed analytical model has 
illustrated the method of determining optimal values for some of the electric machine 
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parameters prior to optimisation search to reduce the optimisation search space and to 
enhance the machine performance. This includes the selection of the number of slots 
and poles, magnet shape and magnet-arc to pole-arc ratio. Moreover, the analytical 
design has been prepared to accurately calculate all electromagnetic, thermal and 
losses of the electric machine. The analytical model has also been integrated with 
constraints and penalty functions to ensure the delivery of a feasible design and to 
protect the machine from deteriorating under certain operating conditions.  Finally, the 
multi-objective function has been designed to reduce the machine weight, volume and 
cost and increase the efficiency.  
Chapter 6 has presented the criteria that Bees Algorithm follows to search for optimal 
variables. Throughout this chapter, the definition of optimisation terms associated with 
Bees Algorithm has been explained and the influence of each parameter on the 
algorithm performance was evaluated.  The method of setting parameters for Bees 
Algorithm to effectively search for optimal electric machine design has been detailed. 
The relation between the algorithm parameters, search space boundaries and the 
variables in the optimisation problem has been explained and recommendation of how 
to set these parameters, particularly for electric machines, has been suggested.  Also, 
in term of computational efficiency and probability to find optimal solution, the Bees 
Algorithm was compared with genetic algorithm using predefined objective value.  
Chapter 7 shows the optimal prime variables generated from Bees Algorithm with best 
fitness objective function. The optimal values have been used as input for the 
optimisation problem, analytical model, to evaluate electromagnetic and thermal 
parameters for the new optimised electric machine. The resulting parameters of the 
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new optimised electric machine have been verified throughout the proposed analytical 
design method and their values verified by FEA analysis. The performance indices of 
the new optimised machine have been evaluated and compared to their corresponding 
values in the benchmark design. The results show that the new optimised machine has 
better power density and lower volume. Results also show that the amount of 
permanent magnet materials used in the new optimised machine was lower than that 
in the benchmark design. Subsequently, the cost of the optimised machine is lower 
than the benchmark design. Furthermore, despite the reduction in the weight and 
volume of the new optimised machine, the efficiency was equal in both optimised and 
benchmark motors. Moreover, the performance of the new optimised machine has 
been assessed over full speed range and the results show that the new optimised 
machine has the capability of developing the required torque on the constant torque 
region and the required power along the constant power region.  
8.2  Contributions 
The main scientific achievements and contributions of this research are summarised 
as follows: 
1. To explain the traditional machine design method and highlight the drawback 
of applying this method on the light of modern improvement of materials, 
applications and power electronics. To present a comprehensive literature 
review of the optimisation algorithms most utilised in electric machine design 
with emphasis on their different search criteria and their ability to reflect 
constraints and specifications.  
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2. To compute a comprehensive analytical design model for surface-mounted 
permanent magnet machine that covers all the evaluation of electromagnetic 
and thermal parameters based on the values of four prime variables. The model 
also includes constraints and penalties to guarantee the production of a visible 
prototype design. The model is based on specified design requirements and 
actual material properties and does not need manual design iterations.  
3. A novel application of Bees Algorithm in electric machine design. With 
carefully tuning six parameters the algorithm has the ability to effectively 
perform a combination of exploitive neighbourhood search and explorative 
global search. Based on the optimisation problem and prime variables, 
parameters setting pattern have been suggested to efficiently search for an 
optimal solution to the electric machine design problem.    
4. The Bees Algorithm was compared with Genetics Algorithm to find optimal 
solution for a predefined objective value. Providing that both algorithm have 
been set with the same number of populations and iterations to search the same 
space; the results from multiple runs show that the probability and the 
computational efficiency to find an optimal solution, with higher fitness value 
than benchmark objective was 80% in BA comparing with 50% in GA. Also, 
on the same analysis, the standard deviation of the average fitness values 
obtained from BA was 1.4 comparing with 2.82 in GA. Furthermore, When 
the search space of the optimisation problem was increased; again, BA has 
shown higher ability to cover the search space and find a fitness solution that 
better than GA. 
192 
 
5. Design of a new electric machine that comparatively benefits from light 
weight, small volume, low cost and high efficiency. Compared with the 
benchmark design, the new designed machine, with the same materials, has the 
capability to generate the same output power and torque at the same efficiency 
while it has 19% higher power density, 39% lower volume and 24% lower cost.   
8.3  Recommendation for future work 
The calculation of the airgap flux density was underestimated in the analytical model. 
Subsequently, this caused deviation in the values of other parameters that mainly 
depend on the airgap flux density to be evaluated, such as back EMF, current, 
saturations. Therefore, it is necessary to construct a more accurate “equivalent 
magnetic circuit” to estimate the airgap flux density. For example, an evaluation of 
magnetic field in the airgap solved in Fourier series and taking into account the 
harmonics components could generate more accurate results. The evaluation of the 
losses of the machine can be improved further by additional evaluation of eddy current 
loss of permanent magnet. The thermal analysis could also be improved further by 
adopting a thermal network with a higher number of nodes that consider the heat 
distribution in all directions.  
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10  Appendix  
 
%%%%%%Bees Algorithm %%%%%%% 
 
clc; close all; clear all;  
  
%% Setting the Parameter for the Algorithm 
itr=50;             % number of iterations  
n= 50;               % number of scout bees  
e=2;                  % number of elite selected sites  
m=10;               % number of best selected sites  
nep=15;            % number of recruited bees around elite selected patches 
nsp=5;               % number of recruited bees around best selected patches   
ngh=1;               % Patch radius for neighbourhood search 
  
  
%% Boundaries of prime variables  
  
para1_max=150;        para1_min=50; % Boundaries of Stator inner diameter  
para2_max=150;        para2_min=50; % Boundaries of axial length 
para3_max=8;          para3_min=4;   % Boundaries of magnet thickness 
para4_max=7.5;         para4_min=5;   % Boundaries of current density 
  
F_result=zeros(itr,5); 
  
%% Scoutbees: random search (only once) 
  
U=X_random(n, para1_max, para2_max, para3_max, para4_max,para1_min, 
para2_min, para3_min, para4_min ); 
for S= 1: n 
   input = ([U(S,1),U(S,2),U(S,3),U(S,4)]);  
   Par_Q(S,1)= BLPMSM_1_75kW_640RPM(input); 
end 
Q= sortrows([ U(:,1), U(:,2),U(:,3), U(:,4),Par_Q],5); 
clear U;  
l=0; 
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%% Iterations of the algorithm 
  
tic 
for k=1:itr          % iterations 
    for j=1:e        % number of elite selected patches 
        for i=1:nep   % number of bees around elite patches 
            U=bee_dance(ngh, Q(j,1), Q(j,2), Q(j,3),Q(j,4)); 
           if BLPMSM_1_75kW_640RPM([U(1),U(2),U(3),U(4)])< Q(j,5) 
                Q(j,:)=[ U(1),U(2),U(3),U(4),BLPMSM_1_75kW_640RPM(U)]; 
            end 
            l=l+1; 
        end 
    end 
     
    %  
____________________________________________________________________
_ 
    for j=e+1:m         % number of best selected patches 
        for i= 1:nsp     % number of bees around best patches 
              U=bee_dance(ngh, Q(j,1), Q(j,2), Q(j,3),Q(j,4)); 
            if BLPMSM_1_75kW_640RPM([U(1),U(2),U(3),U(4)])< Q(j,5) 
                 Q(j,:)=[ U(1),U(2),U(3),U(4),BLPMSM_1_75kW_640RPM(U)];   
            end 
            l=l+1; 
        end        
    end 
    
    % 
____________________________________________________________________
_ 
     
    for j=m+1:n 
        U=X_random(n, para1_max, para2_max, para3_max, 
para4_max,para1_min,para2_min,para3_min,para4_min); 
        Q(j,:)=[U(j,1), U(j,2),U(j,3), U(j,4), BLPMSM_1_75kW_640RPM(U(j,:))]; 
           l=l+1; 
    end  
    
%__________________________________________________________________ 
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Q=sortrows(Q,5); 
  
F_result(k,:)= Q(1,:); 
  
end % iterations 
  
Q(1,:) 
  
xxx=1:itr; 
figure(1) 
plot(xxx,F_result(:,1),'-+',xxx,F_result(:,2),'-o',xxx,F_result(:,3),'-
*',xxx,F_result(:,4),'-s'); 
grid on 
xlabel ('Number of Iteration') 
ylabel (' Parameters Values') 
  
figure (2)  
plot(xxx,F_result(:,5),'-*'); 
grid on 
xlabel ('Number of Iteration') 
ylabel (' Output of Objective Function') 
  
toc 
  
  
 
%%%%%% Function for random initialisation %%%%%% 
 
 
function X = X_random(n, para1_max, para2_max,para3_max, para4_max, 
para1_min, para2_min, para3_min, para4_min ) 
    X = [para1_min+((rand(n,1)).*(para1_max para1_min)), 
para2_min+((rand(n,1)).*(para2_max-para2_min)), 
para3_min+((rand(n,1)).*(para3_max-para3_min)), 
para4_min+((rand(n,1)).*(para4_max-para4_min))]; 
end 
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%%%%% Neighbourhood search  function %%%%%% 
 
 
function U=bee_dance(ngh,x1, x2, x3, x4) 
  
    U(:,1)=(x1-ngh)+(2*ngh.*rand(size(x1,1),1)); 
    U(:,2)=(x2-ngh)+(2*ngh.*rand(size(x2,1),1)); 
    U(:,3)=(x3-ngh)+(2*ngh.*rand(size(x3,1),1)); 
    U(:,4)=(x4-ngh)+(2*ngh.*rand(size(x4,1),1)); 
 
  end 
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% OPTIMISATION PROBLEM FUNCTION 
   
function output= BLPMSM_1_75kW_640RPM(para) 
  
clear all; close all; clc; 
  
global Weight Nm Eff Np D S_ebi L hm g f alphap q Kw Nph Pout kcarter miu0 
miuR Hs Hs0 Hs1  Bs0 Bs1 Bs2 Rs As Hs2 Tw Phi DiaRYoke SOD BFgap Vt Bg 
Bm  ks Br; 
  
%% OPTIMAL PRIME VARIABLES %  
para = [82.4408   50.0502    5.9353    7.1266];  
  
% Stator inner diameter  
D = para (1);   
% Motor axial length /mm 
L= para (2);   
% magnet Thickness/mm 
hm= para (3);   
% Current density A/mm2 
J= para (4);     
  
 
%% Rated operating conditions and specifications 
Pout=1750;             % rated power 
rpm = 640;             % base speed 
Vdc = 380;             % DC voltage 
Vt= (Vdc-10)/(sqrt(3)*sqrt(2));         % Terminal Voltage 
ph=3;                      % Number of Phase 
  
%% Selected parameters 
  
Nm=9;                      % Number of slots 
Np=8;                      % Number of poles 
alphap=0.83;               % Pole coverage coefficient 
q=Nm/ph/Np;              % Slots/phase/pole 
g=0.5;                     % Airgap length /mm 
Bs0=2;                     % slot opening width 
f=rpm*Np/120;          % Frequency 
  
 
205 
 
%% %%%%Properties of Magnet material %%%%%% 
  
Br20 = 1.16;              % remanence at 20 degree  
miu0=4*pi*1e-7;           % air permeability 
miuR=1.1;                 % magnet permeability            
alphaBr = -0.08;          % magnet reversible temperature coefficient 
op_Temp=140;              % operating temperature 
Br= Br20*(1+alphaBr*(op_Temp-20)/100); % remanence at operating temperature  
  
%% %%%%%% Airgap flux density %%%%%%%%% 
Flkg= 0.95;                          % flux leakage 
Bg= Flkg*alphap*Br/(1+ (Flkg*g*miuR*alphap/hm)); % Airgap flux density 
BFgap = 4/pi*Bg*sin(pi*alphap/2);                   % flat-top Airgap flux density; 
fundamental 
Bm= Bg/Flkg;                                          % Magnet flux density 
  
%% %%%%%Calculation of teeth width and yoke thickness%%%% 
  
Bknee=1.35;           %Flux density in stator core 
ks=0.95;              % Stacking factor of the stator iron laminations 
  
% Total magnetic flux per pole produced by the magnets 
Phi=BFgap*2*L*D/(Np)*1e-6; 
  
% Thickness of the stator yoke 
S_ebi=Phi/(2*Bknee*ks*L)*1e6; 
% Thickness of the rotor yoke 
R_ebi=Phi/(2*Bknee*ks*L)*1e6; 
  
%Tooth flux concentration factor 
kds = (pi*D/Nm)/(pi*D/Nm-(2*Bs0)); 
  
% Stator tooth width 
Tw=Phi*kds/(Bknee*ks*L)*1e6; 
  
Dmag=D-(2*g);                     % Magnet outer diameter 
DiaRYoke = Dmag-2*(hm+R_ebi);    % Rotor inner diameter     
Rm = Dmag/2 ;                     % Magnet outer radius 
theta = 360/Np*alphap;            % Magnet pitch (degree) 
Wm = 2*Rm*sind(theta/2);          % Magnet base width 
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hm1 = sqrt(Rm^2 - (Wm/2)^2);      % distance between rotor centre and 
top-magnet rectangular 
hmt = Rm - hm1;                   % height of the magnet cord 
hm2= hm - hmt;                    % distance between magnet top-
magnet rectangular and magnet base 
chord_arc = 2*acos(1-(hmt/Rm)); 
 
Chord_Area = 0.5*Rm^2*(chord_arc - sin(chord_arc)); % top-magnet chord area 
  
%% %%%%%% Calculation of number of turns and current   %%%%%% 
  
% With full pitch winding, winding factor 
Kw=0.945; 
 
% Slot type 3 
Hs0 = 1.5; 
Hs4 =1.5; 
Rs = 0; 
Bs1 = pi*(D+2*(Hs0+Hs4))/Nm-Tw;      % slot-bottom width 
Ttw = D*pi/9-Bs0;                     % Teeth pitch at D 
BsR = (Ttw - Tw); 
Tangle = 30; 
Hs1 = 0.5*BsR*tand(Tangle); 
  
% Number of total turns per phase 
Nph=round(fsolve('turnperphase',200)); 
NCoil_half=round(ph*Nph*2/Nm/2);   % Number of turns per half slot 
NCoil=NCoil_half*2;                % Number of turns per slot 
Nph=NCoil*Nm/2/ph; 
  
% RMS Back EMF 
EMF =Nph*4.44*f*Kw*BFgap*2/pi*pi*D*L/Np/1000^2;  
  
% RMS phase current 
Ip=Pout/3/EMF;           
  
%% Wire size determination 
DW1=sqrt(Ip/J/pi)*2;                            % Wire diameter 
G =round(log(DW1/8.24865)/log(0.890526));   % Wire gauge formula 
DWG=8.24865*(0.890526)^G;                        % Wire diameter AWG 
AWire=pi*DWG^2/4;                                % wire cross section area 
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Acu=AWire*Nph/q/(Np/2);                        % Copper area per slot 
J=Ip/AWire;                                      % Recalculate current density 
  
%% %%%%%%%%%%% Calculation of stator slot size %%%%% 
Kfill=0.5;    % Copper Fill factor 
As=Acu/Kfill;   % Stator slot area per slot 
Hs = fsolve('tlength',20);            % Teeth length 
SOD=D+2*(Hs+S_ebi);                   % Stator outer diameter 
Hs2 = Hs-Hs0-Hs1; 
Bs2 = pi*(D+2*(Hs0+Hs1+Hs2))/Nm-Tw;  % slot-top width 
Aslotto=(Bs1+Bs2)*Hs2/2+(Bs2-2*Rs)*Rs+pi*Rs^2/2; 
  
%% %%%%%%%%Calculation of inductance %%%%%%%% 
%Magnetising inductance 
eg=g+hm/miuR;                % equivalent length of the airgap 
  
% Carter Coefficient 
gamma=4/pi*(Bs0/2/eg*atan(Bs0/2/eg)-1/2*log(1+(Bs0/2/eg)^2)); 
  
ts=pi*D/Nm;                       % tooth pitch 
Kcarter=ts/(ts-gamma*eg);         % Carter Coefficient 
  
% airgap inductance 
Lsg=3/pi*(q*Nph/q/(Np/2)*Kw)^2*miu0/(g*kcarter+hm/miuR)*(D-2*g)*L/1000; 
  
Bsm=(Bs1+Bs2)/2;          % slot mean width 
  
% slot leakage inductance 
Llslot=q*Np*(Nph*3/Nm*2)^2*miu0*(Hs2*L/3/Bsm+Hs1*L/((Bs1+Bs0)/2)+Hs0*
L/Bs0)/1000; 
  
% End inductance 
Llend=q*Np*miu0*(Tw+Bsm)*(Nph*3/Nm)^2/2*log((Tw+Bsm)*sqrt(pi)/(sqrt(2*A
s)))/1000; 
  
% Total leakage inductance 
Ll=Llslot+Llend; 
Xl=2*pi*f*Ll; 
 
% Total self-inductance 
LS = Lsg+Llslot+Llend; 
208 
 
Xg=2*pi*f*Lsg; 
  
%% %%%%% Calculation of copper loss %%%%%%%%%%%%% 
% Resistivity of copper 
pcu=1.68*1e-8; 
  
% End length of one turn, assume full pitch winding 
Lend = pi*(D+ Hs)/Nm ; 
% Lend = 0.55*((0.05*Np/2)*pi*(D+Hs/Np)*Tw/(pi*D/Np)+0.02); 
% Wire length of one turn 
Lwireturn=L*2+Lend*2; 
% Total wire length 
Lwire=Nph*Lwireturn; 
  
% Wire resistance 
Rph=pcu*Lwire/AWire*1000; 
% Armature copper loss 
PCu=Ip^2*Rph*3; 
  
%% %%%%%%%% Calculation of active weight %%%%%%%%%%%% 
  
Msteel=7.8*1e3;                % steel Mass density  
Mcu=8.954*1e3;                 % copper Mass density 
Mpm=7500;                      % mass density of NdFeB  
  
 
% Weight of the stator bore in kilogram 
WSebi=pi*(SOD^2-(SOD-2*S_ebi)^2)/4*L*Msteel*(1e-9); 
  
% Weight of the stator teeth 
WTw=Nm*Tw*Hs*L*Msteel*(1e-9); 
  
% Weight of the rotor yoke 
WRebi=pi*((DiaRYoke+2*R_ebi)^2-DiaRYoke^2)/4*L*Msteel*(1e-9); 
  
% Weight of copper 
WtCopper=3*Lwire*AWire*Mcu*1e-9; 
% Weight of Permanent Magnet 
WtMagnet = Np*((hm2*Wm)+Chord_Area)*L/1000^3*Mpm; 
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%% Calculate penalty function for saturation 
mmfarm = 3*sqrt(2)*Kw*Nph*Ip/(pi*Np/2); 
Barm = miu0*miuR *mmfarm/(eg*1e-3); 
Bmax = Bknee+Barm; 
  
%% Calculation of core loss 
% % Core loss estimation at no load condition% % Loss density W/kg 
Kh = 0.00754373; 
alp = 1.29522; 
bet = 1.79624; 
ke = 3.11146e-5; 
  
% steinment equation 
Los_st = (Kh * f^alp * Bmax^bet + ke*(f*Bmax)^2)* WSebi   ; 
Los_Tw = (Kh * f^alp * Bmax^bet + ke*(f*Bmax)^2) *WTw  ; 
Los_Rbi= (Kh * f^alp * Bmax^bet + ke*(f*Bmax)^2) *WRebi   ; 
  
Pcore = Los_st + Los_Tw ; 
  
% Estimation of windage and friction loss 
Pwf=0; 
  
%% Magnet protection from demagnetization 
% Rated condition 
Bk=0; 
% demagnetisation current 
I_demag=Np*pi/(6*miu0*Kw*Nph)*(Br*hm/1000 - Bk*(g+hm)/1000);  
  
% maximum allowable rms stator phase current before demagnetization 
dmg_rated=Ip/I_demag;  % demagnetization indicator. dmg_inc<1, no 
demagnetization 
dmgrL=0.9;   % trigger of demagnetization at rated condition 
sldmgr=10; 
pelDmgr=linpenalty(dmg_rated,[dmgrL sldmgr]); % penalty function for 
demagnetization at rated condition 
dmg_short=(8/pi*alphap*Br*hm/1000)/(Br*hm/1000-Bk*(g+hm)/1000)-1; 
dmg_shortinc=dmg_short/(Xl/Xg);    % the 
machine is safe when Xl/Xm is larger than dmg_short, or dmg_shortinc<1 
dmgsL=1;    % lower bound to rigger 
sldmgs=10;   % slope 
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pelDmgs=linpenalty(dmg_shortinc, [dmgsL sldmgs]); % penalty function for 
demagnetization at short circuit 
  
I_LR = Vt/( Rph+Xl);                 % locked rotor current  
MMF_LR = 3*sqrt(2)/pi*Kw*Nph*I_LR/(Np/2); 
  
%% Constraints 
  
% constrain on saturation 
if Bmax > 1.6 
    pelSat = 1; 
else 
    pelSat =0; 
end 
% constrain on magnet weight 
if WtMagnet > 0.53 
    pelMwt = 1; 
else 
    pelMwt = 0; 
end 
  
%% Performance indices 
Volume=pi*(SOD)^2/4*L/1000^3*1000;          % machine Volume  
Weight=WSebi+WTw+WtCopper+WRebi+WtMagnet;   % Total weight 
Eff=Pout/(Pout+PCu+Pcore+Pwf)*100;           % Efficiency 
 
%% Objective Function 
% sum of penalty function 
penaltysum = 1000*(pelSat+pelMwt +pelDmgr+ pelDmgs);%% +hm_pen +Pel_J 
output = Weight + 20*WtMagnet+ (100-Eff) + 10*Volume +penaltysum;  % 
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%%%  Function to calculate number of stator turns 
  
function FFEM=turnperphase(Nph) 
global Nm Np D BFgap   hm g  f  q Kw  L Pout kcarter miu0 miuR Hs0 Hs1 Bs0 
Bs1 Bs2 Hs2 Tw Vt ; 
  
% rms value of induced back emf 
E=4.44*f*Nph*Kw*BFgap*2/pi*pi*D*L/Np/1000^2; 
  
% rms value of armature current 
I=Pout/3/E; 
  
% %Magnetising inductance 
gp=g+hm/miuR; 
  
% Carter Coefficient 
gamma=4/pi*(Bs0/2/gp*atan(Bs0/2/gp)-1/2*log(1+(Bs0/2/gp)^2)); 
  
taos=(pi*D/Nm)- Bs0; 
kcarter=taos/(taos-gamma*gp); 
  
Lm=3/pi*(q*Nph/q/(Np/2)*Kw)^2*miu0/((g+hm/miuR)*kcarter)*D*L/1000;  
  
% Temporary value for Bs2 
Bs2=1.5*Bs1; 
wsb=(Bs1+Bs2)/2; 
  
% Temperary value for Hs2 
Hs2=2*Tw; 
Llslot=q*Np*(Nph*3/Nm*2)^2*miu0*(Hs2*L/3/wsb+Hs1*L/((Bs1+Bs0)/2)+Hs0*
L/Bs0)/1000; 
%Approximation of end slot leakage inductance 
Llend=0.05*Llslot; 
Ll=Llslot+Llend; 
FEFM=(E+0.2*I)^2+(2*pi*f)^2*(Lm+Ll)^2*I^2 -Vt^2; 
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 %%% Function to calculate slot height 
 
  
function SlotH = tlength(Hss) 
global Nm D Hs0 Hs1 Bs1 Bs2 Rs As Hs2 Tw ; 
Hs2=Hss-Hs0-Hs1; 
Bs2=((D/2+Hs2+Hs1+Hs0)*tan(pi/Nm)-Tw/2/cos(pi/Nm))*2; 
Bs1=((D/2+Hs0+Hs1)*tan(pi/Nm)-Tw/2/cos(pi/Nm))*2; 
Aslottotal=(Bs1+Bs2)*Hs2/2+(Bs2-2*Rs)*Rs+pi*Rs^2/2; 
SlotLiner=0.001; 
WedgeThick=0.001; 
LayIns=0.001; 
AslotWire=Aslottotal-Hs2*LayIns-Bs2*LayIns-
(2*Bs1+Bs2+2*Hs2/cos(pi/Nm))*SlotLiner-Bs1*WedgeThick; 
SlotH=AslotWire-As; 
 
  
  
  
  
  
  
  
 
 
  
  
 
 
 
 
 
 
