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coupled system of nonlinear Schrödinger
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Abstract. The existence, uniqueness and regularity of the generalized local solution and
the classical local solution to the periodic boundary value problem and Cauchy problem
for the multidimensional coupled system of a nonlinear complex Schrödinger equation
and a generalized IMBq equation
iεt +∇2ε − uε = 0,
utt −∇2u − a∇2utt = ∇2f(u) +∇2(|ε|2)
are proved.
Keywords: coupled system of nonlinear Schrödinger equation and generalized IMBq,
multidimensional, periodic boundary value problem, Cauchy problem, generalized local
solution, classical local solution
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1. Introduction
In [1], [2] the problems of soliton solutions for the Schrödinger field interacting
with the Boussinesq field have been studied and an approximate solution of system


















have been found, where δ > 0 is a constant. The exact soliton solutions of
the above system were obtained in [3]–[5] by various techniques. In [2] author
suggested that the Boussinesq equation (1.2) (which we call Bq-equation) was
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and the soliton solutions of system (1.1), (1.3) were obtained. A modification of















which we call the IMBq equation. The IMBq equation with several variables
(see [2]) is
(1.4)′ utt −∇2utt −∇2u = ∇2u3.
In this paper, we study the system of the multidimensional Schrödinger field
interacting with real generalized IMBq field
iεt +∇2ε− uε = 0,(1.5)
utt −∇2u− a∇2utt = ∇2f(u) +∇2(|ε|2),(1.6)
where ε(x, t) denotes complex unknown function of variables x = (x1, x2, · · · , xn)









, a > 0 is a constant, i =
√
−1 and f(s) is a given
nonlinear function.
Let Ω ⊂ Rn be an n-dimensional cube with width 2D(D > 0) in each direction,
that is Ω = {x = (x1, x2, · · · , xn)| |xj | ≤ D, j = 1, 2, · · · , n}, x + 2Dej denotes
(x1, · · · , xj−1, xj + 2D,xj+1, · · · , xn) (j = 1, 2, · · · , n) and QT = {x ∈ Ω, 0 ≤
t ≤ T }. For the system (1.5), (1.6), we discuss its periodic boundary value
problem in the (n+ 1)−dimensional cylindrical domain QT
ε(x, t) = ε(x+ 2Dej , t), u(x, t) = u(x+ 2Dej , t), j = 1, 2, · · · , n,(1.7)
ε(x, 0) = ε0(x), u(x, 0) = ϕ(x), ut(x, 0) = ψ(x),(1.8)
where ε0(x), ϕ(x) and ψ(x) are given functions of n-dimensional initial value,
satisfying the periodic boundary conditions (1.7). For the system (1.5), (1.6) we
also study the Cauchy problem
(1.9) ε(x, 0) = ε0(x), u(x, 0) = ϕ(x), ut(x, 0) = ψ(x),
where ε0(x), ϕ(x) and ψ(x) are given functions defined in R
n.
In Section 2 the existence and uniqueness of the generalized local solution and
the classical local solution of the periodic boundary value problem (1.5)–(1.8)
are proved. Moreover the regularity of the classical local solution of the problem
(1.5)–(1.8) is considered. In Section 3 the existence, uniqueness and regularity
of the generalized local solution and the classical local solution of the Cauchy
problem (1.5), (1.6), (1.9) are proved.
For simplicity, let a = 1 in (1.6). We prove only the existence, uniqueness and
regularity of the generalized local solutions and the classical local solution for the
2-dimensional problem, because we can treat the n-dimensional problem by the
method of the 2-dimensional case.
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2. Periodic boundary value problem (1.5)–(1.8)
We first establish an orthonormal base on L2(Ω).
Lemma 2.1 ([6], [7]). Let Ω1 ⊂ Rn and ∧ ⊂ Rm be measurable sets. If {ϕj}j∈J
and {χk}k∈K (J and K are the index sets) are orthonormal bases in L2(Ω1)
and L2(∧) respectively, then the system of functions {ϕj(x)χk(y)}j∈J,k∈K is an
orthonormal base in L2(Ω1 × ∧).
It is clear that Lemma 2.1 is valid for the case of any finite orthonormal bases.
Let us consider the eigenvalue problem for the ordinary differential equation
{
y′′ + λy = 0,
y(x1 + 2D) = y(x1).







(l = 0, 1, · · · ) and the family









sinαlx1, l = 1, 2, · · ·
}
,















sinβjx2, j = 1, 2, · · ·
}
of the periodic boundary value
problem z′′+λz = 0, z(x2+2D) = z(x2).{zj(x2)} composes an orthonormal base.
According to Lemma 2.1, the family of functions {yl(x1)zj(x2), l, j = 0, 1, · · · }
composes an orthonormal base in L2(Ω).
Let (ε(x, t), u(x, t)) be the solution of the problem (1.5)–(1.8), with ε(x, t) =∑∞
l,j=0Llj(t)yl(x1)zj(x2) and u(x, t) =
∑∞
l,j=0 Tlj(t)yl(x1)zj(x2). The initial
value functions may be expressed ε0(x) =
∑∞
l,j=0 εljyl(x1)zj(x2), ϕ(x) =∑∞
l,j=0 ϕljyl(x1)zj(x2) and ψ(x) =
∑∞
l,j=0 ψljyl(x1)zj(x2), where εlj are com-
plex numbers, ϕlj , ψlj are real numbers.
Substituting the expressions of ε(x, t) and u(x, t) into the system (1.5), (1.6), mul-
tiplying both sides of (1.5) and (1.6) by yl(x1)zj(x2) respectively and integrating
over Ω, we get
(2.1) iL̇lj − (α2l + β2j )Llj −
∫
Ω
uεyl(x1)zj(x2) dx = 0,
(2.2)
(1 + α2l + β
2








yl(x1)zj(x2) dx = 0, l, j = 0, 1, · · · .
Substituting the expressions of ε(x, t), u(x, t), ε0(x), ϕ(x) and ψ(x) into the initial
conditions (1.8), we obtain




dtTlj(t), etc. Hence Llj(t) and Tlj(t) satisfy the infinite system of
ordinary differential equations (2.1)–(2.3). Let us now prove the existence of the
solution for the initial value problem (2.1)–(2.3). For this purpose, we shall first
consider the existence of the solution for the following initial value problem of a
finite system of ordinary differential equations




(1 + α2l + β
2








(∇2f(uN ) +∇2(|εN |2))yl(x1)zj(x2) dx,
LNlj(0) = εlj , TNlj(0) = ϕlj , ṪNlj(0) = ψlj , l, j = 0, 1 · · · , N,(2.6)
where εN (x, t) =
∑N
l,j=0LNlj(t)yl(x1)zj(x2) and uN (x, t) =∑N
l,j=0 TNlj(t)yl(x1)zj(x2). In order to use Leray-Schauder’s fixed-point argu-
ment we are also going to consider the following initial value problem of the finite
system of ordinary differential equations with the parameter θ




(1 + α2l + β
2








(∇2f(uN ) +∇2(|εN |2))yl(x1)zj(x2) dx,
LNlj(0) = θεlj , TNlj(0) = θϕlj ,(2.9)
ṪNlj(0) = θψlj , l, j = 0, 1 · · · , N, 0 ≤ θ ≤ 1.
Lemma 2.2. Suppose that the following conditions are satisfied.
1. f ∈ C5, |f (j)(s)| ≤ Kj |s|P+(5−j) (j = 1, 2, 3, 4, 5), where
Kj(j = 1, 2, 3, 4, 5) are constants, p ≥ 1 is a natural number and (j) denotes the
order of derivatives.
2. (L(t), T (t)) is the solution of the system (2.4), (2.5), where































































where K6 > 0 is a constant independent of θ, D and N .

















j )LNlj , summing up the products for l, j = 0, 1, · · · , N and taking the






















where LNlj is the conjugate number of LNlj and 〈u, v〉 =
∫
Ω u(x)v(x) dx.












































‖ · ‖L2(Ω) = ‖ · ‖, ‖ · ‖L∞(Ω) and ‖ · ‖Hm(Ω) denote the norm of the space L2(Ω),
L∞(Ω) and Sobolev space Hm(Ω) respectively.
20 Chen Guowang
















〈uNxh1xm2 t, uNxh1xm2 t〉+ 〈uN , uN 〉+
2∑
j=1





〈uNxh1xm2 , uNxh1xm2 〉+
2∑
j=1
〈uNx5j , uNx5j 〉




〈εNxh1xm2 , εNxh1xm2 〉+ 1,


















2 , j = 1, 2,(2.16)
‖uNxjxk‖, ‖uNxjxk‖L∞(Ω) ≤ C5(EN (t))
1









‖L∞(Ω) ≤ C6(EN (t))
1
2 ,(2.18)









‖L∞(Ω) ≤ C7(EN (t))
1
2 ,(2.19)
j + k = 4, j, k = 0, 1, 2, 3, 4.
Similarly we can obtain
‖εN‖L∞(Ω), ‖εNxj‖, ‖εNxj‖L∞(Ω) ≤ C8(EN (t))
1
2 , j = 1, 2,(2.20)
‖εNxjxk‖, ‖εNxjxk‖L∞(Ω) ≤ C9(EN (t))
1









‖L∞(Ω) ≤ C10(EN (t))
1
2 ,(2.22)









‖L∞(Ω) ≤ C11(EN (t))
1
2 ,(2.23)
j + k = 4, j, k = 0, 1, 2, 3, 4.
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Using the assumptions of Lemma 2.2, Hölder inequality and the inequalities









+ u2Nx2) + f




















By means of integration by parts, Hölder inequality, inequalities (2.15)–(2.19) and
the assumptions of the lemma, we have









|〈∇2f(uN ), uNx41x42t + uNx21x62t + uNx81t + uNx82t〉| ≤ C15(EN (t))
p+6
2 ,(2.26)








〉| ≤ C16(EN (t))
3
2 .(2.27)
Integrating by parts and using inequalities (2.15)–(2.23) we get
(2.28)









































(2.29) |Im〈uNεN , εNx61x42 + εNx81x22 + εNx21x82 + εNx101 + εNx102 〉| ≤ C18(EN (t))
1
2 .
Observe that p ≥ 1 and it follows (2.11) from (2.13) and (2.24)–(2.29). The proof
is thus completed. 
It is easy to prove the following lemma by (2.11)
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Lemma 2.3. Under the conditions of Lemma 2.2, if
lim
N→∞





























































|εlj |2 + 1 <∞,
then EN (t) ≤ b/(1−K6(p+4)2 b(p+4)/2t)2/(p+4) is uniformly bounded (letM be the
bound) and independent of N and D in any closed subinterval 0 ≤ t ≤ t1 < tb,
where tb = 2/[K6(p+ 4)b
p+4
2 ].
It is easy to prove the following lemma by Lemma 2.3 and Leray-Schauder’s
fixed-point theorem [9] as in [10].
Lemma 2.4. Under the conditions of Lemma 2.3, there is a solution of the initial
value problem (2.4)–(2.6) of the finite system of ordinary differential equations in
[0, t1], here 0 < t1 < tb.
From the Ascoli-Arzelà theorem we have
Corollary 2.1. Under the conditions of Lemma 2.4 and for the sequences
{LNlj}Nl,j=0 and {TNlj}Nl,j=0 (N = 1, 2, · · · ) of the solution for the initial value
problem (2.4)–(2.6), there are convergent subsequences {LNslj}Nsl,j=0 and
{TNslj}
Ns
l,j=0 respectively. As Ns → ∞, then
LNslj → Llj , TNslj → Tlj , ṪNslj → Ṫlj (l, j = 0, 1, · · · )
uniformly in [0, t1].
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lj (h,m = 2, 4, 6, 8, h +m = 10) are convergent
and uniformly bounded (let M be the bound) in [0, t1].






j |Llj|2 (J is a natural number). Ob-
viously SJ+1 > SJ . Fixing J , taking Ns(> J) sufficiently large and using the













j |LNslj |2 ≤ 1 + ENs(t).
Since the functions ENs(t) are bounded and independent of Ns in [0, t1], then SJ






j |Llj |2 is convergent and bounded
in [0, t1]. Using the same method we can prove the other conclusions. The lemma
is proved. 
Corollary 2.2. Under the conditions of Lemma 2.3, there exists a constant
M1 > 0, such that
‖ε‖H5(Ω) + ‖u‖H5(Ω) + ‖ut‖H5(Ω) ≤M1,
‖ε‖C3,λ(Ω) + ‖u‖C3,λ(Ω) + ‖ut‖C3,λ(Ω) ≤M1






Lemma 2.6. Under the conditions of Lemma 2.3, εNs → ε, εNsxl → εxl
(l = 1, 2), uNs → u, uNsxl → uxl (l = 1, 2) and uNst → ut(Ns → ∞) uni-
formly in Qt1 , where εNs(x, t) =
∑Ns
l,j=0LNslj(t)yl(x1)zj(x2) and uNs(x, t) =∑Ns
l,j=0 TNslj(t)yl(x1)zj(x2).
Proof: Let LNslj ≡ 0 (l, j > Ns). From Lemma 2.5 it follows that

































Observe Corollary 2.1. We can make the right side of the above inequality small
by first choosing m and then choosing Ns, then εNs(x, t) → ε(x, t) uniformly in
Qt1 , as Ns → ∞. uNs → u, uNsxl → uxl (l = 1, 2) and uNst → ut (Ns → ∞) are
proved in a similar manner. Lemma 2.6 is proved. 
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Theorem 2.1. Under the conditions of Lemma 2.3, (Llj(t), Tlj(t)) is a solution
of the initial value problem (2.1)–(2.3) in 0 ≤ t ≤ t1 < tb, where Llj(t) =
limNs→∞ LNslj(t), Tlj(t) = limNs→∞ TNslj(t) and (LNslj(t), TNslj(t), l, j =
0, 1, · · · , Ns) being solution of the initial value problem (2.4)–(2.6).
Proof: The functions LNslj(t) and TNslj(t) satisfy the system of the Volterra
integral equations
(2.30)
iLNslj = iεlj +
∫ t
0
{(α2l + β2j )LNslj
+〈uNsεNs , yl(x1)zj(x2)〉} dτ ≡ iεlj +HNslj ,
(1 + α2l + β
2








(t− τ)[(α2l + β2j )TNslj − 〈∇2f(uNs) +∇2(|εNs |2), yl(x1)zj(x2)〉] dτ
≡ (1 + α2l + β2j )(ϕlj + ψljt)− FNslj , l, j = 0, 1, · · · , Ns.
The aim is to show that the functions εlj(t) and Tlj(t) satisfy a similar system,
indeed, by using of (2.30) and (2.31) we have
(2.32)
|iLlj − iεlj −Hlj | ≤ |iLlj − iLNslj |+ |HNslj −Hlj |
≤ |Llj − LNslj |+ (α2l + β2j )t1‖Llj − LNslj‖C[0,t1]
+ t1‖〈uε− uNsε, yl(x1)zj(x2)〉‖C[0,t1]
+ t1‖〈uNsε− uNsεNs , yl(x1)zj(x2)〉‖C[0,t1],
(2.33)
|(1 + α2l + β2j )Tlj − (1 + α2l + β2j )(ϕlj + ψljt) + Flj |
≤ (1 + α2l + β2j )|Tlj − TNslj |+ |Flj − FNslj |
≤ [1 + α2l + β2j + (α2l + β2j )t21]‖Tlj − TNslj‖C[0,t1]
+ t21[‖〈f(u)− f(uNs), y′′l zj + ylz′′j 〉‖C[0,t1]









(t− τ)[(α2l + β2j )Tlj − 〈∇2f(u) +∇2(|ε|2), yl(x1)zj(x2)〉] dτ.
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From Corollary 2.1 and Lemma 2.6 it follows that the right side of (2.32) and
(2.33) approaches zero as Ns → ∞. Therefore (Llj(t), Tlj(t)) is a solution of the
integral equations
iLlj = iεlj +Hlj ,
(1 + α2l + β
2




j )(ϕlj + ψljt)− Flj , l, j = 0, 1, · · · .
Differentiating the above first formula with respect to t and differentiating the
above second formula twice with respect to t we get the conclusion of the theorem.
Theorem 2.1 is proved. 
Lemma 2.7 [11]. Suppose that H(z0, z1, · · · , zl) is k-times (k ≥ 1) continuously
differentiable with respect to variables z0, z1, · · · , zl and zj(x, t) ∈ L∞(Q̃T ) ∩
L2([0, T ];H









L2(eΩ) ≤ C(M,k, l) l∑j=1 ‖zj‖2Hk(eΩ),
where M = maxj=0,1,··· ,lmax(x,t)∈ eQT |zj(x, t)|, Q̃T = {x = (x1, · · · , xn) ∈ Ω̃ ⊂
Rn, t ∈ [0, T ]}, Ω̃ is a bounded domain in Rn, k̃ = (k1, · · · , kn), kj ≥ 0, |k̃| = k =∑n
j=1 kj .
Theorem 2.2. Suppose that the conditions of Lemma 2.3 are satisfied and
ε0(x), ϕ(x), ψ(x) ∈ H6(Ω). Then there exists a classical solution ε(x, t) =∑∞
l,j=0Llj(t)yl(x1)zj(x2), u(x, t) =
∑∞
l,j=0 Tlj(t)yl(x1)zj(x2) of the problem
(1.5)–(1.8) in Qt1 .












ψ(x)yl(x1)zj(x2) dx, l, j = 0, 1, · · ·
and they satisfy the condition b < ∞. In this case Theorem 2.1 guarantees the
existence of a solution of the initial value problem (2.1)–(2.3) in 0 ≤ t ≤ t1 < tb
and we have




j )Llj + 〈uε, ylzj〉,
(2.36)
(1 + α2l + β
2
j )T̈lj = −(α2l + β2j )Tlj
+〈f(u) + |ε|2, y′′l zj + ylz′′j 〉, l, j = 0, 1, · · ·
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in [0, t1]. It follows from the finite system (2.4)–(2.6) of ordinary differential
equations that




j )LNslj + 〈uNsεNs , ylzj〉,
(2.38)
(1 + α2l + β
2
j )T̈Nslj = −(α2l + β2j )TNslj
+〈f(uNs) + |εNs |2, y′′l zj + ylz′′j 〉, l, j = 0, 1, · · · , Ns.
Since LNslj and TNslj converge uniformly to Llj and Tlj (l, j = 0, 1, · · · ) in [0, t1]
as Ns → ∞, and εNs , uNs , uNsxj (j = 1, 2) and uNst converge uniformly to ε,
u, uxj (j = 1, 2) and ut respectively in Qt1 , as Ns → ∞, it follows from (2.35),
(2.36) and (2.37), (2.38) that L̇Nslj → L̇lj and T̈Nslj → T̈lj uniformly in [0, t1] as
Ns → ∞.





















j )LNlj , summing up the products for l, j = 0, 1, · · · , N and taking the
























































































[∇2f(uN ) +∇2(|εN |2)], uNx21x42t + uNx62t〉
∣∣∣.





[∇2f(uN ) +∇2(|εN |2)], uNx61t + uNx62t + uNx21x42t + uNx41x22t〉
∣∣∣










[∇2f(uN ) +∇2(|εN |2)], uNx21x42t + uNx62t〉
∣∣∣



































≤ C22(‖uN‖2H6(Ω) + ‖εN‖
2
H6(Ω)).






2 + ‖uNxh1xm2 t‖
2 + ‖εNxh1xm2 ‖
2) ≤ C23, t ∈ [0, t1].
Hence, from Corollary 2.2 and (2.45) it follows that
(2.46) ‖uN‖H6(Ω) + ‖uNt‖H6(Ω) + ‖εN‖H6(Ω) ≤M2, t ∈ [0, t1].





















lj (h,m = 4, 6, 8, h +












, l, j = 1, 2, · · · , t ∈ [0, t1].
From the inequality































it follows that εNsx21
→ εx21 uniformly in Qt1 as Ns → ∞. Using the same method
we can prove that εNsx22
→ εx22 , εNsx1x2 → εx1x2 , uNsx21 → ux21 , uNsx1x2 →
ux1x2 , uNsx22
→ ux22 , uNsx1t → ux1t, uNsx2t → ux2t, uNsx21t → ux21t, uNsx22t →
ux22t
, and uNsx1x2t → ux1x2t uniformly in Qt1 , as Ns → ∞.































































|L̇Nlj |2 ≤ C25, t ∈ [0, t1].















































T 2Nlj + ‖uN‖2H6(Ω)
+ ‖εN‖H6(Ω)
]
≤ C27, t ∈ [0, t1],
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, l, j = 1, 2, · · · , t ∈ [0, t1].
Using the above method we can prove that εNst → εt and uNsx21t2 → ux21t2
uniformly in Qt1 , as Ns → ∞. Using the same method we can prove that
uNsx22t2
→ ux22t2 , uNst2 → ut2 uniformly in Qt1 , as Ns → ∞.
Thus if the nonlinear operators defined by (1.5) and (1.6) respectively are ap-





l,j=0 Tlj(t)yl(x1)yj(x2), the results are two functions, say F (x, t) and
G(x, t), which are certainly continuous. Thus it is enough to prove F (x, t) ≡
0 and G(x, t) ≡ 0, because for all l, j, 〈F (x, t), yl(x1)zj(x2)〉 is just the left
side of (2.1) and 〈G(x, t), yl(x1)zj(x2)〉 is just the left side of (2.2). Therefore
〈F (x, t), yl(x1)yj(x2)〉 ≡ 0, 〈G(x, t), yl(x1)zj(x2)〉 ≡ 0. Noticing that
{yl(x1)zj(x2), l, j = 0, 1, · · · } is an orthonormal base, we have F (x, t) ≡ 0 and
G(x, t) ≡ 0. Thus (ε(x, t), u(x, t)) is a classical solution of the problem (1.5)–(1.8),
where ε(x, t) =
∑∞
l,j=0Llj(t)yl(x1)zj(x2), u(x, t) =
∑∞
l,j=0 Tlj(t)yl(x1)zj(x2).
Theorem 2.2 is proved. 
It is easy to prove the following theorem as in [10].
Theorem 2.3. Suppose that f ∈ C3, ε0(x), ε̃0(x) ∈ H1(Ω), ϕ(x), ϕ̃(x), ψ(x),
ψ̃(x) ∈ H2(Ω). Let (ε(x, t), u(x, t)) and (ε1(x, t), u1(x, t)) be two different clas-
sical local solutions corresponding to ε0(x), ϕ(x), ψ(x) and ε̃0(x), ϕ̃(x), ψ̃(x),
respectively, of the problem (1.5)–(1.8) in Qt1 . Then for any ε > 0 there exists a
δ > 0, such that if ‖ε0 − ε̃0‖H1(Ω) + ‖ϕ− ϕ̃‖H2(Ω) + ‖ψ − ψ̃‖H2(Ω) < δ, we have
(2.50)
‖ε− ε1‖H2(Ω) + ‖εt − ε1t‖H1(Ω) + ‖u− u1‖H2(Ω) + ‖ut − u1t‖H2(Ω)
+ ‖utt − u2tt‖H2(Ω) < ε, 0 ≤ t ≤ t1.
Corollary 2.3. Under the conditions of Theorem 2.3, the solution of the problem
(1.5)–(1.8) in Qt1 is unique.
Now, we are going to consider the regularity of the solution for problem (1.5)–
(1.8).
Lemma 2.8. If f(s) ∈ Ck(R) and ε0(x), ϕ(x), ψ(x) ∈ Hk(Ω) (k ≥ 7, the case of
k ≤ 6 was proved), then
(2.51) ‖εN‖Hk(Ω) + ‖uN‖Hk(Ω) + ‖uNt‖Hk(Ω) ≤M5, t ∈ [0, t1],
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where M5 is a constant independent of N .






































j ṪNlj and summing




































































































































, when k is an odd number;









k, k−2, · · · , k−2
(
k−3






when k is an even number.





[∇2f(uN ) +∇2(|εN |2)],
∑∗uNxh1xm2 t〉
∣∣∣









[∇2f(uN ) +∇2(|εN |2)],
∑∗∗uNxh1xm2 t〉
∣∣∣























≤ C30(‖uN‖2Hk(Ω) + ‖εN‖
2
Hk(Ω)).
Substituting (2.55)–(2.57) into (2.54) and by means of Gronwall’s inequality, we
get (2.51). Lemma 2.8 is proved. 
Lemma 2.9. Under the conditions of Lemma 2.8, if k = 2r+ ξr (ξr ≥ 0, r ≥ 1),
then there are estimates
sup
0≤t≤t1
‖εNtβ‖Hk−2β(Ω) ≤ C31, β = 1, 2, · · · , r,(2.58)
sup
0≤t≤t1
‖uNtβ+1‖Hk−2(β−1)(Ω) ≤ C32, β = 1, 2, · · · , r,(2.59)
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where constants C31 and C32 are independent of N .
Proof: By mathematical induction we prove that (2.58) and (2.59) hold. Multi-






j L̇Nlj , summing up











































Integrating by parts with respect to x and using Cauchy’s inequality, Lemma 2.7
and (2.51), from (2.60) we can obtain (2.58) for β = 1.







summing up the products for l, j = 0, 1, · · · , N we obtain
(2.61)

















































Integrating by parts with respect to x and using Cauchy’s inequality,
Lemma 2.7 and (2.51), from (2.61) we can obtain (2.59) for β = 1.
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Assume that (2.58) and (2.59) hold for β. We are going to prove that (2.58)
and (2.59) hold for β + 1. Differentiating (2.4) β times with respect to t, mul-






j LNljtβ+1, summing up the products for l, j = 0, 1, · · · , N , integrating by









































Integrating by parts with respect to x and using Cauchy’s inequality,
Lemma 2.7, (2.51) and the assumptions of the mathematical induction, we obtain
(2.58) for β + 1.
Differentiating (2.5) β times with respect to t, multiplying both sides of the







up the products for l, j = 0, 1, · · · , N and integrating by parts, we obtain
(2.63)





















































Using the same method as above, from (2.63) we can obtain (2.59) for β + 1.
Lemma 2.9 is proved. 
It is easy to prove that the following theorem is valid by Lemmas 2.8, 2.9 and
the compactness theorem.
Theorem 2.4. Suppose that f(s) ∈ Ck(R), |f (j)(s)| ≤ Kj |s|p+(5−j) (j =
1, 2, 3, 4, 5, p ≥ 1) and ε0(x), ϕ(x), ψ(x) ∈ Hk(Ω). If k = 2r + ξr (ξr ≥
0, r ≥ 1), then the solution (ε(x, t), u(x, t)) of the problem (1.5)–(1.8) has ge-
neralized derivatives DαxD
β
t ε (0 ≤ |α| + 2β ≤ k), DαxD
β
t u (0 ≤ |α| ≤ k, β = 0, 1;
0 ≤ |α| + 2(β − 2) ≤ k, β = 2, 3, · · · , r) and continuous derivatives DαxDβt ε
(0 ≤ |α| + 2(β + 1) ≤ k − 2) and DαxDβt u (0 ≤ |α| ≤ k − 2, β = 0, 1; 0 ≤







, α = (α1, α2),






Remark 2.1. Obviously, after obtaining the integral estimates (2.51), (2.58) and
(2.59) of the approximate solution for the problem (1.5)–(1.8), we can obtain the
existence and regularity of the generalized local solution (when k ≥ 5) and the
classical local solution (when k ≥ 6) for the problem (1.5)–(1.8) by the compact-
ness theorem, too.
3. Cauchy problem (1.5), (1.6), (1.9)
In this section, we are going to consider the Cauchy problem (1.5), (1.6), (1.9).
Theorem 3.1. Suppose that the condition (1) of Lemma 2.2 is satisfied and
ε0(x), ϕ(x), ψ(x) ∈ Hk(R2). If k ≥ 5, then there exists a unique generalized local
solution (ε(x, t), u(x, t)) of the Cauchy problem (1.5), (1.6), (1.9) in [0, t∗] × R2,
where 0 < t∗ < tb∗ ,






























tb∗ = 2/[K6(p+ 4)b
∗(p+4)/2] and ‖ · ‖ = ‖ · ‖L2(R2). If k ≥ 6, then there exists a
unique classical local solution (ε(x, t), u(x, t)) of the Cauchy problem (1.5), (1.6),
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(1.9) in [0, t∗] × R2. The solution (ε(x, t), u(x, t)) of the Cauchy problem (1.5),
(1.6), (1.9) has the same regularities as in Theorem 2.4.
Proof: Let us take a real sequence {Ds} (Ds > 1) such that Ds → ∞, as
s → ∞. For every s, let us construct periodic functions ε0s(x), ϕs(x) and ψs(x)
with period 2Ds, such that
(1) ε0s, ϕs, ψs ∈ Hk(Ωs), where Ωs = {x ∈ (x1, x2) | |xj | ≤ Ds, j = 1, 2},
(2) ε0s(x) = ε0(x), ϕs(x) = ϕ(x), ψs(x) = ψ(x), as x ∈ [−(Ds − 1), Ds − 1]×
[−(Ds − 1), Ds − 1] = Ω̃s.
Then
‖ε0sxh1xm2 ‖L2(eΩs) ≤ ‖ε0xh1xm2 ‖, (h+m = k, h,m = 0, 1, · · · , k),
‖ϕsxh1xm2 ‖L2(eΩs) ≤ ‖ϕxh1xm2 ‖, (h+m = k, h,m = 0, 1, · · · , k),
‖ψsxh1xm2 ‖L2(eΩs) ≤ ‖ψxh1xm2 ‖, (h+m = k, h,m = 0, 1, · · · , k).
We consider the following periodic boundary value problem
iεt +∇2ε− uε = 0,(3.1)
utt −∇2u−∇2utt = ∇2f(u) +∇2(|ε|2),(3.2)
ε(x, t) = ε(x+ 2Dsej , t), u(x, t) = u(x+ 2Dsej , t), j = 1, 2,(3.3)
ε(x, 0) = ε0(x), u(x, 0) = ϕ(x), ut(x, 0) = ψ(x).(3.4)
Let {yl(x1)} be an orthonormal base of eigenfunctions of the following boundary
value problem of an ordinary differential equation
y′′ + λy = 0, y(x1) = y(x1 + 2Ds),







, (l = 0, 1, · · · ) and {zj(x2)} be an
orthonormal base of eigenfunctions of the following boundary value problem
z′′ + λz = 0, z(x2) = z(x2 + 2Ds),






, (j = 0, 1, · · · ). According to
Lemma 2.1, the family of functions {yl(x1)zj(x2), l, j = 0, 1, · · · } composes an
orthonormal base in L2(Ωs).
Suppose that the approximate solution of the problem (3.1)–(3.4) is (εNs(x, t)
=
∑Ns
l,j=0LNslj(t)yl(x1)zj(x2), uNs(x, t) =
∑Ns
l,j=0 TNslj(t)yl(x1)zj(x2)), where
LNslj(t) and TNslj(t) are the coefficients to be determined. The coefficients should
satisfy the initial value problem
〈iεNst +∇2εNs − uNsεNs , ylzj〉 = 0,(3.5)
〈uNstt −∇2uNs −∇2uNstt − (∇2f(uNs) +∇2(|εNs |2), ylzj〉 = 0,(3.6)
LNslj(0) = 〈ε0s, ylzj〉, TNslj(0) = 〈ϕs, ylzj〉,




















































j )|LNslj |2] + 1.
It follows that for any s, limNs→∞ENs(0) = bs < b
∗. Hence tb∗ ≤ tbs . By the
same method as above for obtaining the estimates (2.51), (2.58) and (2.59) and
by imbedding theorem we have
‖εNs‖Hk(Ωs) + ‖uNs‖Hk(Ωs) + ‖uNst‖Hk(Ωs) ≤ C33, t ∈ [0, tb∗ ],(3.8)
‖εNs‖Ck−2,λ(Ωs) + ‖uNs‖Ck−2,λ(Ωs) + ‖uNst‖Ck−2,λ(Ωs) ≤ C34,(3.9)
t ∈ [0, tb∗ ],
‖εNstβ‖Hk−2β(Ωs) ≤ C35, β = 1, 2, · · · , r, t ∈ [0, tb∗ ],(3.10)
‖εNstβ‖Ck−2(β+1),λ(Ωs) ≤ C36, β = 1, 2, · · · , r, t ∈ [0, tb∗ ],(3.11)
‖uNstβ+1‖Hk−2(β−1)(Ωs) ≤ C37, β = 1, 2, · · · , r, t ∈ [0, tb∗ ],(3.12)
‖uNstβ+1‖Ck−2β,λ(Ωs) ≤ C38, β = 1, 2, · · · , r, t ∈ [0, tb∗ ],(3.13)
where constants Cj (j = 33–38) are independent of Ns and Ds, 0 < λ < 1,
k = 2r + ξr (ξ ≥ 0, r ≥ 1).
If k = 5, then from (3.8)–(3.13) we obtain
(3.14)
‖εNs‖H5(Ωs) + ‖εNst‖H3(Ωs) + ‖uNs‖H5(Ωs) + ‖uNst‖H5(Ωs)
+ ‖uNst2‖H5(Ωs) ≤ C39 t ∈ [0, tb∗ ],
(3.15)
‖εNs‖C3,λ(Ωs) + ‖εNst‖C1,λ(Ωs) + ‖uNs‖C3,λ(Ωs) + ‖uNst‖C3,λ(Ωs)
+ ‖uNst2‖H3,λ(Ωs) ≤ C40 t ∈ [0, tb∗ ],
where the constants C39, C40 are independent of Ns and Ds. By virtue of
(3.15) and the Ascoli-Arzelà theorem, we can select from ({εNs}, {uNs}) a sub-
sequence, still denoted by ({εNs}, {uNs}), such that when Ns → ∞, the sub-
sequences {DαxεNs} (0 ≤ |α| ≤ 1), {DαxuNs} (0 ≤ |α| ≤ 3) and {DαxuNst}
(0 ≤ |α| ≤ 3) uniformly converge to the limit functions {Dαxεs} (0 ≤ |α| ≤ 1),
{Dαxus} (0 ≤ |α| ≤ 3) and {Dαxust} (0 ≤ |α| ≤ 3) in Ωs × [0, tb∗ ] respectively.
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The estimate (3.14) still holds for the above subsequence ({εNs}, {uNs}). Hence
we can select from ({εNs}, {uNs}) a subsequence, still denoted by ({εNs}, {uNs}),
such that when Ns → ∞, the subsequences {DαxεNs} (0 ≤ |α| ≤ 5) and {DαxuNs}
(0 ≤ |α| ≤ 5) in L∞([0, tb∗ ];L2(Ωs)) weakly star converge to limit functions
{Dαxεs} (0 ≤ |α| ≤ 5) and {Dαxus} (0 ≤ |α| ≤ 5) respectively; the subsequences
{DαxεNst} (0 ≤ |α| ≤ 3) and {DαxuNst} (0 ≤ |α| ≤ 5) in L∞([0, tb∗ ]);L2(Ωs))
weakly star converge to limit functions {Dαxεst} (0 ≤ |α| ≤ 3) and {Dαxust}
(0 ≤ |α| ≤ 5) respectively and the subsequences {DαxuNstt} (0 ≤ |α| ≤ 5) in
L∞([0, tb∗ ];L2(Ωs)) weakly star converge to limit functions {Dαxustt} (0 ≤ |α| ≤
5) respectively. From a corollary of the resonance theorem ([12]) it follows that the
estimates (3.8)–(3.13) still hold for ({εs}, {us}), which is a generalized local solu-
tion of the problem (3.1)–(3.4). Using the Ascoli-Arzelà theorem we can select a
subsequence of ({εs}, {us}), still denoted by ({εs}, {us}), such that when s→ ∞
the subsequences {Dαxεs} (0 ≤ |α| ≤ 1), {Dαxus} (0 ≤ |α| ≤ 3) and {Dαxust}
(0 ≤ |α| ≤ 3) in any domain {−L ≤ x1, x2 ≤ L, 0 ≤ t ≤ tb∗} (L > 0) uniformly
converge to limit functions Dαxε (0 ≤ |α| ≤ 1), Dαxu(0 ≤ |α| ≤ 3) and Dαxut
(0 ≤ |α| ≤ 3) respectively. From (3.8)–(3.13) of k = 5 it follows that when s→ ∞
the subsequences {Dαxεs} (0 ≤ |α| ≤ 5) and {Dαxus} (0 ≤ |α| ≤ 5) in L∞([0, tb∗ ];
L2(−L,L)× (−L,L)) weakly star converge to limit functions Dαx ε (0 ≤ |α| ≤ 5)
and Dαxu (0 ≤ |α| ≤ 5) respectively, the subsequences {Dαxεst} (0 ≤ |α| ≤ 3) and
{Dαxust} (0 ≤ |α| ≤ 5) in L∞([0, tb∗ ]; L2((−L,L)× (−L,L)) weakly star converge
to limit functions Dαxεt (0 ≤ |α| ≤ 3) and Dαxut (0 ≤ |α| ≤ 5) respectively and
the subsequences {Dαxustt} (0 ≤ |α| ≤ 5) in L∞([0, tb∗ ]; L2((−L,L) × (−L,L))
weakly star converge to limit functions Dαxutt (0 ≤ |α| ≤ 5) respectively. There-
fore if k ≥ 5, then there exists a generalized local solution (ε(x, t), u(x, t)) of the
problem (1.5), (1.6), (1.9).
Similarly, we can prove that if k ≥ 6, then there exists a classical local solution
(ε(x, t), u(x, t)) of the problem (1.5), (1.6), (1.9). The solution has the same
regularities in Theorem 2.4.
Obviously, the generalized local solution or the classical local solution of the
problem (1.5), (1.6), (1.9) is unique. The proof is complete. 
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