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n integers drawn from a set {0, _.., m - 1) can be sorted on an ARBITRARY CRCW 
PRAM in time @log n/log log n+log logm) with a time-processor product of 
O(n log log m). In particular, if m = u(‘~~~)~“‘, the time and number of processors 
used are O(log n/log log n) and O(n(log log n)*/log n), respectively. This improves 
the previous result in several respects: The new algorithm is faster, it works 
on a weaker PRAM model, and it is closer to optimality for input numbers 
of superpolynomial size. If  log logm = @log n/log log n), the new algorithm is 
optimally fast, for any polynomial number of processors, and if log log m = 
(1 + Q( 1)) log log n and log log m= O(G), it has optimal speedup relative to 
the fastest known sequential algorithm. The space needed is O(nm’), for arbitrary 
but fixed s>O. The sorting algorithm derives its speed from a fast solution to a 
special list ranking problem of possible independent interest, the monotonic list 
ranking problem. In monotonic list ranking, each list element has an associated key, 
and the keys are known to increase monotonically along the list. We show that 
monotonic list ranking problems of size n can be solved optimally in time 
@log n/log log n), We also discuss and attempt to solve some of the problems 
arising in the precise description and implementation of parallel recursive 
algorithms. As part of this effort, we introduce a new PRAM variant, the allocated 
PRAM. cl 1991 Academic Press. Inc. 
1. INTR~DLJCTL~N 
Sorting is one of the most fundamental problems in parallel computing, 
and few other problems have attracted more attention (see Richards, 1986). 
When sorting is used as a subroutine in algorithms for other combinatorial 
problems, all that is needed in many cases is integer sorting, i.e., sorting of 
integers drawn from a restricted range, say from a set (0, . . . . m - 1 }. The 
well-known lower bound of Q(n log n) for the sequential sorting of n 
objects, which translates into an Q(n log n/T) bound on the number of 
processors needed to sort in time T in a parallel setting, does not apply to 
integer sorting. Indeed, if m is polynomial in n, repeated bucket sort (called 
radix sort in Knuth, 1973) solves the problem in linear sequential time, and 
very recent work by Fredman and Willard (1990) demonstrates that 
o(n log n) sequential time is achievable for arbitrary values of m. 
Correspondingly, randomized parallel algorithms by Rajasekaran and Reif 
(1989) sort in O(log n) expected time using O(n/log n) processors or in 
O(log n/log log n) expected time using O(n(log log n)2/log n) processors if 
m = O(n), and the deterministic algorithm of Hagerup (1987) uses O(log n) 
time and O(n log log n/log n) processors if m = no”‘. The model of parallel 
computation employed in all cases is the CRCW PRAM. 
Our algorithm is related to and improves the algorithm of Hagerup 
(1987). Whereas the latter must be executed on a PRIORITY (CRCW) 
PRAM (write conflicts are resolved according to fixed processor priorities), 
the new algorithm works correctly on an ARBITRARY (CRCW) PRAM 
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(write conflicts are resolved arbitrarily). Other improvements concern 
speed and optimality. For m >n, the algorithm of Hagerup (1987) can 
be used to sort n integers drawn from (0, . . . . m - l} in time @(log m) 
using O(n log log n/log n) processors, i.e., using O(n log log n log m/log n) 
operations, while the new algorithm achieves the same in 
time @(log n/log log n + log log m) using O(n log log m) operations. If 
log log m = O(log n/log log n), i.e., m = 2”0(“1”B’ogn’, the running time of the 
new algorithm is O(log n/log log n). By the result of Beame and Hastad 
(1989, Corollary 4.2), this is optimal for any algorithm using a polynomial 
number of processors, even for m = 2. If log log m = O(log log n), i.e., 
,n = n(lobvP”~, the time and number of processors used by the new algorithm 
are O(log n/log log n) and O(n(log log n)2/log n), respectively. Hence our 
resource bounds match those of the algorithm of Rajasekaran and Reif 
(1989, Theorem 4.2), which, however, is randomized and works only for 
m = O(n). Finally, if log log m = (1 + Q( 1)) log log n, i.e., m = r~(“‘~~)~“‘, 
our operation count of O(n log log m) equals the time bound of 
Kirkpatrick and Reisch (1984, Corollary 4.5), which describes the fastest 
known sequential algorithm if, additionally, log log m = O(s), i.e., 
n, = 2”ol’.‘;m. Hence the new parallel algorithm exhibits optimal speedup 
for a large range of values of m. 
The new algorithm resulted from an attempt to formulate the algorithm 
of Hagerup (1987) in a recursive fashion. While recursion is an eminently 
useful and popular descriptive tool for parallel as well as for sequential 
algorithms, it is much less clear in a parallel than in a sequential setting 
what exactly is meant by recursion, and whether it can be efficiently 
implemented in the machine language of the underlying PRAM. This has 
led some authors to discuss parallel recursive algorithms only at a high 
level of abstraction, leaving all implementation details to the reader, and 
others to shun the use of recursion and to provide instead unnatural and 
cumbersome iterative descriptions. Not satisfied with either option, we 
address the problem of description and implementation of parallel recur- 
sion directly and attempt to provide general solutions for at least a certain 
class of algorithms. We feel the not insignificant effort involved to be 
justified by the hope that our machinery may have applications beyond the 
present paper. 
2. PRELIMINARIES 
A PRAM (parallel RAM) is a machine consisting of a finite number p of 
processors (RAMS) operating synchronously on an infinite global memory 
consisting of cells numbered 0, 1, . . . . We assume that the processors are 
M3.‘94’1-3 
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numbered 0, . . . . p - 1 and that each processor is able to access its own 
number. All processors execute the same program. In each step, each 
processor may carry out local computation, or it may access the global 
memory. Various PRAM models have been introduced, differing in the 
conventions regarding concurrent reading and writing, i.e., attempts by 
several processors to access the same memory cell in the same step (see, 
e.g., Eppstein and Galil, 1988). CRC W (concurrent-read concurrent-write) 
PRAMS allow simultaneous reading as well as simultaneous writing of each 
cell by arbitrary sets of processors. Simultaneous writing is not immediately 
logically meaningful, and a further subclassification based on the write con- 
flict resolution rule employed is standard. On a PRIORITY (CRCW) PRAM, 
in the event of several processors attempting to write to the same memory 
cell in the same step, the lowest-numbered processor among them succeeds 
(i.e., the value that it attempts to write will actually be present in the cell 
after the write step), whereas on an ARBITRARY (CRCW) PRAM, some 
single processor is guaranteed to succeed, but no commitment is made as 
to the identity of the successful processor. On a COMMON (CRCW) PRAM, 
all processors writing to a given cell in a given step must attempt to write 
the same value, which then gets stored in the cell. We require a PRAM 
called upon to sort n numbers drawn from { 0, . . . . m - 1 } to be able to carry 
out usual operations in unit time on integers of absolute size bounded by 
max{n, m]. Such operations include sign test, addition, subtraction, multi- 
plication, and arbitrary bit shifts, i.e., multiplication and integer division by 
powers of 2 given by their binary logarithm, but not general division (in 
fact, general multiplication can be eliminated from our algorithms). 
A parallel algorithm running for T steps on a p-processor PRAM is said 
to have a time-processor product of pT or to use pT operations. If pT is at 
most a constant factor larger than the running time of the fastest known 
sequential algorithm for the problem considered, the parallel algorithm is 
said to have optimal speedup or to be optimal. 
Suppose that an algorithm consists of k parts and that part i, for 
i= 1 , . . . . k, can be implemented to run in time tj using qi operations. Then 
the entire algorithm can be executed in time O(t, + . . . + tk) using 
O(q, + . I +qk) operations (i.e., time and operation counts are 
simultaneously additive; we here assume that approximations of ti and qi 
correct up to a constant factor are easy to compute). This should not be 
confused with a related principle (“Brent’s Theorem”) where one charges 
only for “useful” operations, but in return must provide a solution to a 
so-called processor allocation problem (see Cole and Vishkin, 1986a). 
The prefix sums problem of size n is the following: Given a sequence 
a,, . . . . a, of n non-negative integers, compute the prefix sums x:= i aj, for 
k = 1, . . . . n. We define the height of the prefix sums problem to be the 
quantity C:=, cli. 
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A maximal independent set or 2-ruling set in a list is a subset I of the list 
elements such that (1) no list element in I has a neighbour (predecessor or 
successor) in Z, and (2) each list element not in I has a neighbour in I. 
When f is a function and k > 0, f’“’ denotes k-fold repeated application 
of f, i.e., f”‘(x) = x and ffi’ ‘) (x) =f(f”‘(x)), for i > 0. Throughout the 
paper, let log n =max{rlog, nl, 1 }, for nE N (for emphasis, we shall 
sometimes write Flog nl instead of log n). For n E N, log* n = 
minii>, 1 jlog”‘n= 1). 
The remainder of the paper is organized as follows: Section 3 gives a 
high-level description of our sorting algorithm. The algorithm makes use 
of subroutines for problems called monotonic list ranking and ordered 
chaining. Sections 4 and 5 describe efftcient algorithms for these sub- 
problems. In Section 6, finally, we introduce a formal notation and use it 
to restate our algorithm for ordered chaining in a more precise way. 
3. THE SORTING ALGORITHM 
Suppose that we are given a sequence x[ I], . . . . x[n] of n integers drawn 
from { 0, . . . . m - 1). Our task is to compute the permutation x of { 1, . . . . n) 
such that x[rc[l]], . . . . x[n[n] ] is sorted in non-decreasing order and such 
that n has as few inversions as possible (i.e., the sorting is stable). On the 
topmost level, our algorithm consists of the following steps: 
A. For i=l,..., n, compute X[i]=n.x[i]+(i-1). 
Let U={X[i]ll<i<n} andobservethat Us{O,...,nm-1). 
B. Determine First = min U and Last = max U, and for all 
Jo U\{Last}, compute A[j]=min(h~ Ulh>j} (the “successor” ofj). 
The array A may be viewed as representing a list L, the extreme ends of 
which are given by First and Last. 
C. For each element j in the list L, compute its position a[j] within 
L. The position of j in L is one more than the number of elements 
(properly) preceding j in L. 
D. For i= 1, . . . . n, let n[a[X[i]]] :=i. 
The above procedure is easily seen to be correct. Steps A and D are trivial 
and can be executed in constant time using 0(n) operations. We will 
show in the following sections that Step B can be executed in time 
@log log(nm)) using O(n log logm) operations, and that Step C can be 
executed in time O(log n/log log n) using 0(n) operations. We hence have 
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THEOREM 1. n integers drawn from (0, . . . . m - 1) can be sorted on an 
ARBITRARY CRCW PRAM in time U(log n/log log n + log log m) using 
O(n log log m) operations. In particular, zf m = n(‘ogn’o”‘, the time and 
number of processors used are O(log n/log log n) and O(n(log log n)‘/log n), 
respectively. 
4. STEP C: MONOTONIC LIST RANKING 
The list ranking problem of size n is as follows: Given a linked list of 
length n, mark each list element with its distance to the end of the list. As 
is common, we also consider a generalized list ranking problem, in which 
each list element is labeled by a non-negative integer, and the goal is to 
mark each list element u with the sum of the labels of all list elements from 
u to the end of the list. Usual list ranking is obtained by labeling the last 
list element with 0 and all other list elements with 1. We define the height 
of a list ranking problem to be the sum of the labels of all list elements. 
We study in this section a special case of list ranking called monotonic 
list ranking and defined as follows: For some set K equipped with a total 
order c, each list element u, in addition to the integer label mentioned 
above, has an associated key k, E K. Given two list elements u and v, 
k, < k, if and only if u precedes v in the list. 
More precisely, we assume each list element to be represented by a 
record containing representations of the integer label and key of the corre- 
sponding list element, as well as a pointer to the record representing the 
following list element, if any. A list of length n is represented by n records 
stored in an array of size NZ n. We call N the size of the representation of 
the list and of the associated list ranking problem. If N = n, the representa- 
tion and the list ranking problem are said to be compact. 
It is known that (usual) list ranking problems of size N can be solved in 
time O(log N) using O(N) operations (Cole and Vishkin, 1986b; Anderson 
and Miller, 1988; Cole and Vishkin, 1989). Using a special case of 
Lemma 1 below, we will show that monotonic list ranking problems can be 
solved faster, but still optimally. The lemma is similar to Lemma 6 of 
Hagerup (1990), which in turn is based on Section 5 of Cole and Vishkin 
(1986a). 
Let us say that a problem instance P, can be reduced to another instance 
P, in time T using q operations if time T and q operations suffice to 
construct the input to P, from the input to P, and to deduce a solution 
to P, from any solution to P,. 
LEMMA 1. Let 9 be a class of problem instances, and let size, SIZE, 
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height: 9 + N be three functions. Suppose that there are constants c < 1 and 
no, k E N such that 
(1) Every P E 9 with size(P) = n and SZZE( P) = N can be reduced in 
O(log N/log log N) time using O(N) operations to a problem instance P’ = 
@PI(P) E 9 with size(P’) = O(n/logCk’ n), SZZE(P’) d N, and height(P’) d 
height(P). 
(2) Every P E 9 with size(P) = n and SZZE( P) = N can be redured in 
O(log* N) time using O(N log* N) operations to a problem instance P’ = 
Y,(P) E 9 with size( P’) < n, SIZE( P’) d N, and height( P’) d height(P) such 
that if n>,n,, then size( P’) d cn. 
(3) Every P E 9 with SIZE(P) = N can be reduced in 
O(log N/log log N) time using O(N) operations to a problem instance 
P’ = !P,( P) E 9 with size( P’) = SZZE( P’) = size(P) and height( P’) < 
height(P). 
(4) Every P E g with SZZE( P) = N and height(P) = h can be solved in 
O(log(Nh)/log log N) time using N’ co’l”‘og’ogN’og*N’J + O(h) operations. 
Then problem instances P E 9 with size(P) = SIZE(P) = n and height(P) = h 
can be solved in O(log(nh)/log log n) time using O(n + h) operations. 
Proof Since Yy, can be applied repeatedly as necessary, we may assume 
c = 4. Let P, E 9 be a problem instance with size(P,) = SZZE(P,) = n and 
height(P,) = h and consider an algorithm that first computes a number s 
such that s 2 d log n/(log log n log* n) for a positive constant d to be deter- 
mined below, but s= O(log n/(log log n log* n)), and then executes the 
following program: 
(1) p := Y,(Y,(P,)); 
(2) fori:=k+l downto 
(3) do P := ‘P,( !Pu:lo”“‘“‘(P)); 
(4) P := Yu,( Y:“‘(P)). 
The following analysis holds for all values of n larger than a certain con- 
stant. Line (1) clearly can be executed in O(log n/log log n) time using O(n) 
operations, and SZZE(P) = O(n/iogCk’ n) afterwards. For j = k + 1, . . . . 2, let 
phase j be that execution of line (3) which has i = j, and let phase 1 be the 
execution of line (4). It is easy to see that each phase can be executed in 
O(log n/log log n) time, giving a total execution time of O(log n/log log n). 
Phase k + 1 uses O(n logCk+” n log* n/logCk’ n) = O(n) operations. 
For j= k, . . . . 1, since phase j+ 1 reduces SIZE(P) to at most 
n. 2 -‘“~‘t”n/log(k) n < n/(log”’ n log’“’ n), the number of operations 
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required by phase j is O(n log”’ n log* n/(log”’ n log”“ n)) = O(n), giving a 
total operation count for all phases of O(n). 
After the execution of the above program, the initial problem PO has 
been reduced to a problem P with SIZE(P) 6 n . 2-d’ogn’c10g’ogn’og*n~ 6 
n’ ~rl’(‘oglogn’og*n) and height(P) <h. For a suitable choice of the constant d, 
requirement (4) is now easily seen to imply that P can be solved in 
O(log(nh)/log log n) time using O(n + h) operations. By the definition of a 
reduction, a solution to PO can finally be deduced from the solution to P 
using O(log n/log log n) time and O(n) operations. 1 
Before we apply Lemma 1 to monotonic list ranking, we give a 
generalization of the result of Anderson and Miller (1988). In the proof we 
assume familiarity with their paper. 
LEMMA 2. For any n, h, r, k E N with 1 6 r 6 n and logck’ n < r, a 
generalized monotonic list ranking problem of size n and height h can be 
reduced in O(kr) time using O(kn) operations to a generalized monotonic list 
ranking problem of size n and height h for a list of length at most n/r. 
Proof: We use the algorithm of Anderson and Miller (1988), except 
that the number of processors and the number of queues is changed to 
p = @(n/r), with each queue initially containing at most r list elements, and 
that chains are constrained to be of length at most logck+ ‘) n, rather than 
log log n. The latter condition can be enforced in O(k) time per stage (Cole 
and Vishkin, 1986a, Theorem 2.2). Hence what remains is to prove that 
O(r) stages suffice to reduce the number of remaining queue elements to at 
most p. 
We also use the same analysis as Anderson and Miller, except that we 
put a = l/log r instead of c1= l/log log n. As in the original analysis, the 
maximum chain length is bounded by l/a. Using this fact, one easily 
verifies that, as in the original scheme, each stage reduces the total weight 
by a factor of at least 1 - c(/4. The initial total weight is less than p/a, and 
the total weight of any set of p queue elements is at least p( 1 -a)‘-‘. 
Hence the number of stages necessary to reduce the number of remaining 
queue elements to at most p is bounded by 
WU -CT’) = O(r). 
ln(1 --a/4) 
, 
LEMMA 3. Prej?x sums problems of size N and height h can be solved on 
a COMMON PRAM in O(log(Nh)/log log N) time using O(N + h) operations. 
Proof: If h < N, the result follows from Cole and Vishkin (1989, 
Theorem 2.2.2). If h > N, simply replace N by h by appending h-N zeros 
to the input. 1 
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THEOREM 2. (Usual) monotonic list ranking problems of size n can be 
solved on a COMMON CRCW PRAM in O(log n/log log n) time using O(n) 
operations. 
Proof. This is a straightforward application of Lemma 1. Let 9 be the 
class of generalized monotonic list ranking problems. Given an instance 
P E B defined by a list L, let size(P), SIZE(P), and height(P) be the length 
of L, the size of its representation, and its height, respectively. It remains 
to verify conditions (1 k(4) of Lemma 1. We use the COMMON PRAM 
model throughout the proof. 
Cole and Vishkin have shown that maximal independent sets in lists 
of representation size N can be computed in O(log* N) time using 
O(N log* N) operations (Cole and Vishkin, 1986a, Corollary 2.1). This 
takes care of requirement (2), since a well-known procedure reduces 
generalized ranking of a list of length n to generalized ranking of a list of 
length at most cn, for some constant c < 1, increases neither representation 
size nor height, preserves monotonicity, and has the computation of a 
maximal independent set in the original list as its most expensive substep. 
Loosely speaking, the procedure is to simply shunt out the list elements in 
a maximal independent set, and then to reinsert these after the remaining 
smaller list has been ranked. See Cole and Vishkin (1986a, 1989) for more 
detail, 
Another well-known procedure reduces generalized ranking of a list of 
length n and representation size N to generalized ranking of a list of 
representation size n, does not increase height, preserves monotonicity, and 
has the solution of a prefix sums problem of size N and height n as its only 
non-trivial substep. Informally, the representation is simply compacted; 
again see Cole and Vishkin (1986a, 1989) for more detail. Requirement (3) 
hence follows from Lemma 3. 
Requirement (1) follows directly from Lemma 2 by taking r = log log n 
and k = 2. As for requirement (4), finally, observe that we can solve a 
generalized monotonic list ranking problem simply by sorting the list 
elements according to their keys, and then solving the prefix sums problem 
defined by their integer labels. Hence all that is needed is fast sorting (Cole, 
1988; Saxena et al., 1988). In particular, putting M= NL’(‘og’o~hi’og*N’/log N 
in Theorem 3 of Saxena et al. (1988) shows that N items can be sorted in 
O(log N/log log N) time using O(N’ + “(‘og’ogN’og*N’) operations. 1 
Step C of our sorting procedure in Section 3 calls for each element of a 
list L to be marked with its position within L. This is of course a trivial 
variation of usual list ranking. Note also that while the representation of 
L is of size nm and hence is not compact, it is easy to reduce the ranking 
of L to a compact list ranking problem of size n: For i= 1, . . . . n, simply 
move the list element in position X[i] to position i in a new array. Finally, 
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the array X provides suitable keys, so that the problem posed by Step C 
can be viewed as a monotonic list ranking problem of size n and height 
n - 1. Theorem 2 hence implies that Step C can be executed in time 
O(log n/log log n) using O(n) operations, as anticipated in Section 3. 
Remark. Since our sorting algorithm would be faster if Step C were 
faster, the lower bound of Beame and Hastad (1989) applies not only to 
integer sorting, but also to monotonic list ranking. In other words, the time 
bound of Theorem 2 is optimal, provided that only no(‘) processors are 
available. This was first proved by Faith Fich and Vijaya Ramachandran 
using a direct reduction from the parity problem to monotonic list ranking. 
5. STEP B: ORDERED CHAINING 
Before we describe an implementation of Step B, we reformulate the 
problem slightly. Define an allocated PRAM to be the same as a standard 
PRAM, except that the processor numbers need no longer be consecutive 
and start at 0 (each processor still has an integer processor number). The 
allocated PRAM allows us to formally model a situation in which some 
processors of a standard PRAM are “inactive” or “dead,” i.e., do not par- 
ticipate in the computation at hand. Although not previously explicitly 
defined, the allocated PRAM has already shown its usefulness (Hagerup, 
1987; Fich et al., 1988; Spirakis, 1988; Grolmusz and Ragde, 1987; Chlebus 
et al., 1988; Hagerup and Nowak, 1989; Chlebus et al., 1989), and it also 
provides a suitable framework for our present purpose. 
Given an allocated PRAM Z7, denote by P(n) the set of processor 
numbers of processors of I7. Since P(l7) may be a non-trivial set, 17 can 
meaningfully be put to solve problems of “introspection,” i.e., problems 
whose output depends solely on P(n). For instance, one might want to 
compute IP(I We will formulate the problem of Step B in this fashion. 
DEFINITION. The ordered chaining problem of size n E N is the following: 
On an allocated PRAM 17 with a #P(n) s (0, . . . . n - l}, compute a 
tuple (A, First, Last), where First = min P(U), Last = max P(n), and 
A[O... n- l] is an array with A[j] = min{hE P(IT)lh>j}, for all 
jE P(Z7)\(Last}. 
The ordered chaining problem was introduced in Hagerup and Nowak 
(1989), where the following result was shown to also have other applica- 
tions. 
THEOREM 3. Ordered chaining problems of size n can be solved in time 
O(log log n) on an allocated ARBITRARY CRCW PRAM. 
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0 a 0 l 0 0 0 
FIG. 1. Initial configuration. 
Original local problems 
FIG. 2. Division into local problems 
We will prove Theorem 3 by means of a recursive algorithm for the 
ordered chaining problem, which will be described at two different levels of 
detail. The first description is informal and very simple, but illustrates all 
the essential ideas. The second description, more formal and precise, deals 
with the remaining details. 
Our first description consists mainly of Figs. l-6, where squares and 
black dots represent memory cells and processors, respectively. Each pro- 
cessor is shown as “located in” a particular memory cell. The meaning of 
this is simply that each processor maintains a dedicated register, whose 
contents play the role of the address of the processor’s current position. 
Consider now an ordered chaining problem of size n. Initially, a processor 
with processor number j is located in X[ j], where A’[0 . . n - l] is some 
array (Fig. l), and the algorithm consists of Steps (l)-(5) below. 
- 
(1) Divide the initial problem of size n into Jn local problems of size 
& each (Fig. 2). 
(2) Choose a representative from each non-empty local problem. 
Remove the representatives from their respective local problems and use 
them to form a global problem; this leaves fi modzjiied local problems 
(Fig. 3). 
Global problem 
Modified local problems 
FIG. 3. Choice of representatives 
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F=7 F L 
FIG. 4. Recursive solution of subproblems. 
(3) Recursively solve the modified local problems and the global 
problem (Fig. 4). 
(4) Reinsert the representatives; i.e., solve the original local problems 
(Fig. 5). 
(5) Solve the original problem by concatenating the lists computed 
in Step (4) (Fig. 6). 
Step (1) involves no actual computation, but only a reinterpretation of the 
input. Step (2) uses concurrent writing and takes constant time. Step (4) is 
also easily executed in constant time: Except for boundary cases, each non- 
representative checks whether the representative of its local problem goes 
between itself and its successor in the modified local problem; if so, it 
inserts the representative appropriately. Using the solution to the global 
I- .* . , .;’ 
7=7 F L 
FIG. 5. Reinsertion of representatives. 
- - 
1 
d F d L 
FIG. 6. Sublist concatenation. 
IMPROVED PARALLELINTEGERSORTING 41 
problem, finally, Step (5) can be executed in constant time by the repre- 
sentatives. Denoting by T(n) the time needed to solve ordered chaining 
problems of size n, we hence obtain the recurrence relation T(n) = 
7’(h) + 0( 1 ), with the solution T(n) = O(log log n). 
Remark. A similar approach was used in (Chlebus et al., 1988) to 
obtain a simulation with slowdown O(log log n) of an n-processor PRIORITY 
PRAM on an n-processor ARBITRARY PRAM. 
It follows easily from Theorem 3 that given a bit vector of length n, a 
sorted linked list of those positions in the vector that contain ones can be 
constructed in O(log log n) time on a standard PRAM with O(n/log log n) 
processors, i.e., using O(n) operations: The initial problem of size n is 
divided into O(n/log log n) local problems, each of size O(log log n), each 
local problem is solved sequentially, and the global problem is solved using 
the algorithm of Theorem 3 (this involves a trivial simulation of an 
allocated PRAM on a standard PRAM). We use this observation to 
execute Step B as follows: Divide the initial problem of size nm into O(n) 
local problems, each of size O(m). Solve the associated global problem of 
size O(n) as above, using O(log log n) time and O(n) operations, and solve 
each local problem using the algorithm of Theorem 3. This again involves 
a trivial simulation and uses O(log log m) time and O(n log log m) opera- 
tions. Since combining the local solutions by means of the global solution 
is trivial (0( 1) time and O(n) operations), we have altogether shown that 
Step B can be executed in O(loglog(nm)) time using O(n loglogm) 
operations. 
6. ORDERED CHAINING: A FORMAL DESCRIPTION 
In giving a parallel recursive algorithm, one has to deal with a processor 
allocation problem and a space allocation problem. Informally, the pro- 
cessor allocation problem is to describe which processors are to work on 
which subproblem, and in what capacity, on the one hand, and to provide 
an efficient implementation of the chosen scheme, on the other hand. The 
space allocation problem is to allocate local working space to subproblems 
in such a way that concurrently executing subcomputations do not use the 
same memory cells for conflicting purposes. Note that in a sequential set- 
ting, the processor allocation problem is non-existing for obvious reasons, 
and the space allocation problem (preventing subroutines from clobbering 
the data of their callers) is easily solved by means of a recursion stack. The 
informal description of our algorithm above deals explicitly with the alloca- 
tion of processors, since this is an integral part of the algorithm, but 
ignores the space allocation problem as well as questions of rounding. We 
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now provide a second description, which will be formulated in a formal 
notation or programming language. We first describe this notation, then 
use it to express our algorithm, and finally argue that it can be (semi- 
automatically) translated into efftcient machine language. 
The main conceptual entity of our notation is that of a process executing 
a sequence of statements. A process is the collective computing of a set of 
processors; informally, these processors are working on the same task. 
When a program is executed on an allocated PRAM, there is initially a 
single process comprising all processors of the allocated PRAM. The 
processors of a process operate synchronously; i.e., they execute each 
statement simultaneously. If some processors finish the execution of a given 
statement before some other processors of the same process, they wait 
for synchronization to be reestablished before proceeding to the next 
statement. 
Most statement types of our notation (e.g., assignment or conditional 
statements) are well known and have the usual semantics. The special 
symbol # denotes the processor number of the executing processor. 
Before a process starts executing a subroutine, any variables declared in 
the subroutine are allocated. Variables come in two flavours: private 
variables are local to each processor, whereas shared variables are 
associated with the process as a whole. In other words, when a process 
comprising k processors enters a subroutine that declares a private variable 
up and a shared variable u,~, then k copies of up are allocated, and all later 
occurrences of v, refer to the copy of the executing processor, whereas only 
one copy of u, is allocated. Formal parameters of subroutines are shared by 
default. 
What remains is to describe how one process can spawn other processes. 
Syntactically, this has the form 
for i in V fork W(i) ingroup G( # ) withnumber N( # ), 
where i is a variable, V a set of integers, W(i) a sequence of statements, in 
general containing free occurrences of i, and G( # ) and N( # ) are integer 
expressions, in general containing occurrences of #. The meaning is as 
follows: When some process executes the above fork statement, I VJ new 
child processes are created. These are indexed by the elements of V, and for 
all iE V, the child process with index i executes W(i). The child processes 
compute simultaneously and independently, and the original parent process 
is halted until all of its child processes have finished execution, at which 
point it proceeds to the statement following the fork statement. The expres- 
sions G( #) and N( #) determine the processors comprising the child 
processes as follows: If P is the set of processor numbers of the parent 
process, the set of processor numbers of the child process with index iE V 
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is {N(j) 1 j E P and G(j) = i}. Intuitively, each processor evaluates G( # ) to 
know the index of its new (child) process, and N( # ) to know its processor 
number within that process. 
We are now ready to give a complete program for the ordered chaining 
problem. The program closely follows Steps (l)-(5) of the informal descrip- 
tion and is quite straightforward, except that the implementation of 
Step (4) uses slightly tricky programming to ease the handling of special 
cases. The outermost call of the recursive procedure Chain is initiated from 
the non-recursive procedure OrderedChaining, which implicitly replaces the 
initial problem size n by the nearest power of 2 no smaller than n. 
procedure OrderedChaining(n: integer; var A: array[O . . n - 1 ] of integer; 
var First, Last: integer); 
(* Solves the ordered chaining problem defined by the processor numbers 
of the executing processors, which must all lie in the set (0, . . . . n - 1 }, 
and stores the result in (A, First, Last). Does nothing if the set of 
executing processors is empty *) 
begin 
Chain(0, rlog nl, A, First, Lust); 
end; 
procedure Chain (z, j: integer; var A: array of integer; var First, Last: 
integer); 
(* Solves the ordered chaining problem defined by the processor numbers 
of the executing processors, which must all lie in the set 
(z, . ..) z + 2’- 1 } and in the index set of A, and stores the result in (A, 
First, Lust). Does nothing if the set of executing processors is empty *) 
shared var R, N, F, L: array[O . . . 2rii21 - l] of integer; 
JJ n, FirstGroup, LastGroup: integer; 
private varzinteger; 
rep: boolean; 
begin 
ifj=O (* problem size= 1 *) 
then First := Lust := z 
else 
"3 :=2LjPl; ~:=2rjPl; (.+ &.3=2j*) 
(*Step (1): Divide into local problems *) 
g := # div ,/?I; ( * group number *) 
(* Step (2): Choose representatives *) 
R[ g] := # ; (* concurrent writing * ) 
rep := (R[g] = # ); 
(* Step (3): Solve subproblems recursively * ) 
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if rep then F[ g] := L[ g] := # ; (* in case modified local problem is 
empty *) - 
for i in (0, . . . . &} fork 
if i = 7 n then Chain(0, r j/21, N, FirstGroup, Lastgroup) (* global 
problem *) 
else Chain(i&, Lj/2_l, A, F[i], L[i]) (*local 
problems *)- - 
ingroup if rep then ,,& else g 
withnumber if rep then g else #; 
(* Step (4): Reinsert representatives *) 
if rep then begin A[ #] := F[g]; A[L[g]] := #; end; 
if # <RCgl <A[#] 
then begin A[R[g]] := A[ #]; A[ # ] := R[g]; end; 
if rep then begin F[g] :=min{F[g], #}; L[g] :=max{L[g], #}; 
end; 
(* Step (5): Concatenate lists *) 
if rep and g # Lastgroup 
then A[L[g]] := F[N[g]]; 
First := F[Firstgroup]; Last := L[LastGroup]; 
end; 
end; 
Most of the issues arising in the translation of the notation exemplified 
above into machine language, such as code generation for expressions or 
the implementation of conditional statements by patterns of jump instruc- 
tions, are well known from sequential compiling and will not be discussed 
here. This leaves us with a small number of problems specific to the parallel 
setting. 
Synchronization. Our notation assumes a synchronization point after 
every instruction. For statements such as simple assignments, we can 
dispense with any explicit synchronization, since the execution of such 
statements can be made to take the same number of instruction cycles for 
all processors. In other cases, it is possible to efficiently compute a (good) 
upper bound on the execution time of a given statement, so that all 
processors can be made to wait after the execution of the statement until 
an agreed-upon completion time. In the example program, it suffices that 
a compiler analyze each conditional statement and add a suitable number 
of no-op statements to the faster branch. Given the availability of con- 
current reading and writing, another possibility is to let the processors 
executing a given statement periodically compute a global OR, the value of 
which indicates whether some processor is still working on the statement. 
Fork Statements. The informal description of the meaning of a fork 
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statement already hinted at its implementation. Each processor pushes 
onto a private stack its processor number together with any other pertinent 
information, computes its new processor number and the index of its new 
process, and executes the relevant sequence of statements in synchroniza- 
tion with the other processors in its process. 
Space Allocation. Using a private stack for each processor, the alloca- 
tion of private variables is easy. The allocation of shared variables becomes 
equally easy if we can provide each process with an infinite private memory 
with cells numbered 0, 1, . . . . A simple linear stack does not suffice for this 
purpose. Instead, what we need is a tree-shaped “stack,” whose leaves can 
expand dynamically into any given number of branches. The following 
simple yet ingenious solution goes back to Fortune and Wyllie (1978): The 
memory cells allocated to a given process will be those numbered b, b + a, 
b + 24 . . . . for certain integer constants a > 1 and b > 0. The single initial 
process has a = 1 and b = 0. For i> 0, the process will use as its memory 
cell number i the cell whose true address is b + iu. Note that any particular 
cell can be accessed in constant time, which is all that is required of a ran- 
dom access memory. The process uses its memory in a stack fashion; hence 
when it is about to execute a fork statement, the set of true addresses of its 
unused cells will be of the form {b’ + iul i> O}. Assume that k child pro- 
cesses are created in this situation. Then the cells with true addresses in the 
set (b’ + ((j - 1) + ik) a 1 i > 0) will be allocated to the jth child process, for 
j= 1, . . . . k. It is easy to see that the sets of memory cells allocated to the 
child processes are pairwise disjoint and contained in the set of cells 
allocated to the parent process. Hence no memory contention between dis- 
tinct processes is possible. We assume that it is easy to number the child 
processes 1, . . . . k in such a way that each processor can tell the number of 
its process; this requirement is satisfied in the case of our example program. 
This concludes our discussion of implementation issues. Even with all 
details accounted for, the example program can be executed in O( 1) time 
per level of recursion; hence the running time is still O(log log n). 
Let us finally estimate the space needed for the solution of ordered 
chaining problems of size n by our algorithm. The space taken up by 
private variables clearly is @(log log n) per processor. Denoting by S(n) the 
maximum address of a memory cell allocated to shared variables of proce- 
dure Chain during the computation (assume private variables to be 
allocated in a different address space), we obtain the recurrence relation 
S(2) = c 
s(n) G (2r~Wd21 + 1) S(2L1W/2J) + d. 2rkw, n=2’, j>2, 
for certain constants c and d. For n of the form 2.‘, with j> 1, the 
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recurrence relation has the solution S(n) < (c + d)n - (c + 2n), i.e., 
S(n) = O(n). 
In our application of ordered chaining to the sorting of n integers drawn 
from { 0, . . . . m - 1 }, the private and shared variables can be allocated in 
space O(n log log m) and O(nm), respectively. Since our sorting algorithm 
is stable, we can replace m by ml = O(m’lk) and (radix) sort in k phases, 
for any k E N. Hence for any fixed E > 0, the total space used can be 
reduced to O(nm”). In particular, if m is polynomial in n, n integers drawn 
from { 0, . . . . m - 1) can be sorted in O(log n/log log n) time using 
O(n(log log n)2/log n) processors and O(n’ +‘) space, for any fixed E > 0. 
Remark. Matias and Vishkin (1990a, revised and corrected: 1990b) 
have shown how perfect hashing can be used to drastically reduce the space 
requirements of integer sorting, at the price of randomization and some 
increase in the running time. A superior algorithm is given by Raman 
(1990). 
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