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Abstract
Let FA(Cn) denote the Fock space associated with a real linear transformation A on Cn which is symmet-
ric and positive definite relative to the real inner product Re〈z,w〉, z,w ∈ Cn. Let BA denote the Bargmann
transform, mapping L2(Rn) unitarily onto FA(Cn). In this note, we show that one can find a group G,
whose unitary irreducible representation at its base vector coincides with B∗
A
Kw up to a constant multiple,
where B∗
A
denotes the adjoint of BA and Kw denotes the reproducing kernel of FA(Cn).
© 2010 Elsevier Masson SAS. All rights reserved.
1. Introduction
In 2006, Ólafsson, Sengupta and Fabec in [1] defined a generalized Fock space FA(Cn) asso-
ciated with a real linear transformation A on Cn. This space FA(Cn) is defined to be the Hilbert




∣∣F(z)∣∣2 dμA(z) < ∞,
where dμA(z) = π−n√detR Ae−Re〈Az,z〉 dx dy, z = x + iy, x, y ∈ Rn.
Let A = H + T , where
H := A + J
−1AJ
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R. Radha, D. Venku Naidu / Bull. Sci. math. 135 (2011) 206–214 207with J : Cn → Cn defined by Jz = iz, considering as a real linear transformation. Let 〈z,w〉
denote the usual Hermitian inner product on Cn. One can consider Cn as a real vector space
with real inner product defined by (z,w) = Re〈z,w〉. Further, assuming that A is symmetric and
positive definite relative to the real inner product space ( . , . ), H becomes self-adjoint, positive
definite with respect to the inner product 〈 . , . 〉 and T is conjugate linear with respect to the inner
product 〈 . , . 〉. In fact, H is invertible. The space FA(Cn) turns out to be a reproducing kernel
Hilbert space with reproducing kernel KA(z,w) given by

























for f ∈ L2(Rn). Then, the map BA is unitary of L2(Rn) onto FA(Cn) under the assumption
that Rn is invariant under A. We refer to [1] for further details.
Notice that, when A is the identity matrix I , then BA turns out to be the classical Bargmann
transform given by













η(f )(.) = (detH) 12 f (H 12 .), ∀f ∈ L2(Rn).
Let BA = BA oη. Then BA is a unitary map of L2(Rn) onto FA(Cn).
In this paper, we introduce a certain group G, which depends on the linear transform A (men-
tioned above), and discuss its unitary irreducible representations. When A is the identity matrix I ,
G turns out to be the Heisenberg group. Henceforth we call this new group G as A-Heisenberg
group. We show that the unitary irreducible representation of G at its base vector coincides with
B∗AKw up to a constant multiple, where B∗A denotes the adjoint of BA and Kw denotes the repro-
ducing kernel of FA(Cn).
2. A-Heisenberg group and A-Heisenberg representations
Let G = Rn × Rn × R. Let A be a real linear transformation on Cn which is symmetric and
positive definite relative to the real inner product Re〈z,w〉, z,w ∈ Cn, that keeps Rn invariant.
For (p, q, t), (p′, q ′, t ′) ∈ G, we define ‘ ·A’ as follows:
(p, q, t) ·A
(
p′, q ′, t ′
)=
(












where H and T are as given in (1.1). Then G turns out to be a non-abelian group under the
operation ‘ ·A’. The identity element is (0,0,0) and the inverse of (p, q, t) is (−p,−q,−t −
208 R. Radha, D. Venku Naidu / Bull. Sci. math. 135 (2011) 206–214〈Tp,q〉). As mentioned earlier, when A is the identity matrix I , G turns out to be the Heisenberg
group Hn = Rn × Rn × R with the group law
(p, q, t) · (p′, q ′, t ′)=
(
p + p′, q + q ′, t + t ′ + 1
2
(
pq ′ − p′q)
)
.
For f ∈ L2(Rn), define WA(p,q, t) by
WA(p,q, t)f (u) = e2it e−i〈Tp,q〉ei〈Hp,q〉e−2i〈u,
√
Hq〉f (u − √Hp). (2.1)
Then we have the following properties of WA:
• WA is a unitary map on L2(Rn).
• WA is a homomorphism, namely, for any (p, q, t) and (p′, q ′, t) ∈ G,
WA
(
(p, q, t) ·A
(
p′, q ′, t ′
))= WA(p,q, t)WA(p′, q ′, t ′).
• WA is strongly continuous:
In fact, it is sufficient to prove this fact at origin O = (0,0,0) ∈ G. Consider for φ ∈ Cc(Rn),
∥∥WA(p,q, t)φ − φ∥∥22 
∫
Rn




∣∣φ(u) − φ(u + √Hp)∣∣2 du.
Using the fact that the translation map f → τxf is continuous and applying dominated
convergence theorem, one can show that∥∥WA(p,q, t)φ − φ∥∥2 → 0 as (p, q, t) → 0.
As Cc(Rn) is dense in L2(Rn), the result follows.
Now, we shall show that WA will be an irreducible unitary representation on L2(Rn). In
fact, we shall show that every infinite dimensional irreducible representation of G is unitarily
equivalent to WλA, where W
λ
A = WA(λp,q,λt), λ ∈ R∗.
It is important to mention here that when A is the identity matrix I , WλA is the Schrödinger
representation πλ of the Heisenberg group Hn, given by











, f, g ∈ L2(Rn),
where WA(p,q) = WA(p,q,0). When A = I , VA turns out to be the Fourier–Wigner transform.





















which in turn implies∥∥VA(f,g)∥∥ 2 2n = πn‖f ‖2‖g‖2.L (R ) 2 2
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VA(f1, g1),VA(f2, g2)
〉= πn〈f1, f2〉〈g1, g2〉, fi, gi ∈ L2(Rn), i = 1,2. (2.2)
If M is a proper invariant closed subspace of L2(Rn) under WA, then one can find a non-zero





∀f ∈ M , ∀p,q ∈ Rn. Using (2.2), this in turn will imply that f = 0 a.e. Consequently M = {0},
proving that WA is irreducible.
We shall use the following properties of the operators H and T defined in (1.1):
• H is self-adjoint and positive definite,
• HRn ⊂ Rn,
• 〈T z,w〉 = 〈Tw,z〉, z,w ∈ Cn.











p − p′, q − q ′)ei〈Hq,p′〉e−i〈Hp,q ′〉e2i〈Tp′,q ′〉ei〈T q,p′〉ei〈Tp,q ′〉 dp′ dq ′.
We call F ×AG the generalized twisted convolution of F and G. Then L1(R2n) is a commutative
Banach algebra under ×A.




F (p,q)WA(p,q) dp dq,
in the Bochner sense. Then one can show that
WA(F ×A G) = WA(F)WA(G).
3. Stone–Von Neumann theorem for the A-Heisenberg group
In this section, we outline the proof of Stone–Von Neumann theorem for the A-Heisenberg
group by providing the important steps which arise due to computational complexity. We request
the readers to follow the proof of classical Stone–Von Neumann theorem for the Heisenberg
group from [2].
Theorem 3.1. Any infinite dimensional unitary irreducible representation π of G with π(0,0,
t) = e2iλt I is unitarily equivalent to WλA for some λ ∈ R∗.





(p, q) = e−2i〈T c,d〉e−i〈Hq,c〉ei〈Hp,d〉ei〈Hb,p−c〉
× ei〈Ha,d−q〉e−i〈T q,c〉e−i〈Tp,d〉ei〈T b,p−c〉
× e−i〈T a,q−d〉VA(f,g)(a + p − c, b + q − d).
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−n
4 e−x2 , then
Φ(p,q) = e−i〈Tp,q〉e− 12 (〈Hp,p〉+〈Hq,q〉) and (3.1)
Φa,b(p, q) = e−i〈Tp,q〉e−3i〈T a,b〉ei(〈Hp,b〉−〈Ha,q〉)e− 12 (〈Hp,p〉+〈Ha,a〉−2〈Hp,a〉)
× e− 12 (〈Hq,q〉+〈Hb,b〉−2〈Hq,b〉). (3.2)
Step III: WA(p,q)WA(F) = WA(G), where
G(a,b) = F(a − p,b − q)e−2i〈Tp,q〉ei〈T a,q〉ei〈Tp,b〉e−i〈Ha,q〉ei〈Hp,b〉.
Step IV: WA(F)WA(p,q) = WA(G1), where
G1(a, b) = F(a − p,b − q)e−2i〈Tp,q〉ei〈T a,q〉ei〈Tp,b〉ei〈Ha,q〉e−i〈Hp,b〉.





f = 〈f,φ〉χ, f ∈ L2(Rn).
Step VI: We have the following identity:
VA(φ1,ψ1) ×A VA(φ2,ψ2) = 〈ψ2, φ1〉VA(φ2,ψ1),
where φj ,ψj ∈ L2(Rn), j = 1,2.
Step VII: Let Φ = VA(φ,φ). If φ(x) = (π2 )
−n
4 e−x2 , then
WA(Φ)WA(a, b)WA(Φ) = e−i〈T a,b〉e− 12 (〈Ha,a〉+〈Hb,b〉)WA(Φ).
Step VIII: Let Ψ a,b(p, q) = Φa,b(p, q)e2i(〈T a,q〉+〈Tp,b〉). Then
Φ ×A Ψ a,b(p, q) = e−i〈T a,b〉e− 12 (〈Ha,a〉+〈Hb,b〉)Φ(p,q).
Step IX: Now, let π be an infinite dimensional unitary irreducible representation of G on a
Hilbert space H such that π(0,0, t) = e2it I . Then, as in the case of WA, π satisfies the following:
• Let π(p,q) = π(p,q,0). Then
π(p,q)π(r, s) = ei(〈Hs,p〉−〈Hr,q〉+〈T s,p〉+〈T r,q〉)π(p + r, q + s),
where p,q, r, s ∈ Rn.
• Let π(F) = ∫
R2n F (p,q)π(p,q) dp dq,F ∈ L1(R2n). Then, we have
π(F1)π(F2) = π(F1 ×A F2). (3.3)
• We also have
π(F1)π(p,q) = π(F2), where
F2(a, b) = F1(a − p,b − q)e−2i〈Tp,q〉ei〈T a,q〉ei〈Tp,b〉ei〈Ha,q〉e−i〈Hp,b〉. (3.4)
• Further,
π(p,q)π(F1) = π(F2), where
F2(a, b) = F1(a − p,b − q)e−2i〈Tp,q〉ei〈T a,q〉ei〈Tp,b〉e−i〈Ha,q〉ei〈Hp,b〉. (3.5)
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Step XI: π(Φ) is an orthogonal projection. In fact, we can see the following:
From Step VIII, we have,
π(Φ)π(a, b)π(Φ) = π(Φ ×A Ψ a,b)
= e−i〈T a,b〉e− 12 (〈Ha,a〉+〈Hb,b〉)π(Φ).
In particular, taking a = b = 0, we obtain
π(Φ)2 = π(Φ).
Now, we shall show that π(Φ) is self-adjoint.













































proving that π(Φ) is self-adjoint. Thus π(Φ) is an orthogonal projection.
Step XII: There is a unitary map which intertwines π and WA.
• Let R be the range of π(Φ). Let u,v ∈ R. Then u = π(Φ)u, v = π(Φ)v.
Further, a direct calculation shows that
〈
π(p,q)u,π(r, s)v
〉 = e−2i〈T r,s〉e−i〈Hs,p〉ei〈Hr,q〉
× e−i〈T s,p〉e−i〈T r,q〉e−i〈T (p−r),q−s〉
× e− 12 (〈H(p−r),p−r〉+〈H(q−s),q−s〉)〈u,v〉. (3.6)
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vp,q, vr,s
〉= e−i〈Tp,q〉e−3i〈T r,s〉ei〈Hs,p〉e−i〈Hr,q〉e− 12 〈H(p−r),p−r〉e− 12 〈H(q−s),q−s〉
= 〈WA(p,q)φ,WA(r, s)φ〉
= 〈φp,q,φr,s 〉. (3.7)
• It follows from (3.7) that the map U defined by
U : H → L2(Rn), U(vp,q)= φp,q
extends linearly and continuously to unitary map.
• By direct calculations, one can show that Uπ = WAU . 
Remark 3.2. It is customary to define the Fourier transform of a function f ∈ L1(G) once the




f (p,q, t)WλA(p,q, t) dp dq dt.
If f ∈ L1 ∩ L2(G), then one can show that Plancherel’s formula holds and
‖f ‖L2(G) = ‖fˆA‖L2(R∗,B,dμA),
where dμA(λ) = 4−nπ−n−1|λ|n detH dλ, dλ is Lebesgue measure on R and B denotes the class
of Hilbert–Schmidt operators on L2(Rn). We omit the proof of this result, but refer to Thangavelu
[3] for the proof of Plancherel formula for the Fourier transform on the Heisenberg group.
4. The transform BA and the representation WA
Let η be the unitary map on L2(Rn) defined by
η(f )(.) = (detH) 12 f (H 12 .), ∀f ∈ L2(Rn).
Let BA denote the composition of BA and η, viz., BA = BA oη. Then BA is a unitary map of
L2(Rn) onto FA(Cn). Let KA denote the reproducing kernel for the image of L2(Rn) under BA.
Then it can be easily shown that KA = KA. We have
eAw(z) = eA(z,w) = e−
1
2 (Aw,w)KA(z,w), z,w ∈ Cn. (4.1)
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of BA. Let WA denote the unitary irreducible representation given in (2.1). Then we have the
following:
B∗AeAw(u) = CWA(ξ1, ξ2)e−u
2
,




4 (detH) 54 (detR A)−
1
4 , w = ξ1 + iξ2 ∈ Cn and u ∈ Rn.


























































































× e−(ξ21 +ξ22 ) dξ1 dξ2.
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n
4 (detH) 54 (detR A)−
1
4 we get













B∗AeAw(u) = CWA(ξ1, ξ2)e−u
2
using the definition of WA. 
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