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Abstract 
Recently, as many users turn to social media to 
interact with service providers, organizations apply 
Artificial intelligence (AI) to improve the efficiency 
and effectiveness of the operation. This type of cus-
tomer service system is called intelligent customer ser-
vice (ICS) which one of the most commonly adopted 
tools is chatbot. Since chatbot is AI-empowered, 
whether this system can effectively interact with cus-
tomers and solve their problems is critical. However, 
the quality of ICS has received significant attention re-
cently, and a lack of systematic study on the outcomes 
of anthropomorphism leaves this question unanswered 
in an ICS context. Based on a cognitive-affective-be-
havioral framework, this study attempts to understand 
whether anthropomorphism can promote desired be-
haviors (including usage and citizenship behaviors) 
through enhancing affective outcomes, such as satis-
faction and identity. Data collected from 183 chatbot-
ICS users, this study illustrates how anthropomor-
phism can increase quality, enhance satisfaction and 
identity. Furthermore, we also show that satisfaction 
and identity lead to further usage and citizenship be-
haviors. This highlights the importance of increasing 
anthropomorphism for the chatbot-ICS. 
1. Introduction
Customer service is an organizational process that 
provides time, place and form utilities for customers 
during the pre-sale, sale and post-sale transactions [15]. 
Customer service is the moment of truth to impress, 
satisfy and retain customers. It is the way to build loy-
alty, improve customer satisfaction, and create market 
share [37]. The quality of customer service has been 
emphasized since last century [42]. Organizations in-
vest a significant amount of money in customer ser-
vice since it makes the company more competitive. 
Recently, organizations apply Artificial intelli-
gence (AI) in many areas to improve efficiency and 
effectiveness of operation. This type of customer ser-
vice system is called intelligent customer service (ICS). 
For example, in the financial industry, customers in-
teract with ICS to quest for financial information (e.g., 
bank statements) or solve personal financial problems 
(e.g., to cancel the lost credit card). In the telecom in-
dustry, customers quest for the amount and deadline 
for their bills. Since online education is getting popular 
because of Covid-19, ICS has been adopted to answer 
commonly asked questions. Many users turn to social 
media to interact with service providers, so many or-
ganizations implement ICS on social media. One of 
the most commonly adopted tools is chatbot, a conver-
sational agent, defined as “a software system which 
exploits natural language technologies to engage users 
in information-seeking and task-oriented dialogue” 
[28]. 
With natural language processing (NLP) and deep 
learning techniques, chatbot can interact with custom-
ers with daily used language. Since chatbot is AI-em-
powered, it is critical to determine whether this system 
can effectively interact with customers and solve their 
problems. Recently, the quality of chatbot-ICS has re-
ceived significant attention (e.g., Wen [63]). However, 
in addition to the ability of chatbot to interact with cus-
tomers, whether it can smoothly interact with custom-
ers is also worth studying. Past studies have pointed 
out that AI-empowered systems can reach a better out-
come if the system contains human-like features [65]. 
Anthropomorphism, how well the AI looks and inter-
acts like a human being, has been highlighted in past 
studies [55]. Since chatbot are also AI-empowered, 
whether the anthropomorphism of chatbot leads to bet-
ter interaction outcomes is therefore interesting. Past 
studies mainly focused on the direct outcome of an-
thropomorphism, such as social presence and intimacy 





[1, 48]. It is reasonable to believe that anthropomor-
phism may generate other outcomes. However, a lack 
of systematic study on the outcomes of anthropomor-
phism leaves this question unanswered. Therefore, the 
first question of this study is “what are the outcomes 
of anthropomorphism in a chatbot-ICS context?” 
AI-empowered customer service requires signifi-
cant investment. How to increase the usage rate is the 
core concern of service providers. Expectancy theories 
point out that continued usage is a function of satisfac-
tion [7, 34]. In addition to existing users, there is a 
need to extend the usage to new customers. This im-
plies that effective promotion is critical for its success. 
Past studies have shown that citizenship behaviors 
conducted by loyal customers are critical for the 
spreading of word-of-mouth online [27]. Citizenship 
is voluntary and discretionary behavior conducted by 
customers. Those behaviors are not required for the 
successful production and/or delivery of the service 
but that, in the aggregate, benefit the service organiza-
tion [27]. For example, helping other customers, 
providing feedback, and recommendations have com-
monly cited customer citizenship behaviors. Citizen-
ship behaviors are more likely to be conducted by 
loyal customers, which are satisfied[29]. Therefore, 
lifting the level of satisfaction is critical to forming 
loyal customers, who tend to continue the service and 
conduct word-of-mouth. The way to improve cus-
tomer satisfaction on chatbot-ICS is therefore im-
portant for promoting further usage. Another research 
question of this study is to understand “how to pro-
mote usage and citizenship behaviors?” 
The purpose of this study is to understand the ef-
fect of anthropomorphism in a chatbot-ICS context. In 
addition, based on a cognitive-affective-behavioral 
framework, we also attempt to understand whether an-
thropomorphism (one type of cognition) can promote 
desired behaviors (including usage and citizenship be-
haviors) through enhancing affective outcomes, such 
as satisfaction and identity. In the following, we first 
introduce related concepts and build according to hy-
potheses. We then introduce the research method used 
for collecting required data and the analysis results 
based on the collected data. In the final section, impli-
cations and conclusions are provided. 
2. Literature review and hypotheses de-
velopment 
2.1. Chatbot-ICS 
Intelligent customer service (ICS) refers to the 
customer service with AI in types of text, voice, and 
robot. ICS has been adopted in many channels and of-
fered personalized answers 24 hours every day to cus-
tomers. Moreover, it can answer more high-quality 
queries to solve customer problems [17] and deter-
mines success or failure in purchasing behaviors 
through positive verbal and nonverbal human-com-
puter interaction [16]. 
Chatbot (also known as the conversational agent) 
can be considered a kind of ICS that exploits natural 
language technologies to engage users in information-
seeking and task-oriented dialogue [40]. It usually has 
a special photo sticker, a name, and a kind of human 
speaking style. It has been integrated into social media 
messaging applications such as Facebook, LINE, etc. 
Traditional chatbot is rule-based, which only respond 
to users through pre-set dialogue menus to complete 
specific tasks. Nowadays, the growth of chatbot ser-
vices depends on the advancement in AI, NLP, and 
chatbot development platforms [53], along with the 
rising demand for self-service. AI-based chatbot can 
communicate like a real person because they have con-
tinuous learning capability and gain effective infor-
mation. In this paper, we focus on AI-based text chat-
bot, which enable interaction with humans through 
natural written language. 
2.2. Cognitive stage 
2.2.1. Chatbot-ICS quality (ICSQ). The information 
system (IS) success model has been used to examine 
the effectiveness of information systems and their im-
pact on users [20]. This model considers system qual-
ity and information quality as two major antecedents 
of system satisfaction and usage. System quality refers 
to the fineness of characteristics the IS has. For many 
information systems, the hardware facilities or acces-
sibility of the system are the most basic and important 
for users. The performance of system quality is an es-
sential factor for users to develop high satisfaction 
[19]. Information quality refers to the fineness of con-
tent features provided to users by IS. Whether the sys-
tem can provide complete or accurate information to 
users will affect users' satisfaction of the information 
system. Similar to system quality, information quality 
is used in many fields. A decade later, another compo-
nent, service quality, was added as the third quality 
factor in an e-Commerce context [20]. Service quality 
has a solid literature foundation in terms of relation-
ship marketing or information system satisfaction [33]. 
Since 1985, much literature has appeared one after an-
other mentioning the measurement of service quality. 
SERVQUAL [50] used five variables for an extension 
to be a service quality questionnaire. Later, this re-
search has gradually become the standard of measur-
ing service quality. Brady and Cronin [10] measured 
Page 1915
service quality by dividing it into three sub-constructs: 
interaction quality, physical environment quality, and 
out-come quality. 
In fact, various quality factors have been proposed 
to understand the quality of a specific system or ser-
vice, such as website quality [62] and social commerce 
quality [3, 35]. With the advancement of AI and its 
implementation in the customer service area, there is a 
need to define the quality of service offered by AI-em-
powered systems. Based on the literature review and 
the Delphi method, Wen [63] extended the IS success 
model and constructed the dimensions of ICSQ. In ad-
dition to system quality and information quality, two 
additional components were identified. Intelligent 
quality refers to the degree that IS can understand the 
user's problems, use the information it has to search 
for relevant answers, and continue to strengthen and 
correct. For intelligent customer service, it is very im-
portant for users to provide sufficient and useful infor-
mation. Since AI contains learning capability and is 
expected to be smart, some features need to be added. 
We therefore proposed another quality index. Interac-
tion quality refers to the degree that IS can interact 
with users in a human-like way. The concept of inter-
action quality is mainly adopted from service quality. 
For interaction quality, this component focuses on 
whether the AI-empowered system can act like a hu-
man being and interact with the users politely. Given 
that chatbot-ICS is empowered by AI which keeps on 
learning and improving based on the previous infor-
mation like a real person. Whether this system can 
know how to effectively understand the question asked 
by users and provide adequate answers is critical. 
2.2.2. Anthropomorphism. Anthropomorphism is 
defined as the tendency to imbue the real or imagined 
behavior of nonhuman agents with humanlike charac-
teristics, motivations, intentions, or emotions [22]. 
Anthropomorphism can be traced back to 1995 and 
has been applied to a range of contexts that include 
product [36], brand [41], advertising [57], etc. Re-
cently, this idea has been discussed in intelligent cus-
tomer service [1, 25, 41]. 
There are commonly discussed three cues to sug-
gest anthropomorphism among online customer ser-
vice: visual, identity, and conversational [25]. First, 
visual cues reflect the extent to which the inanimate 
object looks like a human. It is usually tested by hu-
man-like shape versus nonhuman shape [58] or the de-
gree of human shape [21] because visual cues may in-
spire people's "humanness heuristics" and interact so-
cially with them [25, 56]. Second, identity cues reflect 
the extent to which a user feels an inanimate object's 
uniqueness [1]. It is usually manipulated by human-
associated names and talking in first-person [36, 52] 
because human identity cues will trigger people to 
evaluate the agent's performance based on their crite-
ria or expectation of humans [25, 56]. Third, conver-
sational cues reflect the inanimate object and have dis-
tinctive thoughts by expressing its messages [8]. It is 
usually produced by mimicking human languages or 
responding to the message in a back-and-forth fashion 
in the experiment because conversational cues will 
make the full message interactivity and show an 
awareness of the previous conversation like a human 
[25, 56]. 
Chatbot has been so well integrated into the ICS 
during the past years that customers hardly distinguish 
whether they are interacting with a human or a robot. 
According to previous research, anthropomorphism 
influences users’ feelings directly [64]. When people 
talk to a more human-like chatbot-ICS, they sense a 
higher level of interactive [48] and social presence [1, 
25]. Since interaction quality and intelligent quality 
focus on the degree that chatbot-ICS can act like a real 
person when interacting with customers. Therefore, 
we hypothesize the following. 
H1: Anthropomorphism has a positive effect on 
ICSQ. 
2.3. Affective stage 
2.3.1. Chatbot-ICS identity (ICS identity). The con-
cept of IT identity has been highlighted as one critical 
driver of extended usage [11]. IT identity refers to the 
extent to which an individual views the use of an IT as 
integral to his or her sense of self [11]. Therefore, we 
consider ICS identity as the extent to which customers 
consider the use of a chatbot-ICS as part of themselves. 
Following the definition proposed by Carter and 
Grover [11], we also consider ICS identity should con-
tain three interrelated dimensions: relatedness, emo-
tional energy, and dependence. First, relatedness rep-
resents the blurring of boundaries between the self and 
a chatbot-ICS and manifests as feelings of connected-
ness with the chatbot-ICS. Second, emotional energy 
refers to a person’s enduring feelings of emotional at-
tachment and enthusiasm in relation to a chatbot-ICS. 
Third, dependence captures a person’s sense of reli-
ance upon a chatbot-ICS. 
When chatbot are more anthropomorphic, it is 
easier for users to build connections with them. 
Ameen, et al. [4] mentioned that the relationship is a 
kind of relatedness. Hildebrand and Bergner [31] 
found that conversational robot advisors positively in-
fluence benevolence, recommendation, and ac-
ceptance. Since chatbot is one type of conversational 
robot, users can also likely generate strong belonging-
ness after using chatbot-ICS. Furthermore, different 
from interacting with traditional click and select style 
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systems, surprising answers amuse users. Users are ex-
cited when they use the chatbot-ICS. Finally, since 
chatbot-ICS can learn and evolve gradually, the prob-
lems that chatbot-ICS can solve, or answer are much 
more than a traditional online customer service sys-
tem. Therefore, customers are relying more on chat-
bot-ICS to solve their problems. Therefore, we hy-
pothesize the following. 
H2: Anthropomorphism has a positive impact on 
ICS identity. 
ICSQ contains four dimensions: system quality, 
information quality, intellectual quality, and interac-
tion quality. When a chatbot is more mature, those four 
quality indexes are higher. High system quality indi-
cates that a chatbot-ICS is robust and reliable. High 
information quality represents that the information of-
fered by chatbot-ICS is timely and precise. A high in-
telligent quality chatbot-ICS can effectively under-
stand users’ questions and provide appropriate an-
swers. Users are more dependent on the chatbot-ICS 
to answer more questions precisely and solve more 
problems effectively. Lastly, while interacting with a 
high interaction quality chatbot-ICS, users feel that 
they are interacting with a real person. It is easier for 
users to sense relatedness with the chatbot-ICS. 
Chenet, et al. [14] proved that service quality affects 
commitment indirectly, which is similar to IT identity. 
The above arguments indicate that users of a chatbot-
ICS develop a higher identity when the chatbot-ICS is 
in high quality. Thus, we hypothesize the following. 
H3: ICSQ has a positive impact on ICS identity. 
2.3.2. Satisfaction. Satisfaction refers to overall con-
tentment with utilizing a service or product or with the 
system usage experience [18]. It plays a critical role in 
the IS success model, and empirical studies have indi-
cated that information quality and system quality can 
positively affect user satisfaction [51].  
Previous research has shown that virtual agents 
can enhance user satisfaction in various contexts [16, 
33]. Chatbot can process efficiently and provide accu-
rate and convenient information that is positively 
linked to user satisfaction [39]. On the contrary, users 
may be dissatisfied with the system if system features 
cannot achieve their specific goals via the internet 
[59]. Furthermore, if chatbot can emphasize user's in-
terest topics and provide the information they expect, 
the technology is satisfactory [2]. Therefore, we hy-
pothesize the following. 
H4: ICSQ has a positive effect on satisfaction. 
Additionally, Blut, et al. [9] assumed that when 
the robot has more human-like characteristics, anthro-
pomorphism can inspire people’s perceptions, evalua-
tions, and relationships with a robot. Lee, et al. [41] 
also found that small talk influenced chatbot self-dis-
closure and positively affected participants’ perceived 
intimacy and enjoyment. Go and Sundar [25] have in-
dicated personalization enhances customer experi-
ence. Hence, we assume anthropomorphism will influ-
ence satisfaction because its appearance makes the 
customer feel intimate and friendly speaking makes 
the customer feel harmonious. Therefore, we hypoth-
esize the following. 
H5: Anthropomorphism has a positive effect on sat-
isfaction. 
2.4. Behavioral stage 
2.4.1. Usage. Usage refers to users' intention to con-
tinue using chatbot-ICS [7]. User satisfaction is a key 
antecedent of continuance intention, which has been 
broadly studied in marketing and information system 
literature [7, 34]. A few studies have also illustrated 
this relationship in different contexts. For instance, ex-
tending the DeLone and McLean model of IS success 
in the e-commerce context, Wang [61] found intention 
to reuse is affected by satisfaction, which, in turn, are 
influenced by information quality, system quality, and 
service quality. Similarly, the more satisfied with the 
online shopping experience, the greater the level of 
online repurchase intention [54]. The relationship be-
tween satisfaction and continuance intention also can 
be found in the computer-support context [60]. If cus-
tomers are pleased with their intelligent customer ser-
vice experience, they would be more motivated to con-
tinue using such chatbot. Therefore, we hypothesize 
the following. 
H6: Satisfaction has a positive effect on usage. 
ICS identity means the customer has a deep affec-
tion for using chatbot-ICS, and the customer desires to 
use chatbot-ICS deeply in the long term [49]. Previous 
research has illustrated that identity is the primary mo-
tivator of a set of behaviors and mentioned that IT 
identity influences the use and feature usage[11]. 
Esmaeilzadeh [23] has indicated that IT identity af-
fects a user to have extra usage, representing a user 
improving IT to have a better quality of IT. Thus, we 
hypothesis 
H7: ICS identity has a positive effect on usage. 
2.4.2. Customer citizenship behaviors (CCB). CCB 
are defined as voluntary and discretionary behaviors 
that are not required for the successful production or 
delivery of the service but that, in the aggregate, help 
the service organization overall [27]. Groth [27] has 
identified three dimensions of CCB: First, providing 
feedback means that customers voluntarily provide 
suggestions to the company for product or service im-
provement. Second, helping other customers implies 
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that customers can assist other company's customers 
through their activities to contribute to their percep-
tions of the quality of the firm's offerings. Third, rec-
ommendation indicates an advocate customer recom-
mends the company by a positive word of mouth.  
Although current chatbot is used for individuals to 
interact with AI, CCB does not occur only when peo-
ple use the service. For example, during a chat, a friend 
mentioned that customer service calls often have to 
wait long before a customer service staff can provide 
service. Customers who have used smart customer ser-
vice in the past can make recommendations and tell 
friends where and how to use related services at this 
time. When customers are in the process of using, if 
they find that chatbot has any function that needs im-
provement, they may also give relevant feedback for 
the company to use as a reference for optimization. 
Prior research has consistently linked user satis-
faction to CCB. Groth [27] found customer satisfac-
tion is an antecedent of customer citizenship behav-
iors. In the e-commerce context, familiarity with an e-
store and facilitating conditions provided by an e-re-
tailer can drive customer satisfaction [5]. If customers 
are satisfied with the service quality and the infor-
mation quality of the community, they will engage in 
citizenship behaviors [13]. Anaza [6] indicated that 
customer satisfaction influences CCB in online shop-
ping situations. Gong, et al. [26] also proved when a 
customer is passionate and excited about using self-
check, it influences CCB positively. Accordingly, we 
hypothesize: 
H8: Satisfaction has a positive effect on CCB. 
Based on the social identity theory, identification 
fulfills the need of an individual for social identity and 
self-definition [43]. When customers have a strong 
brand community identity, they may seek to continue 
this relationship with their CCB [44]. Recently, more 
and more scholars focus on the identification of mate-
rial objects such as IT identity. In this study, we as-
sume that when users have a highly ICS identity with 
chatbot, they will form attachments to the company 
and recommend the company to family and friends, 
help other customers with their needs, and provide 
feedback to the company. Thus, we hypothesis: 
H9: ICS identity has a positive effect on CCB. 
3. Research method 
3.1. Construct and Measurement 
To test the proposed hypotheses, a survey ap-
proach was adopted. We adapted multi-item scales 
from prior studies for the measurement of variables 
wherever possible. All constructs were measured with 
7-point Likert scales ranging from ‘‘strongly disa-
gree’’ (1) to ‘‘strongly agree’’ (7). 
Table 1 Constructs, measurements, and factor 
loadings 
Constructs Measurement items Loading 
Anthropomorphism (PA) 
 CR: 0.93 
 AVE: 0.74 
• Reference: [32, 45, 47] 
1. The intelligent customer service is able to 
speak like a human. 0.83 
2. The intelligent customer service ’s photo is 
like a human. 0.91 
3. The intelligent customer service ’s photo is 
lifelike. 0.91 
4. I feel the intelligent customer service is realis-
tic. 0.87 
5. I feel the intelligent customer service is not 
machinelike. 0.78 
System quality (SQ) 
 CR: 0.90 
 AVE: 0.70 
• Reference: [20, 46, 63] 
1. The intelligent customer service performs reli-
ably. 0.84 
2. The intelligent customer service returns an-
swers to my requests quickly. 0.82 
3. The intelligent customer service is easy to use. 0.87 
4. The user interface of the intelligent customer 
service is simple and clear. 0.80 
Information quality (IFQ) 
 CR: 0.90 
 AVE: 0.70 
• Reference: [24, 46] 
1. The intelligent customer service provides me 
a complete set of information. 0.82 
2. The intelligent customer service provides a 
personalized information presentation. 0.89 
3. The intelligent customer service provides up-
to- date information. 0.79 
4. The intelligent customer service provides in-
formation that is easy to understand. 0.85 
Intelligent quality (INTQ) 
 CR: 0.91 
 AVE: 0.77 
• Reference: [63] 
1. The intelligent customer service understands 
my question and can find relevant answers. 0.89 
2. The intelligent customer service provides in-
formation according to previous context that 
is relevant to your needs. 
0.87 
3. The intelligent customer service can answer 
questions in the professional field. 0.87 
Interaction quality (ITAQ) 
 CR: 0.87 
 AVE: 0.78 
• Reference: [63] 
1. When I have a problem, the intelligent cus-
tomer service shows a sincere interest in solv-
ing it. 
0.90 
2. The intelligent customer service understands 
my specific needs. 0.87 
ICS identity (ICSD) 
 CR:0.97 
 AVE: 0.84 
• Reference: [12] 
1. Thinking about myself in relation to intelli-
gent customer service, 0.92 
2. I am dependent on intelligent customer ser-
vice. 0.92 
3. I am reliant on intelligent customer service. 0.94 
4. I am energized. 0.90 
5. I am enthusiastic. 0.89 
6. I am linked with intelligent customer service. 0.93 
Satisfaction (SAT) 
 CR: 0.96 
 AVE: 0.90 
• Reference: [38] 
1. I am generally pleased with the intelligent 
customer service. 0.92 
2. I am very satisfied with the intelligent cus-
tomer service services 0.97 
3. I am happy with the intelligent customer ser-
vice 0.96 
Usage (US) 
 CR: 0.93 
 AVE: 0.81 
• Reference: [7] 
1. I intend to continue using the intelligent cus-
tomer service rather than discontinue its use. 0.93 
2. My intentions are to continue using the intelli-
gent customer service than use any alternative 
means (going to the bank). 
0.85 
3. I would like to discontinue my use of intelli-
gent customer service. 0.92 
Providing feedback (CCBF) 
 CR: 0.95 
 AVE: 0.85 
• Reference: [27] 
1. Recommend the intelligent customer service 
to your family who are the customers of this 
bank. 
0.92 
2. Recommend the intelligent customer service 
to your peers who are the customers of this 
bank. 
0.92 
3. Recommend the intelligent customer service 
to people interested in this bank. 0.93 
Helping other customers 
(CCBH) 
 CR: 0.96 
 AVE: 0.89 
• Reference: [27] 
1. Assist other customers in finding the intelli-
gent customer service. 0.94 
2. Teach someone how to use the intelligent cus-
tomer service. 0.94 
3. Assist other customers to solve their problems 
in using smart customer service. 0.94 
Recommendation (CCBR) 
 CR: 0.98 
 AVE: 0.93 
• Reference: [27] 
1. Fill out a customer satisfaction survey about 
intelligent customer service. 0.97 
2. Provide helpful feedback to intelligent cus-
tomer service. 0.97 
3. Provide information when surveyed by the in-
telligent customer service. 0.95 
The operational definitions and measurements of 
each construct are shown in Table 1. For the behav-
ioral stage, usage refers to customers’ intention to con-
tinue to use chatbot-ICS. Three items adapted from [7] 
were used to capture the extent to which customers 
want to keep using chatbot-ICS. CCB are treated as a 
second-order formative construct that contains three 
first-order constructs: feedback, help, recommenda-
tion. We measure CCB adapted form [31]. Since the 
three constructs are reflective, the three constructs are 
measured by three items respectively.  
Page 1918
For the affective stage, satisfaction refers to users’ 
feelings about the use of chatbot-ICS. Three items 
were adopted from [38] to measure the extent to which 
customers are satisfied and content with the chatbot-
ICS. ICS identity refers to the extent to which an indi-
vidual views the use of a chatbot-ICS as integral to his 
or her sense of self. Totally six items were adopted 
from [11] to respectively capture customer's related-
ness, emotional energy, and dependence on chatbot-
ICS. 
For the cognitive stage, ICSQ refers to customers’ 
perception of chatbot-ICS, and it is treated as a second-
order reflective construct that contains system quality 
(SQ), information quality (IFQ), intelligent quality 
(INTQ), interaction quality (ITAQ). Four items used 
to measure SQ include the system tangibles, reliabil-
ity, response time, and ease of use. Four items used to 
measure IFQ are completeness, accuracy, timeliness, 
and ease of understanding of the provided information. 
Three items used to measure INTQ cover intellectual 
level, perceived expertise, and consecutiveness of two 
answers. Three items used to measure ITAQ focused 
on courtesy, assurance, and empathy during the inter-
action. Anthropomorphism (PA) refers to the tendency 
to imbue the real or imagined behavior of chatbot-ICS 
with humanlike characteristics, motivations, inten-
tions, or emotions [22]. We use a total of 5 question 
items to measure. Items 1 adapted from [45] and items 
2, 3, 4, 5 adapted from [32] to respectively measure 
the visual, identity, and conversational cues of PA in 
ICS.  
3.2. Samples 
To fulfill our research purpose, the target sample 
was individuals who have experience with ICS. First, 
we translated English items into Chinese because we 
investigated in Taiwan. Second, we did a pre-test with 
4 experts with chatbot-ICS experience to get sugges-
tions and revised some items by adjusting Chinese se-
mantics. Third, a pilot study with 27 MBA students 
who had chatbot-ICS experience was also conducted.  
Table 2 The demographic of the respond-
ents(n=183) 
Measure Categories # %  Measure Categories # % 
Gender 
Male 94 51.37  
Work in-
dustry 
Student 25 13.66 
Female 89 48.63  Finance 13 7.10 
Age 
(year) 
< 21 7 3.83  Manufacturing 33 18.03 








41-50 49 26.78  Service 24 13.11 
51-60 13 7.10  Others 7 3.83 





Very low 28 15.30 
Education 
High school 4 2.19  Low 70 38.25 
College 82 44.81  Medium 56 30.60 
Master's 93 50.82  High 24 13.11 
Doctoral 4 2.19  Very high 5 2.73 
Finally, we conducted an online survey and 
posted it on a famous forum (PTT) in Taiwan. Data 
collection ran from March to May 2021. A total of 255 
individuals took the online survey. After excluding 72 
incomplete responses, there were 183 responses col-
lected. The demographic data for our sample are 
shown in Table 2. 
3.3. Reliability and validity 
The measurement model relating the scale items 
to their latent constructs was analyzed using SmartPLS 
3.0. In our study, chatbot-ICSQ was treated as a reflec-
tive second-order construct dependent variable and 
CCB was treated as a formative second-order con-
struct dependent variable. Table 1 shows the compo-
site reliability (CR), the average variance extracted 
(AVE) and factor loadings. The composite reliability 
values for all constructs were above the recommended 
level of 0.70, indicating adequate internal consistency.  
Table 3 Correlations among constructs and the 
square root of AVE 
Constructs 1 2 3 4 5 6 7 8 9 10 11 
 1. PA 0.86           
ICSQ 
2. SQ 0.37 0.83          
3. IFQ 0.45 0.73 0.84         
4. INTQ 0.49 0.58 0.75 0.88        
5. ITAQ 0.51 0.54 0.65 0.68 0.88       
 
6. ICSD 0.70 0.48 0.55 0.60 0.63 0.92      
7. SAT 0.56 0.65 0.72 0.71 0.66 0.76 0.95     
8. US 0.51 0.55 0.64 0.59 0.57 0.77 0.78 0.90    
CCB 
9. CCBF 0.33 0.27 0.33 0.18 0.30 0.35 0.38 0.33 0.92   
10. CCBH 0.46 0.40 0.41 0.44 0.44 0.58 0.63 0.65 0.53 0.94  
11. CCBR 0.46 0.51 0.57 0.58 0.52 0.62 0.71 0.74 0.39 0.77 0.96 
Note(s): The square roots of AVEs are in bold. 
Table 4 Heterotrait-monotrait ratio (HTMT) 
Constructs 1 2 3 4 5 6 7 8 9 10 11 
 1. PA            
ICSQ 
2. SQ 0.41           
3. IFQ 0.51 0.85          
4. INTQ 0.56 0.66 0.86         
5. ITAQ 0.65 0.68 0.83 0.86        
 
6. ICSD 0.74 0.52 0.60 0.66 0.77       
7. SAT 0.61 0.72 0.80 0.78 0.81 0.80      
8. US 0.57 0.62 0.74 0.68 0.72 0.84 0.85     
CCB 
9. CCBF 0.36 0.30 0.37 0.20 0.37 0.37 0.40 0.35    
10. CCBH 0.49 0.44 0.46 0.49 0.54 0.61 0.67 0.71 0.56   
11. CCBR 0.49 0.56 0.63 0.64 0.63 0.65 0.74 0.80 0.41 0.81  
In addition, convergent and discriminant validity 
should be tested when multiple indicators are used to 
measure one construct and can be examined by factor 
loadings and AVE by constructs. To have the required 
convergent validity, factor loadings should be greater 
than 0.70, and AVE should be greater than 0.50. For 
our model, all loadings were above 0.7, and AVE 
ranged from 0.61 to 0.93 (see Table 1). Thus, both con-
ditions for convergent validity were met. To achieve 
adequate discriminant validity, the correlation be-
tween pairs of constructs should be less than 0.90, and 
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the square root of AVE should be greater than the in-
ter-construct correlation coefficients. As shown in Ta-
ble 3, all the diagonal values exceeded the inter-con-
struct correlations. Additionally, we employed the het-
erotrait-monotrait (HTMT) ratio of correlations, to 
further check the degree to which the latent variables 
(constructs) are distinctly different. The HTMT should 
be lower than 0.90 [30]. As Table 4 shows, all HTMT 
values are lower than 0.90.  
3.4. Hypothesis testing 
The measurement model was shown in Figure 1. 
The path from PA to chatbot-ICSQ is significant, H1 
is supported. Chatbot-ICSQ is affected by PA (β = 
0.538, p-value < 0.001). All paths between cognitive 
variables and affective variables are significant. ICS 
identity is affected by both PA (β = 0.480, p-value < 
0.001) and chatbot-ICSQ (β = 0.406, p-value < 0.001). 
Satisfaction is affected by both PA (β = 0.187, p-value 
< 0.001) and chatbot-ICSQ (β = 0.697, p-value < 
0.001). Besides, PA and chatbot-ICSQ collaboratively 
explain 66.1% of the variance of satisfaction, and 
60.5% of the variance of ICS identity. Therefore, H2-
H5 are all supported. We found all links between af-
fective variables and behavioral variables are signifi-
cant. Usage is affected by both satisfaction (β = 0.443, 
p-value < 0.001) and ICS identity (β = 0.438, p-value 
< 0.001). CCB are affected by both satisfaction (β = 
0.545, p-value < 0.001) and ICS identity (β = 0.233, p-
value < 0.001). In addition, satisfaction and ICS iden-
tity explain 68.2% of the variance of usage, and 54.3% 
of the variance of CCB. Hence, H6-H9 are all sup-
ported. 
 
Figure 1 Path analysis. 
4. Discussion 
As the result showed, anthropomorphism influ-
ences ICSQ. One component of ICSQ, interaction 
quality, focuses on the extent to which chatbot-ICS 
acts like a human being in the interaction process. The 
components of interaction quality contain curtsey, em-
pathy, and assurance. On the other hand, the compo-
nents of intelligent quality contain intelligence and ex-
pertise. Those components make chatbot-ICS per-
ceived more like a human being for customers. There-
fore, the coefficient between anthropomorphism and 
ICSQ is very strong and significant. 
For satisfaction and ICS identity, while satisfac-
tion is more affected by ICSQ (β=0.697 for ICSQ; 
β=0.187 for anthropomorphism), ICS identity is more 
associated with anthropomorphism (β=0.406 for 
ICSQ; β=0.480 for anthropomorphism). As indicated 
above, satisfaction is determined by the quality of ser-
vice that chatbot-ICS can offer, instead of whether 
chatbot-ICS looks or acts like a human being. Aligning 
with past studies that service quality is highly associ-
ated with satisfaction, satisfaction is mainly deter-
mined by ICSQ. Surprisingly, ICS identity is associ-
ated with anthropomorphism. However, since identity 
can be considered as associating self with the target, 
whether the target is vivid to connect oneself with is 
critical. Identity contains three components: related-
ness, emotional energy, and dependence. Users are 
more likely to feel emotionally energized when they 
interact with a human-like system. It is easier for indi-
viduals to relate to the system when it has a nickname, 
a human-like picture, and can communicate like a real 
person. 
For the behavioral stage, both usage and customer 
citizenship behaviors are associated with satisfaction 
and ICS identity. The impact of satisfaction on two be-
havioral outcomes (β=0.443 for usage; β=0.545 for 
CCB) is significant and similar to identity (β=0.438 for 
usage; β=0.233 for CCB). Past study pointed out that 
usage is more affected by satisfaction [38]. In this 
study, ICS identity has been shown to play a role sim-
ilar to satisfaction in an online customer service con-
text. Our results highlight the importance of making 
the chatbot-ICS appear and act like a human being. In-
teracting with a human-like online customer system al-
lows users to build identity with the systems, which, 
in turn, encourages further use and promotes altruistic 
behaviors. 
4.1. Implications for academia 
This study generates several contributions to ac-
cording research streams. First, for online customer 
service research, we are one of the pioneers to explore 
AI-empowered customer service systems. We specifi-
cally focused on the chatbot system and highlighted 
the importance of creating anthropomorphism for this 
system. A human-like system can enhance perceived 
quality, increase satisfaction, and build user identity. 
Second, this study also contributes to anthropomor-
phism study. Past anthropomorphism studies mainly 
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focus on its impact on social presence, intimacy, or 
emotional feeling. This study extends this research 
stream by showing the impact of anthropomorphism 
not only on short-term perception (quality) and emo-
tion (satisfaction) but also only long-term emotion 
(identity). Third, for IT identity study, this study 
shows other possible antecedents and consequences of 
IT identity. Past studies consider investment and satis-
faction as major antecedents of identity. This study 
also shows that anthropomorphism building a human-
like system - can help construct users’ identity. In ad-
dition, for the consequence of identity, past studies 
only consider various types of usage. In this study, we 
added customer citizenship as another possible out-
come of identity. Future research may further explore 
other possible outcomes of high identity. Fourth, we 
illustrated that satisfaction is more associated with 
quality while identity is more affected by anthropo-
morphism. On the other hand, identity has a stronger 
impact than satisfaction, on both usage and citizenship 
behavior. Even though the critical role of satisfaction 
has been highlighted in the past, this study sheds light 
on this area by showing that identity is more associated 
with behaviors. 
4.2. Implications for practitioners 
Our research generates three implications for 
practitioners. First, anthropomorphism is critical for 
lifting service quality, increasing satisfaction, and fos-
tering identity. Even though many organizations pre-
sent their chatbot with a nickname high identity me 
and human-like avatar, some organizations still choose 
a robot style appearance for their chatbot. We recom-
mend those organizations change the appearance of 
their chatbot to a human-like style. In addition, users 
sense a higher level of anthropomorphism if the sys-
tem can use human-like language to interact with 
them. In this condition, more positive benefits can be 
expected.  
In addition, we also recommend organizations 
foster identity toward their intelligent customer ser-
vice system. This can be done by increasing anthropo-
morphism directly. It can also be done by increasing 
the quality of chatbot-ICS. A better quality system can 
definitely lead to higher satisfaction, an important an-
tecedent of ISS identity. 
Even though organizations that adopt chatbot-ICS 
should promote the system actively, satisfied custom-
ers are another important but free means to facilitate 
promotion. Satisfied customers are more willing to use 
the system again and encourage and help other users 
to use the system. The major approach to increase sat-
isfaction is to improve the quality of the chatbot-ICS. 
In addition to building a reliable system that can offer 
adequate and precise information, whether the system 
is smart enough and can interact like real service per-
sonnel is critical. Lastly, building identity is also criti-
cal since it leads to both usage and citizenship behav-
iors. chatbot-ICS users are more connected with chat-
bot-ICS when chatbot-ICS looks and acts like a real 
person. 
4.3. Limitation 
This study is not without limitations. First, there 
are different AI chatbot customer service types, in-
cluding text, voice, and robot. In this research, we only 
conduct research on text-based AI customer service of 
text-based. Therefore, the results of this research may 
not be able to fully explain the AI customer service of 
voice and robot. It is suggested that future research can 
compare the similarities and differences of different 
types of ICS. Second, cross-sectional data were used 
to examine the proposed model. Further research is 
recommended to adopt a longitudinal approach to ad-
dress this issue. Third, the data for this study only 
comes from a single culture in Taiwan. It is recom-
mended that future research can collect data from dif-
ferent cultures for a more comprehensive understand-
ing. 
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