Abstract. Paraunitary filter banks are important for several signal processing tasks, including coding, multichannel deconvolution and equalization, adaptive beamforming, and subspace processing. In this paper, we consider the task of adapting the impulse response of a multichannel paraunitary filter bank via gradient ascent or descent on a chosen cost function. Our methods are spatio-temporal generalizations of gradient techniques on the Grassmann and Stiefel manifolds, and we prove that they inherently maintain the paraunitariness of the multichannel adaptive system over time. We then discuss the necessary practical approximations, modifications, and simplifications of the methods for solving two relevant signal processing tasks: (i) spatio-temporal subspace analysis and (ii) multichannel blind deconvolution. Simulations indicate that our methods can provide simple, useful solutions to these important problems.
Introduction
Consider the following problem: Given a cost function J ({W p } ∞ −∞ ) for the sequence of (m × n) matrices 
such that
where I is the identity matrix and δ l is the Kronnecker impulse function. Defining the z-transform * This work was supported in part by the Office of Research and Development under Contract No. 98F135700-000.
of W p as
the constraint in (2) can be expressed in the frequency domain as
Multichannel linear systems that satisfy (2) or (4) are called paraunitary filter banks. They are useful for designing perfect-reconstruction filter banks in coding and image processing tasks [1] [2] [3] [4] [5] [6] [7] as well as for determining the eigenstructure of multichannel time series in direction-of-arrival estimation and wideband array processing tasks [8] [9] [10] [11] [12] . When m = n = 1, (4) guarantees that the single-input, single-output linear system W [z] is an all-pass filter, and thus solutions to (1)-(4) are useful for single-channel deconvolution, equalization, and adaptive control tasks [13] [14] [15] [16] [17] [18] [19] [20] .
To our knowledge, simple on-line adaptive methods for solving FIR approximations to (1)- (4) have not been extensively explored in the signal processing literature. Works in FIR perfect reconstruction filter bank design have largely focused on constructive methods using classic mean-square or least-squares approximation theory with constraints [3] [4] [5] [6] . Realizations of paraunitary systems have largely been parametric or intrinsic parametrizations that employ lattice parameterizations in a linear or tree-based structure [7, [10] [11] [12] . Direct-form adaptive all-pass filters have also been developed [14, 15] , but these are based on rational transfer functions rather than direct impulse response adjustment and thus require stability-monitoring in practice. Methodologies for adapting FIR approximations to paraunitary filter banks would likely increase the popularity of such systems for solving practical problems while providing useful solutions to new problems.
In this paper, we provide gradient-based adaptive algorithms for solving (1)-(4) iteratively over time. Although other adaptive methods could be used, gradient methods represent the simplest to implement and thus form the baseline to which others are often compared. Our algorithms are spatio-temporal extensions of gradient techniques on the Grassmann and Stiefel manifolds [21] [22] [23] [24] [25] [26] [27] [28] [29] [30] and can be applied to any appropriatelydefined cost function. We prove that our algorithms in differential form preserve (2) or (4) over time, and thus they adjust W p in the impulse response space of paraunitary systems. As these idealized systems are non-causal and doubly-infinite in length, we explore the necessary modifications of these methods that produce practical and implementable solutions to both the spatio-temporal subspace analysis and the multichannel blind deconvolution tasks. The resulting algorithms are computationally-simple, can be easily implemented in digital signal processing hardware, and are shown via simulations to be effective solutions for their respective tasks.
The organization of this paper is as follows. In the next section, gradient algorithms for adaptation of orthogonal matrices are briefly reviewed, extensions of these methods to adaptive paraunitary systems are provided, and general implementation issues are discussed. In Section 3, we show how the proposed methods can be applied to the task of spatio-temporal subspace analysis task, and Section 4 describes applications of these methods to multichannel blind deconvolution. Both of these sections include simulations that verify the algorithms' usefulness in these tasks. Section 5 contains our conclusions.
Gradient Adaptive Paraunitary Systems

Grassmann and Stiefel Manifolds
To develop gradient-based methods for solving (1)- (4), we first consider the situation where W p = Wδ p defines a memoryless system. In this case, (1)-(4) reduces to maximize J (W) (5) such that WW T = I.
Note that (6) restricts W to the space of (m × n) unitary matrices. If in addition the cost function obeys J (W) = J (QW) for any (m × m) unitary matrix Q, then the solutions to (5) and (6) for the subspace spanned by the rows of W lie within the Grassmann manifold of orthonormal subspaces [21] . If J (W) = J (QW), then the solutions to (6) for W lie within the Stiefel manifold of orthonormal matrices [22] . For a general discussion of the geometric structures of the Grassmann and Stiefel manifolds, see [30] . Adaptive solutions to (5) and (6) are useful in many problems. For example, if we define
where R xx is a symmetric positive-definite matrix, then (5) and (6) forms the framework for principal subspace analysis (PSA) or minor subspace analysis (MSA) [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] . Alternatively, if J (W) is a contrast function, then (5) and (6) forms the framework for contrast-based blind source separation of prewhitened instantaneous mixtures [33] [34] [35] [36] .
Gradient Adaptation on the Grassmann and Stiefel Manifolds
We now discuss the forms of several methods for solving (5) and (6) via gradient techniques. Perhaps the most-obvious gradient-based method for solving (5) and (6) employs unconstrained adaptation using
where
is the scaled (Euclidean) gradient of the cost function with respect to W evaluated at W(k) and µ(k) is a chosen step size sequence. Then, W(k) is periodically projected back to the constraint space defined by (6) using a Gram-Schmidt, singular-valuedecomposition (SVD), or equivalent orthonormalization procedure. This crude solution is likely to be computationally-difficult to extend to the case of paraunitary systems, however, due to complications in the projection process. In addition, the complexity of the projection step often dominates the overall complexity of the procedure. For example, in principal and minor subspace analysis the Gram-Schmidt orthonormalization procedure is of O(m 2 n) complexity, whereas the calculation of G(k) is of O(mn) complexity.
An alternative procedure to the above method is to parameterize the form of W(k) using products of mn − m(m + 1)/2 Givens rotation matrices and adjust each rotational angle using unconstrained gradient adaptation [11, 34] . Since this procedure maintains an intrinsic parameterization of W(k), the constraint in (6) is automatically satisfied, and no modifications of standard gradient procedures are required. The gradient calculations inevitably involve trigonometric calculations, however, hampering their implementation on simple DSP platforms that are optimized for arithmetic (multiply and add) operations.
In this paper, we shall focus on spatio-temporal extensions of methods that use the extrinsic parameterization given by the rows of W(k) and that attempt to adapt W(k) to maintain the constraint in (6) iteratively over time. Such methods inherently make use of the multiply/accumulate operation in practical applications and thus are ideally suited for DSP platform implementations. Algorithms for adjusting W(k) within the Grassmann and Stiefel manifolds have received much attention recently due to the elegant adaptation properties that such methods possess [24, 28, 29] . The simplest gradient-based algorithms attempt to move W(k) via differential changes along a geodesic in the associated parameter space to maximize J (W). These algorithms modify the Euclidean gradient using the curvature of the parameter manifold as contained in the associated Riemannian metric for the manifold, and as such they are known as natural gradient methods. See [37, 38] for further details on natural gradient adaptation.
We now describe the differential forms of these methods. The natural gradient algorithm for adapting the subspace defined by the linear span of W within the Grassmann manifold is
The natural gradient algorithm for adapting the rows of W within the Stiefel manifold is
It can be easily shown for (10) and (11) that, if
Moreover, since no other processing is required, (10) and (11) are ideal for extension to the case of adaptive paraunitary systems.
Extensions to Spatio-Temporal Systems
To develop procedures similar to (10) and (11) to solve (1)- (4), we rely on recent works relating instantaneous blind source separation and blind deconvolution [39] [40] [41] [42] . These works have indicated that spatial-only adaptive algorithms can be extended to adaptive single-and multichannel linear systems if the following three rules are followed:
1. Multiplication of two matrices in the spatial-only case is equivalent to convolution of their associated sequences in the spatio-temporal case. 2. Addition of two matrices in the spatial-only case is equivalent to element-by-element addition of their associated sequences in the spatio-temporal case. 3. Transposition of a matrix in the spatial-only case is equivalent to element-by-element transposition and time-reversal of its associated sequence in the spatio-temporal case.
Using these rules, we can extend (10) and (11) to solve (1)-(4). These algorithms are given in continuous-time update form for analysis; discretetime versions are developed for specific applications in later sections.
Extension of (10) [Grassmann] :
Extension of (11) [Stiefel] :
The following theorem indicates the desirable properties possessed by (13) and (14) for adaptive paraunitary systems. (13) and (14) 
Theorem 1. The updates in
Proof: For brevity, we only show this property for (13) ; the proof for (14) is similar. Taking derivatives of both sides of (2) gives
Substituting the relation in (13) into the RHS of (15) gives
Let s = p − r and t = q −r , respectively, so that (16) is
Assume that (2) holds at some time instant t 0 . Then, the four summations within brackets on the RHS of (17) are δ p−q I, δ s−t+l I, δ p−q+l I, and δ s−t I, respectively. Substituting these relations and simplifying gives
Thus, the impulse response sequence W p never deviates from paraunitariness, as desired.
Remark 1.
The choice of whether to use (13) or (14) to adjust the impulse response of the paraunitary system depends on the type of cost function being optimized. In analogy with the results for the spatial-only case, we provide the following algorithm selection guidelines:
• For cost functions in which
for any arbitrary (m × m) paraunitary impulse response {Q p }, −∞ < p < ∞, the algorithm in (13) is the appropriate choice.
for any arbitrary (m × m) paraunitary impulse response {Q p }, −∞ < p < ∞, the algorithm in (14) is the appropriate choice.
The reasons for these choices are seen if one considers the gradient of J ({Q p * W p } ∞ −∞ ) with respect to the sequence W p , which assuming (19) is
Defining the sequence T p (t 0 ) = Q p * W p (t 0 ) at some time t = t 0 , it is straightforward to show for the update in (13) that
and thus
for all t ≥ t 0 . In other words, the coefficient trajectories provided by (13) are invariant to the orientations of the rows of W[z] in the space of paraunitary filters, which is the spatio-temporal extension of the subspace invariance property possessed by the algorithm in (10) . Thus, (13) is the appropriate algorithm form for solutions to spatio-temporal subspace analysis tasks. As (14) does not possess this subspace invariance property, it is the appropriate algorithm form for solutions to multichannel blind deconvolution tasks.
Remark 2. The procedures in (13) and (14) 
then the above updates may not exactly maintain the corresponding paraunitary constraints given by
Algorithms for adapting multichannel FIR filters to exactly maintain (25) at each time instant are outside the scope of this paper. These facts do not preclude, however, the use of appropriate approximations of the generic procedures in (13) and (14) using truncated multichannel FIR filter models, to be discussed shortly. Technically, truncating W[z] to FIR form within our algorithms yields procedures that cannot exactly maintain the constraints in (2), and thus there is not a oneto-one correspondence between the impulse responses produces by our adaptive procedures and the intrinsic parameters of an FIR paraunitary filter. As we shall show, however, the resulting adaptive filters' deviations from paraunitariness are extremely small-typically less than 2% of the total filter coefficient energythroughout the adaptive process.
General Implementation Issues
In practice, discrete-time versions of (13) and (14) are required for real-time digital implementations. Substituting finite differences for differentials in these algorithms, however, can create numerical problems due to error accumulation. For example, when W p = Wδ p , the algorithm
is numerically-unstable for PSA and MSA, such that the rows of W(k) slowly diverge from orthonormality over time [29, 32] . For this reason, modifications of the updates are required. For PSA, an approximation to (26) and (27) given by
and µ(k) > 0 yields the principal subspace estimate in a numerically-stable manner [23] . For MSA,
withĜ(k) defined in (29) and µ(k) < 0 yields asymptotically-stable behavior [29] . Extensions of these self-stabilized methods to the spatio-temporal subspace analysis and multichannel blind deconvolution tasks are provided in the next two sections. In addition to the above issues, one also must address three others in practice: (i) the infinite memory, (ii) the non-causality, and (iii) the computational complexity, respectively, of the adaptive system. The first two issues typically can be addressed by truncating the filter model to finite length and by employing delayed updates within the algorithm, respectively. The system's overall computational complexity usually can then be reduced by assuming that the system adapts slowly, so that delayed versions of previously-computed signals are used in place of similar signals appearing within the parameter updates. Similar approximations have been used in other natural gradient methods for singleand multichannel deconvolution tasks [43, 45, 50] . Details of these approximations are given in the specific applications that follow.
Spatio-Temporal Subspace Analysis
Problem Description
Let x(k) be a sequence of n-dimensional vectors from a wide-sense stationary vector random process with autocorrelation function
In spatio-temporal principal subspace analysis, an (m × n), m < n paraunitary system is used to compute a sequence of m-dimensional vectors y(k) as
The goal is to calculate a (non-unique) paraunitary system impulse response W p such that the cost function
is maximized, where y(k) denotes the L 2 or Euclidean norm of y(k). The resulting family of solutions obtain optimal energy compaction in mdimensional signal space, such that the sequence
is the optimal rank-m linear filtered approximation to the vector sequence x(k) in a mean-square-error sense. One possible application of such a method is the efficient coding and storage of multisensor signals such as n-microphone audio recordings of m talkers in a room environment. Similarly, minimizing (33) under paraunitary constraints is the spatio-temporal extension of minor subspace analysis and is potentially-useful for direction-of-arrival in wideband array processing systems [8] [9] [10] [11] [12] .
An Algorithm for Spatio-Temporal PSA
We now apply the gradient methods described in Section 2 to the spatio-temporal PSA task. Since (33) is the appropriate averaged cost function for this task, we consider its instantaneous version
for use within a stochastic gradient procedure that inherently averages across time samples in its operation. A straightforward application of (13) to this task yields
This system can be expected to be numericallyunstable, however, as (26) is numerically-unstable. To obtain a potentially-useful algorithm, we instead begin with a version that is analogous in form to (28) as given by
Such a system cannot be implemented, however, due to the doubly-infinite impulse response model. For practical systems, we truncate the paraunitary filter model by setting W p (k) = 0 for p < 0 and p > L, respectively, which yields
in place of (32) and
in place of (37) for 0 ≤ p ≤ L. Equation (39) is both computationally-complex and non-causal. In [43] [44] [45] 50 ], a procedure is described and used to simplify related algorithms for multichannel blind deconvolution. This procedure assumes that the adaptive system is slowly varying, such that (40) such that delayed coefficient values can be used in place of more-recent coefficient values within the filtered gradient calculations. We follow a similar procedure in what follows. Letting l = q − r , we can make the approximation
Finally, substituting the above results into the RHS of (39) and delaying these terms by L time samples, we obtain a causal delayed-update version of (39) as
and f(y) = y is linear in this case.
Equations (38), (43) and (44) describe the proposed spatio-temporal extension of the principal subspace rule in (26) . This algorithm requires (3 mn + n)(L + 1) + m multiply/accumulates (MACs) per iteration to implement, and its average complexity per adaptive parameter is about the same as that in the scalar case (L = 0).
An Algorithm for Spatio-Temporal MSA
Using similar principles, we can extend the MSA algorithm in (30) to the spatio-temporal case. For brevity, the derivations are omitted, and only the final form of the algorithm is given: for 0 ≤ p ≤ L,
where y(k) and u(k) are computed as in (38) and (44),
Note that this algorithm requires (7 nm + 2m)(L + 1) MACs to implement, such that its average complexity per adaptive parameter is about the same as that of (30).
Simulations
We now explore the performance of the spatio-temporal PSA algorithm in (38) , (43) and (44) via simulations. Consider a two-input, four-output system in which
, 2} are independent zero-mean Gaussian sequences with autocorrelations r ss,i (l) = δ l , Figure 1 . Evolutions of (a) E{ρ PSA (k)} and (b) E{γ (k)} for the spatio-temporal PSA algorithm in the first simulation example.
T , and η i (k), i ∈ {1, 2, 3, 4} are independent zero-mean Gaussian sequences with r ηη,i (l) = σ 2 η δ l and σ 2 η = 10 −4 . We apply (38) , (43) and (44) Fig. 1(a) and (b) are the evolutions of
respectively, as averaged over twenty different simulation runs. As can be seen, the proposed algorithm effectively adapts to the signal subspace while approximately maintaining the system's paraunitariness through its adaptive characteristics. The steady-state value of ρ PSA (k) is approximately 2.10 × 10 −4 , close to the minimum value of min E{ρ PSA (k)} = 2σ To verify the performance of (38) , (44)- (48) in the spatio-temporal MSA task, Fig. 2(a) and (b) show the evolutions of the averaged values of the performance factors
and γ (k) as computed by this algorithm on data generated according to (49)-(54) over twenty different simulation runs, where µ(k) = 0.001. In this case, ρ MSA (k) converges to a steady-state value of approximately 2.14 × 10 −4 , close to the theoretical minimum value of 2×10 −4 for this data. Moreover, the algorithm approximately maintains the paraunitariness of W p (k) over time.
Multichannel Blind Deconvolution
Problem Description
Let x(k) be a sequence of n-dimensional vectors generated from the linear model Suppose an (m × n) multichannel system with impulse response P j , −∞ < j < ∞ is designed such that the m-dimensional vector sequence
is uncorrelated in space and time; i.e.
An adaptive algorithm for performing this spatiotemporal decorrelation task can be found in [54] . Then, it can be shown that the paraunitary system given by
is sufficient for the multichannel blind deconvolution task, such that
for some non-unique, non-replicative assignment i → j i , {i, j i } ∈ {1, 2, . . . , m} can be obtained, where j i denotes the integer delay of the j i th source at the ith output. Moreover, a simple contrast function that can be used within the framework in (1)- (4) to solve this task is [46] [47] [48] 
where κ[y] is the (normalized) kurtosis of the unitvariance random variable y. Solutions to the above task are useful for separating digital communications signals in an unknown multiuser environment [49, 50] as well as separating acoustic signals from multisensor recordings in reverberant room environments [51] [52] [53] . We now develop algorithms for multichannel blind deconvolution for prewhitened signal mixtures. These algorithms are spatio-temporal generalizations of methods for blind source separation of instantaneous prewhitened signal mixtures, in which A l = Aδ l , P l = Pδ l , and W l = Wδ l in (58), (61) and (59), respectively. It can be shown that two simple self-stabilized algorithms for adjusting an (m × n) demixing matrix W(k) to separate the source signals in the instantaneous blind source separation task are [36] 
and
respectively, where
T , f i (y) = ∂g i (y)/∂ y, and g i (y) is one term of the instantaneous generalized contrast function
These algorithms are similar in form to (28) and (30), respectively. When W(k) is square (m = n), we can also consider the multiplicative equivariant forms of (65) and (66), given by
respectively. These algorithms can be shown to have similar behaviors to their non-equivariant counterparts [36] . The main reason for their inclusion is computational complexity; in particular, (69) is simpler to implement than (66). For this reason, we shall only consider extensions of (65) and (69) in what follows.
Algorithms for Multichannel Blind Deconvolution
To extend (65) and (69) to the multichannel blind deconvolution task, we consider a generalized spatiotemporal version of the joint contrast function in (67), given byĴ
Noting that
the spatio-temporal equivalent of (65) is found from (14) to be
As (72) cannot be implemented as written, we employ similar approximations and simplifications that were used to derive (43) from (37) . The details of these manipulations are omitted for brevity, and only the final algorithm form is given: for 0 ≤ p ≤ L,
and u(k) is defined in (44) . This algorithm requires (4 m 2 + 2 m)(L + 1) MACs at each iteration, not including the evaluation of the elements of f(y(k)) at each iteration.
Similarly, we can develop an approximate spatiotemporal extension of the algorithm in (69). This update for 0 ≤ p ≤ L is
where u(k) and ψ(k) are as defined in (44) and (48), respectively, and
Taken together, the algorithm in (44), (48) , (74), (75) and (76) requires (6 m 2 + 2 m)(L + 1) MACs at each iteration, not including the evaluation of the elements of f(y(k)) at each iteration.
Simulations
We now verify the usefulness of the multichannel blind deconvolution algorithms via simulations. In all cases, we have generated the received signal vector sequence x(k) as
where Q is the eigenvector matrix of the symmetric matrix
the elements of t(k) = [t 1 (k) . . . t 3 
(k)]
T are given by
and each s i (k), i ∈ {1, 2, 3} is an i.i.d. signal with a specified distribution. It can be easily shown that the relationship between x(k) and s(k) is paraunitary, such that we may assign x(k) = v(k) without spatiotemporal prewhitening. Both of the algorithms in (44), (73), (74) and (44), (48), (74)-(76) were then applied to this data, where m = n = 3, L = 14, and w i jp (0) is unity if i = j and p = L/2 and is zero otherwise. For each algorithm, the nonlinearities f i (y) have been chosen in each case to guarantee the local stability of the algorithms about a separating solution [36] . Averaged values of the performance factors
and γ (k) were then computed using twenty different simulation runs, where fixed values of c j i , j i , and the assignments {i → j i } were chosen to minimize the value of ρ BSS (k) in steady-state. . signals with binary, binary, and uniform probability density functions (p.d.f.'s), respectively. In each case, we have chosen step sizes that yield similar steady-state values of E{ρ BSS (k)} for each algorithm on this data. As can be seen, both algorithms deconvolve and separate the source signals from the prewhitened mixtures, and the low values of E{γ (k)} for both algorithms in Fig. 3(b) indicate that they adaptively maintain the paraunitariness of W p (k) over time.
Shown in Fig. 4 (  √  2|s|) . Again, both algorithms perform multichannel deconvolution with these nonlinearity choices on this data, and they adaptively maintain the paraunitariness of W p (k) over time. 
Conclusions
In this paper, we have proposed gradient adaptive methods for paraunitary filter banks that are extensions of gradient methods on the Grassmann and Stiefel manifolds of orthogonal matrices. When applied to spatio-temporal subspace analysis and blind deconvolution, the proposed algorithms are computationallysimple and effective at their respective tasks. The techniques are expected to be useful for signaladaptive filter bank design, coding, and equalization tasks. Most recently, he has played an integral role in developing and managing the Infinity Project, an effort among university faculty, high-tech industry, and civic educational leaders to bring an exciting and practical engineering curriculum to all U.S. high school students. He is a frequent public speaker and consultant to industry in the areas of signal processing and engineering education and is a member of both Phi Beta Kappa and Tau Beta Pi.
