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Abstract
An apparently new definition of linearly independent set families in a linear space Rk is
given (for short ‘independent set families’) and a relation of such families to families of sepa-
rating hyperplanes is established. Independent set families are families of k subsets of the Rk
defined by the property that any k points Pi , one from each subset, are linearly independent.
The concept is not related to that of independent subsets of a finite basic set used in matroid
theory. A typical example of an independent set family arising from a statistical application
consists of congruent narrow cones around the unit vectors ui of the Rk which are open and
convex. The statistical application referred to is robust multilinear regression.
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1. Introduction
At the core of the paper is an apparently new definition (Definition 1) of line-
arly independent set families (for short ‘independent set families’) in linear spaces
and their relation to families of separating hyperplanes (Theorem 2.3). Independent
set families are families of k subsets of the Rk defined by the property that any k
points Pi , one from each subset, are linearly independent. A typical example of an
independent set family which arises from a statistical application consists of narrow
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congruent cones around the unit vectors ui of the Rk which are open and convex
(Theorem 3.1). The cones grow increasingly narrower as the dimension k increases.
A selection of k representative points from them consists of perturbed unit-vectors;
they can be written as a k × k-matrix which is non-singular. Further examples are
given in the text. There exist covering theorems for the Rk by sets of at most k + 1
independent set families but these are not treated in this paper. The concept of an
independent set family used here has nothing to do with the concept of independent
subsets of a finite basic set used in the matroid definition [4]; compare also the last
paragraph of Section 2.
The statistical application which gave rise to this paper is robust multilinear
regression outlined in [1,2].
2. Independent set families and separating hyperplanes
2.1. Definition and discussion of independent set families
The definition of independent set families extends in a straightforward way the
definition of linearly independent points to independent sets in a linear space. The
formal definition is
Definition 1. A family of non-empty subsets Ci ⊂ Rk
F := {Ci, i = 1, . . . , k}
is called a linearly independent set family (for short: an ‘independent set family’) if
and only if any selection of k points Pi ∈ Ci is linearly independent.
Obviously a family of k linearly independent (non-collinear) points in the usual
sense is the simplest example (so the definition is not empty).
Remark 2.1. If {C1, . . . , Ck} is an independent set family then
(i) The Ci are disjoint and none of them includes the origin.
(ii) {C∗i , i = 1, . . . , k} is an independent set family for any choice of non-empty
subsets C∗i ⊂ Ci .
A family {C1, . . . , Ck} is linearly independent if and only if one of the following
conditions is true:
(iii) There does not exist a proper linear subspace H of Rk which contains points
from two or more of the Ci .
(iv) The family {λiCi, i = 1, . . . , k} is linearly independent for any coefficients
λi /= 0.
(v) The family {MCi, i = 1, . . . , k} is an independent set family for any non-
degenerate linear transformation M of the Rk .
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(vi) {λP : P ∈ Ci, any λ /= 0}, i = 1, . . . , k, is an independent set family Its sets
consist of ‘pinched’ lines that pass through a point of Ci and through 0 without
containing 0. Hence these sets are pinched cones; they will be considered in
more detail below.
(vii) The family {Ci ∪ (−Ci), i = 1, . . . , k} is an independent set family.
The following lemma gives an illustration of the interplay between linear inde-
pendence and convexity for simple point sets that later-on is generalized to general
point sets (Theorem 2.3(ii)).
Lemma 2.1. Let {P1, . . . , Pk} and {P1, . . . , Pk−1, P ′k}, Pk /= P ′k , be two linearly
independent sets of points in the Rk. Then each point Pk and P ′k lies in an open
half-space associated with the hyperplane
H := lin(P1, . . . , Pk−1), (2.1)
the linear space spanned by the points P1, . . . , Pk−1. They lie in different half-spaces
if and only if there exists a real number λ ∈ (0, 1) such that the points P1, . . . , Pk−1,
λPk + (1 − λ)P ′k are linearly dependent. They lie in the same half-space if and only
if the line segment
S := {λPk + (1 − λ)P ′k : λ ∈ [0, 1]}
lies entirely in that half-space, and then the family of the subsets
{{P1}, . . . , {Pk−1}, S}
is an independent set family.
Proof. With the representation H(x) = {n′x = 0} (n a suitable coefficient vector
in Rk) the scalar products n′Pk and n′P ′k are not null under the assumption which
implies that Pk and P ′k lie in the same or in different open half-space(s) of the hyper-
plane H . We use
H(λPk + (1 − λ)P ′k) = λn′Pk + (1 − λ)n′P ′k.
The points Pk and P ′k lie in the same half-space if and only if n′Pk and n′P ′k have
the same sign or, equivalently, all points H(λPk + (1 − λ)P ′k), λ ∈ [0, 1], have that
sign.
The signs of n′Pk and n′P ′k are different if and only if the linear function [in λ]
λn′Pk + (1 − λ)n′P ′k has exactly one zero inside [0, 1]. 
Example
(i) In R2 consider the open first and fourth quadrants
C1 := {(x1, x2) : x1 > 0, x2 > 0}, C2 := {(x1, x2) : x1 < 0, x2 > 0}.
ThenF := {C1, C2} is an independent set family, and so is
F′ := {C1 ∪ (−C1), C2 ∪ (−C2)}.
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The set C1 may be replaced by one of the half-open sets
{(x1, x2) : x1  0, x2 > 0} or {(x1, x2) : x1 > 0, x2  0}
or by the by set {(x1, x2) : x1  0, x2  0} \ {0} which is closed except at 0. Similar
replacements can be made with C2 but not all replacements can be made with both
sets at the same time.
(ii) Again in R2 consider the parallel to the vertical axis {(1, x2) : x2 ∈ R1} and
in it the subsets
C1 := {(1, x2) : x2 rational}, C2 := {(1, x2) : x2 irrational}.
ThenF := {C1, C2} is an independent set family.
(iii) Let Li be i-dimensional linear subspaces of Rk , i = 1, . . . , k, L0 := {0}, and
let L0 ⊂ L1 ⊂ · · · ⊂ Lk . Then the ‘flag’
{Li \ Li−1 : i = 1, . . . , k}
is an independent set family.
We now recall some general notions from convex and general geometry that are
needed subsequently.
If C is a subset of Rk , then linC denotes the smallest linear subspace of Rk
containing C.
A (linear) hyperplane of Rk is a (linear) (k − 1)-dimensional subspace of Rk
and is denoted by H = {x : 〈x, a〉 = 0} with some non-zero coefficient vector a ∈
Rk; here 〈., .〉 denotes the ordinary inner product of Rk . We often write 〈x, a〉 =
x′a =: H(x) for the associated linear operator. Without the adjective ‘linear’ we
mean the linear hyperplane as just defined. The definition of half-spaces bounded by
a hyperplane is postponed until after Definition 4.
We shall use the operators (for any non-empty set M ⊂ Rk , also called generating
set)
conv M := {α1a1 + · · · + αkak : ai ∈ M, 0  αi, i = 1, . . . , k,
α1 + · · · + αk = 1 for all k  1},
pos M := {α1a1 + · · · + αkak : ai ∈ M, 0  αi, i = 1, . . . , k, k  1},
cl M := M ∪ {cluster points of M}.
In this paper we use the definition of cones common in convex geometry:
Definition 2 [6]. A set C is called a (linear) cone and 0 is called an apex of the cone
if x ∈ C and λ  0 imply λx ∈ C.
The set C ∪ (−C) is called the extended (linear) cone associated with C. It is a
union of lines whereas a cone is a union of rays.
A pinched cone is obtained from a cone by taking away the apex (the origin in the
above case).
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An ‘open cone’ is defined as the open kernel (if /= ∅) of a convex cone. A ‘poly-
hedral cone’ is defined as the intersection of a finite number of half-spaces.
From linear hyperplanes, half-spaces, cones, extended cones, and polyhedral cones
we proceed to the corresponding affine notions by adding the translation vector a.
Without the adjective ‘linear’ we mean the linear notions, whereas we add ‘affine’
in the affine case. If C is a linear cone, then a is an affine apex of the affine cone
C + a. An affine cone may have many apices. For example, each point b ∈ H + a,
an affine hyperplane, is an apex of the affine half-space H+ + a, and Rk is an affine
cone consisting of apices only.
If the intersection of a finite number of affine half-spaces is bounded and has
interior points we call it a k-polytope, in particular, a k-simplex if the number of half-
spaces is k + 1. An affine subspace A of Rk may be considered a linear space (by
choosing 0 on it), so relative to A we may define an m-polytope if m is the dimension
of A. If an affine polyhedral cone C + a is given which has a as its only apex, it can
readily be shown that there exists an affine hyperplane K such that K ∩ (C + a) is a
polytope.
Definition 3 (Mapping onto a (k − 1)-dimensional surface or onto an affine hyper-
plane). Let a (k − 1)-dimensional surface W surrounding (but not containing) the
origin 0 be given in such a way that every ray hits W exactly once. Any point P ∈
Rk \ {0} is then mapped uniquely into a point P ′ ∈ W (thus defining a central pro-
jection). This mapping extends to subsets: any S ⊂ Rk \ {0} is mapped into a set
S′ ⊂ W . If a pinched cone C is mapped in this way onto its image in D ⊂ W we say
that C is generated by D and we write C := coneD = posD \ {0}. Similarly, given
an affine hyperplane H + a a unique mapping of all points P ∈ Rk \ H onto H + a
can be defined using lines passing through 0 and P instead of rays.
Examples of such surfaces W are centered spheres, k-dimensional simplices or
cubes.
Remark 2.2. For the set of all independent set families there exist a number of
equivalences as follows. Let {Di}, i = 1, . . . , k, be a family of subsets and let the
centrally projected images on W be {D′i ⊂ W } and the associated pinched cones
cone D′i . If one of these three families is an independent set family then so are the
other two.
2.2. Separating hyperplanes and independent set families
The main result of this section is a characterization of independent convex sets
by separating hyperplanes (Theorem 2.3). We need the standard definition (compare
e.g. [5]).
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Definition 4
(i) Let f be a real-valued linear functional on Rk and let A ⊂ Rk be a non-empty
subset. Then
f (A)  α means that f (x)  α for all x ∈ A and some real α.
Similar definitions hold for the reversed or strict inequalities.
An open half-space generated by the affine hyperplane hf := {x : f (x) = α}
is defined by
{x ∈ Rk : f (x) > α} =: (h+f )o respectively by {x ∈ Rk : f (x) < α} =: (h−f )o
where the superscript o indicates openess.
(ii) The hyperplane hf separates in the wide sense the non-empty subsets A and B
of Rk if either f (A)  α, f (B)  α or the inverse of both inequalities holds.
(iii) The hyperplane hf separates properly the two sets if and only if strict inequal-
ities hold. For short in this case we also just say that hf separates the two
sets.
If the linear functional f (x) is defined using the inner product f (x) := 〈x, a〉 (with a
given non-zero a ∈ Rk) then we set H+ := {x : 〈x, a〉  0} and H− := {x : 〈x, a〉 
0}, called the half-spaces bounded by the linear hyperplane H := {x : 〈x, a〉 = 0}.
If we want to interchange these half-spaces we have to use −f (x) instead of f (x)
[respectively −a instead of a ]. The half-spaces are closed sets and both contain the
origin as well as H . The corresponding open half-spaces are denoted, e.g., by (H+)o.
However, if H is given initially as a (k − 1)-dimensional linear space it is up to us
how to define H+, H−. If we want to define them using an inner product as above
the definition is determined by the choice of −a or a where a in the inner product
is any non-zero vector orthogonal to H . This distinction is important under certain
linear transformations as used, e.g., in Lemma 2.5(iii).
We can use the separating hyperplanes of Definition 4 to characterize large classes
of independent set families. The special case of k linearly independent points in Rk
is rather trivial but nevertheless illustrative and useful to introduce some notation
helpful also in the general case:
Notation. LetT be the family of all subsets S ⊂ {1, . . . , k} with the exception that
of S and Sc only that set belongs to T which contains the larger natural number;
hence e.g. S = ∅ is not contained inT. There are 2k−1 sets inT.
Definition 5. Let F := {Di : i = 1, . . . , k} be a family of non-empty sets in Rk .
Any familyH := {HS : S ∈T} of hyperplanes HS is called a family of separating
hyperplanes associated with the set family {Di} (for short ‘an associated hyperplane-
family’) if for every subfamily
FS := {Di : i ∈ S} ⊂F (2.2)
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(i.e. for any S ∈T) there exists a linear separating hyperplane HS which separates
properly the Di––sets of FS from the sets of the complementary family FSc . For
short we also say that ‘HS separatesFS andFSc ’. The familyFSc is empty if the
complement Sc = ∅; in that case the separating hyperplane H{1,...,k} is a bounding
hyperplane forF: all Di lie in one and the same half-space.
Perhaps the simplest example for the use of an associated family of separating
hyperplanes is described in the following lemma for the family {Di := {ui}, i =
1, . . . , k} where ui is the ith unit-vector:
Lemma 2.2. For the vectors ui, i = 1, . . . , k, an associated family of separating
hyperplanes is given by
HS :=
{
x ∈ Rk :
∑
i∈S
xi −
∑
i∈Sc
xi = 0
}
, S ∈T. (2.3)
Putting nS =∑ki=1(1i∈S − 1i /∈S)ui, a sign vector, HS is determined by the inner
product n′Sx.
The set of all vectors ±nS is the set of all diagonal vectors (rays) of the 2k quad-
rants (‘cells’) generated by the k coordinate hyperplanes of the Rk.
The k hyperplanes H{i} for S = {i}, i = 1, . . . , k, have linearly independent coef-
ficient vectors. H{i} separates (‘isolates’) {ui} from the other sets {uj }.
The example of this lemma is generalized in Lemma 2.5.
Proof. The assertion follows from n′Sui = 1i∈S − 1i /∈S . 
The example of the lemma clearly shows the interplay of geometry, combinatorics
and linear algebra as the three essential and indispensable pillars of our approach.
This carries over also to the case of general point sets.
In this case of general independent point set families (instead of singletons) we
should expect to need infinitely many hyperplanes. However, our basic Theorem 2.3
shows that, at least for open convex cones Di , only 2k−1 hyperplanes satisfying
certain assumptions are needed in order to establish independence.
Theorem 2.3
(i) A given family F = {Di : i = 1, . . . , k} of non-empty subsets of the Rk is an
independent set family if there exists at least one family H of separating hy-
perplanes associated withF in the sense of Definition 5.
(ii) If the Di are convex and linearly independent sets then necessarily there exists
an associated systemH of separating hyperplanes.
(iii) LetF be an independent set family and let there exist at least one associated
systemH of separating hyperplanes with the property that its hyperplanes HS
all separate properly. Then the HS are all different.
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The intersection of all those open half-spaces of the HS that contain a given Di
is an open polyhedral cone, any i = 1, . . . , k.
Definition 6. In the case (iii) of the preceding theorem the open polyhedral cones
are called the maximal cones with respect to the chosen systemH.
A notational warning: In Definition 4 hyperplanes defined by a functional f car-
ried this f as a subscript while in the above theorem the index is a set S.
Note that any cone being considered in (iii) of the above theorem may have up to
22k−1 sides.
Before we prove Theorem 2.3 we state a corollary of that theorem which is a
weaker but more handy result:
Corollary 2.4. LetF := {Ci, i = 1, . . . , k} be a family of convex and open subsets
of the Rk. ThenF is an independent set family if and only if an associated system of
separating hyperplanes exists.
Proof (Proof of Theorem 2.3).
(1) Proof of (i) (the ‘If’-direction). The assumption is not empty because of
Lemma 2.2. Assume then that there exists a system H satisfying (i) for the given
Di-sets. We have to show that
∑k
i=1 miPi /= 0 for all non-zero vectors m ∈ Rk and
any selection of points Pi ∈ Di, i = 1, . . . , k (without loss of generality we as-
sume the existence of an mi > 0). We will show that there exists a suitable HS such
that
∑k
i=1 miPi /∈ HS and then infer
∑k
i=1 miPi /= 0. Let HS = {x ∈ Rk : n′Sx = 0}
with a suitable a coefficient vector nS . Consider S := {i : mi > 0} ( /= ∅ without loss
of generality). Then in
n′S
(
k∑
i=1
miPi
)
=
k∑
i=1
min
′
SPi =
∑
S
+
∑
Sc
(2.4)
the first sum on the right is positive and the latter one is non-negative due to proper
separation of all Di (which implies, e.g. n′SP > 0 for all P ∈ Di ⊂ (Hi)+, any
i ∈ S).
(2) Proof of (ii) (the ‘only-if’ direction).
Assume now the Di are linearly independent and convex. Then none of them con-
tains the origin and they are disjoint by Remark 2.1(i). We want to apply the Hahn-
Banach separation theorem (compare Theorem 4.3): For every non-empty proper
subset S ⊂ {1, . . . , k} we show first that the convex hulls conv(∪i∈SDi) =: KS and
conv(∪i /∈SDi) =: KSc are disjoint and neither one contains the origin. Assume to the
contrary that there exists an x ∈ KS ∩ KSc . By Lemma 4.1 any point x ∈ KS can be
written as a (non-trivial) convex combination of elements of the Di , i ∈ S, with at
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most one element from each Di . Similarly since x ∈ KSc , x can also be written as
a convex combination of elements in Di , i /∈ S with at most one element from each
such Di . Equalling both representations results in a vanishing non-trivial linear com-
bination of elements from different Di . This however contradicts the independence
property. By the same argument the origin cannot be an element of KS or of KSc .
Consequently by Theorem 4.3 and due to the disjointness, non-emptiness and
convexity of KS and KSc there exists a hyperplane HS , in general affine, separating
the two in the sense KS ⊂ H+S and KSc ⊂ H−S (or with + and − exchanged).
For the case S = {1, . . . , k} the existence of H{1,...,k} satisfying (i) may be proven
using the following fact: A family D1, . . . , Dk is an independent set family if and
only if −D1,D2, . . . , Dk is one (Remark 2.1(iii)). Consequently there exists a sep-
arating hyperplane H isolating −D1 from D2, . . . , Dk by the preceding part of the
proof. Now reflection of −D1 at the origin brings the reflected −D1 (which is D1)
to the same side of H where D2, . . . , Dk are. Consequently this hyperplane H may
be taken as H{1,...,k}.
The separating hyperplanes can be chosen so as to contain the origin since trivially
the Di can be embedded into pinched convex cones Ki generated by the Di and with
apex 0 (but not containing 0), and these cones also form a family of independent sets.
Separating hyperplanes for them exist by the preceding steps of the proof. These
hyperplanes by construction also separate the Di and all must contain the origin
since every (k-dimensional) neighborhood of the origin contains points from each
cone Ki , hence separation is only possible if each separating hyperplane contains 0
(just let the radius of ball-shaped neighborhoods tend to zero). Since this is true for
every i the proof is complete.
(3) Proof of statement (iii).
In order to prove that k-dimensionality (esp. openness) of all sets Di implies the
distinctness of the hyperplanes HS consider two different sets S and S′. Let e.g.
i ∈ Sc ∩ S′. Then due to k-dimensionality there exists an element P ∈ Di such that
P ∈ (H+
S′ )
0 (say) while also P ∈ H−S . The assumption HS = HS′ therefore yields a
contradiction.
The open kernels of the cones Ki are an independent set family since any system
of separating hyperplanes satisfying (i) with respect to the family {Di} satisfies (i)
also with respect to the {Ki}-family. 
Remark 2.3
(i) All the 2k−1 index-sets S ∈T occurring in Theorem 2.3 are required in the
assertion of that theorem. This is true since the parameter vector m occurring in
step 1) of the proof of Theorem 2.3 may have only non-zero components which
are all of the same sign.
(ii) For some or most applications (such as the statistical application to robust
multilinear regression) it suffices to consider open cones only in Theorem 2.3.
This relieves us from the consideration of independent sets having points in
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common with [wide sense] separating hyperplanes which may have to be taken
into account in more general setups.
(iii) Most extended cones are not convex but in case of ordinary cones the tran-
sition from cones to extended cones is a trivial matter and so are the related
independence statements.
(iv) Presumably the k-dimensionality of the Ci is even necessary in order that any
related system of properly separating hyperplanes HS consists of different hy-
perplanes only.
A proof of the remark which is not spelled out here in detail may use the following
idea: Take two different sets S and S′ and assume HS = HS′ . Then by assumption
there exists without loss of generality an i ∈ S ∩ (S′)c [or vice versa] such that Di ⊂
H+S , which leads to a contradiction.
The following lemma and the subsequent theorem offer a construction method
presumably for all independent set families of open polyhedral cones. An outline
of the method is as follows: Start with an arbitrary set of non-collinear points Pi
(e.g. the basic unit vectors), select a set of separating hyperplanes for them that don’t
contain any of the Pi and then take the open cones Ki containing Pi and being
generated by the hyperplanes according to Theorem 2.3(i). Then any non-singular
linear transformation can be applied yielding again an independent set family.
The simple example of Lemma 2.2 is generalized by
Lemma 2.5
(i) For any set {v1, . . . , vk} of orthogonal (and thus linearly independent) vectors
vi the singletons Di := {vi} are separated by hyperplanes HS defined via the
coefficient vectors
hS :=
k∑
i=1
(1i∈S − 1i∈Sc )vi .
(ii) Any system of separating hyperplanes {HS = {x : x′mS = 0}, S ∈T} asso-
ciated with the family {{ui}, i = 1, . . . , k} is characterized by vectors mS =
(mS,1, . . . , mS,k)′ satisfying
mS,i


 0 for i ∈ S,
> 0 for at least one i =: iS ∈ S,
 0 for i ∈ Sc.
(2.5)
(The class of these vectors contains the family{
nS =
k∑
i=1
(1i∈S − 1i /∈S)ui, S ∈T
}
,
which occur in Lemma 2.2, as a special case.)
(iii) Case (ii) can be linearly transformed to any familyF := {{Pi}, i = 1, . . . , k}
of independent points Pi. Put P := (P1, . . . , Pk) (a non-singular k × k-matrix).
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Then the coefficient vectors hS of the hyperplanes HS (S ∈T) associated with
F are determined by the transformation
hS = (P ′)−1mS, (2.6)
mS subject to (2.5).
(iv) Let Ki be the maximal cone, that contains Pi, i = 1, . . . , k according to Defi-
nition 6. The independent points Pi (in the special example the vectors ui)
are interior points of Ki, respectively, if and only if strict inequalities hold
throughout the conditions occurring in (2.5) (the middle inequality in these
conditions is then automatically satisfied).
Proof
(i) follows from the relations h′Svi > 0 resp. < 0 according to i ∈ S or not.
Hence all vi with i ∈ S lie in H+S , the remainder in H−S .
(ii) is obvious.
(iii) follows from h′SPi = m′SP−1Pi = m′Sui and (2.5) of (ii). 
Using Theorem 2.3(i), last sentence, we get:
Theorem 2.6. Let a family of separating hyperplanes {HS, S ∈T}, HS = {x :
x′hS = 0}, be associated with a given set of independent points {Pi, i = 1, . . . , k}.
Let the hS satisfy hS = (P ′)−1mS where the vectors mS are subject to
mS,i
{
> 0 for i ∈ S,
< 0 for i ∈ Sc. (2.7)
Then the open kernels of the intersections of the half-spaces belonging to the hyper-
planes HS that contain the Pi provide a family of independent open and polyhedral
cones, and the HS separate them. Moreover the classes of all independent families
of open and polyhedral cones and of all systems of hyperplanes separating them are
obtained this way.
The great generality in selecting the mS-vectors is quite useful in the statistical appli-
cation that gave rise to this paper.
The situation may be seen also from a somewhat different angle. The question
arises to characterize in a different way a system of associated separating hyper-
planes, which has 2k−1 members, within the class of all families consisting of 2k−1
hyperplanes. Equivalently, the question may be asked to tell whether or not for a
given family of 2k−1 hyperplanes k linearly independent vectors Pi ∈ Rk can be
found such that the family is a family of separating hyperplanes associated with
them. Certainly, the requirement of strict separation should be imposed in order to
make the problem more precise. Similarly, the problem is reducible if, e.g., line-
arly dependent points are also admitted. Anyway, here seems to lie an interesting
unsolved problem a solution of which would be of interest also in other contexts.
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A family certainly is a system of separating hyperplanes if there exist k cones
among all the cones (cells) generated by the hyperplanes such that each one contains
one of k linearly independent points Pi as interior points and with respect to which all
hyperplanes of the family can be represented in the form described in Theorem 2.6.
The case that some of the linearly independent points Pi lie on some of the separating
hyperplanes is somewhat more complicated but seems tractable.
An important class of independent set families not explicitly covered by this paper
consists of families of non-convex independent sets, such as extended independent
cones. Some such families however can be obtained in a trivial way from families of
independent convex sets.
Although certain concepts occurring in the present work as well as in (oriented)
matroid theory (like families of oriented hyperplanes, cells and sign vectors; compare
e.g. [8]) results of the latter theory apparently cannot be brought to bear here because,
e.g., of the use of the Hahn-Banach theorem in the proof of Theorem 2.3.
3. Further examples of independent set families
A fairly simple example are rotational cones as independent subsets. They can be
easily visualized in R3.
3.1. Congruent rotational cones
Theorem 3.1
(i) In Rk let ui = (0, . . . , 0, 1, 0, . . . , 0)′ be the ith unit-vector and Ki, i = 1, . . . , k,
any vectors. Then the open sets
Di := {qi = ui + Ki : ‖Ki‖ < 1/
√
k}, i = 1, . . . , k, (3.1)
provide an independent set family. The value 1/√k of the radii of these congru-
ent balls cannot be increased if the independence property of the family is to be
maintained.
Similarly, the extended open rotational cones D′i in Rk generated by the sets
Di :
D′i = {λqi : qi ∈ Di, λ /= 0}, i = 1, . . . , k; (3.2)
are an independent set family; the D′i have apices at the origin and central axes
ui.
(ii) The separating tangent hyperplane x′u = 0, u := (1, . . . , 1)′ touches all sets of
the two families defined in (i).
The independence of the family Di is equivalent to the non-singularity of all the
perturbed k × k-unit matrices (u1 + K1, . . . , uk + Kk) where the vectors Ki repre-
sent small perturbations with ‖Ki‖ < 1/
√
k.
The proof of the above theorem follows from
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Lemma 3.2. Let δ be a positive parameter. The notation of the preceding theorem
is used. Then the congruent sets
Bi(δ) := {qi : qi = ui + Ki, any Ki with ‖Ki‖ < δ}, (3.3)
i = 1, . . . , k, are an independent family if and only if
δ < 1/
√
k. (3.4)
Proof. Let Q = (q1, . . . , qk) be the matrix of a collection of any vectors qi = ui +
Ki subject ot (3.3). We have Q = U + K where U is the unit-matrix and K :=
(K1, . . . , Kk). The qi are linearly independent if and only if the determinant |Q| /= 0,
equivalently if and only if there does not exist a hyperplane x′m = 0 with some
vector m satisfying ‖m‖ = 1, say, which contains all qi . Now
‖Q′m‖2 = 1 + 2m′K ′m + ‖K ′m‖2  (1 − ‖K ′m‖)2  (1 − δ√k)2 > 0,
the last inequality being true if 0  δ < 1/
√
k; we have used the inequalities |K ′im| <
δ which imply ‖K ′m‖2 < kδ2.
Necessity: Assume now the family {Bi(δ), i = 1, . . . , k} consists of independent
sets for some value of δ  0. Then by definition any selection of k representative
vectors qi from them is linearly independent. This implies Q′m /= 0 for all vectors
m with ‖m‖ = 1, say. In order to show that necessarily δ < 1/√k choose the special
vectors Ki = δm; this implies ‖Ki‖ = δ and
Q′m = (I + δum′)m = m + δu, u := (1, . . . , 1)′. (3.5)
It follows
‖Q′m‖2 = 1 + 2δm′u + δ2k for all m, ‖m‖ = 1. (3.6)
The further specialization m = −u/√k implies
‖Q′u‖2/k = 1 − 2δ√k + δ2k = (1 − δ√k)2 > 0, (3.7)
where the latter inequality follows from the present assumption Q′m /= 0 for all
admissible δ-values; hence δ < 1/
√
k necessarily.
Statement (ii) of Theorem 3.1 may be proven by verifying that the hyperplane
x′u = 0 contains the points qi = ui − u/k, i = 1, . . . , k which in fact follows from
u′qi = 1 − 1 = 0. (The proof could have been given also by verifying detQ =
det (I − uu′/k) = 0.) 
Remark 3.1
(i) Any non-singular linear transformation B maps the congruent and open rota-
tional cones Di into independent elliptic and open cones with apices 0 and in
general non-orthogonal axes; they are no longer congruent.
(ii) Let K¯i ∈ Rk, K¯i ⊥ ui, ‖K¯i‖ = 1 and δ < 1/
√
k − 1. Then the vectors q¯i =
ui + δK¯i, i = 1, . . . , k are linearly independent. Consequently Di , i = 1, . . . , k
is an independent set family if the Di are formed analogously to Theorem 3.1
but with the K¯i instead of the Ki .
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Theorem 3.3
(i) The spheres D′i in (3.2) have the following 2k − 1 hyperplanes as tangent hy-
perplanes H :
{x ∈ Rk : x′ = 0},  := (1, . . . , k)′, i = +1 or − 1, (3.8)
 /= (0, . . . , 0)′.
(ii) For a given separating tangent plane H let S := {i : i > 0}. Then the open
balls contained in D′i with i ∈ S lie on one side of the plane, those with i /∈ S
lie on the other side.
The following corollary of this theorem concerns polyhedral cones.
Corollary 3.4. For i = 1, . . . , k let Yi be the polyhedral (pyramidical) cone spanned
by the sphere D′i and bordered by the 2k − 1 tangent and separating hyperplanes of
the preceding Theorem 3.3. Then the open kernels of the Yi form an independent
family. Yi and D′i lie on the same side of any particular tangent hyperplane.
The proof is omitted because Theorem 2.3 is more general.
3.2. Rotational cones with unequal radii and non-orthogonal axes
Theorem 3.1 can be extended to rotational cones with unequal radii ρi > 0 respec-
tively and non-orthogonal axes. First we discuss the case of unequal radii and orthog-
onal axes:
Theorem 3.5. Let ui = (0, . . . , 0, 1, 0, . . . , 0) ∈ Rk be the ith unit-vector and let
Ki, i = 1, . . . , k, be any vectors. Then the open sets
Di := {qi = ui + Ki : ‖Ki‖ < ρi, i = 1, . . . , k}, (3.9)
are an independent set family if
k∑
i=1
ρ2i < 1. (3.10)
The same is true for the extended open rotational cones Ci in Rk generated by the
sets Di :
Ci = {λqi : qi ∈ Di, λ /= 0}, i = 1, . . . , k; (3.11)
are an independent set family; the Ci have apices at the origin and central axes ui.
Proof. Consider the hyperplane H defined by n′x = 0, ‖n‖ = 1. At contact points
ui + Ki of H with the hyper-balls Di , i = 1, . . . , k, the vectors Ki must be paral-
lel to n. The vectors ui − iρin ∈ H, i = ±1 represent contact points if the ith
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component satisfies ni = iρi . This yields (3.10). (Warning: At this point perhaps a
better notation for the unit-vectors ui would be ui .) 
There are 2k−1 possibilities for the parameters i corresponding to 2k−1 essential
separating hyperplanes according to (2.3).
The case of rotational cones with unequal radii ρi > 0 respectively and non-
orthogonal axes is handled by
Theorem 3.6. Let vi ∈ Rk be any linearly independent vectors as axes of rotational
cones with radii ρi > 0 respectively. Let Ki, i = 1, . . . , k, be any vectors. Instead
of giving the matrix of the axes V := (v1, . . . , vk) directly the equivalent paramet-
ric description V = K1/2U will be used where the matrices U, K are orthonor-
mal and  := diag(λ1, . . . , λk) is the diagonal matrix of positive eigen-values in
UV ′VU = ; the diagonal matrix 1/2 may have positiv or negativ elements. All
these matrices are known. Then the open sets
Di := {qi = vi + Ki : ‖Ki‖ < ρi, i = 1, . . . , k}, (3.12)
are an independent set family if the numbers ρi satisfy
k∑
i=1
ρ˜2i /λi  1; (3.13)
here Uρ = ρ˜.
The straight-forward proof is omitted.
3.3. Families of independent polyhedral cones
Due to Theorem 2.3 there necessarily exists a half-space of Rk generated by
H{1,...,k} that contains all open kernels of polyhedral cones of an independent set
family. This fact implies the existence of an affine hyperplane parallel to the hyper-
plane H{1,...,k} which intersects all cones, and this fact can be used in constructions
such as the following:
Denote by E the affine hyperplane x1 + · · · + xk = 1 spanned by the unit-vectors
u1, . . . , uk of the Rk . Its coefficient vector is u = (1, . . . , 1)′, the diagonal vector
of the hyper-octand ∪ki=1{xi  0}. The following construction can be carried over to
any other diagonal vector  := (1, . . . , k)′, j = ±1 by a regular linear transforma-
tion. For k  1 and any non-empty set M ⊂ Rk we use the definitions of Section 2
conv M :=
{
k∑
i=1
αiai : ai ∈ M, 0  αi for all i,
k∑
i=1
αi = 1
}
,
cl M := M ∪ {cluster points of M}, (3.14)
A := conv {u1, . . . , uk},
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A being a (k − 1)-dimensional simplex in E. Now at each vertex ui of A we consider
the ‘outer cone’ in E relative to A:
κi :=
{
ui +
k∑
r=1
tr (ui − ur) : tr  0
}
= ui + pos {ui − ur : r = 1, . . . , k}, (3.15)
i = 1, . . . , k (the term ti (ui − ui) = 0 could have been left out). The sets κi are
enlarged by the sets Si ⊂ E as follows:
Si := conv
{
κi ∪
{
1
2
(ui + u1), . . . , 12 (ui + uk)
}}
= conv
{
κi,
1
2
(ui + u1), . . . , 12 (ui + uk)
}
(3.16)
i = 1, . . . , k (the term (ui − ui)/2 = ui could again have been left out).
So Si is a polyhedral set; it contains ui in its relative interior. We construct next k-
dimensional cones Ci in Rk (apex 0) using Si as a ((k − 1)-dimensional) generating
set:
Ci := cl pos Si, i = 1, . . . , k (3.17)
(equivalently Si can be considered as a ’cross-cut’ and a ‘generating’ set of the cone
Ci).
Remark 3.2
(i) pos Si covers the interior of Ci but is not identical with Ci , therefore we take
the (topological) closure of it.
(ii) Using the operator
pos∗ M := {αx : x ∈ M, 0 < α} (3.18)
(note that this pinched cone does not contain the origin), we have
pos∗κi = {2xiui − x : xr  0 any r, 2xi > u′x}, x = (x1, . . . , xk)′. (3.19)
The advantage of this construct is that it is very easy computationally to check
whether or not some vector y ∈ Rk belongs to the cone.
Lemma 3.7
(i) The open kernels of the cones Ci ⊂ Rk, i = 1, . . . , k, defined by (3.17) form an
independent set family. The Ci satisfy
Ci =
k⋂
m=i
H+m
i−1⋂
m=1
H−m (3.20)
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(up to linear transformations) with separating hyperplanes Hm defined by
x1 + · · · + xm − xm+1 − · · · − xk = h′Sx = 0, (3.21)
where hm := (u1 + · · · + um − um+1 − · · · − uk)′.
Hence the Ci are maximal with respect to this system of hyperplanes in the sense
of Theorem 2.3(iv).
(ii) A fortiori the cones
cl (pos κi) (3.22)
as well as the extended cones {Ci ∪ (−Ci) : 1 = 1, . . . , k} are independent set
families.
Proof. We wish to apply Theorem 2.3. If we choose, for some m between 0 and
k, any m of the cones Ci we may, up to interchanging the indices, assume them
to be C1, . . . , Cm. We claim: The hyperplane Hm according to (3.21) separates
C1, . . . , Cm from Cm+1, . . . , Ck in such a way that (without loss of generality)
Ci ⊂ H+m for i  m and Ci ⊂ H−m for i > m.
Since for any given m the operations cl, conv, pos do not lead out of H+m orH−m
respectively it suffices to show that κi and (ui + u1)/2, . . . , (ui + uk)/2 lie in H+m
for i = 1, . . . , m: We show first κi ⊂ H+m (recalling tr  0, r = 1, . . . , k):
h′m
(
ui +
k∑
r=1
tr (ui − ur)
)
= h′mui + t1[h′mui − h′mu1] + · · · + tk[h′mui − h′muk]
= 1 + 2(tm+1 + · · · + tk) > 0. (3.23)
Analogously, we obtain for i > m
h′m
(
ui +
k∑
r=1
tr (ui − ur)
)
= −1 − 2(t1 + · · · + tm) < 0, (3.24)
so that κi ⊂ H−m for i = m + 1, . . . , k.
Furthermore, for i  m we have
h′m((ui − ur)/2) = [h′mui + h′mur ]/2 =
{
1 for r = 1, . . . , m
0 for r = m + 1, . . . , k
and for i > m
h′m((ui − ur)/2) =
{
0 for r = 1, . . . , m
−1 for r = m + 1, . . . , k. (3.25)
We conclude Ci ⊂ H+m for i  m and Ci ⊂ H−m for i > m.
The fact that equality holds in (3.20) is proved in the following lemma. This
proves the first part of the lemma. The second part follows by applying central
symmetry. 
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Without proof we cite
Lemma 3.8. The cones Ci of the preceding lemma are maximal with respect to the
set of separating hyperplanes Hm defined in (3.21) and their transforms; hence they
satisfy (3.20).
4. Results needed in the proof of Theorem 2.3
This section collects some lemmas and theorems are needed to prove Theorem 2.3,
one of the main results of this paper.
Lemma 4.1. LetL be a linear space and Mi, i = 1, . . . , m disjoint convex subsets
ofL. Let conv(∪iMi) be the convex hull of ∪iMi. Then x ∈ conv(∪iMi) if and only
if x is contained in an s-dimensional simplex  (1  s  m) all whose vertexes lie
in ∪iMi but each Mi contains at most one vertex. Equivalently, x can be written as
a convex combination of elements of Mi with at most one element from each Mi.
The proof is based on the following version of Caratheodory’s theorem (part of
Theorem 1.23 [5] or Theorem 2.3 [3]):
Theorem 4.2. LetL be a linear space and Mi, i = 1, . . . , m convex subsets ofL.
Let conv(∪iMi) be the convex hull of ∪iMi. Then x ∈ conv(∪iMi) if and only if x is
contained in an s-dimensional simplex  (1  s  m) whose vertexes lie in ∪iMi.
Proof (Proof of the preceding Lemma 4.1). The ‘if’-direction of the assertion is
obvious. For the other direction note that by the theorem cited above x is contained
in a possibly degenerate simplex with m vertices Xr ∈ ∪iMi , r = 1, . . . , m:
x =∑mr=1 λrXr with λr  0,∑mr=1 λr = 1. Define the index-sets Ji = {r : Xr ∈
Mi, 1  r  m}, i = 1, . . . , m (some Ji are possibly empty). Then
x =
m∑
i=1
∑
r∈Ji
λrXr =
m∑
i=1

∑
r∈Ji
λr

∑
r∈Ji
λ′rXr
where λ′r = 0 if∑
r∈Ji
λr = 0,
otherwise λ′r = λr(
∑
r∈Ji λr )
−1 > 0. Define the index-set
I =

i :
∑
r∈Ji
λr > 0, 1  i  m

 . (4.1)
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Then for i ∈ I we have ∑r∈Ji λ′r = 1. We put Yi =∑r∈Ji λ′rXr ∈ Mi , the latter
relation being true due to convexity of Mi . Moreover the Yi are all different since the
Mi are disjoint. It follows x =∑i∈I (∑r∈Ji λr
)
Yi which proves the lemma. Note
that the dimension of the latter simplex whose interior contains x equals |I |. 
The next result requires the Definition 4 of Section 2.2. The following separation
theorem, a version of the Hahn–Banach theorem (e.g. Theorem 2.9 in [5]) is needed
in the proof of Theorem 2.3:
Theorem 4.3 [5]. If A and B are non-empty disjoint convex subsets in k-dimensional
vector-space Rk then they can be separated be a hyperplane.
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