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ABSTRACT
We present PICsar – a new Particle in Cell code geared towards efficiently simulating the magne-
tosphere of the aligned rotator. PICsar is a special relativistic, electromagnetic, charge conservative
code that can be used to simulate arbitrary electromagnetics problems in axisymmetry. It features
stretchable body-fitted coordinates that follow the surface of a sphere, simplifying the application of
boundary conditions in the case of the aligned rotator; a radiation absorbing outer boundary, which
allows a steady state to be set up dynamically and maintained indefinitely from transient initial con-
ditions; and algorithms for injection of charged particles into the simulation domain. The code is
parallelized using MPI and scales well to a large number of processors. We discuss the numerical
methods used in PICsar and present tests of the code. In particular, we show that PICsar can ac-
curately and efficiently simulate the magnetosphere of the aligned monopole rotator in the force free
limit. We present simulations of the aligned dipole rotator in a forthcoming paper.
1. INTRODUCTION
The modeling of pulsar magnetospheres has a history
dating back to the association of pulsars with spinning
neutron stars. One of the early magnetospheric models
that remains relevant today is that of Goldreich & Julian
(1969), who studied a magnetosphere filled with plasma
in the special case when the neutron star rotational and
magnetic axes are aligned (aligned dipole rotator). The
Goldreich & Julian (1969) model assumes a“force-free”
magnetosphere, which means that electromagnetic fields
dominate particle inertia so that the Lorentz force law for
the plasma is ρE + c−1J ×B = 0, where ρ is the charge
density, J is the current, and c is the speed of light. The
force-free condition implies that E · B = 0, so there is
enough plasma to short out the component of the electric
field along magnetic field lines. The force-free approxi-
mation can be viewed as a limiting case of relativistic
magnetohydrodynamics (MHD) when particle pressure
and inertia are negligible (Komissarov 2002).
The structure of the pulsar magnetosphere has been
simulated using force-free and MHD simulations for both
the aligned rotator (Contopoulos et al. 1999; Gruzi-
nov 2005; Timokhin 2006; McKinney 2006; Komis-
sarov 2006), and for arbitrary inclinations of the spin
and magnetic axes (Spitkovsky 2006; Contopoulos &
Kalapotharakos 2010; Kalapotharakos et al. 2012a;
Tchekhovskoy et al. 2013) . These simulations were ex-
tended to include a finite resistivity by Li et al. (2012);
Kalapotharakos et al. (2012c), which allowed the authors
to capture a spectrum of solutions between the force-free
and vacuum limits. One of the observational impetuses
for more accurate solutions of magnetospheric structure
is the modeling of pulsar lightcurves (Bai & Spitkovsky
2010; Kalapotharakos et al. 2012b).
One limitation of force-free, MHD, and even the re-
sistive simulations is that they don’t address the cre-
ation and acceleration of particles in the magnetosphere.
These particles are created via pair-production and accel-
erated in vacuum gaps (Sturrock 1971; Arons & Scharle-
mann 1979; Cheng et al. 1986; Muslimov & Harding
2003), where the force-free assumption breaks down
(E · B 6= 0). To model the effect of pair production
on the global structure of the magnetosphere and gain a
deeper understanding of magnetospheric emission, it is
natural to perform particle-based simulations.
A well-developed technique for electromagnetic simu-
lation using particles is the Particle in Cell (PIC) method
e.g. Birdsall & Langdon (1991). The major reason for
using PIC is that it offers a kinetic and self-consistent
approach to the solution of Maxwell’s equations in a
plasma. The PIC method has already been used to sim-
ulate physics relevant to pulsar magnetospheres includ-
ing pair production and particle acceleration in vacuum
gaps (Timokhin 2010; Timokhin & Arons 2013) and in-
stabilities in electron-positron current sheets (Zenitani &
Hoshino 2007, 2008). These simulations were local, how-
ever, and it is our aim to model the pulsar magnetosphere
using global PIC simulations.
Recently, Philippov & Spitkovsky (2013) have simu-
lated the magnetosphere of the aligned rotator using a
relativistic, electromagnetic 3D Cartesian PIC code and
found that their results are consistent with force-free
simulations to ∼ 10%. However, Cartesian simulations
of pulsar magnetospheres are prohibitively expensive to
perform in terms of computational cost. The fundamen-
tal reason for this is that Cartesian coordinates are far
from ideal for simulating a physical system, which is most
naturally described in spherical geometry. Wada & Shi-
bata (2011) proposed a purely particle-based approach
(not PIC) that did away with the computational mesh
altogether. However, their method is electrostatic at its
core, which limits its applicability. Even more recently,
Chen & Beloborodov (2014) performed 2.5D axisymmet-
ric PIC simulations of the pulsar magnetosphere. They
found that pair production all the way out to the light
cylinder was necessary to generate a force-free magneto-
sphere, showing that global PIC modeling of the pulsar
magnetosphere can lead to fundamental insights and help
test theoretical models.
Our aim in this paper is to demonstrate the efficiency
ar
X
iv
:1
40
7.
18
10
v2
  [
as
tro
-p
h.H
E]
  1
 Ju
n 2
01
6
2and accuracy of PIC simulations for modeling the pul-
sar magnetosphere. Although we present actual simula-
tions of the aligned dipole rotator in a forthcoming pa-
per, the new PICsar code presented here is ideally suited
to simulating the magnetosphere of the aligned rotator.
PICsar is a 2.5D axisymmetric, relativistic, electromag-
netic, charge conservative PIC code that is several orders
of magnitude faster for axisymmetric pulsar simulations
than a 3D Cartesian PIC code.
PICsar implements coordinates that are body-fitted to
the surface of a sphere. This makes the boundary con-
dition on the surface of the star simple to implement
and eliminates the need for simulating the plasma in the
neutron star interior. Furthermore, PICsar implements
a radiation absorbing outer boundary condition, which
allows electromagnetic waves to leave the simulation do-
main and set up a steady state dynamically.
This paper is organized as follows. In §2 we present an
overview of PICsar, and in §3 we give a detailed account
of the algorithms used in PICsar. In §4 we present tests
of PICsar, which demonstrate the accuracy of the code
and its capabilities. In §5 we present simulations of the
aligned monopole rotator and present an algorithm for
charge injection. Finally, we discuss our results in §6.
2. PICSAR OVERVIEW
PICsar is a 2.5D axisymmetric, relativistic, electro-
magnetic, charge conservative PIC code with a radiation
absorbing outer boundary. It is based on the 3D Carte-
sian PIC code TRISTAN (Buneman 1993), but has been
heavily modified to work in 2.5D axisymmetry and has
been parallelized using MPI.
A PIC code is a type of particle-mesh code in which
electric and magnetic fields are stored and updated on
a grid using Maxwell’s equations (Birdsall & Langdon
1991). The moniker “2.5D axisymmetric” means that
there are in general six nonzero field components (three
of electric and three of magnetic field) at each point, but
that the azimuthal derivative, ∂/∂φ, of any field quantity
is equal to zero. From a computational point of view, this
means that a 2D grid (r − θ) of 3D vectors needs to be
simulated, which explains the use of the term 2.5D.
In an electromagnetic PIC code, the equations solved
to advance the fields from one time step to the next are
the time-dependent Maxwell’s equations. These are writ-
ten most compactly in Lorentz-Heaviside units, and we
will use Lorentz-Heaviside units throughout, unless ex-
plicitly stated. The time-dependent Maxwell’s equations
in Lorentz-Heaviside units are
∂B
∂t
=−c∇×E (1)
∂E
∂t
= c∇×B − J ,
and the time-independent Maxwell equations are
∇ ·E=ρ (2)
∇ ·B= 0.
Only the time-dependent Maxwell equations are solved
by the code, and the time-independent equations form
a pair of constraints. The Yee algorithm (Yee 1966),
which is second order in both space and time is used
to update the E and B fields and ensures that if the
constraint equations (2) are satisfied initially, then they
are satisfied for all time (to machine precision) in the
absence of sources (i.e. charged particles).
In order to satisfy equations (2) in the presence of
sources, the current deposited to the numerical grid
must satisfy the equation of charge conservation. If the
only sources are particles and the n-th particle has a
shape function (i.e. spatial charge distribution) given by
ρn(x − xn), where xn is the particle position, then the
equation of charge conservation is∑
n
∂ρn
∂t
= −∇ · J . (3)
For charge conservative current deposition in PICsar,
we use the Villasenor-Buneman algorithm (Villasenor &
Buneman 1992), which takes the particles to have the
same shape function as the grid cells. Thus, in a curvilin-
ear coordinate system the shape function of the particles
is not constant, but changes to reflect the local shape
and stretch of the coordinate system.
From equation (3), it is clear that as the particles move
around the grid, they deposit current. The job of the par-
ticle mover in a PIC code is to move and accelerate the
particles from one timestep to the next. In a relativistic,
electromagnetic PIC code, particle motion is dictated by
the Lorentz force law
dγmv
dt
= q(E +
v
c
×B). (4)
PICsar implements a choice of two different algorithms
for the mover step in the code: the Boris (Boris 1970)
and Vay (Vay 2008) algorithms.
One important advantage of the Vay algorithm over the
Boris algorithm as concerns pulsar simulation is that the
Vay algorithm correctly captures the average E×B par-
ticle drift motion regardless of the value of ωc∆t, where
ωc is the cyclotron frequency and ∆t is the simulation
timestep. Due to the small Larmor radius of the par-
ticles in the pulsar magnetosphere, the E × B drift is
dominant over other particle drifts and capturing it cor-
rectly is essential to the accuracy of the simulation.
The final major feature of PICsar is the radia-
tion absorbing outer boundary, which is a finite width
lossy layer that exponentially attenuates electromagnetic
waves passing through it. This allows a steady state so-
lution to be set up and maintained indefinitely starting
from transient initial conditions.
3. NUMERICAL METHODS
Having outlined PICsar, we now give a more detailed
description of the algorithms it implements.
3.1. Field Solve
We begin by describing the update step for the fields
in 2.5D axisymmetry. With the exception of geometri-
cal factors introduced by the curvilinear coordinates, the
field solve in PICsar is identical to the one in the TRIS-
TAN and follows the Yee algorithm (Yee 1966).
In the Yee algorithm, the E and B 3D vector fields are
offset from each other in time by half a timestep. This
allows for second order convergence in time by “leapfrog-
ging” the E and B fields. The components of the E and
B vector fields are offset from each other by half a grid
3Fig. 1.— Relative locations of electric and magnetic field vectors
on the computational grid.
cell in each spatial direction. The current, J , which is
also a 3D vector field, is deposited by the particles to
the grid and has vector components defined at the same
grid positions as the vector components of the E field.
In PICsar, the 3 vector components of the E, B, and J
fields are located on the 2D grid at positions
Eijr , J
ij
r → (i+ .5, j) Bijr → (i, j + .5) (5)
Eijθ , J
ij
θ → (i, j + .5) Bijθ → (i+ .5, j)
Eijφ , J
ij
φ → (i, j) Bijφ → (i+ .5, j + .5).
Here i, j are integer grid coordinates, and the pair of
values to the right of the arrow indicates the grid location
of the vector component.
Fig 1 is a diagram showing the locations of the E and
B fields on the grid. The solid curves outline a grid cell
bounded by the grid points (i, j), (i+ 1, j), (i+ 1, j+ 1),
(i, j+1). The black vectors and circles show the locations
of E field components on the grid. The dashed curves
outline a“dual cell” which is bounded by the half-integer
grid points (i− .5, j − .5), (i+ .5, j − .5), (i+ .5, j + .5),
(i − .5, j + .5). The grey vectors and circles show the
locations of the B field components on the grid.
Offsetting the electric and magnetic fields in space ac-
cording to equation (5) allows Maxwell’s equations to be
solved in conservative form on the discretized grid. The
mathematical details of the procedure for advancing the
fields in time are given in Appendix A.
3.2. Coordinate Systems
PICsar is capable of solving Maxwell’s equations in
axisymmetry in any coordinate system which has grid
lines that are parallel to the constant θ and constant r
grid lines of the standard spherical coordinate system.
Fig. 2.— Comparison of equally spaced grid lines in three differ-
ent coordinate systems. From left to right: spherical coordinates
(r, θ), logarithmic radial coordinates (ξ, θ), logarithmic radial co-
ordinates and equal area meridional coordinates (ξ, θA).
Such a coordinate system is “body-fitted” to the surface
of a sphere but allows for stretching in the radial and
meridional directions.
To make this notion more concrete, we define the ra-
dial and meridional stretching functions fr(i) and fθ(j),
where (i, j) is a grid coordinate. These functions give
the (r, θ) coordinate of the (i, j) grid-point. Choosing
linear functions for fr and fθ yields the spherical coordi-
nate system. Any non-linear choice for fr and fθ results
in a coordinate system that is stretched with respect to
spherical coordinates, but which has grid lines that are
parallel to the lines of constant r and constant θ.
PICsar implements two different options for both fr
and fθ. The options for fr are linear and logarithmic
and the options for fθ are linear and “equal area.” As al-
ready mentioned, choosing linear stretching functions in
both the radial and meridional directions results in the
standard spherical coordinate system. We now discuss
logarithmic and equal area coordinates, and their ad-
vantages over spherical coordinates for PIC simulations.
Fig 2 shows the grid lines for these coordinate systems
in comparison to spherical coordinates.
3.2.1. Logarithmic Coordinates in the Radial Direction
The logarithmic coordinate in the radial direction, ξ,
is given by the transformation
ξ ≡ r0 ln (r/r0) . (6)
This has the advantage that the resolution is enhanced
close to the surface of the neutron star, and a much larger
grid can be simulated in the radial direction compared
to spherical coordinates. Moreover, a logarithmic coor-
dinate system is special in that it preserves the aspect
ratio (i.e. ∆r/r∆θ) of the grid cells as a function of ra-
dius. Thus, the cells do not become elongated in the
meridional direction with increasing radius as occurs in
spherical coordinates.
3.2.2. Equal Area Coordinates in the Meridional Direction
The equal area coordinate in the meridional direction,
θA, is given by the transformation
θA ≡ − cos θ (7)
4and is defined on the range [−1, 1]. At constant radius,
any two points separated by the same value of ∆θA en-
close the same surface area, ∆A = 2pi∆θA.
As we show in §4.2.2, using equal area coordinates in
the meridional direction greatly reduces the particle noise
in the simulation. This is because the charge density of
an individual particle is greatly enhanced at the poles
versus the equator in spherical coordinates for a particle
shape function that conforms to the shape of the nu-
merical grid. On the other hand, the charge density is
constant in the meridional direction in equal area coor-
dinates, which greatly reduces particle granularity near
the poles.
3.3. Particle Mover and Current Deposit
The particle mover applies an acceleration to the par-
ticle velocities and moves the particles within the sim-
ulation domain. Although PICsar uses a curvilinear
coordinate system, the actual particle acceleration and
push steps are carried out in Cartesian coordinates us-
ing the standard Vay (Vay 2008) or Boris (Boris 1970)
algorithms. This simply requires transforming between
curvilinear and Cartesian coordinates in the mover.
The current deposit step requires no modification in
going from Cartesian to curvilinear coordinates when
using the charge conservative Villasenor-Buneman algo-
rithm (Villasenor & Buneman 1992). This is in fact true
not only of the Villasenor-Buneman algorithm, but of
any current deposit algorithm that only references grid
coordinates (e.g. (i, j)) and makes no reference to phys-
ical coordinates (e.g. (x, y), (r, θ), etc.). For any such
algorithm, the particle shape function either conforms
to the shape of the grid or is a delta function. Thus, by
keeping the Villasenor-Buneman algorithm without mod-
ification, we are simply stating that the particles have a
shape function which is a spherical annulus in axisym-
metric coordinates rather than a rectangular prism as in
Cartesian coordinates.
In order to reduce noise in the simulation, we filter
the current deposited to the grid by the particles. The
reason for this is that fluctuations in the current due to
small number particle statistics are a major source of
noise in PIC simulations. Particle noise only decreases
as ∝ 1/√N , where N is the number of particles in the
simulation, and thus it is typically too computationally
expensive to eliminate it by increasing the number of par-
ticles. Current filtering damps the high frequency har-
monics in the simulation in an inexpensive way by spa-
tially spreading the particle charge shape function. It can
be applied any number of times, Nfilt, to the current, and
the code remains charge conservative. The only modifi-
cation is that with current filtering, the particle shape
function takes the form of the original unfiltered shape
function with the filter applied to it Nfilt times. This is
because filtering the current after it is deposited to the
grid is equivalent to filtering the particle shape function
and then depositing the current to the grid. Appendix
B gives a more in-depth treatment of current filtering in
PICsar.
After the current has been deposited to the grid and
filtered (if desired), it can be used to update the com-
ponents of the electric field on the grid (see Appendix A
for details.)
3.4. Boundary Conditions
3.4.1. Field Boundary Conditions
At the inner and outer radial boundaries, we imple-
ment conducting boundary conditions. For a perfect con-
ductor with zero field inside, E‖ = 0 and B⊥ = 0, so we
simply set Eθ = Eφ = Br = 0 on the radial boundaries.
Note that according to equations (5), Eθ, Eφ, and Br are
all located at integer radial grid coordinates, whereas Bθ,
Bφ, and Er are located at half integer radial grid coor-
dinates. Thus, Bθ, Bφ and Er do not lie on the radial
boundaries, and thus no boundary condition in the radial
direction needs to be applied for these field components.
Boundary conditions and update equations for the fields
on the polar axis are discussed in Appendix A.
The inner and outer conducting boundaries trap elec-
tromagnetic waves within the simulation domain. In or-
der to absorb radiation, PICsar implements a finite width
lossy layer just inside the outer boundary. This lossy
layer has both a finite electrical conductivity, σ, and a
finite magnetic conductivity, σm = σ. The magnetic con-
ductivity is artificial, but induces exponential damping
of electromagnetic waves as they propagate through the
lossy layer (Chapter 3.12 in Schneider (2010)). Equa-
tions (1) with the magnetic and electric conductivities
included are given by
∂B
∂t
=−c∇×E − σB (8)
∂E
∂t
= c∇×B − J − σE.
The magnetic and electric conductivities can be imple-
mented numerically by simply setting
Eij = (1− σ∗)Eij (9)
Bij = (1− σ∗)Bij
inside the lossy layer after the regular field update and
deposit steps have been performed by the code. Note,
that we have used σ∗ in equations (9) to parametrize the
numerical value of σ and that by design 0 ≤ σ∗ ≤ 1.
For significant attenuation, we find that the width of
the lossy layer, ∆L, should be at least 10 cells; keep
in mind that the wave is doubly attenuated, first as it
passes through the lossy layer in the outward direction
and again after it reflects off the outer conductor and
passes through the lossy layer in the inward direction. As
for σ∗, we find that a value of σ∗ that increases linearly
with radius from 0 at the inner edge of the lossy layer
to 2/∆L at the outer edge results in good attenuation.
The reason for the linear profile of σ∗ is to better match
the impedance between the simulation domain and the
lossy layer and to minimize reflections off the inner edge
of the lossy layer.
3.4.2. Particle Boundary Conditions
We now discuss boundary conditions on the particles
in the radial and meridional directions. The meridional
boundaries of the simulation domain lie on the polar axis.
In axisymmetry, the correct boundary condition on the
polar axis is a reflection boundary condition. Thus, par-
ticles cannot leave the simulation domain in the merid-
ional direction.
5Particles can and do leave the simulation domain
through the inner and outer radial boundaries. A par-
ticle which passes outside the simulation domain in the
radial direction and hits either the inner or outer conduc-
tor should be deleted and removed from the simulation.
However, a particle cannot be deleted immediately once
it hits a conductor, since a fraction of its charge will still
be “hanging” outside the conductor and inside the simu-
lation domain due to the finite width of a particle shape
function.
A simple solution to this problem that we use in our
pulsar simulations is to only delete a particle once its en-
tire shape function lies inside the conductor. In this way,
all of the particle charge is hidden behind the conductor
and no charge is left hanging within the simulation do-
main when the particle is deleted. This method works
even with current filtering, although a particle must be
at least Nfilt +1 cells inside the edge of the conductor be-
fore its shape function lies entirely within the conductor
and it can be deleted. Particles within the inner conduc-
tor move according to the corotation E × B field, while
those within the outer conductor fly ballistically, moving
on straight lines with no acceleration.
4. TESTS OF PICSAR
4.1. Second Order Convergence
We begin by demonstrating the second order conver-
gence of the field solve step, which was described in §3.1.
For this test, we turn off the radiation absorbing outer
layer (§3.4.1), so we have conducting boundary condi-
tions for both the inner and outer radial boundaries. In
the space between the conductors, we set up an axisym-
metric spherical transverse magnetic (TM) mode (Jack-
son (1998) Section 8.9), which has the solution
Bφ(r, θ, t) =B0
ul(kr)
kr
P 1l (cos θ)e
−iωt (10)
Er(r, θ, t) =
i
kr sin θ
∂
∂θ
(sin θBφ)
Eθ(r, θ, t) =− i
kr
∂
∂r
(rBφ),
where ul(r)/r are spherical Bessel functions, P
1
l are
the associated Legendre polynomials of first order, and
ω = ck. The conducting boundary condition Eθ = 0
constrains the value of k such that dul/dr = 0 on the
inner and outer boundaries of the simulation domain.
For our test, we take l = 1, in which case the special
functions become
u1(r) =
sin(r)
r
− cos(r), P 11 (cos θ) = − sin θ. (11)
We take the radius of the inner conductor to be the first
root and the radius of the outer conductor to be the
fourth root of du1/dr, which ensures Eθ = 0 on the
conducting boundaries. We take the start of the sim-
ulation to be at t = 0, in which case Re[Er(r, θ, 0)] =
Re[Eθ(r, θ, 0)] = 0, where Re denotes the real part.
Because B lags E by half a timestep, we must initialize
the Bφ field at time t = −∆t/2. The Br, Bθ, and Eφ
fields are initially zero and remain so for all time. We
allow the simulation to run for a time t = 1.25/ω and
then compute the error in the L2 norm for rBφ, which is
Fig. 3.— Log-log plot of the L2 error between the numerical and
analytical solutions at time t = 1.25/ω as a function of resolution.
defined as
L2 ≡
√
Nr∑
i=1
Nθ∑
j=1
fr(i+ 1/2)2
(
Bijφ − B˜ijφ
)2
√
Nr∑
i=1
Nθ∑
j=1
fr(i+ 1/2)2
(
B˜ijφ
)2 , (12)
where Bφ is the numerical solution, B˜φ is the analytic
solution, and the radial stretching function, fr, was in-
troduced in §3.2. We plot the L2 error as a function
of resolution on a log-log plot in Fig 3 for four differ-
ent coordinate systems – (r, θ) (circles), (ξ, θA) (squares),
(ξ, θ) (diamonds), and (r, θA) (triangles). The line has
the proper slope for second order convergence, and all
four coordinate systems converge at second order. Al-
though the absolute error is smallest for spherical coor-
dinates in this particular test, spherical coordinates are
actually the most susceptible to ringing when particles
are present near the polar axis.
4.2. Charged Sphere Test
Our next test is establishing an inverse square radial
electric field dynamically. We perform this test with a
charge falling into the inner conductor along both the
equator and the polar axis.
4.2.1. Charge Falls in Along Equator
We show how a static field is set up dynamically and
demonstrate the effectiveness of the radiation boundary
conditions at damping electromagnetic waves by having
a charge fall into the inner conductor in the equatorial
plane, while its partner charge moves outward and hits
the outer conductor. Note that due to the axisymme-
try of the coordinate system, the charge is not a point
charge as in 3D, but rather an annulus. We use the radi-
ation absorbing outer boundary (§3.4.1), which is essen-
tial for absorbing the radiation from the transient. We
also filter the current (§3.3) in order to damp the high
frequency harmonics, which induce ringing and are not
well-resolved on the grid.
Our setup consists of a positive and a negative charge
both initially located in the equatorial plane halfway
6a .125tc b .375tc c .75tc d 1.5tc e 3.5tc
Fig. 4.— Sequence of images showing Er that depicts how the inverse square radial electric field is established dynamically for the
simulation described in §4.2.1. A positive charge is shot radially inward into the central conductor along the equator and its negative
pair is shot radially outward toward the outer conductor also along the equator. The pair is initialized halfway between inner and outer
conductor. The time in units of the light crossing time, tc, is shown in the upper right corner.
Fig. 5.— Plot of the radial electric field Er after t = 3.5tc along the polar axis for simulation described in §4.2.2. Dashed red line –
analytic solution (inverse square law). Black solid line – simulation. Left panel: simulated field in spherical coordinates shows excessive
ringing. Right panel: simulated field is smooth in equal meridional area coordinates.
between the inner and outer conductors. The positive
charge is shot radially inward at a velocity vr = −.95c,
and the negative charge is shot radially outward at a
velocity of vr = .95c.
After about .5tc, where tc is the light crossing time
across the simulation domain, the positive/negative
charge has fallen into the inner/outer conductor and has
been deleted from the simulation. After the positive
charge falls into the inner conductor, an electromagnetic
pulse is launched that propagates along the surface of
the conductor from the equator towards the poles and
also radially outward. This pulse leaves the simulation
domain between 1.5tc and 2tc after which point the in-
verse square field is established. Fig 4 shows the radial
electric field throughout this sequence of events.
4.2.2. Charge Falls in Along Polar Axis
In the previous section, we showed that a static field
can be established dynamically using PICsar. However,
motion of particles near the polar axis can induce ex-
cessive ringing in spherical coordinates. The left panel
of Fig 5 shows the ringing that occurs in spherical co-
ordinates when a particle is shot inward into the central
conductor at vr = −.95c along the polar axis and its
partner particle is shot outward along the polar axis at
vr = .95c. The plot shows Er at t = 3.5tc along the polar
axis (same elapsed time as panel e of Fig 4). Although
the transient has left, there is excessive ringing along the
polar axis that does not damp out in time and can inject
an unacceptable level of noise into the simulation.
The cause of this ringing in spherical coordinates is due
to the increased charge density for a particle near the po-
lar axis in spherical coordinates. This increased charge
density is due to the fact that the particle shape func-
tion takes the shape of the coordinate grid. In spherical
coordinates, the ratio of the volume of a grid cell near
the equator to one on the polar axis is ∼ 1/∆θ ≈ Nθ/pi.
The cells become tiny in volume near the poles and the
charge density due to a single particle rises proportion-
ally. Moreover, this problem only becomes worse with
7ωc∆t
Fig. 6.— E ×B drift motion for the Vay and Boris movers as a
function of ωc∆t. The y-axis gives the ratio of the drift velocity
measured in the simulation to the analytic drift velocity.
increasing resolution.
We can avoid the concentration of charge for a single
particle near the poles altogether by choosing to work in
equal area coordinates rather than spherical coordinates.
The volume of a grid cell (and hence the charge density
of a particle) at constant radius are constant in equal
area coordinates (§3.2), and there is no concentration of
charge near the polar axis.
The right panel of Fig 5 is the same as the left, but for
equal area coordinates rather than spherical coordinates.
The ringing near the polar axis resulting from density en-
hancement in spherical coordinates is eliminated in equal
area coordinates.
4.3. E ×B drift
Due to the strength of the electric and magnetic fields
in the vicinity of the neutron star, the most important
plasma drift to resolve in a pulsar simulation is the E×B
drift (Goldreich & Julian 1969). In a fully kinetic code,
it is in general necessary to time-resolve the cyclotron
frequency, ωc = qB/mc, in order to properly capture the
E×B drift motion. However, B ∝ r−3 for a background
dipole magnetic field and can vary by several orders of
magnitude over the simulation domain. Thus, if one is
most interested in studying the physics at several neutron
star radii or further out, then it may be prohibitively
expensive to require that the timestep be short enough
to resolve the cyclotron frequency at the surface of the
neutron star (i.e. ωc(r0)∆t . 1).
Fortunately, there exists an algorithm for the particle
mover (Vay 2008), which correctly captures the average
E × B particle drift motion regardless of the value of
ωc∆t. This is a special property of the Vay mover, and
is not true in general; in particular, it is not true for the
commonly used Boris mover (Boris 1970).
To compare how well the Boris and Vay movers capture
the E×B drift velocity as a function of ωc∆t, we initialize
a test particle in background electric and magnetic fields
given by
Br =
2µ
r3
cos θ, Er =
µ
r2Rl
sin2 θ (13)
Bθ =
µ
r3
sin θ, Eθ = − µ
r2Rl
sin 2θ
Bφ = 0, Eφ = 0.
The background magnetic field is that of a dipole with
magnetic dipole moment µ ≡ B0r30, where r0 is the radius
of the inner conductor. The background electric field is
the “corotation” electric field, E = −(Ω × r) × B/c.
The light cylinder radius, Rl, is the cylindrical radius at
which a particle would have to move at the speed of light
in order to rotate at the E×B drift velocity. We use the
value r0/Rl = .05 and initialize the test particle at rest
in the equatorial plane at a radius of 3r0.
We then run the simulation using either the Boris or
Vay mover and compare the drift velocity of the particle
from the simulation with the analytically expected value,
3Ωr0 = .15c. Note that although there are gradients of
the electric and magnetic fields in the simulation, and
there is a centrifugal force on the particle as it drifts az-
imuthally in a circle around the central conductor, these
effects are negligible in our setup compared to the un-
derlying E ×B drift just as in the case of the pulsar.
Fig 6 shows a plot of the measured E ×B drift veloc-
ity normalized by the analytical value of the E×B drift
velocity as a function of ωc∆t. Both the Boris and Vay
movers accurately capture the average E × B drift mo-
tion when ωc∆t . 2. However, for ωc∆t & 2 the Boris
mover starts to deviate significantly from the analytical
solution with increasing ωc∆t, whereas the Vay mover
still accurately captures the average E×B drift motion.
Thus, we prefer to use the Vay mover in PIC simulations
of pulsars, since one does not need to time-resolve the
cyclotron frequency at the surface of the star in order to
correctly capture the average E × B drift motion when
using it.
5. ALIGNED MONOPOLE ROTATOR
5.1. Analytic Force Free Solution
We now present the results of aligned monopole ro-
tator simulations using PICsar. The aligned monopole
rotator consists of a central spinning spherical conduc-
tor with aligned spin and magnetic axes (we take these
to be along the z-axis) in a background monopole mag-
netic field. The force free solution (i.e. when the central
spinning conductor is immersed in a conducting plasma
with negligible inertia) is useful to consider as a test of
the code, because it has an analytic solution given by
(Michel 1973):
Br = B0
(r0
r
)2
, Er = 0, Jr = −2BrΩ cos θ (14)
Bθ = 0, Eθ = Bφ, Jθ = 0
Bφ = −Br R
Rl
, Eφ = 0, Jφ = 0.
Here Ω and r0 are the angular frequency and radius of
the central conductor, respectively, B0 is the magnetic
field at the surface of the conductor, and R = r sin θ
is the cylindrical radius. The spin of the conductor in
the purely radial background magnetic field induces an
8electric field E = −(Ω×r)×B/c and generates a radial
current preferentially directed along the z-axis. This cur-
rent creates an azimuthal magnetic field, and the mag-
netic field lines wind up into an Archimedean spiral in
the equatorial plane. The radial and azimuthal magnetic
fields are equal in magnitude at the light cylinder.
5.2. Initialization
We discuss how to dynamically set up the aligned
monopole rotator solution using PICsar. We start with
initial conditions for the fields corresponding to a spin-
ning spherical conductor in vacuum with no plasma in
the magnetosphere. We do not model the plasma within
the spinning conductor directly as was done by Philip-
pov & Spitkovsky (2013) but instead split the fields into
a pair of “initial” and “plasma” fields (Spitkovsky 2002).
The initial fields are induced by the rotation of the inner
conductor in the background magnetic field and are not
due to the particles within the simulation domain; they
are analytic, constant in time, and are not used when
updating the electromagnetic fields on the grid or apply-
ing boundary conditions. On the other hand, the plasma
fields are due to the particles within the simulation do-
main and are updated each timestep.
The plasma fields are initially zero while the initial
fields outside the star (r > r0) are given analytically by
Br = B0
(r0
r
)2
, Er = −2B0
(
r40
r3Rl
)
cos θ (15)
Bθ = 0, Eθ = −B0
(
r40
r3Rl
)
sin θ
Bφ = 0, Eφ = 0.
Inside the star (r < r0) the initial fields are given by
Br = B0
(r0
r
)2
, Er = 0 (16)
Bθ = 0, Eθ = −B0
(
r20
rRl
)
sin θ
Bφ = 0, Eφ = 0,
and the electric field is simply the corotation electric field
for a monopole magnetic field geometry. The reason we
need to specify the fields inside the star is because we
can only delete particles that penetrate far enough into
the inner conductor that their shape function lies en-
tirely within the conductor (see description of “hanging
charge” in §3.4.2). Thus, particles inside the inner con-
ductor which do not penetrate far enough to be deleted
move under the influence of corotation fields.
By splitting the fields into vacuum and plasma fields,
we are able to retain the simple boundary condition for
an unmagnetized non-rotating conductor (E = B = 0)
at the inner radius of the simulation domain for the
plasma fields. At the outer radius, we use the radiation
absorbing boundary conditions described in §3.4.1.
By the linearity of Maxwell’s equations, the total field
is simply the sum of the vacuum and plasma fields. This
total field is used, for example, when computing the
Lorentz force felt by the particles and injecting pairs into
the simulation domain, which we discuss in the next sec-
tion.
To avoid a large initial transient, we spin up the star
on a timescale tspin ∼ Ω−1 (Spitkovsky 2002). During
the spinup phase, Ω, the angular velocity of the central
conductor increases linearly to its final constant value.
5.3. Surface Charge Injection
Initially our simulation contains no particles so the
plasma field is zero. However, because the star (central
conductor) is rotating in a magnetic field, a charge is in-
duced on its surface. As a result, there is a jump in the
analytic fields at the surface of the star from corotation
fields inside to vacuum fields outside.
Our prescription for filling the magnetosphere with
plasma is to locally “release” the accumulated surface
charge in the form of particles into the simulation do-
main. The accumulated charge is calculated based on
the jump in the radial component of the electric field
across the conductor; it is injected at rest each timestep
just above the surface of the star. However, injecting all
of the surface charge each timestep can potentially result
in virtual cathode oscillations. This is because the parti-
cles have a finite width shape function that is broadened
by filtering. Therefore, it effectively takes more than one
timestep for a newly injected particle to entirely carry
away the charge from the surface.
In order to avoid virtual cathode oscillations and gen-
erate a steady flow from the surface of the star, one can
inject a fraction finj of the accumulated surface charge
on the conductor each timestep, where 0 < finj ≤ 1. Our
general ansatz for charge injection at the surface of the
star is then given by
n˙j =
finjσj
q
dAj . (17)
Here n˙j is the number of pairs injected into the j-th
cell (meridional direction) which is adjacent to the inner
conductor, q is the particle charge, and dAj is surface
area of the cell on the face of the conductor. The pairs
are created with opposite charges at the same position,
which means we do not have to solve Poisson’s equation.
Also, the fact that there is a surface charge implies a
nonzero value of E ·B above the star (E ·B = 0 inside),
meaning one sign of charge will be pulled into the star
and the other will accelerate away from the star and into
the magnetosphere.
The simulation results obtained using our injection al-
gorithm depend weakly on the value of finj. Smaller val-
ues of finj are more stable (in the sense that they don’t
exhibit virtual cathode oscillations), but values of finj
closer to unity are more accurate when compared with
the analytic solution. Smoothing the value of σj along
the surface of the star in the meridional direction can
help increase stability, but the smoothing length should
be less than the smallest meridional scale of interest.
The reason the simulation results depend weakly on
finj is that the prescription (17) exponentially decreases
the charge on the surface of the star on a character-
istic damping timescale, which is 1/finj timesteps. As
long as this timescale is shorter than the relevant physi-
cal timescales of interest, the result will approximate the
physical solution with no surface charge on the star (zero
work function for particles to escape).
We emphasize that our injection algorithm is a surface
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Fig. 7.— Aligned monopole rotator simulation after two rotation periods. a) r2Jr normalized to the analytical value of r2Jr at the pole.
b) Bφ/Br as a function of meridional angle at three different radii. Solid lines are simulation results and dashed lines are the analytic
solution. c) Downsampled charge density distribution as represented by particles( blue/red – positive/negative particles). Solid black lines
are magnetic field lines in the meridional plane. d) Simulation spindown luminosity normalized by the analytic spindown luminosity as a
function of radius.
injection algorithm, and that for steady injection it leads
to a space charge separated plasma. For simulations of
the aligned dipole rotator, the surface injection algorithm
needs to be coupled with a pair production prescription
in order to generate the force free solution. The parti-
cles emitted from the surface would then form the seeds
for the pair production cascade. However, surface injec-
tion with no pair production is sufficient for generating
the force free solution of the aligned monopole rotator,
because all the monopolar field lines are open.
5.4. Simulation Results
We now discuss the simulation results for the aligned
monopole rotator. For a space charge separated plasma,
the force free solution implies that the velocity of the par-
ticles is equal to the speed of light. Thus, we will obtain
the force free solution in the limit γ →∞. Consequently,
our results will depend weakly on the strength of the elec-
tromagnetic fields as long as particles are accelerated to
highly relativistic velocities. Additionally, the magnetic
field should be strong enough that the Larmor radius of
the particles is small compared with the characteristic
physical length scale of the problem which is the simply
the spherical radius in this case. The median value of the
particle gamma factor is γ ≈ 28 in our simulation, and
the value of the Larmor radius is less than a grid cell at
the surface of the star; the latter necessitates the use of
the Vay mover (§4.3).
For the coordinate system in the simulation, we use
logarithmic and equal area coordinates in the radial and
meridional directions respectively. A set of relevant nu-
merical parameters is given in Table 1. We also mention
that both the positively and negatively charged particles
have the same mass and charge so we are simulating a
pair plasma.
Fig 7 shows the results of the aligned monopole rotator
simulation with surface injection after 2 rotation periods
of the central conductor when a dynamic steady state has
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TABLE 1
Numerical parameters for monopole simulation.
grid dimensions Nr ×Nθ = 1024× 512
number of particles ≈ 2× 107
inner conductor radius r0 = 256
outer conductor radius rmax ≈ 54r0
light cylinder radius Rl = 5r0
Courant number (speed of light) c = .6
simulation duration 2 rotational periods
current filtering Nfilt = 3
injection multiplier finj = .5
spinup time tspin = .5 rotational periods
been set up. This steady state is very nearly the force-
free solution with a thin accelerating region of thickness
a few cells near the surface of the star, where injected
particles accelerate to relativistic velocities.
Fig 7a shows r2Jr normalized by r
2
0J0 = 2B0Ωr
2
0,
where Jr is the current density in the meridional plane.
The analytical expression for r2Jr in the case of the
monopole is r2Jr = −J0 cos θ (equation 14).
Fig 7b shows a plot of Bφ/Br as a function of θ at
three different radii r = Rl/2 (red), r = Rl (black), and
r = 3Rl/2 (blue). The dashed lines are the analytical
solutions according to equations (14), and the solid lines
are simulation results. Note that Bφ = 0 initially and
that the azimuthal magnetic field is generated exclusively
by the current due to the particles.
Fig 7c shows a heavily downsampled image of the par-
ticles in the simulation. The surface injection algorithm
has produced a space charge separated plasma with the
positively charged particles (red) and negatively charged
particles (blue) occupying distinct regions of the simula-
tion domain. Although each particle represents a charge
annulus, the downsampling has been done in such a way
that the clustering of particles corresponds to the particle
density in a 3D simulation.
Fig 7d shows the simulation spindown luminosity
(Poynting flux integrated over the surface of a sphere)
normalized by the analytical value of the spindown lumi-
nosity as a function of radius out to 25r0. In Gaussian
units, the analytical value of the spindown luminosity for
the force-free aligned monopole rotator is
L0 =
2c
3
(
B0r
2
0
Rl
)2
. (18)
The value calculated from the simulation is within ∼
1% of the analytical value and is approximately constant
with radius as expected.
6. DISCUSSION
6.1. PICsar speedup
We have shown that it is possible to accurately sim-
ulate the magnetosphere of the aligned rotator using a
2.5D axisymmetric PIC code. One reason for using a
2.5D axisymmetric code versus a Cartesian code is that
a 2.5D axisymmetric code is orders of magnitude faster
than a 3D Cartesian code.
We can roughly estimate the speedup of a 2.5D axisym-
metric code versus a 3D Cartesian code by comparing the
number of cells in the two codes for the same simulation
volume and assuming the same number of particles per
cell for both simulations. To within factors of order unity
that arise from different treatments of the boundary con-
ditions, coordinate transformations etc., the speedup is
simply the ratio of the number of cells in the axisym-
metric code to the number of cells in the Cartesian code.
Assuming the (ξ, θA) coordinate system for the axisym-
metric code and cubical cells for the Cartesian code, the
speedup ratio is
CPU time 3D Cartesian
CPU time 2.5D axisym
∼ (rmax/r0)
2rmax
1 + ln(rmax/r0)
, (19)
where r0 and rmax are then inner/outer conductor radii
both measured in cells. For rmax/r0  1 and rmax  1,
the 2.5D axisymmetric code provides an orders of mag-
nitude increase in speed over a 3D Cartesian code.
6.2. PICsar 3D
Up to now we have only discussed methods for simulat-
ing the aligned rotator using a 2.5D axisymmetric code.
However, the algorithms we have presented transfer nat-
urally to the 3D case, as long as the 3D computational
grid can be deformed to a 3D Cartesian grid without
breaking the grid lines. One example of such a coordi-
nate system, which is well-suited to pulsar simulation is
the cubed sphere coordinate system.
The cubed sphere coordinate system is essentially a
Cartesian coordinate system that has been deformed to
fit the surface of a sphere. Although there would be extra
edge and corner cases to consider, a fully 3D simulation
in cubed sphere coordinates would still be orders of mag-
nitude faster than a 3D Cartesian simulation. Using the
same estimation method as in §6.1, one can estimate the
speedup of a 3D cubed sphere code (logarithmic radial
coordinate) versus a 3D Cartesian code as
CPU time 3D Cartesian
CPU time 3D cube sph
∼ (rmax/r0)
3
1 + ln (rmax/r0)
. (20)
Again, the cubed sphere code is much faster than the
Cartesian code in the limit rmax/r0  1.
The reason for the large speedup factor in 3D is due to
the fact that stretchable coordinates body-fitted to the
sphere are more naturally suited to the pulsar problem
than a Cartesian grid. Whereas 3D Cartesian coordi-
nates have a constant resolution over the whole simula-
tion grid, logarithmic radial coordinates have a resolution
which effectively varies as ∝ 1/r (in each dimension) so
the resolution is concentrated close to the surface of the
star. This is typically what one desires, especially when
putting the outer boundary far enough away to eliminate
any adverse effect from it on the physics of interest.
6.3. Future Science
Because PICsar is a particle-mesh code, it allows in-
vestigation of phenomena that are difficult to probe via
purely mesh based approaches such as force-free or MHD.
Examples of such phenomena include pair production,
particle acceleration, and kinetic processes.
One area that remains relatively unexplored in global
simulations is pair production and particle acceleration
in magnetospheric vacuum gaps. Although 1D PIC sim-
ulations of pair producing vacuum gaps have been car-
ried out (Timokhin 2010; Timokhin & Arons 2013), these
simulations are divorced from the global structure of
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the magnetosphere. 2.5D axisymmetric PIC simulations
allow deeper insight into how vacuum gaps operate in
the global magnetospheric context (Chen & Beloborodov
2014); PICsar is well-suited to such investigations.
A second area to which PICsar can be applied is the
study of current sheet instabilities. Zenitani & Hoshino
(2007, 2008) have shown using linear theory and local
PIC simulations that an electron positron current sheet
without a strong guide field (the relevant case for a pulsar
beyond the light cylinder) should be susceptible to the
relativistic drift kink instability (RDKI). Moreover, since
the RDKI has unstable modes that lie in the r−θ plane,
observing RDKI in a 2.5D axisymmetric simulation is
realistic, and it has already been noted by Philippov &
Spitkovsky (2013) in their 3D PIC simulations of the
aligned rotator.
A third area that can be investigated with PICsar is
particle acceleration due to reconnection. Reconnection
in the current sheet occurring near the pulsar termina-
tion shock has been suggested as the source of particle
acceleration that generates gamma ray flares in the Crab
nebula (Uzdensky et al. 2011; Cerutti et al. 2012). It
would be interesting to investigate whether such flaring
events occur spontaneously in a global pulsar simulation
and lead to particle acceleration.
6.4. Summary
We have presented a new 2.5D axisymmetric relativis-
tic, electromagnetic, charge conservative PIC code that
is well-suited to simulations of the aligned dipole rotator.
The new code is parallelized using MPI and implements
stretchable coordinates in both the meridional and radial
directions that are body-fitted to the surface of a sphere.
Stretch factors for the coordinates are used that minimize
particle shot noise by accommodating a greater number
of particles per cell for a fixed total number of particles.
Also, because the coordinate system follows the surface
of a sphere, the conducting boundary condition on the
surface of the star is trivial to implement, and we do not
need to simulate the plasma in the neutron star interior.
In order to set up a steady state dynamically, the
code implements a radiation absorbing outer layer in-
side an outer conducting shell. The radiation absorbing
layer damps electromagnetic waves propagating through
it, and the spherical conducting shell facilitates a sur-
face current, redistributing charge and preventing local
charge accumulation at the outer boundary.
For the particle push step, we prefer to use the Vay
algorithm over the more commonly used Boris algorithm.
The Vay algorithm exactly captures the dominant E ×
B drift regardless of whether the cyclotron frequency is
resolved in time.
Finally, we have presented an algorithm for charge in-
jection that releases the accumulated charge on the sur-
face of the star into the simulation domain. The new
algorithm injects pairs near the surface in proportion to
the local value of the surface charge on the star. For
the aligned monopole rotator, it naturally generates a
solution which is everywhere force free, except for thin
acceleration gaps, where particles are accelerated to rel-
ativistic velocities. These acceleration gaps are directly
analogous to the vacuum gaps occurring in pulsar mag-
netospheres that are the sites of pair creation.
The author would like to thank Anatoly Spitkovsky
for suggesting the project, for laying the foundation that
enabled this research to be possible, and for many useful
discussions. Additionally, the author would like to thank
Lorenzo Sironi and Jon Arons for useful discussions.
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APPENDIX
FIELD SOLVE IN BODY-FITTED COORDINATES
We show explicitly how to solve Maxwell’s equations in conservative form in body-fitted coordinates. We begin by
rewriting equations (1) in integral form
∂
∂t
¨
B · dA =−c
˛
E · dl (A1)
∂
∂t
¨
E · dA = c
˛
B · dl−
‹
J · dA.
Using the definition (A3), equations (A1) become to second order in space
∂Bijr
∂t
dAθφ(ri, [θj , θj+1]) = c
[
Eijφ dLφ(ri, θj)− Eij+1φ dLφ(ri, θj+1)
]
(A2)
∂Bijθ
∂t
dArφ([ri, ri+1], θj) = c
[
Ei+1jφ dLφ(ri+1, θj)− Eijφ dLφ(ri, θj)
]
∂Bijφ
∂t
dArθ([ri, ri+1], [θj , θj+1]) = c
{[
Eijθ dLθ(ri, [θj , θj+1])− Ei+1jθ dLθ(ri+1, [θj , θj+1])
]
−
[
Eijr dLr([ri, ri+1])− Eij+1r dLr([ri, ri+1])
]}
[
∂Eijr
∂t
+ J ijr
]
dAθφ(ri, [θj−1, θj ]) = c
[
Bijφ dLφ(ri, θj)−Bij−1φ dLφ(ri, θj−1)
]
[
∂Eijθ
∂t
+ J ijθ
]
dArφ([ri−1, ri], θj) = c
[
Bi−1jφ dLφ(ri−1, θj)−Bijφ dLφ(ri, θj)
]
[
∂Eijφ
∂t
+ J ijφ
]
dArθ([ri−1, ri], [θj−1, θj ]) = c
{[
Bijθ dLθ(ri, [θj−1, θj ])−Bi−1jθ dLθ(ri−1, [θj−1, θj ])
]
−
[
Bijr dLr([ri−1, ri])−Bij−1r dLr([ri−1, ri])
]}
.
To reduce the number of parentheses and symbols, we have defined
ri≡ fr(i), ri ≡ fr(i+ 1/2) (A3)
θj ≡ fθ(j), θj ≡ fθ(j + 1/2),
where fr and fθ are the coordinate stretching functions introduced in §3.2. Also, we have introduced the area elements,
dAθφ, dArφ, dArθ, and the line elements dLr, dLθ, dLφ, defined as
dAθφ(r, [θa, θb]) ≡
ˆ 2pi
0
ˆ θb
θa
r2 sin θdθdφ, dLr([ra, rb]) ≡
ˆ rb
ra
dr (A4)
= 2pir2(cos θa − cos θb), = rb − ra
dArφ([ra, rb], θ) ≡
ˆ 2pi
0
ˆ rb
ra
r sin θdrdφ, dLθ(r, [θa, θb]) ≡
ˆ θb
θa
rdθ
= pi(r2b − r2a) sin θ, = r(θb − θa)
dArθ([ra, rb], [θa, θb]) ≡
ˆ θb
θa
ˆ rb
ra
rdrdθ, dLφ(r, θ) ≡
ˆ 2pi
0
r sin θdφ
=
1
2
(r2b − r2a)(θb − θa), = 2pir sin θ.
Equations (A2) together with the area and line elements (A4) are generalizations of the update equations given by
Holland (1983) for spherical coordinates and allow for coordinate stretching in θ and r. The time discretization of
equations (A2) in PICsar is the standard second order leapfrog for the Yee method.
Due to the fact that the meridional boundaries lie on the polar axis, the meridional boundary conditions for Bθ and
Eφ are simply Bθ = Eφ = 0, which is true in axisymmetry. Er has to be updated in a special way on the polar axis,
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and the update equations for Er on the polar axis (j = 1 or j = Nθ) are[
∂Ei,1r
∂t
+ J i,1r
]
dAθφ(ri, [0, θ1]) = cB
i,1
φ dLφ(ri, θ1) (A5)[
∂Ei,Nθr
∂t
+ J i,Nθr
]
dAθφ(ri, [θNθ−1, pi]) =−cBi,Nθ−1φ dLφ(ri, θNθ−1)
(A6)
This can be derived in the same way as the update equations for the main body of the simulation domain (equations
(A2)), by taking line and area integrals around the polar cap (Holland 1983). Because Eθ, Bφ, and Br are all located
at half integer meridional coordinates, they do not lie on the meridional boundaries, and thus no boundary condition
in the meridional direction needs to be applied for these field components.
CURRENT FILTERING
We now provide a more detailed description of current filtering. For the 1-2-1 digital filter used in PICsar, the
current filtering step can be written as
J
ij
∗ =
1∑
l=−1
1∑
k=−1
WkWlJ
i+k,j+l
∗ (B1)
Wm=
{
1/4,m = ±1
1/2,m = 0
(B2)
where J is the unfiltered current, J is the filtered current, Wm are the weights for the 1-2-1 digital filter, and the star
notation just means that the formula holds for all vector components. However, care must be taken when applying
the filter close to the boundaries of the simulation domain.
Filtering Near the Polar Axis
The current filtering prescription (B1) must be modified near the polar axis to prevent current from being filtered
outside the simulation domain through the meridional boundaries. This modification results in a“remapping” of the
current which would be filtered outside the simulation domain back into the simulation domain. Current remapping
near the polar axis modifies the filtering formula (equation (B1)) and weights in the following way:
J
ij
∗ =
1∑
l=−1
1∑
k=−1
WkVlJ
i+k,j+l
∗ (B3)
∗ = r, φ−→

j = 1, Vl =
0, l = −11/2, l = 0
1/4, l = 1
j = 2, Vl =
1/2, l = −11/2, l = 0
1/4, l = 1
j = Nθ − 1, Vl =
1/4, l = −11/2, l = 0
1/2, l = 1
j = Nθ, Vl =
1/4, l = −11/2, l = 0
0, l = 1
∗ = θ−→

j = 1, Vl =
0, l = −11/4, l = 0
1/4, l = 1
j = Nθ − 1, Vl =
1/4, l = −11/4, l = 0
0, l = 1
Here, Wk is the same “1-2-1” weighting factor as given in equation (B1), and the “∗ =” notation indicates to which
component of J we are referring. The reason why the current remapping differs for the ∗ = r, φ and the ∗ = θ
components is twofold. First, Jθ is defined at half-integer j-coordinates, whereas Jr, Jφ are defined at integer j-
coordinates (equation (5)). Second, the remapped current comes in with a positive sign when it is folded back into the
simulation domain for the Jr, Jφ components, whereas it comes in with a negative sign for the Jθ component. This
produces the effect of a reflection of the particle shape function off the polar axis.
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Charge Conservation with Current Filtering
We show that digitally filtering the current after it is deposited to the grid using a charge conservative deposition
scheme does not compromise charge conservation. Rather, it results in a modified charge conservative deposition
scheme for which the particle shape function is the same as in the original deposition scheme (no filtering) but which
has been filtered Nfilt times.
For simplicity, we will consider the 1D case, which simplifies the algebra. In 1D, we take the (only) grid coordinate
i to be in the x-direction. In this case equation B1 for the filtered current becomes
J
i
=
1∑
k=−1
WkJ
i+k, (B4)
where J is understood to be current in the x-direction, so we suppress the coordinate subscript. Equation (B4) is
for one pass of the digital filter. The effect of applying the filter to the current multiple times yields the following
expression for the filtered current
J
i
=
1∑
n=−1
Wn...
1∑
l=−1
Wl
1∑
k=−1
WkJ
i+k+l+...+n
=
1∑
n=−1
...
1∑
l=−1
1∑
k=−1
Wn...WlWkJ
i+k+l+...+n. (B5)
Because the current deposition scheme is charge conservative by assumption, the change in the charge enclosed by
the i-th cell from one timestep to the next is given by
∆Qi ≡ J i−1 − J i, (B6)
where J is the unfiltered current. Using linearity, we can then write
J
i−1 − J i=
1∑
n=−1
...
1∑
l=−1
1∑
k=−1
Wn...WlWk∆Q
i+k+l+...+n. (B7)
In order for the filtering to be charge conservative, we demand that
∆Q
i
= J
i−1 − J i, (B8)
which implies that
∆Q
i
=
1∑
n=−1
...
1∑
l=−1
1∑
k=−1
Wn...WlWk∆Q
i+k+l+...+n. (B9)
Assuming we have used proper initial conditions that are consistent with charge conservation, equation (B9) implies
that
Q
i
=
1∑
n=−1
...
1∑
l=−1
1∑
k=−1
Wn...WlWkQ
i+k+l+...+n, (B10)
where Q and Q are now the unfiltered and filtered charge densities at the current time step, respectively. Thus,
the charge density in a given cell is simply the filtered charge density implied by the charge conservative deposition
scheme. Since the charge density in a PIC code is due to a summation over individual particles, equation (B10) will
be satisfied in general (i.e. current filtering will be charge conservative), if the shape function of the particles implied
by the current deposition scheme has been filtered the same number of times as the current.
