In the context of steady CFD computations, some numerical experiments point out that only a global mesh convergence order of one is numerically reached on a sequence of uniformly refined meshes although the considered numerical scheme is second order. This is due to the presence of genuine discontinuities or sharp gradients in the modelled flow. In order to address this issue, a continuous mesh adaptation framework is proposed based on the metric notion. It relies on a L p control of the interpolation error for twice differentiable functions. This theory provides an optimal bound of the interpolation error involving the Hessian of the solution. From this estimate, an optimal metric is exhibited to govern the adapted mesh generation. As regards steady flow computations with discontinuities, a global second order mesh convergence should be obtained. To this end, a higher order smooth approximation of the solution is reconstructed providing an accurate and reliable Hessian evaluation. Several numerical examples in two and three dimensions illustrate that the global convergence order is recovered using this mesh adaptation strategy.
Introduction
When dealing with real life flow problems, Hessian based unstructured mesh adaptation has already proved its efficiency to improve the ratio between solution accuracy and the number of degrees of freedom (the problem complexity). 3, 9, 11, 13, 14, 17 In addition, as a large number of physical phenomena are anisotropic by nature, anisotropic mesh adaptation improves even more this ratio. In the context of flow with shocks, anisotropic mesh adaptation provides very accurate solutions by reducing considerably the numerical dissipation of shock capturing schemes. In the sequel, we restrict our study on Euler steady flows simulations.
If previous features of unstructured mesh adaptation are quite classical, we propose here to point out that mesh adaptation has further consequences impacting directly numerical schemes used to approximate the flow. Indeed, a loss of convergence order generally occurs due to the presence of steep gradients (Naviers Stokes equations) or genuine discontinuities (Euler equations) in the flow, even if a provably spatially high order method is employed. The computed mesh convergence order on uniformly refined meshes is not the theoretical expected one. In this respect, a theoretical background for unstructured mesh adaptation is introduced to tackle this issue. This theory is based on the continuous representation of meshes by metric fields from which interpolation error estimates relying on the Hessian of the solution are exhibited. We show that the convergence order of numerical schemes can be recovered thanks to this mesh adaptation process. This approach has to be distinguished with adjoint based methods which are used to get very high order accuracy on scalar functional outputs. 10, 15, 18 Here, we aim at getting a high order accuracy for the numerical solution in the whole computational domain. From the practical point of view, we study the global mesh order convergence of flow problems with shocks simulated with a finite volume shock capturing flow solver on sequences of uniform and adapted meshes. Notice that this approach is generic and could be used whatever the considered flow solver as far it is stable and accurate on very irregular meshes.
In Section I, we recall the basic features of the considered Euler flow solver. In the meantime, the problematic of the global mesh convergence order is emphasised on examples in two dimensions with shocks. Section II recalls the basis of the continuous mesh framework. This theory concerns mesh adaptation based on a control of the interpolation error in L p norm for twice differentiable functions. Two analytical examples are proposed to illustrate numerically the theoretical result and to exemplify L p norm sensitivity. The first one is a function with tiny and large amplitudes and the second represents continuously a shock wave. In Section III, the mesh adaptation strategy is presented. The case of numerical solution approximating discontinuous flow is discussed. The achievement of the theoretical global second order mesh convergence is exhibited for several computational fluid dynamics (CFD) computations with shocks. Finally, Section IV demonstrates the application of the proposed approach to a realistic complex problem in three dimensions.
I. Flow solver and the spatial order problematic on uniform grids
In the field of CFD, for a large class of engineering applications, genuine discontinuities or sharp gradients appear in confined area of the computational domain. Classical high-order shock capturing methods are theoretically converging at order two or more, but in this case only an order less than one is attained when the mesh is uniformly refined. This loss of accuracy in the solution is difficult to estimate or even control. Consequently, deriving an approach able to handle this problem is necessary to fully assess computations whatever the smoothness properties of the flow. In this section, we propose to illustrate this problematic using our in-house Euler flow solver Wolf on some test examples.
Finite volume Euler flow solver. We consider the set of Euler equations to model the flow. Assuming that the gas is perfect, non viscous and that there is no thermal diffusion, the Euler equations for mass, momentum and energy conservation read:
where ρ denotes the density, U the velocity vector, E = T + U 2 2 the total energy and p = (γ − 1)ρT the pressure with γ = 1.4 the ratio of specific heats and T the temperature. These equations could be symbolically rewritten:
where W = t (ρ, ρu, ρv, ρw, ρE) is the conservative variables vector and the vector F represents the convective operator.
The Euler system is solved by means of a Finite Volume technique on unstructured tetrahedral meshes. The proposed scheme is vertex-centered and uses a particular edge-based formulation with upwind elements. This formulation consists in associating each vertex P i of the mesh with a control volume or finite-volume cell C i . The dual finite-volume cell mesh is built using the rule of medians. The common boundary ∂C ij = ∂C i ∩ ∂C j between two neighbouring cells C i and C j is decomposed in several triangular interface facets. We apply the Finite Volume method to the Euler equations, we get for each finite volume cell C i :
where W i is the mean value of the solution W on the cell C i . The integration of the convective fluxes F is computed by decomposing the cell boundary in facets ∂C ij and the flow is calculated with a numerical flux function, denoted Φ ij :
where V(P i ) is the set of all neighboring vertices of P i , n i is the outer normal of the cell C i , n ij = . This numerical flux approximation is proved to be third order on a class of structured simplicial grids for linear advection.
As it, the scheme is not monotone and so needs to be limited to guarantee the TVD (Total Variation Diminishing) property of the scheme. The considered limiter is a generalisation of the Superbee limiter 4 with three entries:
The time integration is an explicit time stepping algorithm using a 5-stage, 2-order strong-stabilitypreserving (SSP) Runge-Kutta scheme that allows us to consider a CF L coefficient up to 4.
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With these features, the solver is then conservative, positivity preserving and monotone (TVD).
Problematic. We propose to analyse the spatial convergence order of the Euler flow solver on two CFD examples involving shocks in two dimensions. These experiments aim at emphasising the loss of spatial order of convergence in such cases. For each example, a sequence of quasi-uniform meshes with a decreasing mesh size is considered. The global convergence order is computed in L 1 and L 2 norms. In each case, the error has been computed with respect to a reference solution computed on the finest mesh.
We first consider an external flow around a NACA0012 at Mach 1.4 with an angle of attack equal to 3
• . In this simulation, a bow shock appears in front of the airfoil, Figure 1 . The convergence order analysis points out that only an order of convergence of one is asymptotically reached, Figure 1 (right).
The second example is an internal flow representing a Scramjet engine configuration at Mach 3. This simulation is representative of compressible problems involving highly anisotropic phenomena with several strong shocks. Again, the asymptotic spatial order of convergence is near to one, Figure 2 (right).
As regards the convergence behaviour of the L 1 and L 2 norms, the relative convergence order can be explained through a simple one dimensional example. Let us consider the Heaviside function with a δ > 0 step: u(x) = δ if x > 0 and u(x) = 0 if x ≤ 0. Given a domain Ω = [−1, 1] and a uniform mesh H of this domain with size parameter h, the linear interpolate of u on H reads:
It is then possible to estimate the L p error between u and Π h u:
Therefore, the spatial convergence order is O(h 1 p ). When p tends to infinity, the expected convergence order is O(1). In other words the L ∞ norm will never convergence in presence of discontinuities. An L ∞ error estimate is thus not suitable for flows with shocks. Consequently, L p strategies become of main interest in the case of discontinuous solutions. This simple academic example and the previous simulations motivate this study. 
II. Continuous mesh concept
Our solution to address the convergence order problematic is based on the utilisation of unstructured mesh adaptation with a L p norm interpolation error control. 1, 5, 12 Controlling interpolation error is a choice to be independent of the problem at hand. Moreover, the previous analysis seems to indicate that considering L p norms with p ∈ [1; ∞[ is an opportunity to deal with flows with discontinuities. However, deriving global error estimate on the whole computational domain is difficult if we directly take into consideration discrete meshes. Therefore, contrary to classical approach that works on mesh's elements and derive mesh topology dependant estimate, we opt for a fully continuous approach with the introduction of a continuous mesh model based on the notion of metric. 3, 8, 9 In this approach, we assume that the function or the solution for which a continuous error estimate is provided is smooth.
In this context, a continuous interpolation error is expressed with respect to a continuous mesh. Then, an optimisation problem is formulated and solved. It provides the optimal continuous mesh minimising the global L p norm of the interpolation error. From this study, an analytical expression of the optimal error is provided and an asymptotic mesh convergence order is deduced. Two analytical examples are proposed to illustrate numerically the theoretical result. A sinusoidal function with tiny and large amplitudes is examined to exemplify L p norm sensitivity. As regards the application of this theory to CFD simulations with discontinuities, we propose a continuous function modelling a discontinuity and we show that in this case our theory applies.
II.A. Continuous mesh model
Given a function u, we consider the problem of finding the best class of meshes that minimises the L p norm of the interpolation error. In this study, the function u is assumed to be at least twice continuously differentiable. The idea is to expressed this discrete problem at a continuous level by introducing the continuous mesh concept. It is based on the notion of metric space supplied with a Riemannian geometry, in short a Riemannian metric space, that is a classical tool in differential geometry. More precisely, this space maps each point a of the computational domain Ω onto an Euclidean metric space (R 3 , M(a)) where the metric M(a) is used to define the dot-product. M(a) is given by a symmetric positive definite matrix.
M(a) contains the local properties of the continuous mesh as the continuous mesh sizes and its orientation. The mesh size in the direction of the i th eigenvector of M(a) is given by h i = 1/λ i with λ i the associated i th eigenvalue. We denote by R(a) the matrix composed of eigenvectors of M(a) which is a local basis of the continuous mesh orientation. A simple rewriting of M(a) points out mesh-friendly features as anisotropic quotients r i and local density d:
,
The anisotropic quotients are the three dimensional extensions of the classical two dimensional anisotropic ratios and the local mesh density is homogeneous to the inverse of a volume. We also define the mesh complexity C(M):
This global continuous mesh feature is viewed as the continuous version and extension to unstructured non-uniform meshes of the classical mesh size parameter h used in finite element error analysis.
The structure (a, M(a)) a∈Ω is named a continuous mesh by opposition to discrete meshes used for computations. In such space, vector length and volume evaluation need to take into account the metric variations over the domain and are evaluated as follow:
In fact, defining (a, M(a)) a∈Ω is equivalent to curve the classical Euclidean space. Now, we formulate a continuous linear interpolation error model for a given continuous mesh. Metric M is used as a control and the goal is to find an optimal continuous mesh minimising the L p norm of the interpolation error. The road map to get M consists in a local analysis in the vicinity V(a) of a ∈ Ω and a global analysis on Ω. In the former case, M is assumed constant so that we work in an Euclidean metric space (R 3 , M(a)). This step provides local properties of the optimal continuous mesh as anisotropic quotients and optimal directions from which a local error model is derived. In the latter case, a global calculus of variation is formally performed minimising globally the L p norm of the error model under a fixed mesh complexity. An analytical expression of the optimal continuous mesh is obtained.
II.B. Local analysis
In this approach, the classical linear interpolate Π h and the interpolation error are replaced by a formulation with respect to a continuous mesh M. To this end, the continuous linear interpolate π M and the continuous interpolation error e M are defined in the vicinity of a as:
π M is the linear model of the function u and the associated interpolation error is based on the Taylor expansion of u in the Euclidean metric space. For instance, in the Euclidean space (R 3 , I 3 ), the error e I3 is:
e I3 (a; .) is an homogenous polynomial of total order two which coefficients are given by the Hessian of the solution u. Now, without loss of generality, we assume that the Hessian of u is definite. Indeed, in the case of a non-definite Hessian, no error is committed in the direction of the null eigenvalue in our model. In this case, the Hessian becomes positive by considering:
where R u is the Hessian eigenvectors matrix, (ν i ) i=1...3 are the eigenvalues of the Hessian H u or equivalently the partial second derivatives of u along eigenvectors' directions − → α i :
and ε a very small positive constant.
Here, instead of expressing the continuous linear error in the classical Euclidean space (equipped with the natural dot-product), this error is estimated with respect to the continuous mesh M. In other words, each vector is mapped and scaled using the local one-to-one mapping M . With this sight, equally distributing the error map of the function x → e M (a; x) in each direction is equivalent to obtain an isotropic error map in the curved space. Consequently, the local metric space (R 3 , M(a)) is declared to be optimal (or to be an optimal control) when the error e M is isotropic. The optimal metric is aligned with the principal directions of the Hessian of the solution u and is given by:
Substituting the optimal metric M opt into the interpolation error operator M
The corresponding interpolation error expression in the metric's eigenvectors basis follows:
The previous interpolation error is bounded in order to unify the different possible choices of c i . In the Euclidean metric space (R 3 , M opt (a)), it comes :
In the previous bound, the equality is achieved everywhere if c i = 1 for all i (elliptic Hessian). Otherwise, it exists at least an x 0 where the equality holds (hyperbolic and parabolic Hessian). Consequently, in the optimal continuous mesh, the error at a point x is simply given by the length of the vector x − a.
Unit mesh. At this point, we have proposed a deformation of space that equally distributes the error in all directions. Now, two points have to be clarified to define the local properties of the optimal mesh. First, how the mesh generator will utilise the provided metric. And then, how the metric will achieve the specified level of error. The generation of an adapted mesh with a metric specification utilises the notion of unit mesh. A unit mesh is a mesh that is only composed of unit length edges and regular volume elements in the specified metric using (1) . Therefore, if we want to locally reach a given error threshold, the length of vectors with a as origin to this level must have a length one in the metric. It is achieved by scaling the optimal metric. Indeed, by considering the continuous mesh 1 2ε M opt , we have:
Local error model. We consider the locally optimal metric space (R 3 , 1 2ε M opt (a)) that corresponds to an ε interpolation error level. For this optimal mesh, the local optimal anisotropic quotients and density for an ε error level are given by:
, where (λ i ) i=1...3 are the absolute value of the eigenvalues of H u . It is worth mentioning that variations of ε only impact on the density while anisotropic quotients remain constant. The control M is entirely defined by the previous formulae while dealing with L ∞ norm. Nonetheless, controlling a global error in L p norm implies a non-uniform local error level distribution as each point of the domain contributes with different weight to the global error. In consequence, when we want to control a global error in L p norm, the local ε values are not a priori known. In this respect, it is necessary to derive an error model that gives the corresponding metric for an error level. This model comes from the local optimal density parametrized by ε:
.
The density is now used as the unique control to obtain the global optimal metric. This optimal metric is aligned with H u and has for anisotropic quotients the local optimal one.
II.C. Global analysis
The previous local analysis provides optimal criteria for the continuous mesh in the vicinity of a. Now, as we want to control the error for a global L p norm, a global analysis is performed to take into account the variation of M over the domain. It is then possible, thanks to a global calculus of variation, to look for the best continuous mesh that minimises the L p norm of the interpolation error at a fixed complexity:
Imposing the complexity of the continuous mesh is a natural requirement to avoid the trivial solution h i = 0 for i = 1 . . . 3 which gives a null error. A formal resolution is proposed. It is based on the search of critical points that are solutions of:
where λ is the Lagrange multiplier assiocated with the equality constraint. δE and δC are variations of the cost functional E and the constraint C. Formally, the variation of δE evaluated at M in the direction δM is given by:
If we take into account that the continuous mesh is only parametrized by its density, the variation of the cost functional E and the constraint C read:
As the constraint is constant equal to N , δC(d; δd) is null, and the necessary condition equation becomes:
Consequently, the following equation must hold:
δd dΩ = 0, subject to
A sufficient condition to ensure the two previous equalities is to consider the following constant integrand:
where K 1 is constant. From the previous equality, the density is:
Imposing C(M) = N , the optimal density d L p finally reads:
Using the optimal density d L p and local optimal anisotropic quotients r i relations, the optimal continuous mesh is:
and
Previous relation leads to a quantitative physical interpretation of the impact of the norm on the metric construction. Indeed, practically the metric will prescribe a small mesh size for a large eigenvalue of the Hessian. As regards the local normalisation term, the eigenvalues are multiplied by (det |H u |) −1 2p+3 which is small for large eigenvalues. In other words, lower p are more sensitive to small variation of the function u and less sensitive to areas with steep gradient.
II.D. Asymptotic mesh convergence estimate
As an analytical solution exists, it then possible to provide the optimal interpolation error by evaluating E with respect to M L p . The optimal interpolation error in L p norm reads:
From this equality, second-order of convergence for the interpolation error is asymptotically predicted, indeed:
A simple analogy with regular grids leads to consider that
Remark. Unit meshes are discrete approximation of M. The set of all unit meshes for a given continuous mesh M having the same number of nodes, or same the continuous complexity, defines a class of equivalence. A continuous representative of this class is M. Consequently, these meshes can be considered as strictly equivalent and need not to be distinguished in the error analysis.
II.E. L p norm sensitivity
This section aims at exemplifying the second order mesh convergence as well as illustrating the different behaviours of the L p norms by quantifying the impact of the normalisation term (det |H u |) f 1 is composed of small and large scales with an amplitude of 0.01 and 1, respectively, Figure 3 . Mesh adaptations based on L 1 , L 2 and L 4 norms are performed. As predicted by the theory, the second order mesh convergence is reached for all norms. More than 10, 000 vertices are required to reach this order. The convergence plot, Figure 7 (top left), can be decomposed into three parts:
(i) a second order mesh convergence part (from 100 to 2,000 vertices). In this region, only the main sinusoidal variations are accurately captured whereas small scales are ignored. Consequently, a second order mesh convergence arises for these main scales.
(ii) a one order mesh convergence part (from 2,000 to 10,000 vertices) where the mesh size is small enough to capture small variations of the function. At this time, the error committed on these small fluctuations becomes preponderant.
(iii) the final asymptotic second order convergence part (from 10,000 to 100,000 vertices) when all scales of the function are captured by the mesh.
As p increases, the second part is shifted to the right, or equivalently, the number of nodes increases. Consequently, the L 1 norm early captures small scales. For instance, if we look at adapted meshes containing 7, 000 vertices, small scales are well refined with L 1 and L 2 norms whereas these scales are ignored by the L 4 norm. The mesh size to approximate accurately small scales in L 4 norm has not been reached contrary to the adapted mesh containing 50, 000 depicted in Figure 5 .
II.F. Continuous shock model
In order to validate the current approach for sharp gradient function, a continuously twice differentiable shock model is defined. In one dimension, we continuously model a shock with the function s(x) = tanh(−εx). The shock's thickness is specified by h ≈ 1/ε which is a parameter of the study. We aim at emphasising the impact of the shock thickness h on the asymptotic mesh convergence order for L 1 and L 2 norms. We consider the two dimensional function based on s with a variation along y and x axis: f 2 (x, y) = tanh(ε(y +0.3sin(−2x))), defined for (x, y) ∈ [−1, 1]
2 . As ε tends to zero, the gradient of f 2 is becoming sharper and sharper, however smoothness hypothesis required by previous theory is still verified whatever the chosen ε.
Several mesh adaptations have been performed using either the L 1 or L 2 norms. Figure 7 sums up the mesh convergence order estimates. As predicted by the theory, a second order mesh convergence is always reached for reasonable values of ε whatever the chosen norm. For instance, if the shock thickness belongs to [1.32e −1 , 1.32e −3 ], 5, 000 points are required to get the asymptotic second order of convergence in L 2 norm. However in harder cases, the required number of nodes increases as h decreases, see Figure 7 bottom left. More precisely, For instance, 10, 000 points are required for a thickness of h = 1.32e −4 (ε = 1e 5 ) whereas 100, 000 points are required for smaller thickness of 1.3200e
Notice that the L 1 norm required less regularity and the asymptotic convergence order is thus earlier captured.
II.G. Synthesis
We give some concluding remarks with respect to the choice of the L p norm and the asymptotic mesh convergence order.
The choice of the L p is primordial as it defines the sensitivity of the error estimate to the solution scales. Thus, the desired sensitivity often depends on the nature of the phenomenon under study. For instance, if one is interested in an accurate approximation of strong variations then a L p norm with p > 1 is preferred. On the contrary, if all scales of the phenomenon needs to be early captured then an L 1 based mesh adaptation is advised.
As regards the mesh convergence order, the theoretical second order mesh convergence is reached whatever the chosen L p norm, p ∈ [1, ∞[ with smooth functions. However, when dealing with sharp gradient, this convergence is asymptotic and requires a number of nodes directly correlated to the gradient's amplitude. In such case, the lower p is the earlier the second order is achieved. 
III. Achievement of second order mesh convergence for discontinuous flows
In the previous section, we have demonstrated that an asymptotic second order mesh convergence is easily obtained for smooth functions thanks to mesh adaptation in L p norm. This theoretical order has been assessed for a smooth function and for a continuous shock model. However, some difficulties arise when the solution is given by a numerical scheme. Contrary to mesh adaptation for functions, the level accuracy of the solution depends on the current mesh used for its computation. An iterative process needs to be set up in order to converge both the mesh and the solution, or equivalently the metric field and the solution. The second issue is that we deal with numerical solutions that are not twice continuously differentiable. In our case, the numerical solution provides a continuous piecewise linear by elements representation of the solution. Therefore, a deeper analysis of the mesh adaptation process needs to be carried out to expect the second order mesh convergence.
Non linear loop. Anisotropic mesh adaptation is a non-linear problem, therefore, an iterative procedure is required to solve this problem. For stationary simulations, an adaptive computation is carried out via a mesh adaptation loop inside which an algorithmic convergence of the mesh-solution couple is sought. At each stage, a numerical solution is computed on the current mesh with the flow solver and is analyzed with an error estimate. The continuous metric theory described above is considered to estimate the error. As the control is performed on the interpolation error, this approach is independent of the problem at hand. The resulting anisotropic metric is a function of the solution's Hessian which is reconstructed from the numerical solution by a double L 2 projection. Next, an adapted mesh, i.e., a unit mesh, is generated with respect to this metric. Mesh generators use all meshing operations to adapt the mesh and a vertex insertion based on an anisotropic generalisation of Delaunay technique. Finally, the solution is linearly interpolated on the new mesh. This procedure is repeated until convergence of the couple mesh-solution, see Figure 8 .
Basic framework for mesh adaptation Continuous Metric Numerical examples
Algorithm Solution Comput. Application to numerical computation. In the previous section, the error estimate and the resulting metric depend only on the derivatives of the solution of the problem u. Nonetheless, in the context of numerical computations, we have only the knowledge of the numerical approximation u h given by the numerical scheme. In our case, u h is piecewise linear by elements and thus not twice continuously differentiable. Consequently, our analysis cannot be applied directly to the numerical solution.
We assume that u is smooth enough. The idea is to build a higher order solution approximation u * of u from u h which is twice continuously differentiable and to consider u * in our error estimate. More precisely, the approximation error could be approximated by u − u h p,Ω ≈ u * − u h p,Ω . Indeed, as u * is a higher order approximation we have the following bounds:
Furthermore, if u * coincides with u h at mesh vertices, then we have:
and the previous analysis could be directly applied to the right-hand-side term. In practice, we don't compute the approximation u * but we only reconstruct its Hessian. u * is known implicitly. Here, the Hessian of u * is recovered by a double L 2 projection algorithm. In consequence, a global second order mesh convergence is expected for numerical solutions.
Application to discontinuous flows. In the context of discontinuous flows, such as the two examples presented in Section I, the numerical solution is also piecewise linear by elements even if it approximates a discontinuous solution. In fact, the mesh acts as a convolution operator on the solution. In this case, we still approximate the solution u with a continuous higher order representation and we still apply our error estimate in this case.
From the practical point of view, the Figure 9 below illustrates the Hessian recovery outputs for a discontinuous function, i.e., a step function, by the double L 2 projection algorithm. The recovered Hessian is continuous and piecewise linear by elements, therefore our theory applies. Numerical examples. We consider the two numerical examples of Section I to validate the proposed approach. In each case, we perform adaptations in L 1 and L 2 norms and we analyse the global mesh convergence. To compute the convergence order, each solution is compared to the adapted solution obtained on the finest mesh with the same L p adaptation. This solution is considered as the reference. In the NACA0012 example, we consider the Mach number as the variable u for mesh adaptation. The finest adapted mesh in L 1 norm contains almost 300, 000 vertices, see Figure 10 . Discontinuous regions, such as the bow shock, are very finely meshed and that refinements are propagated in the whole computational domain. Notice that the airfoil has a size of one metre and it is considered in a one kilometre domain. The solution is accurately compute everywhere in the domain with a low numerical dissipation. Therefore, shocks are propagated up to the boundaries. For this simulation, the global second order mesh convergence is immediately reached for the Mach number, Figure 10 bottom right.
The same conclusions arise for the Scramjet simulation. Mesh adaptation is performed on the density variable. With only 22, 566 vertices a very accurate solution is obtained, see Figure 11 , as compared to the solution on a quasi-uniform mesh containing almost 150, 000 vertices ( Figure 2) . The global second order of mesh convergence is immediately reached for the density, whereas one million vertices were not sufficient for the uniform case. 
IV. Implementation and a three dimensional numerical example
Adaptation algorithm implementation. The mesh adaptation process gathers four independent codes. The error estimator Metrix which outputs a discrete metric field based on the L p interpolation error estimate from a given solution. This field is then the input of the unstructured adaptive mesh generator Yams for two dimensional cases or MMG3D 7 for three dimensional cases. It generates the new anisotropic adapted mesh. As soon as the previous solution field is projected on this new mesh with MshInt, the Euler flow solver Wolf computes the new flow. Figure 8 summarises this loop which is realised within a script. The choice of using scripts as a communication tool between all codes is motivated by several practical considerations. Reading inputs and writing outputs is a very fast operation for our current range of anisotropic adapted meshes, up to 4, 000, 000 of vertices. Then, needless to say that data structures are not compatible between mesh generators and flow solvers. Particularly, mesh generators require dynamic data structures whereas flow solvers use static ones. Dealing with both requirements in the same data structure could entail hard debugging tasks and slower performance. Lastly, changing the flow solver, the mesh adaptation techniques (local, global...) or the error estimator is made easier.
A supersonic three dimensional simulation. We study the case of a supersonic flow simulation around the supersonic business jet geometry (SSBJ) provided by Dassault-Aviation. The aircraft length is 30 metres and the mesh size on the aircraft geometry is between 1 millimetre to 30 centimetres, Figure 12 (left). The SSBJ geometry is considered inside a cylindrical computational domain with a length and a diameter of 2.5 kilometres, Figure 12 (right). The jet is flying at cruise with Mach number 1.6, an angle of attack of 3
• and an altitude of 45, 000 feet. As regards mesh adaptation, we choose to control in norm L 2 the Mach number variable. 20 mesh adaptation iterations have been performed. We have split the adaptation loop in 5 steps with an increasing number of nodes specification at each step. Within each step, we converge an adapted mesh at a fixed number of nodes. Final step meshes will be use for the computation of the global mesh convergence order. Initially, we ask in the first step for an adapted mesh with 250, 000 vertices and we finally ask for meshes containing 3, 750, 000 vertices. Starting from a coarse uniform mesh containing 161, 061 vertices and 745, 779 tetrahedra, the final obtained adapted mesh contains 3, 764, 591 vertices and 22, 324, 258 tetrahedra. This mesh is illustrated in Figure 14 . The total computational time of this simulation is two days in serial on a Mac Pro computer with a 2.66 GHz Intel processor and 4 Gb of memory.
Supersonic flows involve highly anisotropic physical structures. In the case of a supersonic aircraft, a large number of shock structures are present in the flow that correspond to all Mach cones issued from the aircraft geometry, Figure 13 . As expected, highly anisotropic meshes are obtained. The final adapted mesh is shown in Figure 14 . Refinements along Mach cones have been propagated in the whole computational Figure 12 . Left, surface mesh of the supersonic business jet geometry. Right, the two kilometres and a half cylindrical computational domain.
domain (top left) with a high accuracy (or small size) in shock regions (middle and bottom left). Figure 14 (middle right) displays a close view of the mesh at the bottom of the domain, i.e., one kilometre and a half below. Notice that several shock waves are still represented inside the mesh.
These anisotropic meshes reduce considerably the number of vertices required to get this accuracy and furthermore they also reduce drastically the flow solver numerical diffusion allowing shock waves to be very accurately propagated in the whole computational domain, Figure 13 . If we consider this simulation in the context of sonic boom modelling, an accurate acoustic signal is obtain at R/L = 40 where R/L is the ratio between the distance from the aircraft and the aircraft's size.
For this 3D simulation, we consider as reference solution the solution obtained on the adapted mesh with 3, 764, 591 vertices and we compute the global mesh convergence order at the end of each step of the adaptation loop. As expected a global second order of convergence is asymptotically reached. The order of convergence is illustrated in Figure 13 (top right). 
Conclusion
In this paper, we have proposed a mesh adaptation strategy based on the continuous mesh concept. This novel approach allowed a global error estimate in L p norm to be derived by means of a continuous modelling of the interpolation error. This theory points out an asymptotic second order mesh convergence for smooth functions on a sequence of such adapted meshes. It has been assessed on analytical functions. We have analysed the L p norm sensitivity to solution scales. Furthermore, L p norm option is paramount for early high order mesh convergence capturing.
We addressed the application of this theory to the case of numerical flow solutions. It relies on a carefully definition of a high order smooth approximate of the PDE solution. In this respect, we show that our theory applies well. We shown that a loss of accuracy occurs in sharp gradient or discontinuities areas even when using a high-order numerical scheme on quasi-uniform meshes. In this respect, the continuous mesh approach is able to handle this problem and gives through the mesh convergence estimate a mean to fully assess computations whatever the smoothness properties of the flow. Consequently, this mesh adaptation strategy provides an automatic way to:
1. early capture scales and natural anisotropy of the physical phenomena, 2. recover the convergence second order of the numerical scheme even if sharp gradients or shocks are present in the flow.
Ongoing works will be (i) to complete and validate the theoretical background for discontinuous/sharp gradient solutions and (ii) to extend continuous mesh to P k interpolate in order to recover a mesh convergence order greater than two in the case of smooth flows.
A. CPU Times and storage requirements
All information given below concern the SSBJ simulation that has been performed on a Mac Pro computer with a 2.66 GHz Intel processor and 4 Gb of memory. Mesh adaptation. The table below indicates CPU times for the generation of adapted meshes. The first upper block considers adapted meshes with almost the same number of nodes whereas the lower block considers CPU times with adapted meshes having almost 1.5 times more points than the input mesh. CPU times are split into the construction of the unit mesh according to the given metric and the mesh optimisation.
As regards the memory requirement, 1.8Gb has been allocated to create the final adapted mesh, last line of the table below. The amount of time spent in mesh optimisation is required when dealing with highly anisotropic mesh to improve significantly the mesh quality. Indeed, element quality is directly related to the efficiency of the flow solver. Adapted meshes and solutions are stored out of core. For the last mesh composed of 3,764,591 vertices and 22,324,258 tetrahedra, the corresponding binary mesh file has a size of 485Mb. Metric file has a size of 85Mb. The time spent to open and read mesh and solution files is almost 30s.
