Evaluation of Signal Processing Schemes in Ultrasonic Grain Size Estimation by Saniie, Jafar et al.
EVALUATION OF SIGNAL PROCESSING SCHEMES 
IN ULTRASONIC GRAIN SIZE ESTIMATION 
INTRODUCTION 
Jafar Saniie*, Nihat M. Bilgutay+, and Daniel T. Nagle* 
* Department of Electrica! & Computer Engineering 
Illinois Institute of Technology, Chicago, IL 60616 
+Department of Electrica! & Computer Engineering 
Drexel University, Philadelphia, PA 19104 
An ultrasonic wavelet passed through a solid material is attenuated as 
the wave advances. This loss of energy is due to the absorption and scat-
tering characteristics of the material. The frequency dependent attenua-
tion, a(f), can be represented in the form of: 
(1) 
where as(f) is the scattering coefficient and aa(f) is the absorption coef-
ficient. The scattering coefficient is a measurable quantity and is depen-
dent on the average grain diameter, the ultrasonic wavelength, the inherent 
anisotropic character of the individual grains, and the random orientation 
of the crystallites [2,3). In our earlier report [8), a heuristic model 
was proposed. This model was then applied in conjunction with various dig-
ital processing schemes, in both time and frequency domains, in order to 
quantitatively characterize the backscattered grain signal. In the present 
paper, we examine the effectiveness of the processing techniques using a 
heuristic model and computer simulation of grain signals. 
The scattering formulas have been studied and classified for three 
distinct regions [1-5] according to the ratia of the sound wavelength, A, 
and the mean grain size, D. These scattering regions include: the Rayleigh 
region where the sound wavelength is large compared to the mean grain diam-
eter, the stochastic region where the wavelength is comparable to the mean 
grain diameter, and the diffusion region where the mean grain diameter is 
greater than the wavelength of sound. The Rayleigh region is applicable 
to our studies, because it is assumed A >>Din which the multiple reflec-
tions between the grain boundaries are negligible. In this region the 
scattering coefficient varies with the average volume of the grain and the 
fourth power of the wave frequency, while the absorption coefficient in-
creases linearly with the frequency [2,3,4]. Therefore, the overall atten-
uation coefficient of ultrasound in the Rayleigh region is as follows: 
a(f) A >> D (2) 
where a1 and a2 are constants and f is the transmitted frequency. 
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THE HEURISTIC MODEL OF BACKSCATTERED ECHOES 
The measured backscattered grain signal corresponding to a given re-
gion j can be represented as [6]: 
r. (t) 
J 
N. 
J 
L ~.<u(t-Tk.)> 
k=l J J 
(3) 
where dj corresponds to displacement in the material, C is velocity of the 
sound, the term <uj(t)> represents the mean shape of the echo within the j-th region of the sample, Akj is a random variable representing the inten-
sity of the scatterers, Nj is the number of scatterers in that region, j 
and Tkj is the time or physical displacement of each scatterer which is 
also a random variable. Due to frequency-dependent attenuation, the trans-
mission of the mean ultrasonic wavelet within the segmented regions can be 
represented as [6]: 
where 
<U. 1 (w)> J+ 
w = 27Tf 
w S(w) = C 
-(a.(w) + iS(w))~d 
e J <U. (w)> 
J 
(4) 
2(d. 1 - d.) J + J 
i 
The term aj(w) is the attenuation coefficient due to scattering and absorp-
tion, and <Uj(w)> is the Fourier transform of the mean ultrasonic wavelet. 
The echo, <uj(t)>, can be approximated as a time limited RF echo with 
a Gaussian envelope: 
<u. (t)> 
J 
The frequency spectrum 
<U.(w)> 
J 
where the conditions 
w. > w. 
J 1 
generally hold. 
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of <uj (t)> is 
2 2 
-a. (w-w.) /2 
P .e J J 
J 
(6) 
p. > p. 
J 1 
when i > j > 1 
It is appropriate to point out that this model by no means corresponds 
to the individual grain size or its exact position in the propagation path. 
However, this heuristic model, which explains the composite characteristics 
of the signal, inherently contains information related to acoustical char-
acteristics of that given region, and can also display the effectiveness of 
various digital signal processing techniques in calculating the grain size 
of materials. 
DIGITAL SIGNAL PROCESSING OF GRAIN SIGNALS 
The objective of digital signal processing techniques as they are 
applied to grain signals is to determine the energy loss and the frequency 
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shift of that signal. This processing is separated into three distinct 
areas: time domain analysis, frequency analysis, and homomorphic process-
ing [6]. 
The analysis of the time domain includes temporal averaging and the 
statistical analysis of histograms of backscattered signals. Temporal 
averaging involves defining the duration of a time window and smoothing the 
grain signal within its boundaries while it is passed through the entire 
signal. The histogram analysis involves constructing the probability dis-
tribution of the signal intensity, and the statistical analysis will infer 
the energy characteristics of the signal within the region of interroga-
tion. The signal for this study is broken up into two equal regions, j 
and j+l, in order to examine the changes in the intensity of the signal 
from one region to another. For these objectives, the mean and standard 
deviation are calculated for each histogram. 
Spectrum analysis is useful in describing the frequency shift between 
two different regions (i.e., region j and j+l). The calculation of the 
center frequency is done by taking the moment of the Fourier spectra. The 
center frequency of each region is calculated in this manner and compared 
for frequency shift. 
Homomorphic processing (a nonlinear signal processing technique [10]) 
is used to calculate the frequency dependent attenuation via the Fourier 
spectrums of regions j and j+l. The mean ultrasonic wavelet is necessary 
in order to extract the frequency dependent attenuation from the grain 
signal. In order to recover the mean ultrasonic wavelet the following steps 
are involved in the homomorphic processing of the simulated signal: 
(1) 
(2) 
(3) 
( 4) 
A logarithmic operator is applied to the signal in the frequency 
domain to create an additive relationship between the mean echo 
wavelet and the impulse response of the simulated grain signal. 
Then, this signal is inverse Fourier transformed, and is re-
ferred to as the grain signal power cepstrum. 
The cepstrum is passed through a shortpass lifter (analogous to 
a low pass filter) which filters out the grain impulse response 
power cepstrum, leaving the power cepstrum of the wavelet. 
The wavelet power cepstrum is brought back into the frequency 
domain to produce, logi<U.(w)>l which is necessary in the estima-
tion of attenuation. TheJattenuation is frequency dependent and 
its maximum occurs near the center frequency (depending on the 
frequency shift applied). 
COMPUTER SIMULATION 
The abject of this computer simulation is to reproduce grain signals 
with the same behavior of random multiple interfering echoes, energy loss, 
and frequency content as the measured grain signal. Then, the simulated 
grain signal can be utilized to examine the effectiveness and sensitivity 
of earlier proposed digital processing schemes [8]. The key parameters of 
the model are attenuation and frequency shift, and both are varied for 
every simulated ultrasonic grain signal. Signal processing techniques were 
applied to extract indices, which represent the attenuation and frequency 
shift directly, and can correlate to grain size indirectly. This will de-
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termine how well processin~ techniques can recover information pertaining 
to the grain variations. 
The grain signal is simulated by superimposing multiple echoes with 
random positions and random amplitudes. It is assumed that the mean ultra-
sanie wavelet is Gaussian in shape with a center frequency of 5 MHz and a 
3dB-bandwidth of 2 MHz. The entire generated signal is made up of 2048 
points with a 100 ~1z sampling rate. It is also assumed that about 2000 
random echoes will be detected by the transducer in the duration of 20 
microseconds of backscattered signal. To depict the size and displacement 
of the detected echoes, a random-number generator with a uniform proba-
bility distribution is used [9]. The relationship of frequency shift and 
attenuation is based on the assumption that the larger the grain, the 
greater the attenuation and the frequency shift. In this model, the atten-
uation ranges from 0.28 - 1.01 dB/cm. Correspondingly, the frequency is 
gradually shifted as the wave advances, which ranges from .l - .7 MHz 
(that is the mean frequency shift from the first half to the second half 
of the signal). There are two sets of data generated (using different 
sets of random numbers), where both are subjected to the same series of 
attenuations and frequencies shifts. The two simulated signals will be re-
ferred to as data set I and data set II. An example of data set I & II 
with attenuation of .442 dB/cm and a frequency shift of .4 MHz (frequency 
shift is the mean difference between region j and j+l) is shown in Figure l . 
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Figure 1. A comparison of two sets of generated data: 
(a) the simulated signals in the time domain, 
(b) the simulated signals after they have 
been smoothed in the time domain, 
(c) the simulated signals in the frequency 
domain. 
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RESULTS ANO DISCUSSION 
The simulation of backscattered echoes has produced signals very 
similar in terms of their random nature, energy loss, and frequency shift 
to that of actual grain signals. The uniqueness of each data set, which 
coincides with the randomness of different measurements of the same 
material, is easily observed (see Figure 1). 
The apparent attenuation, using temporal averaging with a time window 
duration of 2.56 microseconds, was obtained for several attenuations for 
both data sets and were plotted against each other as shown in Figure 2. 
This plot shows that the apparent attenuation is definitely sensitive to 
changes in simulated attenuation, although the plot for the two data sets 
displays difference in their respective degrees of sensitivities. Thus, 
this process is expected to have an error factor of around 10%. 
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The statistica! analysis of the histograms of region j and j+l pro-
vided information about the energy loss in terms of mean and standard 
deviation. The mean and the standard deviation of the histograms drops 
from region j to region j+l, and the magnitude of that drop is dependent 
on the attenuation of the signal. These differences in the mean and stand-
ard deviation are shown in Figure 3 for data sets I and II. The plot of 
changes in the mean and standard deviation shows sensitivity to the in-
crease in attenuation, though the plots indicate that results are signifi-
cantly dependent on the data set involved and may not be an accurate indi-
cator of energy loss of attenuation. 
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Figure 3. Change of statistica! parameters of histogram of backscattered 
signal from region to region for both sets of data: 
(a) the change in mean versus attenuation, and 
(b) the change in the standard deviation versus attenuation. 
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Moment estimation of the spectra from regions j and j+l specifies the 
frequency shift as discussed earlier. The frequency shifts calculated 
from the spectrum were plotted for both data sets (see Figure 4). The dif-
ferences in the moment estimation of the spectra show a clear sensitivity 
to the increase in the simulated frequency shift, but some error must be 
anticipated due to the inherent existence of random spreading in the spec-
trum of each data set. 
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Figure 4. Estimated frequency change versus simulated frequency 
change for data sets I and II respectively. 
Homomorphic processing was applied to obtain frequency-dependent 
attenuation. The pattern of the estimated frequency-dependent attenuation 
is highly related to the losses in energy of the signal and the existence 
of a frequency shift in the spectra. For the purpose of evaluating the 
the sensitivity of homomorphic processing techniques, we have compared the 
maximum of the estimated attenuation within their respective frequency 
shifts with the actual simulated attenuation for both data sets as shown 
in Figure 5. The plot shows an almost constant differential between the 
results of data I and II. This differential causes an error of 10% through-
out the range of attenuations. To minimize this error, the parameters of 
the homomorphic processing shortpass lifter need to be investigated further 
to provide an attenuation value minimally dependent on the specific meas-
urement or data set given. 
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Figure 5. Plot of the atten-
uation acquired 
through homomor-
phic processing 
versus the simu-
lated attenuation 
for data sets I 
and II. 
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