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3.17 Edge detection via Sobel filter. A. Sobel filter result. The edges in the
image are shown as a binary image. B. Removal of small features. Small
connected objects in the image are removed to make successive binary mor-
phological operations more successful in detection. C. Image dilation. The
edges are dilated using lines designed to close gaps in the image. This dila-
tion is limited by the ability to uniquely separate the objects in the image.
D. Hole filling. Holes are filled in the dilated image and then the image
is succesively opened and closed to remove unfilled edges. E. Resultant
borders. The borders of the filled objects that are below a size threshold are
shown. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
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3.18 Watershed segmentation. A. Nucleus location. The DAPI channel is used
as a reference for the presence of a cell. This image is converted to a logical
image using an intensity threshold. B. Binary distribution of the image. The
image is converted to a distribution of weights using the bwdist() function.
This image is complemented to created a suitable image for watershed pro-
cessing. C. Watershed edges. The result of watershed segmentation shows
that the DAPI channel is a poor choice of seed for this type of segmentation. 62
3.19 Gap filling edge detection. A. Sobel edge detection. The cleaned edges
in the DIC image are shown as a reference for the starting input. B. Gap
filling. Each connected object is joined by calculating its end points and
measuring the distance between them. Gaps that are ten pixels or smaller
are joined. C. Hole filling. Holes are filled using binary morphological
operations. D. Edge subtraction. The difference between the filled image
and the edge image is show. E. Shape filtration and erosion. The image
is dilated and eroded and then each object has its eccentricity measured.
Objects that are less round are removed. . . . . . . . . . . . . . . . . . . . 63
3.20 Detecting spots using intensity thresholding. A. The maximum projection
of the raw data is shown for reference. B. Laplacian of Gaussian filtration.
A LoG filter is applied to the image and the result is shown. The width of
the filter is deteremined by the fitted size of a spot. C. Intensity threshold-
ing. The filtered image is converted to a logical image using an intensity
threshold chosen to split peaks from background. When spots are sparsely
distributed they are easily identified, but this method is poorly sensitive to
clustered spots. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.21 Peak detection with spot fitting. A. The maximum projection of the raw
data is shown for reference. B. Reconstruction with fit parameters. The
image is reconstructed by taking the background and calculating intensity
where spots were detected using the fit parameters of the gaussian fit to each
spot. C. Residuals of reconstructed image. The residuals of the difference
between the two projections is shown as a reference. . . . . . . . . . . . . . 64
3.22 Quality of Gaussian approximation. When fitting a spot with a Gaussian
profile, the standard deviation of the spot intensity is used to determine the
width of the Gaussian profile. For spots with a narrow width in pixels the
data is very discontinuous and the fit is less accurate. As the width increases
the quality of the fit improves since the data because smooth. One approach
to improve this fit is to interpolate between the data points. . . . . . . . . . 65
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3.23 CLEAN. A. The maximum projection of the raw data is shown for refer-
ence. B. CLEAN result. The projection of the reconstructed image from
the combination of detected spots and the ’clean’ image of the background
is shown. C.Residuals from CLEAN. The residuals of the difference of the
two projections are shown as a reference for the reconstruction. . . . . . . . 65
4.1 Comparison between single-probe FISH (sFISH) and multi-probe FISH
(mFISH). yEVenus mRNA, which is 717-nt long, is probed by sFISH and
mFISH. (A) Probe configurations are shown from left to right for 30 probe
mFISH, sFISH and sFISH with FRET. For mFISH, we use a set of thirty
Quasar 670 end-labeled probes. In sFISH, we use a single short Cy5-
labeled DNA oligo probe. For FRET experiments the first Cy5-labeled
probe is used in conjunction with a Cy3-labeled probe. (B) The images
shown are of the same field of view taken with epi-illumination (top) and
then subsequently with inclined illumination (bottom) using the same laser
power. The bottom image taken with inclined illumination exhibits more
intense spots and lower background. (C) Comparison of spot signal-to-
noise ratio (SNR) between epi- and inclined illumination. The SNR values
measured with inclined illumination is plotted against those measured with
epi-illumination. Most spots are found above the red line y = x, which
indicates inclined illumination produces higher SNR than epi-illumination.
The increase in signal to noise ratio is a factor of 2.15 on average. . . . . . 80
4.2 Correlation between sFISH spots and protein expression level. (A) Fluores-
cence images of single yeast cells expressing YFP (top row) and sFISH sig-
nals from Cy5-labeled probes targeting YFP mRNA (bottom row). Shown
from left to right are fluorescence images of the negative control (no YFP
expression), low YFP expression, and high YFP expression. Fluorescence
intensities in the YFP channel and Cy5 channel are represented by false
yellow and red colors, respectively. YFP images are from formaldehyde
fixed cells, and Cy5 sFISH images are from methanol fixed cells. (B) Cor-
relation plot. The mean number of FISH spots is plotted vs. the mean
yEVenus expression level. The error bars are measures of the standard de-
viation. (C) sFISH spots vs. ploidy. sFISH was performed on yeast strains
with four different ploidies (1n, 2n, 3n, 4n). The error bars show the stan-
dard deviation of the data. The number of spots detected per cell increases
monotonically with the number of copies. . . . . . . . . . . . . . . . . . . 81
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4.3 Control experiments with KAP104 FISH. (A) Comparison between mFISH
and sFISH. mFISH and sFISH targeting the KAP104 transcript were per-
formed on the cells grown in the same tube, but fixed with either formalde-
hyde (mFISH) or methanol (sFISH). Cell boundaries are shown in green.
In both cases punctate spots can be seen. mFISH spots are only 2 to 3 times
brighter than sFISH spots despite using as many as 48 probes. The rela-
tively low fluorescence signal of mFISH spots compared to sFISH spots is
due to the dye (Quasar 670 vs. Cy5) and illumination geometry (epi vs. in-
clined). (B) Spot count distributions from mFISH and sFISH. In these hor-
izontal bar graphs, the position on the vertical axis represents the number
of spots per cell, and bar width represents the frequency. Red diamonds are
the mean values (9.4 for mFISH and 6.5 for sFISH). The wide distributions
represent cell-to-cell variability, not experimental noise. (C) sFISH images
with (right) and without (left) an unlabeled competitor probe. The ratio
above each image is the ratio of unlabeled to labeled probes. (D) Mean
number of spots per cell vs. unlabeled probe. The spot count decreases
monotonically with the concentration of unlabeled probes. The concentra-
tion of labeled probes is fixed in the protocol. At 100:1 ratio, only ∼0.5
spots per cell are seen, which is similar to the rate of false positives. . . . . 82
4.4 Comparison of spot quality between formaldehyde (white) treated sam-
ples and methanol (blue) treated samples (A) sFISH spots detected from
the negative control strain. On average, there is ∼ 0.3 spots per cell in
the methanol treated cells (blue) compared to ∼ 3.1 spots per cell in the
formaldehyde treated sample (white). (B) Comparison of signal-to-noise
ratio (SNR) of single probes. SNR of a single Cy5 was calculated from
fluorescence time traces that captured single-step photobleaching events.
Signal is obtained from the single-step drop in fluorescence intensity upon
photobleaching, and the noise is calculated as the standard deviation of the
signal prior to photobleaching. The histogram shows that the spots from
methanol-treated cells (blue) have ∼ 2-fold higher SNR than those from
formaldehyde-treated cells (white). (C) Comparison of Cy5 stability. The
population decay curves show that sFISH spots in formaldehyde treated
cells photobleach faster than those in methanol-treated cells. (D) Com-
parison of probe number per spot. The number of probes per spot was
determined by counting the number of photobleaching steps in the fluores-
cence time trace. When a single probe was used, most spots photobleached
in a single step regardless of the fixative of choice (left). In comparison,
when five (middle) or thirty (right) probes targeting the same mRNA were
used, more probes were detected from spots in methanol-treated cells than
in formaldehyde-treated cells. For the methanol samples treated with mul-
tiple probes (middle and right panels), binomial distribution fits are shown
in red. For the five-probe experiment (5-probe FISH), Cy5-labeled probes
and inclined illumination are used; whereas, for the thirty-probe experi-
ment, Quasar-labeled dyes and epi-illumination are used. . . . . . . . . . . 83
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4.5 Estimation of the hybridization efficiency of single probes. (A) The effect
of varying the number of probes. The histograms of the number of spots
detected per cell are plotted for 1-probe (blue) and 5-probe (white) FISH.
(D) Spot intensity vs. probe number. The mean spot intensity increases
linearly with the number of probes as expected from the binomial distri-
bution. (C) Spot number vs. probe number. The mean number of spots
detected per cell (y) increases with the number of probes (x). The fit model
is y = N(1 − (1 − p)x) where N is the true copy number, and p is the
hybridization rate for a single probe. p is extracted to be 53 %. . . . . . . . 84
4.6 PHO5 promoter variants used in this study. PHO5 promoter map. The
open reading frame (ORF) and the transcribed region of the PHO5 gene
are shown. The reference nucleosome map is retrieved from [71]. The
first three nucleosomes are numbered from -1 through -3. The wild-type
PHO5 promoter contains two Pho4 binding sites, one in the exposed region
between nucleosome -3 and -2, and one within nucleosome -2. The nucle-
osomal site (CACGTG) has a stronger affinity to Pho4 than the exposed
site (CACGTT). The promoter variants used in this study have a common
lone high affinity site (CACGTG) in the exposed region with various GC%
sequences in the nucleosome -2 region. . . . . . . . . . . . . . . . . . . . . 84
4.7 YFP Expression Level. YFP intensity is plotted against the percentage of
GC in the promoter sequence of the strain. This is a non-monotonic re-
lationship that shows the lowest expression in the 27%GC strain and the
highest in the 47%GC strain. Error bars show the standard deviation of the
population which is much larger for strains that are more highly expressing. 85
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4.8 Applications of sFISH. (A) Demonstration of FRET-FISH in yeast. Fluo-
rescence image acquired under 532-nm excitation was split into two half
images based on the emission wavelength. In each image, the green half on
the left is from the Cy3 emission channel, and the red half on the right is
from the Cy5 emission channel. The images shown represent cells treated
with both Cy3- and Cy5-probes (left), Cy3-probe only (middle), and Cy5-
probe only (right). Bright, punctate spots were observed in the Cy5 channel
only when cells were treated with both probes (left). (B) sFISH for mRNA
isoform detection. The schematic on the left depicts alternative transcrip-
tion initiation sites (arrows) at the RGL1 locus, which lead to mRNA iso-
forms with different lengths. Transcription from the first site produces a
full-length mRNA, while from the second site produces a truncated iso-
form. Using sFISH with two separate probes, the relative fractions of these
isoforms can be measured. Probe 1 targets the longer isoform only, whereas
probe 2 targets both. The bar plot on the right shows the ratio of sFISH
signals with probe 2 to probe 1 measured with glucose (left) or galactose
(right) growth media. Here, the mean total fluorescence intensity per cell
was used as a proxy for sFISH signal because transcription level was too
high to count individual spots. . . . . . . . . . . . . . . . . . . . . . . . . 86
4.9 Controls for dual-probe FRET-FISH. Each image shown is at the same scale
and contrast. A. Cells that have only been treated with a Cy3 labeled probe
are shown in dual-view where the emission on the top and bottom panels
of a slice were acquired simultaneously. Some bleed-through is expected
in FRET experiments. Much of the intensity in the bottom channel during
532 nM excitation is due to cellular auto-fluorescence, however, there are
some peaks in intensity due to Cy3 emission in the Cy5 channel. B. Cells
with only Cy5 labeled probes are shown. Under 532 nM excitation there
is very little fluorescence observed. Under 640 nM excitation, Cy5 is seen
in the bottom panel and virtually no emission is observed in the top panel.
C. In a TIR setup, Cy3 and Cy5 are observed when labeled on the same
DNA oligo bound to the surface with BSA-biotin. These are designed to
calibrate the affine transformation that maps the top panel to the bottom
panel. They can also be used to calibrate sensitized emission to determine
FRET efficiency since these fluorophores are separated by a known num-
ber of nucleotides and double stranded DNA is essentially rigid below its
persistence length. Variations in spot intensity here are due to non-uniform
illumination. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
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4.10 Example images of dual-probe FISH-FRET. A. Three channels of a FRET
acquisition are shown on a single cell expressing yEvenus mRNA where ev-
ery target should have both probes. The left and right images are during ex-
citation using 532 nM light. These images represent Cy5 emission (left) and
Cy3 emission (right). Cy5 emission during direct excitation with 640 nM
light is shown in the center. This image was taken second so that the spots
that are visible in the FRET (left) image but not the Cy5 (center) image are
primarily due to photobleaching. The spots visible in the Cy3 (right) image
are due to a combination of non-specific binding (lower melting tempera-
ture of the probe) and lower detection efficiency (inactive fluorophores). B.
The 256x512 image of Cy5 under direct (Red) and FRET (Green) emission
is shown. Where fluorophores were detected in both channels the image is
yellow. The direct excitation was measured second. Approximately 80%
of fluorophores were detected in both under this excitation condition with
the difference due to photobleaching during excitation by FRET. . . . . . . 88
4.11 Spheroplasting by zymolyase confirmed by absorbance measurement (OD600). 88
4.12 sFISH signal vs. probe concentration. sFISH was performed on both
methanol- and formaldehyde-fixed cells over a range of probe concentra-
tions. The plot shows that the average fluorescence signal per cell increases
with probe concentration and plateaus around 60 nM. Each data point is an
average from 200-300 cells. Based on this relationship, the probe concen-
tration of 65 nM is selected for the standard sFISH protocol. . . . . . . . . . 89
4.13 False positives in sFISH. Spots counted in each cell are plotted as a his-
togram. The negative control strain yields a false positive rate of less than
1 per cell (transparent bars). For comparison, the distribution from the low
expression strain (positive control) is shown in blue bars. . . . . . . . . . . 89
4.14 Photobleaching of FISH spots. Fluorescence intensities from single spots
were monitored under continuous excitation. Most sFISH spots show pho-
tobleaching in a single step, (A), which is evidence for the presence of a
single fluorophore. Subsequent panels from (B) to (E) show traces taken
from 2, 3, 4, and 5 probe treatments, respectively. Overall, the number of
photobleaching steps increases with the number of probes used. For these
acquisitions, the exposure time was set to 100 ms. . . . . . . . . . . . . . . 90
4.15 Spot ambiguity. Spots inside a cell are not uniformly bright. Using a single
fluorophore requires every spot to be considered equally. By integrating
the area under the highest intensity Gaussian we can say how often an am-
biguous spot occurs. In our lowest expressing cell we find on average one
ambiguous spot. We can say that the fit represents background peaks, sin-
gle fluorophores and ambiguous spots. We find that the rate of ambiguous
spots in our highest expressing strain is about 4.4 per cell (13% of spots.) . 90
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4.16 Image processing. (A) Raw sFISH data from the Cy5 channel for an mRNA
expressing strain. (B) Detection of cell boundaries by applying Sobel fil-
ter on the DIC image stack. The local background is approximated by
averaging the pixels near the boundary. (C) Spot detection. All local max-
imum intensity pixels are considered candidate spots. The distribution of
the background-subtracted spot intensities exhibits a peak near zero and an-
other peak centered at a higher intensity. Only the spots that belong to the
higher intensity peak are qualified as true spots. . . . . . . . . . . . . . . . 91
4.17 sFISH signal vs. zymolyase incubation time. sFISH was performed on
cells spheroplasted in zymolyase for different amounts of time. The sub-
sequent probe treatments were identical. As shown in the plot, the average
fluorescence intensity per cell plateaus at 10 minutes of incubation. Each
data point is an average from 200-300 cells. . . . . . . . . . . . . . . . . . 91
4.18 Comparison of FISH with five probes and a single probe. Raw FISH im-
ages for the low expression yEVenus strain are shown for five Cy5-labeled
probes (left) and a single Cy5-labeled probe (right). The average intensity
of spots is about three-fold higher when five probes are used. . . . . . . . . 92
4.19 Formaldehyde vs. methanol. Negative control cells treated with single
probes are shown with formaldehyde fixation (left) and methanol fixation
(right). Formaldehyde-fixed cells exhibit higher cellular background as
well as more punctate spots (false positives) than methanol-fixed cells. Cell
boundaries are shown only for methanol-treated cells. . . . . . . . . . . . . 92
4.20 Methanol versus Formaldehyde integrated intensity compared to copy num-
ber for all strains. The intensity in the Cy5 channel is integrated over the
volume of the cell and compared to the number of detected spots. The slope
is larger in the case of the methanol treated cells. . . . . . . . . . . . . . . 92
4.21 Concentration comparison. A. 30x probe set. Formaldehyde and Methanol
histograms of detected spots for 65 nM probes. B. 5x 65 nM probes. His-
tograms are shown for 65 nM working concentration. C. 5x 13 nM probes.
Histograms for a working concentration where the total concentration of
probes targeting the RNA is 65 nM. D. 65 nM single probe. Histograms of
a 65 nM single probe for comparison to multiple probes at the same con-
centration per probe or the same total concentration per target. . . . . . . . 93
4.22 Histograms of FISH spot detection. A. yEVenus detection. The multi-
ple probe experiment (white) is compared to the single probe experiment
(blue). B. KAP104 detection. The multiple probe experiment (white) is
compared to the single probe experiment (blue). . . . . . . . . . . . . . . . 93
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4.23 Multiple probe intensity. The five probes designed to target yEVenus are
used in combination to demonstrate the increase of intensity of the detected
spots. There is a linear increase in the mean intensity of the distribution
based on the number of probes used. . . . . . . . . . . . . . . . . . . . . . 94
4.24 Single probe intensities of 5x probe set. Each probe is used in a separate
FISH experiment and then the detected intensity of the probes are shown as
a histogram. The shift in intensity observed when all five probes are used
simultaneously is not present when they are used individually. . . . . . . . 94
4.25 Determination of probe location for mRNA isoform profiling. mRNA iso-
form data for a yeast gene RGL1 (YPL066W) in glucose (top row) and
galactose (bottom row) are shown at different zoom levels (zoom-out view
on the left column and zoom-in view on the right). The x-axis represents
the genomic coordinates around RGL1 on Chromosome XIV. Green verti-
cal lines mark the ORF boundary. mRNA isoforms published in Pelechano
et al. [70] are represented by red horizontal lines stacked vertically in the
order of start coordinate. As shown, the transcriptional profile of RGL1
changes dramatically from glucose (top row) to galactose (bottom row).
The target locations of Probe 1 and Probe 2 are shown as black bars. . . . . 95
4.26 DNA paint. A. yEVenus control versus high expression. A time series
of 10000 images at 100 ms is analyzed for peaks. Peak locations in the
image are marked and the sum of these observations is used to reconstruct
the 2-dimensional localization of fluorophores in the image. It can be seen
that there are very few spots, ∼1 per cell, in the control that remain in
focus for long enough to accumulate a significant signal. B. Trajectories
of detected spots. The time trace images are analysed and the trajectory
of each detected spot is extracted. This is a representive set of traces. C.
Trajectory displacement step size and duration. The displacement of the
detected spot in a trace is shown as a histogram (left). The length of each
recorded trajectory is shown. Trajectories below 5 steps are excluded. . . . 96
4.27 Fluorescence anisotropy of single fluorophores. A. Probes bound to sur-
face. The original yEVenus probe contained an internally labeled Cy5 and a
biotinylated 3’ end. This probe is attached to the surface by flowing bovine
serum albumin (BSA) and incubating for 10 minutes with the biotinylated
probes. The top channel represents the S polarization and the bottom chan-
nel represents the P polarization. B. P versus S intensity. The intensity of
single probes in each channel is used to demonstrate that the P polarization
is more intense compared to the S polarization for most detected spots. C.
Histogram of polarization. The difference of intensities divided by the sum
defines the polarization of the spot. The histogram shows that the major-
ity of the spots display some anisotropy with polarization values between
(0.2-0.4). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
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4.28 Black Hole Quencher probe. BHQ-3 is chosen for the best spectral over-
lap with Cy5. This quencher functions through Resonant Energy Transfer,
but dissipates the energy through thermal energy rather than fluorescence.
When the Cy5 probe is bound to the quencher probe, there should be no flu-
orescent signal. When comparing a negative control to the low expression
yEVenus strain, there is still significant signal observed. . . . . . . . . . . . 98
4.29 End versus internal labeling. A. Multiple end labeled probes. The 30x
probe set is used as a reference for the number of spots detected. B. End
labeled single probes. The methanol FISH experiment is conducted using
an end labeled probe sequence identical to the 26nt sequence used with the
internally labeled probe for yEVenus. 5’ labeled Cy5 probes were ordered
from Eurofins. C. Internally labeled single probes. FISH is performed
with an internally labeled Cy5 probe with the fluorophore positioned two
nucleotides away from the 5’ end. . . . . . . . . . . . . . . . . . . . . . . 99
5.1 Distributions of TLC1 FISH spots. A. Schematic of the FISH method.
TLC1 (green) is targeted by a short 50-nt DNA probe labeled with Cy3 at
the 5’ end. ITS1, a putative nucleolar marker RNA, is targeted with a 50-
nt DNA oligo probe labeled with Cy5 at the 5’ end. The nucleus (purple)
is labeled with DAPI. A composite image of a single pop6 cell is shown
from the overlap of 3 channels. TLC1 spots are assigned a localization
based on the overlap with the intensity in the other two channels. The
scale bar represents 5m. B. The total number of FISH spots per cell. The
number of cells analyzed are from right to left 431, 485, 382, 538, 328, and
340. C. Histogram of single-cell cytoplasmic volume fraction. Uniformly
localized transcripts without any spatial regulation would exhibit a similar
distribution. D. Histograms of the cytoplasmic TLC1 fraction (fc). The bin
at zero represents the fraction of cells with no transcripts in the cytoplasm.
This fraction at fc = 0 is ∼40% for the wild-type strain but drops to ∼5%
for the pop mutants. E. Histograms of the nucleolar TLC1 subfraction (fno).
Two-thirds of cells show no transcripts in the nucleolus at the 24 ◦C. For
the mutant pop1 and pop6 strains, this fraction drops to 40% and 20%,
respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
5.2 Example images of cells. A. Cells grown at 24 ◦C (permissive growth).
Images in each channel are scaled to the same contrast. B. Cells grown at
30 ◦C (semi-permissive growth). Images in A and B are scaled to the same
contrast. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
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5.3 Specificity of FISH probes. Shown are example images of cells treated with
several combinations of unlabeled competitor probes (probes with the same
DNA sequence). All cells are from the wild-type strain grown at 30 ◦C.
Cells were treated with 50 nM labeled probes in all cases. At 10:1 ratio of
unlabeled to labeled probes, the number of spots decreases substantially.
At 100:1, the number decreases even further. Each unlabeled probe affects
only the FISH signal produced by its competitor probe. . . . . . . . . . . . 120
5.4 Distributions of TLC1 spot localization. A. Nuclear localization. In the
wild-type strain at 24 ◦C, localization to the nucleus (fnuc) is strongly bi-
modal between full (fnuc=1) and none (fnuc=0) with only ∼ 40% of cells
showing some intermediate values. The mutant strain shows an increase
in intermediate nuclear localization compared to the wild-type strain. At
the elevated temperature, an even higher fraction of cells show localization
outside of the nucleus. B. Nucleolar localization. Wild-type strain at 24 ◦C
growth are mostly found with no transcripts in the nucleolus. While this bin
remains the dominant mode of localization in the population, the mutant
cells demonstrate a shift to showing some fraction of transcripts localized.
At the elevated temperature all distributions including the wild-type strain
demonstrate a shift towards increased localization in the nucleolus. How-
ever, there are very few instances where the cell shows full localization to
the nucleolus, unlike the nucleus and cytoplasm. C. Relative decrease in
the nuclear fraction. In the wild-type strain at 24 ◦C growth, the majority
of the transcripts that are within the nuclear membrane are found in the nu-
cleus. In the mutants the distribution of cells shifts away from localizing
most transcripts in the nucleus. The wild-type strain at 30 ◦C growth show
transcripts localization evenly split between the nucleus and nucleolus. The
mutant strains show more localization in the nucleolus. . . . . . . . . . . . 121
5.5 Dependence of cytoplasmic fraction (fc) on the cell cycle. A. Wild-type
strain. Cells were split into three categories based on cell eccentricity and
nucleus size. Nuclei with eccentricity less than 0.4 were considered to be
either in G1 or S phase and nuclei above that threshold were considered
to be in G2/M phase. Only 10% of cells had nuclei with eccentricity
above this threshold. TLC1 spots localize to the cytoplasm as the cell cy-
cle progresses. B. Pop1 mutant. During S phase, there is an increase in
localization of spots to the cytoplasm. At 30 ◦C, bimodality is suppressed
at all cell-cycle phases. C. Pop6 mutant. Both mutants show an increase
in localization of spots to the cytoplasm compared to the wild-type strain.
However, the pop6 mutant is observed to have more spots in the cytoplasm
at 30 ◦C than the pop1 mutant. . . . . . . . . . . . . . . . . . . . . . . . . 122
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5.6 Variance of the number of FISH spots in different cellular compartments.
Nuclear (V arnuc), nucleolar (V arno), and cytoplasmic (V arc) variances are
compared with each other, and the total variance (V artot) is shown for ref-
erence. For the wild-type grown at 24 ◦C, the nuclear variance is the largest
among the three. For all other strains and growth conditions, the cytoplas-
mic variance is the largest . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
5.7 Correlation of spot counts in different subcellular compartments with the
total spot count. A. Wild-type strain. For wild-type cells at permissive
growth, the total spot count is strongly correlated with nuclear spot count,
but weakly correlated with nucleolar or cytoplasmic spot count (red, 24 ◦C).
At semi-permissive growth (black, 30 ◦C), the total spot count is less cor-
related with the nuclear spot count, but more correlated with the nucleolar
or cytoplasmic spot count. B. Pop1 mutant. For pop1 cells at permissive
growth, the total spot count is strongly correlated with the nuclear spot
count with some cells showing no correlation. At semi-permissive growth,
pop1 cells show reduced correlation between the total spot count and the
nuclear spot count but increased correlation to the nucleolar spot count.
The total spot count is strongly correlated to the cytoplasmic spot count.
C. Pop6 mutant. For pop6 cells at permissive growth, the total spot count
is increased compared to the wild type but has the same pattern of correla-
tion. At semi-permissive growth for pop6 cells, the total spot count shows
no correlation to either nuclear or nucleolar spot counts but is strongly cor-
related with the cytoplasmic spot count. . . . . . . . . . . . . . . . . . . . 124
5.8 Schematic of TLC1 lifecycle. A. TLC1 probe schematic. TLC1 is targeted
using a hairpin probe to increase specificity. B. Example cells. Cells are
shown from the pop6 mutant for each of the three channels used in this
experiment, Cy3, Cy5, and DAPI. C. Lifecycle of TLC1. A transcript is
generated in the nucleus and must enter the nucleolus to bind pop proteins.
The transcript is then exported to the cytoplasm to bind additional proteins.
Once the mature telomerase enzyme is formed, the transcript is imported
back to the nucleus to perform its function. At each point, there is the
possibility of protein dissociation and RNA degradation. . . . . . . . . . . 125
5.9 Relative size of Nucleus and Nucleolus. A. Nucleus size. The size of the
intensity region selected as the nucleus based on the DAPI image is shown
as a histogram of volume fractions. The fraction was calculated using the
segmented region of the cell. B. Nucleolus volume. The the most intense
region of the cell in the CY5 channel that was also near the nucleus is
compared to the size of the nucleus selected in the DAPI channel. The
mean ratio is 28.67±0.020. . . . . . . . . . . . . . . . . . . . . . . . . . . 126
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5.10 Choosing the appropriate nuclear boundary. A. TLC1 activity near the nu-
clear membrane. The TLC1 transcript has several factors in its lifecycle
that drive it to the nuclear membrane. The need for Ku/Est proteins drives
it to the membrane when it is in the nucleus. The need to maintain the
telomeres drives it to the membrane when it is in the cytoplasm. Finally,
the mature enzyme localizes to the telomeres which are attached to the nu-
clear membrane when it returns to the nucleus. B. Histogram of nuclear
radii. The radius of the nucleus for wild-type cells grown at 24 ◦C is shown
as a histogram and fit with a sum of two Gaussians. The radius is between
seven and ten pixels. This equates to a nucleus that represents∼15% of the
cellular volume. C. 2nd derivative of the cumulative radial distribution. To
illustrate the correspondence of spot location and the radius selected, the
second derivative of the cumulative radial distribution of spots is shown.
There is a peak corresponding to the first peak of selected nuclear radii and
a local minimum at the second peak. D. Cumulative radial distribution. The
cumulative distribution of spots shows that there is a difference in relative
diffusion with regards to the nuclear membrane for cells grown at 30 ◦C . . 126
5.11 Diffusion of TLC1. A. Cumulative radial distribution at 24 ◦C. The de-
tected spots in the entire experiment are represented along the axis of the
minimum distance to the nuclear membrane selected in the DAPI channel.
B. Cumulative radial distribution at 30 ◦C. Both the pop1 and pop6 mutant
are distributed further from the nuclea membrane than at the 24 ◦C condi-
tion and compared to the wild-type cells. C. 24 ◦C sum of Gaussians. All
three strains are fit with a sum of Gaussians, which has a very small χ2 in
all cases. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
5.12 Transcription site selection. A. Spots detected. All spots in the represen-
tative image are shown with a blue mark. B. Transcription sites. The tran-
scription sites are shown in blue. There is only one site per cell and every
site is within the nucleus by at least 2 pixels from the selected border. C. In-
tensity versus distance from nuclear membrane. The distance is calculated
by fitting spots with a Gaussian profile and extracting sub pixel coordinates.
The intensity of each spot is shown with regards to the distance away from
the nuclear membrane. Transcription sites are designated with blue. D.
Intensity of spots. The intensity of every spot detected in the experiment
is shown with background subtracted. The distribution is unimodal with
a small fraction of spots showing intensities that are larger than expected
from Gaussian distributed intensities. E. Location of spots that are brighter.
The spots in the tail are selected at intensity values over 1000. The majority
of these spots are at the edge or within the nucleus. . . . . . . . . . . . . . 128
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5.13 Two state model of TLC1 transcription. A. Fit of 24 ◦C cells. The fit
of wild-type (left), pop1 mutant (middle), or pop6 mutant (right) cells is
shown in red. B. FIt of 30 ◦C cells. The strains show increased number of
transcripts in all cases. C. Burst size. The number of transcripts produced
during each transcription event defined as the ratio of the rate of active
transcription to the rate of gene inactivation. The burst size increases in
the mutant strains and at increased temperature with a more dramatic tem-
perature based change in the pop6 mutant. D. Burst frequency. The burst
frequency is defined as the ratio of the rate of gene activation to RNA decay.
The burst frequency increases in both mutants and at increased temperature. 129
6.1 Hybridization Chain Reaction (HCR) design and specificity. A. A hairpin
probe is designed to be metastable with another complementary hairpin
probe in the hybridization condition. The hairpin probe consists of a short
10nt toehold and 16nt stem with an additional toehold sequestered in a loop.
When the input RNA is present the initiator probe opens and the amplifier
probe can then bind. B. Comparison of hairpin probe with and without
amplification. When the amplifier probe is not present, the HCR reaction
cannot proceed and the sample displays only single fluorophores. When
the amplifier is present, the signal is greatly increased and the majority of
spots are due to multiple fluorophores. C. Schematic of input mismatch.
The HCR system is designed so that the initiator and amplifier are fully
matched. Either one or two mismatches with the input RNA are present at
the leading basepair of the stem. D. Mismatch dependence of amplification.
With no mismatch, amplification proceeds successfully. When a with one
or two mismatches amplification does not proceed. . . . . . . . . . . . . . 140
6.2 Spot dependence on HCR probe concentration. The control for yEVenus is
compared to the low and high expression strains over a range of working
concentrations. The number of spots detected at saturation is consistent
with the multiple probe experiment. . . . . . . . . . . . . . . . . . . . . . 141
6.3 Photobleaching steps of yEVenus HCR probes. A concentration series was
performed to determine the effect of concentration on HCR. The number
of photobleaching steps increases from an average of 1 to an average of 4
from 25 nM to 200 nM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141
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6.4 Direct detection of circular RNA. A. Probe schematic. The SUS1 gene con-
tains two introns. Probes are designed to target the junctions between the
first and second exon, the second and third exon, and the 5’ and 3’ ends of
the middle exon. B. Temperature and amplification dependence of signal.
Cicular RNA are targeted with Alexa488, which is very dim compared to
Cy3 and Cy5. Alexa488 has a molar extinction coefficient less than half
of either of the other fluorophores (73,000). When cells reach 0.6 OD600,
they are then switched from 30 ◦C to 37 ◦C for up to 120 min. After 30 min,
the cells demonstrate significant accumulation of HCR dependent signal,
which represents the accumulation of circular RNA. C. Time dependence
of signal. The accumulation of circularized SUS1 trancripts increases dur-
ing the first 90 min where it seems to plateau. . . . . . . . . . . . . . . . . 142
6.5 Colocalization of FISH spots for circular RNA. A. Individual channels.
Alexa488, Cy3, and Cy5 were excited in succession at 100 ms exposure
times. B. Colocalization of spots after 90 minutes of heat shock. Overlap
images are shown of the central region of intensity for Alexa488, Cy3, and
Cy5. After the cells have been incubated at 37 ◦C for 30 min, the major-
ity of Cy3 and Cy5 are not colocalized. Alexa488 spots are occasionally
colocalized with either Cy3 or Cy5 spots. . . . . . . . . . . . . . . . . . . 143
6.6 Schematic of strand displacement probes and targets. Red designates se-
quences that are cognate to the Cy5 labeled probe. The toehold to initiate
displacement is purple. Black is a randomly generated sequence to con-
struct the HCR probe. The genomic sequence is colored yellow for the 5’
exon and blue for the 3’ exon. Non-specific sequences are designated in grey.143
6.7 Schematic of the reactions for sequential RNA isoform detection. A. HCR
reaction. The HCR probes and universal Cy5 labeled probe are added to
hybridization buffer and flowed into the chamber and incubated overnight.
B. Post-acquisition. The displacer is mixed with imaging buffer and flowed
into the chamber at 1 µM working concentration. C. Non-specific targets.
The HCR system is metastable in the hybridization condition and can only
weakly interact non-specifically. The length of the stem determines the
effect of any interaction with the sequestered toehold. The 30nt Cy5 labeled
probe is aligned with the genome of yeast and C. elegans to have minimal
overlap. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144
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6.8 Sequential hybridization of NURF1 isoforms. A. Worm adherence. Two
images are shown from taken with a cell phone and 10x ocular. Worms
stay adhered under 1 mL buffer exchange via pipette. A DIC image ac-
quired with the 10x objective is shown with green border showing the lo-
cation of the worm in the larger image. B. Sequential hybridization and
displacement. The same section of the worm is acquired multiple times.
Images of the worm after displacement are taken after 15 min incubation
with 1 µM displacer and a wash followed by 30 min incubation at 37 ◦C.
Incubation after a wash is not adequate to remove the signal. C. Hybridiza-
tion with three probes. A universal Cy5 probe is hybridized to 3 different
sets of HCR probes. The initiator contains the sequence for the labeled
probe. Each image is a constructed from eight fields of view that signifi-
cantly overlap with each neighboring frame. . . . . . . . . . . . . . . . . . 145
6.9 Hybrid Gillispie algorithm. A. Representative trials. The input image rep-
resenting the binding probabilities is shown (top). There are 10000 events
which are determined by a monte carlo simulation of binding and time to
bind. Here the ratio between the inner and outer pixel probability is either
10 or 100. When the probability of binding is high, the trajectories are short
and binding events occur mostly in the outer edge. When the probability
is low the trajectories are long and they tend to end at the higher probabil-
ity pixels. B. Intermediate probabilities. Further representative simulations
between the middle points of (A) for the p1:p2 = 10 case. There is a point
where the high probability and low probability pixels have similar amounts
of binding except for a region of depletion around the inner square. C. Ran-
domly distributed outer binding sites. Rather than setting the probability of
each pixel to be the same. The sites for the outer region are randomly dis-
tributed. The number of binding sites ranges from 350/3600 to 2100/3600.
The effect of depletion around the inner region is reduced when the number
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SUMMARY
Understanding RNA expression is critical to understand the connection between phe-
notype and genotype in living cells. Popular methods to characterize the distribution of
RNA transcripts are all currently limited by the length of the transcript of interest. In the
case of PCR based methods, uniquely identifying highly similar transcripts requires partic-
ular effort in amplification, depletion or read depth to avoid bias and most assays cannot
detect short transcripts. In the case of In Situ Hybridization based detection, the limitation
is based on the length of the unique features of the sequence. Short sequences are unable to
be detected because they do not have adequate length to support multiple probes to obtain
a high signal to noise ratio. The work presented in this thesis introduces new methods to
quantify RNA transcripts that address these fundamental concerns in particular (i) how well
can a short single probe quantify RNA transcripts and (ii) how to uniquely identify RNA
transcripts that are highly homologous.
RNA Fluorescence In Situ Hybridization (FISH) is a popular technique used to quan-
tify the number of RNA transcripts inside single cells and has been critical in understanding
the two-state model of gene regulation. In this method, an RNA transcript is targeted with
multiple 20-50nt DNA oligo probes so that there are 20-50 probes bound to each transcript
requiring that a sequence be long (≥200nt). The requirement of multiple labeling is due to
the need for increased intensity of detected spots and the desire to obtain the absolute num-
ber of transcripts. However, in many cases it is adequate to use relative quantification of the
transcript level to reveal a difference between conditions or to demonstrate heterogeneity
between single cells. In these cases, it is possible to use a short singly labeled DNA oligo
probe to quantify the relative number of transcripts in a population of cells. This method is
demonstrated in Saccharomyces Cerevisiae (yeast) on the exogenous gene yEVenus (YFP)
and the well characterized endogenous gene KAP104. This method also reveals the sub-
cellular localization of the non-coding transcript TLC1. It is demonstrated that this method
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can be used to enable Fluorescence Resonance Energy Transfer (FRET) detection of RNA
by designing a pair of probes to target neighboring binding sites. This provides unambigu-
ous identification of transcripts, can report the colocalization of two sequences, and can
characterize the detection efficiency of a single probe.
While a single probe can discriminate between the identity of transcripts that are homol-
ogous except for a short unshared sequence, it is unable to discriminate between sequences
such as splicing variations that are completely homologous to the canonically spliced iso-
form. Combining RNA FISH with Hybridization Chain Reaction (HCR), it is observed
that a single mismatch at the beginning of the stem of the hairpin loop prevents HCR from
progressing in the case of probes designed to target yEVenus. It is also demonstrated that
these probes are metastable in a negative control. This has been used to distinguish in-
tron retention and circularized isoforms of SUS1 in yeast at elevated growth temperature
(37 ◦C). A further extension of this method incorporates a universal probe that is designed
to bind a pair of unlabeled HCR probes. These probes also incorporate a short additional
toehold so that a third strand displacement reaction can deconstruct the amplified DNA
polymer and enable sequential labeling of exon-exon sequence junctions in the NURF1
gene in Caenorhabditis Elegans. This sequential barcoding method is used to understand




The need to understand the connection between the genotype of an organism and its phe-
notype is the driving factor behind the need to quantify RNA transcripts in cells. In a
broad context, the transcriptome represents the direct connection between the genome and
the proteome since each protein is the result of translation of an RNA transcript. How-
ever, the transcriptome is not limited to cases that follow the Central Dogma of Molecular
Biology since many transcripts also serve regulatory functions, which do not require pro-
tein expression as the terminal goal of a transcript. RNA transcripts have been studied in
a number of ways beginning with ensemble approaches such as the northern blot[1] and
quantitative reverse transcription polymerase chain reaction (RT-qPCR)[2, 3]. In both of
these cases, a population of cells is lysed and the total amount of RNA transcripts in all cells
is isolated. Transcripts are then identified using either microarrays[4] or RNA-seq, which
has become the standard for sequencing based RNA detection[5]. There are problems in
using RNA-seq to detect transcripts, which include sequencing bias leading to difficulty
comparing transcript levels and technical artifacts that make it difficult to separate real dif-
ferences in sequences from systematic error[6, 7]. Contamination such as changes in salt
concentration or pipetting error can cause variability in these methods[8]. Commercially
available systems for qPCR suffer because they are unreliable for short sequences below 75
nucleotides. The ability of PCR based methods to detect uncommon transcripts is limited
because the amount of transcripts needed for reliable amplification is high. This makes it
nearly mandatory to deplete the RNA sample of rRNA transcripts, which can also intro-
duce error or bias if the sample preparation is not carefully performed. Finally, purification
of RNA to perform RNA-seq can copurify inhibitors providing further difficulty to this
technique[9]. Despite the difficulty in performing these techniques on ensembles of cells,
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RNA-seq has also been demonstrated for single cells[10, 11, 12, 13, 14, 15]. Despite being
able to provide information about the entire transcriptome of a cell, the limitations of PCR
methods make it difficult to infer anything about transcripts which are low in copy num-
ber at around 0-15 copies. While the advancements made in these techniques allow single
cell quantification, they do not retain spatial information in most cases and the cost can be
inhibitory. There should be a balance between cost, throughput and spatial resolution.
To perform RNA-seq, the total RNA in a population of cells[16] or a single cell[17] is
converted into a cDNA library by destroying the sample and purifying the RNA. This RNA
library is then sequenced via a next generation sequencing method, sequencing by synthesis
(Illumina) or sequencing by ligation (SOLiD). The depth of read of the data set determines
whether or not it is possible to detect short or rare transcripts since differential gene expres-
sion requires much less reads to detect. This difficulty is compounded when the organism
is less studied because expression levels might not be known. Furthermore, it is necessary
to develop Bioinformatics tools that can detect things like isoforms or novel splicing such
as circular RNA, since these might be discarded as artifacts in data processing. RNA-seq
is becoming the gold standard for gene expression, however, many of the techniques using
RNA-seq also still depend on other methods to obtain the spatial distribution of transcripts
and for validation of transcript levels.
The most common technique that provides spatial information and is both lower in
cost and throughput is single molecule Fluorescence In Situ Hybridization(smFISH)[18].
This technique involves targeting an RNA with many complementary DNA oligo probes
labeled with one or multiple fluorophores. Typically it requires 20-30 distinct probes to
obtain a good signal to noise ratio. RNA are then detected by fluorescence microscopy.
Unlike qPCR methods, smFISH based techniques are non-destructive since they require
fixation of the cells or tissue. This preserves the sample and allows for storage from several
weeks to months. Another advantage to FISH over the PCR based methods is that there
are no amplification processes necessary to develop a signal. Following fixation, the cell
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is permeabilized to the probes and RNA degradation is halted with vanadyl ribonucleoside
complex. This means that the structure of the cellular interior is preserved and available for
interrogation by any method necessary. It is therefore possible to combine other methods
with FISH, such as, immunofluorescence of a related protein or even subsequent RNA-seq.
These techniques have been refined to analyze single nucleotide polymorphisms[19], ob-
tain super resolution images of subcellular structure[20, 21] and chromosomes[22], as well
as the detection of miRNA with an indirect detection via enzyme-labeled fluorescence sig-
nal(ELF) amplification combined with LNA-FISH[23]. smFISH allows for the absolutue
number of transcripts to be determined for a single gene.
Detection of the transcripts of multiple genes can be accomplished simultaneously us-
ing spectrally discrete fluorophores for only up to 5 unique transcripts. To accomplish de-
tection of more transcripts requires techniques that involve multiple sequential hybridiza-
tion steps and typically include super-resolution techniques. Spectral barcoding[24] can






limited by the number of spectrally discrete fluorophores available. Spatial barcoding[25]
relies on super resolution methods to determine the order of the fluorophores and the num-
ber of unique transcripts detectable scales as n!. In either case smFISH is rather limited
in throughput compared to the exhaustive detection of RNA-seq. The closest that a FISH
based detection scheme can come is temporal barcoding[26], which can detect thousands of
unique transcripts through sequential steps of DNase and hybridization where each round
increases the amount of unique targets detected. In the case of the methods requiring super-
resolution techniques, the methods are generally time consuming and destructive to the
sample and require high labeling density to obtain high quality spatial information.
smFISH can also reveal information regarding the kinetics of stochastic gene tran-
scription, which in simple cases can be modeled by a Poisson distribution. However, the
telegraph or two-state model of transcription was developed by counting nascent sites of
transcription[27, 28]. These nascent sites revealed that gene expression under regulation
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was stochastic and demonstrated bursts of transcription spaced by long periods of inac-
tivity. When detected via smFISH, the large number of sub-voxel localized transcripts is
observed as a significantly brighter spot and not distinguished by unique features such as
introns. One of the areas that smFISH has largely been unable to address is the unique
identification of transcripts that are highly homologuous. For smFISH protocols, the need
for multiple probes means that unique features shorter than ∼20 nucleotides will not be
observable. This means any variation in transcript sequence either by the splicing or tran-
scription process is undetectable. RNA isoforms are an important part of understanding
the transcriptome and certain types of isoforms can be upregulated or downregulated in
cancer making it desirable to be able to extend a popular technique such as smFISH to this
class of transcript. When RNA isoforms are part of a regulated process and not the failure
of the function of the spliceosome, the number and identity of RNA isoforms and their
pre-spliced precursor RNA can generate a velocity of transcription[29]. In order to predict
the future state of the transcriptome of a cell, the time evolution of spliced and unspliced
molecules can be estimated by a pair of coupled rate equations. The change in expres-
sion over time can then be represented as a velocity, which represents the transcriptional
dynamics of asingle cell.
This thesis represents an effort to characterize the performance of a singly labeled DNA
oligo probe for RNA detection and subsequently to leverage nucleic acid strand displace-
ment kinetics to uniquely identify RNA isoforms in Saccharomyces Cerevisiae (yeast) and
Caenorhabditis Elegans. In particular for yeast, we use a constitutively expressed exoge-
nous gene for the yellow fluorescent protein, yEVenus, to characterize single probe perfor-
mance and establish the use of Fluorescence Resonance Energy Transfer (FRET) in situ.
We demonstrate the impact of fixative on probe detection efficiency and the utility of in-
clined illumination to increase signal to noise. This method required extensive testing of
different optical systems, which are discussed in Chapter 2, as well as, the development
of a FISH analysis pipeline, which will be discussed in Chapter 3. The method of single
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fluorophore FISH will be discussed in Chapter 4. The remainder of this thesis will present
unpublished efforts with two collaborations with the first being a study of the non-coding
RNA TLC1 presented in Chapter 5. This transcript represents the RNA base for proteins
to bind and form the holoenzyme telomerase. Our efforts reveal that TLC1 changes local-
ization and diffusivity based on temperature sensitive mutant alleles of the pop1 and pop6
genes. Finally in Chapter 6, strand displacment based specificity is explored using yEVenus
and SUS1 in yeast as well as NURF1 in C. Elegans. The results using Hybridization Chain
Reaction (HCR) represent the first use of strand displacement as a means of obtaining sin-
gle nucleotide specificity. Further, the experiments presented for circular RNA represent
the first direct observation of topologically distinct RNA. This work is then combined with
an additional strand displacement reaction to demonstrate a method to characterize all iso-
forms of an RNA using sequential hybridizations. This method requires a footprint of 20





In this section, the various configurations of the microscope will be discussed. All cus-
tomization is done around a commercial inverted microscope frame (Olympus, IX-82).
This frame includes a lamp, condenser, dic prism, filter wheel, and objective turret that are
controlled via Micromanager[30]. Also, the frame includes a manually adjusted mirror to
select between two optical paths.
2.1 Excitation path
2.1.1 Gas lasers and AOTF
The first iteration of the illumination pathway included two gas lasers, an acousto-optic
tunable filter, and a fiber optic to combine multiple wavelengths into a single fiber source.
The output of the fiber is collimated using a 5 cm focal length lens (Figure 2.1. The colli-
mated beam is then directed into the microscope by a pair of relay mirrors and is focused
on the back focal plane using a z-translation stage and a tube lens of focal length 25 cm.
This system can be set to either achieve epi-illumination if the fiber plate in the XY
translation is centered or to TIR/HILO if the position of the fiber tip is radially displaced.
Total internal reflection (TIR) is achieved when the beam is displaced to the edge of the
back focal plane and the beam subsequently is incident on the glass coverslip at the critical
angle θC . In TIR, the sample is illuminated by the evanescent wave, which attenuates
rapidly in power and is capable of illuminating only the 100 nm layer near the surface.
Highly Inclined Laminated Optical sheet (HILO) is a sub-critical alignment of the beam to
create a thin intense inclined beam capable of z-sectioning the sample.
While versatile, this system included several points of power loss that made it difficult
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Figure 2.1: Schematic of gas laser setup. An argon/krypton laser setup is used to have
six channels of excitation wavelengths; 455 nm, 476 nm, 488 nm, 514 nm, 568 nm, and
647 nm. These channels are selected via an AOTF and coupled to a fiber optic cable.
to acquire single fluorophore data inside of cells due to only having 0.5 mW of power at
the back focal plane of the objective for excitation of Cy3 and Cy5.
Coupling to a fiber in free space
The laser was coupled to a fiber using a fiberport (Thorlabs, PAF-X-11-PC-A). This port
includes XY translation via adjustment of two set screws on the top and bottom and Z
translation and angular adjustment via three screws that mount the lens to the housing. The
choice of lens was made using the formula relating the mode field diameter (MFD) to the
focal length of the lens f as well as the 1
e2






The easiest way to align z-position of the lens in the fiberport is to exploit time reversal
symmetry of the laser and collimate a beam exiting the lens. Subsequently, the angle of the
plate should be adjusted by fixing two of the screws and making small adjustments on the
third until a local maximum in output intensity is achieved.
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Figure 2.2: Determining the focal length for the fiberport. This plot shows the appropriate
focal length of lens to couple to a laser in free space to a fiber. The red line shows the
optimally matched Gaussian waist to mode field diameter (MFD) of the fiber based on the
half angle of acceptance of the fiber. The blue lines show the focal length necessary to
match each wavelength to the fiber. Any beam below the red line would under fill the fiber.
Lines above the red line have waists larger than the MFD. At fixed beam diameter, coupling
efficiency should be adequate if the focal length chosen is above the optimal focal length
for each wavelength.
The theoretical coupling efficiency of this beam neglecting mechanical alignment errors
can be found using the following equation[31, 32] where T is defined as the efficiency, ωx







This represents the coupling efficiency in an ideal case and is quite difficult to achieve
without very precise alignment. For the gas lasers, coupling efficiency was at best 10%,
which is significantly less than the theoretical maximum.
Aligning an AOTF
In an AOTF, a piezo-transducer is driven by an RF signal and produces an longitudinal
acoustic wave through a tellurium dioxide crystal. The regions of compression and rarefac-
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Figure 2.3: Schematic of solid state laser setup. Two solid state lasers are added to the argon
laser; 455 nm, 476 nm, 488 nm, 514 nm, 532 nm, and 640 nm. The argon laser channels
are selected via an AOTF. The solid state lasers are controlled via serial directly for the
Coherent laser and through a mechanical shutter for the Oxiuss laser and coupled to a fiber
optic cable.
tion serve conceptually as the slits in a diffraction grating based on the modulation of the
refractive index via the photo-elastic effect. The power and frequency of the acoustic wave
regulates the wavelength and intensity of light that can pass through the crystal. Typically,
these types of filters can have up to 85% efficiency and switch at greater than 1 MHz.
There are two regimes for an AOTF, if the length the laser illumination travels through
the acoustic wave is thin, then this is known as the Raman-Nath interaction regime and
several diffraction orders are observed. When the crystal is adequately thick, then the
interaction is in the Bragg regime and only the first order beam is produced as the rest are
annihilated by destructive interference.
The Bragg angle θB can be determined using the order of diffraction m, the refractive






Empirically, when aligning the AOTF, the efficiency of deflection of the laser is high
enough that at θB the majority of the laser intensity should be shifted from the m = 0
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fringe into the m = ±1 fringes when the AOTF is driven at the appropriate frequency and
amplitude, which can be found in the manufacturer’s specifications.
The resolution of an AOTF is on the order of several nanometers and this resolution also
can be found in the manufacturer’s specifications. The number of resolvable wavelengths






One downside to using the AOTF and coupling to a fiber is the inherent cylindrical
lensing due to the fact that the AOTF only affects one axis of the beam profile. This
contributes to approximately an additional 50% loss in laser intensity when coupled to the
single mode fiber in the setup described above.
2.1.2 Solid state lasers
The illumination path was modified to remove gas lasers and add solid state lasers for
several reasons. Firstly, the gas laser requires routine servicing including periodically re-
aligning the mirrors in the cavity and the relatively frequent need for replacement of the
gas tube. Secondly, the cost of replacement of these components is similar to the cost of a
solid state laser. Finally, the primary wavelengths of use had low power output compared
to the solid state options.
Initially, only the laser that served to excite Cy5 was replaced (Coherent, 1185055).
However, an additional laser was subsequently added for Cy3 excitation (Oxxius, LCX-
532L-100). The Coherent laser is capable of accepting serial commands over USB and
is controlled via Micromanager. The 532 nm laser did have a USB connection, however,
the laser intensity is fixed at 100 mW, which required the addition of a mechanical shutter
(Thorlabs, SH10), controller (Thorlabs, SC10), and a neutral density filter with a gradient
between 0.04-4.0 optical density(OD) (Thorlabs, NDL-25C-4). This filter is positioned via
an xy translation mount (Thorlabs, XYFM1) with 50 mm of travel.
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Using the AOTF, the amount of power observed at the BFP was 15 mW for these lasers
set to 100 mW. When removing this from the optical path, much greater coupling efficiency
was achieved. The best coupling to the fiber was 55 mW for the 640 nm laser, although
typically it was coupled at approximately 48 mW to also optimize the coupling efficiency
of the 532 nm laser, which is coupled at 35 mW when optimizing for both lasers.
A final solid state laser was incorporated into the system. This laser is a 50 mW 473 nm
laser (Optotronics, VA-I-xx-473), which arrived with TEM01 mode with two lobes rather
than TEM00 which is a single gaussian mode. These are the Hermite-Gaussian modes.
This laser produces a total power output of 25 mW and in general under performs the
manufacturer’s specifications. When attempting to couple this laser to the fiber, a maximum
of 2 mW was achievable without significantly perturbing the coupling of the other two
lasers. This laser motivated the shift from the setup using an AOTF and single mode fiber
to launching the beams directly into the microscope. In that case, the power loss at the BFP
was nominal at between 10-20% for all the lasers.
The 473 nm laser is also capable of control via TTL input and is controlled in Micro-
manager via a TTL shutter using the NI-DAQ. However, the response of this laser to being
shuttered is very poor. It undergoes significant fluctuations in intensity when turned on
and this is true under TTL shuttering as well making it only marginally useful. For future
experiments it will be necessary to either replace this laser with a higher quality product or
at the very least incorporate an additional mechanical shutter so that the laser does not get
turned off.
2.1.3 HILO/TIR
2.1.4 Azimuthally variable spinning illumination
To establish single molecule detection in Saccharomyces Cerevisiae (yeast), it was nec-
essary to compare several types of illumination geometries for widefield microscopes A
schematic is shown for epi-illumination[34], TIR[35, 36], and HILO[37] (Figure 2.4). Epi-
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Figure 2.4: Schematic of illumination geometry. Three possible illumination geometries
are shown; epi=illumination, total internal reflection (TIR) and Highly Inclined Laminated
Optical sheet (HILO). In epi-illumination the excitation path illuminates the entire volume
of the sample. In TIR the excitation beam is incident at the critical angle θc and fluorophores
are excited by the evanescent wave that does not propagate into the sample, but rather falls
off exponentially. For HILO, the beam is incident on the coverslip at a sub-critical angle
causing the refracted beam to become thin and highly inclined.
illumination is a common approach to widefield fluorescence microscopy as it only requires
that a collimated beam passes through the center of the BFP and illuminates the entire sam-
ple volume. This method is suitable for experiments that do not require z-stack images.
Since the entire sample is illuminated, one disadvantage is that out of focus fluorophores
contribute significantly to the intensity in the image plane leading to poor signal to noise.
TIR is a method where the beam is adjusted to the edge of the BFP until the critical
angle θc is achieved. In this setup TIR can be easily accomplished empirically by displacing
the beam until the signal disappears and then backing off the adjustment until it returns. At
this point, there should also be a reflected beam that can be observed in the excitation path
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Figure 2.5: Schematic of spinning TIR/HILO setup. Lasers are colinearized in free space
and sent into a 2D galvo system. This system is controlled via Matlab code to rotate the
beam in a circle. A scan lens converts the spherical focal plane of the beam into a flat focal
plane and this is relayed to the BFP.
that disappears as the angle becomes sub-critical. This reflected beam raises challenges
in producing high quality images since it is intense enough to appear in the excitation
path regardless of emission filters. To address this issue, this beam can be blocked which
introduces an astigmatism in the point-spread function of the microscope. TIR is ideal for
situations where the signal of interest is located within 100 nm of the surface. TIR can
also be accomplished using small mirrors positioned to reflect the excitation beam at the
appropriate radius in the BFP. However, this method is not used in this setup.
While TIR increase signal to noise substantially over epi-illumination, it comes at the
cost of z sectioning. In order to accomplish z-sectioning and increased signal to noise in a
widefield microscope it is necessary to use HILO. In this illumination geometry, the excita-
tion beam is displaced to a sub-critical angle. The refracted beam becomes steeply inclined
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and as a consequence very thinly laminated. This geometry is also frequently referred to in
literature as ’near-TIR’. Since this illumination is thin and inclined through the sample it
becomes possible to section the sample without exciting the entire sample volume. Since
HILO is achieved by adjustment, it is still possible to achieve epi-illuminaion and TIR.
A method to improve the performance of TIR/HILO is to rotate the excitation az-
imuthally[38, 39]. When the period of the rotation is matched to the exposure time, the
fringes in the excitation beam are averaged causing the image to be much more homoge-
neous. To accomplish the rotation of the beam, the lasers are combined into a colinear
path sent into a pair of mirrors rotated by galvonometers (Thorlabs, GVSM002) (Figure
2.5). This 2D-galvo system will rotate the beam based on an analog signal programmed
into matlab and sent to the controller via a NI-DAQ analog output. The motor of the mir-
rors operates with a small angle (0.2°) bandwidth of 1 kHz with a step response time of
300 µs which performs adequately to provide 100 positional updates per period for 100 ms
exposure times. Attempting to drive the mirrors for shorter periods leads to the risk of over-
heating and temporary operational loss. Therefore, these galvonometers are unsuitable for
rapid 1 ms to 10 ms acquisitions. An additional potential upgrade is switching to broadband
dielectric coating since the frequent humidity and condensation in this particular lab space
makes silver protected optical surfaces degrade especially for surfaces pointed upwards as
one of the mirrors must.
The rotating illumination is then relayed to the microscope through a telecentric scan
lens and a tube lens to the back focal plane (Figure 2.6A). The scan lens is designed using
two achromat doublets with an air gap between them. This design is known as a Plössl
eyepiece. The performance of such designs has a maximum of ∼0.3% F-theta error at a
perturbation of 14.3°[40]. An F-theta lens has a linear response between the incident angle
of the illumination and the focal length and the F-theta error is the amount of deviation of
the focal surface from a flat plane.. Three equations were used to choose the focal lengths
of the lenses in the system where fs, ft and fo are the focal lengths of the scan lens, tube
14
lens and objective lens respectively. d1 is the separation between the 2D-galvo and scan
lens. d2 is the separation between the scan lens and tube lens. d3 is the separation between
the tube lens and objective lens (Figure 2.6A). yo and yi are the beam widths at the objective

























When properly aligned, at the halfway point between the mirrors is a conjugate image
plane and any dust on the mirrors will be very apparent in the pattern of illumination.
To achieve this condition, a light source is placed above the objective to propagate light
back through the excitation path and the 2D-galvo system is positioned at the back focal
plane of the scan lens. The optimal positioning of the scan lens can be determined by
super-sampling the period of rotation. The center of the illumination should be identical to
when the system is aligned in epi-illumination and no rotation of the illumination should
be observed (Figure 2.6B).
While Ellefsen, et al[38] observe substantial gains in signal to noise in the case of
EGFP-tubulin, YFP-STIM1, and mCherry-STIM1 fusion proteins to observe membrane
structure and Ca2+ ion redistribution. We find that the major gain for a single fluorophore
is a much flatter background illumination (Figure 2.6).
Since the laser path can be controlled via computer input it is still possible to achieve
epi-illumination and stationary TIR/HILO. An additional consideration is that the mirror
position drifts without the motors being supplied with power so that it is necessary to turn
the 2D-galvo system on and send a signal to position the beam before each use if spinning
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illumination is not used.
2.1.5 UV LED
To incorporate the nuclear label DAPI into our imaging scheme, a 375 nm LED (Thorlabs,
M375L4) is added to the illumination pathway. One advantage of this LED is the combined
cost including optics, opto-mechanical components, and controller was under $1000. This
LED is controlled via TTL through the NI-DAQ. It can also be controlled via analog input.
In either case, implementation of a DAQ shutter output through Micromanager was easily
accomplished.
The position of the dichroic mirror was chosen for two reasons, the collimated beam
attenuates rapidly after about 1 m and it is preferable that the UV illumination does not
rotate since it is hazardous. Furthermore, the broadband dielectric mirrors throughout the
illumination path are not coated for UV, which leads to significant loss of power at each
reflection.
2.1.6 Z-piezo stage
There are two downsides to adjusting the focus by movement of the objective when illumi-
nating the sample in TIR/HILO through the objective. The first is the change in z-position
of the objective can effect the collimation of the beam causing it to converge or diverge for
large z-adjustments. For the sample sizes similar in thickness to yeast this angular change
is negligible.
The second issue is that the change in z-position of the objective changes the loca-
tion where the beam is incident on the coverslip. This can be directly observed by the
z-dependent shift in the distribution of intensity in fluorescent images along the same axis
as the beam is displaced in the back focal plane. This cannot be accounted for by moving
the sample rather than the objective.
However, first issue can be resolved by fixing the position of the objective and the
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regime where this is inconsequential is known as the depth of focus, DoF , of the gaussian
beam defined as the distance between the two points in the waist of the beam where the
diameter is less than
√
2 of the minimum. This can be calculated for the excitation using
the diameter of the beam D, the working distance of the objective fo, and the wavelength







For the 100x 1.4NA Olympus objective this depth of focus is 160 nm. Since the sample is
approximately 2 µm thick, the objective moves outside the depth of focus to acquire z-stack
images.
This piezo stage has been implemented in the microscope, but has not been used for
any data collection presented in this dissertation. This stage can be implemented in Micro-
manager using the NI-DAQ to send analog output to the driver.
2.2 Emission path
There are three emission pathways in the Olympus IX-82 frame. The first directs the emis-
sion to the eyepiece for direct observation. The second and third pathways can be switched
by manually adjusting a mirror in the frame. The third pathway has only been used for
back focal plane imaging, confocal imaging witha Yokogawa CSU-10 confocal unit, and
for comparison for demo cameras.
One utility of the third path is that the 1:1 image plane is formed on the CCD mounted
to the camera frame so that it can be used to align a camera that has been moved away from
this plane to incorporate additional optics. The correct focal alignment is chosen when the
camera being aligned is parfocal with the camera mounted on the microscope frame.
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2.2.1 Single Channel
To perform the majority of experiments presented in this dissertation a single channel emis-
sion pathway was used. This pathway was modified from the default configuration (Figure
2.9) by displacing the camera away from the image plane and creating a conjugate image
plane using a relay lens to also add additional magnification where magnification M is the






The need for additional magnification was driven by the requirement to properly sample
the fluorescent intensity of single fluorophores for accurate spatial localization of their
intensity. The optimal sampling for a widefield microscope based on the Nyquist bandwidth
is done at a rate that is twice as frequent as the Abbe diffraction limit dres and is dependent









The NA is dependent on the index of refraction n and the half aperture angle of the
objective θ1/2
NA = n sin θ1/2 (2.11)
Therefore, to optimally sample the pixel size Pixelxy is half of dres. The equation














To image molecules undergoing Fluorescence Resonant Energy Transfer (FRET)[44], a
bandpass filter with two bands compatible with Cy3 and Cy5 is placed in the filter cube
without an emission filter. In the emission path past the tube lens and aperture, a dichroic
mirror to separate emissions from Cy3 and Cy5 is placed at the image plane (Figure 2.10.
The Cy5 emissions are transmitted and follow the same path as in the single channel
case with additional magnification. The Cy3 emissions are reflected and an additional path
of the same magnification is constructed with an additional relay lens and dichroic mirror
to recombine the paths. The aperture is then adjusted and the emissions are diverted to
cover only one half of the CCD each. Emission filters for Cy3 and Cy5 are placed before
the relay lenses and after splitting the path for each path.
Alignment of these two channels is carried out by using a probe designed to be in
an intermediate FRET state so that spots can be observed in both channels. These spots
are then used to calculate an affine transformation to map one channel onto the other. In
addition, Cy3 and Cy5 are measured separately so that bleed through can be accounted for
particularly in cases where FRET efficiency is not designed to be maximum. Conveniently
there are no dynamic FRET experiments carried out so that sensitized emission[45] is less
important than the ability to treat FRET as a binary marker of colocalization of the two
fluorophores on a target RNA.
2.2.3 Fluorescence anisotropy
Fluorescence anisotropy[46, 47, 48] is a technique where the polarization of emission is
separated and the intensities are compared to determine if the emission is correlated to the
polarization of the excitation. If the timescale of the rotation is faster than the timescale of
photon emission then the resulting emission is scrambled and there is no anisotropy.
If instead the orientation of the molecule is fixed during the timescale of emission, then
the resulting emission is correlated to they polarization of the excitation and anisotropy
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is observed. This can be calculated by the ratio r of the difference in intensity of each








The alignment of this system is particularly complicated since it is preferable to avoid
any magnification difference in the three paths. A linear polarizer is placed in the excitation
path to ensure that the laser light is limited to one polarization. The emission path is
similar in design to the FRET path with the addition of a pair of polarizing beam splitter
cubes. These reflect s-polarized light and transmit p-polarized light. Each of these cubes
is mounted on a kinematic platform that allows 2-axis adjustment of the path of the s-
polarized light. The aperture is adjusted so that three channels can fit on the CCD. Since
it is also desirable to maintain the proper sampling, there are tight spatial constraints to
the alignment that make it difficult to make the third path the same length as the two paths
separated by the polarizing beam splitters.
While this configuration allows for FRET and anisotropy to be measured, blocking the
Cy3 path and only observing the polarization simplifies the alignment of the optics and
allows for fluorophores other than Cy5 to be observed.
2.2.4 Back focal plane
The primary motivation for imaging the back focal plane (BFP) was to understand the per-
formance and alignment of the spinning TIR/HILO system. This imaging design provides
information about the location of the beam and how much of a period is completed per
exposure and represents the Fourier transformation of the image[49]. Several advanced
microscopy techniques involve placing diffraction gratings at the BFP to separate different
focal planes of information into unique emission paths.
The laser spot can be observed in the center of the BFP. When the laser is misaligned
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the spot will be elliptical rather than circular. Furthermore, a perturbation of the spot away
from the center reveals two reflected spots. These can also be used to determine if the beam
propagates vertically or is tilted.
Some microscopes come equipped with a Bertrand lens, which switches the image from
real space to Fourier space image. However, this is not part of this microscope frame. To
achieve BFP imaging, the location of the imaginary image of the BFP is calculated to be
several meters away from the tube lens since it is approximately 0.2 cm inside the focal
point of the tube lens. This means the light is nearly collimated coming out of the tube
lens. A 10 cm lens is placed as close to the tube lens as the microscope frame would allow
and an image of the BFP plane is formed on the CCD at the focal point of this second lens.
Since this type of imaging is done as a reference for alignment quality a second camera
was placed on an optical post at this position and the primary camera is left in position for
data acquisition. The image cannot be recorded simultaneously since the BFP imaging is
accomplished using the third path in the microscope frame and these paths are switched
manually via a mirror(Figure 2.12).
An improvement to this setup would be to move the camera to the second image path
and pick off some of the emission so that the image plane and BFP can be simultaneously
recorded.
2.2.5 Astigmatism based tracking configuration
Much of the effort in this microscopic system is done to obtain the best image possible,
which inherently means that astigmatisms are to be avoided. However, one useful property
of an astigmatism is the z-information it carries.
Since an astigmatism is asymmetrical in the z-axis, introducing an astigmatism such
as blocking the reflected beam in the stationary TIR/HILO setup causes a change to in
the intensity distribution due to the missing information. Depending on the shape of the
object blocking the beam, part or all of one side of the PSF can be missing. For example
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using a flat edge to block the reflected beam can cause a semicircular airy ring around the
center spot. Therefore, for high quality images it is desirable to minimize the amount of
information lost to blocking the beam.
However, another type of astigmatism can be introduced which does not remove infor-
mation but causes one axis of the emission to focus more rapidly than the other axis (Figure
2.13. Complicated astigmatisms can be designed to provide z information by the addition
of otpics at the BFP[50]. In this design, a cylindrical lens is placed just past the image
plane formed by the tube lens. In the case where the lens is placed at the image plane, there
is no change in the image. The resulting image is at the proper z-position when the x and
y intensity patterns are equally out of focus. This happens at the midpoint between the two
focal points. There are two consequences of this astigmatism. The intensity rapidly dimin-
ishes when the object is out of focus in either direction making out of focus spots much
less apparent. The second consequence is that the PSF has multiple lobes rather than Airy
discs around it creating difficulty in peak detection as a means of locating the spot. While
the alignment of the cylindrical lens is fairly simple, the criteria for selecting the position
is less straight forward since it is dependent on the computational constraints of tracking.
A good choice for the location of the lens is therefore one that provides decent contrast
between the image in each z-step while not allowing the astigmatism to stretch the image
at the desired z-limits of tracking outside of a reasonable boundary such as a 9x9 pixel
window. This is to allow for updating the z position via computation within the timescale
of diffusion.
2.2.6 Computer control
All of the data presented was acquired with an EMCCD camera (Andor, iXon+ 897) with
few exceptions which will be mentioned explicitly. Control of this camera was accom-
plished using Micromanager although some time was spent with modifying in-house code
to work with this system. Micromanager control creates a configuration file for the devices
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it initializes. Certain properties which would be convenient to be set upon launch are not
actually included. Custom code was added to the configuration file to set the camera to
Frame Transfer mode, set the temperature setpoint of the camera, enable the focus wheel
on the microscope frame, and activate the transmitted lamp. Further time was spent debug-
ging aging device drivers with Micromanager and it was determined that the AOTF was not
capable of receiving serial commands at the rate coded into Micromanager, which was a
resolved through a version patch fixing the code error we located. The majority of devices
are controlled via serial port with the exception of those that are controlled via analog or
TTL output via an NI-DAQ which can be controlled via Micromanager.
In particular the 2D-galvo system was initially controlled via a script in Micromanager.
This was performance limited by the large amount of memory that Micromanager con-
sumes. It was observed that the signal causing the beam would occasionally pause when
controlled via Micromanager. This led to switching to Matlab control which has built in
functions to work with the NI-DAQ.
2.2.7 Camera settings
A variety of camera settings were employed depending primarily on the resultant image
quality. Initially, with the gas laser system providing low excitation power, one to two sec-
ond acquisitions were performed with the EMCCD gain set between 500 to the maximum
of 1000. These settings were chosen to strech the brightness of the image across the entire
dynamic range without saturation based on the brightest sample in a set of experiments
and then propagated to all other samples. With improvements to the illumination scheme,
it was possible to reduce the gain and the exposure time so that images are acquired with
between 5 and 150 gain and at 100 ms. In principal EM gain is used to increase signal
to noise, however, with stronger excitation intensity more photons are produced and EM
gain becomes less necessary to achieve good signal to noise. It is desirable to keep expo-
sure times to a minimum to decrease acquisition time and laser power to a minimum to
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increase fluorescence lifetime. Therefore once signal quality is adequate, any change in
signal intensity is compensated with a change in gain rather than the other two parameters.
Frame rates much faster than that are used for some experiments. In these cases, the
frame time is dependent on the vertical and horizontal voltages and clock speeds, the bin-
ning, and the region of interest. Frame transfer mode is always selected to be on, which
allows the camera to continue acquisition while the data is being read from a secondary
set of pixels. The effect of cropping on frame time is more significant on the vertical axis
so that a 512 by N cropped strip will perform at nearly the same frame rate as a N by N
cropped array. This is due to the vertical cropping affecting the size of the image array and
not the serial register. This cropping is not as effective as cropped mode which requires
the addition of an aperture to mask the unused pixels from light. In all cases cropping sim-
ply means that the values outside the region of interest are disregarded at readout thereby
increasing acquisition rate.
2.3 Measuring the Point Spread Function
The PSF of a microscope defines how the microscope transforms a point source into the
observed image. Measuring the PSF is important since it allows for a better understanding
of how objects in the sample will appear since every object can be interpreted as a super-
position of many point sources. Mathematically, the convolution of an object with the PSF
reults in the observed image. If this is fourier transformed then the image is simply the
product of the fourier transform of the object and the fourier transform of the PSF also
known as the optical transfer function.
The motivation for measuring the PSF is therefore to understand how diffraction and
spherical aberration blur the object as it is transformed into the image and to be able to
use that knowledge to reconstruct the true image from the observed image. This would
naturally seem to be to simply perform the inverse operation in fourier space, which is
known as deconvolution and will be discussed in the following chapter.
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A further use for the PSF is to understand the inherent width of a spot and how to model
a spot when performing image analysis whether or not deconvolution is performed.
To measure the PSF, Cy3 or Cy5 labeled DNA oligos are placed in oxygen scavenging
buffer on a coverslip and mounted on a slide. These oligos interact non-specifically with
the glass surface and some portion of them stick. Z-stack images are acquired of spots at
the surface. Since these molecules are smaller than the diffraction limit, the intensity profile
represents the PSF of the microscope. This is dependent on the wavelength of emission so
that shorter wavelength fluorophores will produce higher resolution images. Therefore, the
optimal sampling is always chosen based on the shortest wavelength used.
The image can be fit as the intensity I(θ) of the Fraunhofer diffraction pattern of a
circular aperture using the Bessel function of the first kind J , the max intensity I0, the





The radius of a spot is then defined as the FWHM of this intensity distribution or approxi-
mately 1.5 pixels.
2.4 Confocal imaging
To perform confocal imaging a Yokogawa CSU-10 is mounted to the microscope frame via
c-mount. In this configuration, the excitation must be coupled to a fiber and connected to
the side of the confocal unit. Additional magnification is not practical in this setup since
by design the unit needs to be properly positioned for both excitation and emission which
is only feasible when placed at the image plane formed by the tube lens. This confocal unit
includes a nipkow disk which was partially damaged lent to us by courtesy of Prof. Yoda
in the Mechanical Engineering department. The extent of the damage degrades the image
quality of more than half of the field of view. The nipkow disks have a microlens array
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that patterns the illumination and a pinhole array that restricts out of focus illumination
from contributing to the image intensity pattern. A dichroic between the two discs allows
the excitation beam to be transmitted and reflects the emissions onto the CCD. As the disk
spins the pinholes sweep the entire area of the CCD during an exposure. In this model, the
rate of the rotation is fixed. The EMCCD camera was mounted to the confocal unit.
Additionally, a Zeiss scanning confocal microscope was tested with an RNA-FISH sam-
ple. However, the sensitivity of the photo multiplier tube was not at a level to detect single
fluorophores.
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Figure 2.6: Alignment of spinning illumination. A. Ray diagram of two points in the cy-
cle. The illumination when properly aligned is focused at the BFP and conjugate BFP. The
illumination should be collimated out of the objective and the illuminated spot should not
rotate. B. Misalignment of the scan lens. When the system is poorly aligned, the illumina-
tion either diverges in the case of misalignment of the 2D galvo system with the scan lens
or it converges if the scan lens is too close to the tube lens. In the second case the spot of ex-
citation rotates in the field of view. C. Comparison between epi-illumination and spinning
versions of TIR/HILO. Epi-illumination produces a dimmer and more localized region of
excited fluorophores than either spinning TIR or HILO. In TIR the spinning illumination
produces a more even region of excitation compared to stationary TIR, but suffers from the
inclusion of the reflected beam in the background. In comparison to spinning TIR, spinning
HILO seems to have less issue with contrast and still retains the more uniform excitation.
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Figure 2.7: Spinning TIR on single fluorophores. The left image shows an image of TIR
illumination of single fluorophores. The right image shows the same field of view at the
same angle of incidence of the laser but the illumination is now rotated for one complete
period per exposure.
Figure 2.8: Schematic of UV setup. A 375 nm LED is added to the spinning system by
collimating the LED with a 5 cm lens and inserting a dichroic mirror between the two
mirrors relaying the spinning illumination to the BFP.
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Figure 2.9: Schematic of single channel emission path. A. Mounted via c-mount. The
camera can be directly attached to the frame of the microscope. In this configuration there
are no additional lenses or filters besides those inside the microscope frame. B. Camera
configuration with additional magnification. The camera is supported on optical posts and
the image is formed via a relay lens. This allows for additional optics such as filters to be
placed in the optical pathway and additional magnification.
Figure 2.10: Schematic of a dual channel configuration. This configuration places a ad-
justable mechanical slit at the image plane. Two paths are created of equal length by a
dichroic mirror splitting the illumination. Both paths are focused onto the CCD and are
adjusted to each cover one half of the CCD. A dual-band bandpass dichroic mirror is in
the filter wheel and emission filters are placed in the optical path after the dichroic that
separates the paths.
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Figure 2.11: Schematic to observe fluorescence anisotropy. This schematic is similar to
the dual-channel pathway with the addition of two polarizing beam splitter cubes in the
primary path. These cubes separate the electromagnetic field into the p and s polarizations,
e.g. parallel and perpendicular polarizations. The s-polarization is the reflected beam and
requires standardization to accurately measure anisotropy due to the transmission efficiency
of p-polarized light being higher than the reflection of s-polarized light.
Figure 2.12: Schematic to observe the back focal plane. The camera is switched to the third
optical path in this design. A 10 cm lens is placed directly after the tube lens. The tube lens
focal length is 18 cm and the location of the back focal plane is just inside the focal point
of the tube lens causing the BFP illumination to diverge.
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Figure 2.13: Schematic to introduce an astigmatism. In this design, the single channel path
with magnification is modified so that a cylindrical lens is placed close to the image plane.
This lens introduces an astigmatism where the light focuses at different axial positions
along the light path along the x and y axes of the cylindrical lens. This lens is mounted
in a rotating lens mount so that the x and y axes of the lens can be matched to the axes of
the camera image. The optics are now mounted on removable magnetic bases so that the
emission path can be quickly and accurately switched between several configurations.
Figure 2.14: Measured Point Spread Function. A. An image of a single Cy3 with xy, xz,
and yz projections is shown. B. The PSF of the microscope is estimated as the average of
many Cy3 excited at 532 nm.
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CHAPTER 3
IMAGE PROCESSING AND ANALYSIS
Image analysis is typically performed for two reasons. The first and primary reason being
to extract quantitative information about a signal in the image and the second being to
enhance the image to be able to perform the first function. In general it is a bad practice
and most often a frustrating waste of time to attempt to produce good images out of bad
images using image enhancement. Therefore, it is critical to establish a set of criterion for
which to proceed with analysis. Since the signal that is being detected is in general Cy3
or Cy5 throughout, it can be assumed that a set of criteria for a good analysis pipeline for
diffraction limited spots is most important.
Another important set of design criteria include those for image analysis techniques that
can detect single cells and organelles such as the nucleus automatically. There are some
universal criteria.
• There should be a minimum of user input.
• There should be no subjective thresholds or quality parameters.
• Image enhancement should be unnecessary or unambiguous.
• Computation should be rapid.
The following image processing techniques are going to be discussed with the raw data
in Figure 3.1 as a reference. This data is a typical set of FISH image acquisitions and in
particular the TLC1 RNA tends to localize to the nucleus. This leads to spots that are not
sparsely distributed and therefore harder to separate during detection.
32
Figure 3.1: Raw data. A. Cy3 channel. The center slice of a channel representing TLC1
RNA spots is shown. B. DAPI channel, The center slice of the channel representing the
nucleus is shown. C. DIC. Cell boundaries are chosen based on a DIC image which is
shown as the center slice.
3.1 Analysis methods available from literature
3.1.1 FISHquant
FISHquant is a Matlab based application that performs every step necessary to extract spot
counts from RNA FISH data[51].
The workflow of FISHquant is to load in an image stack and enhance the image using
background subtraction where the background is modeled as the image smoothed by a wide
gaussian filter. Then the image is filtered for noise using a narrow gaussian filter matched
to the width of a spot. Gaussian filters function as low pass filters so that spatial variations
that are wider than the filter are unaffected and high frequency variations are smoothed to
conform to the shape of the kernel of the filter. The program creates a maximum projection
of the fluorescent intensity data with which to perform cell segmentation using ROI pro-
cessing functions from the image processing toolbox of Matlab (Figure 3.2. Transcription
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Figure 3.2: Fishquant boundary selection and filtering. A. Boudary selection. Cell bound-
aries are drawn by hand on a smoothed and background subtracted maximum projection
of the image of Cy3 image (left). If cell boundaries are not selected and spot detection is
performed the entire image is selected as the region of interest (right). B. Intensity thresh-
olding. The first layer of parameter choice is the intensity threshold of the first cell. C.
Quality score. Spots are also further filtered by choosing boundaries of a quality score.
sites and nuclei can also be selected by hand in the segmentation workflow.
After the image is segmented, the parameters for spot detection are chosen. The first
level of selection is intensity based and is done in a similar way to other methods by plot-
ting the number of spots detected at each cutoff and displaying the number of spots in an
image for manual inspection and selection. One flaw in this is design is that it does not
treat the whole image unless you skip the cell segmentation step, which could introduce
bias due to an non-uniform illumination. This can be avoided by skipping the order (they
are numbered in the GUI) and returning to cell segmentation after spot identification. Addi-
tionally, since images can still be non-uniform in illumination after a simple 2-dimensional
Gaussian approximation of background, a local choice of thresholding or a better way to
flatten the image is desirable. After the threshold is chosen the projections of the image in
xy and xz can be inspected to understand the choice of spots (Figure 3.3).
After the correct intensity is chosen. the spots are each fit with a Gaussian intensity
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profile that requires the choice of upper and lower limits for seven more arbitrary parame-
ters that are then abstracted into a quality score that also has manually selected upper and
lower limits (Figure 3.5). After this point, fitting is applied to all spots in the image inside
of segmented boundaries. The program can then display spot locations over an intensity
image (Figure 3.6
The fit parameters of the 3-dimensional Gaussian are 175 nm for σXY and 477 nm for
σZ . The background intensity is estimated to be 466 and the amplitude of the Gaussian is
estimated to be 622 by the fit. These parameters are similar to fits by other methods used
later.
3.1.2 Star Search
One method to detect spots is to separate them from the background using an intensity
threshold. In this java applet, the image is loaded and a maximum projection is shown. This
follows the same procedure as the Matlab code made available through the Raj lab[52]. In
this code, fluorescence intensity images are maximum projected and spots are converted to
a binary image using a threshold which is chosen by inspection. Ideally, there should be
some threshold where the number of spots is stationary over some range of intensity. Spots
are then labeled and counted using the Matlab function bwlabeln().
The biggest flaw in this approach is that it assumes that all spots are sparsely distributed.
In the case where this is true the method is quite effective and rapid. Furthermore, even
though the applet uses a maximum projection there is no need to limit this to a maximum
projection when the spots are adequately sparse. The choice to use this method is therefore
dictated by the subcellular distribution of the spots and the density.
3.1.3 Other spot detection algorithms
Other means to detect spots include nonlinear fitting of detected peaks with a Gaussian.
This can either be done via nonlinear regression using built in Matlab functions or using a
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simplified least squares Gaussian mask approach[53]. The method used by Zenklusen, et
al[28] involved hand drawn cell borders, thresholding of the DAPI channel, and Gaussian
fitting of spots in a 2-dimensional maximum projection. Nascent transcripts were fit with a
sum of Gaussians.
3.2 Image Enhancement
The initial attempts at measuring Cy5 inside of cells were done at low laser power and high
gain. Even with EM gain, the image quality was poor and various methods to enhance
the image quality were explored. The majority of these methods were explored before
any improvement was made to the microscope. After the image quality was improved
through changes to equipment and alignment, many of these techniques became unneces-
sary. Image enhancement also can be computationally intensive making image analysis
take significantly longer.
3.2.1 Linear filtration
One of the most basic techniques in signal processing is linear filtration. In the case of
2-dimensional images linear filters replace the center pixel with the sum of pixels within
some window based on some combination of weights. An important consideration with
linear filters such as the averaging, Gaussian, or Laplacian of Gaussian (LoG) filters, is that
objects smaller than the defining width of the filter will become shaped like the Gaussian
kernal of the filter. This means that all of the noise in images filtered with a narrow Gaussian
filter ends up also looking like a spot albeit of much less intensity.
The Gaussian filter is a popular choice to smooth an image to reduce the contribution
of noise. Features that are smaller than the specified width of the Gaussian, σ, are blurred
so that a good choice of parameter is to match the width of the gaussian to the diameter
of the PSF of the microscope (Figure 3.8B). A wider Gaussian filter can be used to model
the background intensity of the image (Figure 3.8C) and is subtracted from the smoothed
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image. This subtraction can also be weighted so that the image is less truncated around the
peaks. An alternative is to just take the average of all the pixels in some window to represent
the background. In this case, the kernal of the image filter produces square artifacts which
can be more perceptible depending on the size of the filter used (Figure 3.8D).
The performance of a linear filter on a 3-dimensional image can be improved by con-
catenating the filter into a (mxnx3 matrix to give some consideration to neighboring focal
planes. The reulting 3-dimensional filter is normalized This filter still functions the same
way as the previous filter, but the enhancement of the spots is stronger when they appear in
multiple frames..
3.2.2 Binary morphological operations
Binary morphological operations are incredibly useful for segmentation of an image or for
reducing noise in selected objects in an image among other uses. The first step to implement
binary morphological operations is to convert the image from grayscale to binary using an
intensity threshold or in the case of edge detection a Sobel filter.
With this binary image erosion, dilation, or compound operations such as opening or
closing can enhance the ability to detect objects. The process of erosion is useful to clear
noise from detected borders. Often, single pixels will have poor connectivity along the
border. A structuring element is defined such as a disk of radius two. This structuring
element is passed across the image and if the this fits into the image then the value of
the center pixel in the result is one and is zero otherwise. Essentially, the dot product of
the structuring element at some pixel with index (i, j) is equal to the area of the structuring
element. Dilation does the opposite of erosion and the pixel at (i, j) is one if the dot product
of the structuring element with the sub image is non-zero. In the case of the disk, erosion
would reduce the border by the radius whereas dilation would expand the border by the
radius.
Another binary concept to consider is connectivity. The borders around an object can
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be cleaned by applying a threshold of connectivity in either 2D or 3D. In this image pixels
with value of 1 would have pixels that are over the threshold in all 4 or 8 neighboring pixels
for 2D or 6, 18, or 26 neighboring pixels for 3D.
One of the most useful functions in Matlab for these types of images is bwlabeln(),
which counts the number of connected objects in the image and creates an equivalent array
where these objects have their value set to the label. This allows for easy counting of the
objects in the image or for the use of the binary image as a mask to perform operations on
one object at a time.
3.2.3 Top-hat transformation
The top-hat transformation turns all objects that the structuring element fits inside to zero.
This means that only objects that have intensity variation that is smaller than the structuring
element survive.
Since the shape of spots is approximately Gaussian. This suggests that a good struc-
turing element would be a Gaussian that is determined by the width of the spot or slightly
larger. The resulting image should in principal remove all of the background and only re-
turn high frequency variations such as noise (Figure 3.10A). When the structuring element
is increased in size to the radius of the spot, noise becomes less significant and signal be-
comes more obvious (Figure 3.10B). The top-hat transformation performs fairly well to
reduce the background and improve contrast between the signal and background when the
spots are uniformly illuminated. However, this method struggles to enhance spots that are
dimmer. The spots become quite obvious when the structuing element is the same size
(Figure 3.10C) or larger than the spots (Figure 3.10D).
3.2.4 Fourier transformation
Since the imaging process is represented by the convolution of the true image with the PSF
of the microscope in real space, it would make sense that image enhancement would be
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easier by performing the Fourier transformation to be able to simply divide the image by
the optical tranfer function, which is the Fourier transformation of the PSF.
Additionally, since noise appears in the spectrum at high frequencies and the back-
ground appears at low frequencies, the Fourier transform of the image can be filtered for
these frequencies to improve the signal to noise.
3.2.5 Blind deconvolution
Blind deconvolution is the process of simultaneously reconstructing both the true image O
and the point spread function PSF in the case that both are unknown. This can also be
used to reconstruct the degradation process n.
O = I ∗ PSF + n (3.1)
There are a variety of approaches to inverting this process[54] and addressing all of them
would be challenging. The algorithm in the Matlab image processing toolbox takes a Max-
imum Likelihood approach (Figure 3.12.
3.2.6 Lucy-Richardson deconvolution
The Lucy-Richardson algorithm for deconvolution was developed from an application of
Bayes’ theorem to images[55] or radio-astronomical observations[56]. This algorithm
takes the image formation process where the observation O is the convolution of the true
image I and the point spread function PSF . Unlike blind deconvolution, the PSF is
assumed to be known in the Lucy-Richardson deconvolution algorithm.
This is a straight forward application of Bayes’ theorem where the probability of the
true image I is conditional on the observation O.
P (Ii|Ok) =
P (Ok|Ii)P (Ii)∑
i P (Ok|Ij)P (Ij)
(3.2)
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With some substitutions this can be turned into an iterative procedure that requires an







The initial estimation frequently used is Bayes’ postulate which assumes that all prior
estimations of the true image are equally probable. The result of applying this algorithm,
which is contained in Matlab’s image processing toolbox can be seen in Figure 3.13. This
function requires the input image and the PSF to obtain the reconstructed image.
3.2.7 Nearest-neighbor deconvolution
Nearest-neighbor deconvolution is not a deconvolution technique in the sense that it per-
forms the mathematical inverse of the image formation. However, it is called deconvolution
because in a broad sense because the purpose of of this type of algorithm is to remove blur
from out of focus emission from the image.
The nearest neighbor method assumes that the out of focus emissions detected in the
plane of focus Inobserved is primarily due to blurring of the images immediately above and
below the plane of focus, In±1. The blurred images, νn±1In±1, are calculated by applying
a Gaussian filter to the images before subtraction.
Inobserved = In − νn+1In+1 − νn−1In−1 (3.4)
This method is a decent way to improve contrast by removing the background con-
tributed by fluorophores in neighboring planes. However, this method also requires that
optimal sampling in Z be performed due to needing the neighboring planes to have correla-
tion to the plane of focus. If the image is under sampled, then the images do not represent
the blur in the plane of focus.
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3.2.8 Image entropy
The entropy in an image can be used to estimate the quality of the image and the distance
from focus [57]. Shannon’s entropy is a concept from information theory where the more
detailed the information the higher the entropy. In the context of an image, the more out
of focus the image becomes the more homogeneous the image becomes due to diffraction.
This blur contains less information about the location of the object and therefore has less
entropy. Another way to consider this is that as entropy increases the disorder of the image
increases meaning that the intensity of a pixel becomes less correlated to its neighboring
pixels.
Since there is little gained to analyzing images that are out of focus, image entropy was
treated as a possible selection criteria for images that were worth computation time. To
compute the quality of the image the variance in the image slice is calculated and then a
cutoff is chosen that represents the point where the cells become out of focus (Figure 3.15.
3.2.9 CIDRE
In most optical setups the illumination is uneven and substantial effort must be taken to
achieve the best quality image. To reduce bias and correct for the uneven illumination there
are methods that use a reference image and there are methods that perform the correction
in retrospect without any reference. One such method is Corrected Intensity Distributions
using Regularized Emergy minimization (CIDRE)[58]. This method solves the inverse
image formation process using an additive term z and a gain term v to obtain the image I





This problem is made challenging because it is difficult to know a priori how the signal
attenuates or how shot noise and other additive contributions that are independent of the
signal will effect the observation. In principal, a retrospective method is good because
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it does not require any particular additional characterization of the imaging system. The
method of CIDRE assumes that the distribution of intensities of a single pixel can be related
to an underlying distribution of intensities that is common to all the pixels in the CCD. The
result of CIDRE processing can be seen for the example images (Figure 3.16).
3.2.10 CLEAN algorithm
The CLEAN algorithm was introduced in astrophysics to deconvolve radio signals. In this
method the observation is assumed to be a ’dirty’ signal on a ’dirty’ map of background
intensities. The ’dirty’ map is then ’cleaned’ by the iterative removal of the peaks in the
image that are represented as some ’clean’ signal that has been convolved with the point
spread function to produce the ’dirty’ signal. At the end of the process the peaks detected by
the algorithm are convolved with the PSF and added back to the ’clean’ map to reconstruct
the image.
In the context of FISH this is an ideal process to use when the spots are clustered. In
this case, intensity thresholding would turn these spots into an amorphous blob and decon-
volution by other algorithms would struggle to separate overlapping spots. The removal
and detection makes each subsequent spot easier to identify.
3.3 GPU acceleration
Matlab image processing functions are largely gpu enabled. Image filtration can be per-
formed using the gpu by simply converting the data from an array to a gpu array using the
gpuArray() function. Once this is performed, the data must then be sent back to the regular
memory before use in some functions by the gather() command.
Image processing times can be accelerated by between 10 and 100 times depending on
the image size and the type of image processing function performed. In this example, linear
filtering a 41 slice image can be reduced from 30 s to approximately 0.3 s.
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3.4 Cell segmentation
Detection of cellular boundaries can be accomplished via region of interest processing in
the Matlab Image Processing Toolbox. In cases where the cellular boundary is low contrast
this becomes the only way to segment cells. This method requires the user to manually
draw the cell boundary around each cell of interest which could number in the hundreds or
thousands. This is the main bottle neck of time in analysis.
To overcome this a number of automatic segmentation methods were attmepted. In
general, automatic detection is easiest when there is high contrast at the boundary of the
cell. The downside to using a non-permeable method of labeling such as FISH is that
it requires the digestion of the cell wall. THis lowers the contrast and makes automatic
detection more difficult. Another challenge for automatic detection is separating close cells
or mother cells from daughter buds. Since higher throughput is desired it is necessary to
take images where the field of view is crowded with cells numbering between 50 to 100. In
this case the boundary may have high contrast but the contrast at the contact point between
the cells is lower.
3.4.1 Sobel edge detection
The Sobel filter is a popular form of edge detection and edges are found using gradient
filtering. This and several other filters are built into the Matlab image processing toolbox.
The choice of the Sobel filter is done based on the qualitative performance relative to the
other options such as the Canny and Prewitt filters. In particular the goal was to detect cell
boundaries, and it was therefore more important that the edge of the cell be detected than
any organelles or other shapes in the DIC image. The Sobel filter seems to provide the least
amount of extra edges to remove during the process of cell segmentation. The Prewitt filter
performed similarly to the Sobel filter but needed more gaps connected and the Canny filter
produced a lot of edges internal to the cell. The Sobel filter consists of two kernals that are
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The Sobel filter primarily detects the steepest gradients in the image which are at the lo-
cation of the cell wall and membrane. This filter detects cells quite well when the cells
have high contrast at the cell wall. The raw images are smoothed using a Gaussian fil-
ter with a narrow width chosen to blur small areas where the cell boundary might appear
disconnected and then edge detection is performed (Figure 3.17A).
After edge detection, small features are removed to improve the performance of sub-
sequent binary morphological operations on these edges (Figure 3.17B). The object size
filtered image is then dilated using a structuring element that will expand the width of the
edge enough to close small gaps without merging the cell boundaries (Figure 3.17C). A
good choice for this parameter seems to be approximately five pixels with about 50 cells
per image.
Objects that are connected are then filled (Figure 3.17D) and this image is further fil-
tered by object size and shape to exclude detected ojects that are too large or non-elliptical
(Figure 3.17E).
When cells are close together or boundaries are low contrast the method of detection
under performs substantially.
3.4.2 Watershed segmentation
One form of cell segmentation is based on the convolution of the DIC image with a refer-
ence cell. Assuming the population is of fairly uniform morphology then the convolution
produces strong peaks when the reference cell overlaps with Watershed segmentation is a
procedure to use a feature of the image to seed an intensity distribution. This can be itera-
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tively assigned to a basin in this distribution. The choice of basin is based on the gradient
of the intensity. Essentially, each seed pixel is assigned a label. If the neighbors to the
seed pixel only have neighbors with the same label or no label then the neighboring pixels
are assigned to the label. This process is repeated until it is no longer possible to make
assignments. The pixels with no label are then the edges of the basins.
The DIC image does not have a gradient suitable for this process. Also, it is difficult
to make a reference cell that can be convolved with the image to produce an intensity
distribution suitable for watershed segmentation. Therefore, the DAPI channel is used to
seed an image of the black and white distribution of pixels (Figure 3.18). The major flaw
with this approach is that the size and location of the nucleus does not directly correspond
to the shape and location of the cell since the nucleus is offset from the center of the cell in
most cases. The watershed algorithm also tends to oversegment the image (Figure 3.18C).
3.4.3 Edge detection with gap closure
Edge detection with a Sobel filter can be improved by locating the ends of the detected
edges and joining them without using image dilation. In this case each edge has the end-
points located and a circle of some radius is placed at the ends and if they overlap the ends
are connected along the shortest path (Figure 3.19B).
These holes are then filled (Figure 3.19C) and then the edges are subtracted from the
filled image to separate the filled regions (Figure 3.19D). In some operations Matlab con-
siders connectivity to be adequate within the 8-pixel boundary around a pixel so that the
edges are then shrunk by 1 pixel by erosion using a disk of radius 1 as a structuring element
(Figure 3.19E).
This method performs much more successfully than any previous attempt at automatic
segmentation, but was only recently implemented and as such did not see any use in the
data presented in the following chapters.
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3.5 Detecting spots in cells
3.5.1 Detecting peaks that are sparse
The simplest way to detect spots that are sparse is to apply an intensity threshold and
then count the spots that are represented as connected components in the binary image.
The most important features for this type of detection are good signal to noise and low
spot count. In yeast cells, the size of the cell makes it difficult to perform this type of
spot counting accurately when the number of spots in the cell exceeds between twenty to
thirty. Additionally, this method tends to under count because any spots that are close end
up becoming connected in the thresholded image. This also creates a balancing act when
choosing a threshold. On the one hand, a high threshold will separate the most intense spots
that are near each other. Whereas, a lower threshold will cause those spots to group, but
will be able to detect spots that are poorly excited. This makes a uniform excitation very
important since that has a direct impact on the ease of choosing a appropriate threshold.
To improve the detection of spots via this method it is also recommended to perform
some type of image enhancement, which at a minimum is the application of a LoG filter to
the data before applying a threshold.
The intensity of the spot detected by this method is then the sum of the pixels in the
connected region.
3.5.2 Detecting peaks with Gaussian fitting
To perform peak detection with fitting, the image is first searched for local maxima. To
improve speed, the image can be masked to search only the most intense regions of the
image by applying a threshold on the LoG filtered version of the image.
This method is different from the first since each connected region of intensity is
searched for local maxima rather than being treated as a single spot. A further differ-
ence is that the intensity threshold chosen to select the indices to search does not need to
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be as strict as the one used to count spots since the goal is to accelerate the search for local
maxima.
One approach that was tried was to then take the detected local maxima and extract the
intensity of the spot based on subtracting the mean of the annular region around the spot
from the sum of the pixels around the peak that were weighted based on a fixed Gaussian
profile. This method is reasonably quick and effective, but yields poor intensity information
when spots are close due to the neighboring spot overlapping with the annular region used
to approximate the background intensity.
Once each maxima is found it is then fit using a nonlinear least squares fitting function
in Matlab and a 3-dimensional Gaussian profile. The coordinates, amplitude and σ are
extracted as the relevant parameters of the spot.
A version of this method is used for most of the data in the following chapters.
3.5.3 Detecting peaks via iterative removal of spots
The CLEAN algorithm is used to detect FISH spots. In this case, the maximum intensity
peak within the cell boundary is selected and a Gaussian profile is subtracted from the
location, which represents the intensity profile of a single fluorophore scaled to the local
intensity of the cell. The damping parameter and stopping point for this algorithm are
selected per strain with the goal being to obtain a quality reconstruction with a minimum
of residuals (Figure 3.23. These parameters determine the amount of intensity subtracted
from the ’dirty’ image. The damping parameter is selected by choosing a number that
separates the fluorophores intensity profile from the background. The stopping parameter
is selected by choosing an arbitrary cutoff which should represent the minimum intensity
of an accepted spot. In the case of variability of intensity across the image, the damping
parameter should be chosen so that any single spot is subtracted leaving the background
below the intensity cutoff.
This method seems to be the best for spots that are separated by a distance near the
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diffraction limit. This is particularly the case in the chapter regarding TLC1 where the
transcript in question localizes to the nuclear membrane.
48
Figure 3.3: Fish-quant parameter determination. A. All spots. An XY and XZ projection
of the image with all detected spots is shown. Fish-detects many spots at the coverglass
with the top z-slice being the coverglass side of the chamber. B. Spots filtered in Z. The
spots outside the Z-threshold are removed. C. All spots except for transcriptions sites and
nuclear spots. All spots appearing in the segmentation of the nucleus and selection of the
transcription sites are removed. D. XY projection of spots. The maximum intensity region
around the spot center is shown in an image constructed from the XY projections of all of
the spots. E. XZ projection. The orthogonal view is constructed for each spot and shown
as an XZ projection of all spots in a single image. F. Residuals. Since the spot represents
the fitted and background subtracted spot the residuals are shown for reference.
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Figure 3.4: Fishquant PSF reconstruction. The detected spot in the smoothed and back-
ground subtracted raw data is shown on the left. The PSF is modeled as a 3-dimensional
gaussian and is shown as the center column. The residuals of the PSF fit are shown as the
left column.
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Figure 3.5: Arbitrary parameter selection. A. Standard deviation of spot locatoin in XY.
The maximum and minimum (red) acceptable widths of the Gaussian fit in XY are selected.
B. Standard deviation of spot location in Z. The max and min of the Gaussian profile in Z
are selected. C. Intensity threshold. A second intensity threshold is selected which applies
to the raw intensity. D. Intensity threshold using filtered image. Another set of parameters
allows the max and min of the intensity after filtering with a 2-dimensional Gaussian filter.
E. Background intensity threshold. The intensity of the Gaussian approximation of back-
ground intensity is used as yet another set of parameters. F. The amplitude of the Gaussian
fit. The amplitude determined by fitting is used to threshold spots. G. Z position. The
location of the detected spots in the Z slices is used to threshold spots.
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Figure 3.6: Example slices of a single cell spot detection. The maximum projection of the
z-stack image is shown with spots marked and labeled with numbers to identify them in the
individual slices (labeling is not a feature of Fish-quant). The individual slices are shown to
illustrate the poor spot identification for cases where spots are clustered but not localized to
the the same sub-voxel volume. It is clear in comparison to the PSF of the microscope and
detection of individual probes shown previously that many of these intense regions are due
to spots that are near the Abbe limit making separate detection of peaks very challenging. It
is also unclear why the algorithm fails to identify some peaks that seem to meet the criteria
even though the minimum separation between spots is chosen to be small (1 pixel).
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Figure 3.7: Star Search. A. Detected spots. The output of a single cell for the example data
is shown. Star Search displays the maximum projection. Detected spots are circled in green
and the cell boundary is outlined in red. The boundary is hand drawn and the appropriate
number of spots is chosen for each segmented cell by hand. B. Thresholding. The number
of spots detected is shown as a function of the chosen threshold and is used as the means
of choosing the correct threshold. This analysis is performed on the maximum projection.
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Figure 3.8: Background estimation. A. Background subtraction via guassian filter. A wide
gaussian filter (σ = 15) is applied and the result is subtracted from the raw data that is
blurred by a narrow gaussian (σ = 1.5). B. Weighted background subtraction. The wide
filtered image and narrow filtered image are both multiplied by coefficients whose sum
is 1. The difference is then taken and shown. C. Wide guassian filter. Background is
estimated by blurring the image with a wide filter. D. Averaging filter. Another type of
way to estimate the background is an averaging filter which replaces the center pixel with
the average of all of the pixels in the chosen window. The kernal of both the gaussian and
averaging filter can be seen as artifacts in the respective images.
Figure 3.9: Laplacian of Gaussian. A. Raw data. The center slice of the Cy3 image is
shown as a reference. B. LoG filter. The LoG filter enhances the center pixel value and
reduces the pixels around the center making it ideal for detecting edges and enhancing
punctate spots.
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Figure 3.10: Top-hat transformations of different sizes. A. 2x2 structuring element. In
this type of operation, variations in the intensity that are smaller than then the structuring
element are preserved. B. 3x3 diamond structuring element. As the size of the structuring
element is increased or the shape changed more intensity is preserved. C. 4x4 diamond
structuring element. A larger size makes spot locations more obvious. D. 11x11 diamond
structuring element. When the size of the structuring element is larger than the objects of
interest the background intensity becomes more apparent.
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Figure 3.11: Filtering in Fourier space. A. The fast Fourier Transform. The image is con-
verted to Fourier space by the fft algorithm. The resultant image is shifted to be centered.
B. High-pass filter. High frequency variation in the image can be passed by creating a log-
ical image that sets the values near the center to zero. Noise and spots can be seen in the
result of the inverse fft. C. Low-pass filter. A low-pass filter sets all values above a cut-
off to zero. The inverse fft shows that the information returned represents the background
intensity of the image.
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Figure 3.12: Blind deconvolution. A. Result of blind deconvolution. In this algorithm the
PSF and image are both reconstructed. B. PSF input. The input PSF is assumed to be
Gaussian. C. Reconstructed PSF. The input PSF is restored iteratively yielding the image
shown.
Figure 3.13: Lucy-Richardson deconvolution. A. Result of Lucy-Richardson deconvolu-
tion. This algorithm was applied and example slice of data is shown. B. Raw slice. The
raw data is shown for reference.
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Figure 3.14: Nearest-neighbor deconvolution. Background intensity in the focal plane is
assumed to be due to blur of the neighboring focal planes. The images one step above and
below are blurred using a Gaussian filter and then subtracted from the central slice.
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Figure 3.15: Variance of image intensity. A. Variance in Nucleolar label ITS1. The variance
is calculated for each slice of a z-stack image of Cy5 labeled RNA that target a ribosomal
RNA intron ITS1. This value increases as the image becomes in focus. B. Variance in
TLC1 RNA signal. The variance of Cy3 targeting the non-coding RNA TLC1 is calculated.
This also peaks when the image is most in focus. C. Center and boundary images of ITS1.
When the variance is low the z-slice is clearly out of focus (right, left) and the nucleoli can
be observed in focus when the variance is high (center). D. Center and boundary images
of TLC1. The variance in an image for a small number of spots also is maximum when in
focus (center)
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Figure 3.16: Example images processed by CIDRE. A. mRNA after CIDRE. This algo-
rithm flattens the image by energy minimization yielding good contrast and signal to noise
for mRNA spots. B. DAPI after CIDRE. The image processing flattens the DAPI channel
which was fairly uniform already due to the broad illumination profile of the 375 nm LED.
C. DIC image after CIDRE. The DIC image is significantly improved by CIDRE process-
ing and probably shows the most obvious improvement due to the non uniformity of the
DIC illumination.
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Figure 3.17: Edge detection via Sobel filter. A. Sobel filter result. The edges in the image
are shown as a binary image. B. Removal of small features. Small connected objects in the
image are removed to make successive binary morphological operations more successful in
detection. C. Image dilation. The edges are dilated using lines designed to close gaps in the
image. This dilation is limited by the ability to uniquely separate the objects in the image.
D. Hole filling. Holes are filled in the dilated image and then the image is succesively
opened and closed to remove unfilled edges. E. Resultant borders. The borders of the filled
objects that are below a size threshold are shown.
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Figure 3.18: Watershed segmentation. A. Nucleus location. The DAPI channel is used
as a reference for the presence of a cell. This image is converted to a logical image us-
ing an intensity threshold. B. Binary distribution of the image. The image is converted
to a distribution of weights using the bwdist() function. This image is complemented to
created a suitable image for watershed processing. C. Watershed edges. The result of wa-
tershed segmentation shows that the DAPI channel is a poor choice of seed for this type of
segmentation.
62
Figure 3.19: Gap filling edge detection. A. Sobel edge detection. The cleaned edges in the
DIC image are shown as a reference for the starting input. B. Gap filling. Each connected
object is joined by calculating its end points and measuring the distance between them.
Gaps that are ten pixels or smaller are joined. C. Hole filling. Holes are filled using binary
morphological operations. D. Edge subtraction. The difference between the filled image
and the edge image is show. E. Shape filtration and erosion. The image is dilated and
eroded and then each object has its eccentricity measured. Objects that are less round are
removed.
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Figure 3.20: Detecting spots using intensity thresholding. A. The maximum projection of
the raw data is shown for reference. B. Laplacian of Gaussian filtration. A LoG filter is
applied to the image and the result is shown. The width of the filter is deteremined by
the fitted size of a spot. C. Intensity thresholding. The filtered image is converted to a
logical image using an intensity threshold chosen to split peaks from background. When
spots are sparsely distributed they are easily identified, but this method is poorly sensitive
to clustered spots.
Figure 3.21: Peak detection with spot fitting. A. The maximum projection of the raw data
is shown for reference. B. Reconstruction with fit parameters. The image is reconstructed
by taking the background and calculating intensity where spots were detected using the
fit parameters of the gaussian fit to each spot. C. Residuals of reconstructed image. The
residuals of the difference between the two projections is shown as a reference.
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Figure 3.22: Quality of Gaussian approximation. When fitting a spot with a Gaussian
profile, the standard deviation of the spot intensity is used to determine the width of the
Gaussian profile. For spots with a narrow width in pixels the data is very discontinuous and
the fit is less accurate. As the width increases the quality of the fit improves since the data
because smooth. One approach to improve this fit is to interpolate between the data points.
Figure 3.23: CLEAN. A. The maximum projection of the raw data is shown for reference.
B. CLEAN result. The projection of the reconstructed image from the combination of de-
tected spots and the ’clean’ image of the background is shown. C.Residuals from CLEAN.






The following protocol has been adapted from Wadsworth, et al[59] in three variations; a
single probe method and a method using FRET that both appear on the online resource
Bio-protocol.org, and a cost effective method that will appear in the Methods in Molecular
Biology series. The following is taken from the single probe protocol.
4.1.1 Day 1
At the end of the day, inoculate yeast cells into 50 ml of liquid media in a culture flask from
cells actively growing on a plate.
4.1.2 Day 2Cell fixation and permeabilization
1. Measure Cell OD using a spectrophotometer atOD600 by placing 1 mL of cell culture
in a cuvet.
2. Once cell OD600 has reached 0.6, decant cells into a 50 mL Falcon tube and pelleted
by centrifuging at 671 x g for 5 min and aspirated.
3. Resuspend the pellet in 10 mL of ice cold (4 ◦C) methanol for 10 min for fixation.
4. Cells are pelleted and resuspended in ice cold Buffer B twice and aspirated.
5. Resuspend the cells in 1 mL of Spheroplasting buffer and transfer to a 1.75 mL mi-
crocentrifuge tube and add 2 µL of 5 units/µL of zymolyase and gently pipette to
mix.
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6. Incubate the cells for 30 min or until the OD600 of 100 µL of cells added to 900 µL
of deionized water shows a reduction of 30% from the initial OD after 1 min, which
demonstrates cell lysis.
7. Pellet the cells and aspirate. Centrifuge at no more than 268 x g since they are fragile
once they are spheroplasts.
8. Wash the cells two more times in ice cold Buffer B and aspirate (wash means spin
down to a pellet, aspirate liquid and resuspend.)
9. Resuspend the cells in 1 mL of 70% ethanol and keep at 4 ◦C for a minimum of 1 h
to overnight.
4.1.3 Day 2 cont./Day 3hybridization
1. Pellet cells at 268 x g and wash twice each with 1 mL Wash Buffer and aspirate.
Note: Wash buffer should be prepared fresh and formamide should be warmed to
room temperature before opening.
2. Dilute the probes to 1 µM in 10 mM Tris-HCl, pH8.
3. Prepare a mixture of hybridization buffer and probes based on the working concen-
tration determined by titration.
4. Resuspend cells to a final volume of 100 µL in the probe-hybridization buffer mixture
by gentle pipetting.
5. Then wrap samples with aluminum foil and place in the incubator at 30 ◦C overnight.
4.1.4 Day 3/Day4Slide Preparation
1. Prepare Imaging Buffer immediately before use.
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2. Wipe the slides with ethanol; or (optional) clean slides and coverslips in a plasma
cleaner for 10 min. Note: The slide should be clean of dust and other particles by
wiping with ethanol. Any air bubbles will severely impact the performance of the
Imaging Buffer.
3. Mix 2.5 µL of Imaging Buffer with 2.5 µL of cells and place on the coverslip.
4. Place the coverslip on a slide and seal with epoxy along the edges. Note: Slides
should be kept in a dark place while not on the microscope. Several slides can be
prepared simultaneously. Once sealed, the performance of the imaging buffer will
not degrade for several hours
4.2 sFISH
The following is drawn from work published in Wadsworth, et al[59].
4.2.1 Strain construction
We constructed multiple PHO5 promoter variants of budding yeast following the protocol
used in our previous study[60]. These variants share a high affinity Pho4 binding site in the
exposed region between nucleosome -2 and nucleosome -3, thus belonging to a family of
HX promoter variants[61]. These variants differ in their DNA sequence in the nucleosome
-2 region (Supplementary Figure 1 and Supplementary Table 1). The PHO5 open reading
frame was then replaced with a yellow fluorescent protein (yEVenus) gene by homologous
recombination. To achieve constitutive expression of yEVenus, the PHO5 promoter vari-
ants were mated with the pho80∆ strain[62]. yEVenus levels of these promoter variants
were quantified using the epi-fluorescence microscope (Supplementary Figure 1B). Yeast
strains with different ploidies (2N, 3N, 4N) were from Dr. David Pellman.
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4.2.2 Sample preparation
Our procedure closely follows the protocols by Youk et al.[63] and Raj et al.[52] with
some modifications. Yeast cells are grown overnight to a final OD600 of 0.5 in 50 mL of
SD complete medium. Cells are fixed and then kept at 4 ◦C. Fixation is performed either
by treating the cells with 2 % v/v formaldehyde or with methanol for 10 minutes. In the
case of methanol, cells are spun down, and the pellet is resuspended in methanol. The
cells are washed twice with Buffer B (1.2 M sorbitol, 0.1 M potassium phosphate) at 4 ◦C
after fixation. Cells are then resuspended in 1 mL of spheroplasting buffer (10 mL Buffer
B, 100 µL 200 mM vanadyl ribonucleoside complex from New England Biolabs). 2 µL
of zymolyase at 5 units/µL (Zymolyase-20T at 21 000 units/g from Seikagaku Business
Corporation) are added into the mixture of cells, and then they are incubated at 30 ◦C. The
amount of digestion is determined by measuring OD600 of 1 mL of a suspension containing
100 µL of the cell sample until the OD600 has decreased by about 30 %, which is typically
15 minutes. Cell wall digestion can be verified by allowing 10 µL cells to settle to the
surface of a multi-well plate and adding 100 µL DI water to the well. Within a few minutes
the majority of the cells should be lysed when inspected under a microscope. If the cells
do not lyse, then the procedure has not effectively removed the cell wall. Following this
treatment the cells are washed twice in Buffer B at 4 ◦C and stored in 70 % ethanol for at
least one hour.
Hybridization is performed by washing the cells twice with 1 mL of wash buffer con-
taining 10 % formamide and 330 mM salt as SSC buffer. This step loosens the protein-RNA
interactions to increase RNA accessibility for probe hybridization, and decreases nonspe-
cific probe binding[64]. Hybridization buffer is prepared in 10 mL volumes containing
1 mL 20X SSC (Ambion), 1 mL Formamide (Ambion), 100 µL 200 mM vanadyl ribonu-
cleoside complex (New England Biolabs), 1 g dextran sulfate sodium salt (Sigma, D8906),
10 mg Escherichia coli tRNA (Sigma, R1753), 40 µL of 5 mg/mL BSA (Ambion), and
8 mL deionized water. Cells are resuspended in hybridization buffer and the appropriate
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amount of probes is added to bring the working concentration to 65 nM and the final vol-
ume to 100 µL. Cells are then incubated at 30 ◦C overnight. The following morning, cells
are washed twice in wash buffer and left as a pellet. Slides are prepared by mixing 2 µL of
concentrated cells with 2 µL of imaging buffer that has the same concentration of salt as the
wash and hybridization buffers. 1.5 to 2 µL of cell suspension is placed between a micro-
scope slide (1′′ × 3′′) and a coverslip (#1.5, 18 mm× 18 mm), and the chamber is gently
pressed to form a monolayer of cells. The edges of the chamber are sealed with fast curing
epoxy. The height of the chamber is estimated to be about 3 µm. Cells slightly squeezed
in the chamber remain confined during the observation period. The imaging buffer con-
tains the PCA/PCD oxygen scavenging system[65] to extend the photobleaching lifetime
of the fluorophores. The imaging buffer is composed of 10 mM Tris at pH8, 5 µL 20X
SSC, 2.5 mM protocatechuic acid (PCA), 10 nM protocatechuate-3,4-dioxygenase (PCD),
and 1 mM Trolox (6-hydroxy-2,5,7,8-tetramethylchroman-2-carboxylic acid).
4.2.3 Observation of single fluorophores in vivo
While the current FISH approaches have been successfully applied to quantify mRNA
level at the single cell level, they are not applicable to studies that investigate short RNA
molecules or changes in short regions of RNA because of the multiple-probe requirement.
To circumvent these limitations, we sought to develop a single-probe FISH technique for
budding yeast. The three parameters we considered as we began our modified FISH method
was the dye molecule, the fixative, and imaging technique. We chose Cy5 over Cy3 be-
cause yeast autofluorescence is lower in the red channel than the green [66]. In addition,
we tried two different fixatives that may differentially contribute to the signal-to-noise of
Cy5 [67].
We first acquired fluorescence images of cells of a positive control strain under epi-
illumination. We were able to observe isolated fluorescent spots, but the signal-to-background
ratio was poor. Hence, we tried illuminating the cells using an inclined geometry (Fig-
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ure 2.4B). Highly inclined illumination excites a thin slice inside the cell, which leads
to higher excitation intensity and lower out-of-focal plane background compared to epi-
illumination[37]. Using this setup, we observed a significant enhancement in the signal-to-
noise ratio (Figure 4.1B-C). The oxygen scavenging system was also critical for detection
of the isolated fluorescent spots. Two observations indicate that most of these spots arise
from a single Cy5 molecule. First, their fluorescence intensities are comparable to the flu-
orescence intensity of single Cy5 molecules nonspecifically bound to the surface. Second,
upon continuous excitation, most spots disappear in single photobleaching steps, consistent
with a single Cy5 molecule (Figure 4.14).
4.2.4 Correlation between spot count and mRNA level
To test the linearity of our sFISH protocol, we performed FISH on four different strains
(Figure 4.2A) that express yEVenus at four different levels (Supplementary Figure 1B). We
did not use a promoter inducible by external factors as different induction conditions may
differentially affect the hybridization efficiency.
We compared the measured spot counts with yEVenus levels (Figure 4.2B). The spot
count ranged from 2 to 32. We observed a good correlation between spot count and protein
level, which argues that fluorescent spots are generated from specific hybridization of the
probe to the target mRNA. It also indicates that our spot counting algorithm works well in
the range of transcript levels tested.
As another control, we performed sFISH on chromosome copy number variants (1n,
2n, 3n, and 4n). We chose to probe a constitutively expressed gene KAP104 (Supplemen-
tary Tables 4, 5), which has been used as a reference gene in other studies[28, 68]. As
expected, the number of spots monotonically increased with the ploidy (Figure 4.2C), but
interestingly, the relationship was not linear, that is, doubling the ploidy did not lead to
doubling of the number of spots. This apparent sub-linear relationship could be due to the
loss of extra chromosomes or some compensation effect, which will be the subject of future
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investigation.
In other controls, we were able to mask these sFISH spots with an unlabeled com-
petitor probe in a concentration dependent manner (Supplementary Figure 4C and D),
which confirms that the observed sFISH spots are due to the fluorescent probe hybridized
to the KAP104 transcript. We also compared sFISH with mFISH (Supplementary Figure
4A). mFISH yielded an average of 9.4 spots per cell, similar to the number previously
reported[28, 68]. In comparison, sFISH yielded less spots per cell than mFISH (6.5, Sup-
plementary Figure 4B, which suggests that sFISH can detect the KAP104 transcripts with
detection efficiency (p) of about 64% taking into account the false positive rate (0.5 spots
per cell, Supplementary Figure 4D).
4.2.5 Methanol vs. formaldehyde
We initially tried methanol as a fixative following a fast FISH protocol[69], and noticed
that fluorescence images looked more clear than when using formaldehyde as the fixative.
Hence, we performed a systematic comparison of the two fixatives. We first compared
the number of background spots in a negative control strain lacking the yEVenus gene be-
tween the two fixatives (Supplementary Figure 8). We found on average 3 spots per cell in
formaldehyde-fixed cells compared to 0.3 spots per cell in methanol fixed cells, which indi-
cate that formaldehyde fixation causes more nonspecifically bound or trapped Cy5 probes
inside the cell (Figure 4.4A). Next, we compared the number of spots in a positive control
strain with the lowest expression level of yEVenus. In this strain, we detected on average
10 spots per cell with methanol and 3 spots per cell with formaldehyde (Supplementary
Figure 7). This result suggests that methanol fixation not only reduces nonspecific binding
but also increases the rate of specific binding to the target mRNA.
With methanol-fixed cells, we not only detected more spots per cell in the positive con-
trol strain, but also detected more fluorophores per spot when multiple probes were used.
To count the number of fluorophores per spot, we acquired time series of fluorescence from
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single spots in a fixed plane until they were completely photobleached. The histograms of
the number of photobleaching steps are shown (Figure 4.4D). When a single probe was
used, most spots photobleached in a single step in both methanol and formaldehyde-fixed
cells. Spots that photobleached in two steps are likely due to close proximity of different
mRNA molecules. As the number of probes was increased (1, 5, and 30), the difference in
the number of photobleaching steps between formaldehyde and methanol treated samples
became more noticeable. This measurement confirms that methanol fixation allows more
efficient hybridization of probes to mRNA while preserving an improved signal-to-noise
ratio.
This data also allows us to estimate the hybridization efficiency of probes. Assuming
that probes all hybridize with the same probability p, the number of probes per spot can be
fitted with a binomial distribution. We fitted the binomial distribution to the two sets of data
taken with methanol fixation (red dotted lines, Figure 4.4D). p for yEVenus is extracted to
be 61 % for 5-probe FISH, and 38 % for the 30-probe mFISH (Supplementary Table 3).
The variation in p between the two data could be due to the difference in probe design.
In 5-probe FISH, the probes were designed to have similar melting temperatures to the
probe used for sFISH (shown in Supplementary Table 2), while in mFISH, the probes are
designed to have the same length with no consideration of the melting temperature. Also,
poor signal of Quasar 670 used in mFISH can lead to the underestimation of the number
of photobleaching steps. Nonetheless, these rough estimates set the detection efficiency in
the range of ∼40 % to 60 %.
We also characterized some apparent differences in the fluorescence properties of Cy5
due to the difference in fixatives. The fluorescence signal, which is defined as the difference
between the fluorescence and background levels, was similar between the two. However,
the noise, which is the fluctuation of the Cy5 signal, was significantly higher in formalde-
hyde fixed cells. As a result, the signal-to-noise ratio was 2-fold higher in methanol-fixed
cells (Figure 4.4B). In addition to having an advantage in signal to noise ratio, methanol
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treated cells exhibited a longer Cy5 lifetime (Figure 4.4C).
4.2.6 Detection Efficiency
To ensure that our FISH protocol operates at maximum hybridization efficiency, we in-
creased zymolyase incubation time or the probe concentration until the spot count did not
increase further (Supplementary Figures 9, 10, and 11). Even under this condition, how-
ever, our single-probe protocol is expected to underestimate the actual number of mRNA
transcripts due to hindered accessibility of the target region of some transcripts. We can
also estimate the effective detection efficiency (p) for the yEVenus transcript by increasing
the number of probes. The number of spots detected per cell initially increased with the
number of probes, but soon plateaued at four to five probes (Supplementary Figure 6). As-
suming that each probe binds the target mRNA with probability p, the probability of failing
to detect an mRNA molecule with n probes is (1− p)n. Therefore, the number of detected
spots (y) should increase with the number of probes (x) as y ∝ 1− (1− p)x. We fitted this
model to the plot of the spot count per cell vs. probe number (Figure 4.5) and extracted p
for the yEVenus transcript to be 53 %, which is consistent with the range determined in the
previous analysis (Figure 4.4).
4.2.7 mRNA detection via FRET
In addition to various methods used above to infer the detection efficiency p, we also tried
to determine p using Förster Resonance Energy Transfer (FRET). In this approach, two
DNA probes complementary to immediately adjacent regions of the mRNA are labeled
with donor (Cy3) and acceptor (Cy5), respectively, so that the FRET signal would arise
only when both probes bind to the same mRNA (Figure 4.1A). By comparing the number
of fluorescent spots due to FRET to the number of fluorescent spots due to direct excitation,
the detection efficiency can be directly determined.
sFISH was performed with donor and acceptor probes at 1:1 ratio at the same concen-
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tration used for other experiments. As controls, sFISH was also performed while leaving
out one of the probes. The typical sFISH images from three different combination of probes
are presented in Figure 4.8. Upon 532 nm excitation, signal in the Cy5 channel was vis-
ible only when Cy3 probe is present (left, Figure 4.8), which indicates that many mRNA
molecules are hybridized with both the Cy3-probe and Cy5-probe. We confirmed that this
intense Cy5 signal could not have resulted from bleedthrough of Cy3 signal into the Cy5
channel (middle, Figure 4.8) or direct excitation of Cy5 by the 532nm laser (right, Fig-
ure 4.8). Upon 532-nm excitation, spots that appear in the Cy5 channel are due to FRET
from the Cy3-probe to the Cy5-probe bound to the same mRNA. On the other hand, spots in
the Cy3 channel arise from mRNA molecules bound with the Cy3-probe only. We can thus
estimate the detection efficiency by dividing the number of Cy5 spots by the total number
of both Cy3 and Cy5 spots. Using this method, the detection efficiency is determined to be
48 %.
4.2.8 mRNA isoform detection via sFISH
Since sFISH requires only a 20-30 nt RNA target, it can be used to differentiate mRNA
isoforms that are only slightly different in length or sequence, thus offering more ver-
satility than mFISH. As a proof of principle, we chose gene RGL1 (YPL066W), which
exhibits differential usage of alternative transcription sites between glucose and galactose
growth media[70] (Supplementary Figure 13). As shown in the simplified schematic in
Figure 4.8B, initiation normally starts upstream of the open reading frame (ORF) of RGL1
and produces a full-length transcript, but it can also start within the ORF and produce a
truncated isoform. To measure the isoform profile, we designed a pair of probes (Supple-
mentary Figure 13, Supplementary Table 6) that flank the truncation site (solid lines, Figure
4.8B) and performed sFISH with each probe on yeast cells grown in glucose and galactose
media. Since the transcription levels were too high for reliable spot counting, we instead
used the total fluorescence intensity integrated over the volume of the cell as a proxy for
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the transcription level. In qualitative agreement with the genome-wide transcript isoform
study[70], we found that the truncated isoform is significantly enriched over the full-length
isoform in galactose-containing media (Figure 4.8B).
4.3 Unpublished single probe experiments
4.3.1 Anisotropy
One of the first attempts to image yEVenus mRNA involved fluorescence anisotropy. In
this configuration, the CCD was divided into 3 channels representing the two polarizations
of Cy5 fluorescence and a Cy3 channel. This configuration was intended to image mRNA
using FRET and to examine the polarization of the Cy5 with regards to the Cy3 molecule.
Fluorescence anisotropy in this optical configuration requires linearly polirized excitation,
which is determined by a linear polarizing filter placed in the excitation path. When the
timescale of rotation of the acceptor is longer than the timescale of fluorescence emission,
the observed light should maintain the polarization of the donor. Likewise, under direct
excitation, the emission of the molecule should maintain the polarization of the excitation.
This worked adequately when the probes were attached to the surface through a 3’
Biotin and bovine serum albumin (BSA) on the surface. It was shown that the molecule is
on average ∼30% polarized (Figure 4.27). This means that the intensity in the P channel is
greater than that in the S channel for almost all spots. A polarization of ±1 would meant
that the intensity in one of the channels was zero, whereas, a polarization of zero means that
the molecule has equal intensity in both channels. This success did not translate to probes
in yeast cells. Instead, the divided intensity of the fluorophores made them much harder
detect considering at the time the excitation source was the 647 nm line of the krypton
laser and was capable of producing at maximum 0.5 mW of power at the BFP. With the
improvements in the excitation, it is possible that this concept might be worth revisiting.
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4.3.2 Black hole quencher
Another issue with applying the conventional smFISH protocol to a single fluorophore was
the non-specific spots in the negative control. To use a single fluorophore there needs
to be a minimum of false positives. This lead to using a black hole quencher as a 16
nucleotide mask for the yEVenus probe. This approach is similar to the toehold-mask
design used to detect single nucleotide polymorphisms[19]. The quencher that has the
most spectral overlap with Cy5 is BHQ-3. The function of a black hole quencher is a
resonance energy transfer that is then dissipated through thermal radiation rather than the
emission of photons by the acceptor. If the probe is hybridized to its target, then the mask
should be displaced and the Cy5 should fluoresce. However, these oligos must first be
annealed and then purified to be confident that this is the case. BHQ-3 labeled probes
are expensive and the relative concentration required to have high efficiency in quenching
without purification is unfeasible. The amount of background spots in formaldehyde fixed
negative control cells was substantial even with the BHQ-3 design (Figure 4.28.) With the
improvements of sFISH and fixative, it is possible that this might be worth trying again.
4.3.3 DNA paint on yEVenus
Another method to detect transcripts in situ is DNA PAINT[20]. In this method, a short
DNA oligo with a single fluorophore is used to detect RNA transcripts by the repeated
hybridization by an essentially infinite supply of unstable complementary probes. This
method is simpler than RNA FISH because it does not require a washing step. Furthermore,
it can be used for multiplexing RNA detection since the probes are intentionally unstable
and therefore do not accumulate in the sample. We designed a 10 nucleotide probe labeled
with Cy5 to detect yEVenus transcripts. This method requires long acquisitions at a single
plane to accumulate a super resolution image of transcript locations. One major issue
with this method was the available code for DNA PAINT analysis did not function and
development of an analysis pipeline is a substantial effort. However, a simple accumulation
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of detected peaks was easy to perform. This revealed that the amount of non-specific spots
detected by DNA Paint was similar per cell to sFISH (Figure 4.26A). The diffusion of these
transcripts was also tracked (Figure 4.26B) in 2D. The average duration of these trajectories
is extracted as well as the average step size.
4.3.4 End versus internal labeling
The effect of the choice of where to label the probe with Cy5 either internally in the back-
bone or at the 5’ end was studied by comparing the results of FISH using mpFISH to either
a single end labeled probe or a single internally labeled probe. There was no apparent
effect on spot detection based on these labeling chemistries (Figure 4.29). Both of them



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 4.1: Comparison between single-probe FISH (sFISH) and multi-probe FISH
(mFISH). yEVenus mRNA, which is 717-nt long, is probed by sFISH and mFISH. (A)
Probe configurations are shown from left to right for 30 probe mFISH, sFISH and sFISH
with FRET. For mFISH, we use a set of thirty Quasar 670 end-labeled probes. In sFISH,
we use a single short Cy5-labeled DNA oligo probe. For FRET experiments the first Cy5-
labeled probe is used in conjunction with a Cy3-labeled probe. (B) The images shown are of
the same field of view taken with epi-illumination (top) and then subsequently with inclined
illumination (bottom) using the same laser power. The bottom image taken with inclined
illumination exhibits more intense spots and lower background. (C) Comparison of spot
signal-to-noise ratio (SNR) between epi- and inclined illumination. The SNR values mea-
sured with inclined illumination is plotted against those measured with epi-illumination.
Most spots are found above the red line y = x, which indicates inclined illumination pro-
duces higher SNR than epi-illumination. The increase in signal to noise ratio is a factor of
2.15 on average.
80
Figure 4.2: Correlation between sFISH spots and protein expression level. (A) Fluores-
cence images of single yeast cells expressing YFP (top row) and sFISH signals from Cy5-
labeled probes targeting YFP mRNA (bottom row). Shown from left to right are fluores-
cence images of the negative control (no YFP expression), low YFP expression, and high
YFP expression. Fluorescence intensities in the YFP channel and Cy5 channel are repre-
sented by false yellow and red colors, respectively. YFP images are from formaldehyde
fixed cells, and Cy5 sFISH images are from methanol fixed cells. (B) Correlation plot.
The mean number of FISH spots is plotted vs. the mean yEVenus expression level. The
error bars are measures of the standard deviation. (C) sFISH spots vs. ploidy. sFISH was
performed on yeast strains with four different ploidies (1n, 2n, 3n, 4n). The error bars
show the standard deviation of the data. The number of spots detected per cell increases
monotonically with the number of copies.
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Figure 4.3: Control experiments with KAP104 FISH. (A) Comparison between mFISH
and sFISH. mFISH and sFISH targeting the KAP104 transcript were performed on the
cells grown in the same tube, but fixed with either formaldehyde (mFISH) or methanol
(sFISH). Cell boundaries are shown in green. In both cases punctate spots can be seen.
mFISH spots are only 2 to 3 times brighter than sFISH spots despite using as many as 48
probes. The relatively low fluorescence signal of mFISH spots compared to sFISH spots is
due to the dye (Quasar 670 vs. Cy5) and illumination geometry (epi vs. inclined). (B) Spot
count distributions from mFISH and sFISH. In these horizontal bar graphs, the position
on the vertical axis represents the number of spots per cell, and bar width represents the
frequency. Red diamonds are the mean values (9.4 for mFISH and 6.5 for sFISH). The wide
distributions represent cell-to-cell variability, not experimental noise. (C) sFISH images
with (right) and without (left) an unlabeled competitor probe. The ratio above each image
is the ratio of unlabeled to labeled probes. (D) Mean number of spots per cell vs. unlabeled
probe. The spot count decreases monotonically with the concentration of unlabeled probes.
The concentration of labeled probes is fixed in the protocol. At 100:1 ratio, only∼0.5 spots
per cell are seen, which is similar to the rate of false positives.
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Figure 4.4: Comparison of spot quality between formaldehyde (white) treated samples and
methanol (blue) treated samples (A) sFISH spots detected from the negative control strain.
On average, there is∼ 0.3 spots per cell in the methanol treated cells (blue) compared to∼
3.1 spots per cell in the formaldehyde treated sample (white). (B) Comparison of signal-to-
noise ratio (SNR) of single probes. SNR of a single Cy5 was calculated from fluorescence
time traces that captured single-step photobleaching events. Signal is obtained from the
single-step drop in fluorescence intensity upon photobleaching, and the noise is calculated
as the standard deviation of the signal prior to photobleaching. The histogram shows that
the spots from methanol-treated cells (blue) have ∼ 2-fold higher SNR than those from
formaldehyde-treated cells (white). (C) Comparison of Cy5 stability. The population decay
curves show that sFISH spots in formaldehyde treated cells photobleach faster than those
in methanol-treated cells. (D) Comparison of probe number per spot. The number of
probes per spot was determined by counting the number of photobleaching steps in the
fluorescence time trace. When a single probe was used, most spots photobleached in a
single step regardless of the fixative of choice (left). In comparison, when five (middle)
or thirty (right) probes targeting the same mRNA were used, more probes were detected
from spots in methanol-treated cells than in formaldehyde-treated cells. For the methanol
samples treated with multiple probes (middle and right panels), binomial distribution fits
are shown in red. For the five-probe experiment (5-probe FISH), Cy5-labeled probes and
inclined illumination are used; whereas, for the thirty-probe experiment, Quasar-labeled
dyes and epi-illumination are used.
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Figure 4.5: Estimation of the hybridization efficiency of single probes. (A) The effect
of varying the number of probes. The histograms of the number of spots detected per
cell are plotted for 1-probe (blue) and 5-probe (white) FISH. (D) Spot intensity vs. probe
number. The mean spot intensity increases linearly with the number of probes as expected
from the binomial distribution. (C) Spot number vs. probe number. The mean number
of spots detected per cell (y) increases with the number of probes (x). The fit model is
y = N(1− (1− p)x) where N is the true copy number, and p is the hybridization rate for
a single probe. p is extracted to be 53 %.
Figure 4.6: PHO5 promoter variants used in this study. PHO5 promoter map. The open
reading frame (ORF) and the transcribed region of the PHO5 gene are shown. The refer-
ence nucleosome map is retrieved from [71]. The first three nucleosomes are numbered
from -1 through -3. The wild-type PHO5 promoter contains two Pho4 binding sites, one in
the exposed region between nucleosome -3 and -2, and one within nucleosome -2. The nu-
cleosomal site (CACGTG) has a stronger affinity to Pho4 than the exposed site (CACGTT).
The promoter variants used in this study have a common lone high affinity site (CACGTG)
in the exposed region with various GC% sequences in the nucleosome -2 region.
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Figure 4.7: YFP Expression Level. YFP intensity is plotted against the percentage of GC
in the promoter sequence of the strain. This is a non-monotonic relationship that shows
the lowest expression in the 27%GC strain and the highest in the 47%GC strain. Error bars
show the standard deviation of the population which is much larger for strains that are more
highly expressing.
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Figure 4.8: Applications of sFISH. (A) Demonstration of FRET-FISH in yeast. Fluores-
cence image acquired under 532-nm excitation was split into two half images based on the
emission wavelength. In each image, the green half on the left is from the Cy3 emission
channel, and the red half on the right is from the Cy5 emission channel. The images shown
represent cells treated with both Cy3- and Cy5-probes (left), Cy3-probe only (middle), and
Cy5-probe only (right). Bright, punctate spots were observed in the Cy5 channel only
when cells were treated with both probes (left). (B) sFISH for mRNA isoform detection.
The schematic on the left depicts alternative transcription initiation sites (arrows) at the
RGL1 locus, which lead to mRNA isoforms with different lengths. Transcription from the
first site produces a full-length mRNA, while from the second site produces a truncated
isoform. Using sFISH with two separate probes, the relative fractions of these isoforms
can be measured. Probe 1 targets the longer isoform only, whereas probe 2 targets both.
The bar plot on the right shows the ratio of sFISH signals with probe 2 to probe 1 measured
with glucose (left) or galactose (right) growth media. Here, the mean total fluorescence
intensity per cell was used as a proxy for sFISH signal because transcription level was too
high to count individual spots.
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Figure 4.9: Controls for dual-probe FRET-FISH. Each image shown is at the same scale
and contrast. A. Cells that have only been treated with a Cy3 labeled probe are shown in
dual-view where the emission on the top and bottom panels of a slice were acquired simul-
taneously. Some bleed-through is expected in FRET experiments. Much of the intensity in
the bottom channel during 532 nM excitation is due to cellular auto-fluorescence, however,
there are some peaks in intensity due to Cy3 emission in the Cy5 channel. B. Cells with
only Cy5 labeled probes are shown. Under 532 nM excitation there is very little fluores-
cence observed. Under 640 nM excitation, Cy5 is seen in the bottom panel and virtually no
emission is observed in the top panel. C. In a TIR setup, Cy3 and Cy5 are observed when
labeled on the same DNA oligo bound to the surface with BSA-biotin. These are designed
to calibrate the affine transformation that maps the top panel to the bottom panel. They
can also be used to calibrate sensitized emission to determine FRET efficiency since these
fluorophores are separated by a known number of nucleotides and double stranded DNA
is essentially rigid below its persistence length. Variations in spot intensity here are due to
non-uniform illumination.
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Figure 4.10: Example images of dual-probe FISH-FRET. A. Three channels of a FRET ac-
quisition are shown on a single cell expressing yEvenus mRNA where every target should
have both probes. The left and right images are during excitation using 532 nM light. These
images represent Cy5 emission (left) and Cy3 emission (right). Cy5 emission during direct
excitation with 640 nM light is shown in the center. This image was taken second so that the
spots that are visible in the FRET (left) image but not the Cy5 (center) image are primarily
due to photobleaching. The spots visible in the Cy3 (right) image are due to a combina-
tion of non-specific binding (lower melting temperature of the probe) and lower detection
efficiency (inactive fluorophores). B. The 256x512 image of Cy5 under direct (Red) and
FRET (Green) emission is shown. Where fluorophores were detected in both channels the
image is yellow. The direct excitation was measured second. Approximately 80% of flu-
orophores were detected in both under this excitation condition with the difference due to
photobleaching during excitation by FRET.
Figure 4.11: Spheroplasting by zymolyase confirmed by absorbance measurement
(OD600).
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Figure 4.12: sFISH signal vs. probe concentration. sFISH was performed on both
methanol- and formaldehyde-fixed cells over a range of probe concentrations. The plot
shows that the average fluorescence signal per cell increases with probe concentration and
plateaus around 60 nM. Each data point is an average from 200-300 cells. Based on this
relationship, the probe concentration of 65 nM is selected for the standard sFISH protocol.
Figure 4.13: False positives in sFISH. Spots counted in each cell are plotted as a histogram.
The negative control strain yields a false positive rate of less than 1 per cell (transparent
bars). For comparison, the distribution from the low expression strain (positive control) is
shown in blue bars.
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Figure 4.14: Photobleaching of FISH spots. Fluorescence intensities from single spots
were monitored under continuous excitation. Most sFISH spots show photobleaching in a
single step, (A), which is evidence for the presence of a single fluorophore. Subsequent
panels from (B) to (E) show traces taken from 2, 3, 4, and 5 probe treatments, respectively.
Overall, the number of photobleaching steps increases with the number of probes used. For
these acquisitions, the exposure time was set to 100 ms.
Figure 4.15: Spot ambiguity. Spots inside a cell are not uniformly bright. Using a single
fluorophore requires every spot to be considered equally. By integrating the area under
the highest intensity Gaussian we can say how often an ambiguous spot occurs. In our
lowest expressing cell we find on average one ambiguous spot. We can say that the fit
represents background peaks, single fluorophores and ambiguous spots. We find that the
rate of ambiguous spots in our highest expressing strain is about 4.4 per cell (13% of spots.)
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Figure 4.16: Image processing. (A) Raw sFISH data from the Cy5 channel for an mRNA
expressing strain. (B) Detection of cell boundaries by applying Sobel filter on the DIC im-
age stack. The local background is approximated by averaging the pixels near the boundary.
(C) Spot detection. All local maximum intensity pixels are considered candidate spots. The
distribution of the background-subtracted spot intensities exhibits a peak near zero and an-
other peak centered at a higher intensity. Only the spots that belong to the higher intensity
peak are qualified as true spots.
Figure 4.17: sFISH signal vs. zymolyase incubation time. sFISH was performed on cells
spheroplasted in zymolyase for different amounts of time. The subsequent probe treatments
were identical. As shown in the plot, the average fluorescence intensity per cell plateaus at
10 minutes of incubation. Each data point is an average from 200-300 cells.
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Figure 4.18: Comparison of FISH with five probes and a single probe. Raw FISH images
for the low expression yEVenus strain are shown for five Cy5-labeled probes (left) and a
single Cy5-labeled probe (right). The average intensity of spots is about three-fold higher
when five probes are used.
Figure 4.19: Formaldehyde vs. methanol. Negative control cells treated with single probes
are shown with formaldehyde fixation (left) and methanol fixation (right). Formaldehyde-
fixed cells exhibit higher cellular background as well as more punctate spots (false posi-
tives) than methanol-fixed cells. Cell boundaries are shown only for methanol-treated cells.
Figure 4.20: Methanol versus Formaldehyde integrated intensity compared to copy number
for all strains. The intensity in the Cy5 channel is integrated over the volume of the cell and
compared to the number of detected spots. The slope is larger in the case of the methanol
treated cells.
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Figure 4.21: Concentration comparison. A. 30x probe set. Formaldehyde and Methanol
histograms of detected spots for 65 nM probes. B. 5x 65 nM probes. Histograms are shown
for 65 nM working concentration. C. 5x 13 nM probes. Histograms for a working concen-
tration where the total concentration of probes targeting the RNA is 65 nM. D. 65 nM single
probe. Histograms of a 65 nM single probe for comparison to multiple probes at the same
concentration per probe or the same total concentration per target.
Figure 4.22: Histograms of FISH spot detection. A. yEVenus detection. The multiple probe
experiment (white) is compared to the single probe experiment (blue). B. KAP104 detec-
tion. The multiple probe experiment (white) is compared to the single probe experiment
(blue).
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Figure 4.23: Multiple probe intensity. The five probes designed to target yEVenus are used
in combination to demonstrate the increase of intensity of the detected spots. There is a
linear increase in the mean intensity of the distribution based on the number of probes
used.
Figure 4.24: Single probe intensities of 5x probe set. Each probe is used in a separate FISH
experiment and then the detected intensity of the probes are shown as a histogram. The
shift in intensity observed when all five probes are used simultaneously is not present when
they are used individually.
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Figure 4.25: Determination of probe location for mRNA isoform profiling. mRNA isoform
data for a yeast gene RGL1 (YPL066W) in glucose (top row) and galactose (bottom row)
are shown at different zoom levels (zoom-out view on the left column and zoom-in view on
the right). The x-axis represents the genomic coordinates around RGL1 on Chromosome
XIV. Green vertical lines mark the ORF boundary. mRNA isoforms published in Pelechano
et al. [70] are represented by red horizontal lines stacked vertically in the order of start co-
ordinate. As shown, the transcriptional profile of RGL1 changes dramatically from glucose
(top row) to galactose (bottom row). The target locations of Probe 1 and Probe 2 are shown
as black bars.
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Figure 4.26: DNA paint. A. yEVenus control versus high expression. A time series of
10000 images at 100 ms is analyzed for peaks. Peak locations in the image are marked
and the sum of these observations is used to reconstruct the 2-dimensional localization
of fluorophores in the image. It can be seen that there are very few spots, ∼1 per cell,
in the control that remain in focus for long enough to accumulate a significant signal. B.
Trajectories of detected spots. The time trace images are analysed and the trajectory of each
detected spot is extracted. This is a representive set of traces. C. Trajectory displacement
step size and duration. The displacement of the detected spot in a trace is shown as a
histogram (left). The length of each recorded trajectory is shown. Trajectories below 5
steps are excluded.
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Figure 4.27: Fluorescence anisotropy of single fluorophores. A. Probes bound to surface.
The original yEVenus probe contained an internally labeled Cy5 and a biotinylated 3’ end.
This probe is attached to the surface by flowing bovine serum albumin (BSA) and in-
cubating for 10 minutes with the biotinylated probes. The top channel represents the S
polarization and the bottom channel represents the P polarization. B. P versus S intensity.
The intensity of single probes in each channel is used to demonstrate that the P polarization
is more intense compared to the S polarization for most detected spots. C. Histogram of
polarization. The difference of intensities divided by the sum defines the polarization of
the spot. The histogram shows that the majority of the spots display some anisotropy with
polarization values between (0.2-0.4).
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Figure 4.28: Black Hole Quencher probe. BHQ-3 is chosen for the best spectral overlap
with Cy5. This quencher functions through Resonant Energy Transfer, but dissipates the
energy through thermal energy rather than fluorescence. When the Cy5 probe is bound
to the quencher probe, there should be no fluorescent signal. When comparing a negative
control to the low expression yEVenus strain, there is still significant signal observed.
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Figure 4.29: End versus internal labeling. A. Multiple end labeled probes. The 30x probe
set is used as a reference for the number of spots detected. B. End labeled single probes.
The methanol FISH experiment is conducted using an end labeled probe sequence identical
to the 26nt sequence used with the internally labeled probe for yEVenus. 5’ labeled Cy5
probes were ordered from Eurofins. C. Internally labeled single probes. FISH is performed
with an internally labeled Cy5 probe with the fluorophore positioned two nucleotides away
from the 5’ end.
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Table 4.2: DNA sequence for yEVenus probes of similar melting temperature. Probes were
designed to have similar GC content and melting temperature. The first probe is used for







Table 4.3: Probe sequences. Listed are sequences of probes used against yEVenus mRNA

































Table 4.4: Probe sequences. Listed are sequences of probes used against KAP104 mRNA
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Table 4.6: DNA sequence for RGL1 probes.
Melting Temp(◦C) Sequence
Probe 1 60.2 [Cy5]TATAACTGGGTGCGTCATTTTCACTTCTTCG
Probe 2 68.3 [Cy5]TAACGTATCAGGTAAACCGGGGCAGCCCCGT
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CHAPTER 5
LOCALIZATION AND DIFFUSION OF TLC1 TRANSCRIPTS
The following work represents unpublished work in collaboration with Virginia Zakian
and her student Patricia Daniela Garcia at Princeton. The work that will appear in a future
publication is presented here with their consent.
The regulation of non-coding RNA transcripts is of fundamental importance in the cell
cycle. The life cycle of these transcripts can be very complex and different compared
to the more studied messenger RNA transcripts. Since many of these transcripts fulfill
functions critical to cell viability, perturbations to the systems surrounding these transcripts
can give rise to variations in expression and localization patterns of these transcripts. One
change to a protein can completely alter the ability of the non coding RNA to perform its
function. One such non-coding RNA is TLC1 which is the RNA sub unit of telomerase and
binds POP proteins which are also components of RNase P and RNase MRP[73]. During
its life cycle the TLC1 transcript must undergo transport to the nucleolus for pop protein
binding, transport into the cytoplasm for the remaining proteins to associate and complete
the process to convert it into the mature telomerase, and then import back to the nucleus
to perform its function. The multi-step transport process involved in producing telomerase
for the cell means that there are many opportunities for the process to break down. In
order to understand any change in this process it is important to use a method that can give
spatial information. One popular method to measure RNA transcripts is single molecule
Fluorescent In Situ Hybridization(smFISH)[63]. This method has been used to determine
models of stochastic gene expression and quantify transcripts at the single cell and single
molecule level in a wide variety of ways. However, since the majority of transcripts studied
with smFISH have been mRNA there is not much reason to consider transport across the
nuclear membrane. Transcripts are mostly either nascent or in the cytoplasm to produce
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proteins. Another challenge is that targeting a transcript that is coordinated with proteins is
likely more difficult with a multiple probe labeling strategy. Here we demonstrate the utility
of our previously reported single fluorophore FISH method[59] to detect and distinguish
organelle level distributions of TLC1 transcripts. Furthermore, we examine the statistics
of the spatial distributions of these transcripts to determine how TLC1 mislocalizes under
mutation of Pop1 and Pop6 proteins.
5.1 Mutation dependent localization of TLC1
5.1.1 Results
TLC1 localization is determined by RNA FISH following a single-probe protocol[59]. The
52-nt long probe targeting TLC1 includes a short 10-nt toehold, a 16-nt stem region and a
10-nt loop of random sequence (Figure 5.1). The hairpin design was adopted to increase
probe specificity. The nucleolus was marked with another FISH probe targeting ITS1 RNA,
and the nucleus was stained with DAPI. We analyzed three-dimensional localization of
TLC1 spots with reference to Cy5 and DAPI signals. TLC1 spots that colocalize with Cy5
and DAPI are categorized as nucleolar and nuclear, respectively. Spots that colocalize with
neither are categorized as cytoplasmic. Examples images of the wild-type, pop1 and pop6
strains for both permissive growth (24 ◦C) and semi-permissive growth (30 ◦C) are shown
in Fig. 5.2. Both TLC1 and ITS1 FISH signals vanished in the presence of 10-fold ex-
cess unlabeled competitor probes Fig. 5.3, indicative of the probe specificity. We detected
8.6± 0.3 FISH spots per cell for the wild-type strain, 24.9± 0.8 for the pop1 mutant, and
16.5±0.7 for the pop6 mutant at 24 ◦C. This 2- to 3-fold difference in spot number between
the wild-type and pop mutant strains is consistent with RT-qPCR measurements at 24 ◦C.
For each strain, the spot number was higher at 30 ◦C than at 24 ◦C growth (Figure 5.1B).
At the single-cell level, the spot number was highly variable. For the wild-type grown at
24 ◦C, this variability was mostly due to the spots in the nucleus, but for all other cases, the
spots in the cytoplasm dominated the variability (Fig. 5.6). We quantified the subcellular
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distribution of TLC1 spots in terms of the cytoplasmic fraction (fc), the ratio of cytoplas-
mic to total spot count, and the nucleolar subfraction (fno), the ratio of nucleolar to nuclear
spot count. If TLC1 transcripts were uniformly distributed throughout the cell, fc would
be simply equal to the cytoplasmic volume fraction of each cell. However, the histograms
of fc obtained at the single cell level (white columns, Figure 5.1D) are markedly more dis-
perse than the histogram of cytoplasmic volume fractions (Figure 5.1C), which reveals that
TLC1 localization is highly regulated. At 24 ◦C growth, the histograms also exhibit strong
bimodality with well-separated peaks near fc = 0 (nuclear) and fc = 1 (cytoplasmic). Our
morphology-based cell-cycle analysis shows that the first peak is high in the G1 phase while
the second peak is high in the S and G2/M phases (Fig. 5.5). In comparison to the wild-type
strain, pop mutants show a lower frequency at fc = 0 and higher frequency at intermedi-
ate values of fc (Figure 5.1D), which indicates that pop mutation leads to more frequent
localization of TLC1 transcripts to the cytoplasm. At 30 ◦C growth, the distribution is no
longer bimodal (blue columns, Figure 5.1D). Instead, pop6 mutant exhibits a distribution
similar to that of the cytoplasmic volume fraction (Figure 5.1C), which suggests that pop6
mutation compromises active nuclear localization of TLC1 at 30 ◦C growth. A similar tem-
perature and mutation dependence is observed for nucleolar localization of TLC1 inside
the nucleus. At 24 ◦C growth, the wild-type strains show nuclear spots mostly outside the
nucleolus, as reflected by the large population near fno = 0 (white columns, Figure 5.1D).
Pop mutation leads to a moderate decrease in nucleolar exclusion. Nucleolar localization
becomes substantially more frequent at 30 ◦C growth (blue columns, Figure 5.1E). How-
ever, under no circumstances, complete nucleolar localization (fc = 0 and fno = 1) was
observed (Fig. 5.4B).
5.1.2 Methods
FISH probes were designed based on a short 26-nt region of either TLC1 or ITS1 RNA
and contain a 10-nt overhang that induces hairpin formation according to mFOLD[74]
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Table 5.1: TLC1 and ITS1 probe sequences. Probe sequences for the hairpin probes for
TLC1 and ITS1 and their competitors are shown.
Melting Temp(◦C) Sequence
TLC1 47.7 /5Cy3/GGATCGGTACGAAGAAGGAATAACAGTAGAAAGGTACTGTTATTCCTTCTTC
TLC1 control 49.7 GGATCGGTACGAAGAAGGAATAACAG
ITS1 51.1 /5Cy5/GCCCGGCTGGACTCTCCATCTCTTGTCTTCAGATTGAACGGAAGACAAGAGATGGAGAGT
ITS1 control 47.8 GCCCGGCTGGACTCTCCATCTCTTGTCTTC
(Table 5.1). Probes were reconstituted in TE buffer and an annealing cycle is run on a PCR
machine before use.
Cells were grown overnight in 150 mL of SD Complete or SD -ura dropout media at
either 24 ◦C or 30 ◦C. Besides the following modifications, cells were prepared for FISH
as described previously[59]. Cells were harvested once 0.6 OD600 was reached. Cells
were fixed in 10% v/v formaldehyde at room temperature for 45 min and spheroplasted
and permeabilized overnight in ethanol. Hybridization was performed overnight with a
working concentration of 50 nM for both probes. Cells were pelleted and resuspended in
1 mL of wash buffer containing 1 µL of 1 mg/mL DAPI. Cells were incubated in this wash
buffer for 10 min at 30 ◦C to wash out weakly-bound probes. Cells were washed once more
without incubation and then aspirated and kept at 4 ◦C until imaged. 3 µL of concentrated
cells were applied to a slide pre-cleaned with ethanol and were mixed with 3 µL of oxygen
scavenging buffer by gentle pipetting. Slides were sealed with epoxy. Z-stack images were
acquired at 100 ms exposure by Micromanager[75], in 200 nm steps over 10 µm using a
motorized stage. Laser output was set to produce 25 mW of power at the sample plane
for both 640 nm and 532 nm illumination (1185055, Coherent; LCX-532L-100, Oxxius),
and the LED controller was set to 0.5 Vfor UV illumination (M375L4, Thorlabs). The
laser light was spun by a 2D-galvo system to achieve a uniform illumination[38]. Cell
segmentation and FISH spot identification were performed using Matlab image processing
toolbox. Nucleolus and nucleus locations were determined by intensity-based thresholding.
Objects of volume smaller than 10 pixels were removed from the analysis. Spot location
was extracted by applying a CLEAN algorithm[76]. In this algorithm, a Gaussian profile
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fit to a maximum intensity spot is sequentially subtracted from the original image until the
intensity in the cell falls below the minimum acceptable intensity of a single fluorophore.
Cell cycle assignment to G2/M was made based on the eccentricity of the nucleus. Cell
cycle assignment to G2/M was made by separating the bimodal distribution of the nucleus
size: Cells with smaller nuclei were assigned to G1 phase, and cells with larger nuclei were
assigned to S phase.
5.2 Mutation dependent diffusion of TLC1
In order to become the mature holoenzyme telomerase, a TLC1 transcript must undergo a
series of transport, folding, and binding steps (Figure 5.8C). This involves transport into
the nucleolus, which does not have a membrane and makes up about 25% of the volume
inside the nuclear membrane. The nucleolus is composed of granular and fibrilar regions
around a cavity and condenses around the DNA that codes for ribosomal components[77].
The fibrilar regions contain the rDNA and both regions are composed of ribonucleoproteins
that are involved in the production of ribosomes. The TLC1 transcript enters the nucleolus
because it is the location of POP1 and POP6 proteins which are subcomponents of RNase
P and RNase MRP. As such these proteins are most concentrated in the nucleolus. Once
the Pop proteins are bound, the TLC1 transcript exits the nucleolus and then is transported
through the nuclear membrane to bind Ku and Est proteins, which are located in the cyto-
plasm. After binding Ku and Est proteins, the TLC1 transcript is the mature holoenzyme
and is transported back into the nucleus to maintain telomeres. The telomeres in yeast are
attached to the nuclear membrane so that the majority of TLC1 transcripts should be found
near the nuclear membrane[78] (Figure 5.10A). The location of this membrane is then the
most important thing to determine with confidence. It is unlikely that the location of the
membrane could be determined by a depletion in intensity due to it being smaller than the
diffraction limit at about 20 nm thick[79].
The diffusion of TLC1 transcripts is determined by projecting all detected spots onto the
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axis of minimum distance to the nuclear membrane. This is determined by creating a vector
of all the boundary pixels and calculating the minimum euclidean distance between this set
of points and the sub pixel location of a spot determined by a 3-dimensional Gaussian fit.
The volume of the nucleus and nucleolus are calculated based on an intensity threshold
used to logically select the portion of the image to consider the nucleus or nucleolus. In
the case of the nucleus, the intensity cutoff was chosen by observing that there seemed to
be two peaks in the volume of nuclei in the images when an arbitrary cutoff was chosen.
This intensity cutoff was modified to stretch the size of the first peak away from zero
until it appeared Gaussian. When comparing this selection of nucleus size to the relative
localization of TLC1 transcripts they both appeared to be at approximately a radius of 7-10
pixels away from the centroid of the intensity distribution of the nucleus (Figure 5.9B-C).
Furthermore, the size of the nucleus relative to the total size of the cell is similar to literature
measurements of the nucleus size (∼15%)[80] and the same goes for the nucleolus size
(∼ 25%)[81].
It is observed that the diffusion of TLC1 under can be reasonably well described by
Gaussian fit of the distance away from the membrane, which would be expected for Brow-
nian motion (Figure 5.11). There are some transcripts in that seem better characterized by
an additional Gaussian term. The additional term suggests that there is an change in the
diffusion of some of these terms, which could imply an active process of diffusion. In the
mutants and at elevated temperature the diffusion of transcripts changes and in all cases
the transcripts are super diffusive compared to the TLC1 transcripts in the wild-type strain.
This diffusion is likely because of the need for the transcript to recruit the Ku and Est pro-
teins in the cytoplasm so they are most likely actively transported back across the nuclear
membrane only once they acquire these proteins and are able to fold into the mature form
of telomerase.
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5.3 Two state model of TLC1 transcription
The two state model describes transcription when the gene can be turned on and off. This
model is able to account for distributions of transcripts that do not match a Poisson distri-
bution, which would represent the simple case where there is no secondary regulation of
transcription. In particular the two state model was necessary to describe a case where the
number of transcripts is dependent on bursts of active transcription with long periods of
gene inactivation. The shape of the distribution is then characterized by burst size and burst
frequency, which are represented by the rate of transcription s divided by the rate of gene
inactivation koff and the rate of gene activation kon divided by the rate of mRNA decay γ.
These parameters can be either fit by a gamma function or the full analytical solution for
which the gamma function is the case where the the rate of gene inactivation is significantly
larger than the rate of gene activation and somewhat larger than the rate of mRNA decay.
Gene expression in this case is characterized by short infrequent bursts of transcription.
To establish that the two state model is applicable it is necessary to confirm that there
are nascent sites of transcription detected in the population of cells. This is not an easy task.
There is no reason that it can immediately be assumed that an intense spot in the nucleus
is actually a nascent transcription site rather than the overlap of the fluorescent signal from
multiple telomerase enzymes being localized to a telomere. In order to determine whether
any of the spots detected could be transcription sites, the intensity of each spot is ploted on
the axis of the minimum distance to the nuclear membrane (Figure 5.12). It can be seen that
the majority of intense spots occur two pixels or further away from the selected location
of the nuclear membrane. In addition, it is observed that the number of transcription sites
is small, which is consistent with the concept that TLC1 is a strongly regulated and infre-
quently transcribed RNA. These spots are also more than double the average intensity of a
single spot and seldom much more than three to four times more intense than the average
single spot. This is consistent with small infrequent bursts. Therefore, it seems reasonable
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that the two state model should apply to this gene (Figure 5.13). The burst size increases
for each mutant compared to the wild-type strain. In particular the burst size increases sig-
nificantly in the pop6 mutant under 30 ◦C growth. This suggests that the pop6 mutant has a
faster rate of transcription or less frequent gene inactivation It seems reasonable to assume
that the mutation to pop6 had little impact on the rate of transcription of TLC1 since this
effect isn’t observed at the elevated temperature in the other two strains. Rather, it seems
likely that the mutation to pop6 causes a change in the rate of gene inactivation. Unlike
burst size the burst frequency does not seem very dependent on the change in temperature
for any strain except the wild-type strain. However, the mutation does cause an increase in
burst frequency in the mutants compared to the wild-type strain.
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Figure 5.1: Distributions of TLC1 FISH spots. A. Schematic of the FISH method. TLC1
(green) is targeted by a short 50-nt DNA probe labeled with Cy3 at the 5’ end. ITS1, a
putative nucleolar marker RNA, is targeted with a 50-nt DNA oligo probe labeled with Cy5
at the 5’ end. The nucleus (purple) is labeled with DAPI. A composite image of a single
pop6 cell is shown from the overlap of 3 channels. TLC1 spots are assigned a localization
based on the overlap with the intensity in the other two channels. The scale bar represents
5m. B. The total number of FISH spots per cell. The number of cells analyzed are from
right to left 431, 485, 382, 538, 328, and 340. C. Histogram of single-cell cytoplasmic vol-
ume fraction. Uniformly localized transcripts without any spatial regulation would exhibit
a similar distribution. D. Histograms of the cytoplasmic TLC1 fraction (fc). The bin at
zero represents the fraction of cells with no transcripts in the cytoplasm. This fraction at
fc = 0 is ∼40% for the wild-type strain but drops to ∼5% for the pop mutants. E. His-
tograms of the nucleolar TLC1 subfraction (fno). Two-thirds of cells show no transcripts
in the nucleolus at the 24 ◦C. For the mutant pop1 and pop6 strains, this fraction drops to
40% and 20%, respectively.
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Figure 5.2: Example images of cells. A. Cells grown at 24 ◦C (permissive growth). Images
in each channel are scaled to the same contrast. B. Cells grown at 30 ◦C (semi-permissive
growth). Images in A and B are scaled to the same contrast.
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Figure 5.3: Specificity of FISH probes. Shown are example images of cells treated with
several combinations of unlabeled competitor probes (probes with the same DNA se-
quence). All cells are from the wild-type strain grown at 30 ◦C. Cells were treated with
50 nM labeled probes in all cases. At 10:1 ratio of unlabeled to labeled probes, the num-
ber of spots decreases substantially. At 100:1, the number decreases even further. Each
unlabeled probe affects only the FISH signal produced by its competitor probe.
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Figure 5.4: Distributions of TLC1 spot localization. A. Nuclear localization. In the wild-
type strain at 24 ◦C, localization to the nucleus (fnuc) is strongly bimodal between full
(fnuc=1) and none (fnuc=0) with only ∼ 40% of cells showing some intermediate values.
The mutant strain shows an increase in intermediate nuclear localization compared to the
wild-type strain. At the elevated temperature, an even higher fraction of cells show local-
ization outside of the nucleus. B. Nucleolar localization. Wild-type strain at 24 ◦C growth
are mostly found with no transcripts in the nucleolus. While this bin remains the dominant
mode of localization in the population, the mutant cells demonstrate a shift to showing
some fraction of transcripts localized. At the elevated temperature all distributions includ-
ing the wild-type strain demonstrate a shift towards increased localization in the nucleolus.
However, there are very few instances where the cell shows full localization to the nucleo-
lus, unlike the nucleus and cytoplasm. C. Relative decrease in the nuclear fraction. In the
wild-type strain at 24 ◦C growth, the majority of the transcripts that are within the nuclear
membrane are found in the nucleus. In the mutants the distribution of cells shifts away
from localizing most transcripts in the nucleus. The wild-type strain at 30 ◦C growth show
transcripts localization evenly split between the nucleus and nucleolus. The mutant strains
show more localization in the nucleolus.
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Figure 5.5: Dependence of cytoplasmic fraction (fc) on the cell cycle. A. Wild-type strain.
Cells were split into three categories based on cell eccentricity and nucleus size. Nuclei
with eccentricity less than 0.4 were considered to be either in G1 or S phase and nuclei
above that threshold were considered to be in G2/M phase. Only 10% of cells had nuclei
with eccentricity above this threshold. TLC1 spots localize to the cytoplasm as the cell
cycle progresses. B. Pop1 mutant. During S phase, there is an increase in localization of
spots to the cytoplasm. At 30 ◦C, bimodality is suppressed at all cell-cycle phases. C. Pop6
mutant. Both mutants show an increase in localization of spots to the cytoplasm compared
to the wild-type strain. However, the pop6 mutant is observed to have more spots in the
cytoplasm at 30 ◦C than the pop1 mutant.
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Figure 5.6: Variance of the number of FISH spots in different cellular compartments. Nu-
clear (V arnuc), nucleolar (V arno), and cytoplasmic (V arc) variances are compared with
each other, and the total variance (V artot) is shown for reference. For the wild-type grown
at 24 ◦C, the nuclear variance is the largest among the three. For all other strains and growth
conditions, the cytoplasmic variance is the largest
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Figure 5.7: Correlation of spot counts in different subcellular compartments with the total
spot count. A. Wild-type strain. For wild-type cells at permissive growth, the total spot
count is strongly correlated with nuclear spot count, but weakly correlated with nucleolar
or cytoplasmic spot count (red, 24 ◦C). At semi-permissive growth (black, 30 ◦C), the total
spot count is less correlated with the nuclear spot count, but more correlated with the nucle-
olar or cytoplasmic spot count. B. Pop1 mutant. For pop1 cells at permissive growth, the
total spot count is strongly correlated with the nuclear spot count with some cells showing
no correlation. At semi-permissive growth, pop1 cells show reduced correlation between
the total spot count and the nuclear spot count but increased correlation to the nucleolar
spot count. The total spot count is strongly correlated to the cytoplasmic spot count. C.
Pop6 mutant. For pop6 cells at permissive growth, the total spot count is increased com-
pared to the wild type but has the same pattern of correlation. At semi-permissive growth
for pop6 cells, the total spot count shows no correlation to either nuclear or nucleolar spot
counts but is strongly correlated with the cytoplasmic spot count.
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Figure 5.8: Schematic of TLC1 lifecycle. A. TLC1 probe schematic. TLC1 is targeted
using a hairpin probe to increase specificity. B. Example cells. Cells are shown from the
pop6 mutant for each of the three channels used in this experiment, Cy3, Cy5, and DAPI.
C. Lifecycle of TLC1. A transcript is generated in the nucleus and must enter the nucleolus
to bind pop proteins. The transcript is then exported to the cytoplasm to bind additional
proteins. Once the mature telomerase enzyme is formed, the transcript is imported back
to the nucleus to perform its function. At each point, there is the possibility of protein
dissociation and RNA degradation.
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Figure 5.9: Relative size of Nucleus and Nucleolus. A. Nucleus size. The size of the
intensity region selected as the nucleus based on the DAPI image is shown as a histogram
of volume fractions. The fraction was calculated using the segmented region of the cell.
B. Nucleolus volume. The the most intense region of the cell in the CY5 channel that was
also near the nucleus is compared to the size of the nucleus selected in the DAPI channel.
The mean ratio is 28.67±0.020.
Figure 5.10: Choosing the appropriate nuclear boundary. A. TLC1 activity near the nuclear
membrane. The TLC1 transcript has several factors in its lifecycle that drive it to the
nuclear membrane. The need for Ku/Est proteins drives it to the membrane when it is in
the nucleus. The need to maintain the telomeres drives it to the membrane when it is in the
cytoplasm. Finally, the mature enzyme localizes to the telomeres which are attached to the
nuclear membrane when it returns to the nucleus. B. Histogram of nuclear radii. The radius
of the nucleus for wild-type cells grown at 24 ◦C is shown as a histogram and fit with a sum
of two Gaussians. The radius is between seven and ten pixels. This equates to a nucleus
that represents ∼15% of the cellular volume. C. 2nd derivative of the cumulative radial
distribution. To illustrate the correspondence of spot location and the radius selected, the
second derivative of the cumulative radial distribution of spots is shown. There is a peak
corresponding to the first peak of selected nuclear radii and a local minimum at the second
peak. D. Cumulative radial distribution. The cumulative distribution of spots shows that
there is a difference in relative diffusion with regards to the nuclear membrane for cells
grown at 30 ◦C
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Figure 5.11: Diffusion of TLC1. A. Cumulative radial distribution at 24 ◦C. The detected
spots in the entire experiment are represented along the axis of the minimum distance to
the nuclear membrane selected in the DAPI channel. B. Cumulative radial distribution at
30 ◦C. Both the pop1 and pop6 mutant are distributed further from the nuclea membrane
than at the 24 ◦C condition and compared to the wild-type cells. C. 24 ◦C sum of Gaussians.
All three strains are fit with a sum of Gaussians, which has a very small χ2 in all cases.
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Figure 5.12: Transcription site selection. A. Spots detected. All spots in the representative
image are shown with a blue mark. B. Transcription sites. The transcription sites are
shown in blue. There is only one site per cell and every site is within the nucleus by at least
2 pixels from the selected border. C. Intensity versus distance from nuclear membrane.
The distance is calculated by fitting spots with a Gaussian profile and extracting sub pixel
coordinates. The intensity of each spot is shown with regards to the distance away from the
nuclear membrane. Transcription sites are designated with blue. D. Intensity of spots. The
intensity of every spot detected in the experiment is shown with background subtracted.
The distribution is unimodal with a small fraction of spots showing intensities that are
larger than expected from Gaussian distributed intensities. E. Location of spots that are
brighter. The spots in the tail are selected at intensity values over 1000. The majority of
these spots are at the edge or within the nucleus.
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Figure 5.13: Two state model of TLC1 transcription. A. Fit of 24 ◦C cells. The fit of wild-
type (left), pop1 mutant (middle), or pop6 mutant (right) cells is shown in red. B. FIt of
30 ◦C cells. The strains show increased number of transcripts in all cases. C. Burst size.
The number of transcripts produced during each transcription event defined as the ratio of
the rate of active transcription to the rate of gene inactivation. The burst size increases in
the mutant strains and at increased temperature with a more dramatic temperature based
change in the pop6 mutant. D. Burst frequency. The burst frequency is defined as the ratio
of the rate of gene activation to RNA decay. The burst frequency increases in both mutants
and at increased temperature.
129
CHAPTER 6
STRAND DISPLACEMENT BASED BARCODING OF RNA ISOFORMS
Alternate splicing variation can lead to families of transcripts that share significant se-
quence homology, but are not separably observable through conventional FISH methods.
An interesting class of non-coding transcripts that is of broad interest due to its potential
impact as a biomarker of cancer[82] is circular RNA, which are either covalently closed
circularized exons or intron lariats which are closed by a different mechanism[83]. Most
of the understanding of circular RNA and its ubiquity in cells across all eukaryotes comes
from ensemble methods such as bioinformatics, PCR based methods, or gel electrophore-
sis. The biological function of these transcripts is poorly understood in general, but the
demonstration that CDR1AS functions as a miRNA sponge suggests that circular RNA
can perform key regulatory functions. Broader understanding of these transcripts and their
biology requires the ability to overcome the technical limitations of detecting them.
RNA FISH is a robust method that has been used for several decades to quantify the
distribution of RNA transcripts. This method involves targeting an RNA transcript with
a multiplicity of fluorescently labeled DNA oligonucleotide probes in order to observe a
strong punctate signal. The drawback of this method is that it requires at minimum 2̃00
nucleotide sequences to detect RNA with greater than 98% efficiency. When considering
alternate splicing variations, conventional FISH methods are further limited by the lack of
long exons that are unique to the isoforms. In principal, spatial barcoding could enable the
detection of isoforms with adequate length of targets, but these methods also suffer from in-
creased acquisition and analysis requirements. The joining of the 5’ and 3’ ends of the RNA
is the most unique feature to these transcripts over their linear homologues. One approach
targeting these junctions would be to design a probe that to single nucleotide specificity is
to use a probe masked to expose only a short ten nucleotide toe-hold in conjunction with
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a set of guide probes to determine false positives. In this case, there is no barrier to strand
displacement and the assumption is made that the rate of strand displacement is slower than
the rate of dissociation of toe-holds with single mismatches. If instead the site of interest
is placed at the first base pair in the masked region, a mismatch will massively slow down
displacement kinetics and multiple mismatches with prevent displacement completely.
We demonstrate using the SUS1 gene in saccharomyces cerevisiae that the previous
limitations of conventional RNA FISH methods can be overcome to detect alternate splic-
ing variations and circular RNA. We use DNA strand displacement as a mechanism for
specific detection of RNA isoforms even in cases of short sequences and high homology
between isoforms. We further extend this method using a universal probe and a secondary
displacement interaction to sequentially barcode the NURF1 gene in caenorhabditis ele-
gans an organism that exhibits alternate splicing in a large number of genes. Additionally,
the splicing variants in C. elegans are expressed in normal growth conditions and with some
spatial dependence on location in the germline of C. elegans. The work with C. Elegans is
done in collaboration with Patrick MacGrath and his student Wen Xu.
6.1 HCR on yEVenus
One of the downsides of the sFISH method was the inability to achieve high detection
efficiency. A way to deal with this is signal amplification. This would need to be in a way
that ensured that there was an actively fluorescing dye molecule on each target since we are
not limited by our detection sensitivity. Hybridization Chain Reaction (HCR) is a means
to achieve enzymeless amplification of a nucleic acid sequence using strand displacement
reactions of a pair of meta-stabel probes. The performance of HCR was compared to the
performance of sFISH and mpFISH. In this scheme, the binding site chosen for sFISH is
used as the genomic portion of the HCR probe. The stem of this probe is chosen to be 16
nucleotides based on the results from Choi, et al[84]. They determine that the HCR probe
set is meta-stable when the ratio of stem to hairpin loop length is 1.6 or greater.
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We determine using the high and low expression strains of yEVenus that the HCR de-
tection scheme achieves the same spot count as mpFISH at a working concentration of
approximately 50 nM, which is also where the number of spots saturates (Figure 6.2). An-
other interesting observation is that using mpFISH at concentrations over 100 nM tended to
produce an extremely high background, whereas, in the case of HCR it produces extremely
bright punctate spots. This might be an effect of having binding sites always be active. The
number of photobleaching steps also increases over the concentration range (Figure 6.3).
One question with regards to HCR is how does a mismatch in the stem with respect to
the target RNA effect the ability of HCR probes to amplify. To determine this we designed
two additional pairs of HCR probes which had a mismatch with respect to the target at
either the first one or two basepairs of the stem of the hairpin probe. The hairpin probes
were not mismatched with themselves. This mismatch produced very few amplified spots
for a single mismatch and no amplified spots for two mismatches (Figure 6.1D).
6.2 SUS1 isoforms
Since HCR probes are capable of specifically detecting mismatches in the stem and there-
fore not proceeding to amplify when the sequence is mismatched, this allows to design a
probe that can detect if two pairs of sequences are adjacent. An interesting example where
this is the only unique identifier is circular RNA. There are only 11 genes with two exons
which can produce circular transcripts of the middle exon during splicing in the right cir-
cumstances. In yeast there are no examples of circular transcripts to my knowledge that
are expressed through any other mechanism. It has been shown through RNase resistance
that circularization of the majority of these two intron genes is possible with SUS1 demon-
strating the highest relative expression[85]. A set of HCR probes is designed based on the
SUS1 sequence to target the junctions between each exon as well as the 5’ and 3’ ends of
the middle exon (Figure 6.4A). The aneuploid mutant strains with one to four copies of the
genome as well as the yEVenus strains were both checked for circular RNA expression and
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Table 6.1: SUS1 probe sequences. HCR prbes sequences are shown for the three binding
sites on SUS1 isoforms.
Melting Temp(◦C) Sequence
Circ HCR1 47.7 [Alexa488]GTTTGAAATTCTAATGCTTTGGGGTACTCATACCAAAGCATTAG
Circ HCR2 49.7 CCAAAGCATTAGAATTTCAAACCTAATGCTTTGGTATGAGTACC
J 1-2 HCR1 51.1 [CY3]GTTTGAAATTAGTTCATAGTTTTGGACTAGCAAAACTATGAACT]
J 1-2 HCR2 47.8 AAACTATGAACTAATTTCAAACAGTTCATAGTTTTGCTAGTCCA
J 2-3 HCR1 51.1 [CY5]CTAATGCTTTGGGATACCATTTCATAGTGACCAAATGGTATCCC
J 2-3 HCR2 47.8 AAATGGTATCCCAAAGCATTAGGGGATACCATTTGGTCACTATG
intron retention by incubating cells that had just reached 0.6 OD600 for up to two hours at
37 ◦C. After incubating the cells for just 30 min, the number of SUS1 mature transcripts
had reduced and the number of circular transcripts and intron retentions had increased. The
expression of SUS1 increases monotonically with the number of copies of the genome.
The aneuploidy mutants express more intron retention and circular isoforms at each time
point as well as saturate in circular RNA expression faster. When the Cy3 and Cy5 signal
are colocalized, the transcript is classified as a mature transcript that has had both introns
spliced out of it (Figure 6.5). When incubated at the higher temperature, the amount of
colocalization changes from being mostly spliced transcripts to being mostly misspliced
transcripts. Even at 90 min of heat shock, the cells still demonstrate some colocalization
of Cy3 and Cy5 spots. However, there are also some spots that colocalize either Alexa488
with Cy3 or Cy5. In these cases, it is unclear what has happened. Most likely there is a
circular transcript near a misspliced transcript, however, further experiments would need to
be done to verify this.
6.3 Sequential detection of NURF1 isoforms
6.3.1 Attaching C. elegans to the coverslip
Some labs use Superfrost+ slides to adhere C. elegans for cryo-EM experiments. These
slides come with a strong positive charge that is created by a proprietary silanization
method. When worms are placed on these slides they become strongly adhered and can
be handled over extended periods with little regard to the adherence of the worms. When
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the worms are placed on the slide, the worms are dissected by cutting at the head which
causes the intestine and germline to eject due to pressure. Worms are kept in methanol be-
fore and during dissection and slides are evaporated prior to handling. The downside of this
method of adherence is that the worms are approximately 20 µm thick and have significant
variation in height from the distal end to the oocytes in the germline.
To place the worms at the surface closest to the the objective, functionalization of the
coverslip is necessary. Other options tried included drying the worms on a plasma-etched
surface, embedding in a thin layer of 2% agarose, trapping under a cellulose membrane
from a dialysis tube, and using poly-L lysine coated coverslips. The only option in that
list that worked well was poly-L lysine, which was prepared using a protocol from Worm-
base using high molecular weight poly-L lysine and sodium azide to functionalize the sur-
face. This method of attachment does not last long enough to perform many hybridiza-
tions over a period of two weeks. A final method was to functionalize the surface with
(3-Aminopropyl)triethoxysilane (3-APTES). The protocol for this is as follows.
1. Wash the slides in anionic detergent for 10 min and rinse with DI water. Alternatively,
etch in plasma etcher for 10 min.
2. Sonicate in ethanol for 15 min.
3. Sonicate in DI for 15 min.
4. Sonicate in 1 M NaOH for 30 min.
5. Rinse with DI.
6. Dry using vacuum pump in plasma etcher chamber.
7. Place coverslips in a glass petri dish at angle using a clean glass slide.
8. Dry completely by placing dish on a hot plate at 170 ◦C for 1 h.
9. Place dried coverslips into a coplin jar that is completely dry.
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10. Fill coplin jar to the top with ∼ 50 mL ultra dry Toluene.
11. Add 1 mL to 5 mL of 3-APTES and cover.
12. Incubate at room temperature for 1 h.
13. Dispose of Toluene and rinse with Toluene. (dispose in organic waste)
14. Rinse with ethanol.
15. Rinse for 1 min with DI.
At this point, coverslips are stored in a vacuum and used within several hours. Attempts
to keep coverslips for longer have failed and it is recommended to make them immediately
before use.
A further consideration is the choice of tape. The removable double stick tape (3M)
will detach after several hours of exposure to acqeuous solution. It was necessary to use a
chemical resistant tape (3M, catalog number: 9671LE) that will last indefinitely under the
conditions for FISH. This tape and attachment has been demonstrated to last for several
weeks and at least fourteen hybridizations (Figure 6.8A).
6.3.2 NURF1 probe design
The original design for NURF1 probes was to target individual exons and use HCR as
just an amplification method. The desire was to label three exons with spectrally disctinct
fluorophores and then see the colocalization of these probes to identify the NURF1 isoform.
These exons were chosen so that the middle probe (Cy3 label) was shared between all
isoforms and the identity would be determined by its colocalization with either end labeled
with Alexa488 and Cy5. This was unsuccessful. The only probe that could consistently be
detected was Cy5. This is due to the lower background fluorescence in the red spectrum
for this organism. The failure of this initial design could be due to either the background
fluorescence or the poor quality of amplification. mFOLD predicted a stable hairpin form
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of the probe with a stem that was twelve nucleotides long. This could have had some
impact on the ability of the HCR probe set to amplify. If they were not metastable, it would
be expected to see many intense spots throughout the sample. However, this did not seem
to be the case. In either case, the quality of HCR amplification cannot be ruled out as a
problem without further experiments.
6.3.3 Sequential hybridization
Since the spectral barcoding approach was unsuccessful a redesign of the HCR detection
scheme for NURF1 was performed. In this new scheme, cost would be reduced by de-
signing a universal probe labeled with Cy5 and aligned to both the yeast and C. elegans
genomes to have minimal overlap for a 30 nucleotide sequence (Figure 6.6). A binding
site for this probe and for an additional oligo to act to initiate deconstruction of the HCR
polymer is included at one end of the first HCR probe (Figure 6.7). Therefore, any set of
HCR probes could be ordered without a fluorophore, which is the most expensive part of
oligo synthesis.
FISH is performed by flowing approximately 20 µL to 40 µL of hybridization buffer
with a working concentration of Cy5 probe and HCR probes of 50 nM. This seems to be
the concentration where the background is lowest and number of amplified spots is highest.
Currently, concentrations of 5,10,20,50 and 100 µM have been tested with further analysis
needing to be performed. The goal is to find the concentration where the number of spots
appearing in subsequent hybridizations with the same probe are maximized. Subsequent
hybridization is performed by flowing imaging buffer containing a working concentration
of 1 µM displacer probes into the chamber and incubating at room temperature for 15 min
(Figure 6.8B). This probe binds to the end of the initiator, which has a six nucleotide
toehold (Figure 6.7B). This toehold is purposefully chosen to be short and unstable so
that any displacers that do not get washed away do not impact subsequent hybridizations.
Once the HCR amplified polymer is deconstructed, the products are unbound Cy5 labeled
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probes, unbound amplifier probes, and a fully doublestranded construct of the initiator and
displacer. In principal, any unwashed amplifier should not be able to create false positives
since it is much more likely to form a hairpin again then to bind to anything else in a
subsequent hybridization. We demonstrate that the signal from each hybridization can
be fully reset by a wash with stringent (15% formamide) wash buffer and incubation at
37 ◦C to allow time for unbound probes to diffuse out of the sample. It appears that the
distribution of the FISH spots for each exon is different (Figure 6.8C). Further analysis
methods are being developed to colocalize transcripts across a multi-region image using
an affine transformation to move spots located in one acquisition into the same reference
frame as the other acquisitions.
6.3.4 Binding of HCR probes under extremely high expression
The HCR probe amplification represents an infinitely on binding site that alternates be-
tween two states. If the supply of the two probes is not a limiting factor, then during the
entire hybridization incubation every site is always available to one of the two probes. This
in general presents very little difficulty since the number of potential targets to bind for
most genes is small (¡100). However, an interesting case is found when considering HCR
for a gene like ITS1, where there are thousands of copies spliced out per minute since there
is one copy spliced out of the rRNA per ribosome created. In addition the nucleolus is dis-
assembled during mitosis so that the transcripts while mostly concentrated at the nucleolus
should be present as a pretty significant background throughout the cell. However, this was
not observed when attempting HCR on ITS1. In addition, establishing a working concen-
tration was quite difficult since at low concentrations there was still a significant amount
of probes throughout the cell and a high concentration created a background that was too
bright for the EMCCD camera let alone allowing for any contrast with the nucleolus. This
was true when only the initiator probe was used as well.
To illustrate one possible explanation a simulation of probe biding on a 60x60 grid rep-
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resenting an image the size of a cell is performed through a monte carlo method combined
with a random walk on a 2D lattice. This shows that with a strong binding probability in
the middle of the square and weak binding probability every where else it should be fairly
easy to gain contrast between the two binding sites unless the weak binding probability is
significant. In this case a depletion region appears in the interior of the cell (Figure 6.9A-
B). These cases do not recapitulate the observation. However, there is no reason to assume
that the binding sites should be perfectly homogeneous throughout the exterior region. If
the binding sites are randomly distributed but still significant compared to the total number
of binding sites then there is a case where the binding to the weak sites and strong sites






























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 6.1: Hybridization Chain Reaction (HCR) design and specificity. A. A hairpin probe
is designed to be metastable with another complementary hairpin probe in the hybridiza-
tion condition. The hairpin probe consists of a short 10nt toehold and 16nt stem with an
additional toehold sequestered in a loop. When the input RNA is present the initiator probe
opens and the amplifier probe can then bind. B. Comparison of hairpin probe with and
without amplification. When the amplifier probe is not present, the HCR reaction cannot
proceed and the sample displays only single fluorophores. When the amplifier is present,
the signal is greatly increased and the majority of spots are due to multiple fluorophores.
C. Schematic of input mismatch. The HCR system is designed so that the initiator and
amplifier are fully matched. Either one or two mismatches with the input RNA are present
at the leading basepair of the stem. D. Mismatch dependence of amplification. With no
mismatch, amplification proceeds successfully. When a with one or two mismatches am-
plification does not proceed.
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Figure 6.2: Spot dependence on HCR probe concentration. The control for yEVenus is
compared to the low and high expression strains over a range of working concentrations.
The number of spots detected at saturation is consistent with the multiple probe experiment.
Figure 6.3: Photobleaching steps of yEVenus HCR probes. A concentration series was
performed to determine the effect of concentration on HCR. The number of photobleaching
steps increases from an average of 1 to an average of 4 from 25 nM to 200 nM
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Figure 6.4: Direct detection of circular RNA. A. Probe schematic. The SUS1 gene contains
two introns. Probes are designed to target the junctions between the first and second exon,
the second and third exon, and the 5’ and 3’ ends of the middle exon. B. Temperature
and amplification dependence of signal. Cicular RNA are targeted with Alexa488, which
is very dim compared to Cy3 and Cy5. Alexa488 has a molar extinction coefficient less
than half of either of the other fluorophores (73,000). When cells reach 0.6 OD600, they are
then switched from 30 ◦C to 37 ◦C for up to 120 min. After 30 min, the cells demonstrate
significant accumulation of HCR dependent signal, which represents the accumulation of
circular RNA. C. Time dependence of signal. The accumulation of circularized SUS1
trancripts increases during the first 90 min where it seems to plateau.
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Figure 6.5: Colocalization of FISH spots for circular RNA. A. Individual channels.
Alexa488, Cy3, and Cy5 were excited in succession at 100 ms exposure times. B. Colocal-
ization of spots after 90 minutes of heat shock. Overlap images are shown of the central
region of intensity for Alexa488, Cy3, and Cy5. After the cells have been incubated at
37 ◦C for 30 min, the majority of Cy3 and Cy5 are not colocalized. Alexa488 spots are
occasionally colocalized with either Cy3 or Cy5 spots.
Figure 6.6: Schematic of strand displacement probes and targets. Red designates sequences
that are cognate to the Cy5 labeled probe. The toehold to initiate displacement is purple.
Black is a randomly generated sequence to construct the HCR probe. The genomic se-
quence is colored yellow for the 5’ exon and blue for the 3’ exon. Non-specific sequences
are designated in grey.
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Figure 6.7: Schematic of the reactions for sequential RNA isoform detection. A. HCR re-
action. The HCR probes and universal Cy5 labeled probe are added to hybridization buffer
and flowed into the chamber and incubated overnight. B. Post-acquisition. The displacer
is mixed with imaging buffer and flowed into the chamber at 1 µM working concentration.
C. Non-specific targets. The HCR system is metastable in the hybridization condition and
can only weakly interact non-specifically. The length of the stem determines the effect of
any interaction with the sequestered toehold. The 30nt Cy5 labeled probe is aligned with
the genome of yeast and C. elegans to have minimal overlap.
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Figure 6.8: Sequential hybridization of NURF1 isoforms. A. Worm adherence. Two im-
ages are shown from taken with a cell phone and 10x ocular. Worms stay adhered under
1 mL buffer exchange via pipette. A DIC image acquired with the 10x objective is shown
with green border showing the location of the worm in the larger image. B. Sequential
hybridization and displacement. The same section of the worm is acquired multiple times.
Images of the worm after displacement are taken after 15 min incubation with 1 µM dis-
placer and a wash followed by 30 min incubation at 37 ◦C. Incubation after a wash is not
adequate to remove the signal. C. Hybridization with three probes. A universal Cy5 probe
is hybridized to 3 different sets of HCR probes. The initiator contains the sequence for
the labeled probe. Each image is a constructed from eight fields of view that significantly
overlap with each neighboring frame.
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Figure 6.9: Hybrid Gillispie algorithm. A. Representative trials. The input image repre-
senting the binding probabilities is shown (top). There are 10000 events which are deter-
mined by a monte carlo simulation of binding and time to bind. Here the ratio between
the inner and outer pixel probability is either 10 or 100. When the probability of binding
is high, the trajectories are short and binding events occur mostly in the outer edge. When
the probability is low the trajectories are long and they tend to end at the higher probabil-
ity pixels. B. Intermediate probabilities. Further representative simulations between the
middle points of (A) for the p1:p2 = 10 case. There is a point where the high probability
and low probability pixels have similar amounts of binding except for a region of depletion
around the inner square. C. Randomly distributed outer binding sites. Rather than setting
the probability of each pixel to be the same. The sites for the outer region are randomly
distributed. The number of binding sites ranges from 350/3600 to 2100/3600. The effect of
depletion around the inner region is reduced when the number of binding sites is significant




Single molecule FISH is a robust method that is unsuited to the characterization of short
or highly homologous transcripts. In this work, we have demonstrated that a single flu-
orophore is capable of detecting ∼60% of transcripts. Further, we demonstrate that this
method is well suited to common single molecule tools such as FRET. Using smFRET we
were able to establish the detection efficiency of a single probe and directly demonstrate
that the FISH signal is due to probe binding without needing to use intensity thresholding.
We also demonstrate that this method can provide significant information about the life-
cycle of the non-coding transcript TLC1 without needing to have the absolute transcript
count. This work represents the first demonstration of FISH with a single fluorophore. We
also demonstrate Hybridization Chain Reaction (HCR) amplification in both yeast and C.
Elegans. This technique is then leveraged to exploit strand displacement kinetics and has
shown single nucleotide specificity at the leading basepair in the stem of the HCR probe.
To demonstrate the importance of this specificity, the RNA isoforms of SUS1 in yeast and
NURF1 in C. Elegans are characterized. Furthermore, the addition of a secondary binding
site and a means to initiate an additional strand displacement reaction demonstrates a cheap
and efficient means to fully characterize the isoforms of any RNA transcript.
By sacrificing the robustness of transcript detection, we were left with the necessity to
naively accept every peak in fluorescence intensity to be a transcript. This meant that it was
critical to understand how to accept this with confidence required careful consideration of
each step of the FISH protocol. It was then necessary to address the non-specific spots
found in a negative control. From this we determined that formaldehyde treated cells inter-
act non-specifically with FISH probes at a higher rate with comparison to a methanol fixa-
tion method. We also determined that the spectral purity of reagents in either formaldehyde
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or methanol fixation was significant to removing false positives. This constraint makes this
method much simpler than most FISH methods since they often require extensive testing of
probe sequences, fixative conditions, and hybridization conditions to achieve a good signal.
Another significant benefit is the ability to use a single cognate unlabeled competitor probe
as a control for false positives. This would be unfeasible for a conventional FISH protocol
due to needing up to 48 cognate probes for competitors thereby significantly increasing
cost.
When applying this method to the non-coding transcript TLC1, it was necessary to
consider the integrity and size of the fixed cells. Methanol fixation decreases cell volume
making imaging more difficult. It also has some impact on the nuclear membrane which
may degrade its integrity. Since location relative to the nucleus and nucleolus was desired
and transcripts were likely to be concentrated to a sub-cellular localization formaldehyde
fixation was revisited. We observe that the use of higher quality formaldehyde and a hairpin
probe yield ∼1 non-specific transcript per cell. This was important because having a low
rate of false positives enables this method to make inferences based on the location of
the detected spots with regards to either organelle. We observe that under mutation and
increased temperature, the localization of TLC1 transcripts shifts from being mostly in the
nucleus to being mostly in the cytoplasm. We also observe that the distance of a transcript
in the cytoplasm relative to the nuclear membrane increases compared to the wild-type
strain. In addition, the two state model indicates that the burst size and burst frequency
increase due to the mutation.
HCR was used on several different transcripts and strains including yEVenus and SUS1.
The initial goal for the use of amplification was to determine whether or not a single bind-
ing site could be used to gain the absolute transcript count. By a concentration series,
HCR was shown to recover the absolute number of yEVenus transcripts at the working
concentration that was the same as that for saturating detection with sFISH (65 nM). This
indicates that the major limitation of the single fluorophore method for achieving high de-
148
tection efficiency is the percentage of inactive fluorophores in the probe solution. Based
other projects in the lab, it was believed that strand displacement could function as a kinetic
barrier to FISH probe binding. To explore this hypothesis, we designed a set of HCR probes
that were fully matched, but had a mismatch with the target at either the first one or two
nucleotides of the stem where displacement would initiate. This experiment revealed that
a single mismatch could substantially reduce HCR amplification and a second mismatch
completely suppressed amplification for an otherwise fully matched probe. To exploit this
specificity, circular RNA became the next target. RNA circles are not commonly found
in yeast, however, there are 11 genes with two introns that were demonstrated to express
circular transcripts of the middle exon when exposed to heat shock. We demonstrated that
the expression of both intron retention isoforms and circular isoforms of SUS1 increases
with incubation at 37 ◦C over 30 min intervals for two hours. This is the first demonstration
of direct single molecule detection of a circular isoform that cannot be uniquely identified
by conventional smFISH the sole example of which is CDR1 transcripts[86], the transcript
that serves as the miR-7 sponge.
Isoform detection was also extended to an organism with much more complexity in its
transcriptome, C. elegans. Unlike yeast, very often genes in C. elegans often contain many
introns and can express alternate splicing variations based on location in the tissue and
other factors. Of particular interest to our collaborators was the NURF1 gene, which they
expect to have different spatial distributions of NURF1 isoforms based on the location in the
germline of the worm. Three sets of HCR probes were chosen to target junctions that allow
the identification of five transcript isoforms that are annotated on Wormbase. Furthermore,
it was determined that the detection of Alexa488 and Cy3 is much more difficult than Cy5
in C. elegans. Therefore to create a more cost effective method an indirect labeling system
was chosen so that each binding site contains a toehold for a universal Cy5 probe and a
displacer which can deconstruct the amplified polymer. Using strand displacement, the
signal can be reset after acquisition and hybridization can be performed sequentially with a
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single Cy5 probe. The displacement reaction followed by an incubation in stringent wash
buffer can fully suppress the fluorescence of the previous round of hybridization. This
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