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Abstract
We consider the problem of ﬁnding a schedule for n-independent identical malleable tasks on p identical processors with minimal
completion time. This problem arises while using the branch-and-bound or the divide-and-conquer strategy to solve a problem on
a parallel system. If nothing is known about the subproblems, then they are assumed to be identical. We assume that the execution
time decreases with the number of processors while the computational work increases. We give an algorithm with execution time
exponential in p which computes an optimal schedule. In order to approximate an optimal schedule, we use the concept of phase-
by-phase schedules. Here schedules consist of phases in which every job uses the same number of processors. We prove that one
can approximate an optimal schedule up to a factor of 54 using constant time, and we show that this is optimal. Furthermore, we give
an -approximation algorithm if the speed-up is optimal up to a constant factor.
© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
1.1. Motivation-framework
The multiprocessor scheduling problem for identical processors is well-known and has been studied extensively in
many different variations. If the number of processors on which a speciﬁc job has to be executed is part of the input,
then the tasks are called non-malleable. Otherwise, they are called malleable. If the jobs may be interrupted while
being executed, then the resulting schedule is called preemptive, otherwise it is called non-preemptive. Furthermore,
the deﬁnition of the multiprocessor scheduling problem depends on precedence constraints between jobs, and on the
objective. Veltman et al. [22] give an overview of a multitude of works on various deﬁnitions.
In this paper we consider the problem of ﬁnding a non-preemptive schedule for n independent identical jobs on p
identical processors with minimal total completion time, or makespan. Since the jobs are identical, the execution time
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Fig. 1. Schedule for p = 10 processors and n = 11 jobs. The vertical axis shows the time whereas the horizontal axis shows the processors (ordered
by their numbers, that is, processor 1 on the left-most position and processor 10 on the right-most position). Every rectangle represents the execution
of a job, where the width corresponds to the set of used processors, the number within the rectangle corresponds to the number of used processors,
and the height corresponds to the used execution time.
on any number of processors is the same for all jobs. Fig. 1 illustrates a possible schedule for n = 11 jobs and p = 10
processors.
Using the branch-and-bound or the divide-and-conquer strategy to solve a problem, the problem is split into smaller
subproblems which have to be solved, that is, tasks which have to be executed. In many cases the parallelism given
by the branch and bound tree or by the divide and conquer tree is sufﬁcient to yield a good speed-up. However, in
many other cases this is not true and we have to parallelize the computations performed at the tree nodes. All these
computations are of the same type, so we may assume that they are identical. In this case the scheduling problem we
consider applies. Our motivation for carrying out research on this problem is that this scheduling problem arises whilst
isolating real roots in parallel using the Descartes method [8]. Here, the time function can be computed by analyzing
the parallel algorithm in the LogP-model (see e.g. [6]).
As far as we know there is no previous research on this scheduling problem. We assume that the same properties for
the execution time as in [3] hold. This implies that the execution of the jobs cannot achieve super-linear speed-ups. Up
to now, it is not clear whether a schedule with minimum makespan can be computed in polynomial time.
1.2. Related work
There exist many results on the complexity of various scheduling problems [5]. Du and Leung [9] showed that the
multiprocessor scheduling problem is NP-hard for both non-malleable and malleable jobs, so researchers are interested
in approximation algorithms. If the tasks are non-malleable, then the scheduling problem is a special case of the resource
constraint scheduling problem. Hence the optimal schedule can be approximated up to a factor of 2 using list scheduling
[12].
Krishnamurti andMa [17]were the ﬁrst to study scheduling problemswithmalleable tasks. Belkhale andBanerjee [3]
introduced an algorithm with approximation ratio 2/(1−1/p), assuming that execution time decreases with the number
of processors while the computational work increases. Turek et al. [21] improved this result, using no assumptions, and
showed an approximation factor of 2. Using the same assumptions for the execution time as Belkhale and Banerjee
[3], Blazewicz et al. [4] gave an approximation algorithm with performance guarantee 2, starting from the continuous
version of the problem and using rounding techniques. The latest result is from Mounié et al. [18]. They proved that
an optimal schedule for malleable tasks can be approximated up to a factor of
√
3, using a direct constructing method.
An algorithm with performance ratio 32 has been submitted for publication [19].
The best known approximation algorithm for the problems with identical processors and where jobs are only allowed
to be executed on processors with successive indices is from Steinberg [20]. He showed an approximation factor of
2. Note that this scheduling problem is closely related to the orthogonal rectangle packing problem, ﬁrst investigated
by Baker et al. [1]. See [2,10,16] for a discussion of cutting and packing problems, and results on approximation
algorithms.
Jansen and Porkolab [14] designed the ﬁrst polynomial approximation algorithm for a constant number of proces-
sors using linear programming. Note that this problem is related to orthogonal strip packing of rectangles [11,15].
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Furthermore, Jansen [13] proposed an asymptotic fully polynomial time approximation scheme if p is part of the input,
that is, for any ﬁxed  > 0, the approximation algorithm computes a schedule with makespan at most (1 + ) times the
optimum (plus an additive term), using time polynomial in n, p and 1/.
1.3. Results
As a matter of course, reading the input and returning the output by an algorithm takes time. However, in the
following, we only give time bounds on the execution time in order to simplify the readability of our results. Moreover,
we assume that the manipulation of numbers can be done in constant time.
In Section 2, we formally deﬁne the scheduling problem and introduce an algorithm which computes a schedule
with minimal makespan. We show that its execution time is exponential in the number p of processors. If p is constant,
then this yields an algorithm polynomial in the number n of jobs. However, the algorithm is not suitable for practical
purposes. In order to approximate an optimal schedule, we introduce phase-by-phase schedules (PPS) in Section 3.
Here schedules have a simple structure. They consist of phases in which each job uses the same number of processors.
A new phase cannot be started until the last phase has ﬁnished. We illustrate with the help of an example that the
ratio of the makespan of an optimal PPS and the makespan of an optimal schedule can be 54 . Furthermore, we give a
constant time algorithm which only uses certain PPS providing an approximation factor of 54 . In order to prove this
approximation factor, we prove two technical lemmas in Section 4, providing good lower bounds on the makespan
of an optimal schedule as well as restricting the set of schedules which have to be considered. In Section 5 we use
these lemmas to prove the correctness of the algorithm for the case p/2 < np. The other cases can be proved in
a similar way. Finally, we give an -approximation algorithm in the case that the speed-up is optimal up to a constant
factor in Section 6. This indicates that approximating an optimum schedule is easy when the speed-up is near-optimal.
In general we do not know which class of instances is easy to optimize.
2. Optimal schedules
For the malleable scheduling problem the input consists of n, p and t: n is the number of jobs, p is the number of
processors, and t : {1, . . . , p} −→ R+ is the time function. Here t (i) is the running time of a job on i processors. We
chooseR+ for our theoretical analysis since it is the most general possible image. As a matter of course, all results also
hold if the image of t isQ+. In this case, t can be encoded. For 1 ijp the time function t must have the following
properties:
• monotonicity: t (j) t (i);
• speed-up property: i · t (i)j · t (j).
These properties imply that no super-linear speed-ups can be achieved.
A schedule S = {(i , i ) | 1 in} assigns a set i of processors and a starting time i to every job i such that all
jobs are executed and every processor executes at most one job at any time. We call (i , i ) the plan according to job
i. The objective is to minimize the makespan deﬁned by
max{+ t (||) | (, ) ∈ S}.
A schedule with minimal makespan is called an optimal schedule.
Our next goal is to ﬁnd an algorithm to compute an optimal schedule. Some of these results are also in [7]. In
order to prove the correctness of our algorithm, we ﬁrst show that there always exists an optimal schedule with certain
properties.
Deﬁnition 1. (1) The load vector l(S) = (l1, . . . , lp) of a schedule S is deﬁned by
li = max{+ t (||) | (, ) ∈ S ∧ i ∈ }, 1 ip.
(2) The sorted load vector (S) = (1, . . . , p) is given by i = l(i), 1 ip, where  is a permutation with
l(i) l(j) for all 1 i < jp. Note that p is the makespan of S.
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We show that for each schedule there exists another schedule with the same makespan and which also exhibits
additional properties. One of these properties is that each job in a schedule starts either at time  = 0 or directly after
another job. We now deﬁne this property formally.
Deﬁnition 2. A schedule S is packed if for all plans (, ) ∈ S either  = 0 holds, or there exists another pair
(′, ′) ∈ S with  ∩ ′ 
= ∅ and ′ + t (|′|) = .
Deﬁnition 3. Let S be a schedule for n jobs. The schedules S1, . . . , Sn−1 are called intermediary schedules of S if
S1 ⊆ · · · ⊆ Sn−1 ⊆ S and |Si | = i for all 1 i < n.
In general we can compute a schedule for i > 1 jobs by using a schedule for i − 1 jobs and assigning a set of free
processors to the ith job. We use this fact to give an algorithm. Every step leads to a set of intermediary schedules.
Lemma 1. For each optimal schedule S for n jobs there exists a schedule Sn and intermediary schedules S1, . . . , Sn−1
of Sn such that for 1 in:
(1) S and Sn have the same makespan.
(2) Si is packed, and for the sorted load vector ((i)1 , . . . , (i)p ) of Si the inequality (i)p − (i)1  t (1) holds. No job in Si
is ﬁnished later than in S.
Proof. Let 1 in, and let Si−1 be a packed intermediary schedule. Let j be a processor with l(i−1)j = (i−1)1 , i.e.
j has minimal load among all processors in Si−1. Choose a plan (, ) ∈ S with j ∈  and minimal starting time which
has not yet been considered. Denote S′ = Si−1 ∪ {(, )}.
If S′ is packed then we set Si := S′, and we are done. Otherwise, let  be the earliest time at which all processors
in  in Si−1 are ready. Then S:= Si−1 ∪ {(, )} is packed, and S ∪ (S \ S′) is an optimal schedule. Hence Si := S
is an intermediary schedule.
If the makespan of S′ is larger than (i−1)1 + t (1), then remove (, ) from the schedule and add the plan ({j}, l(i−1)j ).
Proceed in the same way if there exists no (, ) ∈ S \Si−1 with j ∈  and the makespan of S is larger than (i−1)1 + t (1).
If no such (, ) exists and the makespan of S is at most (i−1)1 + t (1) then we may proceed with any plan from S \Si−1
with minimal starting time. 
We get optimal schedules by computing intermediary schedules of optimal schedules iteratively. Due to Lemma 1
we can restrict our search to packed schedules with a sorted vector (1, . . . , p) for which 0p − 1 t (1) holds.
By deﬁnition, packed schedules have the following property:
Observation 1. If a schedule S is packed, then each entry of the load vector (S) = (1, . . . , p) can be written as
i ∈ {a1t (1) + · · · + apt (p) | a1, . . . , ap ∈ {0, . . . , n}}.
In the following we present optimal algorithms making use of this observation. We do so for time functions t : N →
R+ and t : N → N.
Theorem 1. (1) If the range of the time function t is R+, then there exists an algorithm which computes an optimal
schedule using O(n(n + 1)p22p) time.
(2) If the range of the time function t is N, then there exists an algorithm which computes an optimal schedule using
O(log(n) · |V |3) or O(n · |V | · 2p) time, where |V | = t (1)p.
Proof. We can view the scheduling problem as a constrained shortest path problem in a directed graph. For a sorted
load vector (S) = (1, . . . , p) of a schedule S we denote with (S) = (i − 1)i=1,...,p the pattern of S. In the
directed graph, every possible pattern corresponds to a node. Let V be the set of nodes. A directed edge from node i to
node j exists if and only if we can get a schedule with the pattern corresponding to node j by adding a plan to a schedule
with the pattern corresponding to node i. We assign to each edge (i, j) the increase of the makespan caused by adding
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the corresponding plan. Now we can compute the minimal makespan bysearching a path with n edges having minimal
weight.
(1) If the range of the time function t is R+, then Lemma 1 yields |V |(n + 1)p2 . Furthermore, we know that the
graph has out-degree at most 2p. We use dynamic programming to compute all paths with i edges for 1 in. So
we need at most O(n(n + 1)p22p) time.
(2) If the range of the time function t is N, then |V | = t (1)p. We can compute a minimal weight path with n edges in
O(log(n) · |V |3) time using the doubling-technique. The complexity can be computed in the same way as in part
(1), using the fact that we only have to consider |V | = t (1)p nodes for 1 in. 
We have proved that it is possible to compute an optimal schedule using time polynomial in n if the number of
processors is constant. However, the execution time depends exponentially on the number of processors.
3. Phase-by-phase schedules (PPS)
We use a PPS to approximate an optimal schedule. Here a schedule consists of phases in which each job uses the
same number of processors. A new phase cannot be started until the last phase has ﬁnished. Hence we do not have
to store plans for all jobs but may write a PPS with k phases as PPS = (i1, . . . , ik) where ij denotes the number of
processors used in phase j. The makespan is
makespan(PPS) =
k∑
j=1
t (ij ).
Decker and Krandick [8] introduced an algorithm which computes an optimal PPS using O(n2) time. The execution
time of this algorithm can be improved to O(n ·min{n, p}). We now show that there exists an algorithm which computes
an optimal PPS using O(p3) time.
Theorem 2. There exists an algorithm which computes an optimal PPS using O(p3) time.
Proof. Let xi be the number of phases using i processors. Due to the speed-up property, xi i − 1 holds for i2.
Furthermore, at most p/i jobs are executed during such a phase. Therefore, at most
∑
2 ip
xi
⌊p
i
⌋

∑
2 ip
(i − 1)
⌊p
i
⌋
(p − 1)p
jobs are executed in phases using more than one processor.
The algorithm works as follows. If n > (p − 1)p, then compute the minimal r such that n − r · p(p − 1)p. This
can be done in constant time. The schedule starts with r sequential phases. Then, the improved algorithm from [8] is
used to compute the schedule for the remaining n − r · p jobs. This needs O(nmin{n, p}) = O(p3) time. 
Decker [7] showed that the makespan of an optimal PPS is at most twice as large as the makespan of an optimal
schedule. The following example illustrates that computing an optimal PPS cannot lead to an approximation factor
lower than 54 .
Example 1. Let p = 5 and n = 3. Furthermore, let t (1) = 1, t (2) = 12 and t (i) = 13 for all 3 i5. The optimal PPS
is (2,5) with makespan t (2)+ t (5) = 56 . However,  = {({1, 2, 3}, 0), ({1, 2, 3}, 13 ), ({4, 5}, 0)} is an optimal schedule
with makespan 2t (3) = 23 , as illustrated in Fig. 2. So the approximation factor via PPS is 54 . Note that this example
can be extended to p = 3j + 2 and n = 2j + 1 with j ∈ N.
Our next goal is to ﬁnd an algorithm with an approximation factor of 54 using constant time. The idea of our algorithm
is as follows: we compute a solution depending only on the relationship between p and n. We do not know any-
thing about the time function (other than the monotonicity and speed-up properties), and we will consider a PPS.
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Fig. 2. Optimal schedule and optimal phase-by-phase schedule for p = 5, n = 3, and t (1) = 1, t (2) = 12 and t (i) = 13 for all 3 i5.
In the following we show that this algorithm provides an approximation factor of 54 . For the sake of readability, we
only return the makespan of the PPS which we choose. Note that the PPS can easily be derived. The algorithm is as
follows:
Algorithm 1. Phase-by-phase schedule (PPS)
Input: number of jobs n, number of processors p, time function t
Output: phase-by-phase schedule
(1) begin
(2) if n > p then
(3) if p < n 32p then
(4) a =
⌊
p
n−p
⌋
(5) return t (1) + t (a)
(6) if  32p < n2p then
(7) a =
⌊
p
n− 32 p
⌋
(8) return min{t (1) + t (2) + t (a), 2t (1)}
(9) if 2p < n 52p then
(10) a =
⌊
p
n−2p
⌋
(11) return 2t (1) + t (a)
(12) if  52p < n3p then
(13) a =
⌊
p
n− 52 p
⌋
(14) return min{2t (1) + t (2) + t (a), 3t (1)}
(15) else
(16) a =
⌊
p
n− np ·p
⌋
(17) return  np  · t (1) + t (a)
(18) else
(19) if p2  < np then
(20) a =
⌊
p
n− p2 
⌋
(21) if 2p3  < np then
(22) return min{t (1), t (2) + t (a)}
(23) if p3  + p4  < n2p3  then
(24) return min{t (1), t (2) + t (a), 2t (3)}
(25) else
(26) return min{t (1), t (2) + t (a), t (3) + t (4)}
(27) if p3  < np2  then
(28) a =
⌊
p
n− p3 
⌋
(29) if 25pnp2  then
(30) return min{t (2), t (3) + t (a)}
(31) if 2p5  < n < 25p then
(32) if p17 then
(33) return min{t (2), t (3) + t (a), t (4) + t (6)}
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Fig. 3. Optimal schedule and optimal phase-by-phase schedule for p = 11, n = 12, and t (1) = 1, t (2) = 12 and t (i) = 13 for all 3 i11.
(34) else
(35) return min{t (2), t (3) + t (a), t (4) + t (5)}
(36) else
(37) return min{t (2), t (3) + t (a), 2t (5)}
(38) if p4  < np3  then
(39) a =
⌊
p
n− p4 
⌋
(40) if 27pnp3  then
(41) return min{t (3), t (4) + t (a)}
(42) if 2p7  < n < 27p then
(43) if rem(p, 7) = 5 and p36 then
(44) return min{t (3), t (4) + t (a), t (5) + t (9), t (6) + t (7)}
(45) if rem(p, 7) = 6 and p37 then
(46) return min{t (3), t (4) + t (a), t (5) + t (11), t (6) + t (7)}
(47) else
(48) return min{t (3), t (4) + t (a), t (6) + t (7)}
(49) else
(50) return min{t (3), t (4) + t (a), 2t (7)}
(51) if p
k
 < n p
k−1  and k5 then
(52) a =
⌊
p
n− p
k

⌋
(53) return min{t (k − 1), t (k) + t (a)}
(54) end
We now show that Algorithm 1 approximates an optimal schedule up to a factor of 54 using constant time. The proof
for np is more complex, mainly because we aimed to obtain the real approximation factor for this interval. Thus,
the algorithm for np is rather complex. The approximation factor for the simple algorithm that we use for n > p
is 65 . However, we think that by using a more complex algorithm, we could get a better result. The following example
demonstrates that for n > p the approximation factor is at least 87 .
Example 2. Let p = 11 and n = 12. Furthermore, let t (1) = 1, t (2) = 12 and t (i) = 13 for all 3 i11. The
optimal PPS is (1, 3) with makespan t (1) + t (3) = 43 . However,  = {({1, 2, 3}, 0), ({4, 5, 6}, 0), ({7, 8, 9}, 0),
({10}, 0), ({11}, 0), ({1, 2, 3}, 13 ), ({4, 5, 6}, 13 ), ({7, 8, 9}, 13 ), ({1, 2}, 23 ), ({3, 4}, 23 ), ({5, 6}, 23 ), ({7, 8}, 23 )} is an op-
timal schedule with makespan t (2) + 2t (3) = 76 , as illustrated in Fig. 3. So the approximation factor via PPS
is 87 .
Theorem 3. Algorithm 1 computes in constant time a PPS which is at most 54 times longer than an optimal schedule.
If n > p then the approximation factor is 65 .
In Section 4 we prove lower bounds on the makespan of an optimal schedule. Moreover, we show that we only have
to consider a rather small set of PPS to prove an approximation factor. By case analysis we then prove the claim for
the case p/2 < np in Section 5. The other cases can be proved in a similar way.
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4. Technical lemmas
In the following we denote with TOPT the makespan of an optimal schedule. In order to prove Theorem 3 we mainly
consider the quotient of the upper bound provided by Algorithm 1 and a lower bound for TOPT. The following lemma
will help us to ﬁnd good lower bounds.
Lemma 2. Let 1u1u2p, p/u1 + p/u2n, and let the makespan of an optimal schedule consist of at least two
addends.
(1) If t (u1) is an addend in the makespan of an optimal schedule, then TOPT t (u1) + t (u2).
(2) If u2u1 +1 and no t (i), i < u1, is an addend in the makespan of an optimal schedule, then TOPT t (u1)+ t (u2).
Proof. (1) Let t (u1)+∑1 i l t (ki) be the makespan of an optimal schedule. If there exists kiu2, then we are done.
Otherwise, the speed-up property yields
t (u1) + ∑
1 i l
t (ki)  t (u1) + ∑
1 i l
u2
ki
· t (u2) = t (u1) + u2
p
· t (u2) ∑
1 i l
p
ki
 t (u1) + u2
p
· t (u2) ·
(
n − p
u1
)
 t (u1) + t (u2).
(2) Let ∑1 i l t (ki) be the makespan of an optimal schedule. If t (u1) is an addend in this makespan, then we are
done. Otherwise, we have kiu2 for all 1 i l. We get∑
1 i l
t (ki) 
∑
1 i l
u2
ki
· t (u2) = u2
p
· t (u2) · ∑
1 i l
p
ki
 u2
p
· t (u2) · n
 u2
p
· t (u2) ·
(
p
u1
+ p
u2
)
= t (u2) + u2
u1
· t (u2) t (u1) + t (u2). 
We have to consider all makespans of possible schedules. Unfortunately the number of such makespans can become
very large. So ﬁnding a good lower bound is difﬁcult. The next deﬁnition helps us to restrict the number of makespans
we have to consider.
Deﬁnition 4. Let S, T be two packed schedules with makespans
∑
1 lk1 t (il) and
∑
1 lk2 t (jl), respectively.
Then S dominates T if for all valid time functions t, that is, time functions for which the monotonicity and the speed-up
property hold,∑
1 lk1
t (il) <
∑
1 lk2
t (jl).
Lemma 3. Let S be a schedule, r ∈ Q+, n > p · r , and let I ⊆ {m ∈ N |mp} be the set of the number of processors
which are allowed to be used. Then
TOPT min
{∑
i∈I
xi t (i)
∣∣∣∣ ∑
i∈I
xi
i
> r
}
.
Proof. Let 1jp, and let yi(j) be the number of jobs in an optimal schedule which use i processors including
processor j. Now consider a solution to the problem. If there exists a j with ∑i∈I (yi(j)/i) > r , then we are done.
Otherwise, we have
∑
1 jp
∑
i∈I
yi(j)
i
= ∑
i∈I
∑
1 jp
yi(j)
i
p · r < n,
which contradicts the solvability. 
Due to Lemma 3 we only have to consider the makespans of dominating schedules for which
∑
i∈I (xi/i) > r .
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In order to ﬁnd another way to get a lower bound on TOPT, we use the speed-up property as follows: if each job in
the schedule uses at least j processors, then each job needs at least j · t (j) area. This leads to the lower bound
TOPT
n
p
· (j · t (j)).
5. Proof for the case p/2 < np
We investigate some smaller subintervals separately to simplify the reading. Before we start, note the following two
remarks which restrict n and p. In addition Lemma 4 will be helpful in proving our result.
Remark 1. We only have to consider n3:
Let 2k ∈ N with p/k < np/(k − 1).
(1) Let n = 1. Then we have n = p/(k − 1) = 1. So t (k − 1) = t (p), and we are done.
(2) Let n = 2. Then we have p/k < n = 2p/(k − 1). So p2k − 1. Using p5 this implies k3. Hence the
speed-up property yields
TOPT
n
p
(k − 1)t (k − 1) 2(k − 1)
2k − 1 t (k − 1)
4
5
t (k − 1).
Thus, we get an approximation factor 54 .
Remark 2. We only have to consider p5:
(1) Let p = 3 and n = 3, then TOPT = t (1).
(2) Let p = 4. We get
TOPT =
{
min{t (1), t (2) + t (4)} if n = 3,
t (1) if n = 4.
Using the upper bounds provided by Algorithm 1 yields an approximation factor 1.
Lemma 4. Let 2k ∈ N with p/k < np/(k − 1), let a = p/(n − p/k), and let j = rem(p, k). If no more
than p/k jobs are executed by an optimum solution on at most a processors, then
TOPT
(
1 − j
p
)
· t (k) + a
a + 1 ·
p + 1
p
· t (a).
Proof. Consider an optimal schedule. If there exists a job which uses k − 1 processors, we have TOPT t (k − 1), and
we are done. Otherwise, the speed-up property implies
TOPT 
1
p
(⌊p
k
⌋
· k · t (k) +
(
n −
⌊p
k
⌋)(⌊ p
n − p/k
⌋
+ 1
)
· t (a + 1)
)

(
1 − j
p
)
· t (k) + n − p/k
p
· p + 1
n − p/k · t (a + 1)

(
1 − j
p
)
· t (k) + p + 1
p
· t (a + 1)

(
1 − j
p
)
· t (k) + a
a + 1 ·
p + 1
p
· t (a). 
In the following we denote a =  p
n−p/2 . We prove the approximation factor 54 by case analysis in Lemmas 5–10.
The dominating schedules used in the proofs are listed in Table 1. We start by showing that we can assume a4. We
prove Theorem 3 for p4 in Lemmas 5–10.
Lemma 5. If a3 then we have an approximation factor 54 .
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Table 1
Makespan of dominating schedules, p/2 < np
t(1) t (2) + t (a) t (3) + t (7) + t (41)
t (3) + t (5) t (3) + t (8) + t (23)
t (3) + t (9) + t (17)
t (3) + t (10) + t (14)
t (3) + t (11) + t (13)
t (4) + t (5) + t (19)
t (4) + t (6) + t (11)
t (4) + t (7) + t (9)
t (5) + t (5) + t (9)
t (5) + t (6) + t (7)
Proof. Algorithm 1 always returns an upper bound lower than or equal to min{t (1), t (2) + t (a)}.
a2: We have n > p/2 + p/3. This implies
n
⌊p
2
⌋
+
⌊p
3
⌋
+ 1 5
6
p − 1
2
− 2
3
+ 1 = 5
6
p − 1
6
.
By Remark 2, using p5 we get TOPT( 56 − 1/6p)t (1)( 56 − 130 )t (1) = 45 t (1), and we are done.
a = 3: We have n > p/2 + p/4. This implies
n
⌊p
2
⌋
+
⌊p
4
⌋
+ 1 3
4
p − 1
2
− 3
4
+ 1 = 3
4
p − 1
4
.
Note that at most p/2 jobs use two processors (otherwise, TOPT t (1)). Due to Remark 2 we only have to consider
p5. Hence
TOPT 
1
p
(p
2
· 2t (2) +
(
n − p
2
)
3t (3)
)
 t (2) + (3/4)p − 1/4 − p/2
p
· 3t (3)
= t (2) + 3
4
(
1− 1
p
)
t (3) t (2)+ 3
4
· 4
5
t (3) = t (2) + 3
5
t (3) 4
5
(t (2) + t (3)). 
Lemma 6. Let p/2 < np/3 + p/4. Then Algorithm 1 computes a PPS which is an optimal schedule up to
the factor 54 .
Proof. Algorithm 1 returns min{t (1), t (2) + t (a), t (3) + t (4)}. Note that t (2) is a lower bound for the makespan of
an optimal schedule.
If t (a) 14 t (2) we get
t (2) + t (a)
t (2)
 5
4
.
So let t (a) > 14 t (2).
First case: No more than p jobs are executed on at most a processors in an optimum schedule.
By Lemma 5 we only have to consider a4. Since n 712p and n3 implies p6, Lemma 4 yields
TOPT 
(
1 − 1
p
)
t (2) +
(
1 + 1
p
)
· a
a + 1 · t (a)

(
1 − 1
6
)
t (2) +
(
1 + 1
6
)
· 4
5
· t (a) = 5
6
t (2) + 14
15
t (a) >
4
5
(t (2) + t (a)) .
Second case: At least p/2 + 1 jobs are executed on at most a processors in an optimum schedule.
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We only have to consider dominating schedules for which t (a) is the smallest addend which appears in the makespan.
Since t (a) > 14 t (2), we have TOPT4t (a) >
3
4 t (2) + t (a) for all makespan of a schedule S with more than three
addends. But this yields
t (2) + t (a)
(3/4)t (2) + t (a) <
1 + 1/4
3/4 + 1/4 =
5
4
.
Hence we only have to consider makespans with at most three addends. The dominating schedules are those corre-
sponding to the makespans t (1), t (2) + t (a), t (3) + t (a) for a5, t (4) + 2t (a), 2t (5) + t (a), and t (5) + t (6) + t (a)
for a7 (see Table 1).
t (3) + t (a): Since a5 we have
t (3) + t (4)
t (3) + t (a)
t (3) + t (4)
t (3) + t (5)
t (3) + t (4)
t (3) + (4/5)t (4)
2
1 + 4/5 =
10
9
.
t (4) + 2t (a): We have
t (2) + t (a)
t (4) + 2t (a) <
t(2) + t (a)
(1/2 + 1/4)t (2) + t (a) <
1 + 1/4
3/4 + 1/4 =
5
4
.
2t (5) + t (a): We have
t (2) + t (a)
2t (5) + t (a)
t (2) + t (a)
(4/5)t (2) + t (a) <
5
4
.
t (5) + t (6) + t (a): Since a7, we get
t (3) + t (4)
t (5) + t (6) + t (a)
t (3) + t (4)
t (5) + t (6) + t (7)
4/3 + 1
4/5 + 4/6 + 4/7
245
214
<
6
5
. 
Lemma 7. Let p/3+ p/4 < n < 712p. Then Algorithm 1 computes a PPS which is an optimal schedule up to the
factor 54 .
Proof. Algorithm 1 returns min{t (1), t (2)+ t (a), 2t (3)}. Note that there only exists an n with p/3+ p/4 < n <
7
12p if and only if rem(p, 3)/3 + rem(p, 4)/4 > 1. Furthermore, we have p ∈ {7} ∪N9. Consider the makespan of
an optimal schedule.
t (2) is in the makespan:
Denote b = min{p,  p
n−p/2}. Since p/2 + p/bn, Lemma 2 implies TOPT t (2) + t (b).(1) rem(p, 3) = 2 and rem(p, 4) = 2:
This implies 2|p: then ba + 1, and from Lemma 5, b/a 54 .(2) rem(p, 3) = 2 and rem(p, 4) = 3:
This implies n = 712p − 512 . Furthermore, we can write p = 12q + 11, q0. Then
a =
⌊
p
n − p/2 + 1/2
⌋
=
⌊
p
p/12 + 1/12
⌋
=
⌊
12q + 11
q + 1
⌋
,
b = min
{
p,
⌈
p
p/12 − 5/12
⌉}
= min
{
p,
⌈
24q + 22
2q + 1
⌉}
.
If q = 0 then a = b = 11. Otherwise, a12 − 12 and b12 + 103  = 16.(3) rem(p, 3) = 1 and rem(p, 4) = 3:
This implies n = 712p − 112 . Furthermore, we can write p = 12q + 7, q0. Then
a =
⌊
p
n − p/2 + 1/2
⌋
=
⌊
p
p/12 + 5/12
⌋
=
⌊
12q + 7
q + 1
⌋
,
b = min
{
p,
⌈
p
p/12 − 1/12
⌉}
= min
{
p,
⌈
24q + 14
2q + 1
⌉}
.
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If q = 0 then a = b = 7. Otherwise, a12 − 52 = 9 and b12 + 23 = 13.
Hence
t (2) + t (a)
t (2) + (11/16)t (a)
2
27/16
= 32
27
<
5
4
.
t (3) is in the makespan:
Note that n 712p − 512 . If p = 7, then we have n = 4, and we get
TOPT
n
p
·3t (3) = 12
7
t (3).
This implies an approximation factor 76 .Otherwise,p9 implies
p
3 +p5  712p− 512n. SoLemma2yieldsTOPT t (3)+
t (5) > 45 (2t (3)).
t (i), i4, is in the makespan:
If p = 7, then we are done (see case above). So assume p9. Then
TOPT(n/p)4t (4)
7p/12 − 5/12
p
4t (4) =
(
7
3
− 5
3p
)
t (4) 58t (4)
27
 29t (3)
18
>
4
5
(2t (3)). 
Lemma 8. Let 712pn2p/3. Then Algorithm 1 computes a PPS which is an optimal schedule up to the factor 54 .
Proof. Algorithm 1 returns min{t (1), t (2) + t (a), 2t (3)}. Consider an optimal schedule.
t (2) is in the makespan:
Denote b = min{p,  p
n−p/2}. Since (p/2) + (p/b)n, Lemma 2 implies TOPT t (2) + t (b).
If 2 | p then ba + 1. Due to Lemma 5 we have b/a 54 . Hence
t (2) + t (a)
t (2) + t (b)
t (2) + t (a)
t (2) + 45 t (a)
 29
5
= 10
9
.
So let 2p. It is easy to see that b/a 53 if p16. So let p17. Denote n = 712p + x with 0xp/12. We have
b
a
 p/(n − p/2)p/(n − p/2 + 1/2) =
p/(p/12 + x)
p/(p/12 + x + 1/2)
p/(p/12 + x) + 1
p/(p/12 + x + 1/2) − 1 = f (x).
f (x) is monotonically decreasing in x. So we only have to consider the case x = 0, and we get
g(p) = f (0) = 13
p/(p/12 + 1/2) − 1 .
g(p) is monotonically decreasing in p. Hence g(p)g(17) = 299181 < 53 , and we get
t (2) + t (a)
t (2) + t (b)
t (2) + t (a)
t (2) + (3/5)t (a)
2
8/5
= 5
4
.
t (i), i3, is in the makespan:
Since n 712 p, Lemma 2 implies TOPT t (3) + t (4) > t(3) + 34 t (3) = 78 (2t (3)). 
Lemma 9. Let 2p/3 < n < 23p. Then Algorithm 1 computes a PPS which is an optimal schedule up to the factor 54 .
Proof. Algorithm 1 returns min{t (1), t (2)+ t (a)}. Note that there only exists an n with 2p/3 < n < 23p if and only
if rem(p, 3) = 2. This implies n = 23p − 13 . Furthermore, we can write p = 3q + 2, q1. Consider the makespan of
an optimal schedule.
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t (2) is in the makespan:
Denote b = min{p,  p
n−p/2}. Since p/2 + p/bn, Lemma 2 implies TOPT t (2) + t (b). We get
a
⌊
p
n − p/2 + 1/2
⌋
=
⌊
p
p/6 + 1/6
⌋
=
⌊
6q + 4
q + 1
⌋
,
b = min
{
p,
⌈
p
p/6 − 1/3
⌉}
= min
{
p,
⌈
6q + 4
q
⌉}
.
If q = 1 then p = b = a = 5. If q = 2 then 2 | p, and this implies ba + 1. Using Lemma 5 we get b/a 54 . So let
q3. Then, a5, b8. Hence,
t (2) + t (a)
t (2) + (5/8)t (a)
2
13/8
= 16
13
<
5
4
.
t (i), i3, is in the makespan:
Due to Remark 2 we only have to consider p5. Note that at most p/3 jobs use three processors (otherwise
TOPT2t (3)). Using the speed-up property yields
TOPT 
1
p
(p
3
· 3t (3) +
(
n − p
3
)
· 4t (4)
)
 t (3) +
(
4
3
− 4
3p
)
t (4) t (3) + 16
15
t (4).
Due to Lemma 5 we only have to consider a4. Thus,
t (2) + t (4)
t (3) + (16/15)t (4)
(3/2)t (2)
(2/3 + 8/15)t (2) =
15
12
= 5
4
. 
Lemma 10. Let 23pnp. Then Algorithm 1 computes a PPS which is an optimal schedule up to the factor 54 .
Proof. Algorithm 1 returns min{t (1), t (2) + t (a)}. Consider the makespan of an optimal schedule.
t (2) is in the makespan:
Denote b =  p
n−p/2. Since p/2 + p/bn, Lemma 2 implies that TOPT t (2) + t (b). If 2 |p then ba + 1. Due
to Lemma 5 we have b/a5/4. Hence
t (2) + t (a)
t (2) + t (b)
t (2) + t (a)
t (2) + (4/5)t (a)
2
9/5
= 10
9
.
So let 2p. Note that at most p/2 jobs use two or three processors (otherwise, TOPT2t (3)). Due to Remark 2 we only
have to consider p5. Hence
TOPT
1
p
(
p
2
· 2t (2) +
(
2
3
p − p
2
)
· 4t (4)
)
 t (2) + 2
3
t (4) >
4
5
(t (2) + t (4)).
Due to Lemma 5 we only have to consider a4, and this implies
t (2) + t (a)
(4/5)(t (2) + t (4))
5
4
.
t (i), i3, is in the makespan:
Since n 23p, Lemma 2 implies TOPT2t (3)
4
5 (t (2) + t (3)). 
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6. An -approximation algorithm
In the previous sections we proved that there exists a constant-time algorithm with an approximation factor of 54 .
We now show that if the speed-up is good enough and p is large enough, then an optimal PPS (which can be computed
in O(p3) time as seen in Section 3) approximates an optimal schedule up to a factor of 1 +  for any  > 0. Using
r = n/p we denote
Tk = min
{
k∑
i=1
yit (i)
∣∣∣∣ k∑
i=1
yi
i
r
}
.
Note that Tp is a lower bound on the makespan of an optimal schedule. The following lemma is the key to our algorithm.
Lemma 11. For 1kp we have TpTk − t (k).
Proof. Denote
∑p
i=k+1 (yi/i) = a/k + b with a ∈ N0 and 0b < 1/k. Furthermore, let
zi =
{
yi if i < k,
yk + a + 1 if i = k.
This implies
∑
1kp
zi
i
= ∑
1 ik−1
yi
i
+ yk + a + 1
k

k∑
i=1
yi
i
+ k
∑
k+1 ip (yi/i)
k
= ∑
1 ip
yi
i
r.
The speed-up property yields
Tp =
p∑
i=1
yit (i)
k∑
i=1
yit (i) +
(
p∑
i=k+1
yi
i
)
kt (k) =
k∑
i=1
yit (i) +
(a
k
+ b
)
k · t (k)
=
k∑
i=1
zi t (i) − (a + 1)t (k) + (a + bk)t (k) =
k∑
i=1
zi t (i) + (bk − 1)t (k)Tk − t (k). 
If t (i · j)(c/i)t (j), c constant, then the previous lemma yields an approximation algorithm.
Theorem 4. Let t (i · j)(c/i) · t (j), c constant. Then the optimal PPS is optimal up to a factor of 1 + 6√4c3/p.
Proof. Let  > 0. We will show that the optimal PPS is optimal up to a factor of 1 +  if p4 · (c3/6) holds.
n <  · p: We choose the minimal i ∈ N with p/(i + 1) < np/i. Hence t (i) is an upper bound and t (i + 1) is a
lower bound on the makespan of an optimal schedule. This yields
t (i)
t (i + 1)
t (i)
(i/(i + 1)) · t (i) = 1 +
1
i
,
and we are done.
n · p: The coefﬁcients y1, . . . , yp in the deﬁnition of Tk deﬁne a PPS. With this schedule we cannot handle
all jobs. However, due to speed-up property we have at most i − 1 phases using i processors. So we have at most∑
1 ik (i−1) = 12 (k−1)k phases using more than one processor. Ifp 12k3, then the remaining jobs can be executed
in exactly one more phase using k processors. For an optimal PPS with makespan TPPS we have TPPSTk + t (k) if we
use at most k processors. We choose the minimal k ∈ N with k2c/2 and get
TPPS  Tk + t (k)Tp + 2t (k)Tp + 2c
k
t (1)
 Tp + 2t (1)Tp +  · n
p
t(1)(1 + ) · Tp. 
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Remark 3. (1) Combining Theorems 1, 2 and 4 leads to an -approximation algorithm.Use the optimal phase-by-phase
algorithm if p4 · (c3/6) holds and the optimal algorithm from Theorem 1, otherwise.
(2) Theorem 4 can be generalized to other time functions fulﬁlling t (i) → 0 for i → ∞.
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