We propose a method of measuring extremely weak magnetic fields in the inter galactic medium prior to and during the epoch of cosmic reionization. The method utilizes the Larmor precession of spin-polarized neutral hydrogen in the triplet state of the hyperfine transition. The resulting change in the brightness temperature fluctuations encodes information about the magnetic field the atoms are immersed in. The method is most suited to probing fields that are coherent on large scales. Due to the long lifetime of the triplet state of the 21-cm transition, this technique is naturally sensitive to extremely weak field strengths, of order 10 −19 G (or 10 −21 G if scaled to the present day). Therefore, this might open up the possibility of probing primordial magnetic fields just prior to reionization. Moreover, such measurements are unaffected by later magnetic fields since 21-cm observations preserve redshift information. If the magnetic fields are much stronger, it is still possible to recover information about their orientation. In this paper (Paper I in a series on this effect), we perform detailed calculations of the microphysics behind this effect, and take into account all the processes that affect the hyperfine transition, including radiative decays, collisions, and optical pumping by Lyman-α photons. We conclude with an analytic formula for the brightness temperature of linear-regime fluctuations in the presence of a magnetic field, and discuss its limiting behavior for weak and strong fields.
I. INTRODUCTION
Magnetic fields (MFs) are seen in astrophysical structures on a wide range of observable scales, both in the local universe [1, 2] and at high redshifts [3] . Typical field strengths in galaxies and galaxy clusters are a few to a few tens of µG, with coherence lengths of up to hundreds of kpc [4] . In contrast, the properties of the intergalactic magnetic field, i.e. that on larger length scales, are largely unknown.
The leading paradigm for the origin of large-scale cosmic MFs assumes some kind of amplification and dynamo-based sustaining of weak seed fields [5] . These seed fields may originate from mechanisms effective during structure formation, or could be primordial remnants from the early universe (see, for example, Refs. [5] [6] [7] [8] ). The search for primordial magnetic fields (PMFs) is an active area of investigation in astrophysics and cosmology, as their observation would open up a new window into the physics of the early universe and possibly provide an entirely unexplored source of information about inflationary and pre-reheating processes.
Current upper limits on large-scale MFs come from several different observations, and are on the order of 10 −9 G. They are derived from the limits on Faraday rotation of the cosmic-microwave-background (CMB) polarization [9] and of the radio emission from distant quasars [10] , measurements of the CMB temperature anisotropies [11] , limits on CMB spectral distortions [12] , and various observations of large scale structure [13] .
More recently, observations of TeV sources by the Fermi mission have been interpreted as implying the existence of magnetic fields stronger than 10 −15 G with Mpc scale coherence lengths, in local large-scale-structure (LSS) voids [14] [15] [16] . Plasma instabilities might avoid these bounds by eliminating the expected cascade of lowerenergy gamma rays [17] , but recent simulations indicate these instabilities might saturate, and thus challenge the viability of this argument [18] .
All these methods have their advantages, but share the common feature of being sensitive to the integrated effect of any MFs along a line of sight. Thus their measurements can be contaminated by low-redshift magnetic fields of astrophysical origin, for instance, those carried by galactic winds. Moreover, these methods optimally detect only fields which are much stronger than typical expectations for PMFs. Thus a definitive probe of PMFs needs to have the following features:
• The ability to isolate the effects of fields at different redshifts. In particular, sensitivity at high redshifts (prior to, or at the dawn of structure formation).
• Sensitivity to extremely low field strengths. Inflationary, post-inflationary, and structure-formation related mechanisms typically generate seed fields with strengths in the range 10 −30 -10 −15 G [7, 8] .
• The ability to recover the MF power spectrum, whose features might give insight into the specifics of the process of magnetogenesis.
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This is Paper I of a series that proposes a new observational probe of magnetic fields, which has all the desired properties listed above. In this paper, we lay out the details of the microphysics behind it, while Paper II of this series [Gluscevic et al., in prep] evaluates detectability for various PMF models and experimental setups. The method discussed here is based on the effect of global MFs on the redshifted 21-cm emission from neutral hydrogen prior to and during the epoch of cosmic reionization (EoR), whose measurement is the goal of a number of low-frequency radio arrays, such as MWA [19] , LOFAR [20] , PAPER [21] , LEDA [22] , SKA [23] , and others. The 21-cm signal allows insight into very high redshifts (in the approximate range 7 < z < 30), including early epochs where the intergalactic medium (IGM) was just beginning to be affected by stellar feedback.
This method relies on the availability of internal (spin) degrees of freedom to hydrogen atoms in the triplet state of the ground hyperfine transition. As we show in the body of the paper, an anisotropic radiation field spinpolarizes these levels. Such anisotropies are naturally present in the early universe due to density fluctuations. In the presence of a background magnetic field, the Larmor precession of the atoms leads to a characteristic signature in the 21-cm brightness temperature. In particular, the magnetic field breaks the statistical isotropy of the measured two-point correlation functions of the brightness temperature, which encapsulates information about both the MF's coherence length and strength. This effect is inherently sensitive to extremely weak MFs, smaller than ∼ 10 −19 G. 1 This remarkable sensitivity is due to the long lifetime of the excited state, during which even very slow precession results in a substantial change in the direction of the emitted radiation.
The rest of this paper is organized as follows. We give some background about 21-cm cosmology, and the Hanle effect (which is closely related to the effect considered in this paper) in Sections II A and II B. We then introduce the effect in a simple, semi-classical manner in Section III. We lay out the notation and formalism we use in Section IV, including our description of spin-polarized atoms in IV A and the anisotropic radiation field in the vicinity of the 21-cm transition in IV B. Next, we study the excitation and de-excitation of the atoms by the 21-cm radiation in Section V. We compute the rates of depolarization by competing non-radiative processes in Section VI, with VI B and VI C dealing with spin-exchange collisions and optical pumping by Lyman-α photons respectively. We describe the radiative transfer of 21-cm photons in Section VII. We put together all these results and calculate the resulting change in the brightness temperature fluctuations in Section VIII. Finally, we summarize the paper and lay out our conclusions in Section IX. 1 Note that a frozen magnetic field should scale as ∝ (1 + z) 2 due to flux conservation; the "comoving" field strength, defined by extrapolation to the present day, would be 10 −21 G.
Various technical details involved in the computations are collected into the appendices.
II. BACKGROUND A. 21-cm cosmology basics
The 21-cm line of neutral hydrogen corresponds to the transition between the hyperfine sublevels of its ground state, whose origin is the interaction between the spins of the proton and the electron. This interaction reorganizes the four possible spin states of the electron and proton into singlet and triplet levels, which are separated by an energy gap of 5.9 × 10 −6 eV, which corresponds to radiation with a wavelength of 21.1 cm or a frequency of 1420 MHz in the rest frame.
In the early stages of the EoR, the universe was still mostly neutral, and fluctuations in the brightness temperature of the 21-cm line were mainly driven by (mostly Gaussian) density fluctuations. This stage lends itself to a very precise statistical description, allowing us to get a good handle on the expected 21-cm signal from these redshifts [24] .
The first generation of EoR experiments, such as the MWA, PAPER and LOFAR, aim to achieve a statistical detection of the 21-cm signal from the EoR. Second generation experiments, such as the SKA, are planned to come online within the next couple of decades. They aim to perform detailed tomography of the IGM out to z ∼ 30. Future 21-cm observations of the high-redshift universe can open up a new frontier in cosmology, with a sample volume far exceeding that probed with current observations. Several authors have suggested that cosmological 21-cm radiation could be used to detect primordial magnetic fields via their dynamical effects on density and gas temperature fluctuations [25] [26] [27] . The method proposed here using radiative transfer is sensitive to much weaker fields than those investigated by these authors.
The conventional appeal of 21-cm observations is the availability of redshift information (in contrast to other probes of the very early universe such as the CMB), the access to small-scale modes (Silk damped in the CMB and washed out by nonlinear evolution today), and the consequent large number of accessible modes [28] . The effect studied in this paper relies on another aspect of the transition: in the triplet state, the net magnetic moment of the atom (which is dominated by the magnetic moment of the electron), takes on different values depending on the magnetic quantum number. It is through this magnetic moment that that the 21-cm emission is sensitive to ambient MFs, as explained in the following sections.
For unpolarized atoms, the detectability of the 21-cm signal hinges on the spin temperature T s , which quantifies the relative number densities of atoms in the two hyperfine levels of the electronic ground state:
Here F = 0 denotes the lower (spin-antiparallel) hyperfine level, F = 1 denotes the upper (spin-parallel) level, 3 is the ratio of statistical weights, and T * = ω hf /k B = 68 mK is the hyperfine splitting in temperature units. A signal is detected if the spin temperature of the gas deviates from the temperature of the background CMB T γ at that redshift: net emission occurs if T s > T γ and absorption if T s < T γ . The spin temperature is determined by three major processes: (1) absorption/emission of 21-cm photons from/to the radio background at that redshift (primarily the CMB), (2) collisional excitation and deexcitation of hydrogen atoms, and (3) resonant scattering of Lyα photons from the first stars and galaxies, which can change the spin state via the spin-orbit interaction while the atom is in the excited state. The fundamental quantity of interest observationally is the brightness temperature of the H i 21-cm line [29] . In the optically thin approximation, the brightness temperature fluctuation relative to the CMB at redshift z and hence observed frequency
(see e.g. Ref. [24] ).
2 Here x 1s is the hydrogen neutral fraction (essentially all in the ground state), 1 + δ is the matter density contrast, T s is the spin temperature, and the line-of-sight velocity gradient ∂ v accounts for deviations from the expansion rate of the homogeneous universe.
In this paper, where we take account of the spinpolarization of atoms, we need the full atomic density matrix and not just T s . We will extend the formalism of 21-cm cosmology as needed to derive an equation for ∆T b valid in this case. Several previous analyses have considered polarized 21-cm radiation from high redshift and its "scrambling" by Faraday rotation in passing through the interstellar medium of our own galaxy [30, 31] ; however they did not study polarization of the emitting atoms 3 , and thus did not need to develop the formalism here.
B. Related methods: Hanle effect and ground-state alignment
The effect considered in this paper is closely related to the Hanle effect [32] , which refers to the change in the polarization of resonant-scattering radiation in the presence of external MFs. In solar research, techniques based on the Hanle effect are used for measuring weak MFs in solar prominences and the upper solar atmosphere (see e.g. Refs. [33] [34] [35] [36] ).
Yan & Lazarian [37] [38] [39] proposed an analogous method to probe weak MFs in diffuse media. Since the method discussed in this paper relies on the same atomic physics as these previous studies, we briefly summarize the main idea behind it. Their method relies on the polarization of radiation interacting with atoms or ions with fine (or hyperfine) structure in the ground state. When these species are irradiated with an anisotropic flux of photons, the orientation of the total atomic angular momentum vector gets a preferred direction because photons carry angular momentum and transfer it via interactions. In the language of quantum mechanics, atomic sublevels corresponding to different projections of the angular momentum are unequally populated. If aligned atoms are further placed in an external MF, the orientations of their angular momenta change due to Larmor precession. In other words, the atoms get realigned and the polarization of radiation changes depending on the direction and strength of the MF. The main advantage of using atomic species with (hyper)fine structure in their ground or metastable states is the long lifetimes of these states. Longer lifetimes are associated with longer baselines for Larmor precession, which make the effect sensitive to very weak magnetic fields. These authors recognize the relevance of this effect for studying magnetic fields during the EoR via the 21-cm line of neutral hydrogen [39] and the fine-structure lines of the first metals [40] , but they do not include its calculation in the cosmological context.
The effect considered in this paper is very similar to the above one, except that it relies on the alignment of the excited (triplet) state of the hyperfine transition of neutral hydrogen. It also differs in the respect that the effect of the MFs is seen in the intensity of the outgoing radiation, which is possible due to the statistical nature of 21-cm measurements in cosmology. The cosmic density field contains perturbation modes with a variety of wave vectors k, whose amplitudes obey the underlying statistical isotropy of the Universe. The anisotropy in the scattering properties caused by the magnetic field can then be probed using the varying illumination conditions (depending on the direction ofk), rather than the polarization of outgoing radiation.
III. ILLUSTRATION AND SIMPLE ESTIMATE OF THE EFFECT
Consider a hydrogen atom in the ground state of the hyperfine transition, located in the overdense part of a growing Fourier mode at a suitably high redshift. Moreover, let us assume that the 21-cm line is visible in emission. The brightness temperature fluctuation δT b seen by this atom along a particular line of sight (LOS)n is largely due to stimulated emission and absorption by a thermal background of excited atoms, and is proportional to the optical depth τ integrated along that direction:
where T s and T γ are the spin-and CMB-temperatures, respectively. The optical depth, in turn, depends on the path length over which photons stay within the line:
where σ(ν) is the absorption cross-section at frequency ν, ν 0 is the frequency at line-center, ∆ is the dimensionless Doppler width of the line, c is the speed of light, and dv || /dr || (n) is the velocity gradient along the LOS. The velocity gradient term equals the Hubble rate when the LOS is orthogonal to the wave-vector k of the Fourier mode, but it picks up a contribution from the infall into the growing overdensity when the LOS has a component along k. For an arbitrary direction of the LOS, the velocity gradient term equals
Hence the optical depth of the medium around the atom has a quadrupole dependence with a fractional size proportional to the overdensity, or an absolute size of O(δτ ). This leads to a quadrupole in the incident brightness temperature, oriented such that directions along the wavevector are hotter. Atoms that are excited by absorption have magnetic moments that are aligned with the exciting radiation's magnetic field. For anisotropic incident radiation, this leads to a preference for directions orthogonal to that of hot spots in the incident radiation field. Thus an incident quadrupole spin-polarizes the atoms, i.e. unequally populates the states within the hyperfine triplet. Figure  1 illustrates this effect.
These excited atoms de-excite to the ground state mainly by stimulated emission or non-radiative processes. The former leads to an output quadrupole pattern with the same orientation as the incident one, but a smaller size of O(τ δτ ). This is illustrated in Fig. 2 .
The angular structure of the observed brightness temperature fluctuations is dominated by the contribution of the pre-existing thermal background of excited atoms, and is O(δτ ) in size, as can be seen from Eq. (3). The secondary emission described above is much smaller (by a factor of the optical depth, τ ), and does not correspond to a qualitatively different pattern.
The presence of a background magnetic field breaks isotropy and leads to a unique signature in the angular pattern of this secondary emission. To see this, consider the effect of the magnetic field on the intermediate
1. An illustration of how an incident quadrupole spinpolarizes the triplet level of the hyperfine transition. The hydrogen atom (at the center) is surrounded by a quadrupole intensity pattern with hot (blue, thick lines) and cold (red, thin lines) spots. Absorption of 21-cm photons produces a state with a magnetic moment µ aligned with the magnetic field Bγ of the incident radiation. The incident anisotropy is tranfered to the direction of the magnetic moment. Inset:
The resulting unequal population of the triplet sublevels. For the orientation of this figure, the levels with magnetic quantum number mF = ±1 (thick blue lines) are preferentially populated due to the hot spots. magnetic moment, which has a finite lifetime t d . This lifetime is mainly due to stimulated emission and nonradiative processes such as collisions and optical pumping by Lyman-α photons. Additionally, the moment precesses about the background magnetic field B with the Larmor frequency ω L .
Due to these effects, the moment µ evolves as
In a coordinate system with the background magnetic field along the z−axis, the solution is
Thus the moment precesses through an angle θ B ≈ ω L t d before the atom de-excites. If the de-excitation occurs only via radiative processes, the lifetime is
where k B is the Boltzmann constant, ∆E hf is the hyperfine energy gap, and A is the Einstein A-coefficient or intrinsic width of the line, which is broadened due to stimulated emission by the background CMB with a temperature T γ . We estimate the angle of precession to be
where γ e is the gyromagnetic ratio of the electron. Figure 2 illustrates the precession of the magnetic moment, and that of the quadrupole associated with the secondary emission. From the geometry of the figure with the magnetic field along the z−axis, the change in a mode's brightness temperature depends on which quadrant of the x − y plane the projection of k lies in. Keeping the line of sight alongŷ and assuming the precession angle is small,
The precession-induced correction shown in Eq. (10) distorts the angular structure of the 21-cm emission in a manner unlike any of the usually considered effects -it breaks the symmetry around the line of sight. This distinguishes it from corrections like the usual redshift space distortions due to peculiar velocities. Fig. 3 illustrates this.
In the rest of the paper we go beyond this simple semiclassical treatment of the spin-polarization, and compute the rates of de-polarization by other non-radiative channels. Table I lists the symbols used throughout this paper and the physical quantities they represent.
IV. NOTATION AND BASIC FORMALISM

A. Atomic Density Matrix
We study the level populations of the hydrogen ground state using the density matrix formalism [41] . If we consider an ensemble of atoms consisting of a mixture of states |ψ α with statistical weights W α , then the density Cross section for the transition between the rank-j components of multiplets with F = FI , FJ due to optical pumping by incident Lyman-α photons of frequency ν Sα,S α, (2) Correction factors for the detailed frequency dependence of Lyman-α flux, entering the rate equations for P00 and P2m kγ Wave-vector of the radiation n Direction of the radiation's propagation (line-of-sight from the emitter to the observer)
Phase space density (p. Brightness temperature fluctuation of the 21-cm line relative to the CMB x α, (2) Relative strength of depolarization through optical pumping and radiative channels x c, (2) Relative strength of depolarization through collisions and radiative channels xB operator is defined as
Given the density matrix ρ, the expectation value of a general dynamical operator M is
In order to express the density operator in matrix form, we choose a set of basis states |φ I which are orthonormal and complete, i.e.,
where δ IJ is the Kronecker delta. The matrix elements of ρ are then given by
The interaction between the electronic and the nuclear spin splits the ground state of the hydrogen atom into a superposition of two hyperfine levels, a singlet with quantum numbers (F = 0, m F = 0), and a triplet with (F = 1, m F = 0, ±1). As long as we consider the subset of neutral hydrogen atoms in the 1s electronic state, these states form a complete basis. In the ket notation, these states are represented by |F m F . We will henceforth adopt the convention that indices of the kind I, J, . . . , when used as subscripts for the density matrix ρ or as state labels, run over all four of the hyperfine states of the 1s type. They are purely abstract indices. Depending on the context, their instantiations are either the lower-case roman letters a, b, c, and d or the numbers 1, 0, and −1. Table II maps the various indices to states. Note that numerical subscripts, referred to by m, n, . . . in the text, run over only the triplet states. They equal the magnetic quantum numbers of the respective states. Thus summations over these numeric indices represent ones over only the triplet states.
Within the basis of the two hyperfine levels, the density matrix is of the form
This density matrix consists of four submatrices. The upper diagonal submatrix has only one element (ρ aa ) that describes the probability of finding an atom in the singlet state. The lower diagonal submatrix describes the triplet state. Its diagonal elements represent the probabilities of finding atoms with F = 1 in the states with the corresponding quantum number m F . The off-diagonal elements describe coherences between states of different m F . The remaining two submatrices, with elements in the first row or column describe the interference between F = 0 and F = 1 levels. The time evolution of these terms is proportional to exp (iω hf t), where ω hf = 2π × 1420 MHz is the angular frequency corresponding to the hyperfine gap. These terms rapidly oscillate on macroscopic timescales with average values of zero, thus we do not need to follow them in the calculation. The processes we are interested in only redistribute atoms between the levels, hence the trace of the density matrix is preserved by them. The trace can be taken to be unity as long as we are interested in the population of atoms in the ground electronic state i.e. ρ aa + Tr(ρ mn ) = 1.
The 4 × 4 Hermitian matrix ρ is described by sixteen real numbers. Removing the six real degrees of freedom constituting the sub-matrix ρ am , and the singlet sub-matrix ρ aa , leaves nine real numbers describing the triplet state sub-matrix ρ mn . 
In order to take advantage of the symmetries of the problem, it is convenient to express the density matrix in terms of irreducible tensor operators. We construct irreducible components of ranks j = {0, 1, 2} from the elements of the triplet sub-matrix, in the manner of Ref. [42] :
where the expression in large parentheses is the Wigner 3-j symbol. The indices j and m indicate that the irreducible component P jm transforms in the same way as the corresponding spherical harmonic Y jm does under a rotation of the axes -only components with the same rank j mix. The Hermiticity of the density matrix leads to the characteristic behavior of these components under complex conjugation:
The components of rank zero, one and two are described by one, three and five real numbers respectively. As expected, both descriptions of the triplet state density submatrix have the same total number of real degrees of freedom.
We recover the density matrix in the standard basis from the irreducible components using the following relation:
(19) The explicit forms of the irreducible components are as follows:
, and
The operator of rank zero is a scalar representing the net probability of finding an atom in the triplet, or F = 1, state. The operator of rank one is a vector with three components, and is often called the orientation vector.
It is proportional to the internal angular momentum of the ensemble. The operator of rank two is the so-called alignment tensor, which has five components that are quadratic in angular momentum -they are related to the spherical components of the electric quadrupole tensor. In many applications, excitations between the singlet and the triplet are isotropic. In such cases, only the operator of rank zero, or the net excited-state occupancy, is relevant. The scenario of interest in this paper involves anisotropic excitations, thus we need to use operators of higher rank to describe the spin state of the atoms, which are said to be spin-polarized.
For a system in equilibrium with a heat bath with temperature T , the elements of the density matrix take the form
where β = (k B T ) −1 , and Z = I e −βE I is the partition function of the ensemble.
Given a general density matrix ρ IJ , the spin temperature T s is defined using this equilibrium formula:
In the regimes of interest, the spin temperature is much larger than the temperature associated with the gap, which is T * = ω hf /k B = 68.2 mK. In this limit, the occupancy of the excited state is
B. Phase-space density matrix for radiation
In this section and subsequent sections, we use the Coulomb gauge to describe the electromagnetic field. It is defined by the condition that
where A is the vector potential. In this gauge, the electric and magnetic fields are functions only of the vector potential in the absence of free charges.
As long as we can approximate the electromagnetic field to be Gaussian, we can describe its general state by a density matrix or two-point function, in the same manner as the spin-states of the hydrogen atoms in Section IV A. In order to explicitly realize this, we use the Fourier modes of the vector potential as an orthogonal and complete basis set: (25) with mode functions given by
where k γ is the wave-vector of the radiation. We use a subscript on the wave-vector to avoid confusing it with that of the density fluctuations. The summation over k γ is shorthand for the integral d 3 k γ /(2π) 3 , and the angular frequency is given by ω = ck γ . The symbol e (α) (k γ ) represents polarization vectors for modes propagating in the directionk γ , where α = ±1 indicates right-and left-circularly polarized radiation, respectively, with the phase convention in terms of the unit vectorsθ (northsouth polarization) andφ (east-west polarization):
The expansion coefficients in Eq. (25) are annihilation and creation operators for photons with momentum k γ , with the following commutation relations:
We define the density matrix for radiation in a manner almost exactly paralleling that of Eq. (15), which defined it for the atoms:
wheren denotes the direction of propagation. The phasespace density matrix f αβ (ω,n) generalizes the scalar phase-space density for photons to the polarized case:
The decomposition of the elements of the phase-space density matrix in Eq. (31) using the Pauli matrices connects them to the Stokes parameters:
where the quantities are defined per unit angular frequency ω.
The elements of the phase-space density matrix transform in different ways under a rotation of the axes. The diagonal elements transform as scalars, while the off-diagonal elements transform as quantities with spin weights of ±2 [43] . Hence, their decomposition into moments is of the form
(33) The quantity s Y jm (n) is the spin-weighted spherical harmonic with spin-weight s. The convention of Eq. (33) is slightly different from that in the standard cosmology literature. Appendix A expands on the difference and the reason for adopting the current convention.
Inversion of the coordinate axes (a so-called parity transformation) transforms quantities with spin weights of ±2 into each other. We further split the moments into parity invariants as follows:
The quantities f I,jm and f V,jm are moments of the intensity and circular polarization respectively. A parity transformation multiplies the quantities f E,jm and f B,jm by factors of (−1) j and (−1) j+1 respectively. Hence, the nomenclature of "electric-type" and "magnetic-type" moments.
In this section, we used the plane wave basis to define the phase-space density matrix and its moments. The interaction of partially polarized light and atoms takes on a particularly simple form if we describe the EM field in the alternate spherical wave basis [44] . We use this basis to perform calculations with an atomic physics flavor, due to the simplicity and transparency of the resulting equations. If needed, we can also perform all the calculations in the plane wave basis, with the investment of some extra effort. The substance of the final results does not depend on the choice of basis; when we use the results as inputs to calculations with a cosmology flavor, we use their form in the conventional plane wave basis of this section.
Appendix B expands on the details of the spherical wave basis, and the steps involved in moving back and forth between it and the plane wave basis.
V. INTERACTION BETWEEN HYDROGEN ATOMS AND 21-CM RADIATION
In this section, we work out the effect of radiative transitions to and from spin-polarized states of the atom. We generalize the usual treatment of absorption, and spontaneous and stimulated emission, to account for the evolution of the full density matrix ρ rather than just the level occupation probabilities. Our description of the atomradiation interaction Hamiltonian is similar, in principle if not in detail, to Sections 14.1 and 15.4 of Mandel & Wolf [45] .
Radiative transitions between the singlet and triplet states of neutral hydrogen atoms are accompanied by the emission or absorption of radio photons at or near the frequency of the hyperfine gap. The electronic wavefunctions of both states are of the 1s type in position space, so an electric dipole transition between them is forbidden. The dominant channel is a magnetic dipole transition, which involves the emission or absorption of j = 1 photons of the magnetic type.
The matrix element for the transition from an initial state I to a final state J, via the absorption of a photon of the magnetic type, with angular frequency ω and angular momentum indices j = 1, m is [42] V JI,m (ω) = −i 2 3π
where
JI in the spherical coordinate system. Given the initial and final states, rotational invariance fixes the magnetic quantum number m of the photon.
The magnetic dipole moment is related to the electron's spin-angular momentum by the gyromagnetic ratio i.e. −e Q (M ) = −(g e µ B / )S e , where g e is the Landé g-factor for the electron spin and µ B is the Bohr magneton.
The initial state I is the singlet state a, and the final state J lies within the triplet. We appeal to the WignerEckart theorem to write the various absorption matrix elements in terms of the reduced (or double-barred) matrix element:
(38) Here "h.c." stands for Hermitian conjugation. The Hamiltonian uses the notation for the annihilation operator for a photon of the magnetic type, expanded upon in Appendix B.
From here onwards, we use a dot over a quantity to represent its rate of change with respect to coordinate time. Equation (15) enables us to write down the evolution of the triplet state sub-matrix ρ mn due to the interaction with the EM field. The underlying operator commutes with the matter Hamiltonian, so its evolution is solely due to the interaction H hf,γ , specifically:
Here "c.c.s." stands for complex conjugation with a swap (i.e. swap m 1 ↔ m 2 ). The three-point functions of the atom and the radiation field represent transitions between the singlet and the triplet levels. Appendix C derives expressions for such three-point functions. Plugging in Eq. (C5) gives the evolution equatioṅ
This uses the notation for the radiation's phase-space density matrix in the spherical basis, defined in Eq. (B6) of Appendix B. The transition matrix elements and phase-space density moments are evaluated at ω hf , the angular frequency of the hyperfine transition. However, the frequency in the bulk-rest frame corresponding to ω hf in the interacting atoms' frame is distributed over a broadened profile due to the thermal motions of the atoms.
In this calculation, we assume that the atom density matrix is independent of the velocity. The practical consequence of this assumption is that Eq. (40) can be used as is, with the radiation's phase space density averaged over a Doppler-broadened profile centered around ω hf .
The consequences of relaxing this assumption have been explored in a different context before [46] . In subsequent equations, a bar over quantities is used to indicate averages over the line profile.
In order to simplify the evolution given by Eq. (40), it is convenient to divide the terms into spontaneous and stimulated emission, and photo-absorption contributions.
Spontaneous emission is described by the terms in Eq. (40) connecting the excited state density sub-matrix ρ mn to itself. We write these terms in terms of the irreducible components P jm using Eqs. (17) and (19):
The quantity A is the Einstein A-coefficient for the hyperfine transition. We use Eqs. (36), (37) and (42) to express the transition matrix element in terms of A as follows:
Absorption is described by the terms in Eq. (40) connecting the excited state density sub-matrix ρ mn to the ground state occupancy ρ aa . Using Eq. (43), we write this contribution aṡ
We can define irreducible components, F jm , of the M1-M1 block of the photon phase-space density matrix in the same manner as those of the triplet state density sub-matrix [see Eq. (B10)]. Hence, the photo absorption contribution retains its form when expressed in terms of the irreducible components:
Stimulated emission is described by the terms in Eq. (40) connecting the excited state density sub-matrix ρ mn to itself, via the photon phase-space density moments f
. Using Eq. (43), this contribution iṡ
+ c.c.s. (46) Using Eqs. (17), (19) and (B11), we rewrite this in terms of the irreducible components P jm and F jm :
The summations over angular indices for products of three 3-j symbols, when evaluated, yield the product of a Wigner 6-j symbol along with a 3-j symbol [47] . Thus the evolution of the irreducible components P jm due to stimulated emission iṡ
The expression enclosed in curly braces is the 6-j symbol, and the notation (P j1 ⊗ F j2 ) jm denotes the sum of products of the irreducible quantities P j1m1 and F j2m2 , weighted with appropriate 3-j symbols, to yield a quantity which transforms in the (jm) representation.
In the absence of a density fluctuation, the excited states are isotropically occupied. Thus only the irreducible moment P 00 has a zeroth-order contribution. The radiation field is unpolarized in this case, so only the intensity monopole has a zeroth-order contribution. Thus the only relevant radiation moment in the unperturbed case is F 00 .
As discussed in Section III, a growing density fluctuation leads to an incident quadrupole on the atoms. Hence the extra radiation moment exciting the atoms is of the F 2m type. The spin-polarization due to this quadrupole is described by the alignment tensor P 2m . The orientation tensor P 1m can be neglected to the first order in the fluctuations. (The CMB dipole in the baryon rest frame is first-order in perturbation theory, and thus in principle should be considered -however it has the wrong parity to contribute to P 1m .)
When we sum up the contributions of absorption and emission from Eqs. (41), (45) and (48), we get the net rate of change of the atom density matrix due to radiative processes. Using explicit expressions for the irreducible components F jm of the phase-space density matrix from Eq. (B10), we find thaṫ P 00 | γ = − A P 00 − (3 − 4P 00 ) f I,00 and (49a)
VI. OTHER PROCESSES AFFECTING THE ATOMIC DENSITY MATRIX
The level populations or spin-polarization of the hydrogen ground state can be altered by mechanisms other than emission/absorption of the 21-cm photons. The ones relevant to the subject of this paper are background magnetic fields, hydrogen-hydrogen collisions, optical pumping by Lyman-α photons. Of these, the effect of the magnetic fields is simplest to evaluate.
The transition rates for the isotropically occupied cases due to the other processes have been calculated previously [48, 49] . In this section, we generalize these results to the case of spin-polarized hydrogen atoms -in particular we calculate the rates of de-polarization due to collisions and optical pumping, which are important for determining the lifetime of the excited state of Section III.
A. Background magnetic field
The precession of an atom in an external magnetic field B is the result of the perturbing Hamiltonian
The orbital angular momentum L e vanishes for electronic wavefunctions in the 1s subspace. The spin angular momenta of the electron and proton are comparable, but their masses differ by three orders of magnitude. Hence we neglect the third term in Eq. (50) (the interaction of the nuclear spin with the external magnetic field, since g e /m e g p /m p ). It is simplest to choose a coordinate system such that the z-axis is oriented along the external magnetic field. If we retain only the second term in Eq. (50), we have the following evolution equation for the density matrix:
In terms of the irreducible components P jm , this takes the formṖ
B. Spin-exchange Collisions
Spin-exchange collisions can occur between a pair of hydrogen atoms (atoms A and B) with antiparallel spins (spin up ↑ and down ↓):
Collisions often result in spin-exchange due to the large energy difference between the singlet state of a pair of hydrogen atoms X 1 Σ + g , which has an antisymmetrical spin wave function and corresponds to the ground state of a stable H 2 molecule, and the unbound triplet b 3 Σ + u state. The change in the electronic spin induces a hyperfine transition in the atom because the electron and nuclear spins are coupled by the hyperfine interaction. Since the energy difference between the triplet and singlet state is large, the cross sections for the spin-exchange collisions are much greater than those of spin-flipping transitions induced by magnetic interactions between atoms, in which only one atom can change its spin [50] . We do not consider the latter type of transitions in this analysis.
The rates of spin-exchange hydrogen collisions have been calculated by Ref. [49] for a range of temperatures. We will follow their procedure for obtaining the rate equations for populations of hyperfine levels, which we briefly describe here.
The total azimuthal spin angular momentum of the atomic pair is conserved in spin-exchange collisions. However, the collision cross section depends on how many atoms involved in the collision change their value of the quantum number F . If both atoms change their value of F , making the total change ∆F = 2, the cross section is equal to
where k 2 /2µ is the kinetic energy in the entrance channel (µ = m H /2 is the reduced mass), and δ t and δ s are the phase shifts for elastic scattering in the triplet b 3 Σ + u and singlet X 1 Σ + g configurations, respectively. On the other hand, if ∆F = 1, that is if only one atom changes its value of F , then the cross section is given by
For transitions with no change in the total angular momentum of both atoms involved (∆F = 0), the cross section equals σ 0 = σ + . To get the de-excitation rate of hydrogen atoms, we need to average the cross sections over a Maxwellian velocity distribution. The rates k ± = σ ± v evaluate to
where T k is the kinetic temperature. We can take k 0 ≈ k + . The excitation rate coefficients are given by
The values of coefficients k ± as functions of temperature are given in Ref. [49] and we use them in our calculations.
The final rate equations in Ref. [49] are applicable to the case of isotropically excited hydrogen atoms. The collisional evolution of a general density matrix has been studied earlier in Ref. [51] .
We perform the calculation by choosing a basis where the density matrix is diagonal, and using rate equations with the coefficients k ± for the level populations. This works because different irreducible moments P jm of the atomic density matrix do not mix due to collisions in linear theory. Schematically,
The collision coefficients C j depend only on the rank of the polarization moment j, and not on its projection m. Because of this general property, we only need to calculate the coefficients in the basis where the density matrix is diagonal i.e. only the irreducible components P jm with m = 0 are non-zero [see Eq. (20)]. The equations for the scalar components are slightly more complicated because there are two rank-0 objects that come into play, the occupancies of the singlet and the triplet. We refer to the analysis of Ref. [49] to write down the evolution equations in such a basis:
Since the level of anisotropy is very small, the occupation of a state I can be written as ρ II = ρ 
c | c = 2k
We convert these equations to ones for the irreducible components P jm following the argument leading to the Eq. (58) and the explicit forms of Eq. (20) . The resulting equations are of the form:
(1-0)P 1m , and (63)
where we have extended the notation of Ref. [49] to include both transition and de-polarization rates, which we read off from Eq. (60):
κ (1) (1-0) = 0, and (65c)
The de-polarization rate κ
(1) (1-0) vanishes because the total spin angular momentum of the ensemble, corresponding to the orientation vector P 1m , is conserved in collisions.
If the spin temperature is much larger than T * = 68 mK, the states are nearly equally occupied and P 65), we write down the collisional contributions to the evolution of the revelant pieces of the atom density matrix as follows:
with
These equations assume that the kinetic temperature T k T * , which is valid over the entire range of redshifts.
C. Optical pumping by Lyman-α photons
Optical pumping by Lyman-α (Lyα) photons, or the Wouthuysen-Field effect, is another process which significantly affects the level populations within the hydrogen ground state (see e.g. Ref. [52] ). An atom in the ground (1s) state absorbs a Lyα photon and gets excited to the 2p state. Subsequently, the atom re-emits a photon and returns to the ground state. However it does not necessarily de-excite to the same ground-state level it originated from. Thus, interactions with Lyα photons can change the density matrix of hydrogen atoms within the ground state basis. The hyperfine structure of the ground and first excited electronic levels of the hydrogen atom. The levels are labeled by term symbols F lJ , where l is the spectroscopic notation for the orbital angular momentum, and J and F are the net electronic and total angular momentum respectively. Also shown are all the allowed single photon transitions between the 1s and 2p levels, along with their labels; these involve photons in the Lyα frequency range. Only the downward transitions are shown. Needless to say, the gaps between the levels are not drawn to scale.
The excited state consists of four levels: 0 p 1/2 , 1 p 1/2 , 1 p 3/2 and 2 p 3/2 , where we use the notation F l J for the state in terms of its quantum numbers. The Roman index J here is not a state label, rather it is the quantum number for the net electronic angular momentum. Figure 4 shows the levels with their multiplicities, and the singlephoton transitions which occur between them. Since we will study the effects of these transitions in detail, we adopt the convention that Greek indices represent the excited levels i.e., those within 2p, when used as state labels.
The electric dipole interaction between hydrogen atoms and Lyα photons as a function of time is governed by the Hamiltonian (in the interaction picture) 6 :
where the matrix element Q µI (k γ , α) is given by
As in the case of the EM field in the radio frequency (see Section IV B), the symbol k γ is the photon wavevector, ω is its frequency, e α is the radiation polarization vector and a α (k γ ) is the photon annihilation operator. The quantity d is the electric dipole moment of the atom, which is proportional to the position vector r of the electron. The frequency corresponding to the energy difference between the upper (µ) and lower (I) state is ω µI = (E µ − E I )/ . We divide the changes to the ground-state density matrix due to interactions with the Lyα photons into two categories: (i) depopulation pumping which describes how the ground state is depleted due to absorption of incident Lyα photons, and (ii) repopulation pumping which describes how the ground state is repopulated due to spontaneous emission from the excited 2p state.
To obtain the expressions for the evolution of the ground state density matrix, we follow the derivation presented in Ref. [53] , with slightly modified notation for the purposes of clarity. We start by writing the wave function of an ensemble of hydrogen atoms and the radiation field γ 0 in the interaction picture:
The first term describes the population of atoms in the ground (1s) state and a background population of photons represented by γ 0 . The second term describes the ensemble in which one of the atoms was excited to the 2p state by absorbing a photon characterized by wave-vector k γ and polarization α (the sum is taken over all possible realizations of k γ and α). The third term describes the ensemble in which one of the atoms was excited by absorption of a Lyα photon (with k γ and α) and then de-excited back to the ground state through spontaneous emission of a photon with wave-vector k γ and polarization β.
Using the Schrödinger equation, we get the following set of equations for the time-dependent coefficients b in the wave function. For the initial photon state, we finḋ
for the states with one photon removed,
and for the states with a scattered photon,
The coefficient Γ 2p is the Einstein A-coefficient of the Lyα transition, and the term containing it describes deexcitation of the 2p state through spontaneous emission. We write the density matrix of the hydrogen ground state in terms of the b coefficients describing the contribution of different levels to the total population of hydrogen atoms. In general, the IJ element of the density matrix in the interaction picture is: β) . (74) The time derivative of the first term describes the depletion of the ground state population due to Lyα absorption, whereas that of the second term describes how the ground state is repopulated by spontaneous emission of Lyα photons by atoms that were once excited. In the remainder of this section we derive the expressions for the time change of the density matrix due to these two processes.
Depopulation pumping
Following Ref. [53] , we begin our calculation by writing the expression for the excited state coefficient b µ,(kγ ,α) , which we get by integrating Eq. (72):
. (75) We plug this expression into Eq. 71 to geṫ
Taking the integral over time and keeping only the leading term in the expansion of the exponential giveṡ
where f (k γ ) is the phase-space density of photons. In order to write this equation, we used the following identity to simplify the Lyman-α radiation field's contribution to the matrix elements in Eq. (76):
The time evolution of the ground state density matrix in the interaction picture due to depopulation pumping is given byρ
Hence, in the Schrödinger picture, this becomeṡ
As in Section V, "c.c.s" stands for complex conjugation along with a swap; the indices to be swapped in this case are I and J.
Repopulation pumping
The ground state density matrix also evolves with time due to the repopulation of the ground state via spontaneous emission of photons from the excited state. To find the rate equation for this repopulation, we follow the same approach as in the previous section.
We begin by plugging the expression for the excited state coefficient b µ,(kγ ,α) , which we obtained by evaluating the integral in Eq. (75), into Eq. (73):
Integrating this gives
Combining the results in Eq. (82) and (83), we get:
In deriving this expression we used the definition of the phase-space density in Eq. (78) and the commutation relations of the creation and annihilation operators:
α a β δ αβ , where we assume that the photon number operator a † a 1, which is valid for the UV part of the spectrum, including the Lyα photons.
We can further simplify Eq. (84) by giving level L a small width, i.e. ω L → ω L − i . Due to this width, at large times, the numerator of the final factor on the RHS of Eq. (84) approaches −1. For a given frequency of the incoming photon, ω, this factor is dominated by frequencies of the outgoing photon, ω , for which the denominator is small. In other words, the last factor is dominated by its behavior near its pole, which manifests as a delta function in integrals over the outgoing frequency.
The evolution of the density matrix due to repopulation, in the Schödinger picture is then given by:
We rewrite the phase-space density in terms of the flux per unit frequency, and use Eq. (85) to infer a crosssection for the KL th component of the density matrix ρ to go to the IJ th component. We simplify Eq. (85) by using Eq. (69) for the dipole matrix elements, and approximating the incident Lyα radiation field to be isotropic for performing integrals over the directionsk γ andk γ . This is an excellent approximation due to the large value of the cross-section, and low mean free path for incident Lyα photons. Thus we conclude that Eq. (85) connects only irreducible components of the same rank within the initial and final density matrix.
Let the initial and final states, (I and J), belong to multiplets with total angular momentum quantum numbers F I and F J respectively. We implement the above program to infer the cross-section for a general irreducible component of rank-j within the initial state submatrix to go to the corresponding component within the final state sub-matrix. We use the suggestive notation σ F I →F J ,(j) to represent this cross-section, the expression for which we read off from Eq. (85). We approximate all multiplicative factors of frequencies by the value of the Lyα line-center, and get (using e.g. the methodology of Ref. [48] )
where the symbol ∆ω µI is shorthand for ω − ω µI , which is the frequency offset from the line-center of the µ → I transition. The two 3-j symbols project the irreducible components of rank j and j (which equals j) in the initial and final density sub-matrices in Eq. (85). We further simplify this result using the Wigner-Eckart theorem, following which each factor of a matrix element of the electron's position vector r on the RHS of Eq. (86) yields another 3-j symbol. Using the identity for sums of products of three 3-j symbols, and their orthogonality property, we get the following expression for the cross-section:
When we perform the summation over the upper levels (µ and ν), the terms with µ = ν and µ = ν give Lorentzian line and interference profiles respectively. In this calculation, we assumed that the only factor involved in broadening the lines shown in Fig. 4 is their finite lifetime; in reality, the lines are broadened due to a combination of this and the Doppler effect, owing to which we need to convolve these profiles with the appropriate velocity distributions.
In the case where the triplet sublevels are equally occupied, the only relevant components of the density submatrices are those of rank zero. For j = 0, Eq. (87) gives net transition cross-sections from F = 1 → F = 0 and F = 0 → F = 1, which have been previously worked out. We use the notation and list of line strengths in
where γ 2p = Γ 2p /4π = 50 MHz is the HWHM of the Lyα transition, and φ AB etc. are the interference or lineprofiles for the various lines shown in Fig. 4 .
In the situation of interest in this paper, the triplet is spin-polarized i.e. it has an irreducible component of rank-2. The one extra cross-section which involves this component is
Note that this calculation also gives us the depopulation rates (or equivalent cross-section) of Section VI C 1. These rates are independent of the rank of the irreducible component (or the magnetic quantum numbers) by isotropy. Since the net population of the 2p levels is always negligible, the rate of depopulation from a level is given by the sum of the rates of all repopulations which start from that level:
We obtain the following evolution equations for the irreducible components of interest by subtracting the contri-bution of depopulation from that of repopulation:
To simplify these equations, we use the relation ρ 0 = 1 − P 00 , and substitute the repopulation cross-sections for the rank-zero components from Eq. (88), and the ranktwo component of the triplet from Eq. (90). The effect of optical pumping by Lyα photons on the rank zero component (net triplet occupancy) is complicated by a source term. In the approximation of a very high cross-section (or T > ∞), the states are driven to equal occupancy i.e. P 00 → 3/4. In order to correct the populations for a finite temperature, we need to consider the frequency dependence of the flux J Lyα . This motivates the definition of the flux correction factorS α 7 and the effective color temperature T c,eff , which are given by
and
where J α is the flux on the blue side of the Lyman-α line, before it is processed by any radiative transfer. Substitution of these definitions in Eq. (92) gives us the evolution equation for the occupancy:
The evolution of the rank two irreducible component of the triplet state density sub-matrix is easier to evaluate, since it has no source term. The detailed frequency dependence of the flux J Lyα is not crucial. Substituting the expressions for the cross-sections, we obtain the following depolarization rate:
where the flux correction factorS α, (2) for the rank-two 7 The tilde is to avoid conflict with the usual definition of Sα in the literature, which approximates the color temperature, T c,eff with the kinetic temperature, T k . It is consistent with the notation of Ref. [48] .
tensor is defined such that
and the numerical pre-factor is the integral over frequency of the term enclosed in braces on the RHS of the above equation.
VII. RADIATIVE TRANSFER
Sections V and VI dealt with the evolution of the atom's density matrix due to various processes. In this section, we study the evolution of the components of the 21-cm radiation's phase-space density matrix f X,jm (ω). In particular, the intensity monopole f I,00 and quadupole f I,2m are the relevant multipoles to study for the effect on the brightness temperature.
The baryon rest frame simplifies the details of the matter-radiation interaction, hence we use it throughout this calculation. We restrict ourselves to quantities which are atmost of the first order in smallness in terms of the matter overdensity δ.
The only quantity related to the radiation field with a zeroth-order piece is the intensity monopole f I,00 . From the discussion in Section I, we expect the matter velocity v and the intensity and polarization quadrupoles, f I,2m and f E,2m , to be quantities of the first order in smallness.
The Boltzmann equation for a generic component of the phase space density f X is
The left hand side is the material derivative with respect to the flow of points in phase space, which represents the effect of free-streaming. The right hand side is the source term for the phase-space density, due to interaction with atoms.
A. Free-streaming term
The material derivative of the phase-space density expands to
where, as earlier,n is the radiation's direction of propagation. The second, third, and fourth terms represent advection, time-dependent redshift, and lensing respectively. Since we are interested only in terms up to the first order in the density fluctuations, we neglect lensing (since it is a second-order effect), and replace the coefficient of ∇f in the advection term with its zeroth-order value, which is dx dt = cn.
In order to expand the redshift term, we use the relation between the angular frequency of a photon in the baryon rest frame (ω) and in the Newtonian frame (ω N ):
where v andn are the bulk matter velocity and the direction of the photon's travel respectively. The coefficient of the time-dependent redshift term is
The first term, which is the rate of redshifting in the Newtonian frame, has contributions both from large-scale Hubble flow and gravitational redshifting in the presence of local potential wells. The latter contribution is the Sachs-Wolfe effect. The second term is the timedependent redshift due to local acceleration, and is of the same size as the Sachs-Wolfe term. The final term, which is the origin of the effect of interest, is the contribution of the local matter velocity gradient ∇v. The effect of local velocity gradients is much larger than that of acceleration, which scales as the depth of the potential wells, as long as the modes under consideration are sub-horizon sized. We estimate their relative sizes as
. (104) The second term in Eq. (100) is the advection term. On free streaming, it causes mixing of multipoles on a characteristic timescale ∼ (a/kc) [43] . The size of this contribution relative to the time-dependent redshift term is set by the comparision with the timescale for the photons to redshift through the line. We can safely neglect the advection term as long as we restrict ourselves to modes of wavelengths much larger than the Jeans length, r J , at this epoch. This is a good approximation for the modes under consideration:
. (105) Hence the most important contribution to the timedependent redshift term is the velocity gradient term.
We assume that the fluctuation is a plane wave with comoving wave-vector k, and use the continuity equation to express the velocity gradient in terms of the overdensity as follows:
where H is the Hubble rate at the redshift under consideration and δ is the local overdensity. In writing this equation, we used the standard scaling of the growth factor for a matter dominated universe, i.e. d(log δ)/d(log a) = 1. Thus the free-streaming term of Eq. (100) is
In a coordinate system with an arbitrary orientation,
Using this identity, we write down the free-streaming terms for the relevant moments in a general coordinate system. In order to expand Eq. (107) into moments, we note that the only relevant moments i.e. those which are nonzero up to first order in the matter density fluctuation δ, are the intensity monopole f I,00 (which has a zeroth-order piece too) and quadrupole f I,2m , and the polarization quadrupole f E,2m (vide Section III and Table III) . Thus, up to first order in δ, the equations describing the freestreaming of the relevant moments are Df I,00
Dt =ḟ I,00 The source term describes the evolution of the 21-cm radiation's phase-space density matrix due to interaction with neutral hydrogen atoms. In this section, we generalize the usual treatment of spontaneous and stimulated emission, and photo-absorption to the case of spinpolarized atoms.
We complete construction of the plane wave source termḟ αβ (n, ω)| s in several steps. First, we find the contribution to the plane wave source term from a single atom in terms of spherical operators. Then we sum this contribution over all atoms, with the specified number density n H x 1s . Finally, we turn the required expectation values of spherical operators into photon phase space densities, and re-express them in terms of the radiation multipoles and atomic polarizations.
We write the second-order moments of the photon field in the plane wave basis in terms of the spherical basis by inversion of Eq. (B2):
where ω = k γ /c and λ ∈ {E, M}. We have inserted a factor of e −ikγ ·R here to place the atom (which is the center around which we expand the spherical waves) at position R rather than the origin. It follows that the time evolution of the photon density matrix is
This result is valid if the electromagnetic field interacts with a single atom. However, in the scenario under consideration, it interacts with an ensemble of atoms of number density n H x 1s . We obtain such an ensemble by integrating Eq. (111) over volume d 3 R and multiplying by n H x 1s . Using the rule that e i(kγ
, we obtain a δ-function on the right hand side and hence the result:
Note that in Eq. (112), the derivative on the right-hand side is the contribution of a single atom.
Since the operator a
j m (ω) commutes with the radiation's Hamiltonian H γ , it evolves only in accordance with the interaction Hamiltonian H hf,γ , specifically:
Here again "c.c.s." stands for complex conjugation with a swap (i.e. swap λjm ↔ λ j m ). In the second equality we used Eq. (38) for H hf,γ , and in the third we use the results of Appendix C for the atom-radiation three-point function.
We next use Eq. (43) for the interaction matrix elements, with which Eq. (113) simplifies to
A useful definition is the isotropic absorption crosssection σ(ω) for radiation whose wavelength is close to 21-cm:
where φ(ω) is the absorption profile centered at ω hf . It is broadened from the delta function of Eq. (114) due to the thermal motions of the hydrogen atoms. Substituting Eq. (114) into Eq. (112), using the definition (115) and the notationn for the direction of propagation, we geṫ
(note that because of the symmetry of Eq. 112 under λjm ↔ λ j m symmetry, the "c.c.s." term simply results in the complex conjugate of the contribution with α and β switched, thereby guaranteeing the Hermiticity of the phase-space density matrix). It is profitable to break Eq. (116) into the three terms in braces: these correspond to absorption, spontaneous emission, and stimulated emission, respectively. Each one may be converted back into radiation multipole moments using the inverse of Eq. (33):
(117) This conversion entails the angular integral of products of three spherical harmonics, and results in appropriate sets of 3-j symbols [47] .
The absorption term is
The emission terms involve elements of the triplet state density sub-matrix ρ mn , which are most naturally expressed in terms of the irreducible components P jm using Eq. (19) . The spontaneous emission term simplifies to
and the stimulated emission term simplifies to
We can further rewrite the source terms of (118), (119) and (120) in terms of the parity invariants of Eq. (34) . As noted earlier in Section VII A, the only relevant moments are the intensity monopole f I,00 and quadrupole f I,2m , and the polarization quadrupole f E,2m . Summing up all the contributions yields the following source terms for these moments: 
VIII. SOLUTION FOR THE BRIGHTNESS TEMPERATURE
In this section, we collect the results of the previous sections, and derive their effect on observables i.e. the 21-cm brightness temperature fluctuations.
Let us first consider the Boltzmann equation [Eq. (99)]. It is useful to define a few quantities to facilitate its solution and interpretation.
First, the optical depth τ of the neutral hydrogen gas is proportional to the absorption cross section integrated over the line. For a given Hubble rate H, and a peculiar velocity along the line of sight v || ,
This expression is correct to first order in the fluctuation δ, and assumes that the slow variation of factors of ω in front of the absorption profile in Eq. (115) can be neglected. Expression (122) is the optical depth for the monopole, since it is derived by averaging out the dependence of the velocity-gradient on direction.
Next is the cumulative function X (ω) for the absorption profile φ(ω), which is defined as
It is convenient to express the frequency dependence of quantities in terms of X , which varies between 0 and 1 from the red-to the blue-side of the line. The boundary conditions for the moments are fixed on the blue side of the line i.e. at X = 1:
(124) Finally, the 21-cm brightness temperature fluctuation relative to the CMB, δT b , is defined via the phase-space density on the red side of the line:
Before we write down the form of the Boltzmann equation, it is worthwhile to note the sizes of various relevant terms. Table III shows the sizes of the relevant pieces, and summarizes the estimates made in Section III.
We solve for the phase-space density in the steady state approximation. This holds if the time taken for the photon to redshift through the line is much smaller than a Hubble time, which is the case for a narrow line. Thus we safely neglect the time-derivatives in the freestreaming term [Eq. (109)], and take the source terms from Eq. (121). With the above definitions and assumptions, the Boltzmann equations for the various moments simplify to
The velocity-gradient contribution to the optical depths of the quadrupoles is different, but these moments vanish in the absence of fluctuations. Hence Eq. (126) is correct to first order in the overdensity δ. The simplifications here use the sizes of various terms from Table  III , the relation of Eq. (23) between the excited state occupancy P 00 and the spin temperature T s , and neglect spontaneous emission contributions.
The Boltzmann equation must be solved along with the evolution equations for the hydrogen atom-density matrix. We obtain these from the Sections V and VI, and include the effects of interaction with radio photons, [Section V], optical pumping by Lyman-α photons [Section VI C], collisions with other hydrogen atoms [Section VI B] and precession within an external magnetic field [Section VI A]. Similar to the phase-space density, we solve for the various parts of the density matrix under the steady state approximation.
Firstly, we obtain the evolution of the excited state occupancy P 00 (or alternatively, the spin temperature T s ) by summing Eqs. (49a), (66a) and (96) and equating the result to zero:
In a similar manner, we obtain the equation for the evolution of the alignment tensor P 2m by summing Eqs. (49b), (66b), (97) and (52) . It is most convenient to continue in the coordinate system used in Section VI A, with the z−axis along the direction of the magnetic field; In this system, the angular indices jm are not mixed:
As earlier, the above equation neglects spontaneous emission and is correct up to the sizes of terms from Table  III . We carry out the averages over the line-profile in Eqs. (127) and (128) using
Equations (127) and (126a) together determine the spin temperature T s and the intensity monopole f I,00 , which is given in terms of the former by f I,00 (X ) = 1 T * T s + (T γ − T s ) e −τ (1−X ) .
Likewise, we use Eqs. (128) and (126b) to solve for the alignment tensor P 2m , and the intensity quadrupole f I,2m (X ) in a simultaneous manner. They are given by the following solutions, which are correct to the orders in Table III : 
where the quantities x α,(2) , x c,(2) and x B parametrize the rates of depolarization by optical pumping and collisions, and precession relative to radiative depolarization. They are given by x α,(2) = 3.607πλ 
We compute the brightness temperature fluctuation, δT b , from Eq. (125), wherein the phase-space density is given by the sum of the monopole and quadrupole from Eqs. (130) and (132) respectively. We get the following expression, which is one of the main results of this paper: 
Equation (135) offers a rough guide to estimate the strengths of magnetic fields to which the method outlined in this paper is most sensitive. We must keep in mind that the coefficient x B only measures the strength of the precession relative to radiative de-polarization, and a full analysis of the discriminating power of this method must estimate the sizes of Lyα and collisional de-polarization, or the coefficients x α,(2) and x c, (2) in Eqs. (133) and (134). The second paper in this series studies this in more detail. For now, we note that field strengths of O(10 −19 G) at redshifts of z ∼ 10 are associated with x B ∼ 1.
Given this scale of field strengths, we identify two physical regimes -one with weaker fields, and one with much stronger ones. We use the weak-field limit of Eq. (136) to make contact with the intuitive picture laid out in Section III. Taking the limit of x B → 0 in Eq. (136) and writing the result in a coordinate independent fashion, we get the following response to a weak magnetic field: dδT b dB (n) = 1.786 × 10 17 mK G [B · (k ×n)](n ·k)
T γ T s δ (1 + x α,(2) + x c,(2) ) 2 .
(137)
In the geometry of Fig. 2 , the direction to the observer isn = −ŷ. If we substitute this in the above equation, we recover the angular structure of the correction to the brightness temperature in Section III, in particular, the form of Eq. (10). The latter only accounted for the radiative decay of the magnetic moment, while Eq. (137) includes the additional effect of collisions and optical pumping through the dimensionless factors of x α,(2) and x c, (2) . We realize the complementary strong field limit by taking the limit x B → ∞ in Eq. (136). The change in brightness temperature over the case with no external magnetic field is δT b (n)| xB→∞ − δT b (n)| xB=0 = 8.53 µK × P 2 (k ·B)P 2 (n ·B)
1 + z 10 T γ T s δ 1 + x α,(2) + x c, (2) .
From the above expression, we see that the effect saturates at large values of the magnetic field strength. However, we observe that it is still possible to reconstruct the direction of the magnetic field in the plane of the sky using the form of the isotropy breaking ink space. The correction is roughly three orders of magnitude fainter than the raw 21-cm brightness even for the optimal range ofk,B, and J α . However, it should be noted that it is exactly in phase with the conventional brightness temperature fluctuations -that is, it traces the same underlying density field δ and is changing the coefficient in front of this. Thus its effect on the power spectrum is of order 10 −3 , not 10 −6 (as would be the case if the magnetic field correction were a new random field, independent of the density but with an amplitude three orders of magnitude smaller).
IX. SUMMARY AND CONCLUSIONS
In this study, we propose a new method to probe magnetic fields present in the universe prior to and during the early stages of cosmic reionization. The method relies on the spin-polarization of the triplet state of the hyperfine sublevels of neutral hydrogen by an anisotropic radiation field near the energy of the 21-cm transition. These anisotropies naturally arise in the early universe due to density fluctuations in the high redshift gas. In the presence of an external magnetic field, the precession of these spin-polarized atoms changes the angular distribution of the emitted 21-cm radiation at second order in optical depth. This produces a characteristic signature in the power spectrum, or two-point correlation function, of the fluctuations in brightness temperature. In particular, large-scale magnetic fields break the isotropy of the power spectrum in a way that can be identified in data from future low-frequency radio surveys.
Due to the long lifetimes of the excited states of the hyperfine transition, this method is naturally optimal for measuring very weak magnetic fields ( 10 −19 G at the epoch of reionization, or 10 −21 G scaled to the present day). It thus raises the exciting possibility of probing seed fields that possibly gave rise to the magnetic fields observed in the present-day universe. As the background magnetic field increases, the effect saturates; however, even in the saturated case, it is possible to recover some information about the direction of the magnetic fields.
In order to estimate the size of the effect, we present a detailed calculation of the coupled evolution of atomic and photon density matrices. We account for all the processes which affect the atomic magnetic moments, such as the Wouthuysen-Field effect, atomic collisions, and radiative decay. The main results are Eq. (136), which includes the corrections to the brightness temperature due to all these effects, and Eqs. (137) and (138), which show the weak-and strong-field limits respectively. This calculation provides a complete theoretical basis for the microphysics of the hyperfine transition, which can be used to compute the detectability of any particular model for primordial magnetic fields with future surveys after folding in the astrophysics which determines background parameters such as the Lyman-α flux. We will carry out this program in the second paper in this series.
The method we proposed here adds to the already exciting opportunities for the use of the 21-cm line as a probe of the early universe, and is in principle sensitive to extremely weak magnetic fields which are far beyond the reach of any other methods (including other techniques based on the 21-cm radiation). Paper II of this series [Gluscevic et al., in prep] presents the formalism to evaluate detectability of primordial magnetic fields with 21-cm surveys using this new method, and discusses the sensitivity of different radio-array designs for probing a range of magnetic-field models.
