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One emphasis in the development and evaluation of SIBTEST has been the 
control of Type I error (false flagging of non-differential item functioning [DIF] 
items) inflation and estimation bias. SIBTEST has performed well in compara-
tive simulation studies of Type I error and estimation bias relative to other 
procedures such as the Mantel-Haenszel and Logistic Regression. Nevertheless 
it has for a minority of cases that might occur in applications displayed sizable 
Type I error inflation and estimation bias. 
A vital part of SIBTEST is the regression correction, which adjusts for the 
Type I error-inflating and estimation-biasing influence of group target ability 
differences by using the linear regression of true on observed matching subtest 
scores from Classical Test Theory In this paper, we propose a new regression 
correction, using essentially a two-segment piecewise linear regression of the 
true on observed matching subtest scores. A realistic simulation study of the 
new approach shows that when there is a clear group ability distributional 
difference, the new approach displays improved SIBTEST Type I error perfor-
mance; when there is no group ability distributional difference, its Type I error 
rate is comparable to the current SIBTEST. We have also conducted a power 
study which indicates that the new approach has on average similar power as 
the current SIBTEST. We concluded that the new version of SIBTEST, although 
not perfectly robust, seems appropriately robust against sizable Type I error 
inflation, while retaining other desirable features of the current version. 
Shealy and Stout (1993a) have developed a statistical test, SIBTEST, to detect 
and estimate differential item functioning (DIF) resulting from either a single 
item or a bundle of items. For a single studied item, DIF occurs when the 
marginal (i.e., secondary abilities have been integrated out) item response func-
tions (IRFs) for different demographic populations are not identical with respect 
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to the target ability that the test is intended to measure. This implies that 
examinees of the same target ability who belong to different groups will have 
different probabilities of answering the item correctly. Like other DIF detection 
procedures, SIBTEST compares the performance on the studied item by group 
for examinees matched by target abilities. To accomplish this matching empiri-
cally, noting that the latent target ability can never be known in practice, one 
approach is to match examinees based upon the observed scores on a matching 
subtest disjoint from the studied item. When there is no target ability difference 
between the groups, this observed score matching gives satisfactory Type I error 
results and can be justified theoretically. However, when the target ability 
distribution for one group is stochastically larger than that of the other group, 
stochastic ordering of the conditional distributions of the target abilities given 
the observed matching subtest scores results. Because of this stochastic ordering, 
using the observed score matching will induce estimation bias. To adjust for the 
deleterious influence of group target ability differences, SIBTEST introduces the 
regression correction step by using the Classical Test Theory based linear 
regression of the matching subtest true scores on observed matching subtest 
scores. 
With its inclusion of the regression correction, SIBTEST has performed well 
in comparative simulation studies of Type I error (false flagging of non-DIF 
items) relative to other procedures such as the Mantel-Haenszel and Logistic 
Regression (see Li & Stout, 1996; and Roussos & Stout, 1996). Nevertheless, 
SIBTEST has displayed sizable Type I error inflation for a minority of cases (see 
Roussos & Stout), though for these cases the Mantel-Haenszel Type I error 
inflation rate is usually even higher. 
In the regression correction step of the current SIBTEST, the regression of the 
matching subtest true scores on the observed matching subtest scores is given 
using results from the Classical Test Theory, such as the true score model and 
the test reliability estimates. Also, the regression is assumed linear which is not 
true, especially when guessing is involved. In this paper, we propose a new 
regression correction. In the new regression correction, the regression of the 
matching subtest true scores on the observed matching subtest scores is obtained 
by a two-piecewise linear smoothing of large sample theory based point esti-
mates of the true scores given observed scores. 
The next section provides a brief description of SIBTEST and its regression 
correction, following the multidimensional DIF model of Shealy and Stout 
(1993a, b). The third section presents the new regression correction as contrasted 
with the regression correction in the current SIBTEST. The fourth section gives 
a simulation study of the new approach in comparison with the current 
SIBTEST and the Mantel-Haenszel procedure. The fifth section gives some 
notes on the Mantel-Haenszel, emphasizing the different approaches between it 
and SIBTEST in adjusting for the target ability differences across groups and the 
different hypotheses the procedures test. The paper concludes with a Discussion 
section. 
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SIBTEST and its Regression Correction 
We first review the IRT-based definition of DIF, following the multidimen-
sional DIF model of Shealy and Stout (1993a, b). Afterwards, a brief review of 
SIBTEST (Shealy & Stout, 1993a) is given for the special case of a single 
studied item. 
Let 0 be the unidimensional construct the test is intended to measure, called 
the target ability. Let r\ (possibly multidimensional) denote additional abilities 
being measured by the test. Local independence is assumed to hold for item 
response patterns with respect to the complete latent ability (0,TJ). Suppose two 
groups of interest take a test, one group called the focal group (F) and the other 
called the reference group (R). The marginal item response functions with 
respect to the target ability 0 of a studied item for each group are obtained by 
PFm = Jn^r\)M^)dy\ (1) 
/ ,R(e) = /p(e>Ti)/R(Ti|e)£/Ti ( 2 ) 
where/F(T) 10) and/R(r)|0) are the conditional densities of r) at a given 0 for the 
focal and reference groups, respectively. Note that the studied item IRF P(Q,r\) is 
group invariant because of the complete latent ability (0,TJ). However, the 
marginal IRFs can be different across the groups. 
Taking this multidimensional IRT modeling perspective, we define DIF as 
follows: 
Definition 1. An item P(0,r|) is said to display DIF at 0 if its marginal IRFs 
satisfy 
*(6) ^ PR(6) - PF(0) # 0 (3) 
(note that £[0] is the amount of DIF against the focal group at 0). 
Definition 2. The expected amount of unidirectional DIF experienced by a 
randomly chosen focal group examinee for an item is given by 
B = J^(e)/F(e)de (4) 
where /F(0) is the target ability density for the focal group. 
Based on the multidimensional IRT background for DIF just laid out, we 
proceed to describe SIBTEST briefly. Like other DIF detection procedures, 
SIBTEST compares the performance on the studied item by group for examinees 
matched on their target abilities. One approach would be to match examinees 
based upon their observed scores on an appropriately chosen matching subtest 
consisting of items disjoint from the studied item. Below we discuss how 
SIBTEST improves upon this observed score matching. 
Let X denote the matching subtest score of a randomly sampled examinee and 
0 denote the corresponding latent ability random variable. Let 
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Yg(x) = average studied item score Y (disjoint from the matching subtest items) 
for the group g examinees with matching subtest score x, and 
ITFC*) = proportion of focal group examinees with matching subtest score x. 
Then, recalling (4), the observed score matched DIF estimator given by 
*OBS - |'M*)[FR(*) " W l (5) 
would seem an appropriate estimate of B for the studied item. 
When there is no target ability difference between the reference and the focal 
group, it can be shown that BOBS g i
v e n by (5) is an unbiased estimate of B 
defined by (4): 
Theorem 1. As given by (5), BOBS *
S unbiased for B defined by (4), when the 
distributions of 6 R and 6 F are the same. 
Proof: see the Appendix. 
The above theorem appeared as approximate equation (17) in Shealy and 
Stout (1993a), where the reasoning leading to the equation was only heuristic. 
Here we use a rigorous proof to show the unbiasedness is exact rather than just 
approximate when the target ability distributions are the same across group. 
However, when the target ability distributions for the two groups of interest 
are different, which is often the case, BOBS as given by (5) is no longer unbiased 
for B. Let (0g,Xg) indicate random sampling from the group g examinees. If the 
distribution of 0F |XF = x is stochastically smaller than that of 0R |XR = x for all 
JC1, that is, 
P(0 F > 61XF = JC) < P(0R > 6|XR = x) for all 6 
then the distribution of YF\XF = x should be stochastically smaller than that of 
YR\XR = x for all x. That is, we expect 
P ( r F = l | X F = jc)<P(K R =l |X R = jc) 
Thus, even for a non-DIF (i.e., Z?[0] = 0 for all 0) studied item Y that is 
dependent on 0 alone, YR(x) > YF(x) for all x can be expected to occur. As 
results, BOBS
 > 0 becomes likely for K, that is, BOBS
 ls statistically biased for B. 
In order to more accurately estimate B, SIBTEST adjusts BOBS f°
r possible 
differences in the distributions of 0R |XR = x and 0 F |X F = x by incorporating 
estimation of the regression of examinee matching subtest true score on ob-
served matching subtest score. Shealy and Stout (1993a) refer to this adjustment 
as the regression correction. 
Let Vg(x) denote the regression of the matching subtest true score on Xg = x 
for group g, that is, 
Vg(jc) = ?E[P/9 g ) |X g - jc ] (6) 
where Pj is the IRF of the j-th matching subtest item. Making the approximating 
assumption that Vg(x) is linear in x and using the true score model (the true score 
model and the IRT model are linked by viewing the true score T as a monotone 
transformation 7[0] of 0) 
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X = T+e where E(e) = 0, Cov(7» = 0 (7) 
standard regression theory yields 
o-x (8) 
It is well known from the true score model (Lord & Novick, 1968) that 
2 
ET = EX and - i L L-L = 1 - -4 
Therefore, we have 
Vg(jt) = £X + 11 -^Ux-EX) 








8 n= 1 
(9) 
V.(jc) = Xs + KJx - Xs) (10) 
(11) 
<r2(e|g) = s t y i - t/A) (i2) 
Here (11) is the Kuder-Richardson formula 20 for test reliability with J the 
length of the matching subtest. Ng denotes the number of group g examinees, 
Xgn is the observed matching subtest score of the n-th examinee in group g, Xg 
is the average observed matching subtest score for the group g examinees, and 
Ujg is the proportion correct for group g examinees on the j-\h matching subtest 
item. 
After the estimate of regression Vg(x) has been computed, the adjusted studied 
item score is given, using a Taylor series expansion, by 
?*(JC) = Y0(x) + M0(x)[V(x) - V0(x)] (13) 
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where 
F a ( * + l ) - F a ( * - l ) 
M.(x) = -r r 
Vg(jc + 1 ) - Vg(x- 1) (14) 
and 
VW = i[VR(jc)+ VFW] with V(x)=
l-[VR(x) + VF(x)] (15) 
The adjusted studied item score Y*(x) can be viewed as an approximately 
unbiased estimator of the probability of correct response to the studied item for a 
group g examinee with matching subtest true score V(x). The approximate 
unbiasedness of the estimator Y*(x) allows the possibility of doing accurate 
matching subtest true score matched DIF estimation. Let 6̂  denote the target 
ability corresponding2 to V(x). Then according to the SIBTEST true score 
matching viewpoint Y*(x) becomes an estimator of studied item marginal IRF 
Fg(6) at 6 « 6 ,̂ noting that both Y^(x) and F£(jt) are estimates of PR(6) and PF(6) 
respectively, at the same 6 = 6 .̂ This yields an estimator B of the latent variable 
based DIF index B, where B is of the same general form as BOBS °f (5). but uses 
the adjusted studied item score Y*(x) instead of the observed item score Yg(x). 
After we have defined the statistic B for estimating the amount of DIF, the 
statistic B for testing the null hypothesis (H0) of no DIF against the alternative 
hypothesis (//A) of DIF against the focal group: 
H0: B = 0 versus HA:B>0 
is formed by standardization of the DIF estimate B, that is, B is given by B 
divided by an appropriate estimate of its standard deviation &(B). For further 
details about SIBTEST and the IRT justification for the regression correction, 
see Shealy and Stout (1993a). 
The New Regression Correction 
With the regression correction described above, SIBTEST performs well in 
estimating the amount of DIF and in testing DIF hypotheses. That is, when 
estimating the amount of DIF, the estimation bias is usually well controlled, and 
when testing hypotheses, SIBTEST usually behaves well both in terms of Type I 
error control and in terms of power. However, for a minority of cases, mostly 
cases with high discrimination items, SIBTEST has displayed sizable Type I 
error inflation and estimation bias (see Roussos & Stout). Statistically, when 
there is sizable Type I error inflation, there will be an artificial inflation to the 
rejection rate over the true power. The true power (the power of DIF detection if 
there were no Type I error inflation) could be considerably smaller than the 
observed rejection rate when DIF is present. Direct consequences of Type I error 
inflation are the cost of false rejection of non-DIF items, the likelihood that the 
unneeded replacement items are psychometrically inferior, and the scientific and 
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practical confusion resulting from trying to understand why falsely flagged 
non-DIF items appear to exhibit DIF. 
In this paper, we propose a new approach for computing the regression of 
matching subtest true score on observed matching subtest score. In our new 
approach, for each group we first obtain point estimates of Vg(jc) for each JC, 
which we denote by Zg(jc). The new SIBTEST regression estimate, Vg(jc), is then 
given by a two segment piecewise linear approximation of Zg(jc) as a function of 
x. The adjusted studied item score Y*(x) is then computed in the same way as 
before, that is, using the Taylor series expansion as in (13). 
We first provide a partially heuristic (i.e., plausible but not a formal proof) 
justification of the construction of Zg(jc). For now, let us temporarily suppress 
the subscript for group g in our notation. Let Uj be the response to the 7-th 
matching subtest item. Imagine another response vector (U[,... ,U}) such that 
the conditional distribution of (( / , ' , . . . ,U}) given 6 is the same as that of 
(£ / , , . . . ,Uj) given 6 , and the two vectors are conditionally independent given 
0 . Intuitively, these can be viewed as the response vectors of two examinees 
randomly sampled from a fixed 0 population. Since the conditional indepen-
dence of (U[,...,(/,') and ( ( / , , . . . , ( / , ) given 0 implies the conditional inde-
pendence of Uj and X = XUj given 0 , we have (see for example Chow & 
Teicher, 1988) j 
P[U) = i | e = e,x = JC] = P[U'J = i | 0 = e] 
and hence 
E[P/0)|X = x] = JPj(Q)f(Q\X = x)d9 
= JP(UJ = i|e = e)/(e|x = jc)de 
= JP(U; = i|0 = e, A: = *)/(e|x = *)</e 
= P(UJ = \\X = x) = E(Uj\X = x) 
Thus, recalling (6), 
V(x) = ^E(UJ\X = x) 
j 
j 
= 2[E(U;\X_j = JC, Uj = 0)P(Uj = 0X = x) 
j 
+ E(Uj\X_j = x-l,Uj= \)P(Uj =\\X = x)] (16) 
where X_, denotes the leave item j out matching subtest score, that is, X_,= 
YfJ, 
Proceeding heuristically, if the matching subtest is long enough (at least 20 
items) so that conditioning on the event {X_j = XjUj = 0} has approximately the 
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same influence as conditioning on the event {X_j = x} (noting that the propor-
tion correct score, which substitutes for conditioning on ability, is approximately 
the same for both events), we will have 
E{U'j | X_j = JC, Uj - 0) ~ E(U} | X_j = x) = E(Uj\ X_j = x) (17) 
The right hand equality of (17) can be rigorously proved using the distributional 
assumptions for (U[,... ,£//)• A similar statement holds for conditioning on 
{X_j = x - 1, Uj:= 1}. Thus, using (16) and (17) and the fact that conditioning 
on {X_j = x — l,Uj; = 1} has approximately the same influence as conditioning 
on {X_j = x - 1}, 
V(x)~l{E(Uj\X_rx)P{Uj = 0\X = x) + E{Uj\X_rx--\)P{Url\X = x)] (18) 
The point estimate Z(x) of V(JC) can be computed by 
Z(x) = 2[E(Uj\ X_j = *)£(!/, = 0| X = *) + 
£(^|X_y- = j c - l)P(^-= l |X = x)] 
where each estimated quantity is obtained in the obvious manner. Here, for 
example, for the first term of the summand, 
#{U:= UX_.= X} 
fB/,H-,-4-iw,-i|x.,-*)- 'mr'x) 
and 
#{t/, = 0, X = x\ 
W.-oix.,). #|x = j() . 
where #̂ 4 denotes the number of examinees in set A. Hence, in (18) the 
conditional expectations and probabilities are estimated by their sample propor-
tions. 
After we get the point estimate Zg(x) of Vg(x) for each group g, the estimate of 
the Vg(x) is given by a two-piecewise linear approximation of Zg(x) as a function 
of JC. We do not use the point estimates Zg(x) directly in the computation of the 
adjusted studied item score as in (13), mainly because of the large variation of 
the point estimates and the implicit assumption in (13) that the regression curve 
Vg(x) is smooth. In general, the regression Vg(x) is not linear in x (see Shealy, 
1989, for a discussion). This nonlinearity is more evident when there is guessing 
in the test. Figures 1 and 2 give a comparison of the true regression Vg(x) when 
there is no guessing in the test versus the true regression Vg(x) when guessing is 
present, with Figure 1 showing Vg(x) in the case of no guessing and Figure 2 
showing Vg(x) in the presence of guessing. To get the true regression in Figure 2, 
we used three-parameter logistic (3PL)-based estimates of an Armed Services 
Vocational Aptitude Battery (ASVAB) 25-item autoshop test to construct the IRT 
model, where the common guessing parameter c = 0.20. To get the true regres-
sion in Figure 1, we again use estimates of ASVAB autoshop test but set the 
guessing of each item in the test at 0. From Figure 1, we see that in the case of 
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FIGURE 1. The true regression Vg(x) when there is no guessing 
Vg(x)!2 
FIGURE 2. The true regression Vg(x) when guessing is present 
299 
 at PENNSYLVANIA STATE UNIV on October 6, 2016http://jebs.aera.netDownloaded from 
Jiang and Stout 
no guessing (two-parameter logistic [2PL]) the true regression Vg(x) is nonlinear 
with a slightly smaller slope at the two ends of the observed total score range. As 
contrasted to Figure 1, in Figure 2 for which guessing is present, the true 
regression Vg(x) has an asymmetric shape with a much smaller slope for small 
values of JC. This motivates us to use a two-piecewise linear approach. In general 
we have found that a two-piecewise linear curve fits the true regression well. 
More complex nonlinear curves would fit the true regression better, but there is a 
bias and variation trade off: a more complex curve would fit the date {JC, Zg(jc)} 
better but have more noise in its role of estimating the true regression. That is, it 
might not capture the truth underlying the point estimates but rather overfit the 
data. Also, it is harder to handle computationally. 
After we decided to fit a two-piecewise linear curve to the point estimates 
Zg(jc) on JC to get the regression, the next question was how to choose the break 
point Sg on the observed matching subtest score scale for the two-piecewise 
linear curve. 
The break point Sg we use is given by 
Sg = [/c + 2SD(e|g)] (20) 
Here recall that J is the length of the matching subtest and c is the common or 
average guessing parameter of the test, as estimated by the user. Also [w] 
denotes the largest integer that is < w. For a constructed response item test, 
clearly c = 0. This would apply to polytomously scored items too because they 
tend not to be multiple choice. For a multiple choice test with K options per 
item, the default is c = \I{K + 1). Empirical results have shown that for a 
multiple choice test with K options per item, the estimates of guessing param-
eters usually are smaller than \IK because of distracters, thus the choice of \I(K 
+ 1) instead. If there is a mixture of constructed response (possibly polyto-
mously scored) and multiple choice items then clearly c should be chosen by 
interpolation between 0 and \I{K + 1). Because the user will not supply the true 
c, the reader should note in the simulation study below that it is assumed that the 
user-supplied c is likely in error, by adding random noise to the true c. SD(e| g) 
is the estimated standard deviation of error e using the true score model, i.e., 
SD(e|g) = \ / a 2 ( e | g ) , where a2(e|g) is given by (12). 
We now give the heuristic reasoning behind the choice of the break point 5, 
here and below again temporarily suppressing the subscript g for group. Recall 
that the best fitting straight line given by (9) to the true regression V(x) is 
derived under the assumptions (7). However, we have seen (in Figure 2) that in 
the presence of guessing, the true regression has a noticeably smaller slope for 
small values of JC. Why this happens is easy to see: In the presence of guessing, 
T «« Jc for low ability examinees, especially if the test is relatively difficult. This 
is because test IRFs flatten out for small 9 where getting the item right is much 
more likely due to guessing than the actual 9 value, that is, where guessing 
predominates. Suppose we decide to separately compute the best fitting linear 
approximation to the true score regression for examinees of low enough ability 
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that their responding is mainly influenced by the average guessing parameter c. 
Consider the examinee subpopulation {9| 9 < 90} such that 9 < 90 implies that 
T ^ Jc (roughly). That is, 6 < 90 is the range where guessing predominates. 
Suppose P(9 ^ 90) is sizable, indicating that the best fitting regression line will 
fit badly for a sizable proportion of the population. Noting that a£ *** 0 for the 
low ability examinee subpopulation because T «* 7 c, we see by (7) that vx = a J 
+ a*, which implies &l *** Vx- Hence when applying (9) to obtain the linear 
approximation V(x) the regression line will have a considerably smaller slope, as 
contrasted with the {9|9 > 90} subpopulation's regression line (9) for which 
guessing is not a major influence. Thus the strategy is to use the break point S to 
split the examinees in two parts depending on whether the influence of guessing 
predominates (T «« Jc) or guessing can be ignored (T » Jc). In data driven 
applications, this splitting must be based on the observed matching subtest 
score. First, by (7), EX = ET ^ Jc where guessing predominates. Elementary 
probabilistic reasoning (apply the central limit theorem to X - EX ^ X - Jc or 
use the Chebychev inequality) yields that e ^ 2SD(^) for most examinees. Thus, 
because X = T + e, it seems plausible to suppose guessing has little influence for 
X > Jc + 2SD(e) = 5. Therefore we will estimate two best fitting lines, one for 
the subpopulation defined by X < S where guessing is influential and one for the 
subpopulation defined by X > S where guessing can be ignored, and as Figure 1 
suggests, the regression is likely to be quite linear. In the absence of guessing, it 
can also be argued that there is still some decrease in the regression line slope 
for low scoring examinees and hence it is still advantageous to use the piecewise 
linear regression approach. 
So now we have the break point Sg for group g. To get the piecewise linear 
regression estimate V (x), we fit a two-piecewise linear curve to the point 
estimates Zg(x). That is, we fit two lines, one for x in {[Jc],. .. ,Sg} and another 
for x in {Sg + 1,. . . ,7 }. In fitting the two lines, we use the weighted linear least 
squares approach, where the weight for x is the number of examinees with the 
observed matching subtest score x. For example, for the smaller x line segment 
we solve for ag and £g that minimize 
Zw0(x)[Z0(x) - a0 - M
2 
x o o (21) 
where wg(x) = #{Xg = x} and the summation is over x e{[ /c ] , . . . ,5g}. Denote 
the solution by ag, (3g. The other line segment is derived similarly. Scores less 
than [7c] are ignored because there are very few examinees in this range for 
sample sizes typically occurring in applications, thus resulting in point estimates 
Zg(x) too variable to be useful for inference purposes. The linear estimate of the 
regression Vg(x) for [Jc] < x < Sg is then given by 
Vg(x) = dg + ( V (22) 
To reduce the deleterious effect of a possible large change in slope occurring 
at the break point 5g, we linearly interpolate between (5g - 1, V[Sg - 1]) and 
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(Sg + 2, V[Sg + 2]) producing a three-segment piecewise-linear line, linear in 
([/c], Sg - 1), (Sg - 1, Sg + 2), and (Sg + 2,7). Since we choose Sg as the 
integer portion of 7c + 2SD(<?| g), the two points Sg and Sg + 1 are in a way 
symmetric around the real break point. As can be seen, the above linear smooth-
ing will introduce small changes only to these two points. This linear smoothing 
improves the stability of our new regression correction when the matching 
subtest length is moderate. Since it involves small changes to only two points, 
the above smoothing will not have a major influence on our new regression 
correction. Thus, we still view the new regression correction as consisting of 
two linear segments. 
We use the weighted linear least squares approach as opposed to the ordinary 
linear least squares (with equal weights) approach because for those cells with 
few examinees, the point estimates Zg(jc) have more variation. If we were to use 
equal weights for these cells as for the rest, these cells would have more 
influence than they should on the linear least squares line. Also, because the 
point estimates Zg(x) are built up from various proportion correct estimators, 
their error variances will not be the same, but rather roughly inversely propor-
tional to the number of examinees in the cells. 
Simulation Study 
A simulation study of the new SIBTEST was conducted to evaluate its Type I 
error and power properties in hypothesis testing as well as its properties in 
estimating the DIF index B. Also included in the simulation study for compari-
son purposes is the Mantel-Haenszel statistic, and the current SIBTEST. 
Type I error study 
Three factors known to influence Type I error were considered: item param-
eters, ability distribution differences between focal and reference groups, and 
sample size. Data was generated from 3PL item response model 
1 -Cj 
P:(6) = C: + 
jX J 1 +exp[-1 .701^. (8-^ . ) ] 
Since this was a Type I error study, all the items, including the studied item, 
were assumed unidimensional. In each case the simulated test consisted of the 
matching subtest and the studied item. The matching subtest item parameters 
were from 3PL estimates of one of four tests: ASVAB autoshop, ASVAB general 
science, ASVAB arithmetic reasoning, or SAT verbal, with 25, 25, 30, and 80 
items, respectively. Thus in the case where the ASVAB autoshop test served as 
the matching subtest, each simulated test consisted of 26 unidimensional items, 
with 25 matching subtest items and a studied item. 
For the studied item, its parameters were systematically manipulated. The 
parameters were set up in a way that they would approximately span the 
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observed range of the matching subtest estimated item parameters and be 
approximately equally spaced. For example, the discrimination parameters of 
the ASVAB autoshop test (Mislevy & Bock, 1984) used in our study ranged 
from 0.32 to 2.82, and the difficulty parameters ranged from -1.39 to 1.27. 
Consequently when using the ASVAB autoshop test as the matching subtest, the 
studied item was set to take discrimination parameter values of 1, 1.75, and 2.5, 
crossed with difficulty parameter values of -1.25, -0 .5 , 0, 0.5, and 1.25, These 
settings allowed our study to include not only items for which the current 
SIBTEST and the Mantel-Haenszel would perform well but items with more 
extreme parameter values for which serious Type I error inflation of DIF 
procedures could occur. In practical tests, item parameter combinations such as 
that of a = 2.5 and fr=—1.25 are rare to come by. However, items with 
parameter values more extreme than that of a = 1.75 and b = -1.25 or that of a 
= 2.5 and b = 0.5 are not unusual to large testing programs. The grid settings of 
the a and b parameters for the studied item also make it clear in which region of 
the parameter space the new SIBTEST procedure starts to improve upon the 
current SIBTEST in terms of Type I error behavior. The guessing parameter for 
the studied item was set at the user specified average guessing of the matching 
subtest items. For the four category multiple choice ASVAB autoshop it was 
taken as 0.2. We also did simulations assuming no guessing. For example, we 
used the difficulty and discrimination estimates from the ASVAB autoshop test 
as the simulation's item parameters but set the guessing parameters to 0. The 
guessing parameter for the studied item was also set at 0. We will not report 
these simulations here—see the Discussion for a summary of results. 
Let NR and NF denote the reference and focal group sample sizes respectively. 
Group sample sizes considered were 250, 500, 1000, and 3000. Assuming the 
reference group sample size is at least as large as the focal group sample size, 
values of (NRflF) consisted of different combinations such as (250, 250), (500, 
250), (1000, 500), (1000, 1000), (3000, 1000), and (3000, 3000), except for 
cases using the SAT verbal test as the matching subtest: When using the 80-item 
SAT verbal test as the matching subtest, we only considered cases with group 
sample sizes of at least 500 to avoid having many small size (less than 5 
examinees) observed score cells. Thus for the SAT verbal test cases, group 
sample size combinations we considered were (1000, 500), (1000, 1000), (3000, 
1000), and (3000, 3000). Note that we have been careful to include both the 
cases with the focal group size smaller than the reference group size and the 
cases where they are approximately of equal size. The ability distributions for 
the reference and focal groups were independent univariate normal distributions, 
with the standard deviations being 1 and the difference between the mean 
abilities, dT taking values of 0 and 1. The means for the group ability distribu-
tions, pR and pF were determined in the following way: 
«RPR + «FPF = b 
PR - PF = dT 
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where b is the mean difficulty level of the test (including the matching subtest 
and the studied item), and aa = ——
2--r is the proportion of group g examinees 
° NR + N¥ 
in the total examinee population. 
Obviously when group sizes were equal, the latent ability distributions for the 
reference and focal groups were N(dT/2,\) and N(-dTl2,\), respectively, if the 
item difficulties were centered around 0. However, for the cases where the 
reference group size was relatively large as compared to the focal group size, the 
reference group mean ability would be closer to the mean item difficulty level 
than the focal group mean ability. For example, when using the ASVAB au-
toshop test as the matching subtest, and the studied item had difficulty -1.25, 
the item difficulties were centered around 0.0373. If the reference and focal 
group sizes were 3000 and 1000, respectively, the reference and focal group 
ability distribution for our simulation study would be N(0.2873,1) and 
N(-0.7127, 1), respectively. 
When fitting the two-piecewise line to get the regression estimate Vg(jc), our 
choice of the break point 5g as given by (20) depends on the user supplied 
common guessing parameter c. In practical situations, it is not unlikely the user 
supplied c will be somewhat off the target, that is, not really close to the average 
guessing of the matching subtest items. To test the robustness of our procedure 
against different choices of the user supplied common guessing parameter, on 
each trial, c was set at the average guessing of the matching subtest items plus a 
noise €. Here € was set to be uniformly distributed in the interval 
[-5D(c),5D(c)], with SD(c) being the observed standard deviation of guessing 
of the matching subtest items. For the ASVAB autoshop, SD(c) = 0.04, so c 
would be a random number from the interval [0.16,0.24]. 
Figures 3 and 4 give approximations of the true regressions of matching 
subtest true score on observed matching subtest score when the reference and 
focal group sizes are both 3000 and a target ability distributional difference is 
present (dT= 1), with Figure 3 treating the reference group and Figure 4 treating 
the focal group. In the simulation study, since we know the item parameter 
settings and the ability distribution parameter settings, we can estimate the true 
regression directly by using the average sample true score for each observed 
score x: 
1 J 
Kn:X^ = x) n:Xn_x j=J
 J "~ ( 2 3 ) 
In each figure, the resulting piecewise linear curve is shown as the dashed curve. 
Since the group sample sizes are quite large, the estimated regression curve 
given by (23) will approximate truth well. In addition to the dashed curve, there 
are two other lines in each figure. The solid line shows the estimated piecewise 
linear regression using the newly proposed regression correction procedure, and 
the dotted line is the current SIBTEST estimated regression line. Remember that 
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FIGURE 3, Matching subtest score regression curves for the reference group, sample 
size 3000 
observed score 
FIGURE 4. Matching subtest score regression curves for the focal group, sample size 
3000 
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we linearly smoothed the portion around the break point 5g, thus in each figure 
the solid line is three-piecewise linear rather than two-piecewise linear. We 
notice that the new estimated regression approximates the true regression much 
better than the current SIBTEST estimated regression, especially for the portion 
with low observed matching subtest scores. The above observation holds for 
other sample size specifications as well. Thus, the proposed regression correc-
tion approximates the truth better than the current regression correction. 
Consequently, when there is difference between the ability distributions of the 
reference and focal groups (dT = 1), our new regression correction would be 
expected to generally improve the Type I error behavior of SIBTEST. When the 
ability distributions are about the same for both groups (dT ^ 0), the estimated 
regressions for the two groups as given by our new regression correction are 
approximately equal, as is also the case with the currently used linear regression 
correction. Thus in the case that dT «* 0, the new regression correction (just as 
for the currently used regression correction) has little to no effect on the 
SIBTEST statistic. Consequently, for the dT *** 0 case the new regression 
correction gives comparable results to the current regression correction in Type I 
error behavior of SIBTEST. 
For the cases using the ASVAB autoshop test as the matching subtest, Tables 
1-8 display for each simulation setting considered the observed Type I error rate 
(number of rejections out of 100 trials) of the procedures under evaluation along 
with B, the mean value (over 100 trials) of B for SIBTEST using the new 
regression correction and using the current SIBTEST In the tables, SIB-new 
denotes the SIBTEST using the newly proposed regression correction, SIB 
denotes the current SIBTEST, and MH denotes the Mantel-Haenszel chi-square 
test. The nominal level of significance for the hypothesis test is set at 0.05. Note 
that when studying Type I error properties of SIBTEST, the theoretical value of 
B is 0 and B is a measure of estimation bias. 
From Tables 1 and 2, we see that when dT = 0 (no target ability difference, 
i.e., no impact), each of the procedures under evaluation maintains an acceptable 
Type I error rate. Also, SIBTEST using the proposed regression correction and 
SIBTEST using the current regression correction both perform acceptably in 
estimating without bias the DIF index B, as shown by the small values of B, the 
average B over 100 trials. 
Tables 3-8 summarize the Type I error performance of the procedures under a 
large but realistic target ability difference dT = 1 using the 25-item ASVAB 
autoshop test as the matching subtest. In this case each procedure suffers from 
Type I error inflation. When the sample sizes are small, the three procedures 
have very minor Type I error inflation problems. As the sample sizes become 
larger, the Type I error inflation problem can be substantial for any of the three 
procedures. It is clear that the SIBTEST with the new regression correction has 
at least as good Type I error control as the current SIBTEST (except for random 
noise) when the sample sizes are both 250. As the sample sizes become larger, 
the SIBTEST with the new regression correction shows much improvement over 
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TABLE 1. 
Type I error rates and average B values for sample sizes (250, 250), dT = 0, using ASVAB 
autoshop as matching subtest 
SIB-new SIB MH SIB-new £ SIB B 
o=l,6=-1.25 5 5 2 0.001 0.001 
a=l,fc=-0.5 3 3 3 -0.001 -0.001 
o= 1,6=0 4 3 4 -0.001 -0.001 
o= 1,6=0.5 3 3 4 -0.002 -0.002 
0=1,6=1.25 4 4 2 0.001 0.001 
o=1.75, 6=-1.25 7 5 5 -0.001 -0.001 
a=\jS^b=-.50 7 6 4 -0.001 -0.001 
o= 1.75, 6=0 5 5 3 -0.002 -0.002 
0=1.75,6=0.5 4 4 6 0.002 0.002 
a= 1.75,6=1.25 5 6 0 -0.002 -0.002 
fl=2.5, 6=-1.25 8 7 6 -0.001 0.000 
o=2.5, b=-0.5 5 5 1 -0.001 0.000 
o=2.5, b=0 4 3 3 -0.001 -0.001 
o=2.5, 6=0.5 6 6 7 0.004 0.003 
^=2.5,6=1.25 6 7 2 0.000 0.000 
average 5.07 4.80 3.47 
TABLE 2. 
Type I error rates and average B values for sample sizes (3000, 3000), dT = 0, using 
ASVAB autoshop as matching subtest 
SIB-new SIB MH SIB-new i? SIB B 
o=l,6=-1.25 7 7 8 -0.002 -0.001 
a=l,fc=-.50 7 5 9 -0.003 -0.003 
a= 1,6=0 6 4 5 -0.004 -0.003 
a= 1,6=0.5 5 5 7 -0.004 -0.004 
a=l,6=1.25 5 5 5 -0.002 -0.002 
0=1.75, 6=-1.25 8 8 7 -0.002 -0.001 
a=1.75, 6=-0.5 4 3 3 -0.003 -0.002 
0=1.75,6=0 8 6 7 -0.004 -0.004 
o=1.75,6=0.5 7 7 6 -0.004 -0.004 
0=1.75,6=1.25 2 1 2 -0.002 -0.002 
o=2.5, 6=-1.25 8 7 5 -0.001 0.000 
a=2.5, b--0.5 5 6 6 -0.003 -0.002 
o=2.5, 6=0 7 6 4 -0.004 -0.004 
a=2.5, 6=0.5 2 2 2 -0.003 -0.003 
0=2.5,6=1.25 4 3 4 -0.002 -0.002 
average 5.67 5.00 5.33 
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TABLE 3. 
Type I error rates and average B values for sample sizes (250, 250), dT = /, using ASVAB 
autoshop as matching subtest 
SIB-new SIB MH SIB-new B SIB B 
0=1, £=-1.25 8 8 5 0.013 0.017 
fl=l,fc=-0.5 10 10 4 0.016 0.019 
0=1,6=0 2 1 3 0.004 0.006 
a= l,fc=0.5 7 5 3 -0.001 0.000 
0=1,6=1.25 5 4 2 0.001 0.002 
a=1.75, b=-\25 11 16 14 0.018 0.023 
a=1.75, fc=-0.5 8 10 13 0.021 0.026 
a= 1.75,6=0 3 4 5 0.008 0.010 
0=1.75,6=0.5 4 4 2 -0.004 -0.004 
0=1.75,6=1.25 6 6 4 -0.003 -0.002 
a=2.5, 6=-1.25 22 25 22 0.023 0.029 
fl=2.5, 6=-0.5 8 9 10 0.020 0.026 
0=2.5, 6=0 7 5 4 0.008 0.010 
0=2.5, 6=0.5 5 5 1 -0.007 -0.007 
0=2.5, fc»=1.25 7 6 4 -0.006 -0.005 
average 7.53 7.87 6.40 
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TABLE 4. 
Type I error rates and average B values for sample sizes (500, 250), dT = /, using ASVAB 
autoshop as matching subtest 
SIB-new SIB MH SIB-new B SIB B 
0=1,6=-1.25 5 7 9 0.017 0.024 
a=l,fc=-0.5 5 5 6 0.010 0.015 
0=1,6=0 6 8 3 0.004 0.007 
a= 1,6=0.5 6 7 6 0.001 0.003 
a=l, 6=1.25 8 7 8 -0.001 -0.001 
a=\jSyb=-\25 14 24 31 0.022 0.031 
a=1.75, 6=-0.5 8 8 16 0.015 0.022 
0=1.75,6=0 6 5 5 0.003 0.007 
a=1.75,fc=0.5 4 4 3 -0.002 -0.001 
a= 1.75, 6=1.25 7 6 6 -0.005 -0.005 
a=2.5, b=- 1.25 17 29 41 0.026 0.036 
„=2.5, b=-0.5 11 12 21 0.017 0.024 
0=2.5, 6=0 5 5 8 0.003 0.006 
0=2.5, 6=0,5 6 6 4 -0.005 -0.005 
0=2.5,6=1.25 5 4 5 -0.004 -0.005 
average 7.53 9.13 11.47 
 at PENNSYLVANIA STATE UNIV on October 6, 2016http://jebs.aera.netDownloaded from 
TABLE 5. 
Type I error rates and average B values for sample sizes (1000, 500), dT = 1, using 
ASVAB autoshop as matching subtest 
SIB-new SIB MH SIB-new £ SIB B 
a= 1,6=-1.25 7 14 21 0.008 0.019 
a=l,fc=-0.5 8 12 10 0.008 0.016 
a=\,b=0 10 10 7 0.006 0.010 
a= 1,6=0.5 13 10 9 0.003 0.002 
a=l, 6=1.25 7 10 12 -0.001 -0.005 
a=1.75, 6=-1.25 9 33 59 0.012 0.025 
a=\J5, 6=-0.5 3 14 33 0.009 0.020 
a= 1.75,6=0 6 6 9 0.005 0.009 
a= 1.75, fc=0.5 10 8 7 0.000 -0.003 
a= 1.75, 6=1.25 7 8 11 -0.002 -0.009 
a=2.5, 6=-1.25 23 45 82 0.014 0.029 
fl=2.5, 6=-0.5 5 21 40 0.009 0.022 
a=2.5, 6=0 8 7 11 0.003 0.008 
a=2.5, 6=0.5 9 9 7 -0.001 -0.005 
a=2.5, 6=1.25 7 11 13 -0.001 -0.010 
average 8.80 14.53 22.07 
TABLE 6. 
Type I error rates and average B values for sample sizes (1000, 1000), dT = 1, using 
ASVAB autoshop as matching subtest 
SIB-new SIB MH SIB-new B SIB B 
a=l,6=-1.25 16 24 29 0.014 0.020 
a=l,fc=-0.5 10 12 10 0.006 0.011 
a= 1,6=0 12 12 8 0.002 0.005 
a= 1,6=0.5 8 9 6 -0.001 -0.002 
a=\, 6=1.25 8 10 9 -0.002 -0.006 
a= 1.75, 6=-1.25 30 46 64 0.016 0.026 
fl= 1.75, fc=-0.5 10 14 30 0.006 0.016 
a= 1.75,6=0 10 5 14 0.000 0.005 
A= 1.75, 6=0.5 11 9 6 -0.004 -0.005 
a= 1.75, fc=1.25 6 6 5 -0.001 -0.008 
a=2.5, 6 = - 1.25 30 53 80 0.017 0.028 
a=2.5, 6=-0.5 10 19 45 0.007 0.018 
A=2.5, 6=0 11 9 12 -0.002 0.003 
fl=2.5, 6=0.5 6 8 3 -0.005 -0.008 
fl=2.5, 6=1.25 5 9 4 -0.002 -0.010 
average 12.20 16.33 21.67 
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TABLE 7. 
Type I error rates and average B values for sample sizes (3000, 1000), dT = /, using 
ASVAB autoshop as matching subtest 
SIB-new SIB MH SIB-new B SIB B 
0=1,6=-1.25 16 38 58 0.010 0.020 
a-l.fc—0.5 11 16 25 0.006 0.014 
0=1,6=0 10 11 9 0.002 0.006 
0= l,fc=0.5 12 12 9 0.000 0.000 
0=1,6=1.25 9 10 15 -0.001 -0.006 
0=1.75. 6=-1.25 37 82 98 0.015 0.028 
0=1.75, 6=-0.5 6 30 55 0.007 0.018 
0=1.75, 6=0 9 10 18 0.001 0.005 
0=1.75, 6=0.5 10 11 6 -0.003 -0.005 
^=1.75,6=1.25 11 14 18 -0.002 -0.010 
0=2.5, 6=-1.25 41 90 100 0.017 0.031 
0=2.5, 6=-0.5 14 39 73 0.008 0.021 
0=2.5, 6=0 11 7 21 0.000 0.005 
0=2.5, 6=0.5 8 8 6 -0.003 -0.007 
a=2.5, 6=1.25 13 15 20 -0.001 -0.010 
average 14.53 26.20 35.40 
TABLE 8. 
Type I error rates and average B values for sample sizes (3000, 3000), dT = /, using 
ASVAB autoshop as matching subtest 
SIB-new SIB MH SIB-new B SIB B 
0=1,6=-1.25 15 33 45 0.006 0.014 
fl=l,fc=-0.5 7 11 13 0.002 0.008 
0=1,6=0 4 3 6 -0.001 0.002 
a= 1,6=0.5 7 8 11 -0.004 -0.004 
0=1,^=1.25 7 11 21 -0.004 -0.008 
a=1.75, 6= - l . 25 38 72 97 0.012 0.021 
0=1.75, 6=-0.5 8 24 68 0.004 0.013 
0=1.75,6=0 7 4 12 -0.003 0.001 
0=1.75,6=0.5 10 13 3 -0.006 -0.008 
0=1.75,^=1.25 7 14 21 -0.004 -0.010 
0=2.5, 6=-1.25 45 91 100 0.013 0.024 
0=2.5, 6=-0.5 11 36 89 0.006 0.016 
0=2.5, 6=0 9 7 24 -0.004 0.001 
0=2.5, 6=0.5 9 16 2 -0.008 -0.010 
0=2.5,6=1.25 7 19 16 -0.004 -0.011 
average 12.73 24.13 35.20 
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the current SIBTEST in terms of Type I error. For example, the new SIBTEST 
on average has only moderate (8%) Type I error inflation, while the current 
SIBTEST has on average a 19% Type I error inflation when the group sample 
sizes are 3000. The improvement is most apparent for the high discriminating 
studied items at large sample sizes, as expected. For example, when the sample 
sizes are (3000, 3000) and dT = 1 (see Table 8), the Type I error rate of the new 
SIBTEST for the studied item with a = 1.75, b = -0.5 is 8 out of 100, a 67% 
improvement over the Type I error rate (24 out of 100) of the current SIBTEST 
for that item. For the studied items (usually low to moderate discrimination and 
moderate difficulty items) where the current SIBTEST has minor or no Type I 
error inflation, the new SIBTEST shows comparable Type I error rates (except 
for random noise). Also the new SIBTEST has less estimation bias/?, (recalling 
that B is 0 for Type I error study) on average as well as in terms of the largest 
magnitude, with the most improvement occurs at high discriminating items at 
large sample sizes. The Mantel-Haenszel statistic performed well for sample size 
combination (250, 250) but displayed much more inflated Type I error rates for 
larger sample sizes than did either of the SIBTESTs. For example, on average 
the Mantel-Haenszel statistic has a 30% Type I error inflation for sample size 
combination (3000, 3000), while the new SIBTEST has less than 8% Type I 
error inflation and the current SIBTEST has a 19% Type I error inflation. 
Of course it is important to note that the average Type I error rates mentioned 
above are unweighted averages over items designed to be challenging for DIF 
procedures as well as items for which none of the three procedures would 
display sizable Type I error inflation. These averages are just meant to indicate 
what could happen to the Type I error when a problematic item is encountered. 
In practice, the actual DIF Type I error inflation for any of the three procedures 
will be a function of the items of the particular test being considered. 
To compare the three procedures under more realistic conditions, Table 9 
gives the weighted averages of the Type I error rates for different sample size 
combinations as well as the two dT values using the ASVAB autoshop as 
matching subtest. Using a pool from a large testing program, the weights are 
given by the frequencies of items with a in intervals [0.5, 1.375); [1.375, 2.125); 
and [2.125, <*); and b in intervals ( -* , -0.875); [-0.875, -0.25); [-0.25, 
0.25); [0.25, 0.875); and [0.875, x), to correspond to a = 1,1.75, and 2.5; and b = 
-1.25, —0.5, 0, 0.5, and 1.25; respectively. Remember the nominal level of 
significance for the hypothesis test is 0.05. From Table 9, we see that when dT = 
0, each of the three procedures has average observed Type I error rate below the 
nominal level for small sample sizes while above the nominal level for the large 
sample sizes. The Mantel-Haenszel observed Type I error rates are on average 
further away from the nominal level than the two SIBTEST rates but still 
acceptable. When dT = 1, the three procedures on average all display acceptable 
Type I error behaviors for small samples. However, each procedure suffers from 
Type I error inflation for moderate to large sample sizes. It is clear that the 
SIBTEST with the new regression correction improves upon the Type I error 
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TABLE 9. 
Weighted averages of Type I error rates using ASVAB autoshop as matching subtest 
sample sizes dT SIB-new SIB MH 
(250, 250) 0 3.85 3.64 3.21 
(3000, 3000) 0 5.97 5.04 6.63 
(250, 250) 1 6.22 5.54 3.62 
(500, 250) 1 5.92 6.71 6.17 
(1000,500) 1 9.11 10.92 11.47 
(1000, 1000) 1 10.64 12.59 11.75 
(3000, 1000) 1 11.40 16.65 21.55 
(3000, 3000) 1 7.75 12.27 17.80 
behavior of the current SIBTEST in these cases, and the improvement is sub-
stantial for large sample sizes. The new SIBTEST has on average less than 7% 
Type I error inflation for sample sizes (3000, 1000), while the current SIBTEST 
has on average almost a 12% Type I error inflation. When the sample sizes are 
3000 for both groups, the new SIBTEST displays very minor Type I error 
inflation on average. One plausible reason is that the new SIBTEST regression 
correction is based on large sample results and is quite accurate for this sample 
size combination, resulting in much improved Type I error behavior. Also, it 
seems that the new SIBTEST shows more improvement over the current 
SIBTEST when the sample sizes for the two groups are not equal. The Mantel-
Haenszel suffers about the same Type I error inflation on average as the current 
SIBTEST for moderate sample sizes, but much severe Type I error inflation 
when at least one of the group sizes is 3000. 
Tables 10-13 summarize the Type I error performance of the procedures for 
the long test case under a large target ability difference of dT = 1, where the 
matching subtest was the 80-item SAT verbal test. As in the cases where the 
ASVAB autoshop test was the matching subtest, the three procedures have very 
minor or no Type I error inflation for small sample sizes (here since the 
matching subtest is of length 80, the observed score cell size is only about 12 for 
sample size 1000, the same as using the 25-item ASVAB autoshop test as 
matching subtest with sample size 300). As the sample sizes become larger, the 
Type I error inflation becomes bigger for the current SIBTEST and the Mantel-
Haenszel, but not for the SIBTEST with the new regression correction. The 
observations we have from cases using shorter matching subtests are also valid 
here: 
1. It is clear that the SIBTEST with the new regression correction has at least 
as good Type I error control as the current SIBTEST (except for random noise) 
when the sample sizes are small; 
2. As the sample sizes become larger, the SIBTEST with the new regression 
correction shows improvement over the current SIBTEST in terms of Type I 
error. The improvement is most apparent for the high discriminating studied 
items as expected; 
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3. For the studied items (usually low to moderate discrimination and moder-
ate difficulty items) where the current SIBTEST has minor or no Type I error 
inflation problem, the new SIBTEST shows comparable Type I error rates 
(except for random noise); _ 
4. The new SIBTEST has less estimation bias B (recalling that B is 0 for Type 
I error study) on average as well as in terms of the largest magnitude, when the 
most improvement occurs at high discriminating items at large sample sizes; 
5. The Mantel-Haenszel statistic performed well for small sample size com-
binations, but displayed much more inflated Type I error rates for larger sample 
sizes than did either of the SIBTEST statistic. 
Comparing the long test cases with the short test cases, we see that each of the 
three procedures has only a minor Type I error inflation problem for both small 
and large sample sizes. This is especially true for the new SIBTEST, whose 
observed Type I error rates are on average quite close to the nominal level for 
any sample size combination under consideration. With a test this long, the point 
estimates Zg(x) used to get the new regression correction would be quite accu-
rate, resulting in the new SIBTEST working well. The current SIBTEST regres-
sion correction is based on the true score model and the test reliability estimates 
and would work reasonably well for the long test. When tests are long, proce-
dures such as the Mantel-Haenszel that partially control for inflated DIF estima-
tion and/or inflated Type I error by including the studied item score in the 
matching subtest score could be effective as well (see, e.g., Shealy & Stout, 
1993a, or Zwick, Donoghue, & Grima, 1993). Again it is to be noted that Tables 
10-13 show unweighted average Type I error rates over problematic items as 
well as items that show good Type I error control. Table 14 gives the weighted 
averages of Type I error rates again using a pool of items from a large testing 
program. The weights are determined by the frequencies of items with a in 
intervals [0.5, 1.25); [1.25, 1.75); and [1.75, x); and b in intervals ( - x , -1 ) ; 
[ - 1 , 0); [0, 1); [1, 2); and [2, x), to correspond to a = 1, 1.5, and 2; and b = 
-1 .5 , -0 .5 , 0.5, 1.5, and 2.5; respectively. From Table 14, we see that for 
sample sizes (1000, 500), the three procedures all have observed Type I error 
rates below the nominal level of 0.05 with the new SIBTEST rates closest to the 
nominal level. The new SIBTEST rates are, on average, close to the current 
SIBTEST rates for small sample sizes, but for moderate sample sizes the new 
SIBTEST rates are very close to the nominal level while the current SIBTEST 
displays some minor Type I error inflation. The Mantel-Haenszel rates are very 
close to the nominal level for sample sizes (1000, 1000), but increase somewhat 
as sample sizes become larger and suffer about the same degrees of minor Type 
I error inflation as the current SIBTEST does. 
Power Study 
The power of SIBTEST using the new regression correction is studied in 
comparison with the current SIBTEST and Mantel-Haenszel. In particular, the 
capability of the procedures to detect unidirectional DIF is evaluated. 
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TABLE 10. 
Type I error rates and average B values for sample sizes (1000, 500), dT = 
verbal as matching subtest 
1, using SAT 
SIB-new SIB MH SIB-new B SIB B 
a=l,fc=-1.5 3 4 2 0.001 0.004 
fl=l,&—0.5 5 3 3 0.005 0.007 
0=1, £=0.5 2 2 2 0.002 0.003 
0=1, £=1.5 4 4 1 - 0 . 0 0 3 -0 .002 
0=1, £=2.5 0 1 0 -0 .002 -0 .002 
0=1.5, £ = - 1 . 5 8 9 6 0.003 0.007 
0=1.5, £ = - 0 . 5 7 6 4 0.003 0.005 
0=1.5, £=0.5 1 1 0 0.003 0.003 
0=1.5, £=1.5 3 3 3 -0 .005 - 0 . 0 0 4 
0=1.5, £=2.5 1 1 2 - 0 . 0 0 3 -0 .003 
a=2yb=-\.5 8 8 8 0.002 0.005 
0=2, £ = - 0 . 5 6 6 5 0.005 0.007 
0=2, fc=0.5 3 2 1 0.002 0.002 
0=2, £=1.5 4 4 2 -0 .005 - 0 . 0 0 4 
0=2, £=2.5 1 1 4 - 0 . 0 0 3 - 0 . 0 0 3 
average 3.73 3.67 2.87 
TABLE 11. 
Type I error rates and average B values for sample sizes (WOO, 1000), dT = / , using SAT 
verbal as matching subtest 
SIB-new SIB MH SIB-new B SIB B 
a=\,b—1.5 4 3 3 0.001 0.002 
a= l ,£=-0 .5 8 8 7 0.003 0.004 
0=1, £=0.5 7 7 5 0.001 0.002 
0=1, £=1.5 7 6 3 0.000 0.000 
0=1, £=2.5 3 4 3 0.001 0.001 
a=1.5, £=-1.5 13 12 5 0.001 0.003 
0=1.5, £=-0.5 5 4 4 0.002 0.003 
0=1.5, £=0.5 6 6 6 -0.002 -0.001 
0=1.5, £=1.5 7 7 3 0.001 0.000 
0=1.5, £=2.5 5 5 3 0.001 0.001 
0=2, £=-1.5 11 10 8 0.002 0.003 
0=2, £=-0.5 6 8 8 0.003 0.005 
0=2, £=0.5 3 3 3 -0.001 0.000 
0=2, £=1.5 4 4 3 0.002 0.001 
0=2, £=2.5 7 7 4 0.003 0.002 
average 6.40 6.27 4.53 
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TABLE 12. 
Type I error rates and average B values for sample sizes (3000, 1000), dT = /, using SAT 
verbal as matching subtest 
SIB-new SIB MH SIB-new B SIB B 
a=l,fc=-1.5 5 8 10 0.003 0.006 
a=l,fc=-0.5 4 7 6 0.005 0.008 
a= 1,6=0.5 4 5 5 0.001 0.003 
0=1,6=1.5 7 6 5 0.002 0.002 
0=1,6=2.5 5 5 9 0.001 0.001 
0=1.5, 6=-1.5 5 22 25 0.004 0.008 
0=1.5, 6=-0.5 6 12 14 0.005 0.009 
0=1.5,6=0.5 5 8 7 0.000 0.001 
0=1.5,6=1.5 6 7 5 0.001 0.001 
0=1.5,6=2.5 4 4 12 0.000 -0.001 
a=2,b=-\.5 13 26 39 0.004 0.008 
a=2, b=-0.5 8 13 23 0.005 0.009 
0=2, b=0.5 4 5 6 0.000 0.001 
0=2,6=1.5 5 5 6 -0.001 -0.001 
0=2, 6=2.5 5 5 9 0.000 0.000 
average 5.73 9.20 12.07 
TABLE 13. 
Type I error rates and average B values for sample sizes (3000, 3000), dT = /, using SAT 
verbal as matching subtest 
SIB-new SIB MH SIB-new B SIB B 
a=l, fc=-1.5 7 6 4 0.003 0.005 
a= l , 6=-0.5 5 12 12 0.004 0.006 
a=l,fc=0.5 4 4 4 0.002 0.003 
0=1,6=1.5 4 4 3 -0.001 -0.001 
a=\,b=2.5 2 2 4 0.000 -0.001 
0=1.5, b=- 1.5 10 15 15 0.003 0.005 
0=1.5, &=-0.5 10 15 15 0.004 0.007 
^=1.5,6=0.5 7 5 5 0.000 0.001 
0=1.5,6=1.5 3 3 4 -0.001 -0.001 
0=1.5,6=2.5 1 1 5 0.000 -0.001 
0=2, 6=-1.5 20 23 29 0.003 0.005 
0=2, 6—0.5 12 17 28 0.005 0.007 
0=2, 6=0.5 5 4 4 0.000 0.001 
0=2,6=1.5 4 4 4 -0.001 -0.001 
0=2, 6=2.5 2 1 4 0.000 -0.001 
average 6.40 7.73 9.33 
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TABLE 14. 
Weighted averages of Type I error rates using SAT verbal as matching subtest 





















Using the Shealy and Stout multidimensional model for DIF and a parametric 
model for multidimensional IRFs, we construct studied items so that their 
marginal IRFs, as given by (1) and (2), always favor the reference group. The 
multidimensional IRFs of each model are assumed to be invariant over groups, 
that is, (6,7]) is assumed to be complete in parametrizing the latent space. 
The item responses are generated from the two-dimensional logistic model 
with guessing 
v ' , ; 1 + exp{-1.701[flj(e - bx) + a2(T\ - b2)]} (24) 
The matching subtest item parameters are from the 3PL estimates of the AS VAB 
autoshop test. Since we are using the two-dimensional logistic model as given in 
(24), we let both a2 and b2 be 0 for each matching subtest item, so that the 
matching subtest is unidimensional. 
The conditional densities of 7)|6 in (1) and (2) are chosen to be stochastically 
larger for the reference group than for the focal group, so that by (1) and (2), 
PR(6) > PF(6) for all 6. In this study the random vector (6,7]) has a bivariate 
normal distribution for each group, with the same covariance matrix X having 
diagonal elements equal to 1 and off-diagonal elements equal to 0.5. Hence the 
correlation between the two dimensions is 0.5. The target ability difference dT 
(the difference between the means of 6 of the two groups) is set at 1, because 
when dT equals to 0, no regression correction comes into play as it is not needed, 
and the SIBTESTs using either regression correction give almost identical 
results. The means of T) for the two groups are chosen such that the difference 
between the means of conditional distributions of T) 16 is 1 (the distributions of 
7)16 for the two groups are normals with the same variance). 
Four cases are studied ranging from easy to difficult items with varying 
degrees of discrimination. The item parameters for each case are given below in 
Table 15 along with their corresponding model based DIF values B = J[PR(6) 
-J>F(8)]/p(8)d8. 
The results of power study are given in Tables 16-18 (power rates are 
calculated by the number of rejections per 100 trials). We notice that the 
SIBTESTs using the two regression correction approaches have on average 
approximately the same DIF flagging rates for the three different sample sizes, 
even though the Type I error inflation has been reduced with the new regression 
correction. Also notice the closeness in performance of the SIBTESTs using the 
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TABLE 15. 
Parameters for suspect IRF 
« i a2 * i b2 c B 
case 1 1.5 0.5 0.0 0.0 0.2 0.081 
case 2 2.0 0.4 1.0 0.0 0.2 0.035 
case 3 1.8 0.4 0.0 0.5 0.2 0.059 
case 4 2.0 0.3 0.3 0.3 0.2 0.039 
TABLE 16. 
Power rates and average B values for sample sizes (250, 250) 
SIB-new SIB MH SIB-new B SIB B 
case 1 52 58 61 0.088 0.094 
case 2 12 11 9 0.037 0.032 
case 3 33 35 42 0.066 0.071 
case 4 19 18 21 0.041 0.042 
average 29.00 31.50 33.25 
TABLE 17. 
Power rates and average B values for sample sizes (1000, 1000) 
SIB-new SIB MH SIB-new B SIB B 
case 1 95 96 100 0.081 0.083 
case 2 48 33 35 0.039 0.034 
case 3 83 86 94 0.058 0.060 
case 4 47 45 64 0.039 0.039 
average 68.25 65.00 73.25 
TABLE 18. 
Power rates and average B values for sample sizes (3000, 3000) 
SIB-new SIB MH SIB-new B SIB B 
case 1 100 100 100 0.079 0.082 
case 2 87 75 80 0.039 0.034 
case 3 100 100 100 0.057 0.059 
case 4 82 83 99 0.038 0.037 
average 92.25 89.50 94.75 
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two regression corrections in terms of the observed estimation bias of B. The 
Mantel-Haenszel statistic has on average slightly higher DIF flagging rates than 
the SIBTESTs. But since the Mantel-Haenszel has greater Type I error inflation 
in general, its true power (the power if there were no Type I error inflation) must 
be somewhat less. 
Notes on the Mantel-Haenszel 
Unlike the SIBTEST regression correction, the Mantel-Haenszel procedure as 
well as the standardization procedure (Dorans & Kulick, 1986), and the Mantel 
procedure (Zwick et al, 1993) are procedures that partially control for inflated 
DIF estimation and/or inflated Type I error by including the studied item score 
in the matching subtest score. When tests are long or when the variation of 
discrimination across test items is not large, these procedures can be effective 
(see for example Shealy & Stout, 1993a, or Zwick et al). However for short or 
moderate length tests and large but realistic levels of variation in item discrimi-
nation, the Type I error rate can become substantially larger than the nominal 
level (see Allen & Donoghue, 1996; Chang, Mazzeo, & Roussos, 1996; and 
Roussos & Stout, 1996) for simulated DIF studies using IRT models designed by 
the authors to model actual test settings. Including the studied item in the 
matching score X does nothing to prevent the stochastic ordering of the distribu-
tions of 9 R | XR = x and 9 F | XF = x. It is the statistical dependence between the 
studied item score and the matching score in some cases that keeps FR(JC) and 
YF(x) near to one another, reducing the value of B in the non-DIF case. When 
using the latent trait based definition of DIF given in Definition / , an IRT-based 
justification for including the studied item in the matching score is only avail-
able for models close in some way to the Rasch model (Holland & Thayer, 
1988). For detailed discussion of the implications of including the studied item 
in the matching criterion see Fischer, 1993; Meredith and Millsap, 1992; and 
Zwick, 1990. 
It should be pointed out that the hypothesis the Mantel-Haenszel tests is 
whether the odds of getting the item correct at a given level of the matching 
variable is the same for both groups across all levels of the matching variable, 
the so-called constant odds ratio hypothesis. Holland and Thayer (1988) pointed 
out that under the Rasch model the constant odds ratio hypothesis holds exactly 
in the population if the matching criterion includes the studied item and all items 
in the matching criterion except the studied item are free of DIF. It is only under 
these conditions that the MH procedure and the Rasch model have a special 
relationship. As noted by Zwick (1990), in general, the Mantel-Haenszel null 
hypothesis of constant odds ratio will not hold unless the distributions of 
©RI^R = x and 0 F |X F = * are the same. In the simulation study we have 
conducted, the underlying parametric model is 3PL model. Except for cases 
where the group ability distributions are the same (dT = 0), the constant odds 
ratio hypothesis may not hold in the population, resulting in the Mantel-
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Haenszel higher Type I error rates. It is quite possible that these higher Type I 
error rates actually reflect the power of the Mantel-Haenszel in detecting the 
violation of the constant odds ration null hypothesis. 
Discussion 
The results reported above in detail are but a portion of the total simulation 
study, which is not reported because of space limitations. For example, in the 
total study, we have varied the sample sizes by a great degree using sample sizes 
250, 500, 1000 and 3000 for each group, assuming the reference group size is at 
least as large as the focal group size. The sample sizes for the two groups consist 
of 10 different combinations. (250, 250); (500, 250); (500, 500); (1000, 250); 
(1000, 500); (1000, 1000); (3000, 250); (3000, 500); (3000, 1000); and (3000, 
3000). Also, we have used four different tests, including two more ASVAB tests 
in addition to the reported upon ASVAB autoshop and SAT verbal tests. Lastly, 
we have done simulations assuming no guessing for all the items, including the 
studied item. The unreported results are of almost exactly the same general 
character as reported above and hence uniformly point to the effectiveness of 
our new piecewise linear regression correction in improving the Type I error 
control and reducing the estimation bias of SIBTEST The improvement is most 
apparent for more highly discriminating items and large sample sizes. The power 
study conducted suggests that the new regression correction gives the new 
SIBTEST at least as much power as the current regression correction. Our 
proposed regression correction also retains other favorable features of SIBTEST 
in that it does not specify a parametric model underlying the data and is 
computationally non-intensive. Moreover, this new SIBTEST can be used for 
bundle DIF analyses exactly as with the current SIBTEST (i.e. assessing items 
collectively for amplified bundle DIF; see Douglas, Roussos, & Stout, 1996). 
In summary, we have proposed a version of SIBTEST with a new regression 
correction. It essentially uses a two segment piecewise linear regression that 
replaces the linear regression of true on observed matching subtest scores. A 
realistic simulation study of the new approach shows that the new version of 
SIBTEST has improved Type I error performance on items with possibly prob-
lematic item parameters, while retaining other favorable features of the current 
SIBTEST. The new SIBTEST procedure is available from the authors. 
Notes 
1 under certain mild assumptions, it can indeed be shown that stochastic ordering of 
these distributions follows from ordering of the distributions of 9 F and 9R, see for 
example Zwick (1990). 
2 This intuitive concept can be made rigorous, for example, by defining 
6V = [E(0R|XR = x) + E(6F|XF = x)]/2. 
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APPENDIX 
Theorem 1. As given by (5), BOBS
 ls unbiased for B defined by (4), when the distribu-
tions of GR and GF are the same. 
Proof: Let pg(jc) = P{Xg = x). Taking expectation of (5), we have 
EBOBS = 2 {pF(x)EYR(x) - E[TTF(X)YF(X)]} (A 1) 
Let NF denote the number of examinees in the focal group, and #A denote the number of 
examinees in set A. Then 
2E[TTF(X)~YF(X)] = ^rECL{Y¥ = UXF = x}] = P(YF = 1) 
x "F x 
Since 
^pF(x)EYF(x) = ^P(YF =\,XF = x) = P(YF = 1) 
X X 
we have 
^E[TTF(X)YF(X)] = ^pF(x)EYF(x) (A2) 
X X 
Now 
Bm=E(YR\GR = $)-E(YF\GF = d) 
Since GR and GF have the same distribution, and all the matching items depend on G 
only, we have 
PRW
 = M*) 
and 
B = JE(YR\QR = e)/R(ewe - J^(KF|GF = e)/F(6)^e 
= £KR - EYF 
= 2 > R « £ W R = *) - S P F W ^ F ^ F = *) 
Thus, noting that EYg(x) = E(Yi,\Xf, = x) and recalling {A\) and (A2), 
^ O B S = S P F W I ^ W R = *) " « ^ F = *)] = B, 
as desired. 
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