We study local bifurcation from an eigenvalue with multiplicity greater than one for a class of semilinear elliptic equations. We evaluate the exact number of bifurcation branches of non trivial solutions and we compute the Morse index of the solutions in those branches.
Introduction and main results
Let us consider the problem −∆u = |u| p−1 u + λu in Ω u = 0 on ∂Ω, (1.1) where Ω is a bounded open domain in R N , p > 1 and λ ∈ R. It has the trivial family of solutions {(λ, 0) | λ ∈ R}. A point (λ * , 0) is called a bifurcation point for (1.1) if every neighborhood of (λ * , 0) contains nontrivial solutions of (1.1). It is easily seen that a necessary condition for (λ * , 0) to be a bifurcation point is that λ * is an eigenvalue of the problem −∆u = λu in Ω,
We denote by λ 1 < λ 2 ≤ · · · ≤ λ j ≤ . . . the sequence of the eigenvalues of the problem (1.2).
Since problem (1.1) has a variational structure, the fact that λ * is an eigenvalue of the problem (1.2) is not only necessary, but is also a sufficient condition for bifurcation to occur. More precisely in [5] and [11] , it was proved that for any eigenvalue λ j of (1.2) there exists r 0 > 0 such that for any r ∈ (0, r 0 ) there are at least two distinct solutions (λ i (r), u i (r)), i = 1, 2 of (1.1) having u i (r) = r and in addition (λ i (r), u i (r)) → (λ j , 0) as r → 0.
A very interesting problem is to find the structure of the bifurcation set at any eigenvalue λ j , namely the set of nontrivial solutions (λ, u) of (1.1) in a neighborhood of λ j . In [7] the authors provide an accurate description in the case of a simple eigenvalue, by showing that the bifurcation set is a C 1 curve crossing (λ j , 0). If the eigenvalue λ j has higher multiplicity, in [14] the author describes the possible behavior of the bifurcating set by showing that the following alternative occurs: either (λ j , 0) is not an isolated solution of (1.1) in {λ j } × H 1 0 (Ω), or there is a one-sided neighborhood U of λ j such that for all λ ∈ U \ {λ j } problem (1.1) has at least two distinct nontrivial solutions, or there is a neighborhood I of λ j such that for all λ ∈ I \ {λ j } problem (1.1) has at least one nontrivial solution. We also quote the results obtained in [2] , where the author gives a more precise description of the bifurcation set.
A natural question arises: which is the exact number of nontrivial solutions of (1.1) bifurcating from any eigenvalue λ j ?
This question is the object of the present paper. Let us fix an eigenvalue λ j with multiplicity k, i.e. λ j−1 < λ j = · · · = λ j+k−1 < λ j+k ≤ . . . . In view of the discussion above, we are mainly interested in the case j ≥ 2 and k ≥ 2, though our results hold also for j = 1 or k = 1.
We state our first main result.
Theorem 1.1. There exists δ = δ(λ j ) > 0 such that for any λ ∈ (λ j − δ, λ j ) problem (1.1) has at least k pairs of solutions (u λ , −u λ ) bifurcating from λ j . Moreover, associated to each u λ there exist real numbers a 1 λ , . . . , a k λ and a function φ λ ∈ X (see (2.4 ) and (2.5)), with (φ λ , e i ) = 0 for i = 1, . . . , k such 
Here e 1 , . . . , e k , are k orthogonal eigenfunctions associated to the eigenvalue λ j such that e i L 2 = 1 for any i = 1, . . . , k.
We point out that the existence of at least 2k nontrivial solutions bifurcating from the eigenvalue λ j was already known (see [5] , [11] , [14] and [6] , [9] and the references therein for the critical case). But in Theorem 1.1 we also describe the asymptotic behaviour of those solutions as λ goes to λ j . In particular we find out a relation between solutions to problem (1.1) bifurcating from the eigenvalue λ j and critical points of the function J λ j : the solution u λ which satisfies (1.3) is "generated" by the critical point a. This suggests that the solution u λ "generated" by a can inherit some properties of a. More precisely we prove the following result. Theorem 1.2. Assume a is a non degenerate critical point of the function J λ j with Morse index m. Then there exists δ = δ(λ j ) > 0 such that for any λ ∈ (λ j − δ, λ j ) problem (1.1) has a unique solution u λ bifurcating from λ j which satisfies (1.3) . Moreover u λ is non degenerate and its Morse index is m + j − 1.
Moreover, it also suggests that the number of nontrivial solutions to (1.1) bifurcating from the eigenvalue λ j coincides with the number of nontrivial critical points of J λ j . In fact we have the following result. Theorem 1.3. Assume the function J λ j defined in (1.4) has exactly 2h non trivial critical points which are non degenerate. Then there exists δ = δ(λ j ) > 0 such that for any λ ∈ (λ j − δ, λ j ) problem (1.1) has exactly h pairs of solutions (u λ , −u λ ) bifurcating from λ j and all of them are non degenerate.
The last theorem allows us to give an accurate description of the bifurcation branches from any multiple eigenvalues when Ω is a rectangle in R 2 (see Example 6.2) and also from the second eigenvalue when Ω is a cube in R 3 (see Example 6.3), provided p = 3. We point out that when Ω = (0, π) × (0, π) is a square in R 2 and p is an odd integer, in [8] the authors studied the bifurcation from the second eigenvalue λ 2 and they proved that the bifurcation set is constituted exactly by the union of four C 1 curves crossing (λ 2 , 0) from the left. We also remark that some exactness results in bifurcation theory for a different class of problems were obtained in [16] .
The proof of Theorem 1.1 is based upon a Ljapunov-Schmidt reduction method (see, for example, [2] , [3] , [12] , [14] ). The proofs of Theorem 1.2 and Theorem 1.3 rely on the asymptotic estimate (1.3), which links nontrivial solutions of (1.1) bifurcating from λ j and critical points of the function J λ j .
The paper is organized as follows: in Section 2 we introduce some notation, in Section 3 we reduce problem (1.1) to a finite dimensional one, in Section 4 we study the reduced problem and we prove Theorem 1.1, in Section 5 we prove Theorem 1.2 and Theorem 1.3 and in Section 6 we discuss some applications.
In order to make the reading more fluent, in many calculations we have used the symbol c to denote different absolute constants which may vary from line to line.
Setting of the problem
First of all we rewrite problem (1.1) in a different way. We introduce a positive parameter ε. An easy computation shows that, if u(x) solves problem (1.1), then for any ε > 0 the function v(x) = ε
The parameter ε will be chosen in Lemma 4.2 as ε = λ j − λ > 0. If r ∈ [1, +∞) and u ∈ L r (Ω), we will set u r = Ω |u| r 1/r . Definition 2.1. Let us consider the embeddings i :
It holds
Here the positive constants c and c(q) depend only on Ω and N and Ω, N and q, respectively. Let us recall the following regularity result proved in [1] , which plays a crucial role when p > N +2 N −2 and N ≥ 3.
N+2s
, where the positive constant c depends only on Ω, N and s. Now, we introduce the space
We remark that the choice of s is such that pN s N +2s = s, a fact that will be used in the following.
X is a Banach space equipped with the norm u X = u in the first case and u X = u + u s in the second case.
By means of the definition of the operator i * , problem (2.1) turns out to be equivalent to
where f (s) = |s| p−1 s. Now, let us fix an eigenvalue λ j with multiplicity k, i.e. λ j−1 < λ j = · · · = λ j+k−1 < λ j+k ≤ . . . . We denote by e 1 , . . . , e k , k orthogonal eigenfunctions associated to the eigenvalue λ j such that e i 2 = 1 for i = 1, . . . , k. We will look for solutions to (2.1), or to (2.6), having the form
where a i λ ∈ R, the function φ λ is a lower order term and we have set a := (a 1 , . . . , a k ), e := (e 1 , . . . , e k ) and ae :=
We consider the subspace of X given by K j = span {e i | i = 1, . . . , k} and its complementary space K ⊥ j = {φ ∈ X | φ, e i = 0, i = 1, . . . , k} .
Moreover let us introduce the operators Π
We remark that there exists a positive constant c such that
Our approach to solve problem (2.6) will be to find, for λ close enough to λ j and ε small enough, real numbers a 1 , . . . , a k and a function φ ∈ K ⊥ j such that
Finite dimensional reduction
In this section we will solve equation (2.9). More precisely, we will prove that for any a ∈ R k , for λ close enough to λ j and ε small enough, there exists a unique φ ∈ K ⊥ j such that (2.9) is fulfilled. Let us introduce the linear operator
We can prove the following result.
Lemma 3.1. There exists δ > 0 and a constant c > 0 such that for any λ ∈ (λ j − δ, λ j + δ), the operator L λ is invertible and it holds
Proof. First of all, we remark that L λ is surjective.
Concerning the estimate, we prove our claim when N ≥ 3 and p > N +2
N −2 , and we argue in a similar way in the other cases.
Assume by contradiction that there are sequences δ n → 0, λ n → λ j and
Without loss of generality we can assume
where
First of all we point out that w n = 0 for any n ∈ N. Indeed, multiply equation (3.4) by e i , i = 1, . . . , k, so that w n , e i = −λ n Ω φ n e i = 0, so that w n ∈ K ⊥ j , and then w n = 0. By (3.2), we can assume that, up to a subsequence, φ n → φ weakly in X and strongly in L q (Ω) for any q ∈ 1,
and passing to the limit, by (3.3) we deduce that φ ∈ K j . Since φ ∈ K ⊥ j , we conclude that φ = 0.
On the other hand, multiplying (3.4) by φ n , we get
which implies φ n → 0. Moreover by (3.4), Lemma 2.2 and by interpolation (since 1 < N s N +2s < s), we deduce that for some σ ∈ (0, 1)
) and so φ n s → 0. Finally a contradiction arises, since φ n X = 1. Now we can solve Equation (2.9). Proposition 3.2. For any compact set W in R k there exist ε 0 > 0, δ > 0 and R > 0 such that, for any a ∈ W, for any ε ∈ (0, ε 0 ) and for any λ ∈ (λ j − δ, λ j + δ), there exists a unique φ λ (a) ∈ K ⊥ j such that
Proof. We prove our claim when N ≥ 3 and p > N +2 N −2 . We argue in a similar way in the other cases.
Let us introduce the operator T :
We point out that φ solves equation (3.5) if and only if φ is a fixed point of
Then, we will prove that there exist ε 0 > 0, δ > 0 and R > 0 such that, for any a ∈ W, for any ε ∈ (0, ε 0 ) and for any λ ∈ (λ j − δ, λ j + δ)
First of all, let us point out that by Lemma 3.1, (2.8), (2.2) and Lemma 2.2, we get that there exists c = c(N, s, Ω, W ) > 0 such that for any
Finally, provided ε is small enough and R is suitable chosen, T maps {φ ∈ K ⊥ j : φ X ≤ Rε} into itself. Now, let us show that T is a contraction, provided ε is even smaller. As before, by Lemma 3.1, (2.8), (2.2) and Lemma 2.2, we get that there exists c > 0 such that for any
.
Indeed, by the mean value theorem, it follows that there exists ϑ ∈ (0, 1)
The oddness of the mapping a → φ λ (a) i.e. φ λ (a) = −φ λ (−a), is a straightforward consequence of the uniqueness of solutions of problem (3.5) .
The regularity of the mapping can be proved using standard arguments.
The reduced problem
In this section we will solve equation (2.10). More precisely, we will prove that if λ is close enough to λ j , there exists a λ ∈ R k such that equation (2.10) is fulfilled. Let I λ : H 1 0 (Ω) −→ R be defined by
It is well known that critical points of I λ are solutions of problem (2.1). Let us consider the reduced functional
where φ λ (a) is the unique solution of (3.5). Proof. We only point out that
since φ λ (a) solves equation (3.5) and
Then the claim easily follows.
¿From now on we assume
where J λ j is defined in (1.4) and
Proof. Set φ := φ λ (a). It holds (using (4.3))
Here we used the fact that φ λ j (a) = 0 ∀ a, as it is clear from (3.6).
Of course Φ λ is even and of class C 1 . It remains to prove that it goes to zero C 1 -uniformly on every compact subset W of R k as λ → λ j , that is, as ε → 0.
Let us fix a compact set W in R k . It is easy to check that
Indeed, by the mean value theorem we deduce that there exists ϑ ∈ (0, 1) such that
Therefore Φ λ goes to zero uniformly on W as λ → λ j , since φ X ≤ Rε by (3.6). Now, let us prove that also ∇Φ λ goes to zero as λ → λ j uniformly on W . Indeed, fix i = 1, . . . , k and evaluate
By (3.5), for every z ∈ K ⊥ j we have
Then, taking z = ∂φ ∂a i ∈ K ⊥ j , by (4.5) we deduce
Indeed, again by the mean value theorem we deduce that there exists ϑ ∈ (0, 1) such that
Therefore, also ∇Φ λ goes to zero uniformly on W as λ → λ j .
Proposition 4.3. There exists δ > 0 such that for any λ ∈ (λ j − δ, λ j ) the function J λ has at least k pairs (a λ , −a λ ) of distinct critical points. Moreover a λ → a as λ goes to λ j and a is a critical point of J λ j (see (1.4) ).
Proof. First of all, we note that J λ (0) = 0 and also that J λ is an even function. Moreover (see (1.4) ), it is clear that there exist R > r > 0 such that inf
Therefore, by Lemma 4.2 we deduce that, if λ is close enough to λ j , it holds
Then J λ j has at least k pairs of distinct critical points (a λ , −a λ ) in B(0, R).
We can assume that a λ → a ∈ B(0, R) as λ → λ j . By (4.4) we get
, and since Φ λ goes to zero C 1 − uniformly on B(0, R) as λ → λ j , we get ∇J λ j (a) = 0. That proves our claim.
Proof of Theorem 1.1. The claim follows by Lemma 4.1 and Proposition 4.3.
Some uniqueness results
First of all we describe the asymptotic behaviour of the solution u λ of problem (1.1) bifurcating from the eigenvalue λ j as λ goes to λ j . Proposition 5.1. Let u λ ∈ X be a solution to problem (1.1) such that u λ X goes to zero as λ goes to λ j . Then for any λ sufficiently close to λ j there exist a 1 λ , . . . , a k λ ∈ R and φ λ ∈ K ⊥ j such that
where φ λ → 0 in X and a i λ → a i , i = 1, . . . , k, as λ goes to λ j . Moreover a = (a 1 , . . . , a k ) is a critical point of J λ j .
The function v λ = u λ u λ X solves the problem
Up to a subsequence, we can assume that, as λ goes to λ j , v λ → v weakly in X and strongly in L q (Ω) for any q ∈ 1, 2N N −2 . By (5.1) we deduce that v solves −∆v = λ j v in Ω, v = 0 on ∂Ω and, so, v ∈ K j .
We claim that v = 0. Indeed, if v = 0 by (5.1) we get
and passing to the limit as λ goes to λ j we deduce that v λ goes to zero, since v λ p+1 is bounded. Moreover by (5.1) and Lemma 2.2 we get
, and by interpolation (since 1 < N s N +2s < s) v λ s → 0 as λ goes to λ j . Finally a contradiction arises since v λ X = 1. Now it is easy to check that there exist
b i λ e i + ψ λ and, as λ goes to λ j , ψ λ X → 0 (using Lemma 2.2) and b i λ → b i , i = 1, . . . , k (see also [13] for analogous properties in presence of more general nonlinearities).
We want to prove that there exists Λ such that
Multiplying (5.1) by e i , we deduce that
We recall that, as λ goes to λ j , b i λ → b i and b i = 0 for some i, since v = 0. We also point out that, as λ goes to λ j ,
and
Then by (5.3) we deduce that, as λ goes to λ j , u λ p−1 X λ j −λ goes to Λ ∈ R, Λ = 0 and also that Finally, we can write u λ = (λ j − λ)
Moreover, as λ goes to λ j , a λ goes to a = Λ 1 p−1 b and by (5.4) we deduce that a is a critical point of J λ j . That proves our claim.
Secondly, we prove that any non degenerate critical point a of J λ j generates a unique solution u λ bifurcating from the eigenvalue λ j which satisfies (1.3).
Proposition 5.2.
Suppose that a is a non degenerate nontrivial critical point of the function J λ j defined in (1.4). Then there exists δ = δ(λ j ) > 0 such that for any λ ∈ (λ j − δ, λ j ) problem (2.1) with ǫ = λ j − λ has a unique solution u λ such that u λ = a λ e + φ λ , where a λ → a in R k , φ λ , e i = 0 for any i = 1, . . . , k and φ λ X → 0 as λ → λ j .
Proof. Step 1. Existence
Since a is a non degenerate critical point of J λ j , by Lemma 4.2 we deduce that there exists δ > 0 such that for any λ ∈ (λ j − δ, λ j ) the function J λ has a critical point a λ such that a λ goes to a as as λ goes to λ j . Then by Lemma 4.1 we deduce that the function u λ = a λ e + φ λ (a λ ) is a solution to problem (2.1), with φ λ , e i = 0 for any i = 1, . . . , k and φ λ X → 0 as λ → λ j .
Step 2. Uniqueness Let u λ and v λ be two solutions of (2.1) such that u λ = a λ e + φ λ and v λ = b λ e + ψ λ , where φ λ , ψ λ ∈ K ⊥ j , a λ , b λ go to a and φ λ X , ψ λ X go to zero as λ goes to λ j .
Assume by contradiction that u λ = v λ and consider the function
It is clear that z λ satisfies the problem
We point out that by the Mean Value Theorem there exists ϑ ∈ (0, 1) such that
We also remark that f ′ (u λ + ϑ(u λ − v λ )) converges to f ′ (ae) strongly in L N/2 (Ω) as λ goes to λ j . Up to a subsequence, we can assume that z λ → z weakly in H 1 0 (Ω) and strongly in L q (Ω) for any 1 < q < 2N N −2 . Moreover, by (5.5) we deduce that there exists α = (α 1 , . . . , α k ) ∈ R k such that z = αe = k i=1 α i e i . Now, multiplying (5.5) by e i , i = 1, . . . , k, and using (5.6), we deduce
and passing to the limit, as λ goes to λ j , we get α i = Ω f ′ (ae)ze i dx for any i = 1, . . . , k. Therefore α is a solution of the linear system HJ λ j (a)α = 0, where HJ λ j (a) denotes the Hessian matrix ofJ at a. Since a is a non degenerate critical point of J λ j , we deduce that α = 0, namely z = 0. On the other hand, multiplying (5.5) by z λ , and using (5.6), we deduce
and passing to the limit, as λ goes to λ j , we get z λ → 0. Finally, a contradiction arises since z λ = 1.
Finally, we compute the Morse index of the solution u λ generated by a critical point a of J λ j (see (1.4)) in terms of the Morse index of a.
We recall that the Morse index of a solution u of problem (1.1) is the number of negative eigenvalues µ of the linear problem
or equivalently
We point out that the function u, which solves problem (1.1), and the function v = ε Proof. We denote by µ 1 λ < µ 2 λ ≤ · · · ≤ µ i λ ≤ . . . the sequence of the eigenvalues, counted with their multiplicities, of the linear problem
We also denote by v i λ ∈ H 1 0 (Ω), with v i λ 2 = 1, the eigenfunction associated to the eigenvalue µ i λ . It is clear that, as λ goes to λ j , eigenvalues and eigenfunctions of (5.7) converge to eigenvalues and eigenfunctions of the linear problem
whose set of eigenvalues is
Therefore, if λ is close enough to λ j , we can claim that µ 1 λ , . . . , µ j−1 λ are negative and they are close to 1 −
, respectively, and that , with v l λ 2 = 1, i.e.
Then we can write
(5.10)
Now, up to a subsequence, we can assume that for any l = 1, . . . , k and i = 1, . . . , k, ψ l λ → ψ l and b does not go to 1 as λ goes to λ j .
First of all we claim that ψ l = 0 for any l = 1, . . . , k. In fact by (5.9) we deduce that for any l = 1, . . . , k and for all v ∈ H 1 0 (Ω) it holds
and passing to the limit as λ goes to λ j
that is v l is an eigenfunction associated to the eigenvalue λ j , so that ψ l = 0. Therefore by (5.10) we deduce that
Now, if we multiply (5.9) by e i , we get for any i = 1, . . . , k and for any l = 1, . . . , k,
Now, since as λ goes to λ j
by (5.12) and by (5.11) we deduce that for any l = 1, . . . , k, when λ goes to λ j , µ j+l−1 λ λ j −λ λ j converges to an eigenvalue Λ l of the matrix HJ(a) and also that b l λ e converges to the associated eigenfunction b l e, since
Since a has Morse index m, there are m eigenvalues Λ l which are negative, so that at least m eigenvalues µ l λ are negative as well, provided λ is close to λ j .
Finally, if a is non degenerate, all the Λ l 's are different from 0, so that, if λ is near λ j , there are exactly m negative eigenvalues µ l λ , as claimed. 
Examples
In the first example we compute the Morse index of the solutions bifurcating from a simple eigenvalue.
Example 6.1. If λ j is a simple eigenvalue, then there exists δ > 0 such that for any λ ∈ (λ j − δ, λ j ) the problem (2.1) has exactly one pair of solutions (u λ , −u λ ) bifurcating from λ j , whose Morse index is j.
Proof. In this particular case the function J λ j reduces to J λ j (a) = In the second example we study solutions bifurcating from any multiple eigenvalues when Ω is a rectangle in R 2 ..
Let λ j be an eigenvalue for Ω, which has multiplicity k. Then there exists δ > 0 such that for any λ ∈ (λ j − δ, λ j ) problem (2.1) with p = 3 has exactly 
Proof. We know that
. . , k, where n i , m i ∈ N with n i = n l and m i = m l if i = l. The eigenspace associated to λ j is spanned by the functions 
Taking in account that
We can compute
and also the Hessian matrix HJ λ j (a)
2) Let us consider the case k = 2. It is easy to check that (6.1)reduces to
and also that (6.2) reduces to
Let γ 1 := α −1/2 and γ 2 := (α + 3β) −1/2 . Therefore J λ j has exactly the following (non trivial) critical points: (0, ±γ 1 ), (±γ 1 , 0), which have Morse index 2 and (γ 2 , ±γ 2 ) and (−γ 2 , ±γ 2 ), which have Morse index 1. Therefore the claim follows by Theorem 1.2. Let us consider the case k = 3. It is easy to check that (6.1)reduces to
and also that the Hessian matrix HJ λ j (a 1 , a 2 , a 3 ) (6.2)reduces to
Let γ 1 := α −1/2 , γ 2 := (α + 3β) −1/2 and γ 3 := (α + 6β) −1/2 . Therefore J λ j has exactly the following (non trivial) pairs of critical points: In the third example we study solutions bifurcating from the second eigenvalue when Ω is a cube in R 3 .
Example 6.3. Let Ω = (0, π) × (0, π) × (0, π) be the cube in R 3 . In this case λ 2 = 6 is the second eigenvalue for Ω and it has multiplicity three. Then there exists δ > 0 such that for any λ ∈ (λ 2 − δ, λ 2 ) problem (2.1) with p = 3 has exactly 13 pairs of solutions (u λ , −u λ ) bifurcating from λ 2 . Moreover three pairs of solutions have Morse index 3, six pairs of solutions have Morse index 2 and four pairs of solutions have Morse index 1.
Proof. The eigenspace associated to λ 2 is spanned by the functions e 1 (x, y, z) = 8 π 3 sin x sin y sin 2z, e 2 (x, y, z) = 8 π 3 sin x sin 2y sin z, e 1 (x, y, z) = 8 π 3 sin 2x sin y sin z. Therefore the claim follows by Theorem 1.2, arguing exactly as in the previous example in the case k = 3.

