Abstract Particle swarm optimization algorithms have been successfully applied to discrete/valued optimization problems. However, in many cases the algorithms have been tailored specifically for the problem at hand. This paper proposes a generic set-based particle swarm optimization algorithm for use in discrete-valued optimization problems that can be formulated as set-based problems. A detailed sensitivity analysis of the parameters of the algorithm is conducted. The performance of the proposed algorithm is then compared against three other discrete particle swarm optimization algorithms from literature using the multidimensional knapsack problem and is shown to statistically outperform the existing algorithms.
Introduction
Particle swarm optimization (PSO) has established itself as a valuable tool in the field of continuous optimization. Proposed by Kennedy and Eberhart (1995) , it was inspired by the movement of flocking birds. In order to solve discrete-valued optimization problems (DOP), a number of variations of PSO have been proposed, starting with the binary PSO algorithm by Kennedy and Eberhart (1997) . Since then, a variety of different discrete PSO methods have been developed. Typical applications of discrete PSOs are problems that involve ordering (Wang et al. 2003; Clerc 2004) , scheduling (Abraham et al. 2006; Tasgetiren et al. 2004) , or feature selection (Tu et al. 2008) . Many such problems are combinatorial, which gives the problems additional structure. This structure has been used to develop problem specific optimization methods (Li et al. 2008 ). This paper introduces a new generic set-based PSO algorithm called Set-Based PSO (SBPSO) and compares its performance in solving discrete-valued optimization problems, specifically set-based problems, to existing PSO algorithms. The term generic means that no problem specific information is used in the algorithm other than in the objective function. This allows the algorithm to be seamlessly applied without alteration to any DOP that allows for a set-based representation of the solution. The set-based approach is chosen as an alternative to the more traditional binary string implementations of discrete PSO and the permutation implementation often used for combinatorial optimization problems. Thus, a particle position is defined as a set of elements. This has the important implication that the size of the particle position can change as the algorithm executes and also that the positions of the particles in the swarm will, in general, have different sizes.
The multidimensional knapsack problem (MKP) is chosen as the test problem because it can be formulated as a set-based optimization problem and it allows for straightforward objective function evaluation of particles. Thus, the SBPSO can be evaluated and compared to alternative PSO algorithms, based only on the quality of the solutions determined by the PSO algorithm and not aided by domain specific operators. It is acknowledged that problem specific algorithms can yield better solutions, but the scope of this paper is to find an efficient generic set-based PSO algorithm to apply to DOPs exemplified by the MKP.
The remainder of this paper is structured as follows: first, a brief overview of the continuous PSO algorithm is given. Then a review of existing discrete PSO algorithms and existing set-based PSO algorithms is provided. Section 3 describes the SBPSO algorithm. Section 4 formally defines the MKP, and existing studies that use swarm intelligence to solve the MKP are highlighted. Section 5 explains the experimental procedure conducted, and describes how the control parameters of the individual PSO algorithms were tuned. Section 6 uses the results of the parameter tuning process to conduct a sensitivity analysis of the SBPSO control parameters. Section 7 lists the results of applying the tuned PSO algorithms to the MKP test problems, followed by conclusions and an indication of future work in Sect. 8.
Particle swarm optimization
This section gives a brief overview of the continuous PSO algorithm and describes three swarm topologies used in PSO. This is followed by a review of existing discrete and setbased PSO algorithms. Kennedy and Eberhart (1995) were the first to propose an optimization algorithm inspired by bird flocking behavior. The first PSO algorithm was developed to solve optimization problems with continuous-valued parameters. Each particle has a position x in the search space and a velocity v indicating direction and step-size of change in current position. Each particle keeps track of the quality of the solution to the optimization problem it represents, the best position it has visited in the past, y, and the best position visited in the past by a particle in its neighborhood, denotedŷ.
Continuous particle swarm optimization
Let 
computes the magnitude of change in the particle's position in each dimension j , where c 1 is the cognitive component weight, c 2 is the social component weight, and r 1 and r 2 are n-dimensional random vectors with each r 1.j , r 2,j ∼ U(0, 1) drawn independently. The position is updated by adding the updated velocity to the current position:
x i,j (t + 1) = x i,j (t) + v i,j (t + 1).
To improve the performance of the algorithm and to better control the balance between exploration of new areas of the search space and exploitation of promising areas, various additions have been proposed. A first addition was by Eberhart et al. (1996) , who proposed velocity clamping that restricts the velocity to a predetermined maximum in each dimension. After the velocity has been updated, but before the position update, the velocity clamping 
is applied, where V min,j and V max,j with V min,j < V max,j denote the minimum and maximum velocity in a single dimension j . An addition proposed by Shi and Eberhart (1998) was a scalar, ω, called the inertia weight, which determines the acceleration or deceleration in the current direction. The inertia weight scales the component indicating the particle's current velocity, v i,j (t), in Eq. (1), resulting in an alternative velocity update equation,
v i,j (t + 1) = ω v i,j (t) + c 1 r 1,j (t) y i,j (t) − x i,j (t) + c 2 r 2,j (t) ŷ i,j (t) − x i,j (t) . (4)
Algorithm 1 describes the flow of the PSO algorithm for a maximization problem with objective function f : R n −→ R. A similar definition is easily obtained for a minimization problem.
Swarm topologies
One of the strengths of PSO is the flow of information through the swarm due to the interaction of the particles. Particles with a good objective function value attract other particles, hopefully to good areas of the search space. Particles that have found a good solution attract particles for which they are the best neighbor. If two particles i and j are not connected (not in each other's neighborhood), then they can not directly attract each other. If a common neighbor k is attracted to a good solution i and becomes a good solution itself, such that it is the best solution in the neighborhood of j , then j can be said to be indirectly influenced by i. For each particle, the social structure, called the swarm topology, determines which particles it can be attracted to. Kennedy and Eberhart (1995) proposed two possible social structures for the particle neighborhoods and called the two resulting algorithms the global best (gbest) PSO and local best (lbest) PSO. The gbest PSO uses a star topology, while the lbest PSO uses a ring topology. The ring topology is a loosely connected topology, while the star topology is one where each particle is directly connected to all other particles in the swarm. A study of the impact of the swarm topology was done by Kennedy and Mendes (2002) , considering various topologies, including random, star, Von Neumann, and ring topologies. Kennedy and Mendes (2002) suggested that the Von Neumann topology, which has an intermediate level of connectivity, can be a good choice for a particle swarm. 
where r 3,j is an independent random variable, uniformly distributed on (0, 1). proposed to use velocity clamping as defined in Eq. (3) in BPSO to prevent saturation of the sigmoid function. Many variants of the BPSO algorithm have been proposed: Khanesar et al. (2007) defined a BPSO that has separate velocity terms depending on whether a bit in the current position vector x is 0 or 1, Gao et al. (2006) removed the randomness from the position update step, and Yang et al. (2004) proposed the quantum BPSO by introducing the idea of a superposition of states.
Modified binary PSO Shen et al. (2004) proposed the modified binary PSO (MBPSO) to select variables in multiple linear regression and partial least-squares modeling. The velocity update equation of MBPSO is the same as Eq. (4). For the position update, each bit x i,j (t) in the position vector x i (t) is updated according to 
where p stat is a parameter in (0, 1) called the static probability. Shen et al. (2004) stated that after the velocity and position updates have been applied, a fraction of particles "are forced to fly randomly not following the two best particles." This statement has been interpreted as a random reinitialization of both the velocity and the position of a percentage of the swarm at each iteration, similar to Ma et al. (2010) . The fraction of particles reinitialized at each iteration is denoted by p reset . PSO Wang et al. (2008) proposed a variant of BPSO called the probability binary PSO (PBPSO) and applied this to the MKP. The velocity update equation of PBPSO is the same as for continuous PSO given in Eq. (4). A continuous-valued position, x , is introduced, which is updated according to Eq. (6). The linear transformation L x i,j (t + 1) = x i,j (t + 1) − R min R max − R min (8) is used to transform the continuous-valued position into a binary-valued position, x, using 
Probability binary
where each r i,j is an independent random variable, uniformly distributed on (0, 1). The parameters R min and R max used in the linear transformation are usually chosen such that R max > 0 and R min = −R max . Menhas et al. (2011) extended the PBPSO algorithm to also include a mutation operator. After the application of the linear transformation in Eq. (8), each bit was given a probability p mut ∈ [0, 1] of mutating, resulting in the position update,
where each r i,j is an independent random variable, uniformly distributed on (0, 1). Pampara et al. (2005) developed a different approach to converting the continuous-valued velocity of PSO to a binary string by applying the concept of angle modulation. Angle modulation PSO starts with a swarm of particles in a continuous four-dimensional space and uses a continuous PSO algorithm to update the particle velocities and positions. For each particle, the four position components are used as parameters for a trigonometric function, and this function is sampled n times to generate an n-dimensional bit-string. If the function produces a positive value, then bit 1 is recorded, otherwise bit 0 is recorded.
Angle modulation
Fuzzy binary PSO approaches Fuzzy logic has also been used to construct discrete PSO algorithms. Where the particle position in binary PSO is a binary vector with a "crisp" separation of bits into 0 and 1, fuzzy binary PSO instead has a position vector with fuzzy bits. It uses a membership function μ to indicate a truth value in [0, 1] for the degree to which each fuzzy bit has value 1. The fuzzy PSO algorithm works in continuous space, and a separate mechanism called defuzzification is used to convert the fuzzy particle position into a binary vector. The first published article on using a fuzzy approach to the discrete PSO is by Shi and Eberhart (2001) . Pang et al. (2004a) and Shen et al. (2006) provided refinements to the fuzzy method and applied it to the traveling salesman problem (TSP). Du et al. (2005) applied their fuzzy PSO to the shape matching problem, while Abraham et al. (2006) , Liu et al. (2010) , and Liu and Abraham (2007) applied fuzzy discrete PSO algorithms to job scheduling problems and to the quadratic assignment problem.
Rank ordering approaches A different approach is where discrete PSO algorithms use the concept of rank ordering to transform a continuous-valued position to a discrete-valued position. Tasgetiren et al. (2004) introduced such a modification to the continuous PSO algorithm and applied it to scheduling problems, exemplified by the single-machine total weighted tardiness problem. Solutions for such scheduling problems are sequences or permutations of tasks that indicate the order in which the tasks are performed. A candidate solution is represented as a sequence S i = [s i,1 , . . . , s i,n ] of the numbers 1, . . . , n, where each s i,k is unique and denotes one of the n tasks to be scheduled. The particle velocities and positions are updated according to Eqs. (4) and (2), respectively. Each position x i is then translated to a sequence S i using the smallest position value (SPV) rule. The SPV rule takes the position component x i,j with the smallest value in x i and sets s i,1 equal to j . Then it takes the next smallest position component, x i,k , and sets s i,2 = k. This process continues until the sequence S i has been filled.
Similar algorithms have been proposed by Pang et al. (2004b) , who used the greater value priority to transform the continuous-valued position x i to a sequence S i and applied the resulting PSO algorithm to the TSP. used an almost identical approach called rank order value and applied this method to the flow shop scheduling problem (FSSP). Clerc (2004) formulated a discrete PSO algorithm by redefining the particles, velocities, and operators used in PSO. A general mathematical specification is given as well as an implementation that is then applied to the TSP. A particle position is defined as a sequence of N + 1 arcs between nodes, where N is the number of nodes in the TSP. A velocity is defined as a list of exchange operations (i, j ) , where nodes i and j in a position are swapped. Special operations are also defined for subtraction of two positions, the addition of two velocities, and the multiplication of a scalar and a velocity. These new operators are then used in a formulation of the velocity update equation in the discrete PSO that is very similar to Eq. (4) used in continuous PSO. Wang et al. (2003) , Zhang et al. (2007) , and Zhong et al. (2007) proposed similar approaches to modifying the PSO operators, and each applied the resulting PSO to the TSP. García et al. (2006) applied an adapted PSO algorithm to the response time variability problem, where the particle velocity is defined as an ordered list of transformations called movements. Benameur et al. (2009) proposed a similar discrete PSO and applied it to the frequency assignment problem. Chandrasekaran et al. (2006) applied a discrete PSO with redefined operators to the FSSP, where the velocity is a set of transpositions with ordering values. The transpositions contained in the velocity are applied to the position in the order of high to low ordering values.
Redefined PSO operators

Particle swarm optimization using sets
In literature, a number of PSO algorithms that use mathematical sets already exist. It is the opinion of this paper, however, that these existing methods are not truly set-based or not always generically applicable to all set-based optimization problems.
The algorithm proposed by Correa et al. (2006) for attribute selection and the related algorithm by Bock and Hettenhausen (2012) for ontology alignment both have set-like characteristics, but both contain problem specific elements. Especially, the concept of a personal likelihood that requires each element in a particle position to have its own partial objective function value, prevents these algorithms from being applied to many discrete optimization problems, including the MKP.
Veenhuis (2008) proposed a generic, set-based definition of a PSO algorithm. Velocities and positions in this algorithm are both defined as sets. However, the chosen update equations lead the velocities and positions to always increase in size, an effect called set bloating.
To counter this, a reduction operator with a relatively complex clustering mechanism was introduced. This clustering mechanism requires a function that defines the distance between any two set elements, while a general mathematical set does not support the concept of distance. Veenhuis (2008) has therefore chosen a problem-specific distance function. This means that the algorithm is no longer truly generic and in its current form is not applicable to discrete problems such as the MKP. Neethling and Engelbrecht (2006) proposed the set-based algorithm called SetPSO and applied it to RNA structure prediction. The problem is defined as finding the correct stems (bindings of base pairs) in the RNA structure from the set of all possible stems. Particle positions are defined as sets of stems. In the position update, three probabilities help determine which elements are added and which elements are removed from the position. Although generically applicable, recent work (Langeveld and Engelbrecht 2011) has shown that SetPSO performs less well on the MKP than other PSO methods. Chen et al. (2010) proposed a generic set-based PSO method called S-PSO that can be used to adjust a continuous PSO algorithm to a discrete one. S-PSO was applied to the TSP and the MKP. The candidate solution represented by a particle position is called a set, but has a fixed size, where for each "dimension" of the set, an element is chosen from a set of available elements. Thus, the position can not be called a true set. Velocity is defined as a set with possibilities, which grows in size as the algorithm runs. Positions are rebuilt at each iteration using a constructive process that may include heuristic operators. Wu et al. (2010) applied a variant of S-PSO based on (continuous) constriction PSO to the problem of cloud computing workflow scheduling. Khan and Engelbrecht (2010) proposed an algorithm called fuzzy PSO (FPSO) to optimize the topology design of distributed local area networks (DLANs). The term fuzzy in FPSO refers to the fuzzy aggregation operator, the unified And-Or operator, that is used to aggregate the multiple objectives in the DLAN topology design problem into a single objective function. The particle position is defined as a set of links between nodes in the network. The number of links in the position is exactly N − 1, where N is the number of nodes in the network. The particle velocity is defined as a set of link exchange operations, which remove a single link in the position and replace it by another. Because the size of the position is fixed, the algorithm is not generally applicable to discrete problems such as the MKP.
Set-based particle swarm optimization
This section describes in detail the SBPSO first mentioned in (Langeveld and Engelbrecht 2011) , which is revised and investigated in much more detail in this paper. SBPSO can be applied to any DOP that can be defined as a set-based optimization problem. Section 3.1 defines the SBPSO set-based concepts, while Sects. 3.2 and 3.3 respectively redefine the arithmetic operators and PSO update equations to operate on sets.
3.1 Set-based concepts SBPSO defines a particle's position and velocity as mathematical sets. The position is a set of elements from the universe of discourse U , that is, the universe of elements defined by the problem. The velocity is a set of operation pairs defined below. The solution that SBPSO finds for the optimization problem is thus the best position found by the swarm, represented as a set of elements from U .
The definitions below assume that SBPSO is applied to a maximization task, but a similar definition for a minimization task is easily derived from this. Let -U = {e n } n∈N U be the universe of discourse containing all elements, e n , of which there are a finite number N U , -X i (t) be the position of particle i at iteration t , a subset of U , -V i (t) be the velocity of particle i at iteration t , -f be the objective function to be optimized, -Y i (t) be the personal best position of particle i, that is,
Figure 1(a) shows a particle position X(t) as a set in the universe U . This universe and mathematical sets in general do not have a spatial structure, so the placement of the elements denoted with small squares is arbitrary, and no elements can be said to be close to or far away from each other. The PSO paradigm is built on the idea of movement through the search space, using the concept of velocity. For SBPSO, this idea of movement needs to be defined. In continuous PSO, attraction of a particle to its personal best position partly determines the particle's velocity. In SBPSO the same attraction to the personal best applies. Figure 1 (b) shows a particle position X(t) and personal best position Y (t). Here X(t) and Y (t) are shown to partially overlap, though this is not necessarily true. The movement of X(t) toward Y (t) in SBPSO means that the two sets are made more similar by removing elements from X(t) that are not in Y (t) (pictured as ) and by adding to X(t) missing elements that are in Y (t) (pictured as *). Elements that are in both X(t) and Y (t) are not affected by this attraction, nor are elements that lie outside both X(t) and Y (t). The velocity is defined as a set of operation pairs, where an operation pair is the addition or deletion of a single element. An operation pair is denoted as (±, e), with (+, e) for the addition of element e ∈ U and (−, e) for the deletion of element e. The velocity of particle i, V i (t), is then written as {v i,1 , . . . , v i,k } = {(±, e n i,1 ), . . . , (±, e n i,k )}, where k is the number of operation pairs in V i (t), and each e n i,j is an element in U identified by the index n i,j .
As an example, consider position X = {a, c} and velocity V = {(+, b), (−, c)} consisting of two operation pairs. Adding velocity V to position X means that element b is added while element c is removed, resulting in a new position, X = {a, b}.
Attraction toward the personal best Y (t) does not mean that the position X(t) moves to the personal best position in one step such that X(t + 1) = Y (t). The velocity update equation (4) contains the attraction to y i (t) as c 1 r 1 (t) [y i (t) − x i (t)], meaning that the difference between y i,j (t) and x i,j (t) is scaled by a factor γ j (t) = c 1 r 1,j (t) for all j = 1, . . . , n. If γ j (t) = 1, then x i,j (t + 1) = y i,j (t) if the other terms of Eq. (4) are disregarded. If γ j (t) < 1, then x i (t) is pulled only partly toward y i (t) in dimension j , while if γ j (t) > 1, then x i (t) will overshoot y i (t) in dimension j . In a set-based representation, this overshooting is difficult to define because there is no direction for X(t) to overshoot Y (t) since U has no spatial structure. In contrast, for
, the case γ (t) < 1 can be defined in a set-based representation, by making only some and not all of the changes required to turn set X(t) into Y (t). Figure 2 (a) shows this in action, assuming that γ (t) = 0.5. The set X(t) requires six changes to "move to" Y (t): the three elements indicated as need to be deleted from X(t), and the three elements indicated as * need to be added to X(t). The scaling by a factor of 0.5 means that only three of these changes, selected randomly, are made to X(t). This results in the new position, X(t + 1).
The attraction of X(t) to the particle's neighborhood best position works in a similar manner. Figure 2 (b) shows positions X(t), Y (t) , and Y (t) to partially overlap, with one common element indicated by a triangle ( ), although this does not necessarily happen in practice. However, should an element be present in all three sets X(t), Y (t) , and Y (t), then the above-described attraction to Y (t) and Y (t) cannot lead to the removal of this element from X(t). Also the attraction to Y (t) and Y (t) cannot lead to the addition of any element to X(t) that is outside of both Y (t) and Y (t). Such elements are indicated with symbol "+" in Fig. 2(b) . For both cases, a mechanism needs to be included in SBPSO to ensure that the whole universe U is in theory reachable from every possible starting position.
1 These two mechanisms are defined in Sect. 3.2.
For a strict mathematical definition of position, velocity, and objective function, denote by P(U ) the power set (that is, the set of all subsets) of U . A position X i (t) is an element of P(U ). The objective function f maps a position to a quality score in R, written as f : P(U ) → R . The velocity V i (t) is generally defined as a function that maps a position to a new position, that is,
Note that the definition of velocity using operation pairs is narrower than the general mapping, V : P(U ) → P(U ). Consider, for example, U = {0, 1} and mapping V such that 1. V (∅) = ∅ (V cannot contain any additions), 2. V (U) = U (V cannot contain any deletions), 3. V ({0}) = {1} (requires one addition and one deletion), and 4. V ({1}) = {0} (requires one addition and one deletion).
Then, V is a valid mapping from P(U ) to P(U ) that cannot be denoted as a set of additions and deletions.
Set-based operators
To describe SBPSO mathematically, new operators are defined. These operators act on velocities (sets of operation pairs) and positions (sets of elements from U ) to replicate the PSO concept of velocity and position updates. Special operators are defined to allow (i) a particle position to add elements that are not in the personal best Y i (t) nor in the neighborhood best Y i (t), and (ii) a particle position to remove elements that are present in X i (t) as well as both Y i (t) and Y i (t). (t) . So, strictly speaking, only elements that are outside of X j (t) and Y j (t) for all particles j in the swarm (and hence also outside Y j (t) for all j ) cannot be added to X i (t) by the attraction mechanism. Similarly, only an element e that is contained in X j (t) and Y j (t) for all particles j in the swarm is one that cannot be removed by the attraction mechanism.
The addition of two velocities V 1 ⊕V 2 , is a mapping ⊕ : P({+, −}×U) 2 → P({+, −}× U) that takes two velocities as input and yields a new velocity. Denoted as V 1 ⊕ V 2 , the mapping is defined as the simple union of the two sets of operation pairs:
The difference between two positions X 1 X 2 , is a mapping : P(U ) 2 → P({+, −} × U) that takes two positions as input and yields a velocity. If a particle moves by the resulting velocity, the difference between the two positions X 1 and X 2 is the "distance" that is traversed in one step. This mapping is defined as a set of operation pairs that indicate the steps required to convert X 2 into X 1 using additions and removals of single elements:
Therefore, X 1 X 2 is the union of (i) the product of {+} and all elements in X 1 not in X 2 (all such elements are added) and (ii) the product of {−} and all elements in X 2 not in X 1 (all such elements are removed). This operator thus yields the velocity V to get from X 2 to X 1 .
The multiplication of a velocity by a scalar
that takes a scalar and a velocity and yields a velocity. The mapping is defined to mean picking a subset of η × |V | elements at random from velocity V to yield a new velocity. Here x for x ∈ R + denotes the largest ν ∈ N for which x ≥ ν. The operand η is restricted to values in [0, 1] since sets cannot have a negative number of elements and sets do not allow multiple instances of the same element. Note that 0 ⊗ V = ∅ and 1 ⊗ V = V .
The addition of a velocity and a position X V , is a mapping : P(U ) × P({+, −} × U) → P(U ) that takes a position and a velocity and yields a position. Recall that a velocity is itself a function that maps a position to a new position. The operator is defined as the action of applying the velocity function V to the position X:
This is further specified as applying the full set of operation pairs V = {v 1 , . . . , v n } to the position X one-by-one, and, for each operation pair, one element is added to X or removed from X. Section 3.1 referred to two special mechanisms to remove elements from X(t) that are in X(t) ∩ Y (t) ∩ Y (t) and to add elements to X(t) from outside of X(t) ∪ Y (t) ∪ Y (t). These mechanisms are explained below.
The removal of elements
where S is shorthand for the set of elements
that takes a scalar and a set of elements, and yields a velocity. The operator − is implemented as randomly selecting a number of elements determined by β from S to remove from X(t) and constructs operation pairs that are deletions:
The number of elements that are selected from S is denoted by N β,S and defined as
for a random number r ∼ U(0, 1). Here 1 {bool} is the indicator function with 1 {bool} = 1 if bool = true and 1 {bool} = 0 if bool = false. Thus, the number of elements selected is at least β , and the fractional remainder β − β is the probability of the number of elements selected being one larger. The number of elements is also capped at the number of elements in S, which in turn means that β is also capped at the number of elements in S.
The choice is made to randomly select elements from S instead of spending more computational effort to select good candidate elements for removal from X(t). Note that the aim of this operation is to allow exploration of the entire search space. It will likely lead to a worse objective function value at present, as the element removed from X(t) is likely of "good quality" given that it is included in both the personal best and the neighborhood best. The assumption is that any extra effort to select a better element to remove from X(t) will yield only a limited return above that from random selection.
The addition of elements outside of X(t) ∪ Y (t) ∪ Y (t) to X(t) uses the operator
that takes a scalar and a set of elements, and yields a velocity. The operator + is implemented to use marginal objective function information for the position X(t) to choose which elements from A to add to X(t), and constructs operation pairs that are additions. The marginal objective function value of element e for a particle with position X(t) is defined as the objective function value of a new particle with position equal to X(t) plus e, that is, X(t) ∪ {e}. A k-tournament selection algorithm incorporating this marginal objective function information is used to select elements to add to X(t) and is outlined in Algorithm 2. The implementation of the operator + thus depends on the parameter k used in the tournament selection and is denoted as
where N β,A , the number of elements to be added to X(t), is defined as in Eq. (15). The number of elements to be added is capped at the number of elements in A, which in turn means that β is also capped at the number of elements in A.
where each element e j in turn is the best performing in a tournament of k elements selected randomly from A. The best performing element e here means maximizing the objective function value of X i ∪ {e }. Note that a higher value of β leads to more elements from A being added to the position X(t), while a higher value of k means that the algorithm is more greedy in selecting which elements to add.
Extra computational effort is exerted in SBPSO by using the k-tournament selection to find a "good" element to add to X(t): an additional k objective function evaluations are required. This is done because the set A will, in general, contain many elements that lead to a worse objective function value when added to X(t). Good elements to add to X(t) will thus tend to be rare. The assumption made in this paper is that the extra effort to locate these good elements is worth the extra objective function evaluations.
Update equations
Using the redefined operators from Sect. 3.2, the velocity update equation for SBPSO used in this paper is
where (4) is the absence of an inertia term. This can be explained by looking at the position update equation for SBPSO:
The velocity V i (t + 1) is a set of operation pairs {(±, e 1 ), . . . , (±, e m )} that is fully applied to the position X i (t), where each operation pair is an addition or a deletion. Once an element e has been added to the position X i (t), adding the element again has no impact as a set can only contain a single instance of each element. Therefore, once the velocity has been applied to X i (t), each operation pair in V i (t + 1) will have no impact if applied to X i (t + 1). Hence, there is no need to include part of
, which is what the inertia term would do. The SBPSO algorithm is given in Algorithm 3. Note that the order in which the operation pairs from V i (t + 1) are applied to X i (t) is not relevant, because the individual additions and deletions v i,j in V i (t + 1) from Eq. (17) can overlap, but cannot cancel each other out. In other words, there cannot be a j 1 = j 2 such that v i,j 1 = (+, e) and v i,j 2 = (−, e) are two operation pairs in V i (t + 1) for the same element e. To illustrate, assume that V i (t + 1) contains both (+, e) and (−, e) for some element e:
, while the − operation can only create deletions for elements in S i (t), the presence of deletion (−, e) in V i (t + 1) implies that e ∈ X i (t).
-Since attraction toward Y i (t) or Y i (t) can only create additions for elements that are in X i (t)\(Y i (t) ∪ Y i (t)), while the
+ k operation can only create additions for elements in A i (t), the presence of addition (+, e) in V i (t + 1) implies that e / ∈ X i (t) or e ∈ (U \X i (t)). -For e, it must then hold that e ∈ X i (t) ∩ (U \X i (t)) = ∅. Therefore, such an e cannot exist in V i (t + 1).
Algorithm 3: Set-Based PSO algorithm (SBPSO) for Maximization Problems
Set N equal to the number of particles in the swarm; 
Multidimensional knapsack problem
The multidimensional knapsack problem (MKP), also called the multidimensional zero-one knapsack or rucksack problem, is a well-known NP-complete optimization problem (Gens and Levner 1980) . The aim is to maximize the total value of all items to be put in a knapsack,
subject to the zero-one constraints
and weight constraints
There are n items in total, each with value v i . The binary variable x i indicates whether the item i is present in the knapsack or not. The problem has m weight constraints, where for each constraint j , the item i has a weight w i,j , and for each constraint, the total weight i w i,j x i may not exceed the capacity C j . In the remainder of this paper, all mention of the MKP's constraints refer to the weight constraints, as the zero-one constraints are considered part of the definition of the MKP as a class of problems.
A well-formulated multidimensional knapsack problem also adheres to the value constraints
and constraints on the total weight
Note that any zero-one integer problem with nonnegative coefficients can be formulated as an MKP. The first mention of such problems was with regards to capital budgeting (Lorie and Savage 1955) . A recent overview of exact methods and analytical approximations for the MKP can be found in Puchinger et al. (2010) . Population-based optimization algorithms have also been applied to the MKP including genetic algorithms (GA) (Chu and Beasley 1998; Khuri et al. 1994) , ant colony optimization (Kong et al. 2008) , as well as PSO. Kong and Tian (2006) used the binary PSO that includes a heuristic repair operator to avoid infeasible solutions, while Hembecker et al. (2007) used penalty functions to steer the search toward solutions that satisfy the MKP's constraints. Labed et al. (2011) proposed a hybrid GA binary PSO algorithm that includes a crossover operator and a separate repair operator that modifies positions to represent feasible solutions to the MKP. Wang et al. (2008) used the MKP to compare the binary PSO to two other discrete PSO variants, namely MBPSO and PBPSO. Recent studies into the MKP frequently use the benchmark problems mentioned in Chu and Beasley (1998) to compare the performance of algorithms. These problems that are available on-line at the Operations Research Library (ORLib) at http://people.brunel.ac. uk/~mastjjb/jeb/orlib/mknapinfo.html, are divided into two sets, small MKP and large MKP. The small MKP is a collection of 55 problems that have been mentioned in literature prior to the paper by Chu and Beasley (1998) . The large MKP is a collection of 270 randomly generated MKPs with number of items n = 100, 250, or 500, number of constraints m = 5, 10, or 30, and tightness ratio 0.25, 0.50, or 0.75. The tightness ratio, denoted r, was used in the construction of the problems as follows: first, the weights w i,j and values v i were chosen randomly. Then the capacity constraint variables C j in Eq. (21) were set according to
The three choices for each of the three parameters n, m, and r yield 27 different problem specifications. For each problem specification, ten problem instances are included in the problem set. In general, these three problem parameters have the following effects on the MKP search space:
-a larger number of items, n, increases the search space and hence makes the problem of finding the optimum harder, -a larger number of constraints, m, makes the feasible part of the search space smaller, and -a larger tightness ratio, r, means that the weight constraints are less restrictive and that the feasible part of the search space becomes larger.
For the small MKPs, the optimal solutions are known, whilst this is not the case for all of the large MKPs. To be able to compare results for the large MKPs, Chu and Beasley (1998) obtained an upper bound for the objective function value by solving the linear programming (LP) relaxation of the large MKPs. The LP relaxation of the problem changes the zero-one constraint in Eq. (20) on x i from an integer constraint to a continuous constraint:
thereby making the problem easier to solve and no longer NP-hard. The LP relaxed version of the MKP can efficiently be solved using standard linear programming solvers (Chu and Beasley 1998) .
Experimental procedure
This section describes the experimental procedure followed for the purposes of this study. Section 5.1 describes the configuration of the algorithms used in the comparisons with SBPSO and the configuration of SBPSO itself. The problem sets with small and large MKPs mentioned in Sect. 4 are then split into a set of tuning problems and a set of test problems, and the objective function is explicitly stated. Section 5.2 gives an explanation of the procedure used to tune the parameters of each algorithm and provides the parameter values obtained from the tuning process.
Algorithm configurations
Algorithms The proposed SBPSO algorithm is compared to three other PSO algorithms: BPSO by Kennedy and Eberhart (1997) , MBPSO by Shen et al. (2004) , and PBPSO by Zhen et al. (2008) . Refer to Sect. 2.3 for detailed descriptions of these algorithms. These algorithms were chosen because they do no incorporate any domain-specific methods such as a repair operator. For BPSO, MBPSO, and PBPSO, the candidate solution is directly represented by binary-valued particle positions: the bit values are directly interpreted as the x i values in Eq. (19). That is, a particle indicates the assignment of items to the knapsack. For SBPSO, in order to evaluate a solution, the x i from Eq. (19) are set to 1 for all items that are included in the particle position set and set to 0 for all items that are not.
Swarm size An important parameter in PSO algorithms is the number of particles in the swarm. While the optimal number of particles for a specific algorithm-problem pair can be problem dependent, this study used the same number of particles for all algorithms and for all problems in each problem set: for small MKPs, the number of particles was set to 25, while for large MKPs, the number of particles was set to 50.
Topologies Each of the four PSO algorithms is used with each of the following three topologies: star, ring, and Von Neumann. This results in 12 algorithm-topology pairs. The pairs with a star topology are referred to as global best PSO shortened to GB in the tables in the remainder of this document. Similarly, the pairs with a ring topology are referred to as local best PSO shortened to LB, and the pairs with a Von Neumann topology are referred to as VN in the tables.
Particles organized in a swarm topology are considered connected if they are in each other's neighborhood. Particles that are not in each other's neighborhood are connected indirectly due to overlap between neighborhoods. If, for example, particle i is not connected to particle j , but the two particles share a common neighbor k, then the path i-k-j connects particles i and j in the topology. The distance between two particles in a topology is determined by the shortest path that connects the two particles. For particles i and j from the example, the i-k-j path is the shortest path, and the distance between i and j thus is 2. The average distance across all possible pairs in a swarm, called the average shortest path length, is a measure of how connected the swarm is.
A swarm with the star topology always has an average shortest path length of 1, as each particle is in each other particle's neighborhood. For the Von Neumann topology, the average shortest path length depends on the number of particles in the swarm. For swarms of 25 and 50 particles, the Von Neumann topology leads to average shortest path lengths of 2.5 and 3.5, respectively. For the ring topology, the average shortest path length depends not only on the swarm size, but also on the neighborhood size. A neighborhood size of 4 was chosen for the experiments of this study such that the swarms with a ring topology are less connected than those using either of the other two topologies. This resulted in average shortest path lengths for swarms with the ring topology of 3.5 for a swarm of 25 particles and 6.6 for a swarm of 50 particles.
Therefore, in the experiments conducted, swarms with the star topology were the most connected, swarms with the ring topology were the least connected, and swarms with the Von Neumann topology had an intermediate level of connectedness.
Problem set The MKPs used in the experiments consist of two main problem sets: 55 small MKPs and 270 large MKPs as described in Sect. 4. The problem name reflects the filename from the ORLib source the problem comes from, plus a number indicating which problem from that file it refers to. For example, "mknap2-3" is the third problem found in the file mknap2.txt. The two sets of problems were each further split into a tuning set used to find the best parameters for the algorithms and a test set that is used to compare the performance of the tuned algorithms.
For the small MKPs, a tuning set of 15 problems was manually chosen. The remaining 40 problems formed the test set. Which small MKPs were selected for the tuning set and which for the test set is summarized in Table 1 . The tuning set was chosen to reflect the range of problem sizes in the entire set of 55 problems, with the number of variables n ranging from 20 to 90 and the number of constraints m ranging from 2 to 30.
The three smallest problems (mknap1-1, mknap1-2, mknap1-3) were left out of the tuning set on purpose, as the search spaces for these problems are small (2 6 = 64, 2 10 = 1024, and 2 15 = 32,768 possible solutions, respectively), and hence the problems are quite simple to solve. For simple problems, little difference is to be expected in the performance of the algorithm control parameters, so the problems yield little information on which parameters are best.
For the large MKP, the total set of 270 problems consists of 27 subsets of problems, each of which contains 10 random instances for a given combination of problem parameters n, m and tightness ratio r. For the tuning set, one problem was selected at random from each of the 27 subsets, and the remaining 243 problems formed the test set. The 27 tuning problems, each with the number of variables, the number of constraints, and tightness ratios are summarized in Table 2 . Objective function The MKP is defined as a maximization problem. The objective function used was the same for all the PSO algorithms. For particles that represent a feasible solution to the MKP, that is, which satisfy all m constraints in Eq. (21), the objective function value was set equal to the sum of the values of the items in the particle. Particles that do not represent a feasible solution because they violate at least one of the constraints in Eq. (21) were assigned an objective function value of minus infinity. Since a particle uses its position to represent a solution, the objective function value of a particle is computed as f (X(t)), defined as
In order to facilitate a comparison of results across different problems, the results in Sect. 7 do not show the raw objective function values. For the small MKPs, the error between the best objective function value found, and the known optimum is shown. Since the optimal solutions are not known for all the large MKPs, for these problems, the error between the best found objective function value and the LP relaxation bound is shown instead. The LP relaxation bounds were obtained using the Java wrapper of lp_solve 5.5, which is based on the revised simplex method.
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Initialization Particles were initialized randomly for each algorithm-topology pair. For the BPSO, MBPSO, and PBPSO algorithms, the positions were initialized randomly in {0, 1} n , while the velocities for BPSO and PBPSO were initialized randomly in [−1, 1] n , following . For PBPSO, the continuous-valued positions, x i (0), were initialized as 0, to ensure that no initial bias was included in the discrete-valued positions, x i (0). For the SBPSO algorithm, the positions were randomly initialized, such that each element had a 0.5 chance of being included, and all velocities were initialized as an empty set.
Stopping conditions For each independent run of an algorithm, the same stopping conditions were applied:
1. the best objective function value in the swarm equaled the known optimum (in case of small MKPs) or equaled the LP relaxed bound (in case of large MKPs), 2. the best objective function value in the swarm had not improved for 2500 iterations, or 3. more than 5000 iterations had passed.
Number of independent runs PSO is a stochastic optimization algorithm, and thus individual runs of the algorithm can have different results. Hence, multiple independent runs of the algorithms have to be executed, and the average performance reported. For the small MKPs, 30 independent runs were used for tuning the algorithms and 100 independent runs were used to ascertain the average performance on the test problems. For the large MKPs, 30 independent runs were used both for tuning the algorithms and to determine the performance on the test problems.
Control parameter tuning
This section describes how each of the 12 algorithm-topology pairs was tuned on both problem sets separately. Section 5.2.1 describes how the parameter tuning was performed. Sections 5.2.2 and 5.2.3 summarize the resulting best control parameter values for each algorithm-topology pair.
Parameter tuning process
While a number of efficient parameter tuning approaches exist, for example, F-Race (Birattari et al. 2002) , the tuning process described in this section is more appropriate for the sensitivity analysis conducted in Sect. 6.
For each of the 12 algorithm-topology pairs, a similar process was used to tune the algorithm's parameters, although the number of control parameters differed: MBPSO has only two parameters, while BPSO has four, PBPSO has six, and SBPSO has five parameters. Each algorithm-topology was tuned twice, once on the tuning set of small MKPs and once on the large MKPs. The end result of the parameter tuning thus was a total of 24 tuned parameter combinations. Table 3 lists the ranges within which each parameter for each of the PSO algorithms was tuned. For each of the four PSO algorithms, 128 parameter combinations were generated that span the parameter space. Only static control parameters were considered. In order to generate the parameter combinations in a manner that ensures that the parameter space was covered well, sequences of Sobol pseudorandom numbers were used according to the method proposed by Franken (2009) .
Even though the number of dimensions of the parameter space differs depending on the PSO algorithm, the same number of parameter combinations was used in tuning each of the algorithm-topology pairs on each of the problem sets. Hence, for the MBPSO algorithm, which has only two parameters, the parameter combinations provided a denser covering of the (smaller) parameter space than for the other PSO algorithms, each with at least four parameters.
Note that the tuning process used the same parameter combinations for each of the PSO algorithms for each of the three topologies and on both problem sets. Thus, for example, in tuning BPSO using a star topology on the small MKPs, the same 128 parameter combinations were considered as in tuning BPSO using a Von Neumann topology on the large MKPs.
The next step in the tuning process was to determine the best parameter combination for each of the algorithm-topology pairs on each of the problem sets. To do this, 30 independent runs were conducted for each of the parameter combinations on all the tuning problems in the problem set. For each problem, the average of the best objective function value achieved by each of the 128 parameter combinations over the 30 runs was determined. The parameter combinations were ranked in order of the average objective function value for each problem separately. Next, the average rank was determined for each parameter combination by averaging over all the problems. The parameter combination with the lowest average rank was deemed best and chosen as the tuning result. This method weighed the contribution of each tuning problem equally, and by using the rank of the objective function value instead of the objective function itself, a fair comparison was made using problems that have different optima and different search landscapes.
The results of tuning the 12 algorithm-topology pairs on the small MKPs and the large MKPs are discussed in Sects. 5.2.2 and 5.2.3, respectively. Table 4 summarizes the best parameters found using the parameter tuning procedure described in Sect. 5.2.1, for each of the algorithm-topology pairs on the small MKPs. For BPSO, the attraction to the neighborhood best particle, c 1 , increased as the swarm topology was less connected: highest for gbest BPSO and lowest for lbest BPSO. The attraction to the personal best, c 2 , ranged from 1.3 for the star topology to 2.0 for the Von Neumann topology and was clearly smaller than the values for c 1 . The inertia weight ω was high for each of the three topologies, as was the V max , which was above 5 in all cases.
Small multidimensional knapsack problems
For PBPSO, the best parameter value combinations for lbest PBPSO and the Von Neumann topology were the same, but the best parameter values found for gbest PBPSO were quite different, mainly with much lower c 1 and c 2 values. Note that, compared to BPSO, the inertia weight for the best parameter value combinations for PBPSO was much smaller.
For MBPSO, the three values found for the static probability, p stat , were similar and comparable to the value of 0.5 used by the original authors, Shen et al. (2004) . The value of p reset of 32 % to 39 % was, however, more than triple the 10 % used by Shen et al. (2004) , indicating that a high proportion of random resets was beneficial.
For SBPSO, the parameter value combinations for the ring and Von Neumann topologies were the same, while for the star topology, a different parameter value combination was optimal with a much higher c 1 and lower c 2 . Section 6 gives a detailed analysis of the sensitivity of SBPSO's parameters using the tuning results. Table 5 summarizes the best parameter values found using the parameter tuning procedure described in Sect. 5.2.1 for each of the algorithm-topology pairs on the large MKPs. For BPSO, the best parameter value combinations found on the large MKPs were exactly the same for each of the three topologies, characterized by a high inertia weight ω, high V max , and c 2 > c 1 . The latter inequality indicates a stronger attraction to the neighborhood best position than to the personal best position, which is the reverse of the results found for BPSO on the small MKPs, where c 1 > c 2 .
Large multidimensional knapsack problems
For PBPSO, the ring and the Von Neumann topologies yielded the same best parameter value combination. For all three topologies, the values found for the inertia weight, ω, were similar. These values are also very similar to the corresponding values found during tuning on the small MKPs: a relative difference of only 10-14 % was seen. For all three topologies, the parameter values found for V max , R, and p mut showed some differences between those for gbest PBPSO and the other two topologies. But these differences are much smaller than the large difference for these parameter values compared to the tuning results on the small MKPs. On the large MKPs, the best values for V max and R were much higher. Also, the values for p mut were lower, indicating that having many random mutations was less helpful on the large MKPs. For the gbest PBPSO, the best values for c 1 and c 2 resulted in much higher values than those found for the small MKPs, while lbest PBPSO and the Von Neumann topology yielded lower values than on the small MKPs.
For MBPSO, there was some variation in the best values of p stat compared to the values found on the small MKPs: a lower value was found on the large MKPs for both the gbest and lbest MBPSO, while for the Von Neumann topology, p stat was higher on the large MKP. For p reset , the best values found were close to the 10 % used by Shen et al. (2004) .
For SBPSO, the best parameter values found for gbest SBPSO were exactly the same as those found on the small MKPs. The best parameter values for lbest SBPSO and the Von Neumann topology matched but were quite different than those found on the small MKP: the attraction to the personal best, c 2 , was much higher for the larger MKPs, while the attraction to the neighborhood best, c 1 , was lower.
Sensitivity analysis of set-based particle swarm optimization
This section analyzes the sensitivity of SBPSO to different values of its control parameters. Such sensitivity analysis is important, as little is yet known about what are good values for its control parameters.
The sensitivity analysis procedure is summarized in Sect. 6.1, followed by the results for each of the three topologies, star, ring with neighborhood size of 4, and Von Neumann in Sects. 6.2, 6.3, and 6.4, respectively. A discussion of the relative performance of SBPSO parameters is given in Sect. 6.5.
Sensitivity analysis procedure
The sensitivity of the performance of SBPSO to each individual control parameter was investigated using cumulative histograms. For each individual parameter, the horizontal axis of the histogram consists of bins that divide the parameter range into equally sized subranges. The vertical axis displays the number of parameter value combinations that fall in each bin, split into four groups based on the performance of the parameter value combination in the tuning process. If a particular bin for an individual parameter contains a large number of parameter combinations that are considered "good," this implies that the subrange for the individual parameter associated with the bin is good. This section describes how the histograms were constructed, resulting in a histogram for each of the three SBPSOtopology combinations, for each of the five control parameters. In total, 15 histograms were generated.
Note that a good parameter value combination for SBPSO requires that all five parameters individually have a good or at least reasonable value: if even one parameter has a bad value, the parameter value combination as a whole performs badly. The consequence of this is that if a specific parameter value combination performs badly, this gives little information on whether the individual parameter values in that combination are good or bad: any single individual parameter value could be bad, or all values could be bad. Therefore, it is the parameter value combinations that perform well as a whole that contain information on the individual parameters. Hence, the sensitivity analysis focused on the 25 % of parameter value combinations that performed best in the tuning process.
The performance of a parameter value combination was set equal to its average rank on the small MKPs and the large MKPs tuning sets combined, with each of the two tuning sets weighed equally. The full procedure to construct the histograms used in the following sections consisted of the following steps:
1. For each parameter value combination, the performance was set equal to 0.5 times the average rank on the small MKPs tuning set plus 0.5 times the average rank on the large MKPs tuning set. 2. The parameter value combinations were then themselves ranked based on the performance calculated in step 1. 3. The ranked parameter value combinations were split into quartiles, labeled A for the best 25 %, B and C for the next two quartiles respectively, and D for the worst 25 % of parameter value combinations. Each histogram can be interpreted in the same manner: the black graph at the bottom shows the distribution of good parameter value combinations (labeled A for the best 25 % combinations) for the individual parameter across the bins. The dark grey graph stacked on top of the black graph similarly shows the distribution of reasonable-but-not-good parameter value combinations (labeled B). Because the histogram is stacked, the top of the dark grey graph is the sum of the fractions of label A and label B combinations in each bin, indicating the fraction of parameter value combinations that are reasonable or better.
Note that, for the acceleration parameters c 1 to c 4 , the bin labels on the horizontal axis of the histograms identify the lower boundary of the subrange linked to that bin. For example, the bin for c 1 labeled 0.3 identifies the subrange [0.3, 0.4), and the bin for c 3 labeled 1.5 identifies the subrange [1.5, 2.0). 6.2 Global best set-based particle swarm optimization Figure 3 shows the resulting histograms for the parameter sensitivity analysis on the gbest SBPSO.
For gbest SBPSO, high c 1 values led to better results: parameters in the range c 1 ≥ 0.8 covered 20 % of the parameter space but accounted for more than 45 % of label A (the best quantile) parameter combinations. For the c 1 bins with c 1 < 0.4, only a few combinations were labeled A. For parameter c 2 , the best results were found in the subrange [0.3, 0.6), 6.4 Von Neumann set-based particle swarm optimization 
Relative importance of control parameters
In general, not all control parameters for SBPSO are expected to have the same impact on performance. For example, the conclusion in Sects. 6.2 to 6.4 for parameter k was that very little difference was seen between values 1 through 9 with respect to reasonable-togood performance. In contrast, for parameter c 1 , values of 0.8 or higher clearly were an indication of better performance, while values of 0.3 or lower were detrimental. Therefore, the performance of the SBPSO algorithm on the MKP is more sensitive to parameter c 1 than to parameter k. This section contains a systematic investigation of the relative sensitivity of the five SBPSO parameters.
A measure of the distribution of performance of an individual parameter can serve as an indication of the sensitivity of SBPSO to that parameter. As argued in Sect. 6.1, most information about the performance of an individual parameter can be gained from looking at "good" parameter value combinations only, where good was defined as the best 25 % (label A) parameter value combinations. Therefore, for each individual parameter, the distribution of the label A combinations was used as a proxy for the distribution of the performance.
For each parameter and each of the three topologies, the distribution of label A combinations across bins was converted to a single measurement using the following steps:
1. For each bin, the fraction of label A parameter value combinations was obtained, and the fractions themselves were ordered from high to low. 2. The sum of the highest five fractions was labeled fraction high . 3. The sum of the lowest five fractions was labeled fraction low . 4. The sensitivity score was then defined as the difference fraction high − fraction low .
Note that for parameters c 3 , c 4 , and k, only nine bins were used, so that the bin ranked fifth was included in both fraction high and fraction low and drops out of the sensitivity score.
The sensitivity score ranges between 0 % and 100 %. A score of 0 % means that all bins contained exactly the same fraction of label A combinations, indicating that good parameter value combinations show little to no sensitivity to the individual parameter. A score of 100 % means that at least five bins contained zero label A combinations but that these combinations are instead concentrated in the remaining bins. For this case, good parameter value combinations show a high sensitivity to the individual parameter. Table 6 summarizes the resulting sensitivity score for each individual parameter, split by the topology used, and ranks the sensitivity scores of the five parameters for each topology.
The sensitivity scores indicated that the performance of SBPSO had the highest sensitivity to control parameters c 1 (attraction to the personal best) and c 3 (the maximum number of elements to add to the solution set randomly). Hence, it can be concluded that, when applying SBPSO to the MKP, these two parameters are the most important to be tuned well. This result held for all three topologies investigated. All three topologies were the least sensitive to parameters c 2 (attraction to the neighborhood best) and k (the size of the tournament used).
Note that an equal amount of tuning effort was expended on all five SBPSO parameters: the process described in Sect. 5.2 meant finding the best out of 128 randomly chosen parameter value combinations spread evenly across the five-dimensional parameter space. 
Results of experiments
This section describes the results of the experiments conducted using the tuned algorithmtopology pairs. Section 7.1 explains the statistical procedure used to compare the performance of the algorithm-topology pairs. Sections 7.2 and 7.3 discuss the results of the experiments on the small and large MKPs, respectively. For both the small MKPs and the large MKPs, the respective results sections each contain five tables comparing the performance of the algorithm-topology pairs: the first three tables summarize and compare the performance of the four PSO algorithms using a single topology. The fourth table compares the results of each of the four PSO algorithms, across all of the topologies. The final table has more detailed results per problem and compares the four PSO algorithms using each algorithm's best performing topology.
Procedure for statistical comparison
The algorithm-topology pairs were compared for statistically significant differences in performance using the Iman-Davenport test (ID-test) (Iman and Davenport 1980) , which is a refinement of the better-known Friedman test (Friedman 1937) . The ID-test was used to analyze the performance, measured as the average error 5 on each of the test problems, which is equivalent to using the actual objective function values. The null hypothesis of the ID-test was that all algorithm-topology pairs had the same median performance. The significance level α was chosen as 0.05.
In case the ID-test rejected the null-hypotheses and showed a significant difference in the performance of the algorithm-topology pairs, further post hoc tests were performed in order to determine which of the algorithm-topology pairs outperformed the other pairs. The post hoc test used was that proposed by Nemenyi (1963) , which considers the differences in the average rank of the performance over all problems.
For the Nemenyi test, the Z-score (the normalized distance in average rank of the average error) was used as input:
where R i is the average rank of the average error for algorithm-topology pair i, k is the total number of algorithm-topology pairs being compared, and N is the number of test problems on which the pairs were compared. This standard normally distributed Z-score was then translated into a p-value. Because the post hoc tests involved multiple pairwise comparisons, the significance level needed to be adjusted in order to maintain equal family-wise error rates. For this purpose, the Holm-Bonferroni method (Holm 1979) was used: the largest difference in average rank found in the Nemenyi test was compared at significance level α, the second largest difference was compared at significance level α/2, and the kth largest difference was compared at significance level α/k.
The Z-score, the associated p-value, and the Holm-adjusted α are provided in the bottom rows of each table in the following two sections. If a p-value is smaller than the Holm α mentioned below it, the algorithm-topology pair underperformed the best pair in the comparison by a statistically significant margin. For the best performing algorithm-topology pair, the average error score is shown in bold. If the ID-test indicated a statistically significant difference in performance, but the post hoc tests did not indicate a single best pair, all algorithm-topology pairs that were indistinguishable from the best are shown in bold.
Small multidimensional knapsack problems
Results for the 40 small MKP test problems are summarized in Tables 7, 8 , and 9 for the star, ring, and Von Neumann topologies, respectively. Each table lists the average and standard deviation of the error (the best objective function value found compared to the known optimum), and the average rank of the errors. This is followed by the average and standard deviation of the success rate (shortened SR in the tables), and the average rank of the success rate. The success rate of an algorithm-topology pair on a single MKP was defined as the percentage of independent runs that were successful in finding the optimum. The next two rows in each table shed light on the consistency of the algorithm: the row labeled "# perfect" reports the number of problems for which all independent runs found the optimum, and the row labeled "# failure" reports the number of problems for which all independent runs failed to find the optimum.
For the algorithm-topology comparisons that are reported in each of the tables in this section, the ID-test indicated that the median performance showed statistically significant differences. Hence, in all five cases, post hoc tests were conducted, and the results are reported at the bottom of the respective tables. Table 7 shows that the gbest SBPSO outperformed the other three algorithms with a star topology by a statistically significant margin. If success rate was used as the performance measure instead of average error, gbest SBPSO also performed best in a statistically significant manner (p-values and α's are not shown). The average success rate of gbest SBPSO was 82.5 %, while the second best performer was gbest PBPSO with an average success rate of 51.4 %.
For all 40 problems, the success rate for the gbest SBPSO exceeded or matched that of the other three gbest PSO algorithms. Gbest SBPSO was also more consistent than the other gbest PSO algorithms, as the optimum was found in all independent runs for 21 out of 40 problems. For the other three algorithms, the optimum was found in all independent runs for at most five problems. Table 8 shows that the lbest SBPSO outperformed the other three algorithms with a ring topology by a statistically significant margin. If success rate was used as the performance measure instead of average error, lbest SBPSO also performed best in a statistically significant manner. The average success rate of LB SBPSO was 81.9 %, while the second best performer was lbest PBPSO, scoring an average success rate of 63.4 %.
For 38 out of 40 problems, the success rate for the lbest SBPSO exceeded or matched that for the other three lbest PSO algorithms. Lbest SBPSO was also more consistent than the other local best PSO algorithms, as the optimum was found in all independent runs for 23 out of the 40 problems. For the other three algorithms, the optimum was found in all independent runs for at most 12 problems. Note that the number of problems solved perfectly by lbest PBPSO (that is, 12) is significantly higher than was the case for the gbest PBPSO (that is, five). Table 9 shows that SBPSO with the Von Neumann topology outperformed the other three PSO algorithms by a statistically significant margin. If success rate was used as the performance measure instead of average error, SBPSO with the Von Neumann topology also performed best in a statistically significant manner. The average success rate of the Von Neumann SBPSO was 82.7 %, while the second best performer was the Von Neumann PBPSO with an average success rate of 64.8 %. For 37 out of the 40 problems, the success rate for SBPSO with the Von Neumann topology exceeded or matched that for the other three PSO algorithms. SBPSO was also more consistent than the other PSO algorithms using the Von Neumann topology, as the optimum was found in all independent runs for 23 out of 40 problems. For the other three algorithms, the optimum was found in all independent runs for at most 12 problems. The number of problems solved perfectly by PSO algorithms using the Von Neumann topology closely matched the results for the corresponding lbest PSO algorithms, with only lbest BPSO (seven out of 40) scoring differently than BPSO with the Von Neumann topology (nine out of 40). Table 10 compares the performance of the three algorithm-topology pairs for each PSO algorithm separately. For BPSO, MBPSO, and PBPSO, the ID-tests yielded a p-value less than 0.0001, indicating that a statistically significant difference in performance existed. For all three algorithms, it was the star topology that underperformed, while no statistically significant difference in performance was seen between the ring topology and the Von Neumann topology.
For BPSO, the difference in performance between the ring topology and the Von Neumann topology yielded a p-value of 0.1314 using the Nemenyi post hoc test at a Holm α of 0.0250. Therefore, although the Von Neumann BPSO performed best, the difference in error with lbest BPSO was not statistically significant. The Von Neumann BPSO also scored best on the average success rate, the number of problems solved perfectly, and the number of problems on which the algorithm failed.
For MBPSO, the difference in performance between the ring topology and the Von Neumann topology yielded a p-value of 0.1635 using the Nemenyi post hoc test at a Holm α of 0.0250. Therefore, although the Von Neumann MBPSO performed best, the difference in error with lbest MBPSO was not statistically significant. There was little difference in the number of problems which the MBPSO algorithm-topology pairs solved perfectly and no difference at all in the number of problems on which they failed. With reference to success rate, gbest MBPSO clearly underperformed lbest MBPSO and the Von Neumann MBPSO.
For PBPSO, the difference in performance between the ring topology and the Von Neumann topology yielded a p-value of 0.1515 using the Nemenyi post hoc test at a Holm α of 0.0250. Therefore, although the Von Neumann PBPSO performed best, the difference in error with lbest PBPSO was not statistically significant. In all listed measures, gbest PBPSO clearly underperformed, while there was very little difference between lbest PBPSO and the Von Neumann PBPSO, with tied scores in the number of perfectly solved problems and in the number of problems on which they both failed. For SBPSO, the ID-test yielded a p-value of 0.5134, which indicated that the null hypothesis of equal performance of gbest SBPSO, lbest SBPSO, and Von Neumann SBPSO was not rejected. Therefore, no statistically significant difference in performance could be found between the three topologies for SBPSO. The listed measures for SBPSO all indicated that there was little difference in performance between the three SBPSO algorithm-topology pairs: the relative difference in the average errors of the three pairs was 1.1 %, while the relative difference in the average success rate of the three pairs was 1.0 %. Only the number of problems solved perfectly showed some differentiation, as gbest SBPSO solved 21 out of the 40 problems perfectly, while lbest SBPSO completely solved 23 problems, and Von Neumann SBPSO 25 problems. Table 11 shows a problem-by-problem comparison of the four PSO algorithms. Each PSO algorithm is paired with the topology that performed best for that PSO algorithm, which was the Von Neumann topology in each case. The statistical comparison of the four algorithm-topology pairs is therefore the same as that shown in Table 9 and not repeated in Table 11 .
The four problems for which SBPSO with the Von Neumann topology failed to find the optimum in all independent runs are mknap2-6, mknap2-11, mknap2-13, and mknap2-18. The other 11 algorithm-topology pairs all similarly failed for these four problems. For the algorithm-topology pairs combining the Von Neumann topology with SBPSO, PBPSO, and MBPSO. respectively, these four problems were also the only failures. For the Von Neumann/BPSO pair, additionally problems mknap2-43 and mknap2-47 caused failures.
Excluding the four problems on which SBPSO completely failed to find the optimum (a success rate of 0 %), the lowest success rate recorded for SBPSO on any of the remaining 36 problems was reasonable: 50 % for gbest SBPSO (average success rate on the 36 problems of 89.2 %), 20 % for lbest SBPSO (average success rate of 88.5 %), and 30 % for SBPSO using the Von Neumann topology (average success rate of 89.4 %).
Large multidimensional knapsack problems
Results for the 243 large MKPs are summarized in Tables 12, 13 , and 14 for the star, ring, and Von Neumann topology, respectively. Each table lists the average and standard deviation of the error (the best objective function value found compared to the LP relaxation bound), and the average rank of the errors. The average error is shown on three different crosssections of the problem set (refer to Sect. 4 for details on these parameters and the problem set):
1. The number of items, n, with values 100, 250, and 500. The ID-test indicated that, for the algorithm-topology comparisons that are reported in each of the tables, the median performance showed statistically significant differences. Hence, for all five cases, post hoc tests were conducted, and the results are reported at the bottom of the respective tables. Table 12 summarizes the large MKP results for the four PSO algorithms, each using the star topology. The table shows that the gbest SBPSO was the best performing algorithm: it scored the smallest average error of 1.74 %, and the average rank of the error shown on the same line was exactly 1, meaning that gbest SBPSO was the best performing algorithm on each of the 243 test problems. The post hoc tests showed that the outperformance of gbest SBPSO was also statistically significant: pairwise comparisons with the three other PSO algorithms yielded Z-scores above 10, which resulted in p-values smaller than 10 −22 . Gbest PBPSO was the second best performer on 193 problems, gbest BPSO performed second best for the remaining 50 problems, and gbest MBPSO usually ranked last out of the four algorithm-topology pairs.
The relative performance of the four PSO algorithms using the star topology was stable across each of the three splits of the problem set, with gbest SBPSO > gbest PBPSO > gbest BPSO > gbest MBPSO in each individual split except one: for the 243/3 = 81 problems with m = 5, gbest BPSO (average rank 2.383) scored better than gbest PBPSO (average rank 2.617). Here the symbol ">" is used to mean "has a lower (better) average rank than."
A difference in performance was seen with regards to the split of the problems based on the number of items, n: a larger number of items led to a higher average error for each of the gbest PSO algorithms. However, this effect was not equally strong for each of the algorithms: for problems with n = 500 compared to those with n = 100, the average error of gbest SBPSO was 75 % higher, while for gbest MBPSO, the increase in average error was only 16 %.
Problems with tightness ratio r = 0.25 were most challenging for all gbest PSO algorithms, with the average error substantially higher than for problems with r = 0.50 or 0.75. A smaller r means that each of the m weight constraints is more restrictive (lower capacity), which, in general, has two effects on the optimal solution compared to that for problems with a higher tightness ratio:
1. the optimal solution using a small r contains fewer items, and 2. the objective function value at the optimum using a small r is lower, as fewer items are included in the knapsack. Table 13 summarizes the large MKP results for the four PSO algorithms, each using the ring topology. The table shows that the lbest SBPSO was the best performing algorithm with an average rank of 1.333. The ID-test and post hoc tests confirmed that lbest SBPSO outperformed each of the other three pairs, but the difference in performance between lbest SBPSO and lbest PBPSO was smaller than that seen between gbest SBPSO and gbest PBPSO in Table 12 .
The relative performance of the four PSO algorithms using the ring topology was stable across each of the three splits of the problem set into three subsets, with lbest SBPSO > lbest PBPSO > lbest MBPSO > lbest BPSO, except for two cases:
1. for the problems with m = 5, lbest PBPSO (average rank 1.000) scored better than lbest SBPSO (average rank 2.000) on all 81 problems in the subset, while lbest BPSO (average rank 3.210) scored better than lbest MBPSO (average rank 3.790), and 2. for the problems with m = 30, lbest MBPSO (average rank 2.123) scored better than lbest PBPSO (average rank 2.877).
The relative performance of the lbest MBPSO and lbest PBPSO algorithm-pairs was correlated with the number of constraints, m: lbest MBPSO performed relatively better for an increasing number of constraints, while lbest PBPSO performed relatively worse with increasing m. For both lbest PBPSO and lbest MBPSO, the average error increased when m increased, but for lbest PBPSO, this deterioration was worse. For all the lbest PSO algorithms, the average error was most sensitive to changes in r.
A possible explanation for lbest PBPSO having outperformed lbest SBPSO on problems with m = 5 is that the lbest SBPSO algorithm was better tuned to the problems with a larger number of constraints (m = 10 or 30), while the lbest PBPSO algorithm was better tuned for problems with fewer constraints. An alternative explanation is that the k-tournament selection used in LB SBPSO helped the particles stay in the feasible part of the solution space. This feature has extra value in the case of a larger number of constraints, where particles will encounter the edge of the feasible part of the solution space more often. Table 14 shows that the Von Neumann SBPSO was the best performing algorithm with an average rank of 1.342. The ID-test and post hoc tests confirmed that the Von Neumann SBPSO outperformed each of the other three pairs, with the Von Neumann PBPSO scoring second best. The difference in performance between the Von Neumann SBPSO and the Von Neumann PBPSO was approximately the same as seen between lbest SBPSO and lbest PBPSO in Table 13 .
The relative behavior of the four PSO algorithms using the Von Neumann topology was the same as that seen for the lbest PSO algorithms in Table 13 : across each of the three splits of the problem set, the result was Von Neumann SBPSO > Von Neumann PBPSO > Von Neumann MBPSO > Von Neumann BPSO in each individual split, except for two cases:
1. for the problems with m = 5, the Von Neumann PBPSO (average rank 1.000) performed best on all 81 problems in the subset, with the Von Neumann SBPSO (average rank 2.025) scoring second best. Also the Von Neumann BPSO (average rank 3.469) narrowly outperformed the Von Neumann MBPSO (average rank 3.506), and 2. for the problems with m = 30, the Von Neumann MBPSO (average rank 2.012) scored better than the Von Neumann PBPSO (average rank 2.988). Table 15 . However, the largest of these p-values was 0.0011 with a Holm α of 0.0167. Therefore, it was confirmed that, for each PSO algorithm, a single topology performed best by a statistically significant margin: for MBPSO and PBPSO, the Von Neumann topology scored best, while for BPSO and SBPSO, it was the star topology that scored best.
For BPSO, the gbest BPSO performed much better than BPSO using either of the other two topologies. The average error was 4.68 % for gbest BPSO, with lbest BPSO and the Von Neumann BPSO scoring 7.01 % and 6.97 %, respectively. The gbest BPSO scored best on 198 out of 243 problems but was outperformed on problems with few constraints (m = 5) combined with a high tightness ratio of r = 0.75. Here gbest BPSO performed worst out of the three BPSO pairs on the entire subset of 27 problems. For problems with m = 5 and r = 0.5, gbest BPSO's performance was comparable to the other two pairs and yielded an average rank of 1.944.
For MBPSO, the relative performance of the three topologies was very stable across the entire problem set with the Von Neumann MBPSO scoring the best (with an average rank of 1.010), lbest MBPSO achieved an average rank of 1.990, and gbest MBPSO scored worst on all problems. The Von Neumann MBPSO failed to outperform lbest MBPSO on only three of the 243 problems.
For the PBPSO, the Von Neumann PBPSO performed best with reference to the average rank of errors, with an average rank of 1.5. However, gbest PBPSO achieved a lower average error, scoring 3.25 %, while the Von Neumann PBPSO had an average error of 3.35 %. This can be explained by the more consistent behavior of gbest PBPSO: its standard deviation of the error was 1.72 %, while for the Von Neumann PBPSO, this was 2.5 %. The Von Neumann PBPSO scored well for problems with m = 5 but scored badly for problems with m = 30: the difference in average error on the two subsets was 5.42 % − 1.78 % = 3.63 %. For gbest PBPSO, the sensitivity to the problem parameter m was much smaller, and the difference between the subset on which it performed best (m = 10) and worst (m = 30) was only 3.85 % − 2.76 % = 1.09 %.
For SBPSO, the star topology was most successful, with gbest SBPSO performing best on all 243 problems. Little difference in performance was observed between lbest SBPSO and the Von Neumann SBPSO, which is probably related to the fact that the same control parameter values were used for both pairs (refer to Table 5 for the parameter values). Hence, the only difference between the pairs was that the Von Neumann SBPSO has a more closely connected swarm compared to lbest SBPSO. Only for the split of the problem set based on the number of constraints, m, some difference in performance was seen between lbest SBPSO and the Von Neumann SBPSO, where lbest SBPSO performed better on problems with m = 5, and the Von Neumann PBPSO performed better on problems with m = 30. Considering the number of constraints, both lbest SBPSO and the Von Neumann SBPSO performed best on the subset of problems with m = 10. Having a more closely connected swarm helped the Von Neumann SBPSO on problems with more constraints.
A detailed comparison of the four PSO algorithms, each using its best performing topology, is given in Table 16 . The four best performing algorithm-topology pairs are gbest BPSO, Von Neumann MBPSO, Von Neumann PBPSO, and gbest SBPSO. With an average error of 1.72 %, gbest SBPSO scored better than the other three pairs, with the second best pair, Von Neumann PBPSO, scoring an average error of 3.32 %. The ID-test followed by post hoc tests indicated that gbest SBPSO outperformed the other three pairs by a statistically significant margin. For gbest SBPSO, the average rank was 1.26, followed by Von Neumann PBPSO, Von Neumann MBPSO, and gbest BPSO with average ranks of 2.13, 2.81, and 3.80, respectively. The gbest SBPSO had the lowest error on 179 of the 243 problems and was second best on the remaining 64, for which the Von Neumann PBPSO scored best each time. Gbest BPSO performed worst on 194 problems and the second worst on the remaining 47.
Each of the first 27 rows of Table 16 represents results for the subset of nine problems that correspond to the given MKP parameters n, m, and r. For all 27 problem subsets, the ID-test indicated a difference in performance across the four algorithm-topology pairs. However, in only two cases, a single algorithm-topology pair was shown to outperform the other three:
6 Gbest SBPSO statistically outperformed for n = 100, m = 10, r = 0.25 and n = 250, m = 10, r = 0.25. For each of the remaining 25 problems, the post hoc tests did not indicate a single best algorithm-topology pair, but instead resulted in two best pairs with indistinguishable performance: no significant difference could be seen between the two best performing pairs, while the two worst pairs underperformed the best two in a statistically significant manner. For nine out of 25 problem specifications, all with m = 30, gbest SBPSO and the Von Neumann MBPSO performed best, while gbest BPSO and the Von Neumann PBPSO underperformed. For the remaining 16 out of 25 cases, gbest SBPSO and the Von Neumann PBPSO performed best, while gbest BPSO and the Von Neumann MBPSO underperformed.
The performance of the Von Neumann PBPSO deteriorated for larger values of m, compared to the other algorithm-topology pairs in Table 16 . The Von Neumann PBPSO outperformed the other three pairs on problems with m = 5, but the difference with gbest SBPSO became smaller for larger values of r. For problems with m = 10, the Von Neumann PBPSO performed second best on 74 out of 81 problems. However, for problems with m = 30, the Von Neumann PBPSO ranked better than third only once out of 81 problems and performed worse than both gbest SBPSO and the Von Neumann MBPSO. As mentioned in the discussion of the results in Table 13 , the parameters chosen for the Von Neumann PBPSO (which were the same as for lbest PBPSO) were probably better suited to problems with a lower number of constraints.
Conclusions and future work
This paper introduced set-based particle swarm optimization (SBPSO) as a generic particle swarm optimization (PSO) algorithm for use on discrete optimization problems that can be described as set-based problems. In addition to the attraction to personal best and neighborhood best positions, two mechanisms were included in SBPSO to ensure that the algorithm could explore the entire search space. These mechanisms were described in general terms, and a specific implementation of each was chosen for use in the experiments. The first mechanism stated that elements were removed randomly from the intersection of the current position, X(t), the personal best position, Y (t), and the neighborhood best position, Y (t). The second mechanism stated that elements outside the union of X(t), Y (t), and Y (t) were chosen to be added to the position via a k-tournament selection and using marginal objective function values.
The multidimensional knapsack problem (MKP) was chosen as the optimization problem to evaluate the performance of SBPSO, using a large number of benchmark problems from literature. SBPSO was compared to three existing discrete PSO algorithms, namely binary PSO (BPSO), modified binary PSO (MBPSO), and probability binary PSO (PBPSO). Each algorithm was evaluated using one of three swarm topologies, that is, the star topology, the ring topology with neighborhood size 4, and the Von Neumann topology. This resulted in 12 algorithm-topology pairs.
A Sobol pseudorandom number generator was used to generate low-discrepancy sequences in the parameter space to help tune each algorithm-topology pair separately, once on a set of small MKP and once on a set of large MKP, for a total of 24 different tuning tasks. The same number of parameter value combinations were evaluated for each tuning task, and the best performing parameter value combination yielded the parameter values used in the testing phase.
A sensitivity analysis of SBPSO with respect to different values of its control parameters was done. This showed that the performance of SBPSO was most sensitive to c 1 (the attraction to personal best) and c 3 (the number of elements to add from outside the union of X(t), Y (t), and Y (t)).
For both small MKPs and large MKPs, and for each of the three swarm topologies used, the results showed that SBPSO outperformed the other three algorithms by a statistically significant margin. These results also held when the best performing topology was chosen for each PSO algorithm. The results also showed that the Von Neumann topology was the best topology to use for each of the algorithms on the small MKPs. For the large MKPs, the star topology was best for BPSO and SBPSO, while the Von Neumann topology was best for MBPSO and PBPSO.
The overall conclusion is that SBPSO performed better than the three other discrete PSO algorithms over a range of MKPs using different swarm topologies. These results were statistically significant at a significance level of α = 0.05.
The goal of this paper was not to find the best algorithm for solving the MKP, but to propose a generic set-based PSO. State-of-the-art algorithms for solving the MKP perform better, for example, the genetic algorithm described by Chu and Beasley (1998) , which incorporates a domain specific repair operator. This algorithm perfectly solved all small MKP, while on the large MKP it recorded an average error of 0.54 %. Of the algorithm-pairs tested in this paper, gbest SBPSO performed best on the large MKP with an average error of 1.72 %. However, it is emphasized that SBPSO does not make use of any domain-specific operators to improve performance.
The next steps will be to evaluate the SBPSO algorithm on different problems, including feature selection. Also, the contribution of the specific implementation chosen for the operators − and + to the performance of SBPSO will be investigated. The performance of SBPSO, should domain-specific operators be included, will also be investigated.
