Limit-periodic Schrödinger operators in the regime of positive Lyapunov exponents  by Damanik, David & Gan, Zheng
Journal of Functional Analysis 258 (2010) 4010–4025
www.elsevier.com/locate/jfa
Limit-periodic Schrödinger operators in the regime
of positive Lyapunov exponents ✩
David Damanik, Zheng Gan ∗
Department of Mathematics, Rice University, Houston, TX 77005, USA
Received 9 June 2009; accepted 4 March 2010
Available online 21 March 2010
Communicated by L. Gross
Abstract
We investigate the spectral properties of discrete one-dimensional Schrödinger operators whose potentials
are generated by continuous sampling along the orbits of a minimal translation of a Cantor group. We show
that for given Cantor group and minimal translation, there is a dense set of continuous sampling functions
such that the spectrum of the associated operators has zero Hausdorff dimension and all spectral measures
are purely singular continuous. The associated Lyapunov exponent is a continuous strictly positive function
of the energy. It is possible to include a coupling constant in the model and these results then hold for every
non-zero value of the coupling constant.
© 2010 Elsevier Inc. All rights reserved.
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1. Introduction
This paper is a part of a sequence of papers devoted to the study of spectral properties of dis-
crete one-dimensional limit-periodic Schrödinger operators. The first paper in this sequence [7]
contains results in the regime of zero Lyapunov exponents, while the present paper investigates
the regime of positive Lyapunnov exponents. Our general aim is to exhibit as rich a spectral
picture as possible within this class of operators. In particular, we want to show that all basic
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pure point spectrum, we are interested in examples with positive Lyapunov exponents and ex-
amples with zero Lyapunov exponents. From this point of view, the present paper will, to the
best of our knowledge for the first time, exhibit limit-periodic Schrödinger operators with purely
singular continuous spectrum and positive Lyapunov exponents (whereas [7] had the first exam-
ples of limit-periodic Schrödinger operators with purely singular continuous spectrum and zero
Lyapunov exponents). Examples with purely absolutely continuous spectrum have been known
for a long time, dating back to works of Avron and Simon [2], Chulaevsky [4], and Pastur and
Tkachenko [15,16] in the 1980s. These examples (must) have zero Lyapunov exponents. Ex-
amples with pure point spectrum (and positive Lyapunov exponents at least at many energies
in the spectrum) can be found in Pöschel’s paper [17]; compare also the work of Molchanov
and Chulaevsky [13] (who have examples with zero Lyapunov exponents). In the third paper of
this sequence we use Pöschel’s general theorem from [17] to construct limit-periodic examples
with uniform pure point spectrum within our framework (actually these examples have uniform
localization of eigenfunctions); see [8].
Our study is motivated by the recent paper [1], in which Avila disproves a conjecture raised
by Simon; see [19, Conjecture 8.7]. That is, he has shown that it is possible to have ergodic po-
tentials with uniformly positive Lyapunov exponents and zero-measure spectrum. The examples
constructed by Avila are limit-periodic. In fact, the paper [1] proposes a novel way of looking at
limit-periodic potentials. In hindsight, this way is quite natural and provides one with powerful
technical tools. Consequently, we feel that a general study of limit-periodic Schrödinger opera-
tors may be based on this new approach and we have implemented this in [7,8] and the present
paper. We anticipate that further results may be obtained along these lines.
It has been understood since the early papers on limit-periodic Schrödinger operators, and
more generally almost periodic Schrödinger operators, that these operators belong naturally to
the class of ergodic Schrödinger operators, where the potentials are obtained dynamically, that is,
by iterating an ergodic map and sampling along the iterates with a real-valued function; see [3,5,
14] for general background. Indeed, taking the closure in ∞ of the set of translates of an almost
periodic function on Z (i.e., the hull of the function), one obtains a compact Abelian group with
a unique translation invariant probability measure (Haar measure). In particular, the shift on the
hull is ergodic with respect to Haar measure and each element of the hull may be obtained by
continuous sampling (using the evaluation at the origin, for example).
As pointed out by Avila, it is quite natural to take this one step further. That is, once a compact
Abelian group and a minimal translation have been fixed, one is certainly not bound to sample
along the orbits merely with functions that evaluate a sequence at one point. Rather, every con-
tinuous real-valued function on the group is a reasonable sampling function. While this is quite
standard in the quasi-periodic case, we are not aware of any systematic use of it in the context of
limit-periodic potentials before Avila’s work [1].
The ability to fix the base dynamics and independently vary the sampling functions is very
useful in constructing examples of potentials and operators that exhibit a certain desired spectral
feature. This has been nicely demonstrated in [1] and is also the guiding principle in our present
work. As mentioned above, our main motivation is to find examples of limit-periodic Schrödinger
operators with prescribed spectral type. From this point of view, the singular continuity result we
prove here is the main result of the paper. However, there was additional motivation to improve
the zero measure result of Avila to a zero Hausdorff dimension result. Recent work of Damanik
and Gorodetski [9,10] focused on the weakly coupled Fibonacci Hamiltonian. This is an ergodic
model that is not (uniformly) almost periodic. Among the results obtained in [9,10], there is a
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constant, is continuous at zero. That is, as the coupling constant approaches zero, the Hausdorff
dimension of the spectrum approaches dimH ([−2,2]) = 1. When presenting this result, the au-
thors of [9,10] were asked whether this is a universal feature, which holds for all potentials. Thus,
our purpose here is to show that there are indeed limit-periodic potentials such that continuity at
zero coupling fails in the worst way possible, that is, the Hausdorff dimension of the spectrum is
zero for all non-zero values of the coupling constant.1
Let us now describe the models and results in detail. We consider discrete one-dimensional
ergodic Schrödinger operators acting in 2(Z) given by
[
Hωf,T ψ
]
(n) = ψ(n+ 1)+ψ(n− 1)+ Vω(n)ψ(n) (1)
with
Vω(n) = f
(
T n(ω)
)
,
where ω belongs to a compact space Ω , T : Ω → Ω is a homeomorphism preserving an ergodic
Borel probability measure μ and f : Ω → R is a continuous sampling function. It is often ben-
eficial to study the operators {Hωf,T }ω∈Ω as a family, as opposed to a collection of individual
operators, since the spectrum and the spectral type of Hωf,T are always μ-almost surely indepen-
dent of ω due to ergodicity. Moreover, if T is in addition minimal (i.e., all T -orbits are dense),
then both the spectrum and the absolutely continuous spectrum of Hωf,T are independent of ω.
The Lyapunov exponent is defined as
L(E,T ,f ) = lim
n→∞
1
n
∫
Ω
log
∥∥A(E,T ,f )n (ω)∥∥dμ(ω), (2)
where E ∈ R is called the energy and A(E,T ,f )n is the n-step transfer matrix of (1) defined as
A
(E,T ,f )
n (ω) = Sn−1 · · ·S0, where Si =
(
E − f (T i(ω)) −1
1 0
)
. (3)
By the Ishii–Pastur–Kotani theorem, the almost sure absolutely continuous spectrum of Hωf,T is
given by the essential closure of the set of energies where the Lyapunov exponent vanishes.
Next we make the spaces and homeomorphisms of especial interest to us explicit.
Definition 1.1. Ω is called a Cantor group if it is an infinite totally disconnected compact Abelian
topological group.
Definition 1.2. Let Ω be a Cantor group. For ω1 ∈ Ω , let T : Ω → Ω be the translation by ω1,
that is, T (ω) = ω1 ·ω. T is called minimal if {T n(ω): n ∈ Z} is dense in Ω for every ω ∈ Ω .
1 Our work was carried out right after the preprint leading to the publication [1] had been released. That version proved
zero-measure and did not discuss the Hausdorff dimension issue. After we informed Avila about our results, we learned
from him that he had added a remark to the final version of [1] stating that a suitable modification of his proof of zero
measure yields zero Hausdorff dimension; see [1, Remark 1.1].
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translation. As mentioned above, the operators Hωf,T have a common spectrum which we will
denote by Σ(f ).
Here is our main result:
Theorem 1.3. Suppose Ω is a Cantor group and T is a minimal translation on Ω . Then there
exists a dense set F ⊂ C(Ω,R) such that for every f ∈ F and every λ = 0, the following state-
ments hold true: Σ(λf ) has zero Hausdorff dimension, Hωλf,T has purely singular continuous
spectrum for every ω ∈ Ω , and E → L(E,T ,λf ) is a positive continuous function.
The proof of this theorem is based on the constructions in [1]. We make several modifications
to these constructions to better control the size of the spectrum and to ensure that the potentials we
construct are Gordon potentials. The latter property then implies the absence of point spectrum,
which in turn yields singular continuity since the absence of absolutely continuous spectrum
already follows from zero measure spectrum.
Let us state the Gordon property as a separate result.
Definition 1.4. A bounded map V : Z → R is called a Gordon potential if there exist positive
integers qi → ∞ such that
max
1nqi
∣∣V (n)− V (n ± qi)∣∣ i−qi
for every i  1.
Clearly, if V is a Gordon potential, so is λV for every λ ∈ R. A key part in proving Theo-
rem 1.3 is to establish the following result:
Theorem 1.5. Suppose Ω is a Cantor group. Then there exists a dense set F ⊂ C(Ω,R) such
that for every f ∈ F , every minimal translation T : Ω → Ω , every ω ∈ Ω , and every λ = 0,
λf (T n(ω)) is a Gordon potential.
2. Preliminaries
2.1. Hausdorff measures and dimensions
For our relatively restricted purposes, we will simply recall the definition of Hausdorff mea-
sures and Hausdorff dimension in this subsection. We refer the reader to [18] for more informa-
tion.
Definition 2.1. Let A ⊆ R be a subset. A countable collection of intervals {bn}∞n=1 is called a
δ-cover of A if A ⊂⋃∞n=1 bn with |bn| < δ for all n’s. (Here, | · | denotes Lebesgue measure, and
we will adopt this notation throughout the paper.)
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defined as
hα(A) = lim
δ→0 infδ-covers
∞∑
n=1
|bn|α. (4)
The quantity hα(A) is well defined as an element of [0,∞] since infδ-covers∑∞n=1 |bn|α is
monotonically increasing as δ decreases to zero and therefore the limit in (4) exists. Restricted
to the Borel sets, h1 coincides with Lebesgue measure and h0 is the counting measure. If α < 0,
we always have hα(A) = ∞ for any A = ∅, while if α > 1, hα(R) = 0.
It is not hard to see that for every A ⊆ R, there is a unique α ∈ [0,1], called the Hausdorff
dimension dimH (A) of A, such that hβ(A) = ∞ for every β < α and hβ(A) = 0 for every β > α.
In particular, every A ⊆ R with |A| > 0 must have dimH (A) = 1.
2.2. Minimal translations of Cantor groups and limit-periodic potentials
In this subsection we recall how the one-to-one correspondence between hulls of limit-
periodic sequences and potential families generated by minimal translations of Cantor groups
and continuous sampling functions exhibited by Avila in [1] arises.
Definition 2.3. Let S : ∞(Z) → ∞(Z) be the shift operator, (SV )(n) = V (n+ 1). A two-sided
sequence V ∈ ∞(Z) is called periodic if its S-orbit is finite and it is called limit-periodic if it
belongs to the closure of the set of periodic sequences. If V is limit-periodic, the closure of its
S-orbit is called the hull and denoted by hullV .
The first lemma (see [1, Lemma 2.1]) shows how one can write the elements of the hull of a
limit-periodic function in the form
Vω(n) = f
(
T n(ω)
)
, ω ∈ Ω, n ∈ Z, (5)
with a minimal translation T of a Cantor group and a sampling function f ∈ C(Ω,R):
Lemma 2.4. Suppose V is limit-periodic. Then, Ω := hullV is compact and has a unique topo-
logical group structure with identity V such that Z  k → SkV ∈ hullV is a homomorphism.
Moreover, the group structure is Abelian and there exist arbitrarily small compact open neigh-
borhoods of V in hullV that are finite index subgroups.
In particular, Ω = hullV is a Cantor group, T = S|Ω is a minimal translation, and every
element of Ω may be written in the form (5) with the continuous function f (ω) = ω(0).
The second lemma (see [1, Lemma 2.2]) addresses the converse:
Lemma 2.5. Suppose Ω is a Cantor group, T : Ω → Ω is a minimal translation, and f ∈
C(Ω,R). Then, for every ω ∈ Ω , the element Vω of ∞(Z) defined by (5) is limit-periodic and
we have hullVω = {Vω˜}ω˜∈Ω .
These two lemmas show that a study of limit-periodic potentials can be carried out by con-
sidering potentials of the form (5) with a minimal translation T of a Cantor group Ω and a
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potentials by Avila in [1], it is often advantageous to fix Ω and T and to vary f .
2.3. Periodic sampling functions, potentials, and Schrödinger operators
In this subsection we discuss the periodic case. For example, which sampling functions f ∈
C(Ω,R) give rise to periodic potentials for some or all (ω,T )? Moreover, what can then be said
about the associated Schrödinger operators?
Definition 2.6. Suppose Ω is a Cantor group and T : Ω → Ω is a minimal translation. We say
that a sampling function f ∈ C(Ω,R) is n-periodic with respect to T if f (T n(ω)) = f (ω) for
every ω ∈ Ω .
Proposition 2.7. Let f ∈ C(Ω,R). If f (T n0+m(ω0)) = f (T m(ω0)) for some ω0 ∈ Ω , some min-
imal translation T : Ω → Ω and every m ∈ Z, then for every minimal translation T˜ :Ω → Ω ,
f is n0-periodic with respect to T˜ .
Proof. Let ϕ : Ω → ∞(Z), ϕ(ω) = (f (T n(ω)))n∈Z. Since T is minimal, the closure of
{T n(ω0): n ∈ Z} is Ω . By Lemma 2.5 we have ϕ(Ω) = hull(ϕ(ω0)). Since f (T n0+m(ω0)) =
f (T m(ω0)) for any m ∈ Z, hull(ϕ(ω0)) is a finite set. Then for any ω ∈ Ω , (f (T n(ω)))n∈Z is
some element in hull(ϕ(ω0)). Since every element in hull(ϕ(ω0)) is n0-periodic, (f (T n(ω)))n∈Z
is n0-periodic. This shows that f is n0-periodic with respect to T . That is, we have
f (T n0+m(ω)) = f (T m(ω)) for every ω ∈ Ω and m ∈ Z.
Assume T is the minimal translation by ω1 and let T˜ be another minimal translation by ω2.
By the previous analysis, we have f (ωn0+m1 ·ω) = f (ωm1 ·ω) for every m ∈ Z and every ω ∈ Ω .
If ω2 is equal to ωq1 for some integer q , obviously we have f (T˜
n0(ω)) = f ((ωq1 )n0 · ω) = f (ω)
for any ω ∈ Ω . If not, since {ωn1 : n ∈ Z} is dense in Ω (this follows from the minimality of T ),
we have limk→∞ ωnk1 = ω2, and then f (ωn02 · ω) = limk→∞ f ((ωnk1 )n0 · ω) = f (ω). The result
follows. 
The above proposition tells us that the periodicity of f is independent of T . Thus we may say
f is n-periodic without making a minimal translation explicit.
Next we recall from [1] how periodic sampling functions in C(Ω,R) can be constructed.
Given a Cantor group Ω , a compact subgroup Ω0 with finite index (such subgroups can be
found in any neighborhood of the identity element; see above), and f ∈ C(Ω,R), we can define
a periodic fΩ0 ∈ C(Ω,R) by
fΩ0(ω) =
∫
Ω0
f (ω · ω˜) dμΩ0(ω˜).
Here, μΩ0 denotes Haar measure on Ω0. This shows that the set of periodic sampling functions
is dense in C(Ω,R). Moreover, as already noted in [1], there exists a decreasing sequence of
Cantor subgroups Ωk with finite index nk such that
⋂
Ωk = {e}, where e is the identity element
of Ω . Let Pk be the set of sampling functions defined on Ω/Ωk , that is, the elements in Pk are
nk-periodic potentials. Denote by P the set of all periodic sampling functions. Then, we have
Pk ⊂ Pk+1 (which implies nk|nk+1) and P =⋃Pk .
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L(E,T ,f ) = lim
m→∞
1
m
log
∥∥A(E,T ,f )m (ω)∥∥
= 1
p
logρ
(
A
(E,T ,f )
p (e)
)
, (6)
where ρ(A(E,T ,f )p (e)) is the spectral radius of A(E,T ,f )p (e). In particular, if restricted to periodic
sampling functions, the Lyapunov exponent is a continuous function of both the energy E and
the sampling function.
Proof. If f is p-periodic, as in the proof of Proposition 2.7, for every ω, (f (T n(ω)))n∈Z is some
element of the orbit of (f (T n(e)))n∈Z, and so its monodromy matrix (i.e., the transfer matrix
over one period) is a cyclic permutation of the monodromy matrix associated with f (T n(e)).
Thus TrA(E,T ,f )p (ω) is independent of ω, and since detA(E,T ,f )p (ω) = 1, we can conclude that
the eigenvalues of A(E,T ,f )p (ω) are independent of ω. So the logarithm of the spectral radius of
A
(E,T ,f )
p (ω) is independent of ω and (6) follows. The continuity statement follows readily. 
Lemma 2.9. Let fn ∈ C(Ω,R) be a sequence of periodic sampling functions converging uni-
formly to f∞ ∈ C(Ω,R). Assume limn→∞ L(E,T ,fn) exists for every E and the convergence
is uniform. Then we have that L(E,T ,f∞) coincides with limn→∞ L(E,T ,fn) everywhere.
Proof. Since limn→∞ L(E,T ,fn) exists everywhere, from [1, Lemma 2.5], we have
L(E,T ,fn) → L(E,T ,f∞) in L1loc. So L(E,T ,f∞) coincides with limn→∞ L(E,T ,fn)
almost everywhere. From Proposition 2.8, L(E,T ,fn) is a continuous function, and by uni-
form convergence, we have that limn→∞ L(E,T ,fn) is also a continuous function. Since
L(E,T ,f∞) is a subharmonic function (cf. [6, Theorem 2.1]), we get that L(E,T ,f∞) =
limn→∞ L(E,T ,fn) for every E. The statement follows. 
To conclude this subsection on the periodic case, we state two lemmas. The first is well known
and the second is [1, Lemma 2.4].
Lemma 2.10. Let f ∈ C(Ω,R) be p-periodic.
(i) The spectrum of Hωf,t is purely absolutely continuous for every ω ∈ Ω and Σ(f ) is made of
p bands (compact intervals whose interiors are disjoint).
(ii) Σ(f ) = {E ∈ R: L(E,T ,f ) = 0}.
Lemma 2.11. Let f ∈ C(Ω,R) be p-periodic.
(i) The Lebesgue measure of each band of Σ(f ) is at most 2π
p
.
(ii) Let C  1 be such that for every E ∈ Σ(f ), there exist ω ∈ Ω and k  1 such that
‖A(E,T ,f )k (ω)‖ C. Then, |Σ(f )| 4πpC .
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Assume Ω and T are given. For convenience, we write A(E,f )n (ω) = A(E,f,T )n (ω), A(E,f )n =
A
(E,f,T )
n (e), and L(E,f ) = L(E,T ,f ). Since T : Ω → Ω is a minimal translation, the homo-
morphism Z → Ω , n → T ne is injective with dense image in Ω , and we can write f (n) =
f (T n(e)) without any conflicts.
We need two more lemmas before proving our theorems. More precisely, we will make further
use of the constructions which play central roles in the proof of these two lemmas.
Lemma 3.1. Let B be an open ball in C(Ω,R), let F ⊂ P ∩B be finite, and let 0 < ε < 1. Then
there exists a sequence FK ⊂ P ∩B such that
(i) L(E,λFK) > 0 whenever ε  |λ| ε−1, E ∈ R.
(ii) L(E,λFK) → L(E,λF) uniformly on compacts (as functions of (E,λ) ∈ R2).
This is [1, Lemma 3.1]. As in [1], we use the notation
L(E,λF) = 1
#F
∑
f∈F
L(E,T ,λf ),
where F is a finite family of sampling functions (with multiplicities!) and λ ∈ R. The proof of this
lemma is constructive. We will describe this construction explicitly in the proof of Theorem 1.3
for the reader’s convenience.
Lemma 3.2. Suppose B is an open ball in C(Ω,R) and F ⊂ P ∩B is a finite family of sampling
functions. Then for every N  2 and K sufficiently large, there exists FK ⊂ PK ∩B such that
(i) L(E,λFK) → L(E,λF) uniformly on compacts (as functions of (E,λ) ∈ R2).
(ii) The diameter of FK is at most n−N/2K .
This lemma is a variation of [1, Lemma 3.2]. We will prove this lemma using suitable modi-
fications of Avila’s arguments. Some of these modifications, which will later enable us to prove
the Gordon property, are not apparent from the statement of the lemma. We will give detailed
arguments for the modified parts of the proof and refer the reader to [1] for the parts that are
analogous.
Proof of Lemma 3.2. Assume that F = {f1, f2, . . . , fm} ⊂ C(Ω,R) is a finite family of nk-
periodic sampling functions with nk  2, and let K > k be large enough. We construct F tK as
follows. Let nK = mnkr + d , 0  d  mnk − 1. Let Ij = [jnk, (j + 1)nk − 1] ⊂ Z and let
0 = j0 < j1 < · · · < jm−1 < jm = nK/nk be a sequence such that ji+1 − ji = r + 1 when 0 
i < d/nk and ji+1 − ji = r when d/nk  i  m − 1. Define an nK -periodic f as follows. For
0  l  nK − 1, let j be such that l ∈ Ij and let i be such that ji−1  j < ji and then let
f (l) = fi(l). Next, for any sequence t = (t1, t2, . . . , tm) with ti ∈ {0,1, . . . , r − 1}, we define an
nK -periodic f tK as follows. If j = ji − 1 for some 1  i < m, we let f tK(l) = f (l) + r−N ti ,
and if j = jm − 2, we let f tK(l) = f (l) + r−Ntm. Otherwise we let f tK(l) = f (l). Let F tK be
the family consisting of all f t ’s. The statement (ii) is clear for large K . (Note: in [1], Avila’sK
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f
t
K(l) = f (l).)
For fixed E and λ, we let A(E,λf
t
K )
nK = C(tm,m)B(m) · · ·C(t1,1)B(1), where B(i) =
(A
(E,λfi )
nk )
ji−ji−1−1, 1  i  m − 1 and B(m) = (A(E,λfm)nk )jm−jm−1−2, and C(ti ,i) =
A
(E−λr−N ti ,λfi )
nk , 1  i  m − 1 and C(tm,m) = A(E,λfm)nk A(E−λr
−N tm,λfm)
nk . When E and λ are
in a compact set, the norm of the C(ti ,i)-type matrices is bounded as r grows, while the norm of
the B(i)-type matrices may get large.
Notice that our perturbation here is r−Nt (as opposed to Avila’s r−20t perturbation in [1,
Lemma 3.2 ]), so [1, Claim 3.7] should be replaced by the following version:
“Let sj be the most contracted direction of Bˆ(j) and let uj be the image under Bˆ(j) of the most
expanded direction. Call t j -nice, 1 j  d , if the angle between Cˆ(j)uj and Sj+1 (less than π )
is at least r−3N with the convention that j + 1 = 1 for j = d . Let r be sufficiently large, and let
t be j -nice. If z is a non-zero vector making an angle at least r−4N with sj , then z′ = Cˆ(j)Bˆ(j)z
makes an angle at least r−4N with Sj+1 and ‖z′‖ ‖Bˆ(j)‖r−5N‖z‖.”
The proof of [1, Claim 3.7] can be applied to get the above version of the claim with the corre-
sponding quantitative modification. Moreover, we have also made a little shift in the perturbation,
so C(tm,m) = A(E,λfm)nk A(E−λr
−N tm,λfm)
nk , while Avila’s C(tm,m) = A(E−λr
−20tm,λfm)
nk . [1, Claim 3.8]
still holds, but Avila’s proof of [1, Claim 3.8] cannot be applied directly. To this end we prove
the following claim:
Claim 3.3. For any M ∈ SL(2,R), there are m1,m2 ∈ (0,∞) with the following property. Sup-
pose A and B are two vectors in R2, and θ is the angle between A and B with 0 < θ  π .
Let θ˜ be the angle between MA and MB (again so that 0 < θ˜  π ). Then, m1θ θ˜ 
m2θ.
Proof. By the singular value decomposition (see [11, Theorem 2.5.1]), there exist O1 and O2 in
SO(2,R) such that M = O1SO2, where S is a diagonal matrix. Since O1 and O2 are rotations
on R2, it is sufficient to consider
S =
(
μ1 0
0 μ−11
)
.
Without loss of generality, assume μ1  1. Let A = (a, b)t (t denotes the transpose of vectors)
and B = (c, d)t be two normalized vectors, and let θA and θB be the argument of A and the
argument of B respectively. Let A˜ = SA = (aμ1, b/μ1)t with the argument θA˜ and B˜ = SB =
(cμ1, d/μ1)t with the argument θB˜ .
We adopt the following notation for convenience. Let I , II, III, IV denote one of two vectors
in the first quadrant (including {(x,0): x  0}), the second quadrant (including {(0, y): y > 0}),
the third quadrant (including {(x,0): x < 0}) and the fourth quadrant (including {(0, y): y < 0}),
respectively. Then (I, I ) denotes that both two vectors are in the first quadrant, (I, II) denotes
that one vector is in the first quadrant while the other is in the second quadrant, and so on.
We will need the following observation:
0 < θ1, θ2 < π/2 and tan θ1 
tan θ2
μ2
⇒ θ1  θ24μ2 . (7)1 1
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μ21
tan θ2  12μ21
θ2 and 0 < θ22μ21
< 1, we have
θ1  arctan
θ2
2μ21
= θ2
2μ21
−
(
θ2
2μ21
)3/
3 +O
((
θ2
2μ21
)5)
 θ2
4μ21
.
For the proof of Claim 3.3, we consider two cases.
Case 1. π/2θ  π . Here A and B cannot be in the same quadrant. Notice that the impact
of S on vectors is to move them closer to the x-axis and keep them in the same quadrant. Thus,
for the subcases (I, II), (I, III), (II, IV) and (III, IV), we can easily conclude that θ/2θ˜ 
2θ . There are two subcases left, (I, IV) and (II, III). We will discuss (I, IV); the method can
be readily adapted to (II, III). For (I, IV), if θA = 0 and θB = 3π/2, then θA˜ and θB˜ are also 0
and 3π/2 respectively, and so θ˜ = θ ; if not, without loss of generality, assume that A is in
the first quadrant with π/4 θA < π/2, then tan θA˜ = baμ21 =
tan θA
μ21
, and by (7), we have
θ˜  θ
A˜
 θA
4μ21
 θ
16μ21
(θA θ/4 since θA  π/4) and then θ16μ21 θ˜  2θ.
Case 2. 0 < θ < π/2. In this case, (I, III) and (II, IV) are impossible. We will divide the
following proof into three parts.
(1) We discuss (I, I ) here; the argument may be readily adapted to (II, II), (III, III), and
(IV, IV). Without loss of generality, assume θ = θA − θB , then we get
tanθ˜ = μ
2
1(bc − ad)
bd + μ41ac
 tanθ
μ21
,
and by (7), we get θ4μ21 θ˜ . Similarly, we will get θ˜  4μ
2
1θ since tanθ˜  μ21 tanθ , and
so θ4μ21
θ˜  4μ21θ follows.
(2) We discuss (I, IV) here; an adaptation handles (II, III). Without loss of generality, assume
θA θ/2. Obviously, we have θ˜ θ . Conversely, we have θ16μ21
θ˜ (it is essentially the
same as (I, IV) in Case 1), and so θ16μ21 θ˜ θ follows.(3) We discuss (I, II) here, and the method can be applied to (III, IV). Obviously, we have
θ  θ˜. Without loss of generality, assume that A is in the first quadrant and makes an an-
gle hA with the y-axis and that B is in the second quadrant and makes an angle hB with the
y-axis. Clearly, θ = hA + hB . Let hA˜ and hB˜ be the angle between the y-axis and A˜ and
the angle between the y-axis and B˜ , respectively. By (7), we conclude that h
A˜
 4μ21hA since
tanh
A˜
= μ21 tanhA. Similarly, we get hB˜  4μ21hB . So it follows that θ  θ˜ = hA˜ + hB˜ 
4μ21(hA + hB) = 4μ21θ.
Through the above analysis, we see that θ16μ21
 θ˜  16μ21θ , concluding the proof of
Claim 3.3. 
By this claim, we can modify the last paragraph of the proof of [1, Claim 3.8] as stated below
and then our lemma follows.
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of angle θj with r−2.5N < θj < r−0.3N such that C(l+1,ij )uj = Rl,jC(l,ij )uj . It immediately
follows that there exists at most one choice of 0 tij  r − 1 such that C(tij ,ij )uj has angle at
most r−3N with sj+1, as desired.”
We would like to explain how to obtain the statement described in the paragraph above. If r is
sufficiently large, it is not hard to conclude that for every 0 l  r−2, there exists a rotation R˜l,j
of angle θ˜j with r−2N < θ˜j < r−0.5N such that A
(E−λr−N(l+1),λfij )
nk uj = R˜l,jA
(E−λr−N l,λfij )
nk uj .
If id = m, we have
C(l+1,m)um = A(E,λfm)nk A(E−λr
−N(l+1),λfm)
nk um
= A(E,λfm)nk R˜l,mA(E−λr
−N(l),λfm)
nk um. (8)
Since A(E,λfm)nk ∈ SL(2,R) is independent of r , we can apply Claim 3.3 to (8) so that we have
C(l+1,m)um = A(E,λfm)nk R˜l,mA(E−λr
−N(l),λfm)
nk um
= Rl,mA(E,λfm)nk A(E−λr
−N(l),λfm)
nk um
= Rl,mC(l,m)um,
where Rl,m is a rotation of angle θm with r−2.5N < θm < r−0.3N . Then the above paragraph
follows. 
Recall the definition of a Gordon potential given in Definition 1.4. The importance of Gordon
potentials lies in the following lemma, which (in a slightly weaker form) first appeared in [12].
Lemma 3.4 (Gordon lemma). Suppose V is a Gordon potential. Then the Schrödinger operator
with potential V has no eigenvalues.
Now we can give
Proof of Theorem 1.3. Given a p0-periodic f ∈ C(Ω,R) and 0 < ε0 < 1, consider Bε0(f ) ⊂
C(Ω,R). (We will work within this ball. The denseness of periodic potentials then implies the
denseness of our constructed limit-periodic potentials.) Let N from Lemma 3.2 be 2. Let ε1 = ε010 .
By Lemma 3.1, there exists a finite family F1 = {f1, f2, . . . , fm1} of p1-periodic sampling func-
tions such that F1 ⊂ Bε0(f ) and L(E,λF1) > δ1 for some 0 < δ1 < 1 whenever ε1 < |λ| < 1ε1
and E ∈ R (note that L(E,λfi) 1 if |E| ‖λfi‖ + 4). Our constructions start with F1 and we
will divide them into several steps.
Construction 1. First, we will apply Lemma 3.1 to F1 in order to enlarge the range
of λ’s. Let ε2 = min{ε1,δ1}10 . Then, there exists a finite family of p˜1-periodic potentials F˜1 =
{f˜1, f˜2, . . . , f˜m˜1} ⊂ Bε0(f ) such that
L(E,λF˜1) > δ˜1
for some 0 < δ˜1 < 1 whenever ∀ε2 < |λ| < 1 and E ∈ R, andε2
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whenever |E| < 1
ε2
and |λ| < 1
ε2
.
Explicitly, the construction of F˜1 follows from the proof of [1, Claim 3.1]. For very large
p˜1 > p1 (it must obey p1|p˜1), choose N1(p˜1) such that if |E| < 1ε2 , |λ|  1ε2 , fi ∈ F1 and a
p˜1-periodic potential f˜ which is 2p1+1N1(p˜1) close to fi then |L(E,λf˜ ) − L(E,λfi)| <
ε2
2 , since the
Lyapunov exponent is continuous for periodic potentials (see Proposition 2.8).
For 1  j  2p1 + 1, we define p˜1-periodic potentials f˜ (i,j) by f˜ (i,j)(n) = fi(n), 0  n 
p˜1 − 2 and f˜ (i,j)(p˜1 − 1) = fi(p˜1 − 1) + jN1(p˜1) . By [1, Claim 3.4], there exists j0 such that
the spectrum of f˜ (i,j0) has exactly p˜1 components, that is, all gaps of its spectrum are open.
For convenience, we write f˜ (i) = f˜ (i,j0). So there exists h = h(F1, p˜1, ε2) > 0 such that for
any fi ∈ F1 and ε2  |λ|  1ε2 , Σ(λf˜ (i)) has p˜1 components and the Lebesgue measure of the
smallest gap is at least h. Choose an integer N2(p˜1) with N2(p˜1) > 4πε2hp˜1 .
For 0 l N2(p˜1), let f˜ (i,l) = f˜ (i) + 4πlε2p˜1N2(p˜1) . Then F˜1 is just the family obtained by col-
lecting the f˜ (i,l) for different fi ∈ F1 and 0  l  N2(p˜1). Order F˜1 as F˜1 = {f˜1, f˜2, . . . , f˜m˜1}
such that f˜1 = f˜ (1,0) and f˜m˜1 = f˜ (1,1). We can also assume that N2(p˜1) was chosen large
enough, so that we have ‖f˜m˜1 − f˜1‖ = 4πε2p˜1N2(p˜1) < 1/3 (this will be used to conclude that
our limit-periodic potentials are Gordon potentials).
Construction 2. Applying Lemma 3.2 to F˜1, there exists a finite family of p2-periodic poten-
tials F2 = {f t12 , f t22 , . . . , f
tm2
2 } such that
F2 ⊂ Bp−22 ⊂ Bε2 ⊂ Bε0(f )
and
L(E,λF2) > δ2
for some 0 < δ2 < 1 whenever ε2 < |λ| < 1ε2 and E ∈ R, and
∣∣L(E,λF2)−L(E,λF˜1)∣∣< ε22 (10)
whenever |E|, |λ| < 1
ε2
. From (9) and (10), we have
∣∣L(E,λF2) −L(E,λF1)∣∣< ε2
for |E|, |λ| < 1
ε2
.
Explicitly, we construct F2 as follows (cf. the proof of Lemma 3.2). Let p2 be large and
p2 = m˜1p˜1r2 + d , 0  d  m˜1p˜1 − 1. Let Ij = [jp˜1, (j + 1)p˜1 − 1] ⊂ Z and let 0 = j0 <
j1 < · · · < jm˜1−1 < jm˜1 = p2p˜1 be a sequence such that ji+1 − ji = r2 + 1 when 0 i < d/p˜1 and
ji+1−ji = r2 when d/p˜1  i  m˜1p˜1−1. Define a p2-periodic potential f2(l) for 0 l  p2−1
as follows. Let j be such that l ∈ Ij and let i be such that ji−1  j < ji and let f2(l) = f˜i (l). For
any sequence t = (t1, t2, . . . , tm˜ ) with ti ∈ {0,1, . . . , r2 − 1}, let f t be a p2-periodic potential1 2
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1 i < m˜1, we let f t2 (l) = f2(l)+r−42 ti , and j = jm˜1 −2 then f t2 (l) = f2(l)+r−42 tm˜1 . Otherwise
we let f t2 (l) = f2(l). Let p2 be sufficiently large so that p−22 < 1/3.
Moreover, we can estimate the Lebesgue measure of the spectrum. For any E ∈ R and ε2 <
|λ| < 1
ε2
, we can find f˜i ∈ F˜1 such that L(E,λf˜i) > δ˜1 since L(E,λF˜1) > δ˜1. If r2 large enough,
we have ‖A(E,λf˜i )
(r2−2)p˜1‖ > eδ˜1(r2−2)p˜1 . Then we have
∥∥A(E,λf tk2 )
(r2−2)p˜1
(
f
tk
2 (ji−1p˜1)
)∥∥= ∥∥A(E,λf˜i )
(r2−2)p˜1
∥∥> eδ˜1(r2−2)p˜1 .
Since E is arbitrary, we can apply Lemma 2.11 to conclude that the total Lebesgue measure of
Σ(λf
tk
2 ) is at most 4πp2e
−δ˜1(r2−2)p˜1 < e−p˜1p
1/2
2 when r2 sufficiently large. (Here f tk2 can be any
element from F2.)
Construction 3. Repeating the above procedures. Once we have constructed Fi−1 ⊂ Bp−(i−1)i−1 ⊂
Bεi−1 , by Lemma 3.1, we can get a finite family of p˜i−1-periodic potentials F˜i−1 ⊂ Bp−(i−1)i−1
satisfying the following. Let εi = min{εi−1,δi−1}10 , and we have
L(E,λF˜i−1) > δ˜i−1
for some 0 < δ˜i−1 < 1 whenever ∀εi < |λ| < 1εi and E ∈ R, and
∣∣L(E,λF˜i−1)−L(E,λFi−1)∣∣< εi2
whenever |E| < 1
εi
and |λ| < 1
εi
.
Next, as in Construction 2, we will get a finite family Fi of pi -periodic potentials which
satisfies the following (here our perturbation is r−Nii t = r−2ii t , t ∈ {0,1,2, . . . , ri − 1}).
(i) L(E,λFi) > δi for some 0 < δi < 1 and all E ∈ R and εi < |λ| < ε−1i .
(ii) |L(E,λFi)−L(E,λFi−1)| < εi for |E| < 1εi and |λ| < 1εi .(iii) Fi ⊂ Bp−ii ⊂ Bεi ⊂ Bεi−1 ⊂ Bε0(f ), i > 2. (Note: Bε2 may not be in Bε1 .)
(iv) ∀f tki ∈ Fi , |Σ(λf tki )|  e−p˜i−1p
1/2
i when εi < |λ| < ε−1i (here | · | denotes the Lebesgue
measure).
(v) p−ii < 13 (i − 1)−p˜i−1 since we can let pi be sufficiently large.
(vi) ‖f t1i −f
tmi
i ‖ = 4πεi p˜i−1N2(p˜i−1) < 13 (i−1)−p˜i−1 . Here N2(p˜i−1) appears as in Construction 1,
and we can ensure that this inequality holds since p˜i−1 is fixed while N2(p˜i−1) can be taken
as large as needed.
Then we will get a limit-periodic potential f∞ ∈ Bε0(f ), whose Lyapunov exponent is a positive
continuous function of energy E and the Lebesgue measure of the spectrum is zero (Lemma 2.9
implies that L(E,λf ti ) → L(E,λf∞)). Moreover, we have the following two claims.
Claim 3.5. f∞ is a Gordon potential.
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max
1nqi
∣∣f∞(n)− f∞(n ± qi)∣∣ ∣∣f∞(n)− f t1i+1(n)∣∣+ ∣∣f∞(n± qi)− f t1i+1(n ± qi)∣∣
+ ∣∣f t1i+1(n)− f t1i+1(n ± qi)∣∣
 p−(i+1)i+1 + p−(i+1)i+1 +
4π
εi+1p˜iN2(p˜i)
 21
3
(i)−p˜i + 1
3
(i)−p˜i
 i−qi .
So f∞ is a Gordon potential. (Here f t1i+1 is an element of Fi+1.) 
Claim 3.6. Σ(λf∞) has zero Hausdorff dimension for every λ = 0.
Proof. Let λ = 0 and 0 < α  1 be given. Without loss of generality, assume λ > 0. Choose i
large enough so that εi < λ < 1/εi and 1/i < α. For every f
tk
i ∈ Fi , ‖λf∞ − λf tki ‖ < λp−ii
implies2 dist(Σ(λf∞),Σ(λf
tk
i )) < λp
−i
i . Since λf
tk
i is pi -periodic, we have
Σ
(
λf
tk
i
)=
pi⋃
z=1
I˜ (
tk,i)
z ,
where I˜ (tk,i)z = [az, bz] is a closed interval.
Let I (tk,i)z = [az − λp−ii , bz + λp−ii ] and since dist(Σ(λf∞),Σ(λf tki )) λp−ii , we have
Σ(λf∞) ⊂
pi⋃
z=1
I (
tk,i)
z .
Moreover, bz − az  e−p˜i−1p
1/2
i since |Σ(λf tki )| e−p˜i−1p
1/2
i
. Then we have
hα
(
Σ(λf∞)
)
 lim
i→∞
pi∑
z
(
e−p˜i−1p
1/2
i + 2λp−ii
)α
= lim
i→∞pi
(
e−p˜i−1p
1/2
i + 2λp−ii
)α
= lim
i→∞
(
p
1/α
i e
−p˜i−1p1/2i + 2λp−i+1/αi
)α
.
2 It is well known that for V,W : Z → R bounded, we have dist(σ ( + V ),σ ( + W))  ‖V − W‖∞ , where
dist(A,B) denotes the Hausdorff distance of two compact subsets A,B of R.
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lim
i→∞
(
p
1/α
i e
−pi−1p1/2i + 2λp−i+1/αi
)α = 0.
So we have hα(Σ(λf∞)) = 0 (note: when i → ∞, λ belongs to (εi, 1εi ) for all i large enough
since this interval is expanding). So the Hausdorff dimension of the spectrum is less than α. Since
α was arbitrary, the Hausdorff dimension must be zero. 
This implies all the assertions in Theorem 1.3 except for the absence of eigenvalues for ev-
ery ω. Given the Gordon lemma (see Lemma 3.4 above), this last statement will follow once
Theorem 1.5 is established. 
Remark 3.7. Since δi  δi−1/10, i  1, it is true that when εi < |λ| < 1εi , L(E,λf∞) 89δi for
any E ∈ R. This gives information about the range of the Lyapunov exponent on certain intervals.
Clearly, δi → 0 when i → ∞ since the Lyapunov exponent will go to zero when λ goes to zero.
Proof of Theorem 1.5. Let ω = e first. Relative to any minimal translation T˜ , the selected f in
the proof of Theorem 1.3 is still n0-periodic by Proposition 2.7, so we can start with the same ball
Bε0(f ) and choose the same periodic potentials in Bε0(f ). Then we get the same f∞. For the
finite family Fi from Construction 3, though the Lyapunov exponent may change, the following
properties hold (note that ‖f t1i ‖ does not change).
(i) Fi ⊂ Bp−ii ⊂ Bεi ⊂ Bε0(f ).
(ii) p−ii < 13 (i − 1)−p˜i−1 .
(iii) ‖f t1i − f
tmi
i ‖ = 4πεi p˜i−1N2(p˜i−1) < 13 (i − 1)−p˜i−1 .
Then Claim 3.5 holds true, and so f (T˜ n(e)) is a Gordon potential. For arbitrary ω˜, if we repeat
the same procedures, (i)–(iii) above still hold as stated (since none of them are related to ω), and
Theorem 1.5 follows. 
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