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Abstract
In the paper we study aperiodic substitutional dynamical systems
arisen from non-primitive substitutions. We prove that the Vershik home-
omorphism ϕ of a stationary ordered Bratteli diagram is homeomorphic
to an aperiodic substitutional system if and only if no restriction of ϕ to a
minimal component is homeomorphic to an odometer. We also show that
every aperiodic substitutional system generated by a substitution with
nesting property is homeomorphic to the Vershik map of a stationary or-
dered Bratteli diagram. It is proved that every aperiodic substitutional
system is recognizable. The classes of m-primitive substitutions and as-
sociated to them derivative substitutions are studied. We discuss also the
notion of expansiveness for Cantor dynamical systems of finite rank.
1 Introduction
During last decade, minimal homeomorphisms of a Cantor set (Cantor minimal
systems, in other words) have been thoroughly studied in many papers. The
most powerful tool in the study of Cantor minimal systems is the concept of
Bratteli diagrams. It was shown in [HPS] that every minimal homeomorphism
is topologically conjugate to the Vershik map of an ordered simple Bratteli
diagram. Such a realization of minimal homeomorphisms allowed one to prove
many deep results clarifying properties and orbit structure of minimal Cantor
∗The third named author was supported by INTAS YSF-05-109-5315.
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systems. We mention here the study of orbit equivalence and affability of Cantor
minimal systems which was conducted in papers by Glasner, Giordano, Matui,
Putnam, Skau, Weiss, and others (see [GPS1], [GPS2], [GPS3], [GMPS], [GW]).
Another meaningful usage of Bratteli diagrams was given in the papers [For] and
[DHS]. They answered the natural question of the description of the class of
minimal homeomorphisms which can be represented by Bratteli diagrams of the
simplest form, i.e., by stationary Bratteli diagrams. It turns out that this class
is constituted by minimal substitutional systems and odometers.
Motivated by these remarkable achievements, we are interested in the follow-
ing question: Is the assumption of minimality crucial in proving these results? In
the paper [BDM], we considered aperiodic Cantor systems and proved the exis-
tence of Kakutani-Rokhlin partitions for them. In contrast to the minimal case,
we cannot start with an arbitrary clopen set to produce a Kakutani-Rokhlin
partition. Nevertheless, it was proved in [Med] that, given an aperiodic home-
omorphism T , there exists a sequence of nested Kakutani-Rokhlin partitions
which generate the topology. Thereby we showed that every aperiodic homeo-
morphism can be realized as the Vershik map of an ordered Bratteli diagram
(see details in Section 2). However, the structure of Bratteli diagrams for ape-
riodic homeomorphisms is still unclear — in comparison with the minimal case
where each simple Bratteli diagram can be given an order that defines a con-
tinuous Vershik map [HPS], not every Bratteli diagram admits, in general, such
an ordering [Med].
The primary goal of this work is the study of aperiodic (non-minimal) sub-
stitutional systems and finding explicit descriptions of their Bratteli-Vershik
models. To the best our knowledge, non-primitive substitutions have not been
systematically studied yet. In our study we are mostly based on two articles.
The first one is the paper by Durand, Host, and Skau [DHS] where the Brat-
teli diagrams for primitive substitutional dynamical systems were thoroughly
studied. The second one is the very recent work by Downarowicz and Maass
[DM] where the authors suggested a very fruitful idea of coding of dynamics by
means of the so-called j-symbols. In other words, this approach gives a symbolic
interpretation of the technique of Kakutani-Rokhlin partitions and Bratteli dia-
grams. The basic references to the study of substitutional dynamical systems are
[Fog] and [Que]. We also refer the reader to the book [Kur] for a comprehensive
exposition of the symbolic dynamics.
We will use the standard notation of the theory of substitutional systems.
Denote by A a finite alphabet and by A+ the set of all non-empty words over A.
Let σ : A→ A+ be a substitution. We denote by Al the set of all letters a ∈ A
such that |σn(a)| → ∞ as n→∞. Let As = A \Al. We say that a substitution
σ has a nesting property if at least one of the following two conditions holds:
(1) for every a ∈ Al the word σ(a) starts with a letter from Al; (2) for every
a ∈ Al the word σ(a) ends with a letter from Al. Clearly, if A = Al then σ has
the nesting property.
The paper is organized as follows:
Section 2: Bratteli-Vershik models of Cantor aperiodic systems. In the section,
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we consider aperiodic homeomorphisms of a Cantor set and discuss the notions
of an ordered Bratteli diagram and the Vershik map associated to aperiodic
Cantor systems. We outline the proof of the fact that any aperiodic homeomor-
phism of a Cantor set is conjugate to the Vershik map of an ordered Bratteli
diagram (see [Med]). This result is a foundation stone for our further research.
Section 3: Downarowicz-Maass’ symbolic representation. In the paper [DM]
the authors suggested a method of coding of dynamics on Bratteli diagrams by
means of j-symbols. In the section, we generalize ideas and results from [DM]
and give abstract definitions of j-symbols, j-sequences, etc. They can be used
to study dynamics of different nature, for instance, Bratteli-Vershik systems
and substitutional dynamical systems. The main advantage of this approach
is that it allows one to use the machinery of symbolic dynamics for solving
some problems of Cantor dynamics. The technique used in this section (see
Propositions 3.10 and 3.12) is applied in the proofs of our main results.
Section 4: Finite rank aperiodic Cantor systems. We apply in this section
the technique of j-sequences developed in Section 3 to the study of Cantor
aperiodic systems of finite rank. Generalizing the main result of [DM], we show
that the Vershik map of an ordered Bratteli diagram with uniformly bounded
number of vertices at each level whose restrictions to minimal components are
not conjugate to odometers is expansive, i.e. this map is homeomorphic to a
subshift over a finite alphabet.
Section 5: Recognizability of aperiodic substitutional systems. We discuss in this
section the properties of an arbitrary substitution σ over a finite alphabet A and
the substitutional dynamical system (Xσ, Tσ) defined by σ (the rigorous defini-
tions are given in Section 5). We prove that the number of minimal components
of the system (Xσ, Tσ) cannot exceed |A|. We also show that for an arbitrary
substitution σ any point x ∈ Xσ can be written as
x = T iσσ(y) for some y ∈ Xσ and some i = 0, . . . , |σ(y[0])| − 1. (1)
If σ is a primitive aperiodic substitution, then representation (1) is unique for
each x. This fact is a consequence of recognizability property of primitive sub-
stitutions established by Mosse´ [Mos1, Mos2]. We generalize this result by
showing that if we omit the condition of primitivity for σ, then the unique-
ness of the representation (1) still holds. The proof of the result involves the
ideas of Downarowicz-Maass’ symbolic representation [DM] and the technique
developed in Section 3.
Section 6: Stationary Bratteli-Vershik models vs. aperiodic substitutional sys-
tems. In the section we show that every expansive Vershik map of a stationary
ordered Bratteli diagram is homeomorphic to a substitutional dynamical sys-
tems. Conversely, we show that every aperiodic substitutional dynamical system
constructed by a substitution satisfying the nested property is homeomorphic
to the Vershik map of a stationary ordered Bratteli diagram. These results gen-
eralize those proved in [DHS] for minimal (primitive) substitutional systems.
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Section 7: Derivative substitutions. The section is devoted to the study of
derivative substitutions associated with aperiodic substitutions. This notion
was first considered in [DHS] and [Dur] for primitive substitutions. We show
how using derivative substitutions one can find a Bratteli-Vershik realization
of a substitutional system. This approach differs from that of Section 6 and
sometimes gives a ‘simpler’ Bratteli diagram.
Appendix: Description of the phase space Xσ. In the appendix we give an
explicit description of elements from the space Xσ and establish some supple-
mentary results on general substitutional systems.
2 Bratteli-Vershik Models of Cantor Aperiodic
Systems
In this section we show how one can associate a Bratteli-Vershik dynamical sys-
tem to every Cantor aperiodic (non-minimal) homeomorphism. This result was
announced in [Med]. Since the notion of Bratteli diagrams has been discussed
in many well known papers on Cantor dynamics (e.g. [HPS], [GPS1], [GPS3]),
we give only the main steps of the construction.
By a Cantor set X we understand any zero-dimensional compact metric
space without isolated points. Recall that a homeomorphism T is called aperi-
odic if every T -orbit is infinite; a homeomorphism T : X → X is called minimal
if every orbit of T is dense in X .
Definition 2.1. A Bratteli diagram is an infinite graph B = (V,E) such
that the vertex set V =
⋃
i≥0 Vi and the edge set E =
⋃
i≥1 Ei are partitioned
into disjoint sets Vi and Ei such that
(i) V0 = {v0} is a single point;
(ii) Vi and Ei are finite sets;
(iii) there exist a range map r and a source map s from E to V such that
r(Ei) = Vi, s(Ei) = Vi−1, and s
−1(v) 6= ∅, r−1(v′) 6= ∅ for all v ∈ V and
v′ ∈ V \ V0.
The pair (Vi, Ei) is called the i-th level of the diagram B. We write e(v, v
′)
to denote an edge e such that s(e) = v and r(e) = v′.
A finite or infinite sequence of edges (ei : ei ∈ Ei) such that r(ei−1) = s(ei)
is called a finite or infinite path, respectively. It follows from the definition that
every vertex v ∈ V is connected to v0 by a finite path and the set E(v0, v) of
all such paths is finite. For a Bratteli diagram B, we denote by XB the set of
infinite paths. We endow the set XB with the topology generated by cylinder
sets U(e1, . . . , en) = {x ∈ XB : xi = ei, i = 1, . . . , n}, where (e1, . . . , en) is
a finite path of B. The set XB is a 0-dimensional compact metric space with
respect to this topology.
Remark 2.2. In general, the set XB may have isolated points. We do not
assume that XB is a perfect space; our results remain true for any 0-dimensional
compact metric space.
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Let B = (V,E,≤) be a Bratteli diagram (V,E) equipped with a partial order
≤ defined on each Ei, i = 1, 2, ..., such that edges e, e′ are comparable if and
only if r(e) = r(e′); in other words, a linear order ≤ is defined on each (finite)
set r−1(v), v ∈ V \ V0. For a Bratteli diagram (V,E) equipped with such a
partial order ≤ on E, one can also define a partial lexicographic order on the
set Ek+1 ◦ · · · ◦El of all paths from Vk to Vl: (ek+1, ..., el) < (fk+1, ..., fl) if and
only if for some i with k + 1 ≤ i ≤ l, ej = fj for i < j ≤ l and ei < fi. Then
any two paths from E(v0, v) are comparable with respect to the introduced
lexicographic order. We call a path e = (e1, e2, ..., ei, ...) maximal (minimal) if
every ei is maximal (minimal) amongst all elements from r
−1(r(ei)). Notice that
there are unique minimal and maximal paths in E(v0, v) for each v ∈ Vi, i ≥ 0.
Denote the sets of all maximal and minimal paths in XB by Xmax and Xmin,
respectively. It is not hard to see that Xmax and Xmin are non-empty closed
sets.
Definition 2.3. A Bratteli diagram B = (V,E) together with a partial
order ≤ on E is called an ordered Bratteli diagram B = (V,E,≤).
Definition 2.4. Let B = (V,E,≤) be an ordered Bratteli diagram. We say
that a homeomorphism ϕB : XB → XB is a Vershik homeomorphism (map) if
it satisfies the following conditions:
(i) ϕB(Xmax) = Xmin;
(ii) if x = (x1, x2, . . .) /∈ Xmax, then
ϕB(x1, x2, . . .) = (x
0
1, . . . , x
0
k−1, xk, xk+1, xk+2, . . .),
where k = min{n ≥ 1 : xn is not maximal}, xk is the successor of xk in the set
r−1(r(xk)), and (x
0
1, . . . , x
0
k−1) is the minimal path in E(v0, s(xk)).
It is well-known that every simple Bratteli diagram B has an ordering such
that the sets Xmax and Xmin are singletons. In contrast to this case, non-simple
Bratteli diagrams may not have such an ordering, in general. We notice also
that not every order of a Bratteli diagram defines a continuous Vershik map
ϕB. Moreover, it was shown in [Med] that there exists a Bratteli diagram B
such that any ordering of B does not produce the (continuous) Vershik map.
Let B = (V,E,≤) be an ordered Bratteli diagram such that the Vershik map
ϕB exists. Then the pair (XB, ϕB) is called a Bratteli-Vershik system.
To construct a Bratteli diagram associated to a homeomorphism of a Cantor
set, one needs to work with sequences of Kakutani-Rokhlin partitions. For a
minimal homeomorphism, such sequences can be easily produced via the first
return functions for any clopen sets.
We consider now aperiodic Cantor systems and show how we can construct
Bratteli diagrams in this case [BDM], [Med].
Definition 2.5. Let (X,T ) be a Cantor dynamical system. (1) By a
Kakutani-Rokhlin (K-R) partition P of X , we understand any partition of X
into clopen sets of the form
P = {T iA(v) : v = 1, . . . ,m; i = 0, . . . , h(v)− 1}.
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The base of the partition P is B(P) =
⋃m
v=1 A(v). A family of disjoint sets
ξ(v) = {A(v), TA(v), . . . , T n−1A(v)} is called a T -tower of height h(ξ) = n.
Then P is the disjoint union of clopen T -towers ξ(v).
(2) A sequence of K-R partitions {Pn} is called nested if Pn+1 refines Pn
and B(Pn+1) ⊆ B(Pn) for any n.
For a Cantor aperiodic system (X,T ), a clopen set A is called a complete T -
section if A meets every T -orbit at least once. A point x ∈ A is called recurrent
with respect to A if there exists n ∈ N such that T nx ∈ A. By compactness
of X , every clopen complete T -section A consists of recurrent points. Thus,
using the first return function nA(x) = min{n ∈ N : T nx ∈ A} for a complete
T -section A, we can construct a K-R partition P of X with B(P) = A.
Theorem 2.6 [Med] Let (X,T ) be a Cantor aperiodic system. There exists a
sequence of K-R partitions {Pn} of X such that for all n ≥ 1: (i) Pn+1 refines
Pn; (ii) hn+1 > hn, where hn = min{h(ξ) : ξ ∈ Pn}; (iii) B(Pn+1) ⊆ B(Pn);
(iv) the elements of partitions {Pn} generate the clopen topology on X.
Let (X,T ) be a Cantor aperiodic system. We say that a closed set Y ⊂ X
is a basic set if every clopen neighborhood of Y is a complete T -section and Y
meets every T -orbit at most once. If a sequence of K-R partitions {Pn} satisfies
the conditions of Theorem 2.6, then Y =
⋂
nB(Pn) is a basic set.
Theorem 2.7 [Med] Let (X,T ) be a Cantor aperiodic system with a basic set
Y . There exists an ordered Bratteli diagram B = (V,E,≤) such that (X,T )
is conjugate to a Bratteli-Vershik model (XB, ϕB). The homeomorphism im-
plementing the conjugacy between T and ϕB maps the basic set Y onto the set
Xmin of all minimal paths of XB.
Our primary goal is to construct Bratteli-Vershik models for aperiodic sub-
stitutional systems. We recall briefly the main steps of this construction for an
aperiodic homeomorphisms of a Cantor set.
Let (X,T ) be a Cantor aperiodic system. By Theorem 2.6 find a sequence
of nested K-R partitions: P0 = X ,
Pn = {T
iA(v, n) : v = 1, . . . ,m(n); i = 0, . . . , h(v, n)− 1}, n ≥ 1, (2)
that generates the clopen topology on X . Set
ξ(v, n) = {A(v, n), . . . , T h(v,n)−1A(v, n)} for v = 1, . . . ,m(n).
Define an ordered Bratteli diagram B = (V,E,≤) as follows:
(i) Define the set of vertices by V0 = {v0} and Vn = {1, . . . ,m(n)} for n ≥ 1.
(ii) Define the set of edges En between the consecutive levels Vn−1 and Vn
by the incidence matrix M(n) = {mvw(n) : v ∈ Vn, w ∈ Vn−1}, where
mvw(n) = |{0 ≤ i < h(v, n) : T
iA(v, n) ⊂ A(w, n− 1)}|.
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In other words, we fix a vertex v ∈ Vn and define V (v, n − 1) as the set of
all vertices from Vn−1 such that ξ(v, n) intersects ξ(w, n − 1), and a vertex w
appears in V (v, n− 1) as many times as ξ(v, n) intersects ξ(w, n− 1). Then we
connect v to each vertex w ∈ V (v, n− 1) taking into account the multiplicity of
appearance of w in V (v, n− 1).
(iii) To define the ordering ≤ on E we take the clopen set A(v, n). Then
tracing the orbit of A(v, n) within the T -tower ξ(v, n), we see that T iA(v, n)
consecutively meets the sets A(w1, n−1), A(w2, n−1),..., A(wkv , n−1) (some of
them can occur several times). This defines the set of edges r−1(v). Enumerate
the edges from r−1(v) as follows: e(w1, v) < e(w2, v) < . . . < e(wkv , v).
Since the partitions {Pn} generate the topology of X , for each point x ∈ X
there is a unique sequence i(x) = {(vn, in)}v∈Vn; 0≤in<h(vn,n) such that
{x} =
∞⋂
n=1
T inA(vn, n).
Define the map θ : X → XB by
θ(x) =
⋂
n≥1
U(y1, . . . , yn)
where (y1, . . . , yn) is the in-th finite path in E(v0, vn) with respect to the lexi-
cographical ordering on E(v0, vn). It can be easily checked that θ is a homeo-
morphism.
Define ϕB = θ◦T ◦θ−1. Clearly, the homeomorphism ϕB satisfies Definition
2.4 with the ordering≤. Thus, we obtain that (X,T ) is conjugate to the Bratteli-
Vershik system (XB, ϕB).
Open question. It is well-known that for every simple properly ordered
Bratteli diagramB = (V,E) there exists the continuous Vershik map, see [HPS].
On the other hand there are Bratteli diagrams such that any ordering on them
will not lead to a continuous Vershik map [Med]. The question is: How can one
describe the class of Bratteli diagrams which admit continuous Vershik maps on
the set of infinite paths?
3 Downarowicz-Maass’ Symbolic Representation
In the section, we develop the ideas of the paper [DM] and apply them below to
solving the following problems: recognizability of aperiodic substitutions (Sec-
tion 5) and expansiveness of Vershik maps (Section 4). The results stated in
this section are proved in [DM]. Since they are of crucial importance for us, we
reproduce their proofs here with minor alterations.
Fix a sequence of finite alphabets {Ai}i≥0.
Definition 3.1. (1) Take a ∈ Aj , j ≥ 1. By a j-symbol [a]j we understand a
finite matrix with j+1 rows numbered from {0, 1, . . . , j} which has the following
structure:
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(i) The row j (the bottom row of [a]j) consists of one box carrying the symbol
a (in other words, labeled by a) whose length is extending over the full width
of the matrix.
(ii) The row j − 1 consists of mj−1 boxes labeled by letters b0, . . . , bmj−1−1
from the alphabet Aj−1. The total length of these boxes is equal to the width
of the matrix [a]j .
(iii) The row j − 2 consists of mj−1 group of boxes. The i-th group, i =
0, . . . ,mj−1 − 1, is located exactly over the box of (j − 1)-th row labeled by bi;
the total length of boxes from the group i is equal to the length of the box bi.
Each box from the row j − 2 is labeled by a letter from the alphabet Aj−2.
(iv) All rows above have the same structure. The row 0 (the first row of the
matrix) consists of m0 boxes of length 1 which are labeled by letters from A0.
(2) A 0-symbol is always a 1× 1 matrix viewed as a box of length 1 which is
labeled by a letter from A0.
We observe that the set of all j-symbols, j ≥ 1, is infinite. Denote by Aj any
finite set of j-symbols over the alphabets A0, · · · , Aj , j ≥ 0. When we use the
notation Aj , it will be clear from the context which set of j-symbols we mean.
Definition 3.2. Let maps σi : Ai → A
+
i−1, i ≥ 1, be given. For every i
define by induction the family of i-symbols {Ai}i≥0:
(1) A0 = {[a]0 : a ∈ A0}.
(2) Suppose that the family Ai−1 is defined. For a ∈ Ai, let σi(a) = a0 · · · am
where a0, . . . , am ∈ Ai−1. Define the i-symbol [a]i as the matrix whose first i
rows are concatenations of (i−1)-symbols [a0]i−1, . . . , [am]i−1 from Ai−1. Then
the family Ai is formed by i-symbols {[a]i : a ∈ Ai}.
We call this families of i-symbols {Ai}i≥0 agreeable.
Example 3.3. Let A2 = {a, b, ...}, A1 = {x, y...}, A0 = {α, β, ...}. Then
the following matrix gives an example of a 2-symbol [a]2:
α β γ δ
x y
a
In this example, we have that σ2(a) = xy, σ1(x) = αβ, and σ1(y) = γδ
where σi : Ai → A
+
i−1, i = 1, 2.
Remark 3.4. Suppose that the families of j-symbols {Aj}j≥0 are agreeable.
Then any row i ≤ j of a j-symbol [a]j ∈ Aj completely determines all rows
above. Furthermore, it follows from Definition 3.2 that each letter a ∈ Aj is
uniquely assigned to the j-symbol [a]j from Aj .
We give now two principal constructions of agreeable families.
Example 3.5. Let B = (V,E,≤) be an ordered Bratteli diagram with the
path space XB. Set Ai = Vi, i ≥ 0. Define the map σi : Ai → A
+
i−1 (i ≥ 1)
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as follows: take a vertex v ∈ Vi, write down all edges e1 < e2 < . . . < em from
r−1(v) with respect to the ordering ≤, and define
σi(v) = v1 . . . vm
where vk = s(ek), k = 1, . . . ,m. Then the alphabets {Ai}i≥0 and maps σi :
Ai → A
+
i−1 define the sets {Aj}j≥0 of agreeable j-symbols, see Definition 3.2.
To illustrate this example consider the following Bratteli diagram with the
edges ordered from the left to right.
rv0
a r b r c r✑
✑
◗
◗
a r b r c r
✄
✂
 
✁
✄
✂
 
✁
✄
✂
 
✁✓
✓
✓
✓
✓
✓
❙
❙
❙
◗
◗
◗
◗
❙
❙
❙
♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣ ♣
Then the 2-symbol [c]2 can be viewed as the matrix
v0 v0 v0 v0
a b c c
c
Example 3.6. Let τ : A→ A+ be a substitution defined on a finite alphabet
A. Set A0 = A and Aj = {τ j(a) : a ∈ A}, j > 0. Define σj : Aj → A
+
j−1 by
setting σj(τ
j(a)) = τ j−1(a1) · · · τ j−1(am) where a1 · · · am = τ(a). It follows
from Definition 3.2 that the data {(Aj , σj)}j≥0 define the agreeable families of
j-symbols {Aj}j≥0.
Definition 3.7. Let {A0, . . . ,Aj} be agreeable families of symbols. Denote
by Zj the set of all matrices with j+1 two-sided infinite rows which are obtained
by concatenation of j-symbols. Every element of Zj is a sequence {[an]j}n∈Z
with [an]j ∈ Aj . Elements of Zj are called j-sequences.
For x ∈ Zj and n ∈ Z, denote by x(n) the n-th column of x. The i-th row
of the matrix x (i < j) is a concatenation of boxes of variable lengths which are
labeled by i-symbols from Ai. So it is natural to represent x(n) as a column
whose i-th entry carries the following information: the letter a ∈ Ai such that
the i-symbol [a]i intersects the column x(n) in x and an integer k > 0 that
denotes the coordinate of the column x(n) within the i-symbol [a]i.
This observation allows us to write down the matrix (j-sequence) x as the
sequence x = {x(n)}n∈Z. Define T : Zj → Zj by (Tx)(n) = x(n + 1) for all
n ∈ Z. Then (Zj , T ) is a subshift over a finite alphabet.
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The following picture gives an example of a 2-sequence.
. . . x−6 x−5 x−4 x−3 x−2 x−1 x0 x1 x2 x3 x4 x5 x6 . . .
. . . y−2 y−1 y0 y1 . . .
. . . z−1 z0 . . .
Definition 3.8. Let {A0,A1, . . .} be agreeable families of symbols and
x, y ∈ Zj for some j > 0.
(1) x and y are called i-compatible, i ≤ j, if the i-th rows of x and y coincide.
Observe that since the families {Ak}k≥0 are agreeable, the i′-th rows of x and
y also coincide for all i′ < i.
(2) If x 6= y and they are compatible, then the maximal i ≤ j such that the
i-th rows of x and y coincide is called the depth of x and y.
(3) If the i-th rows of x and y are different, then x and y are called i-separated.
(4) x and y are said to have a common j-cut if there exist n ∈ N and j-
symbols [a]j and [b]j such that [a]j and [b]j appear in x and y, respectively, at
the position n.
Remark 3.9. (1) We note that if a pair (x, y) has a common j-cut at a
coordinate n, then it has common i-cuts for all i ≤ j at the same coordinate n.
(2) For a j-symbol [a]j , let |[a]j | stand for the width of the matrix [a]j . We
observe that if a j-symbol [a]j appears in x ∈ Zj at the position n, then there
is a j-symbol [a′]j that appears in x at the position n+ |[a]j |.
(3) Denote by pii : Zj → Zi, i < j, the map that restricts each x ∈ Zj to its
first (i+ 1) rows. Then pii is a factor map from (Zj , T ) onto (Zi, T ).
It is not hard to see that the technique of j-symbols is an interpretation of
the well-known technique of Kakutani-Rokhlin partitions. However, the usage
of j-symbols sometimes is more convenient as it allows us to manipulate with
blocks, symbols, and other symbolic objects.
Proposition 3.10 [DM] Let {Aj}j≥0 be agreeable families of j-symbols. Sup-
pose also that |Aj | ≤ K < ∞ for all j ≥ 0. Then for any n ∈ N there exist
i, j ∈ N with n ≤ i < j such that any pair of j-sequences with depth i has no
common j-cuts.
Proof. Assume the converse. Then take n0 ∈ N such that for any i = n0, . . . , j−
1 there exists a pair (xi, yi) of j-sequences with depth i that has a common j-cut.
We set j = n0 +K.
(I) Consider the pair (xj−1, yj−1). By assumption, this pair is (j − 1)-
compatible, j-separated and has a common j-cut.
Fix any common j-cut for xj−1 and yj−1, i.e. we fix a position n at which
possibly different j-symbols appear in xj−1 and yj−1. Consider the j-symbols
occurring at the position n in xj−1 and yj−1. If these j-symbols are the same,
then the following j-cut is also common and we consider the following j-symbols
10
(to the right). Let u and v be the first different j-symbols to the right of n. If
there are no such symbols, we analyze xj−1 and yj−1 to the left of n.
If the j-symbols u and v have the same length, then the following j-cut is
also common. In this case, we do not change anything and continue checking
the following pair of j-symbols.
If, say, u is longer than v, we modify the set of j-symbols. We replace the
j-symbol u from Aj by the concatenation of two j-symbols, v ∈ Aj and a new
symbol u′ which is defined as follows. The matrix [u′]j is formed by |u| − |v|
the right most columns of the matrix [u]j with the (j + 1)-th row labeled by
u′. In other words, we substitute the last row in the symbol u by two boxes:
v and a new symbol u′ which has the complementary length. Observe that
the rows above the last one are not changed (recall that xj−1 and yj−1 are
(j − 1)-compatible).
Next we replace occurrence of the j-symbol u in every element of Zj by the
concatenation vu′. This procedure lead to a symbolic system which is topolog-
ically conjugate to (Zj , T ). Note also that we produce more j-cuts and never
remove them. If there is still a non-common cut, we repeat the described con-
struction and substitute some j-symbol with an existing one and a new one.
As soon as we get that all j-cuts to the right of n are common, we repeat
the argument to the left part of xj−1 and yj−1.
(II) Thus, we get a symbolic system topologically conjugate to Zj with the
same number of j-symbols such that the modified sequences xj−1 and yj−1 have
all j-cuts common. On the other hand, the sequences xj−1 and yj−1 remain
(j − 1)-compatible as we did not change the upper j-rows. Furthermore, xj−1
and yj−1 remain j-separated. The latter means that there are two different
j-symbols which are (j − 1)-compatible.
Now we produce a topological factor Z ′j of Zj by identifying j-symbols which
are (j − 1)-compatible. Thereby, we strictly reduce the number of j-symbols
and j-sequences from Z ′j have at most K − 1 different j-symbols.
(III) It follows from (II) that the sequences xj−1 and yj−1 are not j-separated
any more. The every pair (xi, yi), i ∈ [n0, j − 2] (in fact, their images in the
factor Z ′j) remains (i + 1)-separated since these rows have not been changed.
Moreover, the pair (xi, yi) still has a common j-cut because in the construction
we only added more cuts.
We can now apply the same arguments as in (I) and (II) to the pair (xj−2, yj−2).
As a result, we get a new factor with at most K − 2 j-symbols.
Repeating the same argument no more than K − 1 times, we obtain a new
factor in which the pair (xn0 , yn0) remains (n0 + 1)-separated with a common
j-cut while the family of j-symbols consists of one element only. This is a
contradiction. 
The next proposition is called the “Infection lemma” in [DM]. Before proving
the result, we recall the notion of an eventually periodic sequence.
Definition 3.11. A sequence x = {x(n)}n∈Z is called eventually periodic if
there are n0 and m such that x(n+m) = x(n) for all n ≥ n0.
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Recall also that the map pii : Zj → Zi denotes the projection to the first
i+ 1 lines.
Proposition 3.12 [DM] Let {A0, . . . ,Aj} be agreeable families of j-symbols
with |Ai| ≤ K, i = 0, . . . , j, where j ≥ K2. Suppose that the set {z0, . . . , zK2}
consists of i-compatible (i < j) and pairwise j-separated j-sequences with no
common j-cuts. Then pii(z0) is eventually periodic.
Proof. (a) We can set zˆ := pii(zk) because all the points zk are i-compatible.
Analogously, denote by vˆ the restriction of a j-symbol v to its top i + 1 rows,
i.e. the projection of v to Ai. Draw a diagram D consisting of the j-th rows of
the elements zk one above another with aligned zero coordinate.
. . . z0(−1) z0(0) z0(1) z0(2) . . .
. . . z1(−1) z1(0) z1(1) z1(2) . . .
...
...
. . . zK2(−1) zK2(0) zK2(1) zK2(2) . . .
Diagram D: j-th rows without common j-cuts.
(b) Since we have K2 + 1 sequences of j-symbols {z0, . . . , zK2}, zero coor-
dinates of {z0, . . . , zK2} are covered by at least K + 1 copies of a j-symbol v.
Notice that since the elements {z0, . . . , zK2} have no common j-cuts, any of two
copies of v are shifted by some positive integer 0 < l < |v|. Using the fact that
pii(zk) = pii(z0), we get that the projection of the j-symbol v to Ai satisfies the
“l-periodicity law”: vˆ(n) = vˆ(n+ l) for every n ∈ [0, |v| − 1− l].
(c) Let lv be the minimal shift for v appearing in the diagram D. This means
that vˆ(n) = vˆ(n + lv) for every n ∈ [0, |v| − 1 − lv]. As zero coordinate of zˆ is
covered by at least two copies of v, we have that zˆ(0) = zˆ(lv). Denote by I the
largest interval of Z such that 0 ∈ I and if n ∈ I, then zˆ(n) = zˆ(n+ lv).
(d) If I is not bounded to the right, then the sequence zˆ = pii(z0) is eventually
periodic and we are done.
If I has the right end, set m = (maxn∈I n) + 1. Hence zˆ(m) 6= zˆ(m + lv).
Restrict the diagram D to those K + 1 elements zk in which the coordinate 0
is covered by the j-symbol v. Since this diagram consists of K + 1 lines, the
coordinate m is covered by at least two copies of a j-symbol w.
If w = v, then by the choice of lv, we get that zˆ(m) = zˆ(m + lv), which is
impossible.
Suppose that w 6= v. Let r be the relative coordinate of m within the
extreme left copy of w covering m (see the Figure1 below). Since there is no
common j-cuts, r > 0. Hence, absolute coordinates of the extreme left copy of
wˆ[0, r−1] within zˆ intersects I. As w 6= v, we have that the absolute coordinates
of wˆ[0, r − 1] lie in I, which implies that wˆ(n) = wˆ(n+ lv) for all n ∈ [0, r − 1].
1The idea of the figure is taken from [DM].
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I
z }| {
. . . zˆ−2 zˆ−1 zˆ0 zˆ1 . . . zˆm−r . . . zˆm−n . . . zˆm−1 zˆm . . . . . . . . .
zk1 v w0 . . . wr−n . . . wr−1 wr . . .
zk2 v w0 . . . wn−1 wn . . . . . . . . .
Now, consider the other copy of w. Since it is the extreme right copy of w,
the position m is aligned with some relative position n ∈ [0, r − 1], where the
lv-periodicity law holds. Thus, zˆ(m) = zˆ(m+ lv), which is a contradiction. 
4 Finite Rank Systems
In the section we generalize the result of [DM] to homeomorphisms of a Cantor
set with finite rank. To prove our main result of this section we develop the
method used in [DM] to the case of aperiodic homeomorphisms.
Let B = (V,E,≤) be an ordered Bratteli diagram such that the ordering ≤
admits the continuous Vershik map ϕB : XB → XB where XB is the space of
infinite paths. Denote by Xmax and Xmin the sets of all maximal and minimal
paths of XB, respectively. Recall that by definition of the Vershik map we have
that ϕB(Xmax) = Xmin.
Let {Aj}j≥0 be the family of agreeable j-symbols associated to the diagram
B (see the details in Example 3.5).
Remark 4.1. (1) Any infinite path x = (xn) ∈ XB \OrbϕB (Xmin ∪Xmax)
can be represented as an infinite matrix denoted by [x] with rows indexed by i
from 0 to ∞ and columns indexed by j ∈ (−∞,∞). The matrix [x] is formed
by an increasing sequence of i-symbols (i = 0, 1, . . .) which cross the coordinate
0. The i-symbol corresponds to the vertex v ∈ Vi which is crossed by the path x
at the level i, and the position of 0 coordinate in this i-symbol is defined by the
order of the finite path (x1, . . . , xi) amongst all paths connecting v0 and v. We
see that this construction gives not only a single point x ∈ XB but the entire
orbit OrbϕB (x) = {ϕ
i
B(x)}i.
(2) We notice that for every x ∈ Xmax the Vershik map uniquely defines
y ∈ Xmin such that y = ϕB(x). If we applied the construction used in (1) to
the paths x and y, we would get two one-sided matrices [y]+ and [x]− infinite to
the right and left, respectively. As OrbϕB (x) = OrbϕB (y) it is natural to assign
the concatenated matrix [x]−[y]+ to x (or y).
(3) Let X be the set of infinite matrices described in (1) and (2). Then the
Bratteli-Vershik model (XD, ϕB) is conjugate to (X,T ) where T is the left shift
in X . This fact allows us to identify the sets X and XB.
Recall that Zi denotes the set of all i-sequences, see Definition 3.7. Let
pii : XB → Zi be the map which restricts each matrix [x], x ∈ XB, to the first
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i + 1 rows. Set Xi = pii(XB). Clearly, Xi is a closed shift-invariant subset of
Zi. Observe also that (Xi, T ) is a factor of (XB , ϕB).
Definition 4.2. Let d be a metric on X which generates the topology. It
is said that a homeomorphism S : X → X is expansive if there exists δ > 0
such that for any distinct x, y ∈ X there is m ∈ Z with d(Smx, Smy) > δ. The
number δ is called an expansive constant.
Note that the notion of expansiveness does not depend on the choice of the
metric d, see [Wal, Section 5.6]
Remark 4.3. If (XB, ϕB) is an expansive system, then, due to the famous
theorem of Hedlund, (XB, ϕB) is homeomorphic to (Xi, T ) for all sufficiently
large i, for the details see the proof of Theorem 5.24 in [Wal].
The following definitions agree with Definition 3.8.
Definition 4.4. We say that two distinct points x and y from XB are
i-compatible if pii(x) = pii(y). If pii(x) 6= pii(y), then x and y are called i-
separated. Clearly, any distinct points x and y are i-separated for some i. The
largest integer i such that pii(x) = pii(y) is called the depth of x and y. A pair
(x, y) has a common j-cut if there exist n ∈ Z and j-symbols v and w such that
v appears at the position n in pij(x) and w appears at n in pij(y). Notice that if
x and y have a common j-cut, then x and y have a common j′-cut for all j′ ≤ j.
Definition 4.5. A Cantor dynamical system (X,S) has the topological rank
K > 0 if it admits a Bratteli-Vershik model (XB , ϕB) such that the number of
vertices of the diagram B at each level is not greater than K and K is the least
possible number of vertices for any Bratteli-Vershik realization.
Clearly, if a system (X,S) has the rank K, then, by an appropriate tele-
scoping, we can assume that the diagram B has exactly K vertices at each
level.
The next statement shows that the number of minimal components of a
finite rank system is bounded (see also Proposition 5.6 for a similar result for
substitutional systems).
Proposition 4.6 Let (X,S) be a Cantor aperiodic dynamical system of a finite
rank K. Then (X,S) has at most K minimal components.
Proof. By definition, (X,S) can be realized as a Bratteli-Vershik model with
at most K vertices at each level. Assume that there exist (K + 1)-minimal
components Z0, . . . , ZK for a homeomorphism S. Then for each level i there
exist a vertex vi ∈ Vi and two paths xi and yi from XB such that they belong to
different minimal components from Z0, . . . , ZK and pass through vi. It follows
that there exist distinct n and m such that 0 ≤ n,m ≤ K and xi ∈ Zn, yi ∈ Zm
for infinitely many indexes i ∈ I.
14
Define the metric d on the space XB as follows:
d({xn}, {yn}) =
1
min{k : xk 6= yk}
. (3)
Let i0 ∈ I be chosen such that dist(Zn, Zm) > 1/i0. Notice that we can find
a path z ∈ OrbS(xi0 ) such that the first i0 edges of z coincide with those of yi0 .
It follows that dist(z, Zm) ≤ 1/i0, which is a contradiction. 
We recall the definition of the enveloping semigroup, see, for example, the
book [Gla] for a wider coverage of the subject.
Definition 4.7. Let S : X → X be a homeomorphism. By definition,
the enveloping semigroup E = E(X,S) of the dynamical system (X,S) is the
closure of the set {Sn : n ∈ Z} in XX with respect to the topology of pointwise
convergence.
The main result of the section is the following statement.
Theorem 4.8 Let (X,S) be an aperiodic Cantor dynamical system of finite
rank K. If the restriction of (X,S) to every minimal component is not homeo-
morphic to an odometer, then (X,S) is expansive.
Proof. Without loss of generality, we can assume that X is the path-space of
an ordered Bratteli diagram B = (V,E,≤) and S is the Vershik map defined by
the ordering ≤.
Assume that the system (X,S) is not expansive. Then for each i ≥ 1 there
exists a pair (xi, yi) such that d(S
mxi, S
myi) ≤ 1/i for all m ∈ Z, where the
metric is defined in Equation 3. This is equivalent to the fact that the pair
(xi, yi) is i-compatible. Therefore, for infinitely many i there is a pair of depth
i. By telescoping of B, can assume that for each i ≥ 1 there is a pair of depth i.
Now we have two opposite statements:
(1) There exists i0 such that for all i ≥ i0 and every j ≥ i there is a pair of
depth i with a common j-cut.
(2) For all i0 there exist i0 ≤ i < j such that any pair of depth i has no
common j-cuts.
It follows from Proposition 3.10 that statement (1) is never true. Thus, for
all i0 there exist j > i ≥ i0 such that any pair of depth i has no common j-cuts.
Therefore, any pair of depth i has no common j′-cuts for j′ > j.
After telescoping of the diagram, we can assume that any pair of depth i has
no common (i+1)-cuts. Recall that by our assumption of non-expansiveness of
S, there exists at least one pair of depth i.
Let E = E(X,S) be the enveloping semigroup for (X,S). Therefore, Ex =
{γ(x) : γ ∈ E} = OrbS(x). It follows that Ex contains at least one minimal S-
component. By Proposition 4.6 there exist at most K minimal S-components,
Z0, . . . , ZK−1. Fix any path zi ∈ Zi, i = 0, . . . ,K − 1.
Fix any level i0. For every i ∈ [i0, i0 +K2 +K] take a pair (xi, yi) of depth
i without common (i + 1)-cuts. For each pair (xi, yi) find an element γi ∈ E
such that γi(xi) = zj for some zj , j = j(i).
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(a) Observe that the pair (γi(xi), γi(yi)) has the same depth as (xi, yi) and
has no common (i+1)-cuts. Indeed, γi is the pointwise limit of a sequence S
nk .
As each projection pim : X → Xm is continuous, we get
pii(γi(xi)) = pii(limS
nkxi) = limpii(S
nkxi) = limT
nkpii(xi) =
= limT nkpii(yi) = lim pii(S
nkyi) = pii(γi(yi)).
This, in particular, implies that (γi(xi), γi(yi)) is i-compatible.
It remains to show only that (γi(xi), γi(yi)) has no common (i + 1)-cuts.
Indeed, suppose γi(xi) and γi(yi) have a common (i+1)-cut. Then T
nkpii+1(xi)
and T nkpii+1(yi) have a common (i + 1)-cut for all k sufficiently large. This
implies that the pair (xi, yi) has a common (i + 1)-cut, a contradiction.
(b) Consider the pairs (γi(xi), γi(yi)), i ∈ [i0, i0 +K2 +K]. As each γi(xi)
is equal to some zj , j = j(i), and we have at most K of them, we can choose
K2 pairs (γi(xi), γi(yi)), i ∈ I, such that γi(xi)’s are the same for all i ∈ I,
|I| = K2, say γi(xi) = zk0 ∈ Zk0 . Observe that the pair (γi(yi), γj(yj)), i, j ∈ I,
i < j has the depth i and has no common j-cuts.
(c) Setting z′i = γi(yi) for i ∈ I, we obtain a family C = {z
′
i : i ∈ I}∪{zk0} of
i0-compatible and pairwise (i0 +K
2 +K)-separated elements with no common
(i0 + K
2 + K)-cuts. Considering the projection pii0+K2+K of C and applying
Proposition 3.12, we get that pii0 (zk0) is eventually periodic, and, by minimality,
pii0(Z0) is periodic.
Thus, we get that for each i, there is a minimal S-component Zi such that
pii(Zi) is T -periodic. As we have at most K minimal S-components, there is a
minimal component, say Zk0 , such that pii(Zk0) is periodic for infinitely many i.
This implies that the restriction of S to Zk0 is homeomorphic to an odometer.
The theorem is proved. 
5 Recognizability of aperiodic substitutions
In the section we study dynamical properties of an arbitrary substitutional
dynamical system (Xσ, Tσ). First of all, we estimate the number of minimal
components of the system (Xσ, Tσ). Then we build a sequence of K-R partitions
of Xσ using geometrical properties of the substitutional dynamical system.
Let A denote a finite alphabet and A+ the set of all non-empty words over
A. Set also A∗ = A+∪{∅}. For a word w = w0 . . . wn−1 with wi ∈ A let |w| = n
stand for its length. For any two words v, w ∈ A+, the symbol ‘v ≺ w’ means
that v is a factor of w.
Definition 5.1. By a substitution we mean any map σ : A→ A+.
Any map σ : A → A+ is extended to the map σ : A+ → A+ by concate-
nation. We define the language L(σ) of a substitution σ as the set of all words
which appear as factors of σn(a), a ∈ A, n ≥ 1. By definition, we also set that
σ0(a) = a for all a ∈ A.
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For any substitution σ : A→ A+, define
|σ| = min
a∈A
|σ(a)|, ||σ|| = max
a∈A
|σ(a)|. (4)
Observe that the functions n 7→ |σn| and n 7→ ||σn|| are not decreasing.
Definition 5.2. By a substitutional dynamical system associated to a sub-
stitution σ, we mean a pair (Xσ, Tσ), where
Xσ = {x ∈ A
Z : x[−n, n] ∈ L(σ) for any n}
and Tσ is the shift on A
Z. We will denote the k-th coordinate of x ∈ Xσ by x[k]
or by x(k). For any words v, w ∈ L(σ), set [v.w] := {x ∈ Xσ : x[−|v|, |w| − 1] =
vw}.
Definition 5.3. A substitution σ : A→ A+ is called aperiodic if the system
(Xσ, Tσ) has no periodic points.
Remark 5.4. (1) In general, the set Xσ can be empty. To avoid trivialities,
we will always assume that the substitution σ is such that Xσ is an uncountable
subset of AZ. In particular, we always have that ||σn|| tends to the infinity.
(2) If L(σk) = L(σ) for some k ≥ 1, then the substitutional dynamical
systems associated to σ and σk coincide, i.e., Xσ = Xσk .
(3) The set Xσ is a 0-dimensional compact metrizable space whose topology
is generated by the metric
d({x[n]}, {y[n]}) =
∞∑
n=−∞
d′(x[n], y[n])
2|n|
(5)
where d′ is the discrete metric on A, i.e. d′(a, b) = 1 iff a 6= b. Notice that the
set Xσ can have isolated points. We do not require Xσ to be perfect.
Let σ : A → A+ be a substitution. We denote by Al the set of all letters
a ∈ A such that |σn(a)| → ∞ as n → ∞. Set also As = A \ Al. Here the
subindexes ‘s’ and ‘l’ stand for ‘short’ and ‘long’, respectively. Observe that
σ(a) ∈ A+s for all a ∈ As.
To estimate the number of minimal components of an arbitrary substitu-
tional system, we need the following proposition which asserts that the length
of words formed by short letters is uniformly bounded. This result will be also
applied to Bratteli diagram construction (Theorem 6.6).
Proposition 5.5 Let σ : A → A+ be an aperiodic substitution. Then there
exists M > 0 such that every word W ∈ L(Xσ) with |W | ≥M contains at least
one letter from Al.
Proof. Assume the converse, i.e., for any m > 0 there is a wordWm ∈ L(Xσ)∩
A+s with |Wm| = m.
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(0) Since |σn(a)| ≤ K < ∞ for all a ∈ As and some K, there are positive
integers na and pa such that σ
na(a) = σna+kpa(a) for all k ≥ 0, a ∈ As. Set
n0 = max{na : a ∈ As}. Then it follows that
σn(a) = σn+kp(a) for all k ≥ 0 and a ∈ As
where n ≥ n0 and p =
∏
a∈As
pa. Setting τ = σ
pn0 , we obtain that τ2(a) =
σpn0+pn0(a) = τ(a) for all a ∈ As, i.e. τk(a) = τ(a) for all a ∈ As and k ≥ 1.
(1) Since |A| < ∞, we find a letter a ∈ Al and an infinite set I ⊆ N such
that Wm ≺ σkm(a) for m ∈ I. Write down each word σn(a) as
σn(a) = L
′(n)
1 S
′(n)
1 . . . L
′(n)
k S
′(n)
k L
′(n)
k+1 . . . L
′(n)
rn
S
′(n)
rn
where L
′(n)
i ∈ A
+
l and S
′(n)
i ∈ A
+
s . Observe also that the words L
′(n)
1 and S
′(n)
rn
can be empty. Since σ(S
′(n)
i ) ∈ A
+
s , the maximal length of {S
′(n)
1 , . . . , S
′(n)
rn }
must monotonically tend to infinity as n→∞.
Let τ = σn0p, where the integers n0 and p are defined above. Then, we
decompose each word τ(a), a ∈ Al, into blocks over short and long letters
τn(a) = L
(n)
1 S
(n)
1 . . . L
(n)
k S
(n)
k L
(n)
k+1 . . . L
(n)
dn
S
(n)
dn
(6)
where L
(n)
i ∈ A
+
l and S
(n)
i ∈ A
+
s . We notice that the maximal length of
{S
(n)
1 , . . . , S
(n)
dn
} tends to infinity as n→∞.
Since τ(S
(n)
k ) ∈ A
+
s , each block S
(n)
k is followed by a block S
(n+1)
i (in sym-
bols, S
(n)
k < S
(n+1)
i ) in the following sense: let a
(n)
k and b
(n)
k denote the last
and the first letters of L
(n)
k , respectively, then S
(n+1)
i is the maximal factor
of τ(a
(n)
k S
(n)
k b
(n)
k+1) = τ(a
(n)
k )τ(S
(n)
k )τ(b
(n)
k+1) over A
+
s that contains τ(S
(n)
k ). In
other words, S
(n+1)
i is the maximal factor of τ
n+1(a) over A+s that appears
between a
(n+1)
i and b
(n+1)
i+1 .
(2) For N sufficiently large, there exists 1 ≤ k0 ≤ dN (see (6) for the defini-
tion of dN ) such that the block S
(N)
k0
is followed by blocks S
(N+i)
ki
,
S
(N)
k0
< S
(N+1)
k1
< S
(N+2)
k2
< . . .
with |S
(N+i)
ki
| → ∞ as i→∞.
Therefore, we see from the above argument that
τ i(a
(N)
k0
) = ∗ a
(N+i)
ki
Vi,
τ i(b
(N)
k0+1
) = Zib
(N+i)
ki+1
∗∗
where Vi, Zi ∈ A∗s and ∗ , ∗∗ are some words. Then we can find positive
integers q and t such that
a
(N+t)
kt
= a
(N+t+ql)
kt+ql
,
b
(N+t)
kt+1
= b
(N+t+ql)
kt+ql+1
18
for all l ≥ 0.
(3) Since |S
(N+i)
ki
| → ∞, we have that a
(N+i)
ki
or b
(N+i)
ki+1
adds to S
(N)
k0
new
blocks over A+s , i.e., |Vi| → ∞ or |Zi| → ∞ as i → ∞. For definiteness, we
assume that so does a
(N+i)
ki
. Therefore,
τq(a
(N+t)
kt
) = ∗ a
(N+t+q)
kt+q
Q = ∗ a
(N+t)
kt
Q
and, inductively,
τ lq(a
(N+t)
kt
) = ∗∗ a
(N+t)
kt
Qτq(Q) . . . τq(l−1)(Q), l ≥ 1,
where Q ∈ A+s and ∗ , ∗∗ are some words.
It follows from the definition of τ that τ l(Q) = τ(Q) for every l ≥ 1. There-
fore, Xσ contains a periodic sequence τ(Q)
∞, which is impossible. 
Proposition 5.6 Let σ : A→ A+ be an aperiodic substitution. Then (Xσ, Tσ)
has no more than |A| minimal components.
Proof. Assume the converse. SetK = |A|. Take anyK+1 minimal components
Z0, . . . , ZK and let zi ∈ Zi, i = 0, . . . ,K.
We claim that there exist an infinite set I ⊆ N and letters bj ∈ Al, j =
0, . . . ,K, such that σi(bj) ≺ zj for all i ∈ I, j = 0, . . . ,K.
Indeed, by Proposition 5.5, find M > 0 such that any word w ∈ L(Xσ) of
length at least M contains a letter from Al. Given n > 0, take m > M ||σn||.
By definition of Xσ, z0[−m,m] is a factor of σk(a) for some a ∈ A and k. Since
the function n 7→ ||σn|| is not decreasing, we get that k > n. Let σk−n(a) =
a0 . . . ad−1 with ai ∈ A. We can choose the maximal interval [i, j] of [0, d − 1]
such that σn(ai . . . aj) appears in z0[−m,m]. The choice ofm guarantees us that
j − i ≥M . Therefore, at least one of the letters ar belongs to Al, i ≤ r ≤ j.
Thus, for all n ∈ N there is an ∈ Al such that σn(an) appears in z0. There-
fore, there is an infinite set I0 ⊆ N and a letter b0 ∈ Al such that σi(b0) appears
in z0 for all i ∈ I0. Analogously, for all i ∈ I0 there is ai ∈ Al such that σi(ai)
appears in z1. Therefore, there is an infinite set I2 ⊆ I1 and a letter b1 ∈ Al
such that σi(b1) appears in z1 for all i ∈ I1. Repeating the argument, we find
I = IK and letters b0, . . . , bK−1. This proves the claim.
Since we have only K letters, there is a letter, say a ∈ Al, such that σ
i(a)
appears in two distinct sequences zl and zd for all i ∈ I. Fix any i ∈ I. Denote
by E[i] the integer part of |σi(a)|/2. Note that |σi(a)| → ∞. By shifting zl and
zd, if necessary, we can assume that σ
i(a) appears in zl and zd in such a way
that the E[i]-th coordinate of σi(a) is aligned with zero coordinates of zl and
zd. Therefore, the d-distance between the compact sets Zl and Zd is less than
1/2E[i], for any i ∈ I, which is impossible. 
Remark 5.7. It immediately follows from the proof of Proposition 4.6 that
the result is still true if we replace the aperiodicity of σ by the condition that
|σn| → ∞ as n→∞.
19
Definition 5.8. Let σ : A→ A+ be a substitution, a ∈ A, k > 0. The words
of the form σk(a) will be called k-words. Let n > k and σn−k(a) = a0 . . . am−1
with ai ∈ A. Then σn(a) = σk(a0) . . . σk(am−1). We will say that the n-word
σn(a) is naturally decomposed into k-words [σk(a0), . . . , σ
k(am−1)].
Remark 5.9. Suppose that an n-word σn(a) is naturally decomposed into
k-words [σk(a0), . . . , σ
k(am−1)] and into k+1-words [σ
k+1(c0), . . . , σ
k+1(cl−1)],
i.e.,
σn(a) = σk(σ(c0)) . . . σ
k(σ(cl−1)) = σ
k(a0) . . . σ
k(am−1).
Since the decompositions are natural, we get that each letter ai appears as
a factor of some σ(cj).
The following result shows that each element of Xσ can be written as a
concatenation of 1-words.
Proposition 5.10 Let σ : A → A+ be a substitution. Then for every x ∈ Xσ
there exist y ∈ Xσ and i ∈ {0, . . . , |σ(y[0])| − 1} such that x = T iσσ(y).
Proof. I. Take any x ∈ Xσ. For each n ≥ 1, find mn > n||σn||. By definition of
Xσ, there are v
(n) ∈ A and kn > 0 such that x[−mn,mn] is a factor of σ
kn(v(n)).
It is evident that kn > n. Let σ
kn−n(v(n)) = v
(n)
1 . . . v
(n)
dn
with v
(n)
i ∈ A. Hence,
the word x[−mn,mn] is a factor of the word σn(v
(n)
1 ) . . . σ
n(v
(n)
dn
) = σkn(v(n))
which is considered as the concatenation of n-words. Take the maximal interval
[in, jn] ⊆ {1, . . . , dn} so that the word σn(v
(n)
in
)σn(v
(n)
in+1
) . . . σn(v
(n)
jn
) appears as
a factor of x[−mn,mn]. That is
x[−ln, |σ
n(v
(n)
in
. . . v
(n)
jn
)| − 1− ln] = σ
n(v
(n)
in
. . . v
(n)
jn
),
where ln is defined as the natural position of occurrence of x[0] within the word
σn(v
(n)
in
) . . . σn(v
(n)
jn
). Setting wn = v
(n)
in
. . . v
(n)
jn
, we get that
x[−ln, |σ
n(wn)| − 1− ln] = σ
n(wn) for all n ≥ 1 (7)
and ln →∞, (|σn(wn)| − ln)→∞ as n→∞.
II. For each n and i = in, . . . , jn, take the natural decomposition of the
n-word σn(v
(n)
i ) into 1-words and write down all of these 1-words from left to
right, say
σn(wn) = σ
n(v
(n)
in
) . . . σn(v
(n)
jn
) = σ(y
(n)
−sn) . . . σ(y
(n)
dn
).
Enumerate these 1-words by the following rule: as all of them naturally appear
in the sequence x, we set σ(y
(n)
0 ) to be the 1-word that naturally covers x[0];
σ(y
(n)
−s ) is the s-th 1-word on the left of σ(y
(n)
0 ); and σ(y
(n)
s ) is the s-th 1-word
on the right of σ(y
(n)
0 ) if s > 0.
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For every n ≥ 1, define the integer f
(n)
0 ≤ 0 as the position of the natural
occurrence of 1-word σ(y
(n)
0 ) within x, i.e.,
x[f
(n)
0 , |σ(y
(n)
0 )| − 1 + f
(n)
0 ] = σ(y
(n)
0 ).
III. Considering 1-words σ(y
(n)
0 ) and the positions of their occurrences in x,
we find an infinite subset I0 ⊆ N such that
y
(n)
0 = y
(n′)
0 and f
(n)
0 = f
(n′)
0 for any n, n
′ ∈ I0.
Then by induction on k, we find an infinite set Ik ⊆ Ik−1 ⊆ . . . ⊆ I0 such
that
y
(n)
i = y
(n′)
i for any n, n
′ ∈ Ik and i = −k, . . . , k.
This defines a two-sided sequence
y = {. . . , y
(nk)
−k , y
(nk−1)
−k+1 , . . . , y
(n0)
0 , y
(n1)
1 , . . . , y
(nk)
k , . . .} with nk ∈ Ik.
Observe that y ∈ Xσ and x = T iσσ(y), where i = −f
(n0)
0 . 
. . . x−3 x−2 x−1 x0 x1 x2 x3 x4 . . .
. . . σ(y−1) σ(y0) σ(y1) . . .
Decomposition into 1-words
Remark 5.11. As an immediate corollary of Proposition 5.10 we get that
for any n > 0 and any x ∈ Xσ there exists y ∈ Xσ and i ∈ {0, . . . , |σn(y[0])|−1}
such that x = T iσσ
n(y).
Definition 5.12. We say that a substitution is recognizable if for each
x ∈ Xσ there exist a unique y ∈ Xσ and unique i ∈ {0, . . . , |σ(y[0])| − 1} such
that
x = T iσσ(y). (8)
Remark 5.13. We note that in the theory of primitive substitutions it was
a long-standing problem to establish the uniqueness of this representation. It
follows from the works [Hos] or [Que] that under the assumption of bilateral
recognizability (see [Mos1]) and injectivity of the substitution on the alphabet,
each aperiodic primitive substitution is recognizable in our sense. However, due
to the works of Mosse´ [Mos1] and [Mos2] it became clear that, in fact, each
aperiodic primitive substitution is recognizable.
Now we will show that an arbitrary aperiodic substitution is recognizable.
Our proof involves the usage of Downarowicz-Maass’ techniques developed in
Section 3. So, first of all, we introduce agreeable families of j-symbols.
Definition 5.14. Let σ : A → A+ be a substitution. Set Ai−1 = A and
σi = σ, for all i ≥ 1. Denote by Aj the family of j-symbols determined by the
alphabets {Ai}i≥0 and the maps {σi}i≥1 as in Definition 3.2.
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To make the explanation more comprehensible, we will label the boxes from
a row i of j-symbol [a]j ∈ Aj by the symbols σi(b), b ∈ A, instead of just b ∈ A.
b0 b1 b2 b3 . . . bm−3 bm−2 bm−1
σ(c0) σ(c1) . . . σ(cd−1)
...
σj(a)
j-symbol
Denote by Zj the set of all j-sequences, see Definition 3.7. Let T : Zj → Zj
again denote the shift.
Definition 5.15. For y ∈ Xσ and k ∈ Z, denote by [y]kj = {[y(i)]j}i∈Z the
j-sequence obtained by concatenation of j-symbols [y(i)]j , i ∈ Z, where the j-
symbol [y(0)]j appears in [y]
k
j at the position k. In other words, [y]
k
j is a matrix
whose j-th row is a concatenation of boxes labeled by σj(y(i)), i ∈ Z, from left
to right such that the box labeled by σj(y(0)) starts at the column k.
Denote by Ωj the closed shift-invariant subset of Zj generated by all j-
sequences [y]kj with y ∈ Xσ and k ∈ Z.
The proof of the following lemma is analogous to that of Proposition 5.6, so
we omit it.
Lemma 5.16 (Ωj , T ) has no more than |A| minimal components for any j ≥ 0.
Now we are ready to show that each substitutional dynamical system without
periodic points is recognizable. Note that the proof uses the ideas of that of
Theorem 4.8.
Theorem 5.17 Each aperiodic substitution σ : A→ A+ is recognizable.
Proof. Assume that σ is not recognizable. Then we have a situation which is
shown on the picture below, i.e., there exist y−1, x−1 ∈ Xσ, jy ∈ {0, . . . , |σ(y−1(0))|−
1}, and jx ∈ {0, . . . , |σ(x−1(0))| − 1} with y0 = T jyσ(y−1) = T jxσ(x−1) = x0
and jy 6= jx or y−1 6= x−1.
. . . x(−3) x(−2) x(−1) x(0) x(1) x(2) x(3) x(4) x(5) . . .
. . . σ(y−1(−1)) σ(y−1(0)) σ(y−1(1)) . . .
. . . σ(x−1(−1)) σ(x−1(0)) σ(x−1(1)) . . .
(1) Assume that y−1 = x−1. Hence jy 6= jx. Thus, T jxσ(y−1) = T jyσ(y−1).
This shows that σ(y−1) is a periodic point, which is impossible.
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(2) Thus, y−1 6= x−1. By Proposition 5.10, we can find for each i ≥ 1 some
x−i, y−i ∈ Xσ such that T kiσ(x−i) = x−i+1 and T liσ(y−i) = y−i+1 for some
li ∈ {0, . . . , |σ(y−i(0))| − 1} and ki ∈ {0, . . . , |σ(x−i(0))| − 1}. Observe that
x−i 6= y−i, i ≥ 1. Set also yi = xi = σi(x0), i ≥ 1.
(3) Set K = |A| and L = K2 + K. It follows from Proposition 3.10 that
there are integers
0 ≤ i0 < j0 ≤ i1 < j1 ≤ . . . ≤ iL < jL =M
such that any pair of M -sequences from ΩM with depth il has no common
jl-cuts and, therefore, no common M -cuts, l = 0, . . . , L.
For each i = 0, . . . ,M , define M -sequences
Xi = [xi−M ]
ni
M and Yi = [yi−M ]
mi
M
(see Definition 5.15) where ni and mi are unique integers such that
T niσ σ
M (xi−M ) = xi = yi = T
mi
σ σ
M (yi−M ).
In other words, the M -sequence Xi is built by the rule: the row 0 consists
of concatenated boxes xi(j), j ∈ Z; the row 1 consists of concatenated boxes
σ(xi−1(j)) aligned in such a way that if we decompose the row 1 into the letters
we get the equality between rows 0 and 1; and so on; the bottom line is the
concatenation of boxes {σM (xi−M [j])}, j ∈ Z, such that whenever we decom-
pose the line M into the letters we get an equality between rows 0 and M .
Note that the M -symbol σM (xi−M [0]) appears in Xi at the position −ni. The
M -sequence Yi is built up by the same rule.
(4) It is not hard to see that for each l = 0, . . . , L the pair (Xil , Yil) has the
depth il and, therefore, has no common jl-cuts.
Let E = E(ΩM , T ) be the enveloping semigroup of (ΩM , T ), see Definition
4.7. By definition, Ex = {γ(x) : γ ∈ E} = OrbT (x). It follows that Ex contains
at least one minimal T -component. It follows from Lemma 5.16 that there is
at most K minimal T -components, say Z0, . . . , ZK−1. Fix any M -sequence
Qi ∈ Zi, i = 0, . . . ,K − 1.
For each pair (Xil , Yil), l = 0, . . . , L, find an element γil ∈ E such that
γ(Xil) = Qj for some Qj , j = j(il).
(4-a) Since γil is the pointwise limit of a sequence (T
nk), the sequences
γil(Xil) and γil(Yil ) remain il-compatible. The fact that the pair (Xil , Yil) has
no common jl-cuts implies that (γil(Xil), γil(Yil )) have no common jl-cuts as
well. For otherwise, T nk(Xil) and T
nk(Yil) have a common jl-cut for all k big
enough, which is impossible.
(4-b) Consider the pairs (γil(Xil), γil(Yil)), l ∈ [0,K
2+K]. As every γil(Xil)
coincides with some of {Q0, . . . , QK−1}, we can chooseK2 pairs (γi(Xil), γi(Yil)),
l ∈ I, such that γil(Xil) are the same for all l ∈ I, |I| = K
2, say γil(Xil) = Qk0
when l ∈ I.
Since each pair (γil(Xil), γil(Yil )) is il-compatible and has no common jl-
cuts, the choice of the set I and integers 0 ≤ i0 < j0 ≤ . . . . . . iL < jL guarantees
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us that each pair (γil(Yil ), γil′ (Yil′ )), l, l
′ ∈ I and l < l′, is 0-compatible and has
no common jl′ -cuts.
(4-c) Setting Q′l = γil(Yil) for l ∈ I, we obtain a family {Q
′
l : l ∈ I} ∪
{Qk0} of K
2 + 1 M -sequences which are 0-compatible and have no common
M -cuts. Applying Proposition 3.12, we get that pi0(Qk0) is eventually periodic.
It follows from the minimality of Qk0 that pi0(Qk0) ∈ Xσ is periodic, which is a
contradiction. 
For each a ∈ A, set [a] = {x ∈ Xσ : x0 = a}. Note that, in general, the set
[a] could be empty. However, the following result is true even in the case when
some of the sets [a], a ∈ A, are empty.
Corollary 5.18 Let σ : A → A+ be an aperiodic substitution. Then for every
n ≥ 0
Pn = {T
i
σσ
n([a]) : a ∈ A and 0 ≤ i < |σn(a)|}
is a clopen partition of Xσ. Furthermore, the sequence of partitions {Pn} is
nested.
Proof. First of all, observe that σn : Xσ → Xσ is a continuous map. It
follows from Proposition 5.10 that the closed set σn(Xσ) meets each Tσ-orbit
and consists of recurrent points. Note that the return time of each σn(y),
y ∈ Xσ to σn(Xσ) is at most |σn(y[0])|. Theorem 5.17 implies that the map
σn : Xσ → Xσ is one-to-one and the first return time of each σ
n(y) ∈ σn(Xσ)
to σn(Xσ) is exactly |σn(y[0])|. This shows that Pn is a finite partition of Xσ
into closed sets and, therefore, into clopen sets. The fact that the sequence of
partitions {Pn} is nested is proved in [DHS, Proposition 14]. 
Remark 5.19. Observe that, in general, the sequence of K-R partitions
{Pn} may not generate the topology of Xσ.
6 Stationary Bratteli-Vershik systems vs. ape-
riodic substitutions
In the section we show that the class of aperiodic substitutional systems coincide
with the class of expansive Vershik maps of stationary ordered Bratteli diagrams.
We recall that Bratteli-Vershik models of substitutional dynamical systems
were constructed for primitive substitutions in the papers [For] and [DHS]. We
also refer the reader to the papers [CE1], [CE2], [Yua1], and [Yua2], where
related topics such as various dimension groups and invariant measures for sub-
stitutional dynamical systems are considered. It is worthwhile to mention the
pioneering paper by Ferenczi [Fer] where the study of substitutions on infinite
alphabets was initiated. We observe that these systems can be thought as ape-
riodic homeomorphisms of zero-dimensional Polish spaces.
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6.1 From Bratteli diagrams to substitutional systems.
We start this subsection with the definition of a stationary Bratteli diagram.
Definition 6.1. (1) A Bratteli diagram B = (V,E) is stationary if k =
|V1| = |V2| = . . . and if (by an appropriate labeling of the vertices) the incidence
matrix between levels n and n+1 is the same k×k matrix C for all n = 1, 2, . . ..
In other words, beyond level 1 the diagram repeats. Clearly, we can label the
vertices in Vn as Vn(a1), . . . , Vn(ak), where A = {a1, . . . , ak} is a set of k distinct
symbols.
(2) A Bratteli diagram B = (V,E,≤) is stationary ordered if (V,E) is sta-
tionary and the ordering ‘≤’ on the edges with range Vn(ai) does not depend
on n ≥ 2, for all i = 1, . . . , k.
(3) Let B = (V,E,≤) be a stationary ordered Bratteli diagram and Vn
denote the set of vertices at level n, n ≥ 0. Choose a stationary labeling of
Vn by an alphabet A, i.e. Vn = {Vn(a) | a ∈ A} for n > 0. For every letter
a ∈ A, consider the ordered set (e1, . . . , ek) of edges that range at Vn(a), n ≥ 2,
and let (a1, . . . , ak) be the ordered set of the labels of the sources of these edges
with respect to the ordering ‘≤’. The map a 7→ a1 . . . ak from A to A+ does
not depend on n and therefore determines a substitution called the substitution
read on B.
The following result shows that stationary diagrams can have only a finite
number of minimal and maximal paths. See also Propositions 4.6 and 5.6 for
similar results.
Proposition 6.2 Let B = (V,E,≤) be a stationary ordered Bratteli diagram.
Then B has a finite number of minimal and maximal paths.
Proof. Let σ be the substitution read on B. Set
A0 = {a ∈ A : there is n > 0 (σ
n(a) begins with a)}
and
A1 = {b ∈ A : there is n > 0 (σ
n(b) ends with b)}.
For each a ∈ A0, let na be an integer such that σna(a) begins with a. Analo-
gously, for each b ∈ A1, let nb be an integer such that σ
nb(b) ends with b.
Setting p =
∏
a∈A0
na×
∏
b∈A1
nb, we see that for any c ∈ A the word σn(c)
begins (ends) with c for some n > 0 if and only if σp(c) begins (ends) with c.
Now consider a minimal path x of B. Since we have exactly |A| vertices at
each level, we can find a letter a ∈ A and an infinite set I ⊆ N such that x goes
through the vertex a at levels k with k ∈ I. In particular, this means that σp(a)
begins with a. We can write down each k ∈ I as
k = plk +mk with lk ≥ 0 and 0 ≤ mk < p.
Find an infinite set J ⊆ I such that mk = mk′ for k, k
′ ∈ J . It follows that x
goes through the vertex labeled by a at levels m + np, n ≥ 1, where m = mk
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for some k ∈ J . This, in particular, shows that there is only a finite number of
minimal paths. The proof of the result for maximal paths is analogous. 
The following proposition shows that the expansiveness of Vershik maps
defined on stationary Bratteli diagrams is already seen at the first level.
Proposition 6.3 Suppose that B = (V,E,≤) is a stationary Bratteli diagram
with continuous Vershik map. If x and y from XB are 1-compatible, then for
any i ≥ 1 there exists a pair of i-compatible elements. In particular, this means
that such a Vershik map is not expansive.
Proof. We consider a map f : XB → XB, which was originally defined in
[DHS]. For x ∈ XB, let xn be the label of the edge between levels n − 1 and
n the path x goes through. For all n ≥ 3, let yn be xn−1 and (y1, y2) be the
minimal path connecting v0 and s(y3). Set f(x) = y, where y = (y1, y2, . . .).
Now it is not hard to see that if z1 and z2 are 1-compatible, then f
i(z1) and
f i(z2) are i-compatible. 
The following theorem generalizes the main result of [DHS] to any aperiodic
Vershik map.
Theorem 6.4 Suppose that (XB , ϕB) is an aperiodic Bratteli-Vershik system
with B a stationary ordered Bratteli diagram and XB is perfect. Then the system
(XB, ϕB) is homeomorphic to an aperiodic substitutional dynamical system if
and only if no restriction of ϕB to a minimal component is isomorphic to an
odometer.
Proof. (I) Assume first that the diagram B has only single edges between the
top vertex and the vertices of the first level. Let A be the labeling of vertices of
B as in Definition 6.1 and σ : A→ A+ be the substitution read on B. Define a
map pi : XB → AZ as follows
pi(x)k = a if and only if ϕ
k
B(x) passes through V1(a).
Observe that pi = pi1, where pi1 maps each x ∈ XB to the row 1 of its matrix,
see Section 4. Clearly, pi is continuous and
pi ◦ ϕB = T ◦ pi, (9)
where T is the shift on AZ.
(1) We claim that pi(XB) ⊆ Xσ. Indeed, to check this, it is sufficient to
prove that for every x ∈ XB and any n one has pi(x)[−n, n] ∈ L(σ).
Assume that x ∈ XB is cofinal neither to a maximal nor to a minimal
path. Let [x] denote the matrix that is obtained by concatenation of j-symbols
determined by x, see Section 4. Then there is j > 0 such that the j-symbol, say
v, from [x] crossing 0 column ‘covers’ coordinates [−n, n] of the first line. This
implies that pi(x)[−n, n] is a factor of σj(v).
By Proposition 6.2 the diagram has only a finite number of maximal and
minimal paths. Since XB is perfect, the set XB \OrbϕB (Xmax ∪Xmin) is dense
in XB. It follows from the continuity of pi that pi(XB) ⊆ Xσ.
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(2) We assert that pi(XB) is dense in Xσ. Indeed, consider the cylinder set
C = {x ∈ Xσ : x[n, n+ |σj(a)| − 1] = σj(a)} with a ∈ A, j ≥ 1, and n ∈ Z.
By Proposition 5.10, such cylinder sets generate the topology on Xσ. Thus, we
need to show that there is x ∈ XB such that pi(x) ∈ C. Observe that by (9), it
is sufficient to find x ∈ XB and k ∈ Z such that pi(x)[k, k + |σ
j(a)| − 1] = σj(a).
Let (y1, . . . , yj) stand for the minimal path connecting v0 to Vj(a). If x ∈
U(y1, . . . , yj), then the j-symbol [a]j appears in the matrix [x] at the coordinate
0. Therefore, pi(x)[0, |σj(a)| − 1] = σj(a).
(3) It follows from the continuity of pi that pi(XB) = Xσ. Thus, (Xσ, Tσ) is
a factor of (XB, ϕB).
(4) Suppose that the restriction of ϕB onto one of its minimal components
is homeomorphic to an odometer. Then ϕB is obviously non-expansive
2. Due
to the fact that each substitutional dynamical system is expansive, the homeo-
morphism ϕB cannot be homeomorphic to a substitutional systems.
Conversely, if none of the restrictions of ϕB to minimal components is home-
omorphic to an odometer, then by Theorem 4.8 (XB, ϕB) is expansive. By
Proposition 6.3 the map pi is injective. This shows that (XB, ϕB) and (Xσ, Tσ)
are homeomorphic.
(II) Now, let B be an arbitrary ordered Bratteli diagram with the expansive
aperiodic Vershik map ϕB : XB → XB. There are two ways of realization
of (XB, ϕB) as a substitutional dynamical system. The first one is to build
a diagram equivalent to B that has only simple edges on the first level, and
then apply part (I). The second one is to construct the substitutional dynamical
system directly from the diagram B. We will exploit the second approach which
was first applied in [DHS, Proposition 23] for primitive substitutions.
(1) Denote by A the labeling of vertices from Vn (n ≥ 1) as in Definition
6.1. For each vertex a ∈ A, let na be the number of edges between the vertex
V1(a) of the first level labeled by a and the top vertex v0.
Denote by D an ordered Bratteli diagram that coincides with B everywhere,
but has only one edge between each vertex V1(a) and the top vertex v0. Let ϕD
be the restriction of the Vershik map ϕB to XD considered as a clopen subset
of XB. Note that (XD, ϕD) is an induced system of (XB, ϕB). It was proved
in (I) that (XD, ϕD) is homeomorphic to the substitutional dynamical system
(Xσ, Tσ), where σ is the substitution read on D.
(2) Set ma = |σ(a)|, a ∈ A. Since the Vershik map ϕD is aperiodic, we
obtain that |σn| → ∞ where the substitution σ is read on the diagram D.
Thus, we can assume, substituting a power of σ for σ if needed, that ma ≥ na
for every a ∈ A.
Let (X1, T ) denote the factor of (XB, ϕB) obtained by 1-sequence coding of
elements of XB, see Section 4. Let
B1 = {[a]1(i) : a ∈ A, i = 0, . . . , na − 1}.
2It can be deduced, in particular, from Theorem 5.23 of [Wal] and the existence of
Kakutani-Rokhlin partitions for the system that generate the topology.
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One can see that (X1, T ) is a subshift over the alphabet B1. By Proposition 6.3,
the factor map pi1 : XB → X1 is injective, so the systems (X1, T ) and (XB, ϕB)
are homeomorphic. Consider the clopen set of X1
U =
⋃
a∈A
[a](0).
Clearly, the return time of any point from [a]1(0) to U is na. We observe
that (Xσ, Tσ) is homeomorphic to (X1|U , TU ) and the homeomorphism is im-
plemented by the map ξ : A→ B+1 where ξ(a) = [a]1(0) . . . [a]1(na − 1) .
(3) Define the alphabet E := {(a, i) : a ∈ A, 0 ≤ i ≤ na − 1} and the map
ψ : A→ E+ by
ψ(a) = (a, 0)(a, 1) . . . (a, na − 1).
Let τ : E → E+ be a substitution given by
τ(a, i) =
{
ψ(σ(a)i) if 1 ≤ i < na − 1
ψ(σ(a)[na−1,ma)) if i = na − 1.
Take any a ∈ A, then τ(ψ(a)) = τ(a, 0) . . . τ(a, na − 1) = ψ(σ(a)). Therefore,
τn ◦ ψ = ψ ◦ σn for any n ≥ 0. (10)
For the substitution σ read on the diagram and every a ∈ A there are b ∈ A
such that a occurs in σ(b), say, at position i. Therefore, ψ(a) = ψ(σ(b)i) is a
factor of τ((b, i)). Thus, ψ(a) ∈ L(τ) for every a ∈ A. By (10), we have that
ψ(L(σ)) ⊆ L(τ). This shows that ψ(Xσ) ⊂ Xτ .
Consider the clopen subset Q of Xτ given by
Q =
⊔
a∈A
[ψ(a)].
Clearly, ψ(Xσ) ⊆ Q.
It follows from Proposition 5.10 that for every x ∈ Xτ there are z ∈ Xτ and
0 ≤ k < |τ(z[0])| such that x = T kτ τ(z). Therefore, by definition of τ , for every
x ∈ Xτ there exist y ∈ AZ and 0 ≤ k < |ψ(y[0])| such that x = T kτ ψ(y). The
definition of ψ implies that such y and k are unique.
Consider any x ∈ Q. Take the unique y ∈ AZ such that ψ(y) = x. It follows
from the definition of Xτ that every ψ(y[−k, k]) is a factor of τn((a, i)) for some
(a, i) ∈ E. Let a = σ(b)j for some b ∈ A and j = 0, . . . ,mb − 1, i.e., (a, i) ≺
ψ(σ(b)). It follows that τn((a, i)) is a factor of τn ◦ ψ(σ(b)) = ψ(σn+1(b)).
Therefore,
ψ(y[−k, k]) ≺ ψ(σn+1(b)).
The definition of ψ implies that if v 6≺ w where v, w ∈ A+, then ψ(v) 6≺
ψ(w). Hence y[−k, k] is a factor of σn+1(b). Therefore, y ∈ Xσ and ψ(Xσ) =
Q. This shows that ψ implements an homeomorphism between (Xσ, Tσ) and
(Xτ |Q, (Tτ )Q). The following diagram illustrates the relation between the sys-
tems. The downward arrows shows that the underlying system is an induced
system of the overlying one.
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(X1, T )
pi1∼= (XB, ϕB) ∼= (Xτ , Tτ )
↓ ↓ ↓
(XD, ϕD) ∼= (X1|U , TU )
ξ
∼= (Xσ, Tσ)
ψ
∼= (Xτ |Q, (Tτ )Q)
Observe that the return time of all points from [ψ(a)], a ∈ A, to Q under
the action of Tτ is na. Thus, the map ρ : E → B1 given by ρ((a, i)) = [a]1(i)
implements an homeomorphism between (Xτ , Tτ ) and (X1, T ) ∼= (XB, ϕB). 
6.2 From substitutional dynamical systems to Bratteli di-
agrams.
In this subsection we show how one can construct a Bratteli-Vershik model for
aperiodic substitutional dynamical systems which satisfy the nesting property
(see Definition 6.5). We present a technique applicable for a wide class of sub-
stitutions including those with |σn| → ∞ and various Chacon-like substitutions.
Let σ : A→ A+ be a substitution. Denote by Al the set of all letters a ∈ A
such that |σn(a)| → ∞ as n→∞. Set also As = A \Al.
Definition 6.5. We say that a substitution σ : A → A+ has a nesting3
property if either (1) for every a ∈ Al the word σ(a) starts with a letter from Al
or (2) for every a ∈ Al the word σ(a) ends with a letter from Al.
Theorem 6.6 Let σ : A→ A+ be an aperiodic substitution with nesting prop-
erty. Then the substitutional dynamical system (Xσ, Tσ) is homeomorphic to
the Vershik map of a stationary Bratteli diagram.
Proof. For an alphabet B, let B∗ denote the set of all words over B including
the empty word.
(1) By Proposition 5.5, find M > 0 such that any word W ∈ L(Xσ) with
|W | ≥M contains a letter from Al. Set
V = {W ∈ L(Xσ) : w = v1S1v2S2v3, v1, v2, v3 ∈ Al, and S1, S2 ∈ A
∗
s}.
Since no block S ∈ A+s ∩ L(Xσ) can have the length greater than M , the set V
is finite.
Since the substitution σ has the nesting property, we have that either (i) all
words σ(a) start with letters from Al for every a ∈ Al, or (ii) all words σ(a) end
with letters from Al for every a ∈ Al.
In the first case we define the sequence of K-R partitions as follows
Ξn = {T
i
σσ
n([v1S1.v2S2v3]) : v1S1v2S2v3 ∈ V , 0 ≤ i < |σ
n(v2S2)|}, n ≥ 0.
3We use the term ‘nesting’ as a natural sequence of K-R partitions for these substitutional
systems is nested, see the proof of Theorem 6.6.
29
In the second case we set
Ξ′n = {T
i
σσ
n([v1.S1v2S2v3]) : v1S1v2S2v3 ∈ V , 0 ≤ i < |σ
n(S1v2)|}, n ≥ 0.
We will consider in the proof of the theorem the first case only. The other
case is proved analogously.
(2) We claim that {Ξn} is a nested sequence of clopen K-R partitions. In-
deed, assume that
T iσσ
n([v0v1 . . . vs|vs+1 . . . vq−1]) ∩ T
j
σσ
n([w0 . . . wk|wk+1 . . . wr−1]) 6= ∅,
where 0 ≤ i < |σn(vs+1 . . . vq−2)|, 0 ≤ j < |σ
n(wk+1 . . . wr−2)|, the letters
v0, vs+1, vq−1, w0, wk+1, wr−1 belong to Al, and the remaining letters vt, wt are
taken from As.
Then there exist y ∈ [v0 . . . vs|vs+1 . . . vq−1] and z ∈ [w0 . . . wk|wk+1 . . . wr−1]
with T iσn(y) = T jσn(z). By Theorem 5.17 and the definition of V , we get that
y = z and i = j. This implies that q = r, k = s, and vt = wt for t = 0, . . . , q−1.
Thus, Ξn is a K-R partition of Xσ. Notice that, by continuity of σ
n, all the sets
T iσσ
n([v1S1.v2S2v3]), v1S1v2S2v3 ∈ V , are closed. Therefore, they are clopen.
Applying σ to any W = v1S1|v2S2v3 ∈ V , we get a representation
σ(W ) = w
(1)
1 F
(1)
1 . . . w
(1)
k1
F
(1)
k1
|w
(2)
1 F
(2)
1 . . . w
(2)
k2
F
(2)
k2
w
(3)
1 F
(3)
1 . . . w
(3)
k3
F
(3)
k3
with w
(·)
i ∈ Al, and F
(·)
i ∈ A
∗
s . Here σ(viSi) = w
(i)
1 F
(i)
1 . . . w
(i)
ki
F
(i)
ki
where i =
1, 2, 3 and S3 = ∅. Since σ has a nesting property, we obtain that w
(i)
1 6= ∅. This
representation shows that the Tσ-tower from Ξn with base σ
n([v1S1.v2S2v3])
consequently intersects the Tσ-towers of Ξn−1 with bases:
σn−1([w
(1)
k1
F
(1)
k1
.w
(2)
1 F
(2)
1 w
(2)
2 ]), σ
n−1([w
(2)
2 F
(2)
2 .w
(2)
3 F
(2)
3 w
(2)
4 ]), ...,
σn−1([w
(2)
k2−1
F
(2)
k2−1
.w
(2)
k2
F
(2)
k2
w
(3)
1 ]).
In particular, we obtain that B(Ξn) ⊆ B(Ξn−1) and {Ξn}n≥0 is a nested se-
quence of K-R partitions.
(3) We claim that the partitions {Ξn}n≥0 generate the topology of Xσ.
Observe that it suffices to show that the function x[−m,m], m > 0, is constant
on each element of partition {Ξn} for n big enough. To see this, choose n such
that
min{|σn(a)| : a ∈ Al} > m.
Fix a word W = (v1S1v2S2v3) ∈ V and 0 ≤ k < |σ
n(v2S2)|. For each
x ∈ T kσn([v1S1.v2S2v3]), there exists y ∈ [v1S1.v2S2v3] such that x = T kσn(y).
It follows that the word σn(v2S2v3) is a prefix of σ
n(y[0,∞)) and σn(v1S1) is a
suffix of σn(y(−∞,−1]). Therefore,
σn(y)[−L,R) = σn(v1S1v2S2v3),
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where L = |σn(v1S1)| and R = |σn(v2S2v3)|. Thus, we obtain
x[−m,m] = σ
n(v1S1v2S2v3)[L+k−m,L+k+m),
which does not depend on x, but only on k and the word W .
Now it follows from Theorem 2.7 that the substitutional system (Xσ, Tσ)
is homeomorphic to the Bratteli-Vershik system (XB, ϕB), where the ordered
Bratteli diagram B is constructed by the sequence of K-R partitions {Ξn}n≥0.
The fact that the diagram B is stationary has been proved in (2). 
Example 6.7. Consider the Chacon type substitution on the alphabet
A = {0, s, 1} given by σ(0) = 00s0, σ(s) = s, and σ(1) = 0110. Define the set V
as in the proof of Theorem 6.6. Then V consists of the words w1, . . . , w8, where
w1 = 0.00 w2 = 0s.00 w3 = 0.0s0 w4 = 0s.0s0
w5 = 1.00 w6 = 0.11 w7 = 0.01 w8 = 1.10
Here the dot separates the negative and non-negative coordinates as in the
definition of K-R partitions {Ξn} in Theorem 6.6. To construct the Bratteli
diagram, we need to trace the orbits of each base σn[wi], i = 1, . . . , 8. In other
words, we need to list all Tσ-towers which are intersected by σ
n[wi]. This is
achieved by decomposing each word σ(wi), i = 1, . . . , 8, into the letters and
analyzing the occurrence of long and short letters. We clarify the above scheme
by considering the set σn[w4]. Decompose σ(w4) into the letters:
w4
w2
σ(w4) = 0 0 s 0 s. 0 0 s 0 s 0 0 s 0
w3
This shows that the base σn[w4] consequently meets the bases σ
n−1[w2],
σn−1[w3], and σ
n−1[w4]. We denote this correspondence by w4 7→ w2w3w4.
Repeating this argument for every set σn([wi]), we get the following matching
rule
τ :


w1 7→ w1w3w2
w2 7→ w2w3w2
w3 7→ w1w3w4
w4 7→ w2w3w4
w5 7→ w1w3w2
w6 7→ w7w6w8w5
w7 7→ w1w3w2
w8 7→ w7w6w8w5
It follows from the proof of Theorem 6.6 that the system (Xσ, Tσ) is con-
jugate to the Vershik map of the following stationary ordered Bratteli diagram
determined by the rule τ , i.e., τ is the substitution read from B.
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v0
w1 w2 w3 w4 w5 w6 w7 w8
w1 w2 w3 w4 w5 w6 w7 w8
Notice that by Theorem 6.4, the systems (Xσ, Tσ) and (Xτ , Tτ ) are conjugate.
See also Example 7.14 for another Bratteli-Vershik model of (Xσ, Tσ). We also
mention the work [GjJo, Section 4.2] where the authors presented a Bratteli-
Vershik model for the minimal component of the system (Xσ, Tσ).
7 Derivative substitutions
In the section, we study a generalization of the notion of derivative substitutions
which was defined in [Dur] and [DHS] for primitive substitutions. We show that
this notion works also for non-primitive substitutions.
To make the exposition clear and abandon some pathological situations,
we restrict our study to the class of substitutions, which we call m-primitive.
However, the results can be applied to more general class of substitutions, for
example, for the Chacon type substitutions.
Definition 7.1. Let m > 0. We say that a substitution σ : A → A+ is
m-primitive if we can decompose the alphabet A = A1 ⊔ . . . ⊔ Am ⊔ A0 with
|Ai| ≥ 2, i = 1, . . . ,m, and
(a) σ(Ai) ⊂ A
+
i and σ|Ai is primitive for every i = 1, . . . ,m;
(b) for all a ∈ A there exists a letter b ∈ A1 ∪ . . . ∪ Am and i > 0 with
b ≺ σi(a).
(c) L(σ) = L(σk) for every k ≥ 1.
(d) A ⊂ L(Xσ).
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Given an m-primitive substitution σ : A → A+, define the matrix of the
substitution M(σ) = (M(σ)a,b)a,b∈A as follows: M(σ)a,b is the number of oc-
currences of b in σ(a). Then the matrix M(σ) is of the form
M(σ) =


M1 O O . . . O O . . . O
O M2 O . . . O O . . . O
...
...
...
. . .
...
...
. . .
...
O O O . . . Mm O . . . O
p1,1 p1,2 p1,3 . . . p1,m p1,m+1 . . . p1,m+q
p2,1 p2,2 p2,3 . . . p2,m p2,m+1 . . . p2,m+q
...
...
...
. . .
...
...
. . .
...
pn,1 pn,2 pn,3 . . . pn,m pn,m+1 . . . pn,m+q


(11)
where O denotes a zero matrix, the matrices Mi, i = 1, . . . ,m, are primitive,
and for each j = 1, . . . , n there is a power k of M such that at least one of the
entries p
(k)
j,1 , . . . , p
(k)
j,m from M
k is not zero. We notice also that |σn| → ∞.
By Proposition 5.6 the number of minimal components of the substitutional
system (Xσ, Tσ) is bounded by |A|. However, for the class of m-primitive sub-
stitutions, the set of all minimal components admits a complete description.
Proposition 7.2 Let σ be an m-primitive substitution. Then (Xσ, Tσ) has ex-
actly m minimal components, which are
Zi = {x ∈ Xσ : x[−n,n] is a factor of some σ
m(a), a ∈ Ai},
i = 1, . . . ,m.
Proof. The fact that Zi, i = 1, . . . ,m, are minimal components is well-known
[Que]. We will show that there are no others. For each Zi, we can find wi ∈ Zi
and pi > 0 such that σ
pi(wi) = wi, see for example [Que, Chapter V]. Without
loss of generality, we may assume that σ(wi) = wi for all i = 1, . . . ,m. We also
assume that all letters from Ai appear in σ(a) for every a ∈ Ai, i = 1, . . . ,m.
Take any n > 0. For every x ∈ Xσ, there is a ∈ A such that the word
σn+2(a) appears in x. Find b ∈ Ai that appears in σ(a) for some i = 1, . . . ,m.
Therefore, the word σn(wi(0)) appears in x. Find 1 ≤ i0 ≤ m and an infinite
set I ⊆ N such that the word σn(wi0 (0)) appears in x for all n ∈ I. This implies
that the closure of the orbit of x contains the point wi0 . Hence, OrbTσ (x) ⊇ Zi0 .
This proves the result. 
Remark 7.3. Note that (Xσ, Tσ) has a periodic point iff (Zi, Tσ) is periodic
for some i. Observe also that there is an algorithm that decides whether σ has
periodic points or not, see, for example, the book [Kur] or references in [DHS].
7.1 Return words and proper substitutions
Let σ : A→ A+ be an m-primitive substitution. Here we assume that (Xσ, Tσ)
has no periodic points. By Proposition 7.2, we get that the system (Xσ, Tσ) has
33
exactly m minimal components Z1, . . . , Zm. By standard arguments, we can
find wi ∈ Zi and pi > 0 such that σpi(wi) = wi [Que, Chapter V]. Without loss
of generality, we can assume that σ(wi) = wi for all i = 1, . . . ,m. Notice also
that OrbTσ (wi) = Zi for each i = 1, . . . ,m.
Set ri = wi[−1] and li = wi[0] for i = 1, . . . ,m. Observe that each word
σ(ri) ends with ri, whereas every word σ(li) begins with li, for all i = 1, . . . ,m.
Consider the clopen sets [ri.li] := {x ∈ Xσ : x[−1] = ri, x[0] = li} and
define
W =
m⋃
i=1
[ri.li].
Proposition 7.4 The set W meets each Tσ-orbit and consists of recurrent
points. Furthermore, the return time to W is bounded.
Proof. Take any x ∈ Xσ and consider Z(x) = OrbTσ (x). Since Z(x) is a
Tσ-invariant closed subset of Xσ, it contains one of the minimal components
Zi, i = 1, . . . ,m, say Zi0 . Therefore, [ri0 .li0 ] meets the orbit of x. Hence
Xσ =
⋃
n∈Z T
n
σW . By compactness of Xσ, we see that Xσ =
⋃k
n=0 T
n
σW for
some k > 0. This shows that W consists of recurrent points. 
Definition 7.5. We say that w ∈ L(Xσ) is a return word if there exists
1 ≤ i, j ≤ m such that
(i) riwlj ∈ L(Xσ);
(ii) the first and last letters of w are li and rj , respectively;
(iii) no word from {r1l1, . . . , rmlm} appears in w.
Let R denote the set of all return words. In view of Proposition 7.4, the set
R is finite. Let us enumerate the return words in an arbitrary way and denote
N = {1, 2, . . . , card(R)}. Let φ : N → R be an “enumeration” map.
The proof of the following proposition is trivial, so we omit it.
Proposition 7.6 The maps φ1 : N+ → A+ and φ2 : N Z → AZ induced by φ
are one-to-one.
Take any return word w ∈ R. Decompose it into letters w = w1 . . . wk. By
definition of return words, w1 = li and wk = rj for some i, j, and riwlj ∈ L(σ).
Therefore, σ(ri)σ(w)σ(lj) ∈ L(σ). Since σ(ri) ends with ri, whereas every word
σ(li) begins with li, we have that riσ(w)lj ∈ L(σ). So, the word σ(w) appears in
the word riσ(w)lj between occurrences of ri.li and rj .lj . Thus, by Proposition
7.6, σ(w) = d1, . . . , dq can be uniquely written as a concatenation of return
words di.
Definition 7.7. Define the substitution τ : R → R+ by τ(w) = d1 . . . dq,
where d1 . . . dq is the unique decomposition of σ(w) into return words. The
substitution τ is called the derivative substitution of σ.
Notice that
φ ◦ τm = σm ◦ φ.
The following result justifies the name of the derivative substitution.
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Proposition 7.8 The substitutional dynamical system (Xτ , Tτ ) associated to
τ : R→ R+ is homeomorphic to the system induced by (Xσ, Tσ) on the cylinder
set W =
⋃m
i=1[ri.li].
Proof. By Proposition 7.6, we have that φ : RZ → AZ is one-to-one.
(1) φ(Xτ ) ⊂ Xσ. Indeed, consider any x = (xi) ∈ Xτ . By definition of Xτ ,
for every n > 0, there are w ∈ R and an integer m > 0 such that x[−n,n] is a
factor of τm(w). It follows that φ(x[−n,n]) is a factor of φ ◦ τ
m(w) = σm ◦φ(w).
Since φ(w) ∈ L(σ), we get that φ(x[−n,n]) ∈ L(σ) for every n > 0.
(2) It is clear that φ(Xτ ) ⊆W .
(3) φ(Xτ ) = W . Indeed, take any z ∈ W . By Proposition 7.4, we can
decompose z into a concatenation of return words z = . . . φ(x[−1])|φ(x[0]) . . ..
We must show that x = (x[i]) ∈ Xτ . By the definition of Xσ for any n > 0
there are k > 0 and a ∈ A such that φ(x[−n, n]) ≺ σk(a). Take a return word
w ∈ R such that the letter a is a factor of φ(w). Therefore,
φ(x[−n, n]) ≺ σk(a) ≺ σk(φ(w)) = φ(τk(w)).
It follows from the definition of φ that x[−n, n] is a factor of τk(w).
(4) If x ∈ Xτ and z = φ(x), then the first return time of z toW is n = |φ(x0)|.
Thus, the image of z by the first return time transformation is T nσ z = φ(Tτx).
This proves the proposition. 
Now we introduce the notion of a proper substitution. Our motivation to
bring in this notion comes from the paper [DHS], where proper substitutions
were indispensable for the Bratteli diagram construction. However, our defini-
tion of proper substitutions differs from that of [DHS]. The key concept which
we put behind this notion is that for proper substitutions (for both definitions:
ours and from [DHS]) the sequence of K-R partitions {Pn} defined in Corollary
5.18 generates the topology.
Definition 7.9. Let σ : A→ A+ be a substitution. We say that σ is proper
if there is p > 0 such that for every letter a ∈ A, the first letter of σp(b), with
b ∈ A and ab ∈ L(Xσ), does not depend on b; and the last letter of σp(c), with
c ∈ A and ca ∈ L(Xσ), does not depend on c. 
Remark 7.10. Observe that if a substitution is proper in the sense of
[DHS], then it is also proper by our definition.
Proposition 7.11 The derivative substitution τ , defined by an m-primitive
substitution, is a proper aperiodic m-primitive substitution.
Proof. Denote by Ri the set of all return words that appear in the fixed point
wi, i = 1, . . . ,m. We will identify the elements of R with their counterparts
in L(Xσ) (see Definition 7.5). Set also R0 = R \ (R1 ∪ . . . ∪ Rm). To verify
that τ : Ri → R
+
i is a primitive substitution, we refer the reader to the proof
of Lemma 21 from [DHS].
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Denote by vi the return word that appears first (if we are counting right-
wards) in the fixed point wi, i = 1, . . . ,m. That is vi is a prefix of (wi)[0,+∞).
Find n > 0 such that
|σn| > max
i=1,...,m
|vi|. (12)
It follows that vili is a prefix of σ
n(li). Take any return words w and w
′ with
ww′ ∈ L(τ). By definition, ri0 is a suffix of w for some i0 = 1, . . . ,m. Therefore,
the word w′ begins with li0 . So σ
n(li0) is a prefix of σ
n(w′). This implies that
vi0 li0 is a prefix of σ
n(w′). This means that vi0 is the first return word in σ
n(w′).
That is τn(w′) begins with vi0 . Thus, the first letter of τ
n(w′) does not depend
on w′, but only on w.
The same argument works to show that the last letter of τn(w′) with w′w ∈
L(τ) depends only on w for n large enough.
Now consider any w ∈ R0. Then the first letter of w is li for some i =
1, . . . ,m. It follows that τn(w) contains vi, where n is as in (12). 
To prove the following result, we use Proposition 14 from [DHS].
Proposition 7.12 Let σ : A → A+ be an aperiodic proper substitution such
that |σn| → ∞. Then the sequence of partitions {Pn} defined in Corollary 5.18
generates the topology of Xσ.
Proof. Let p > 0 be an integer as in Definition 7.9 of proper substitutions.
Given an integer m > 0, we claim that for n sufficiently large the function
x[−m,m] is constant on each element of partition {Pn}. Choose n so large that
|σn−p| > m.
Fix a ∈ A and 0 ≤ k < |σn(a)|. For each x ∈ T kσn([a]), there exists
y ∈ Xσ such that y0 = a and x = T kσn(y). The word σn(a)σn(y1) is a prefix
of σn(y[0,∞)). By definition of proper substitutions, the first letter of σ
p(y1),
say l, does not depend on y1 (it depends only on the letter a). It follows that
σn(a)σn−p(l) is a prefix of σn(y[0,∞)). Similarly, there is r ∈ A that depends
only on the letter a (not on y) and such that σn−p(r) is a suffix of σn(y(−∞,−1]).
Therefore,
σn(y)[−R,L) = σ
n−p(r)σn(a)σn−p(l),
where R = |σn−p(r)| and L = |σn(a)|+ |σn−p(l)|. Thus, we obtain
x[−m,m] = σ
n−p(r)σn(a)σn−p(l)[R+k−m,R+k+m),
which does not depend on x, but only on k and a. 
Now, we are ready to present a general approach for construction of Bratteli
diagrams for m-primitive substitutions. To build a Bratteli-Vershik model for
σ, it is sufficient to construct a Bratteli diagram for τ and then add some edges
to the first level.
Theorem 7.13 Let σ be an m-primitive aperiodic substitution over an alphabet
A with derivative substitution τ . Let B = (V,E,≤) be the stationary ordered
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Bratteli diagram built by the matrix of the substitution τ where τ is read on B.
Suppose also that B has |w| edges between the top vertex and the vertex defined
by the return word w ∈ R. Then B admits a continuous dynamics (XB, TB)
which is homeomorphic to (Xσ, Tσ).
Proof. Let B′ be the stationary Bratteli diagram built by the matrix of the
substitution τ with simple edges between the top vertex and vertices of the first
level. By Proposition 7.11 τ is a proper substitution. It follows from Proposition
7.12 and results of Section 2 that the Bratteli diagram B′ admits continuous
dynamics (XB′ , ϕB′) which is homeomorphic to (Xτ , Tτ ). Then the application
of Proposition 7.8 yields the result. 
Example 7.14. Let σ be the Chacon type substitution defined in Example
6.7. Note that the system (Xσ, Tσ) has only one minimal component which is
generated by the fixed point
w = lim
n
σn(0).σn(0) = . . . 00s0s00s0.00s000s0s00s0 . . .
Though σ is not an m-primitive substitution, the technique developed in the
section can still be applied to build a Bratteli-Vershik model of (Xσ, Tσ).
Consider the set of all return words R. One can check that
R = {v1 = 0, v2 = 0s0, v3 = 0s0s0, v4 = 0110}.
Find the unique decomposition of each σ(vi) into return words
σ(v1) = 0|0s0 = v1v2
σ(v2) = 0|0s0s0|0s0 = v1v3v2
σ(v3) = 0|0s0s0|0s0s0|0s0 = v1v3v3v2
σ(v4) = 0|0s0|0110|0110|0|0s0 = v1v2v4v4v1v2
Thus, the derivative substitution τ : R → R+ is defined by τ(v1) = v1v2;
τ(v2) = v1v3v2; τ(v3) = v1v3v3v2; and τ(v4) = v1v2v4v4v1v2. Clearly, the
substitution τ is proper and |τn| → ∞. By Theorem 7.13, the system (Xσ, Tσ)
is conjugate to the Vershik map of the following stationary ordered Bratteli
diagram:
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v0
v1v2v3 v4
v1v2v3 v4
1 002
1 0
31 2 2 30
4
1
5
Appendix: Description of the phase space Xσ
Here we give a combinatorial description of the phase space Xσ of a substitu-
tional dynamical system assuming that |σn(a)| → ∞ for all a ∈ A.
A. Denote by Λ the set of all sequences s = {(an, bn)}n≥0 such that anbn ∈
L(σ) and an appears at the (|σ(an+1)| − 1)-th position of σ(an+1) and bn
appears at zero position of σ(bn+1).
B. Denote by M the set of all sequences m = {(a0, i0), (a1, i1), . . .} such
that aj ∈ A and ij is a place of occurrence of aj−1 in σ(aj), ij ∈
{0, 1, . . . , |σn(aj)| − 1}. We assume that i0 = 0.
For a fixed m, define inductively a sequence {jn} as follows: j0 = i0 = 0
and
jn+1 =
{
|σn(a
(n+1)
0 )|+ . . .+ |σ
n(a
(n+1)
in+1−1
)|+ jn if in+1 ≥ 1,
jn if in+1 = 0,
(A.1)
here σ(an+1) = a
(n+1)
0 a
(n+1)
1 . . . a
(n+1)
|σ(an+1)|−1
with a
(n+1)
i ∈ A.
C. Denote byM0 the set of allm for which jn →∞ and (|σn(an)|−jn)→∞
as n→∞.
Construction of sequences from Xσ
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• For every sequence s = {(an, bn)}≥0 ∈ Λ, define the sequence w = w(s) ∈
Xσ by
w[−|σn(an)|,|σn(bn)|−1] = σ
n(an).σ
n(bn) for all n ≥ 0. (A.2)
• For every m ∈M0, define the sequence w = w(m) by
w[−jn,|σn(an)|−jn−1] = σ
n(an) (A.3)
(it is easily seen that the sequences w(s) and w(m) indeed belong to Xσ).
Let us recall that Tσ : A
Z → AZ denote the shift. The next theorem describes
the phase space of an arbitrary substitution σ.
Theorem A.1 Let σ : A→ A+ be a substitution with |σn| → ∞. (1)
Xσ = {w(m) : m ∈M0} ∪
⋃
s∈Λ
OrbTσ (w(s)) (A.4)
(2) the set {ω(s) : s ∈ Λ} is finite.
(3) If σ is aperiodic, then
∞⋂
n=0
σn(Xσ) = {w(s) : s ∈ Λ}.
Proof. (1) It follows from Remark 5.11 that for every t ∈ Xσ, there exists a
sequence F = {(xn, (yn, in), zn)}n≥0 such that
i. xn, yn, zn ∈ A and xnynzn ∈ L(σ);
ii. in ∈ {0, . . . , |σn(yn)| − 1} is the position of occurrence of yn−1 within
σ(yn);
iii. If in = 0, then xn−1 appears in σ(xn) at the position |σ(xn)| − 1;
iv. If in = |σ(yn)| − 1, then zn−1 appears in σ(zn) at zero position;
v. If 0 < in < |σ(yn)|−1, then xn−1yn−1zn−1 appears in σ(yn) at the position
in − 1.
vi. If the sequence {jn} is determined by the sequencem = {(yn, in)}n≥0 ∈M
as in (A.1), then
t[−jn − |σ
n(xn)|, |σ
n(yn)| − jn − 1 + |σ
n(zn)|] = σ
n(xn)σ
n(yn)σ
n(zn).
(A.5)
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Now we have three options:
(a) jn → ∞ and |σn(yn)| − jn → ∞ as n → ∞. In this case, we get that
t = w(m).
(b) The sequence {jn} is bounded and (|σn(yn)| − jn) → ∞. Here, we get
that w = w(m) is one-sided (to the right). Since the sequence {jn} is non-
decreasing and bounded, there is n0 > 0 such that jn = jn0 for all n ≥ n0. This
implies that in = 0 for all n ≥ n0, i.e. yn appears at zero position in σ(yn+1).
This, in particular, implies that xn appears in σ(xn+1) at the last position.
Therefore,
t[−jn0 − |σ
n(xn)|, |σ
n(yn)| − jn0 − 1] = σ
n(xn)σ
n(yn) for n ≥ n0.
Set x′n0−1 = σ(xn0 )[|σ(xn0 )| − 1] and y
′
n0−1 = σ(yn0)[0]. Define inductively
x′k−1 = σ(x
′
k)[|σ(x
′
k)| − 1] and y
′
k−1 = σ(y
′
k)[0] for k = n0 − 1, . . . , 1. Setting
s = {(x′0, y
′
0), . . . , (x
′
n0−1, y
′
n0−1), (xn0 , yn0), (xn0+1, yn0+1), . . .},
we get that t = T j0(w(s)).
(c) The sequence {|σn(yn)| − jn} is bounded and jn → ∞ as n → ∞. The
proof in this case is similar to (b).
(2) Denote by A0 (by A1) the set of all letters a ∈ A such that σna(a) begins
(ends) with a for some na. Clearly, if such an na exists, then it can be chosen
from the interval [1, |A|+1]. Set p =
∏
a∈A0
na×
∏
b∈A1
nb. Then p is bounded
by (|A|+ 1)2|A|.
Consider a sequence s = {(an, bn)}n≥0 ∈ Λ. Find an infinite set I such that
ak = ak′ and bk = bk′ for all k, k
′ ∈ I. Therefore, σk−k
′
(ak) ends with ak for all
k > k′, k, k′ ∈ I. This shows that σp(ak) (σp(bk)) ends (begins) with ak (bk)
for all k ∈ I. We can write down each k ∈ I as
k = plk +mk with lk ≥ 0 and 0 ≤ mk < p.
Find an infinite set J ⊆ I such that mk = mk′ for k, k
′ ∈ J . It follows that
amk+pn = amk and bmk+pn = bmk for all n ≥ 0 and k ∈ J . Then
w(s) = lim
n→∞
σn(an).σ
n(bn) = lim
n→∞
σpn(σmk(amk)).σ
pn(σmk(bmk)),
where k is any integer from J . This shows that each element w(s) is determined
by a finite number of parameters taken from finite sets.
(3) If y ∈ Y =
⋂
n≥0 σ
n(Xσ), then for every n ≥ 0 we have y = σn(xn) for
some xn ∈ Xσ. By Theorem 5.17, the point xn is uniquely defined. Therefore,
σ(xn+1) = xn for every n. Setting s = {(xn[−1], xn[0])}n≥0, we get that y =
w(s).
Conversely, if y = w(s), then it is not hard to decompose y into n-words
such that y = σn(xn) for some xn ∈ Xσ. In particular, this shows that y ∈ Y .
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