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a b s t r a c t
Many recent papers considered the problem of multivariate
integration, and studied the tractability of the problem in the
worst case setting as the dimensionality d increases. The typical
question is: canwe find an algorithm forwhich the error is bounded
polynomially in d, or even independently of d? And the general
answer is: yes, if we have a suitably weighted function space.
Since there are important problems with infinitely many vari-
ables, here we take one step further: we consider the integration
problem with infinitely many variables – thus liberating the di-
mension – and we seek algorithms with small error and minimal
cost. In particular, we assume that the cost for evaluating a function
depends on the number of active variables. The choice of the cost
function plays a crucial role in the infinite dimensional setting. We
present a number of lower and upper estimates of theminimal cost
for product and finite-order weights. In some cases, the bounds are
sharp.
© 2009 Elsevier Inc. All rights reserved.
1. Introduction
Many papers over the past decade have considered the problem of integration over the d-
dimensional unit cube,
Id(f ) =
∫
[0,1]d
f (x) dx,
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in the worst case setting for functions f in the unit ball of some reproducing kernel Hilbert space.
Stated broadly, the central question addressed in those papers has been: how does the nth minimal
error (that is, the worst case error for themost economical algorithm that uses only n function values)
change as n and d increase? The dependence on n is determined by the definition of the norm in the
Hilbert space, and more particularly, by the assumed smoothness of the functions in the space. Often,
and again in this paper, f is assumed to have all its mixed first derivatives in an L2 space, in which case
the best possible result (even in dimension d = 1) is not better than order n−1. For the dependence
on d, it is by now well known that, in the classical spaces in which all of the d variables are treated
equally, the nth minimal error grows exponentially in d, i.e., the problem is intractable, see [18]. On
the other hand, in the weighted spaces introduced by [24], or in the spaces with finite-order weights
introduced in [5], the worst case error is bounded independently of d or is polynomially dependent
on d under suitable conditions on the weights.
There are important computational problems defined on spaces of functions with infinitely many
variables, d = ∞. These include path integrals that are important in quantum physics and chemistry,
see, e.g., [2,3,10,11,28], and in financial mathematics, see, e.g., [6,9,16]. This is why in this paper,
instead of taking d finite and then letting it go to infinity, we first consider functions with a
countably infinite number of variables, that belong to a particular reproducing kernel Hilbert space.
The reproducing kernel in this Hilbert space is built froma standard 1-dimensional reproducing kernel
K(x, y) = min(x, y), by forming weighted sums of products. Initially we consider product weights, as
in [24]; later we consider finite-order weights, as in [5]. We assume in the first part of the paper
that the weights are such that the resulting sum converges point-wise, thus even for d = ∞ we
have a separable reproducing kernel Hilbert space. For this space, the limit of d-variate multivariate
integration with respect to the Lebesgue measure exists as d approaches infinity, and is a continuous
linear functional. Therefore we do not need to define an infinite dimensional measure and integrals
on the Hilbert space for d = ∞.
We assume that point evaluation of our integrands is possible only at points with finitely many
nonzero components. Moreover, we assume that the cost $(k) of a single point evaluation depends on
the number k of nonzero components of the point. It seems reasonable that function evaluation at a
pointwith 1000 nonzero components ismore expensive than evaluation at a pointwith only a handful
of nonzero components, thuswe assume that $(k) is a non-decreasing function of k. On the other hand,
the nature of the dependence of $(k) on the number of nonzero variables k could be very different in
different applications, thus we allow considerable flexibility in the choice of the cost function $.
We obtain in this paper both upper and lower bounds on the worst case ε-complexity (that is, on
the minimal cost of all algorithms whose worst case errors are at most ε), and provide conditions for
polynomial tractability and weak tractability. (Polynomial tractability means that the ε-complexity is
bounded polynomially in ε−1; weak tractability means that the ε-complexity is not an exponential
function of ε−1.)
After establishing the setting in Section 2, we explore the particular case of product weights in
Section 3. To obtain upper bounds on the worst case ε-complexity, we construct two alternative
classes of algorithms which we call the fixed dimension and changing dimension algorithms. In the
fixed dimension (or FD) algorithm, f is evaluated only at points whose first d components (at most)
are nonzero, for some value of d. In this case the algorithm finds an appropriate value of d, depending
on the required accuracy ε. In the changing dimension (or CD) algorithm, f is evaluated at a finite
number of points each of which has finitely many nonzero components specified by a finite subset u
of the natural numbers, with the choice of the family of subsets determined by the weights associated
with each subset. In both the FD and CD algorithms we then apply the component-by-component
(CBC) algorithm to compute the generating vector for randomly shifted lattice rules, see e.g., [23]. Since
the CBC algorithm was developed for a fixed dimension d, its use in connection to the FD algorithm
is straightforward. For the CD algorithm, where integrand values are used for some finite number
of subsets u of the natural numbers, the CBC algorithm is applied separately for each choice of the
subset u.
The lower bounds on the worst case ε-complexity are obtained by general arguments. We use
the fact that, in general, finite cost does not allow us to obtain information about the behavior
of integrands with respect to some components. This leads to a lower bound in terms of the cost
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function, and allows us to find sometimes sharp estimates on theworst case ε-complexity.Weprovide
conditions on tractability, and illustrate the results for three families of product weights and two
families of cost functions $(k) (one polynomial in k, the other geometric).
In Section 4 we study finite-order weights. For finite-order weights of order ω, each function is a
sumof functions that depend on atmostω variables. In contrast to the productweight case, it turns out
that the cost function $ plays aminor role for upper bounds. The reason is simple: function evaluations
at points with more than ω nonzero components are never used. For $(k) = Ω(ks) with a positive s,
we provide necessary and sufficient conditions for polynomial tractability and weak tractability.
In Section 5, we extend the treatment to more general integration problems. Specifically, more
general reproducing kernels are considered; the domain on which the integration takes place is
generalized to D∞, where D ⊆ R may be bounded or unbounded; the ‘anchor’ point at which the
inactive variables are fixed is allowed to be any real number a, instead of just zero; and the integration
problem is allowed to be weighted, with a weight function of product form. While most of the results
extend in a natural way to this generalized case, the extension has one new feature, namely that in
some cases the Hilbert spaces we consider are not reproducing kernel Hilbert spaces, since function
evaluation might be ill-defined for some points in the domain D∞. Yet we are still able to use much of
the machinery as before to analyse the integration problem, since in all our function evaluations we
assume that the number of components whose values are different from the anchor value a is finite,
and such function evaluations are well defined and continuous.
Other studies of tractability of the integration problem for functions with an infinite number of
variables have been done in, e.g., [1,8,17,21,26], with the first and the third considering varying cost
of function evaluations. More precisely, in [1] sample points are functions from increasing subspaces
Hj ⊂ Hj+1, j = 1, 2, . . ., and the cost of computing f (x) equals the dimension of the smallest subspace
Hj containing x. The paper [17] uses similar model assumptions to those in the current paper, for the
special case $(k) = k. Moreover, [17] considers only reproducing kernel Hilbert spaces and does not
provide constructive algorithms.
2. The setting
In this sectionwe define basic notions used in this paper: integration of functions of infinitelymany
variables from a weighted Sobolev space, the cost of sampling the function, algorithms, complexity
and tractability.
2.1. Function space
We consider functions from a reproducing kernel Hilbert space which resembles the standard
Sobolev space that is often considered for functions of finitely many variables. It is a special case of
the spaces considered in [8]. We begin with D = [0, 1] and the reproducing kernel
K : D× D→ R given by K(x, y) := min(x, y).
Let H(K) be the corresponding reproducing kernel Hilbert space. That is, H(K) is the Hilbert space of
absolutely continuous functions f : D → R vanishing at 0 with f ′ ∈ L2(D), whose inner product is
given by
〈f , g〉H(K) =
∫ 1
0
f ′(x) g ′(x) dx.
Wedefine the reproducing kernel Hilbert space of functions of infinitelymany variables in terms of
its kernel. Let u be a finite subset ofN := {1, 2, . . .}, and let γ = {γu}u⊂N be a given set of nonnegative
numbers γu that are called weights. We assume that
γ∅ = 1 and
∑
u:|u|<∞
γu <∞. (1)
F.Y. Kuo et al. / Journal of Complexity 26 (2010) 422–454 425
Consider the following reproducing kernel
Kγ(x, y) = 1+
∑
u:1≤|u|<∞
γu Ku(x, y) =
∑
u:|u|<∞
γu Ku(x, y),
where
Ku(x, y) =
∏
j∈u
K(xj, yj) =
∏
j∈u
min(xj, yj) for all x, y ∈ [0, 1]∞,
with the empty product defined to have the value 1. Since K(xj, yj) ∈ [0, 1], we note that Kγ is
well defined due to (1). The reproducing kernel Hilbert space Hγ := H(Kγ) consists of functions
f , g : [0, 1]∞ → Rwith the inner product
〈f , g〉Hγ = f (0) g(0)+
∑
u:1≤|u|<∞
1
γu
∫
[0,1]|u|
∂ |u|
∂xu
f (xu; 0) ∂
|u|
∂xu
g(xu; 0) dxu.
Here, xu = (xj)j∈u is a vectorwith |u| components, and (xu; 0) denotes the vector y = (y1, y2, . . .)with
yj = xj if j ∈ u and yj = 0 otherwise. Moreover, ∂ |u|/∂xu is a simplified notation for∏j∈u(∂/∂xj). The
norm inHγ is given by ‖f ‖Hγ = 〈f , f 〉1/2Hγ , as usual. Hence, functions fromHγ are once differentiable
with respect to all variables, and their mixed derivatives are square integrable.
Using the convention 0/0 = 0, we have
∂ |u|
∂xu
f (xu; 0) = 0 for all x ∈ [0, 1]∞ and f ∈ Hγ ,
whenever γu = 0. In particular, if γu = 0 for all non-empty u thenHγ consists of constant functions
and ‖f ‖Hγ = |f (0)|.
For a finite subset u, let H(Ku) denote the Hilbert space with the reproducing kernel Ku. Of course,
H(K∅) = span{1} and for u 6= ∅ the inner product in H(Ku) is
〈f , g〉H(Ku) =
∫
[0,1]|u|
∂ |u|
∂xu
f (xu; 0) ∂
|u|
∂xu
g(xu; 0) dxu.
For non-empty u, a function in H(Ku) vanishes whenever xj = 0 for some j ∈ u. Thus the function
f ≡ 1 does not belong to H(Ku). Therefore the spaces H(Ku) and H(Kv) are orthogonal for u 6= v. This
means that an arbitrary function f ∈ Hγ has a unique orthogonal representation
f =
∑
u:|u|<∞
fu with fu ∈ H(Ku), (2)
where fu(x) = 〈f , γu Ku(x, ·)〉Hγ = 〈fu, γu Ku(x, ·)〉Hγ = 〈fu, Ku(x, ·)〉H(Ku). Each function fu depends
only on the variables with indices in u. To stress this fact we write
fu(x) = fu(xu; 0) = fu(xu).
Thedecomposition in (2) is just the infinite dimensional generalization of the anchoreddecomposition
discussed, for example in [14], with anchor at the origin. Obviously,
‖f ‖2Hγ =
∑
u:|u|<∞
‖fu‖2Hγ =
∑
u:|u|<∞
γ−1u ‖fu‖2H(Ku).
The spaceHγ is the direct sum of spaces H(Ku),
Hγ =
⊕
u∈U
H(Ku), where U := {u : |u| <∞ and γu > 0}.
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2.2. Integral
For f ∈ Hγ we are interested in approximating the integral
I∞(f ) =
∫
[0,1]∞
f (x) dx := lim
d→∞
∫ 1
0
∫ 1
0
· · ·
∫ 1
0
f (x1, x2, . . . , xd; 0) dx1dx2 · · · dxd.
We have
I∞(f ) = 〈f , h∞〉Hγ for all f ∈ Hγ ,
with the representer h∞ fromHγ given by
h∞(x) =
∫
[0,1]∞
Kγ(x, y) dy = 1+
∑
u:1≤|u|<∞
γu
∏
j∈u
(
xj − 12x
2
j
)
.
We also have
‖I∞‖ = ‖h∞‖Hγ =
(
1+
∑
1≤|u|<∞
γu 3−|u|
)1/2
.
We stress that h∞ is well defined and ‖h∞‖Hγ <∞, again due to the assumption (1).
2.3. Algorithms
We assume that we can compute f (x) only for x with finitely many nonzero components, i.e., for
x = (xu; 0) for some uwith finite cardinality. We also assume that for each f ∈ Hγ and u, the cost of
computing f (xu; 0) is equal to $(|u|) for a given cost function
$ : N0 → [1,∞),
where N0 := {0} ∪ N = {0, 1, 2, . . .}. We assume that $ is non-decreasing. Examples of the cost
function include
$(k) = [max(1, k)]s for s ≥ 0 and $(k) = rk for r > 1.
It seems natural to claim that the cost of computing f (x), for x = (xu; 0), should be at least equal to |u|.
If so, then the parameters s and r should be chosen such that s ≥ 1 and r ≥ supk≥2 exp(ln(k)/k) =
exp(1/e) = 1.4422 . . .. However, we do not impose restrictions on s and r since we want to see how
the results depend on the full range of s and r . In particular, we want to know what happens if s = 0,
i.e., when the cost is independent of the number of variables. In any case, it is up to the reader to select
s and r .
Without loss of generality,1 we consider linear algorithms of the form
Q(f ) =
n∑
i=1
ai f (x(i)ui ; 0) (3)
for some integer n, sets ui of finite cardinality, real numbers ai, and points (x(i)ui , 0) for i = 1, 2, . . . , n.
For ui = ∅we have (x(i)ui ; 0) = 0.
The cost of the algorithmQ is then defined by
cost(Q) :=
n∑
i=1
$(|ui|),
1 Since our problem is linear and the error of an algorithm is defined on a convex and balanced set, it is known that nonlinear
algorithms and adaption do not help, see, e.g., [25].
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whereas the worst case error ofQ is defined by
e(Q;Hγ) := sup
‖f ‖Hγ≤1
|I∞(f )−Q(f )| = ‖I∞ −Q‖.
Since f (x) = 〈f ,Kγ(x, ·)〉Hγ for all f ∈ Hγ and all x ∈ [0, 1]∞, we have
I∞(f )−Q(f ) =
〈
f , h∞ −
n∑
i=1
aiKγ((x(i)ui ; 0), ·)
〉
Hγ
.
This implies that e(Q;Hγ) = ‖I∞ −Q‖ = ‖h∞ −∑ni=1 aiKγ((x(i)ui ; 0), ·)‖Hγ and
e(Q;Hγ) =
(
‖h∞‖2Hγ − 2
n∑
i=1
ai h∞(x(i)ui ; 0)+
n∑
i,j=1
ai ajKγ((x(i)ui ; 0), (x(j)uj ; 0))
)1/2
.
2.4. Tractability
The (worst case) ε-complexity is defined as the minimal cost among all algorithms with errors not
exceeding ε, i.e.,
comp(ε;Hγ) := inf
{
cost(Q) : e(Q;Hγ) ≤ ε
}
.
We say that the integration problem I∞ is weakly tractable iff
lim
ε→0 ε · ln(comp(ε;Hγ)) = 0.
This means that comp(ε;Hγ) = exp(o(ε−1)) is not an exponential function of ε−1. If the integration
problem I∞ is not weakly tractable then we say that I∞ is intractable.
The integration problem I∞ is said to be polynomially tractable iff there are nonnegative numbers
C and p such that
comp(ε;Hγ) ≤ C ε−p for all ε > 0. (4)
The tractability exponent p∗ is the infimum of p satisfying (4). It is easy to see that p∗ ≥ 1 if at
least one γu is positive for a non-empty u. Indeed, it is well known that for functions f (x) = fu(xu)
with fu ∈ H(Ku) corresponding to a positive γu, the minimal worst case error of algorithms using n
function values is of order at least n−1 (even in just one dimension) for this function space. Hence,
comp(ε;Hγ) = Ω(ε−1), and therefore p∗ ≥ 1.
These definitions are similar to tractability definitions formultivariate problems defined on spaces
of functions of finitely many variables. The reader may consult [19] for motivation and history of
tractability studies.
3. Product weights
In this section, we assume that γ is a set of product weights, that is,
γu =
∏
j∈u
γj for all u ⊂ N,
for somenonnegative numbersγjwith j ∈ N.We always assume that at least oneγj is positive. Observe
that we now have
∑
u:|u|<∞ γu =
∏∞
j=1(1+ γj), and (1) holds iff
∞∑
j=1
γj <∞. (5)
Hence, in this section we assume that (5) holds.
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For product weights,Kγ andHγ have the tensor product form
Kγ(x, y) =
∞∏
j=1
(1+ γj K(xj, yj)) =
∞∏
j=1
(1+ γj min(xj, yj)) for x, y ∈ [0, 1]∞,
Hγ = H(1+ γ1K) ⊗ H(1+ γ2K) ⊗ · · · =
∞⊗
j=1
H(1+ γjK).
We provide two specific algorithms with error at most ε. Their costs yield upper bounds on the
ε-complexity and sufficient conditions for tractability. Then we provide a lower bound on the ε-
complexity and necessary conditions for tractability.
3.1. Fixed dimension algorithm
In this subsection, we use n function values for points for which at most the first d components are
nonzero. Therefore the cost of such algorithms is atmost n ·$(d). We then choose d and n such that the
error is at most ε. More precisely, for given d and a prime number n, we consider the fixed dimension
algorithm, for short the FD algorithm, of the form
QFD(f ) := 1
n
n∑
i=1
f (t (i); 0), (6)
where the points t (i) ∈ [0, 1]d. In the general formulation (3), this corresponds to restricting each ui
to the set {1, 2, . . . , d}. Let
Id(f ) :=
∫
[0,1]d
f (x; 0) dx = 〈f , hd〉Hγ with hd(x) =
d∏
j=1
(
1+ γj
(
xj − 12x
2
j
))
.
Then we have
‖Id‖ = ‖hd‖Hγ =
d∏
j=1
(
1+ 1
3
γj
)1/2
.
The points t (i) are randomly shifted rank-1 lattice pointswith the generating vector obtained from the
component-by-component (CBC) algorithm, see e.g., [23]. We know from [4,12] that there exist shifts
for which
‖Id −QFD‖2 ≤ Cλ,γ,d
(n− 1)1/λ with Cλ,γ,d :=
d∏
j=1
[
1+ γ λj
(
1
3λ
+ 2 ζ (2λ)
(2pi2)λ
)]1/λ
(7)
for all λ ∈ (1/2, 1]. Here and elsewhere in the paper, ζ stands for the Riemann zeta function,
ζ (x) = ∑∞j=1 j−x for x > 1. (Strictly speaking, this result is non-constructive since the error bound
was obtained by taking the average of the squared worst case error over all possible shifts. However,
a semi-construction of such shifts based on a probabilistic argument can be used. That is, we select a
shift randomly and check if the corresponding squared worst case error is bounded by the right-hand
side of (7) multiplied by some constant, say 2. If this holds, we are done; if not we repeat the random
selection of the shift. By Chebyshev’s inequality wewill succeedwithm tries with probability 1−2−m.
We will omit this technical detail throughout this paper.)
We estimate the error between I∞ and QFD. Let hd,n = (1/n)∑ni=1 Kγ((t (i); 0), ·). Then e(QFD;
Hγ) = ‖h∞ − hd,n‖Hγ , while ‖I∞ − Id‖ = ‖h∞ − hd‖Hγ , and ‖Id − QFD‖ = ‖hd − hd,n‖Hγ . Since
h∞ − hd,n = h∞ − hd + hd − hd,n, and h∞ − hd is orthogonal to hd − hd,n, it follows that[
e(QFD;Hγ)
]2 = ‖I∞ −QFD‖2 = ‖I∞ − Id‖2 + ‖Id −QFD‖2.
F.Y. Kuo et al. / Journal of Complexity 26 (2010) 422–454 429
To estimate the first term, we use the representers of I∞ and Id to obtain
‖I∞ − Id‖2 = ‖h∞ − hd‖2Hγ = ‖h∞‖2Hγ − 2 〈h∞, hd〉Hγ + ‖hd‖2Hγ = ‖h∞‖2Hγ − ‖hd‖2Hγ
=
∞∏
j=1
(
1+ γj
3
)
−
d∏
j=1
(
1+ γj
3
)
=
d∏
j=1
(
1+ γj
3
)( ∞∏
j=d+1
(
1+ γj
3
)
− 1
)
.
For x ≥ 0, we have ln(1+ x) ≤ x and ex − 1 ≤ x(1+ 12xex). This leads to
∞∏
j=d+1
(
1+ γj
3
)
− 1 = exp
( ∞∑
j=d+1
ln
(
1+ γj
3
))
− 1 ≤ exp
(
1
3
∞∑
j=d+1
γj
)
− 1
≤ 1
3
( ∞∑
j=d+1
γj
)[
1+ 1
6
( ∞∑
j=d+1
γj
)
exp
(
1
3
∞∑
j=d+1
γj
)]
.
Hence the worst case error ofQFD satisfies[
e(QFD;Hγ)
]2 ≤ Bγ,d
3
∞∑
j=d+1
γj + Cλ,γ,d
(n− 1)1/λ ,
where
Bγ,d :=
d∏
j=1
(
1+ γj
3
) [
1+ 1
6
( ∞∑
j=d+1
γj
)
exp
(
1
3
∞∑
j=d+1
γj
)]
= (1+ o(1))
d∏
j=1
(
1+ γj
3
)
.
To guarantee that the error is at most ε, we choose d and n in such a way that the first term in the
upper bound is at most (1− t) ε2 and the second term is at most t ε2 for some t ∈ (0, 1). The choice
of t will depend on the weights γj and the cost function $.
Let tailγ(d) be the tail and decayγ be the decay of the weights γ defined as
tailγ(d) :=
∞∑
j=d+1
γj and decayγ := sup
{
p ≥ 0 : lim
j→∞ γj j
p = 0}.
Clearly, decayγ ≥ 1 due to (5), and
∑∞
j=1 γ
λ
j <∞ forλ > 1/decayγ . Moreover, tailγ is non-increasing
and limd→∞ tailγ(d) = 0. We now define tail−1γ (z) for z > 0 by
tail−1γ (z) := min{d ∈ N : tailγ(d) ≤ z}. (8)
For t ∈ (0, 1), we choose d = d(ε) as
d(ε) = min
{
k ∈ N : tailγ(k) ≤ 3(1− t) ε
2
Bγ,k
}
. (9)
Such d(ε) exists since tailγ(d) goes to zero and Bγ,d goes to Bγ as d tends to infinity, with
Bγ :=
∞∏
j=1
(
1+ γj
3
)
. (10)
Thus
d(ε) = tail−1γ
(
3(1− t) ε2
Bγ
(1+ o(1))
)
as ε→ 0. (11)
We choose λ such that
λ ∈
(
max
(
1
2
,
1
decayγ
)
, 1
]
if decayγ > 1 and λ = 1 if decayγ = 1. (12)
430 F.Y. Kuo et al. / Journal of Complexity 26 (2010) 422–454
Then Cλ,γ,d is uniformly bounded in d, i.e.,
Cλ,γ,d ≤ Cλ,γ :=
∞∏
j=1
[
1+ γ λj
(
1
3λ
+ 2 ζ (2λ)
(2pi2)λ
)]1/λ
<∞. (13)
Finally we choose
n = n(ε) = nextprime
(
1+
(
Cλ,γ
t ε2
)λ)
≤ 4+ 2
(
Cλ,γ
t ε2
)λ
= 2
(
Cλ,γ
t
)λ
ε−2λ (1+ o(1)) as ε→ 0. (14)
Here, nextprime(x) is the smallest prime n ≥ x. It is known that for any x > 1 there is a prime number
between dxe and 2dxe, so that dxe ≤ nextprime(x) ≤ 2dxe.
We summarize the above analysis in the following theorem.
Theorem 1. Let ε ∈ (0, 1), t ∈ (0, 1), and let λ satisfy (12). The FD algorithm QFD given by (6), with d
and n given by (9) and (14), and with the sample points t (i) being randomly shifted rank-1 lattice points
with the generating vector obtained from the CBC algorithm, has error at most ε and cost bounded by
cost(QFD) ≤ nextprime
(
1+
(
Cλ,γ
t ε2
)λ)
· $
(
tail−1γ
(
3(1− t) ε2
Bγ
(1+ o(1))
))
as ε→ 0,
where Cλ,γ , tail−1γ , and Bγ are given by (13), (8) and (10), respectively.
Note that we have omitted the combinatorial cost of the summation of function values, which is
of order n, as well as the cost for the CBC construction of n points with d variables, which is of order
n ln(n) d, see [20].
We illustrate the theorem for three families of weights and two cost functions. The computational
details needed in these examples are given in the Appendix.
Example 1. Let
γj = j−1 [ln(j+ 1)]−α for α > 1.
Then decayγ = 1 and therefore λ = 1. We now have
tail−1γ (z) = exp
([(α − 1)z]−1/(α−1) (1+ o(1))) as z → 0. (15)
First, let $(k) = [max(1, k)]s with s ≥ 0. For s = 0, we choose t = (1− ε)2 and obtain
comp(ε;Hγ) ≤ cost(QFD) ≤ 2 C1,γ ε−2(1+ o(1)) as ε→ 0.
Hence the integration problemI∞ is polynomially tractablewith the tractability exponent p∗ ∈ [1, 2].
For s > 0, we choose t = ε2 and obtain for ε→ 0 that
comp(ε;Hγ) ≤ cost(QFD) ≤ exp
(
s
(
Bγ/[3(α − 1)]
)1/(α−1)
ε−2/(α−1) (1+ o(1))
)
. (16)
Hence the integration problem I∞ is weakly tractable if 2/(α − 1) < 1, i.e., if α > 3. For α ∈ (1, 3]
we cannot claim anything about tractability of I∞. We shall see later through the analysis of lower
bounds that the problem is indeed intractable for α ∈ (1, 3].
Now let $(k) = r k with r > 1. We take t = ε2 and obtain for ε→ 0 that
comp(ε;Hγ) ≤ cost(QFD) ≤ exp
(
exp
((
Bγ/[3(α − 1)]
)1/(α−1)
ε−2/(α−1)(1+ o(1))
))
.
Observe that the upper bound on the complexity is now the doubly exponential function, and we
cannot claim anything about tractability of I∞. As we shall see later, the integration problem I∞ is
indeed intractable for α ∈ (1, 3]. It is never polynomially tractable, and it is an open problem if it is
weakly tractable for α > 3.
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Example 2. Let
γj = j−β for β > 1.
Then decayγ = β and λ ∈ (max(1/2, 1/β), 1]. We now have
tail−1γ (z) = [(β − 1)z]−1/(β−1) (1+ o(1)) as z → 0. (17)
First let $(k) = [max(1, k)]s with s ≥ 0. We take, say, t = 1/2 and obtain
comp(ε;Hγ) ≤ cost(QFD) = O
(
ε−2λ−2s/(β−1)
)
.
Hence the integration I∞ is polynomially tractable with the tractability exponent
p∗ ∈
[
1,max
(
1,
2
β
)
+ 2s
β − 1
]
, (18)
since we can take λ arbitrarily close to max(1/2, 1/β). Hence, for s = 0 and β ≥ 2, we obtain the
minimal tractability exponent p∗ = 1. Also for s > 0 and large β , the tractability exponent p∗ is close
to 1. On the other hand, for fixed β the upper bound on the tractability exponent goes to infinity with
s. We shall study in the next section an algorithm that avoids this bad property.
Next consider $(k) = r k with r > 1. We take t = ε2 and obtain for ε→ 0 that
comp(ε;Hγ) ≤ cost(QFD) ≤ exp
(
ln(r)
(
Bγ/[3(β − 1)]
)1/(β−1)
ε−2/(β−1)(1+ o(1))
)
.
Hence the integration problem I∞ is weakly tractable if β > 3. As we shall see later, with another
algorithm we obtain even polynomial tractability for all β > 1.
Example 3. Let
γj = qj for q ∈ (0, 1).
Then decayγ = ∞ and λ ∈ (1/2, 1]. We now have
tail−1γ (z) =
⌈
ln(1/[(1− q)z])
ln(1/q)
− 1
⌉
. (19)
For $(k) = [max(1, k)]s with s ≥ 0, we take t = 1/2 and obtain
comp(ε;Hγ) ≤ cost(QFD) = O
(
ε−2λ [ln(1/ε)]s
)
.
Hence, the integration problem I∞ is polynomially tractable with the minimal tractability exponent
p∗ = 1. Note that the parameter s of the cost function affects now only the power of ln(1/ε).
For $(k) = r k with r > 1, we take again t = 1/2 and obtain
comp(ε;Hγ) ≤ cost(QFD) = O
(
ε−2λ−2 ln(r)/ ln(1/q)
)
.
Hence the integration problem I∞ is polynomially tractable with the tractability exponent
p∗ ∈
[
1, 1+ 2 ln(r)
ln(1/q)
]
.
Hence, for large r or for q close to 1, the upper bound on p∗ is large, and goes to infinity as r goes to
infinity or q goes to 1. As we shall see later, this bad property does not hold for the algorithm that
follows.
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3.2. Changing dimension algorithm
In this subsection, we propose a more general algorithm that uses function values with a varying
number of nonzero components.We shall see that thiswill sometimes yield amore efficient algorithm
than the FD algorithm studied in the previous subsection. We first note that the functions fu in the
decomposition (2) can be written explicitly as
fu(xu) =
∑
v⊆u
(−1)|u|−|v|f (xv; 0).
This formula for fu is established in Theorem 1 of [14] for the finite dimensional case, and the infinite
dimensional case follows by taking the limit as d → ∞. Since xu has only finitely many nonzero
components, the last formula allows us to evaluate fu(xu) by computing at most 2|u| function values
f (xv; 0)with the cost at most∑|u|`=0 ( |u|` ) · $(`).
For finite subsets u ⊂ N and f ∈ Hγ , let
Iu(f ) =
∫
[0,1]|u|
fu(xu) dxu and Qnu,u(f ) =
1
nu
nu∑
i=1
fu(t (i)u ).
Formally we set Qnu,u ≡ 0 if nu = 0. Observe that Iu(f ) = Iu(fu) and Qnu,u(f ) = Qnu,u(fu). We consider
the changing dimension algorithm, for short the CD algorithm,
QCD(f ) :=
∑
u:|u|<∞
Qnu,u(fu) =
∑
u:nu>0
1
nu
nu∑
i=1
fu(t (i)u ), (20)
with finitely many nonzero values of nu that will be specified later.
Since Iu(fu) = 〈fu, hu〉Hγ with hu = γu
∏
j∈u(xj − x2j /2), and Qnu,u(fu) =
〈
fu, hu,nu
〉
Hγ
with
hu,nu = (γu/nu)
∑nu
i=1 Ku(t (i)u , ·), the orthogonality of hu − hu,nu for different u yields[
e(QCD;Hγ)
]2 = ‖I∞ −QCD‖2 = ∑
u:|u|<∞
‖hu − hu,nu‖2Hγ =
∑
u:|u|<∞
‖Iu − Qnu,u‖2. (21)
We choose nu such that the error ofQCD is at most ε. For nu = 0, Qnu,u ≡ 0 and
‖Iu − Qnu,u‖2 = ‖Iu‖2 = γu 3−|u|. (22)
For nu > 0, we use the CBC algorithm to obtain the generating vector for randomly shifted lattice
points t (i)u . For prime nu it can be derived from the results in [4,12] that for all λ ∈ (1/2, 1]we have
‖Iu − Qnu,u‖2 ≤
γu C
|u|
λ
(nu − 1)1/λ with Cλ =
(
1
3λ
+ 2 ζ (2λ)
(2pi2)λ
)1/λ
. (23)
Using 1/(n− 1) ≤ 3/(n+ 1) for n ≥ 2, we now overestimate both (22) and (23) by
‖Iu − Qnu,u‖2 ≤
γu 31/λ C
|u|
λ
(nu + 1)1/λ for all λ ∈ (1/2, 1].
Since the last estimate holds for all u, we have
‖I∞ −QCD‖2 ≤
∑
u:|u|<∞
γu 31/λ C
|u|
λ
(nu + 1)1/λ for all λ ∈ (1/2, 1].
We choose the parameters nu assuming that decayγ > 1, that is, we now assume that γj = o(j−p)
for all p ∈ (1, decayγ). This implies that
∑∞
j=1 γ
1−a
j <∞ for all positive a forwhich 1−a > 1/decayγ ,
i.e., for a ∈ (0, 1− 1/decayγ). Then
Γ1−a :=
∑
u:|u|<∞
γ 1−au =
∞∏
j=1
(1+ γ 1−aj ) <∞ for any a ∈ (0, 1− 1/decayγ). (24)
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For such a, we rewrite the last error bound as
‖I∞ −QCD‖2 ≤
∑
u:|u|<∞
γ 1−au
γ au 3
1/λ C |u|λ
(nu + 1)1/λ for all λ ∈ (1/2, 1].
We define nu = nu(ε) as 0 or the smallest prime number such that γ au 31/λ C |u|λ /(nu+1)1/λ ≤ ε2/Γ1−a.
That is,
nu(ε) :=
{
0 if γ au 3
1/λ C |u|λ ≤ ε2/Γ1−a,
nextprime
⌊
γ aλu 3 C
|u|λ
λ ε
−2λ Γ λ1−a
⌋
otherwise.
(25)
This implies that
‖I∞ −QCD‖2 ≤ ε
2
Γ1−a
Γ1−a = ε2,
so that the worst case error ofQCD is indeed at most ε.
Next we discuss the cost ofQCD. We can assume that the weights are ordered,
γ1 ≥ γ2 ≥ · · · ≥ γj ≥ · · · ≥ 0.
Then γu ≤ ∏|u|j=1 γj for all u, and each γu goes to zero super-exponentially as |u| goes to infinity. With
the presence of γu in nu, for fixed λ ∈ (1/2, 1] there is a guaranteed decay of nu as |u| gets larger, since
γ aλu eventually overcomes the exponential factor C
|u|λ
λ . This ensures that there are only finitely many
nonzero values of nu. More precisely, the decay of weights yields
nu(ε) = 0 for all |u| ≥ L,
where
L = L(ε) := min
{
` ∈ N : 31/λ C`λ
∏`
j=1
γ aj ≤ ε2/Γ1−a
}
. (26)
The cost ofQCD is given by
cost(QCD) =
∑
u:|u|<∞
nu(ε) · [the cost for computing fu] ≤
∑
u:|u|<∞
nu(ε)
|u|∑
`=0
( |u|
`
)
$(`).
Since $ is non-decreasing, we have
cost(QCD) ≤
∑
u:|u|<∞
nu(ε) 2|u| $(|u|) =
L∑
`=0
2` $(`)
∑
u:|u|=`
nu(ε).
We now use (25) with the estimate nextprime(k) ≤ 2k for k ∈ N, and obtain
cost(QCD) ≤ 6Γ λ1−a ε−2λ
L∑
`=0
2` $(`) C`λλ
∑
u:|u|=`,nu(ε)6=0
γ aλu .
Moreover, we have∑
u:|u|=`,nu(ε)>0
γ aλu =
∑
u:|u|=`,
γ au 31/λ C
|u|
λ
>ε2/Γ1−a
γ aλu ≤ M`
∏`
j=1
γ aλj ,
where
M` = M`(ε) :=
∣∣{u : |u| = ` and γ au 31/λ C`λ > ε2/Γ1−a}∣∣ . (27)
We summarize the analysis of the algorithmQCD in the following theorem.
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Theorem 2. Let ε ∈ (0, 1), decayγ > 1, a ∈ (0, 1 − 1/decayγ), and λ ∈ (1/2, 1]. Then the CD
algorithmQCD given by (20), with nu given by (25), and with the sample points t (i)u being randomly shifted
rank-1 lattice points with the generating vector obtained from the CBC algorithm, has error at most ε and
cost bounded by
cost(QCD) ≤ 6Γ λ1−a ε−2λ
L∑
`=0
2` C`λλ M` $(`)
∏`
j=1
γ aλj ,
where Γ1−a, Cλ, L, and M` are given by (24), (23), (26) and (27), respectively.
We now illustrate the theorem with the same weights and cost functions as before. Again, the
computational details are given in the Appendix.
Example 1 (Continued). For the weights γj = j−1 [ln(j+ 1)]−α with α > 1, we have decayγ = 1, and
Theorem 2 is not applicable. In this case we have only the FD algorithm.
Example 2 (Continued). For the weights γj = j−β with β > 1, we have decayγ = β and we can use
Theorem 2. Furthermore, for a ∈ (0, 1− 1/β)we have
Γ1−a =
∞∏
j=1
(
1+ γ 1−aj
) ≤ exp( ∞∑
j=1
γ 1−aj
)
= exp (ζ (β(1− a))) .
For any z > 1 we can estimateM` by
M` ≤ 1
`!
(
ζ (z) C z/(βa)λ
)` (
31/λ Γ1−a
)z/(βa)[ζ (z)]−1 ε−2z/(βa).
Using this in the upper bound of Theorem 2, we obtain
cost(QCD) ≤ 6Γ λ1−a
(
31/λ Γ1−a
)z/(βa)[ζ (z)]−1 ε−2λ−2z/(βa)
× exp
(
βaλ
(
2 ζ (z) C z/(βa)+λλ
)1/(βaλ)) L∑
`=0
$(`)
`! .
For the cost function $(`) = [max(1, `)]s with s ≥ 0 or $(`) = r` with r > 1, we have
L∑
`=0
$(`)
`! ≤
{
er if $(`) = r`,
[max(1, s)]s e+ emax(3,s) if $(`) = [max(1, `)]s.
For both cost functions we thus obtain
comp(ε;Hγ) ≤ cost(QCD) = O
(
ε−2λ−2z/(βa)
)
,
where λ ∈ (1/2, 1], z > 1 and a ∈ (0, 1 − 1/β), and the factor in the O notation is independent of
ε−1 but depends on all of λ, z and a, and tends to infinity as one of the parameters tends to its limiting
value. Hence I∞ is polynomially tractable with the tractability exponent
p∗ ∈
[
1, 1+ 2
β − 1
]
. (28)
Let us compare the FD and CD algorithms. For $(k) = [max(1, k)]s, both algorithms yield
polynomial tractability of the integration problem I∞. However, they provide different bounds on
the tractability exponent. The upper bound on the exponent is smaller for the FD algorithm if β ≥ 2
and s < 1, whereas the upper bound is smaller for the CD algorithm for s ≥ 1. For $(k) = rk, the
FD algorithm yields only weak tractability of I∞ if β > 3, whereas the CD algorithm always yields
polynomial tractability of I∞.
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Example 3 (Continued). For weights γj = qj with q ∈ (0, 1), we have decayγ = ∞ and
Γ1−a =
∞∏
j=1
(
1+ γ 1−aj
) ≤ exp (1/(1− q1−a)) .
We can now estimateM` by
M` ≤ 1
`!
1
`!
[
1
a ln(1/q)
ln
(
31/λ C`λ Γ1−a ε
−2)]` .
Substituting this into the upper bound of Theorem 2, we obtain
cost(QCD) ≤ 6Γ λ1−a ε−2λ
L∑
`=0
1
`!
1
`!
[
2 [$(`)]1/`qaλ(`+1)/2 Cλλ
a ln(1/q)
ln
(
31/λ C`λ Γ1−a ε
−2)]` ,
with
L = L(ε) = 2√
a ln(1/q)
√
ln(1/ε) (1+ o(1)) as ε→ 0.
For $(`) = [max(1, `)]s or $(`) = r`, we get
comp(ε;Hγ) ≤ cost(QCD) = O
(
ε−2λ−c η ec
′η√ln(1/ε)
)
,
with positive numbers c and c ′ dependent only on a and q. This holds for any η > 0 and λ ∈ (1/2, 1],
with the implied constant in the big O bound tending to infinity if η goes to zero or λ goes to 1/2.
Hence I∞ is polynomially tractable with the minimal tractability exponent p∗ = 1.
Let us compare the FD and CD algorithms. For the first cost function, $(k) = [max(1, k)]s, they both
yield polynomial tractability with the minimal exponent, and there is not much difference between
them in this case. However, for the second cost function, $(k) = rk, the FD algorithmyields polynomial
tractability with the exponent at most 1 + 2 ln(r)/ ln(1/q) which is larger than 1, whereas the CD
algorithm still yields the minimal tractability exponent. So, the cost of CD algorithm is smaller than
the cost of FD algorithm by a factor of ε−2 ln(r)/ ln(1/q).
3.3. Lower bounds
In the previous subsections, we presented upper bounds on the complexity obtained by the fixed
and changing dimension algorithms. We now obtain lower bounds on the complexity and compare
how much they differ from the upper bounds obtained before.
For a positive integer N , let
eγ(N) := inf
{
e(Q;Hγ) : Qis of the form (3) with cost (Q) ≤ N
}
denote the minimal worst case error in the class of algorithms whose cost is at most N . We now find
lower bounds on eγ(N) and on comp(ε;Hγ).
Theorem 3. Let {γj}∞j=1 be ordered product weights satisfying (5). For a given cost function $, define
G(N) := sup
{ m∑
j=1
`j : for integers m and `j such that
m∑
j=1
$(`j) ≤ N
}
.
Then
eγ(N) ≥
(
1
3
∞∑
j=G(N)+1
γj
)1/2
and comp(ε;Hγ) ≥ G−1
(
tail−1γ (3 ε
2)
)
,
where tail−1γ is defined by (8), and G−1(z) := min{N ≥ 1 : G(N) ≥ z}.
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Proof. Take an arbitrary algorithm Q whose cost is at most N . We may assume that Q is linear and
has the form (3), which we may rewrite in the form
Q(f ) =
∑
u∈UQ
nu∑
i=1
au,i f (x(i)u ; 0) with cost(Q) =
∑
u∈UQ
nu $(|u|) ≤ N,
where UQ = {u : |u| < ∞ and nu > 0}. Let JQ := ⋃u∈UQ u denote the set of indices for which
function values of the corresponding variables are used by the algorithm Q. Since
∑
u∈UQ $(|u|) ≤∑
u∈UQ nu $(|u|) ≤ N , it follows from the definition of G(N) that
|JQ| ≤
∑
u∈UQ
|u| ≤ G(N).
If G(N) = ∞ or if G(N) <∞ and γG(n)+1 = 0 then the estimate on eγ(N) is trivial. Assume thus that
G(N) <∞ and γG(N)+1 > 0.
Then γj > 0 for all j ∈ [1,G(N)+ 1]. Since JQ has at most G(N) indices, there exists at least one index
j 6∈ JQ for which γj > 0. We now define a function f ∗ by
f ∗(x) := c
∑
j6∈JQ
γj
(
xj − 12x
2
j
)
with c :=
(∑
j6∈JQ
1
3
γj
)−1/2
.
Clearly, c > 0, f ∗ ∈ Hγ and ‖f ∗‖Hγ = 1. Note that f ∗ is a linear combination of univariate functions
whose variables xj are not used by the algorithm Q. Therefore f ∗(x(i)u , 0) = 0 for all u ∈ UQ , and
Q(f ∗) = 0. We have
e(Q;Hγ) ≥ |I∞(f ∗)−Q(f ∗)| = c
∑
j6∈JQ
1
3
γj =
(∑
j6∈JQ
1
3
γj
)1/2
.
Since |JQ| ≤ G(N) and the weights γj are ordered, we have∑j∈JQ γj ≤∑G(N)j=1 γj and
e(Q;Hγ) ≥
(
1
3
∑
j=G(N)+1
γj
)1/2
.
Since this estimate holds for all linear algorithms Q with cost at most N , then it also holds for eγ(N),
as claimed.
The last step is easy. If eγ(N) ≤ ε then tailγ(G(N)) = ∑∞j=G(N)+1 γj ≤ 3 ε2. Hence G(N) ≥
tail−1γ (3 ε2) and N ≥ G−1(tail−1γ (3 ε2)). This means that comp(ε;Hγ) is at least G−1(tail−1γ (3ε2)),
completing the proof. 
We now specify the lower bound on the complexity by continuing the three examples, again with
details provided in the Appendix.
Example 1 (Continued). Consider γj = j−1 [ln(j+ 1)]−α with α > 1.
For $(k) = [max(1, k)]s, we have
G−1(z) = zmin(1,s)(1+ o(1)) as z →∞. (29)
Substituting (29) and (15) into Theorem 3 yields for ε→ 0 that
comp(ε;Hγ) ≥ exp
(
min(1, s) [3(α − 1)]−1/(α−1) ε−2/(α−1)(1+ o(1))). (30)
Note that this bound is trivial for s = 0. Let us now compare this lower bound with the cost of the FD
algorithm for s > 0. The cost of the FD algorithm (16) has the same form as the lower bound in (30),
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but with min(1, s) replaced by s B1/(α−1)γ . For arbitrary s, the FD algorithm has cost such that
1
max(1, s) B1/(α−1)γ
≤ lim sup
ε→0
ln(comp(ε;Hγ))
ln(cost(QFD))
≤ 1.
This shows that the integration problem I∞ is intractable for α ∈ (1, 3], is weakly tractable for α > 3,
and is never polynomially tractable.
Now consider $(k) = rk with r > 1. We have
G−1(z) = (rµr /µr) z (1+ o(1)) as N →∞, (31)
where µr = d1/(r − 1)e. Substituting (31) and (15) into Theorem 3 yields
comp(ε;Hγ) ≥ exp
([3(α − 1)]−1/(α−1) ε−2/(α−1)(1+ o(1))) as ε→ 0.
Hence, for α ∈ (1, 3] we have 2/(α − 1) ≥ 1 and the integration problem I∞ is intractable. For
α > 3, the lower bound on the complexitymeans that the integration problem I∞ is not polynomially
tractable but it may be weakly tractable. Since the FD algorithm does not supply a weakly tractable
bound in this case, we do not know whether I∞ is indeed weakly tractable.
Example 2 (Continued). Let γj = j−β with β > 1.
For $(k) = [max(1, k)]s with s ≥ 0, Theorem 3, (17) and (29) yield
comp(ε;Hγ) ≥ [3(β − 1)]−min(1,s)/(β−1) ε−2min(1,s)/(β−1) (1+ o(1)) as ε→ 0.
Again, this lower bound is trivial for s = 0. Comparing this lower bound with the upper bounds
provided by the FD and CD algorithms, see (18) and (28), we conclude that the integration problem
I∞ is polynomially tractable with the tractability exponent
p∗ ∈
[
max
(
1,
2 min(1, s)
β − 1
)
,min
(
max
(
1,
2
β
)
+ 2s
β − 1︸ ︷︷ ︸
FD
, 1+ 2
β − 1︸ ︷︷ ︸
CD
)]
.
In particular, for s ∈ [0, 1] and β ≥ 2 we have max(1, 2s/(β − 1)) ≤ p∗ ≤ 1+ 2s/(β − 1), with the
upper bound provided by the FD algorithm. For s ≥ 1 and β > 1, we have max(1, 2/(β − 1)) ≤ p∗ ≤
1+ 2/(β − 1), with the upper bound provided by the CD algorithm.
For $(k) = rk, Theorem 3, (17) and (31) yield
comp(ε;Hγ) ≥ (rµr /µr) [3(β − 1)]−1/(β−1) ε−2/(β−1) (1+ o(1)) as ε→ 0.
This corresponds to the previous cost function with s ≥ 1. Comparing this lower bound with the
upper bound provided by the CD algorithm, see (28), we conclude that the integration problem I∞ is
polynomially tractable with the tractability exponent
p∗ ∈
[
max
(
1,
2
β − 1
)
, 1+ 2
β − 1
]
.
Example 3 (Continued). Let γj = qj with q ∈ (0, 1). Theorem 3 yields that for both cost functions
the complexity is bounded from below by at best a power of ln(1/ε). This is a weak bound since we
already know that the complexity is lower bounded by ε−1. However, it does not really matter since
we know that for both cost functions the CD algorithm yields polynomial tractability of I∞ with the
minimal tractability exponent 1.
For the benefit of the reader, we briefly summarize the tractability results obtained in this section
for product weights and cost functions studied in the three examples.
Theorem 4. Consider the integration problem I∞ defined over the reproducing kernel Hilbert spaceHγ
for product weights {γj}∞j=1 satisfying (5).
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• Consider the cost function $(k) = [max(1, k)]s with s ≥ 0.
– Let s = 0 and γj = j−1[ln(j + 1)]−α with α > 1. Then I∞ is polynomially tractable with the
tractability exponent p∗ ∈ [1, 2]. The upper bound on p∗ can be achieved by the FD algorithm.
– Let s > 0 and γj = j−1[ln(j+ 1)]−α with α > 1. Then
∗ I∞ is intractable iff α ∈ (1, 3],
∗ I∞ is weakly tractable iff α > 3,
∗ I∞ is not polynomially tractable.
– Let γj = j−β with β > 1. Then I∞ is polynomially tractable with the tractability exponent
p∗ ∈
[
max
(
1,
2 min(1, s)
β − 1
)
,min
(
max
(
1,
2
β
)
+ 2s
β − 1︸ ︷︷ ︸
FD
, 1+ 2
β − 1︸ ︷︷ ︸
CD
)]
.
The upper bounds can be achieved by the FD algorithm for s ∈ [0, 1] and β ≥ 2, and by the CD
algorithm for s ≥ 1 and β > 1.
– Let γj = qjwith q ∈ (0, 1). ThenI∞ is polynomially tractablewith theminimal tractability exponent
p∗ = 1. This can be achieved by the CD algorithm.
• Consider the cost function $(k) = rk with r > 1.
– Let γj = j−1[ln(j+ 1)]−α with α > 1. Then
∗ I∞ is intractable for α ∈ (1, 3],
∗ I∞ is not polynomially tractable.
It is open if I∞ is weakly tractable for α > 3.
– Let γj = j−β with β > 1. Then I∞ is polynomially tractable with the tractability exponent
p∗ ∈
[
max
(
1,
2
β − 1
)
, 1+ 2
β − 1
]
.
The upper bound can be achieved by the CD algorithm.
– Let γj = qjwith q ∈ (0, 1). ThenI∞ is polynomially tractablewith theminimal tractability exponent
p∗ = 1. This can be achieved by the CD algorithm.
4. Finite-order weights
In the previous sectionwe studied productweights. Here, we consider finite-order weights of order
ω, with ω ≥ 1, which are defined by
γu = 0 for all |u| > ω.
Finite-order weights were defined in [5] for spaces of functions with finitely many variables, and they
proved to be very useful for obtaining tractability ofmany linear and nonlinearmultivariate problems.
Note that in our case there may be infinitely many positive weights γu even if ω = 1.
Since we have a countable number of positive weights γu and since their sum converges, we can
arrange them in non-decreasing order. Let {γuj}∞j=1 = {γu}u:|u|<∞ be such that γuj ≥ γuj+1 for all j.
Clearly such an ordering might not be unique; we may arbitrarily assign an ordering when there is a
tie. To omit the trivial case, we assume that at least one γu is nonzero for |u| > 0.
Similarly to the productweights case, let tailγ,fo and decayγ,fo be the tail and the decay of the finite-
order weights, i.e.,
tailγ,fo(d) :=
∞∑
j=d+1
γuj and decayγ,fo := sup
{
p ≥ 0 : lim
j→∞ γuj j
p = 0
}
. (32)
Since
∑∞
j=1 γuj =
∑
u:|u|<∞ γu <∞, we have decayγ,fo ≥ 1 and limd→∞ tailγ,fo(d) = 0.
We shall see that the cost function $ does not play a major role in the upper bounds of complexity.
The reason is simple: for finite-order weights we never use function values withmore thanω nonzero
components. On the other hand, the cost function $ does play a role in our lower bounds.Wewill prove
that, for $(k) = Ω(ks)with s > 0, polynomial tractability holds iff decayγ,fo > 1.
Note that for the special case $(k) = 1 for all k, we can use the FD algorithm, as in (6) of Section 3.1,
with arbitrarily large d but instead of n randomly shifted lattice points t (i) with the generating vector
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obtained by the CBC algorithm we now specify them differently. Using the averaging argument for
the square of the worst case error with respect to n points t (i) uniformly distributed over [0, 1]d,
we conclude that there are n points t (i) for which the worst case error is bounded by O(n−1/2) with
the factor in the O notation independent of d. This yields polynomial tractability with the exponent
p∗ ∈ [1, 2], regardless of the decay of the finite-order weights.
Theorem 5. Consider the integration problem I∞ defined over the reproducing kernel Hilbert spaceHγ
for finite-order weights of order ω with at least one positive γu for |u| > 0.
(a) If decayγ,fo > 1 then I∞ is polynomially tractable with the tractability exponent p∗ satisfying
1 ≤ p∗ ≤ max
(
1,
2
decayγ,fo − 1
)
.
Hence we have p∗ = 1 for decayγ,fo ≥ 3.
(b) Let $(k) = Ω(ks)with s > 0. If the integration problemI∞ is polynomially tractable then decayγ,fo >
1. When this holds, then the tractability exponent p∗ satisfies
max
(
1,
2 min(1, s/ω)
decayγ,fo − 1
)
≤ p∗ ≤ max
(
1,
2
decayγ,fo − 1
)
.
Hence we have
p∗ = 2
min(3, decayγ,fo)− 1
for s ≥ ω.
(c) Let $(k) = Ω(ks) with s > 0. The integration problem I∞ is weakly tractable iff
lim
ε→0 ε · ln
(
tail−1γ,fo(ε
2)
) = 0,
with tail−1γ,fo(z) := min{d ∈ N : tailγ,fo(d) ≤ z}.
The proof will be given later in this section. Theorem 5 implies that for decayγ,fo ≥ 3 or for
$(k) = Ω(ks) with s ≥ ω we know the tractability exponent. It is open what is the exact value of
the tractability exponent if decayγ,fo ∈ (1, 3) and s ∈ [0, ω).
Example 4. We illustrate Theorem 5 for finite-order weights of order ω and with a similar form to
Examples 1 and 2. If γuj = j−β for β > 1 (c.f. Example 2), then I∞ is polynomially tractable with the
tractability exponent satisfying
1 ≤ p∗ ≤ max
(
1,
2
β − 1
)
.
On the other hand, if $(k) = Ω(ks) for s > 0 and γuj = j−1 [ln(j + 1)]−α for α > 1 (c.f. Example 1),
then I∞ is not polynomially tractable, but is weakly tractable iff α > 3.
More generally, suppose that $(k) = Ω(ks) for s > 0 and γuj = j−β [ln(j + 1)−α]. To guarantee
summability of these weights we must assume that either β > 1 or β = 1 and α > 1. Clearly,
decayγ,fo = β . Hence, I∞ is polynomially tractable iff β > 1. When β > 1 and s ≥ ω, the tractability
exponent is
p∗ = 2
min(3, β)− 1
and can be arbitrarily large if β is close to 1. For β = 1, I∞ is weakly tractable iff α > 3. Hence for
β = 1 and α ∈ (1, 3] the integration problem I∞ is intractable.
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Proof of Theorem 5. As a preliminary step, note that for finite-order weights of orderω, any function
f ∈ Hγ can be written as f =∑u:|u|≤ω fu with fu ∈ H(Ku). Corresponding to the ordering of the finite-
order weights {γuj}∞j=1, this can be expressed as
f =
∞∑
j=1
fuj with fuj ∈ H(Kuj) and |uj| ≤ ω,
where each fuj can be computed using the explicit formula
fuj(xuj) =
∑
v⊆uj
(−1)|uj|−|v|f (xv; 0).
Thus the cost of computing fuj(xuj) for |uj| ≤ ω is the cost of at most 2ω evaluations of f (xv; 0) for
v ⊆ uj, which is at most $(ω) 2ω .
Proof of (a).We propose to approximate I∞(f ) =∑∞j=1 Iuj(fuj) by the algorithm
Q(f ) =
∞∑
j=1
Qnj,uj(fuj) with Qnj,uj(fuj) =
nj∑
i=1
auj,ifuj(t
(i)
uj
) (33)
for some real numbers auj,i and points t
(i)
uj
∈ [0, 1]|uj|. Moreover, we assume that only finitely many nj
may be positive.
As we already mentioned, it is well known that the nth minimal worst case error of integration for
the space H(K) of univariate functions is of order n−1. For the m-variate case and the tensor product
space H(K{1,...,m}), with K{1,...,m}(x, y) = ∏mj=1 K(xj, yj) for all x, y ∈ [0, 1]m, it is also known that
the nth minimal error is related to the L2 discrepancy and is of order n−1(ln(n))(m−1)/2. In fact, there
are many algorithms such as low discrepancy algorithms or Smolyak’s/sparse grid algorithms whose
worst case errors are of order n−1(ln(n))c (m−1) for some positive c . By a relabeling of the variables, for
each j we may consider fuj as a function of m = |uj| variables, with m ≤ ω, and therefore conclude
that for any δ ∈ (0, 1) there exists a positive cδ independent of uj and nj such that
∣∣Iuj(fuj)− Qnj,uj(fuj)∣∣ ≤ cδ ‖fuj‖H(Kuj )(nj + 1)1−δ = cδ γ
1/2
uj
‖fuj‖Hγ
(nj + 1)1−δ .
Hence, arguing as in (21), the worst case error of the algorithmQ satisfies
[e(Q;Hγ)]2 ≤ c2δ
∞∑
j=1
γuj
(nj + 1) 2(1−δ) . (34)
We nowminimize the right-hand side of (34)with respect to the choice of nj under the assumption
that
∑∞
j=1 nj ≤ S for somepositive integer S, with nj treated initially as a real number. LetM denote the
number of active nj, i.e., the number of nj ≥ 1. Clearly,M ≤ S and for the active nj it is best to choose
those associated with the largest γuj , i.e., n1, n2, . . . , nM should be active. By direct differentiation we
see that the best choice of real nj for j = 1, 2, . . . ,M is nj = c γ 1/(3−2δ)uj −1with a normalizing number
c = (S +M)/∑M`=1 γ 1/(3−2δ)u` . Since nj must be integers, we take
nj =
(S +M)
γ 1/(3−2δ)uj
M∑`
=1
γ
1/(3−2δ)
u`
− 1,
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and as a result we now have
∑∞
j=1 nj ≤ S + M ≤ 2S. For such integers nj with the best choice of M ,
we obtain
[e(Q;Hγ)]2 ≤ c2δ minM=1,2,...,S
(
(S +M)−2(1−δ)
( M∑
j=1
γ 1/(3−2δ)uj
)3−2δ
+ tailγ,fo(M)
)
.
We now estimate the cost of the algorithm Q given by (33). Since the cost of computing fuj(t
(i)
uj
) is at
most $(ω)2ω , and
∑∞
j=1 nj ≤ 2S, we have
cost(Q) ≤
∞∑
j=1
nj $(ω) 2ω ≤ 2 S $(ω) 2ω =: N.
With eγ(N) denoting the minimal worst case error of algorithms whose costs are bounded by N as in
Section 3.3, we conclude from the analysis of the algorithmQ that
eγ(N) ≤ cδ min
M=1,2,...,S
(
(S +M)−2(1−δ)
( M∑
j=1
γ 1/(3−2δ)uj
)3−2δ
+ tailγ,fo(M)
)1/2
. (35)
Assume now that decayγ,fo > 1. If decayγ,fo ≥ 3 then
∑∞
j=1 γ 1/(3−2δ)uj <∞. We takeM = S in (35)
and obtain eγ(N) = O(S−1+δ) = O(N−1+δ). The condition eγ(N) ≤ ε then yields comp(ε;Hγ) =
O(ε−1/(1−δ)). Hence we have polynomial tractability with p∗ = 1.
For decayγ,fo ∈ (1, 3) we take a positive δ such that δ < (3 − decayγ,fo)/2. Then for any
q ∈ (1, decayγ,fo) we have
∑M
j=1 γ 1/(3−2δ)uj = O(M1−q/(3−2δ)) and tailγ,fo(M) = O(M1−q). This leads
to the minimizer M = O(S) and yields eγ(N) = O(S(1−q)/2) = O(N (1−q)/2) and comp(ε;Hγ) =
O(ε−2/(q−1)). Hence we have polynomial tractability with p∗ ≤ 2/(decayγ,fo − 1). The lower bound
p∗ ≥ 1 is already explained in Section 2.4. This completes the proof of (a).
Proof of (b). We now assume that $(k) = Ω(ks) = Ω (kmin(s,ω)) with s > 0, and turn to lower
bounds on eγ(N). Since our problem is linear, we may restrict our attention to linear algorithms. Take
an arbitrary linear algorithmQ of the form (3) (writing vi instead of ui)
Q(f ) =
n∑
i=1
aif (x(i)vi ; 0) (36)
with cost at most N , i.e.,
cost(Q) =
n∑
i=1
$(|vi|) ≤ N.
Equivalently, we may use the expression f = ∑∞j=1 fuj discussed at the beginning of the proof to
rewrite
Q(f ) =
∞∑
j=1
n∑
i=1
aifuj((x
(i)
vi
; 0)uj) =
∞∑
j=1
nj∑
`=1
ai` fuj((x
(i`)
vj,i`
; 0)uj),
where, for each j, nj is the number of sets vi in (36) which contain uj as a subset, and these nj
sets are labeled by vj,i1 , . . . , vj,inj . The functions fuj are from H(Kuj). It is known that the integration
problem over H(Kuj) is at least as hard as the univariate case. More precisely, there exist a positive
number b and functions f ∗uj ∈ H(Kuj) for which the integration error is bounded from below by
b(nj + 1)−1‖f ∗uj‖H(Kuj ) = b(nj + 1)−1γ 1/2uj ‖f ∗uj‖Hγ , and therefore
[e(Q;Hγ)]2 ≥ b2
∞∑
j=1
γuj
(nj + 1) 2 . (37)
442 F.Y. Kuo et al. / Journal of Complexity 26 (2010) 422–454
The use of different algorithmsQ results in the same lower bound with different nj. Hence, to obtain
a lower bound on eγ(N)we need to minimize the right-hand side of (37) with respect to the choice of
nj. To that end, we need to first relate the sum
∑∞
j=1 nj to N , the upper bound on the cost ofQ.
From the definition of nj it follows that
∞∑
j=1
nj =
n∑
i=1
(number of subsets of vi with cardinality ≤ ω) =
n∑
i=1
min(|vi|,ω)∑
`=0
( |vi|
`
)
.
For |vi| > ωwe have∑min(|vi|,ω)`=0 ( |vi|` ) ≤ 1+|vi|+|vi|2/2!+· · ·+|vi|ω/ω! ≤ e|vi|ω . For 1 ≤ |vi| ≤ ω
we have
∑min(|vi|,ω)
`=0
(
|vi|
`
)
= 2|vi| ≤ 2|vi|ω ≤ e|vi|ω . Thus
∞∑
j=1
nj ≤ e
n∑
i=1
|vi|ω.
Recall that cost(Q) =∑ni=1 $(|vi|) ≤ N . Since $(k) ≥ 1, we have n ≤ N . From $(k) = Ω(kmin(s,ω))we
conclude that there is a positive number c independent of N , n and the vi such that
∑n
i=1 |vi|min(s,ω) ≤
c N . Using Jensen’s inequality with λ = min(1, s/ω) ≤ 1, we obtain
n∑
i=1
|vi|ω ≤
( n∑
i=1
|vi|ω λ
)1/λ
=
( n∑
i=1
|vi|min(s,ω)
)1/min(1,s/ω)
≤ c1/min(1,s/ω) N1/min(1,s/ω).
Hence
∞∑
j=1
nj ≤ S with S := be c1/min(1,s/ω) N1/min(1,s/ω)c.
We nowminimize the right-hand side of (37) with respect to nj under the assumption that
∑∞
j=1 nj ≤
S, similarly to the way we did for (34). With the number of nonzero nj again denoted byM , this yields
eγ(N) ≥ b min
M=1,2,...,S
(
(S +M)−2
( M∑
j=1
γ 1/3uj
)3
+ tailγ,fo(M)
)1/2
. (38)
Assumenow thatI∞ is polynomially tractablewith the exponent p∗. Thenwehave comp(ε;Hγ) =
O(ε−p) and eγ(N) = O(N−1/p) with p larger than p∗ and arbitrarily close to p∗. From (38) and the
monotonicity of the γuj we conclude that
S γu2S ≤
2S∑
j=S+1
γuj ≤ tailγ,fo(S) ≤ b−2[eγ(N)]2 = O(N−2/p) = O(S−2min(1,s/ω)/p),
which yields γu2S = O(S−1−2min(1,s/ω)/p). Therefore decayγ,fo ≥ 1+2min(1, s/ω)/p∗ > 1 as claimed.
Furthermore, we have p∗ ≥ 2min(1, s/ω)/(decayγ,fo − 1). This completes the proof of (b).
Proof of (c). Assume that I∞ is weakly tractable, i.e., limε→0 ε ln(comp(ε;Hγ)) = 0. From (38) we
know that
tailγ,fo(be c1/min(1,s/ω) N1/min(1,s/ω)c) = tailγ,fo(S) ≤ b−2 [eγ(N)]2,
which yields
tail−1γ,fo(b
−2[eγ(N)]2) ≤ e c1/min(1,s/ω) N1/min(1,s/ω),
and for ε > 0
tail−1γ,fo(b
−2ε2) ≤ e c1/min(1,s/ω) [comp(ε;Hγ)]1/min(1,s/ω).
Thus we conclude that limε→0 ε ln(tail−1γ,fo(ε2)) = 0 as claimed.
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Finally assume that limε→0 ε ln(tail−1γ,fo(ε2)) = 0.Weuse the algorithmQ as in part (a), and choose
δ ∈ (0, 1/2) andM = d√S e in (35). We estimate γuj by γu1 and obtain
eγ(N) ≤ cδ
(
γu1 S
−(1−2δ)/2 + tailγ,fo(d
√
S e)
)1/2
.
Taking
S = max
(
d(2c2δ γu1)2/(1−2δ)ε−4/(1−2δ)e, [tail−1γ,fo(ε2/(2c2δ ))]2
)
,
we obtain the error at most ε with cost at most N = 2 S $(ω) 2ω . Hence,
comp(ε;Hγ) = O
(
ε−4/(1−2δ) + [tail−1γ,fo(ε2/(2c2δ ))]2
)
and
lim
ε→0 ε ln(comp(ε;Hγ)) = 2
√
2 cδ lim
ε→0
ε√
2 cδ
ln
(
tail−1γ,fo
([
ε√
2 cδ
]2))
= 0.
This means that I∞ is weakly tractable, and completes the proof. 
5. Generalization
We have so far discussed the unweighted integration problem for D∞ = [0, 1]∞ and for the space
with a very special reproducing kernel K . We now indicate how the results can be extended to the
weighted integration over possibly unbounded domains and for spaces withmore general reproducing
kernels K . Since our paper is already long, we are quite brief in this section, leaving many details to
be filled in by the reader.
5.1. Function spaces
Let D ⊆ R be a non-empty Borel measurable set and let a ∈ D. Let K be a real nonzero reproducing
kernel defined on D × D such that K(a, a) = 0, so that all functions from the reproducing kernel
Hilbert space H(K) vanish at a. We assume that H(K) is separable.
As before, we let Ku(xu, yu) = ∏j∈u K(xj, yj) for any finite u. Note that H(Ku) is a well-defined
reproducing kernel Hilbert space of functions fu : D|u| → R such that fu(xu) = 0 if at least one
component of xu is a. We extend the domain of functions from H(Ku) by fu(x) := fu(xu) for x ∈ D∞.
Then H(Ku) ∩ H(Kv) = {0} for u 6= v.
Recall that for given γ = {γu}u⊂N, we defined U = {u : |u| < ∞ and γu > 0}. We consider the
space F∞ consisting of finite linear combinations of functions from H(Ku) for u ∈ U,
F∞ := span {fu : fu ∈ H(Ku) with u ∈ U} .
It is a pre-Hilbert space when endowed with the following norm
‖f ‖F∞ :=
[ k∑
j=1
γ−1uj ‖fuj‖2H(Kuj )
]1/2
for f =
k∑
j=1
fuj with uj1 6= uj2 for j1 6= j2.
The spaceHγ is defined as the completion of the space F∞ and consists of series
f =
∑
|u|<∞
fu with ‖f ‖2Hγ = limk→∞
∑
u⊆{1,...,k}
γ−1u ‖fu‖2H(Ku) =
∑
|u|<∞
γ−1u ‖fu‖2H(Ku).
As before, fu = 0 if γu = 0. ThenHγ =⊕u∈U H(Ku)with orthogonal H(Ku).
We consider two scenarios. Assume first that∑
u∈U
γu Ku(xu, xu) <∞ for all x ∈ D∞. (39)
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ThenHγ is a reproducing kernel Hilbert space,Hγ = H(Kγ), with the reproducing kernel
Kγ(x, y) :=
∑
u∈U
γu Ku(xu, yu).
Note that in this case Lx(f ) = f (x) = ∑|u|<∞ fu(x) is a well-defined continuous linear functional for
all x ∈ D∞, and ‖Lx‖2 =∑u∈U γuKu(xu, xu).
Assume instead that (39) does not hold. Then Hγ is not a reproducing kernel Hilbert space and
f (x)may be ill-defined for x for which (39) does not hold. However, for all x = (xu; a) having finitely
many components different from a = (a, a, . . .) ∈ D∞, the value f (x) is well defined since the series
f (xu; a) =∑|v|<∞ fv(xv) =∑v⊆u fv(xv) consists of finitely many terms.
In the special case of product weights, i.e., γu =∏j∈u γj, (39) is equivalent to
∞∏
j=1
(1+ γj K(xj, xj)) <∞ for all x ∈ D∞, (40)
and when this holds then Kγ(x, y) = ∏∞j=1(1 + γj K(xj, yj)) for all x, y ∈ D∞. A necessary and
sufficient condition for (40) is that
‖K‖∞ = sup
x∈D
K(x, x) <∞ and
∞∑
j=1
γj <∞.
In particular,Hγ is not a reproducing Hilbert space when K(x, x) is unbounded on D as illustrated in
the following example.
Example 5. Let D = R with K(x, y) = min(|x − a|, |y − a|) for (x − a)(y − a) ≥ 0 and K(x, y) = 0
otherwise. This corresponds to the Sobolev space of absolutely continuous functions with f (a) = 0,
f ′ ∈ L2(R) and the norm ‖f ‖2H(K) =
∫
R[f ′(x)]2 dx < ∞. Then even for finite
∑∞
j=1 γj with positive γj,
the product
∏∞
j=1(1+ γj |xj − a|) does not exist for some x, e.g., for x = (a+ 1/γ1, a+ 1/γ2, . . .).
Example 6. An important class of reproducing kernels is given by
K(x, y) =

∫
D∩[0,min(x,y)]
[ψ(t)]−2 dt if x, y ≥ 0,∫
D∩[max(x,y),0]
[ψ(t)]−2 dt if x, y < 0,
0 otherwise,
(41)
where the functionψ is positive for almost all points inD, and (1/ψ)2 is integrable over finite intervals,
so that K is well defined. We assume that 0 ∈ D since now a = 0. The corresponding space H(K)
consists of absolutely continuous functions f with f (0) = 0 and bounded f ′ ψ in the L2 norm. The
inner product in H(K) is given by 〈f , g〉H(K) =
∫
D f
′(x) g ′(x) (ψ(x))2 dx. Clearly, for D = [0, 1] and
ψ ≡ 1, K is the same as the kernel considered in the previous sections, K(x, y) = min(x, y). For the
discussion of the role of ψ and the properties of H(K), we refer to [27] where such spaces have been
introduced. Here we only say that we can make the corresponding spaces H(K) very large or small by
an appropriate choice of ψ .
5.2. Weighted integrals
Let ρ be a probability density function on D. We assume that
A0 :=
(∫
D
∫
D
K(x, y) ρ(x) ρ(y) dx dy
)1/2
<∞. (42)
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Then
Iu(fu) :=
∫
D|u|
fu(xu) ρu(xu) dxu with ρu(xu) =
∏
j∈u
ρ(xj)
is well defined for f ∈ H(Ku). Indeed, we have
Iu(fu) = 〈fu, hu〉H(Ku)
with
hu(t) =
∫
D|u|
∏
j∈u
K(xj, tj) ρu(xu) dxu and ‖hu‖H(Ku) = A|u|0 .
One could consider different weights ρj for different j. The choice of ρj = ρ is for simplicity.
We assume that
A0,γ :=
(∑
u∈U
γu A
2|u|
0
)1/2
<∞. (43)
We are now interested in approximating
I∞(f ) :=
∑
u∈U
Iu(fu) = lim
d→∞
∑
u∈U,u⊆{1,...,d}
Iu(fu).
The weighted integration I∞ is well defined. Indeed, we have
|I∞(f )| =
∣∣∣∣∣∑
u∈U
〈fu, hu〉H(Ku)
∣∣∣∣∣
≤
∣∣∣∣∣∑
u∈U
1√
γu
‖fu‖H(Ku)
√
γu ‖hu‖H(Ku)
∣∣∣∣∣
≤
(∑
u∈U
1
γu
‖f ‖2H(Ku)
)1/2(∑
u∈U
γu‖hu‖2H(Ku)
)1/2
= ‖f ‖Hγ A0,γ <∞.
Since the last estimates are sharp, it is clear that ‖I∞‖ = A0,γ . Hence, A0,γ < ∞ is also a necessary
condition to guarantee that I∞ is a continuous linear functional.
As shown in [22], there are kernels K and weight functions ρ satisfying (43) for which the errors
of optimal algorithms converge arbitrarily slowly to zero, even if U = {{1}}. This is why we make the
stronger assumption that
A 1
2 ,γ
:= lim
d→∞
∫
Dd
( ∑
u∈U, u⊆{1,...,d}
γu Ku(xu, xu)
)1/2
ρ{1,...,d}(x) dx <∞. (44)
This assumption is sufficient to prove the existence of algorithms whose worst case error is of order
n−1/2. For the specific kernel of the form (41) and D = R, we can obtain a higher rate of convergence
using randomly shifted rank-1 lattice rules transformed from the unit cube to the full domain via the inverse
of the cumulative distribution function corresponding to the density ρ, see [13]. However, we will need
an even stronger assumption that
A1,γ :=
(∑
u∈U
γu A
2|u|
1
)1/2
<∞ with A1 :=
(∫
D
K(x, x) ρ(x) dx
)1/2
. (45)
We stress that the property (39) is completely independent of the assumption (43). Regardless of
the property (39), the integration problem I∞ is well defined as long as (43) holds.
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In the case of product weights we have
A0,γ =
∞∏
j=1
(1+ γjA20)1/2 <∞ iff
∞∑
j=1
γj <∞,
A 1
2 ,γ
=
∞∏
j=1
∫
D
√
1+ γj K(x, x) ρ(x) dx, and A1,γ =
∞∏
j=1
√
1+ γj A21.
5.3. Algorithms and tractability
Algorithm errors and tractability are defined as before. We assume that we can only compute
Lx,u(f ) := f (xu; a) for finite u with cost $(|u|). As already discussed Lx,u is well defined for finite u
independently of whether (39) holds. We have ‖Lx,u‖2 =∑v⊆u γv Kv(xv, xv) <∞.
5.4. Fixed dimension algorithms
In this subsection we propose two fixed dimension algorithms: one algorithm for a general kernel,
and the other algorithm for the specific kernel (41) where a better convergence can be obtained. For
the first algorithm we need to assume that A 1
2 ,γ
<∞. Let
Kγ,d(x, y) :=
∑
u⊆[1..d]
γu Ku(xu, yu) and A 1
2 ,γ,d
:=
∫
Dd
√
Kγ,d(x, x) ρ{1,...,d}(x) dx.
Then clearly A 1
2 ,γ,d
≤ A 1
2 ,γ
for all d. We define the first fixed dimension algorithm by
QFD1
2
(f ) :=
A 1
2 ,γ,d
n
n∑
i=1
f (t (i); a)√
Kγ,d(t (i), t (i))
(46)
for t (1), . . . , t (n) ∈ Dd. SinceQFD1
2
vanishes on any H(Kv)with v 6⊆ {1, . . . , d}, we have
‖I∞ −QFD1
2
‖2 = ‖I∞ − Id‖2 + ‖Id −QFD1
2
‖2.
The first term is the square of the truncation error, and it is
∑
u:|u|<∞,u6⊆{1,...,d} γuA
2|u|
0 . For the particular
case of ordered product weights, we have
‖I∞ − Id‖2 ≤ A20 A0,γ tailγ(d) (1+ o(1)) as d→∞,
with the tail of the weights tailγ(d) defined as in Section 3.1. The second term is the square of the
integration error for the space H(Kγ,d). From [22] we know that there are points t (1), . . . , t (n) ∈ Dd
such that ‖Id −QFD1
2
‖ ≤ A 1
2 ,γ
(d) n−1/2. This leads to the following theorem.
Theorem 6. Consider a general kernel K and suppose that (44) holds. Let ε ∈ (0, 1) and t ∈ (0, 1). There
exist sample points t (i) for which the algorithmQFD1
2
given by (46), with
d = d(ε) := min
{
d ∈ N :
∑
u:|u|<∞
u6⊆{1,...,d}
γu A
2|u|
0 ≤ (1− t) ε2
}
(47)
and n = n(ε) := dA21
2 ,γ
t−1 ε−2e, has error at most ε and cost bounded by cost(QFD1
2
) ≤ n(ε) · $(d(ε)),
where A0 and A 1
2 ,γ
are given by (42) and (44), respectively.
In particular, for ordered product weights we have
d(ε) = tail−1γ
(
(1− t) ε2
A20 A0,γ
(1+ o(1))
)
as ε→ 0,
where tail−1γ , A0, and A0,γ are given by (8), (42) and (43), respectively.
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The results of [22] used to obtain the theorem above for general kernels are non-constructive. We
now consider the FD algorithm QFD defined in (6) for the specific kernel (41) with ordered product
weights. The result will be constructive, but we need the stronger assumption (45).
It is proved in [15] that, for a prime number n, the generating vector obtained by the CBC algorithm
provides (transformed randomly shifted) lattice points t (1), . . . , t (n) ∈ Dd for which the worst case
error of the algorithm QFD satisfies ‖Id − QFD‖ ≤ A1 n−1/2. Furthermore, it is proved in [13] that a
better error estimate can be obtained if we assume that the Fourier coefficients of θ ,
θ(x) :=
∫ 0
Φ−1(x)
Φ(t)− x
ψ2(t)
dt +
∫ 0
Φ−1(1−x)
Φ(t)+ 1− x
ψ2(t)
dt withΦ(t) =
∫ t
−∞
ρ(z) dz,
converge to zero sufficiently fast, i.e.,
∃ A2 > 0 ∃ r > 12 : |θˆ (h)| ≤ A2 |h|
−2r for all |h| > 0. (48)
When this holds, we have for all λ ∈ (1/(2r), 1] that
‖Id −QFD‖2 ≤ A3,λ,γ
(n− 1)1/λ with A3,λ,γ :=
∞∏
j=1
[
1+ γ λj
(
A2λ0 + 2 r ζ (2λ) Aλ2
)]1/λ
. (49)
To ensure that A3,λ,γ <∞, we choose λ such that
λ ∈
(
max
(
1
2r
,
1
decayγ
)
, 1
]
if decayγ > 1 and λ = 1 if decayγ = 1. (50)
This yields the following extension of Theorem 1.
Theorem 7. Consider ordered product weights and kernel K of the form (41). Suppose that (45) and (48)
hold. Let ε ∈ (0, 1), t ∈ (0, 1), and let λ satisfy (50). The algorithmQFD given by (6), with d given by (47)
and n = n(ε) := nextprime(1 + (A3,λ,γ t−1ε−2)λ), and with the sample points t (i) being transformed
randomly shifted rank-1 lattice points with the generating vector obtained from the CBC algorithm, has
error at most ε and cost bounded by
cost(QFD) ≤ nextprime
(
1+
(
A3,λ,γ
t εe
)λ)
· $
(
tail−1γ
(
(1− t) ε2
A20 A0,γ
(1+ o(1))
))
as ε→ 0,
where A3,λ,γ , tail−1γ , A0, and A0,γ are given by (49), (8), (42) and (43), respectively.
5.5. Changing dimension algorithms
Throughout this subsection we consider ordered product weights. As in the previous subsection,
we first discuss general kernels K for which (44) holds.
First we consider the changing dimension algorithm
QCD1
2
(f ) :=
∑
u∈U
Qnu,u(fu), (51)
where for nu = 0 we set Qnu,u ≡ 0, and for nu > 0,
Qnu,u(fu) =
A2|u|1
2
nu
nu∑
i=1
fu(t (i)u )√
Ku(t
(i)
u , t (i)u )
with A 1
2
:=
∫
D
√
K(t, t) ρ(t) dt. (52)
It follows from [22] that for every u there are points t (1)u , . . . , t
(nu)
u for which
‖Iu − Qnu,u,1‖2 ≤
γu 2 A
2|u|
1
2
nu + 1 for all nu ≥ 0.
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Hence,we can proceed exactly as in Section 3.2 just after (23), however, nowwithλ = 1, 31/λ replaced
by 2, and Cλ replaced by A21
2
. This leads to the following theorem.
Theorem 8. Consider ordered product weights and a general kernel K , and suppose that (44) holds. Let
ε ∈ (0, 1), decayγ > 1, and a ∈ (0, 1−1/decayγ). There exist sample points t (i)u for which the algorithm
QCD1
2
given by (51), with
nu = nu(ε) :=

0 if 2 γ au A
2|u|
1
2
≤ ε2/Γ1−a,
nextprime
⌊
2 γ au A
2|u|
1
2
ε−2 Γ1−a
⌋
otherwise,
has error at most ε and cost bounded by
cost(QCD1
2
) ≤ 2Γ1−a ε−2
L∑
`=1
2` A2`1
2
M` $(`)
∏`
j=1
γ aj ,
where Γ1−a is given by (24), A 1
2
is given by (52),
L = L(ε) := min
{
` ∈ N : 2 A2`1
2
∏`
j=1
γ aj ≤ ε2/Γ1−a
}
,
and
M` = M`(ε) :=
∣∣∣{u : |u| = ` and 2 γ au A`1
2
> ε2/Γ1−a
}∣∣∣ .
It should now be clear how to get similar constructive results for the specific kernel K of the
form (41) when (45) holds. If, in addition, (48) holds, then we have an immediate extension of
Theorem 2.
Theorem 9. Consider ordered product weights and kernel K of the form (41). Suppose that (45) and (48)
hold. Let ε ∈ (0, 1), decayγ > 1, and a ∈ (0, 1− 1/decayγ). Then the CD algorithm QCD given by (20),
with
nu = nu(ε) :=
{
0 if γ au A
2/λ
0 A
|u|
3,λ,γ ≤ ε2/Γ1−a,
nextprime
⌊
γ au A
2/λ
0 A
|u|
3,λ,γ ε
−2 Γ1−a
⌋
otherwise,
and with the sample points t (i)u being transformed randomly shifted rank-1 lattice points with the
generating vector obtained from the CBC algorithm, has error at most ε and cost bounded by
cost(QCD) ≤ 6Γ λ1−a ε−2λ
L∑
`=1
2` A`λ3,λ,γ M` $(`)
∏`
j=1
γ aλj ,
where Γ1−a is given by (24), A3,λ,γ is given by (49),
L = L(ε) := min
{
` ∈ N : A2/λ0 A`3,λ,γ
∏`
j=1
γ aj ≤ ε2/Γ1−a
}
,
and
M` = M`(ε) :=
∣∣∣{u : |u| = ` and γ au A2/λ0 A`3,λ,γ > ε2/Γ1−a}∣∣∣ .
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5.6. Lower bounds and tractability
It is clear by now that we can extend Theorem 3 for this more general setting for ordered product
weights. For G(N) defined in Theorem 3, the minimal worst case error among all algorithms with cost
not exceeding N is now bounded from below by
eγ(N) ≥ A0
( ∞∑
j=G(N)+1
γj
)1/2
.
Since both the upper and lower bounds of this and the previous section differ by the multiplicative
factor A0 (A0 = 1/
√
3 in Section 3), all tractability results are easily extendable to the more general
case considered in this section at least for product weights and kernel K satisfying (41), (45) and (48).
5.7. Finite-order weights
The results on finite-order weights presented in Section 4 are also valid for more general kernels
K . We only need to assume that eγ(N) = O(N−q) for q > 0, and let q∗ be the supremum of such q.
Then Theorem 5 holds with the exponent
max
(
1
q∗
,
2 min(1, s/ω)
decayγ,fo − 1
)
≤ p∗ ≤ max
(
1
q∗
,
2
decayγ,fo − 1
)
.
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Appendix
We provide computational details of the three examples for product weights.
Example 1. Product weights γj = j−1 [ln(j+ 1)]−α for α > 1.
Obviously, decayγ = 1 and therefore the choice of λ is restricted to λ = 1. Thismeans that only the
algorithm FD is applicable in this case. It is easy to check that tailγ(d) = (α− 1)−1[ln(d+ 1)]1−α(1+
o(1)) as d→∞, which leads to
tail−1γ (z) = exp
([(α − 1)z]−1/(α−1) (1+ o(1))) as z → 0. (15)
The fact that tail−1γ (z) needs to be an integer is taken care of by the ceiling function, which is absorbed
by the o(1) term. From (11) we conclude that
d(ε) = exp ((Bγ/[3(α − 1)(1− t)])1/(α−1) ε−2/(α−1) (1+ o(1))) as ε→ 0.
First cost function. Let $(k) = [max(1, k)]s with s ≥ 0. For s = 0, we choose t = (1 − ε)2 and obtain
from (15) and Theorem 1 that
comp(ε;Hγ) ≤ cost(QFD) ≤ 2 C1,γ ε−2(1+ o(1)) as ε→ 0.
For s > 0, we choose t = ε2 and obtain for ε→ 0 that
comp(ε;Hγ) ≤ cost(QFD) ≤ exp
(
s (Bγ/[3(α − 1)])1/(α−1)ε−2/(α−1) (1+ o(1))
)
.
Note that the multiplying factor n(ε) has been absorbed into the o(1) term.
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To derive a lower bound on the complexity, we need to compute
G(N) = max{`1 + `2 + · · · + `m : m ≥ 1 and `s1 + `s2 + · · · + `sm ≤ N}.
If s ≥ 1, then∑mj=1 `j ≤ ∑mj=1 `sj ≤ N , with equality when `j = 1. Hence G(N) = N for s ≥ 1. For
s ∈ (0, 1), it follows from Jensen’s inequality that∑mj=1 `j ≤ (∑mj=1 `sj )1/s ≤ N1/s, with equality when
m = 1 and `1 = bN1/sc. Hence G(N) = bN1/sc for s ∈ (0, 1). For s = 0, we clearly have G(N) = ∞. In
all cases of s, we thus have G(N) = bN1/min(1,s)c, and
G−1(z) = zmin(1,s)(1+ o(1)) as z →∞. (29)
Using (15) and (29), Theorem 3 therefore yields for ε→ 0 that
comp(ε;Hγ) ≥ exp
(
min(1, s) [3(α − 1)]−1/(α−1) ε−2/(α−1)(1+ o(1))) .
Note that this bound is trivial for s = 0.
Second cost function. Let $(k) = r k with r > 1. We take t = ε2 and obtain from (15) and Theorem 1
that, for ε→ 0,
comp(ε;Hγ) ≤ cost(QFD) ≤ exp
(
exp
(
(Bγ/[3(α − 1)])1/(α−1)ε−2/(α−1)(1+ o(1))
))
.
Here themultiplying factor n(ε) and the factor ln(r) in the exponent have been absorbed into the o(1)
term.
To find G(N) for this cost function, note that for all `j andm ≥ 1 satisfying∑mj=1 r`j ≤ N , we have
m∑
j=1
`j =
m∑
j=1
`j
r`j
r`j ≤
(
max
`∈Z+
`
r`
) m∑
j=1
r`j = µr
rµr
N,
where µr denotes the least integer maximizer of `/r`. Thus G(N) ≤ (µr/rµr )/N . On the other hand,
takingm = bN/rµr c and `j = µr for j = 1, . . . ,m yields
m∑
j=1
r`j =
⌊
N
rµr
⌋
rµr ≤ N and
m∑
j=1
`j =
⌊
N
rµr
⌋
µr .
It follows that G(N) ≥ bN/rµr cµr ≥ (N/rµr − 1)µr . Hence G(N) = (µr/rµr )N(1+ o(1)) as N →∞,
and
G−1(z) = (rµr /µr) z(1+ o(1)) as z →∞. (31)
We now derive µr . The differentiable function gr(x) := x/rx, x ≥ 0, is easily seen to have a
maximum value of 1/(e ln(r)) at xr := 1/ ln(r), and to be increasing to the left of xr and decreasing to
the right of xr . Thus µr satisfies gr(µr − 1) < gr(µr) and gr(µr) ≥ gr(µr + 1), which in turn is easily
seen to hold if and only if
1
r − 1 ≤ µr < 1+
1
r − 1 , yielding µr =
⌈
1
r − 1
⌉
.
It then follows from (15), (31), and Theorem 3 that
comp(ε;Hγ) ≥ exp
([3(α − 1)]−1/(α−1) ε−2/(α−1)(1+ o(1))) as ε→ 0.
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Example 2. Product weights γj = j−β for β > 1.
Clearly decayγ = β , and we can use λ ∈ (max(1/2, 1/β), 1]. We now have tailγ(d) = (β −
1)−1 d1−β(1+ o(1)) as d→∞, and
tail−1γ (z) = [(β − 1)z]−1/(β−1)(1+ o(1)) as z → 0. (17)
Upper bound for the FD algorithm.We first address the FD algorithm. From (11) and (17) we have
d(ε) = (Bγ/[3(β − 1)(1− t)])1/(β−1) ε−2/(β−1) (1+ o(1)) as ε→ 0.
For $(k) = [max(1, k)]s with s ≥ 0, we take t = 1/2 and obtain from (17) and Theorem 1 that
comp(ε;Hγ) ≤ cost(QFD) = O
(
ε−2λ−2s/(β−1)
)
.
Similarly, for $(k) = r k with r > 1, we take t = ε2 and obtain for ε→ 0 that
comp(ε;Hγ) ≤ cost(QFD) ≤ exp
(
ln(r)
(
Bγ/[3(β − 1)]
)1/(β−1)
ε−2/(β−1)(1+ o(1))
)
.
Upper bound for the CD algorithm.We now turn to the CD algorithm, For a ∈ (0, 1− 1/β)we have
Γ1−a =
∞∏
j=1
(
1+ γ 1−aj
) ≤ exp( ∞∑
j=1
γ 1−aj
)
= exp (ζ (β(1− a))) .
We now estimateM` given by (27). Note that for |u| = `we have u = {u1, u2, . . . , u`} for distinct
integers ui. Each such u corresponds to `! integer vectors (uj1 , uj2 , . . . , uj`) where (j1, j2, . . . , j`) is a
permutation of (1, 2, . . . , `). Dropping the property that the integers ui are distinct we can estimate
M` by
M` ≤ 1
`!
∣∣∣∣∣
{
(u1, . . . , u`) : 31/λ C`λ
∏`
i=1
u−β ai > ε
2/Γ1−a
}∣∣∣∣∣
= 1
`!
∣∣∣∣∣
{
(u1, . . . , u`) :
∑`
i=1
ln(ui) < [1/(βa)] ln
(
31/λ C`λ Γ1−a ε
−2)}∣∣∣∣∣ .
It is proved in [7], see also [19] pages 306–308, that∣∣∣∣∣
{
(u1, . . . , u`) :
∑`
i=1
ln(ui) < x
}∣∣∣∣∣ ≤ [ζ (z)]`−1 exp(z x) for any z > 1.
Thus for any z > 1 we have
M` ≤ 1
`! [ζ (z)]
`−1 exp
([z/(βa)] ln (31/λ C`λ Γ1−a ε−2))
= 1
`!
(
ζ (z) C z/(βa)λ
)` (
31/λ Γ1−a
)z/(βa) [ζ (z)]−1ε−2z/(βa).
Using this in the upper bound of Theorem 2, we get
cost(QCD) ≤ 6Γ λ1−a
(
31/λ Γ1−a
)z/(βa) [ζ (z)]−1ε−2λ−2z/(βa)
×
L∑
`=0
$(`)
`!
(
2 ζ (z) C z/(βa)+λλ
)` ( 1
`!
)βaλ
.
Since xk/k! ≤ ex, we have
x`
(`!)βaλ =
( [x1/(βaλ)]`
`!
)βaλ
≤ exp (βaλ x1/(βaλ)) .
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Thus
cost(QCD) ≤ 6Γ λ1−a
(
31/λ Γ1−a
)z/(βa) [ζ (z)]−1ε−2λ−2z/(βa)
× exp
(
βaλ
(
2 ζ (z) C z/(βa)+λλ
)1/(βaλ)) L∑
`=0
$(`)
`! .
For the cost function $(`) = [max(1, `)]s with s ≥ 0 or $(`) = r` with r > 1, we now prove that
L∑
`=0
$(`)
`! ≤
{
er if $(`) = r`,
[max(1, s)]s e+ emax(3,s) if $(`) = [max(1, `)]s.
Indeed, the case of $(`) = r` is obvious. For the other case, for s = 0 the sum is bounded by e, while
for s > 0 we note that `s ≤ s` for ` ≥ s ≥ 3, from which it follows that
∞∑
`=0
$(`)
`! = 1+
dse−1∑
`=1
`s
`! +
∞∑
`=dse
`s
`! ≤ 1+ s
s e+
∞∑
`=dse
`max(3,s)
`!
≤ [max(1, s)]s e+
∞∑
`=dse
[max(3, s)]`
`! ≤ [max(1, s)]
s e+ emax(3,s),
as claimed. For both cost functions we thus obtain
comp(ε;Hγ) ≤ cost(QCD) = O
(
ε−2λ−2z/(βa)
)
,
where λ ∈ (1/2, 1], z > 1 and a ∈ (0, 1 − 1/β), and the factor in the O notation is independent of
ε−1 but depends on all of λ, z and a, and tends to infinity as one of the parameters tends to its limiting
value.
Lower bound. We now a lower bound on the complexity. For $(k) = [max(1, k)]s with s ≥ 0,
Theorem 3, (17) and (29) together yield
comp(ε;Hγ) ≥ [3(β − 1)]−min(1,s)/(β−1) ε−2min(1,s)/(β−1) (1+ o(1)) as ε→ 0.
This lower bound is trivial for s = 0. For $(k) = rk with r > 1, Theorem 3, (17) and (31) yield
comp(ε;Hγ) ≥ (rµr /µr) [3(β − 1)]−1/(β−1) ε−2/(β−1) (1+ o(1)) as ε→ 0.
Example 3. Product weights γj = qj for q ∈ (0, 1).
Then decayγ = ∞ and λ ∈ (1/2, 1]. We have tailγ(d) = qd+1/(1− q) and
tail−1γ (z) =
⌈
ln(1/[(1− q)z])
ln(1/q)
− 1
⌉
. (19)
Upper bound for the FD algorithm.We now address the FD algorithm. From (11) and (19) we have
d(ε) = ln
(
(Bγ/[3(1− q)(1− t)]) ε−2 (1+ o(1))
)
ln(1/q)
as ε→ 0.
For $(k) = [max(1, k)]s with s ≥ 0, we take t = 1/2 and obtain from (19) and Theorem 1 that
comp(ε;Hγ) ≤ cost(QFD) = O
(
ε−2λ [ln(1/ε)]s
)
.
For $(k) = r k with r > 1, we again take t = 1/2 and obtain
comp(ε;Hγ) ≤ cost(QFD) = O
(
ε−2λ−2 ln(r)/ ln(1/q)
)
.
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Upper bound for the CD algorithm.We turn to the CD algorithm. We now have
Γ1−a =
∞∏
j=1
(
1+ γ 1−aj
) ≤ exp (1/(1− q1−a)) .
We estimateM` given by (27). We know that
M` ≤ 1
`!
∣∣∣∣∣
{
(u1, . . . , u`) : 31/λ C`λ
∏`
i=1
qui a > ε2/Γ1−a
}∣∣∣∣∣
= 1
`!
∣∣∣∣∣
{
(u1, . . . , u`) :
∑`
i=1
ui <
ln
(
31/λ C`λ Γ1−a ε−2
)
a ln(1/q)
}∣∣∣∣∣ .
Using a proof by induction on `, it is easy to verify that for positive integers ` andm,
p(`,m) :=
∣∣∣∣∣
{
(u1, . . . , u`) : ui ≥ 1 and
∑`
i=1
ui ≤ m
}∣∣∣∣∣ ≤ m``! .
Indeed, it holds for ` = 1 since p(1,m) = m. For ` ≥ 2, assuming that the result holds for `− 1, we
have
p(`,m) =
m∑
u`=1
p(`− 1,m− u`) ≤
m∑
u`=1
(m− u`)`−1
(`− 1)! ≤
1
(`− 1)!
∫ m
0
t`−1 dt = m
`
`! ,
as needed. Thus we have
M` ≤ 1
`!
1
`!
[
ln
(
31/λ C`λ Γ1−a ε−2
)
a ln(1/q)
]`
.
Substituting this into the upper bound of Theorem 2, we get
cost(QCD) ≤ 6Γ λ1−a ε−2λ
L∑
`=0
2` $(`) C`λλ M` q
aλ`(`+1)/2
≤ 6Γ λ1−a ε−2λ
L∑
`=0
1
`!
1
`!
[
2 [$(`)]1/`qaλ(`+1)/2 Cλλ
a ln(1/q)
ln
(
31/λ C`λ Γ1−a ε
−2)]`
= 6Γ λ1−a ε−2λ
L∑
`=0
x``
[`!]2 ,
where x` is the expression in between the square brackets. The parameter L = L(ε) given by (26)
satisfies
qaL(L+1)/2 31/λ C Lλ ≤ ε2/Γ1−a,
from which it can be shown that
L = L(ε) = 2
√
ln(1/ε) (1+ o(1))√
a ln(1/q)
as ε→ 0.
We now use the following fact
x``
[`!]2 =
η−`
`!
(η x`)`
`! ≤ e
1/η eη x` for all x, η > 0.
We need to estimate eηx` . Observe that for $(`) = [max(1, `)]s or $(`) = r`, the quantity [$(`)]1/`
is uniformly bounded in `. Therefore x` = O (ln(1/ε)+ `) and eη x` ≤ ε−c ηecη` for some positive
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number c independent of ` and η. We then get
comp(ε;Hγ) ≤ cost(QCD) = O
(
ε−2λ−cη ec
′η√ln(1/ε)
)
,
with c ′ a positive number independent of η but dependent on a and q. This holds for any η > 0 and
λ ∈ (1/2, 1], with the implied constant in the big O bound tending to infinity if η goes to zero or λ
goes to 1/2.
Lower bound.We conclude with a brief comment on the lower bound. Theorem 3, (19), (29) and (31)
yield that for both cost functions the complexity is bounded from below by at best a power of ln(1/ε).
This is a weak bound since we already know that the complexity is lower bounded by ε−1.
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