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UHLENBECK COMPACTIFICATION AS A
BRIDGELAND MODULI SPACE
TUOMAS TAJAKKA
Abstract. Let (X,H) be a smooth, projective, polarized surface
over C, and let v ∈ Knum(X) be a class of positive rank. We
prove that for certain Bridgeland stability conditions σ = (A, Z)
“on the vertical wall” for v, the good moduli space Mσ(v) pa-
rameterizing S-equivalence classes of σ-semistable objects of class
v in A is projective. Moreover, we construct a bijective mor-
phism MUhl(v) → Mσ(v) from the Uhlenbeck compactification
of µ-stable vector bundles.
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1. Introduction
The aim of this paper is to prove projectivity of certain moduli spaces
of Bridgeland semistable objects on a smooth, projective surfaceX over
C, and relate these moduli spaces to the Uhlenbeck compactification
of the moduli of µ-stable vector bundles on X .
Classical background. Constructing projective moduli spaces is an
important problem in algebraic geometry. Some of the early successes
in this direction were provided by Mumford who developed the ma-
chinery of Geometric Invariant Theory (GIT) for taking projective
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quotients of varieties by group actions, and used it to construct vari-
ous moduli spaces. An important example of this method is the con-
struction of the moduli space of slope-semistable sheaves on a curve
[Mum63]. The slope of a coherent sheaf F on a smooth, projective
curve C is the rational number µ(F ) = deg(c1(F ))/ rk(F ). A lo-
cally free sheaf F is semistable if for every proper nonzero subsheaf
E ⊆ F the inequality µ(E) ≤ µ(F ) holds, stable if µ(E) < µ(F ),
and polystable if F ∼= ⊕iFi where the Fi are stable bundles of the
same slope. Every semistable sheaf F has a Jordan-Ho¨lder filtration
by stable sheaves Fi, and the polystable sheaf gr(F ) = ⊕iFi is called
the associated graded of F . Two semistable sheaves F and F ′ are S-
equivalent if gr(F ) ∼= gr(F ′), and every S-equivalence class contains a
unique polystable sheaf. The projective moduli space Mumford con-
structed parameterizes S-equivalence classes of semistable sheaves, or
equivalently isomorphism classes of polystable sheaves, and contains
the locus of stable sheaves as an open subscheme.
The notion of slope-stability has been generalized to a higher dimen-
sional smooth, projective, polarized variety (X,H) in various ways.
One successful notion is Geiseker-stability, where the slope is replaced
by the reduced Hilbert polynomial which takes into account all Chern
classes. Moduli spaces parameterizing S-equivalence classes of Gieseker-
semistable sheaves were constructed using GIT by Gieseker, Maruyama,
and Simpson. However, unlike in the case of a curve, to obtain a pro-
jective moduli space, some non-locally free coherent sheaves must be
included in the moduli problem.
A direct generalization of slope-stability to a higher dimensional X is
obtained by modifying the formula to be µ(F ) = (c1(F )·H)/ rk(F ). Al-
though Jordan-Ho¨lder filtrations exist, and µ-stability has many other
useful properties, this notion of stability does not allow for a mod-
uli space parameterizing S-equivalence classes. However, when X is
a surface, a related projective scheme parameterizing sheaves up to a
coarser equivalence relation was constructed by Li [Li93] following work
of Uhlenbeck and Donaldson in gauge theory. This so-called Uhlenbeck
compactification contains the moduli of µ-stable vector bundles as an
open subscheme. Two µ-semistable sheaves F1 and F2 are identified
in the Uhlenbeck compactification precisely when gr(F1)
∨∨ ∼= gr(F2)∨∨
and the 0-dimensional sheaves gr(F1)
∨∨/ gr(F1) and gr(F2)
∨∨/ gr(F2)
are supported at the same points of X with the same lengths.
Bridgeland stability. A more general notion of stability was intro-
duced by Bridgeland [Bri07] following the work of Douglas in string
theory. Bridgeland’s idea is to extend stability from coherent sheaves
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to objects in the derived category Db(X). A Bridgeland stability con-
dition on X is a pair σ = (A, Z) consisting of a heart of a bounded
t-structure A ⊆ Db(X) and a group homomorphism
Z : K(A)→ C
that gives rise to a slope function on A. The set of all such stability
conditions naturally forms a complex manifold endowed with interest-
ing wall-and-chamber structures. It was soon realized that Bridgeland
stability is suitable for studying the birational geometry of classical
moduli spaces. Namely, the moduli space of Bridgeland semistable ob-
jects remains constant within each open chamber, and moduli spaces
corresponding to open chambers separated by a wall are frequently
birational. A prominent example of this approach is the complete de-
scription of the minimal model program of the Hilbert scheme of points
on a surface [ABCH13].
Although constructing stability conditions on higher dimensional va-
rieties remains an important open problem, a general method for pro-
ducing stability conditions on a surface X was developed by Bridgeland
[Bri08] for K3 surfaces, and extended by Arcara and Bertram [AB13]
for all surfaces. Moreover, a moduli space Mσ(v) parameterizing S-
equivalence classes of σ-semistable objects in A of numerical class v
exists as a proper algebraic space [AHLH18, Theorem 7.25, Example
7.27] and possesses a natural nef divisor class lσ that varies with the
stability condition σ [BM14]. Despite this, projectivity of Bridgeland
moduli spaces is known only in few cases.
Statement of results. The goal of this work is to prove projectivity
of the Bridgeland moduli space when X is an arbitrary smooth, pro-
jective surface, and σ lies on the “vertical wall” bounding the chamber
corresponding to Gieseker stability. The main results are Theorem 6.9
and Theorem 7.1 and can be summarized as follows.
Theorem 1.1. Let (X,H) be a smooth, projective, polarized surface
over C, and let v ∈ Knum(X) be a numerical class of positive rank.
There exists a Bridgeland stability condition σ = (A, Z) with the fol-
lowing properties.
(a) The σ-polystable objects of class v in A are of the form
E = F ⊕
(⊕
i
O⊕nipi [−1]
)
,
where F is a µ-polystable locally free sheaf and the Opi are structure
sheaves of closed points pi ∈ X.
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(b) The good moduli space Mσ(v) parameterizing σ-polystable objects
is projective and the class lσ is ample.
(c) There is a bijective morphism MUhl(v) → Mσ(v) from the Uhlen-
beck compactification of µ-stable locally free sheaves.
Our main mathematical contribution is part (b) of the theorem. The
idea is to show that lσ is ample by directly producing sections. The
technique is a combination of Li’s construction of the Uhlenbeck com-
pactification and an argument of Seshadri to produce sections of deter-
minantal line bundles on the moduli space of slope-semistable vector
bundles on a curve [Ses93].
Part (c) of the theorem follows straightforwardly by comparing the
proof of part (b) and Li’s construction of the Uhlenbeck compactifica-
tion. To convince the reader that the bijection is plausible, consider a
µ-polystable torsion-free sheaf F on X . The sheaf F fits into a short
exact sequence
0→ F → F∨∨ → T → 0,
where F∨∨ is a µ-polystable locally free sheaf and T has 0-dimensional
support. Recall that the Uhlenbeck compactification records the in-
formation of F∨∨ together with the length lp(T ) of T at closed points
p ∈ X . On the other hand, the above exact sequence rotates to the
exact sequence
0→ T [−1]→ F → F∨∨ → 0
in the heart A ⊆ Db(X). The containment T [−1] ⊆ F is part of the
Jordan-Ho¨lder filtration with respect to σ, and in fact F is S-equivalent
to the σ-polystable object
F∨∨ ⊕
(⊕
p∈X
O⊕lp(T )p [−1]
)
.
Part (a) of the theorem is known to experts in general and worked
out by Lo and Qin in [LQ14] in the case when rk(v) and H · c1(v) are
coprime, where the authors also observe the set theoretic bijection with
the Uhlenbeck compactification. Although we include a proof in the
general case, we claim no originality.
Relation to previous work. Bridgeland moduli spaces on surfaces
are known to be projective in only some cases:
• When X is either P2 [ABCH13] or P1 × P1 or the blow-up of
P2 at a point [AM17], all Bridgeland moduli spaces can be re-
lated to moduli of quiver representations. Similar results are
conjectured to hold for all Del Pezzo surfaces [AM17].
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• For an arbitrary surface X , stability in a special chamber co-
incides with Giekeser stability. See [Bri08] for the case of a K3
surface.
• When X is a K3 or abelian surface of Picard rank 1, and v is the
class of certain 1-dimensional sheaves on X , and σ is generic
with respect to v, meaning that it does not lie on a wall for v,
Arcara and Bertram [AB13] construct moduli spaces Mσ(v) as
iterated Mukai flops of the Gieseker moduli space of class v.
• When X is an abelian surface of Picard rank 1, Maciocia and
Meachan [MM13] construct moduli spaces Mσ(v) for certain
classes v of rank 1 and when σ is generic for v by relatingMσ(v)
to Gieseker moduli spaces via a Fourier-Mukai transform.
• When X is a K3 surface and σ is generic with respect to v,
Bayer and Macr`ı show in [BM14], generalizing similar results for
K3 and abelian surfaces in [MYY18], that Mσ(v) is projective
by relating σ-stability on X to Gieseker stability on a Fourier-
Mukai partner.
• WhenX is an unnodal Enriques surface and σ is generic with re-
spect to v, Nuer shows in [Nue16] that the moduli space Mσ(v)
is projective by producing a finite map to a related Bridgeland
moduli space on the K3 universal cover of X .
While in all of these cases the projectivity of the moduli spaces ulti-
mately rely on GIT constructions, and the line bundle lσ of Bayer and
Macr`ı can be seen to be ample after the fact, a general GIT framework
for Bridgeland stability is currently unavailable. Our method avoids
the use of GIT and proves ampleness of lσ by directly producing enough
sections. To our knowledge, this is the first example of a Bridgeland
moduli space on a surface whose projectivity does not rely on GIT.
The relationship between MUhl(v) and Mσ(v) when σ lies on the
vertical wall for v has been previously studied by Lo in [Lo12], whose
result together with properness of the good moduli space implies that
when X is a K3 surface, the good moduli space of σ-semistable objects
is projective. Lo achieves this by relating Mσ(v) to a moduli space
of µ-stable locally free sheaves on a Fourier-Mukai partner of X . Our
results subsumes Lo’s results and avoids the use of a Fourier-Mukai
transform.
Open questions. The following are potential next questions in the
direction of this paper.
• What is the local geometry of Mσ(v), and is the morphism
MUhl(v)→Mσ(v) an isomorphism?
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• What kind of birational surgery does the Gieseker moduli space
undergo when we cross the vertical wall? Based on earlier work
in the subject, stability on the other side of the wall should
correspond to Gieseker stability under the derived dual functor.
• Can the methods of this paper be adapted to showing projec-
tivity of more general Bridgeland moduli spaces on surfaces, or
some other moduli spaces of sheaves or complexes on varieties?
It would even be interesting to construct Gieseker moduli spaces
without GIT.
Acknowledgements. The author would like to thank his advisor
Jarod Alper for suggesting this problem and for constant guidance
throughout the project, as well as Benjamin Schmidt, Aaron Bertram,
and Max Lieblich for useful discussions. The original idea for the prob-
lem came via indirect communication from Emanuele Macr`ı.
2. Bridgeland stability
In this section we recall definitions and basic notions concerning
Bridgeland stability. An excellent exposition of the material is [MS17].
Let X be a smooth, projective variety, and let Knum(X) denote its
numerical Grothendieck group, that is, the quotient of K(X) by the
kernel of the Euler pairing χ(−,−). A (numerical) stability condi-
tion on X is a pair σ = (A, Z), where
• A ⊆ Db(X) is the heart of a bounded t-structure, and
• Z : Knum(X) → C is a stability function on A, that is, a
group homomorphism such that for every nonzero object A ∈
A, we have
Z(A) ∈ H = H ∪ R<0 = {re
iπφ ∈ C | r > 0, 0 < φ ≤ 1}.
This lets us define a notion of stability in the abelian category A: we
say A ∈ A is stable (resp. semistable) if for every proper nonzero
subobject A′ ⊆ A, we have
νZ(A
′) < νZ(A) (resp. νZ(A
′) ≤ νZ(A)),
where
νZ(A) =
{
−ReZ(A)
ImZ(A)
if ImZ(A) > 0
+∞ if ImZ(A) = 0.
With this notion of stability, the pair σ = (A, Z) must satisfy the
following conditions:
(i) Every nonzero A ∈ A has a Harder-Narasimhan filtration
0 = A0 ( A1 ( · · · ( Am−1 ( Am = A,
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where each quotient Fi = Ai/Ai−1 is semistable and
νZ(F1) > · · · > νZ(Fm).
(ii) Support property: there is a symmetric bilinear form Q on
Knum(X) ⊗ R that is negative definite on the kernel of Z, and
Q(A,A) ≥ 0 for every semistable object A ∈ A.
The set Stab(X) of stability conditions on X has a natural topology
with respect to which the map
Stab(X)→ Hom(Knum(X),C), (A, Z) 7→ Z
is a local homeomorphism. Moreover, for a given numerical class
v ∈ Knum(X) there is a locally finite collection of real codimension
1 walls inside Stab(X) such that the sets of stable and semistable ob-
jects remains constant when σ varies within a connected component of
the complement of the walls.
If C is a curve, an example of a stability condition on C is given by
σ = (Coh(C),− deg+i rk), giving rise to the classical Mumford slope.
However, if dimX ≥ 2, the standard heart Coh(X) ⊆ Db(X) can never
be the heart of a stability condition.
2.1. Stability conditions on surfaces. We now recall a construction
of stability conditions on the derived category of a smooth, projective
surface X equipped with a very ample divisor H . This is achieved by
tilting the standard heart Coh(X) ⊆ Db(X) with respect to µ-stability.
Fix a real divisor class B ∈ N1(X)R. The B-twisted Chern char-
acter is defined by
chB = e−B · ch,
with graded pieces
chB0 = ch0 = rk, ch
B
1 = ch1−B · ch0, ch
B
2 = ch2−B · ch1+
B2
2
ch0 .
Define the B-twisted slope function on Coh(X) by
µB(E) =
H · chB1 (E)
H2 · chB0 (E)
=
H · ch1(E)
H2 · ch0(E)
−
H · B
H2
if rk(E) > 0, and µB(E) = ∞ if rk(E) = 0, i.e. E is a torsion
sheaf. Note that this differs from the usual slope function µ only by
the additive constant −H ·B/H2 and hence defines the same notion of
stability on Coh(X).
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Since Harder-Narasimhan filtrations into µ-semistable factors exist,
for every real number β we obtain a torsion pair on Coh(X) by setting
Tβ = {E ∈ Coh(X) | µB(F ) > β for every semistable factor F of E},
Fβ = {E ∈ Coh(X) | µB(F ) ≤ β for every semistable factor F of E}.
Thus, we obtain a heart Cohβ(X) = 〈Fβ[1], Tβ〉 ⊆ Db(X) as the full
subcategory whose objects are precisely those E ∈ Db(X) fitting in an
exact triangle
F [1]→ E → T,
where F ∈ Fβ, T ∈ Tβ.
For any α ∈ R>0 we define a map Zα,β : Knum(X)→ C by setting
Zα,β(E) = −
∫
X
e−(β+iα)H chB(E)
=
α2 − β2
2
H2 chB0 (E) + βH · ch
B
1 (E)− ch
B
2 (E)
+ iα(H · chB1 (E)− βH
2 chB0 (E)).
We denote the associated slope function on Cohβ(X) by να,β. It is
shown in [Bri08] and [AB13] that the pair σα,β = (Coh
β(X), Zα,β) is a
stability condition on X .
An object E ∈ Cohβ(X) is called polystable with respect to σα,β if
E ∼=
⊕
i
Ei
where Ei ∈ Coh
β(X) is σα,β-stable and να,β(Ei) = να,β(E) for each
i. Every σα,β-semistable object E ∈ Coh
β(X) has a Jordan-Ho¨lder
filtration
0 = E0 ( E1 ( . . . ( Em−1 ( Em = E
where the successive quotients Ei/Ei−1 are σα,β-stable with
να,β(Ei/Ei−1) = να,β(E)
for i = 1, . . . , m. The associated graded object of E is the direct
sum
gr(E) =
⊕
i
Ei/Ei−1,
unique up to noncanonical isomorphism, and two semistable objects E
and E ′ are S-equivalent if gr(E) ∼= gr(E ′).
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Lemma 2.1. If E ∈ Cohβ(X) and ImZα,β(E) = 0, then in the above
triangle
F [1]→ E → T,
T has 0-dimensional support, and F is a µ-semistable sheaf with µB(F )
= β.
Proof. Note that for a coherent sheaf G, we have ImZα,β(G) > 0 (resp.
= 0) if and only if µB(G) > β (resp. = β). It follows from the
construction that for any E ∈ Cohβ(X),
ImZα,β(E) = ImZα,β(T )− ImZα,β(F )
and ImZα,β(T ),−ImZα,β(F ) ≥ 0.
First, if T has positive rank, then by assumption µB(T ) > β, and
so ImZα,β(E) > 0. Hence T must have rank 0. If the support of T is
1-dimensional, then
ImZα,β(T ) = αH · ch
B
1 (E) = αH · ch1(E) > 0
since H is ample. This means that T must have 0-dimensional support.
Second, if F is not µ-semistable, then it has a Harder-Narasimhan
filtration
0 6= F1 ⊂ F2 ⊂ · · · ⊂ Fm−1 ⊂ Fm = F
with respect to µ with m ≥ 2, and
ImZα,β(Fi/Fi−1) ≤ 0 for all i, and ImZα,β(Fm/Fm−1) < 0.
But then
−ImZα,β(F ) = −
m∑
i=1
ImZα,β(Fi/Fi−1) > 0.
Thus, F must be µ-semistable. 
2.2. Wall-and-chamber structure. We visualize the stability con-
ditions σα,β = (Coh
β(X), Zα,β) as living in the upper half-plane with
horizontal β-axis and vertical α-axis. The wall-and-chamber structure
in the (α, β)-plane was analyzed in [Mac14] and turns out to be rather
simple. If v ∈ Knum(X) is a class of positive rank, then there is a
unique vertical wall at
β0 =
H · chB1 (v)
H2 ch0(v)
,
and on each side of the vertical wall, there is a nested sequence of
semicircles with center on the β-axis and contained in a largest semi-
circle. In particular, on either side of the vertical wall, there is an
unbounded open chamber. The walls in the (α, β)-plane are pairwise
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disjoint, and so there is no further wall-and-chamber decomposition
within each wall. In the unbounded open chamber left of the vertical
wall, σ-stability coincides with Gieseker stability.
β
α
Gieseker chamber vertical wall β = β0
σ
Our goal is to study the moduli space of semistable objects when σ lies
on the vertical wall.
2.3. Stability on the vertical wall. In this subsection we classify
stable and semistable objects on the vertical wall. Let v ∈ Knum(X)
be a class of positive rank, and let
(Cohβ0(X), Zα,β0) ∈ Stab(X)
be the stability condition constructed in the previous section with
β0 =
H · chB1 (v)
H2 ch0(v)
and α > 0.
Note that since other walls do not intersect the vertical wall, the sets
of stable and semistable objects are independent of α.
We first note that there are no nonzero objects in Cohβ0(X) with
numerical class v. Namely, by Lemma 2.1, any object E ∈ Cohβ0(X)
with ImZα,β0(E) = 0 fits in a triangle
F [1]→ E → T,
where T has 0-dimensional support and F is µ-semistable. But rk(E) =
rk(T ) + rk(F [1]) = − rk(F ) ≤ 0, while rk(v) > 0 by assumption.
Therefore, it is convenient to instead consider the stability condition
σ = (A, Z), where A = Cohβ0(X)[−1], Z = −Zα,β0 .
Note that this does not change the slope function ν = −ReZ/ImZ. By
definition, the heart A consists of objects E with fitting in a triangle
F → E → T [−1]
where F ∈ Fβ0, T ∈ Tβ0 .
The next proposition gives a description of stable and semistable
objects in A of slope ν =∞ with respect to σ. This includes objects of
class v ∈ Knum(X). Part (i) will be crucial in the proof that the moduli
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spaceMσ(v) of semistable objects of class v is projective, and part (iii)
will let us identify Mσ(v) with the Uhlenbeck compactification of the
moduli of µ-stable vector bundles, at least on the level of points.
Proposition 2.2. Let
σ = (A, Z), where A = Cohβ0(X)[−1], Z = −Zα,β0.
(i) Any object E ∈ A with ν(E) = ∞ is σ-semistable and fits in a
triangle
F → E → T [−1]
where T is a sheaf supported in dimension 0, and F is a µ-
semistable sheaf of slope µB(F ) = β0.
(ii) An object E ∈ A with ν(E) =∞ is σ-stable if and only if in the
above triangle either F is a µ-stable locally free sheaf and T = 0,
or T = Op is the structure sheaf of a closed point p ∈ X and
F = 0.
(iii) An object E ∈ A of class v is σ-polystable if and only if
E ∼=
(⊕
i
Fi
)
⊕
(⊕
j
Opj [−1]
)
,
where each Fi is a µ-stable locally free sheaf of slope µ = µB(v),
and each pj ∈ X is a closed point.
Part (i) of Proposition 2.2 follows from Lemma 2.1 and the construc-
tions, while part (iii) follows from part (ii) by the definition of polysta-
bility. We prove part (ii) in a series of lemmas below. Lemmas 2.3
and 2.4 show that µ-stable locally free sheaves and shifted skyscraper
sheaves are σ-stable, and Lemmas 2.5 and 2.6 show the converse.
Lemma 2.3. A µ-stable locally free sheaf E with rk(E) > 0 and
µB(E) = β0 is σ-stable.
Proof. Let F →֒ E be an inclusion in A with ν(F ) = ∞. We must
show F = 0 or F = E. The induced short exact sequence
0→ F → E → G→ 0
is by definition an exact triangle in Db(X) with each vertex in A.
Cohomology with respect to the standard t-structure leads to an exact
sequence
0→ H0(F )→ E → H0(G)→H1(F )→ 0→H1(G)→ 0
of sheaves. This immediately implies that H1(G) = 0, i.e. G = H0(G),
and that H0(F ) is a subsheaf of E.
We have three cases.
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• If H0(F )
∼
−→ E, then G
∼
−→ H1(F ). But G ∈ Fβ0,H
1(F ) ∈ Tβ0,
so we must have G = H1(F ) = 0, hence F = H0(F ) = E.
• If H0(F ) is a proper, nonzero subsheaf of E, then by the as-
sumption on E we have µB(H0(F )) < µB(E) = β0. Let N
denote the image of the map E → G, so that we have the short
exact sequences
0→H0(F )→ E → N → 0
and
0→ N → G→ H1(F )→ 0.
By assumption, ν(G) = ∞ so G is µ-semistable, and thus
µB(N) ≤ µB(G). This gives the absurd inequality
β0 = µB(E) < µB(N) ≤ µB(G) ≤ µB(H
1(F )) ≤ β0.
Thus, this case is impossible.
• If H0(F ) = 0, then F = H1(F )[−1]. Denote F ′ = H1(F ). The
short exact sequence
0→ E → G→ F ′ → 0
implies
H · chB1 (G) = H · ch
B
1 (E) +H · ch
B
1 (F
′).
Assume for contradiction that rk(F ′) > 0. Since rk(G) ≥
rk(E) > 0 by assumption, from the above equality and the
definition of µB we obtain
β0 rk(E) + µB(F
′) rk(F ′) = µB(E) rk(E) + µB(F
′) rk(F ′)
= µB(G) rk(G)
≤ β0 rk(G),
so that
µB(F
′) rk(F ′) ≤ β0(rk(G)− rk(E)) = β0 rk(F
′).
However, since µB(F
′) > β0, this inequality is impossible. Thus,
rk(F ′) = 0, which also implies rk(E) = rk(G) and chB1 (F
′) =
ch1(F
′).
Next, assume for contradiction that F ′ has 1-dimensional
support. Since H is ample, this implies H · chB1 (F
′) > 0. But
on the other hand,
µB(G)H
2 rk(G) = µB(E)H
2 rk(E) +H · chB1 (F
′),
so that
H · chB1 (F
′) = H2(µB(G)− β0) rk(E) ≤ 0
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since by assumption µB(G) ≤ β0, again a contradiction. Thus,
F ′ has 0-dimensional support. Now if F ′ 6= 0, then we have a lo-
cally free subsheaf E of a torsion-free sheaf G with 0-dimension-
al quotient F ′. But as mentioned in [HL10, Example 1.1.16], the
quotient G/E has no 0-dimensional associated points. Thus, we
must have F ′ = 0.

Lemma 2.4. The shifted skyscraper sheaf Op[−1] is σ-stable for every
closed point p ∈ X.
Proof. Let F →֒ Op[−1] be an inclusion in A with ν(F ) = ∞. We
must show F = 0 or F = Op[−1]. Like above, the induced short exact
sequence
0→ F → Op[−1]→ G→ 0
in A yields the exact sequence
0→H0(G)→ F → Op →H
1(G)→ 0
of sheaves, and F = H1(F ). If Op
∼
−→ H1(G), then H0(G) ∼= F , and
since H0(G) ∈ Fβ, F ∈ Tβ, we have F = 0.
If on the other hand H1(G) = 0, then G = H0(G), and the short
exact sequence
0→ G→ F → Op → 0
implies that µB(G) = µB(F ), and we once again see that G = F = 0,
a contradiction. 
Lemma 2.5. If E ∈ A is a σ-stable object with rk(E) > 0 and ν(E) =
∞, then E is a µ-stable locally free sheaf.
Proof. The object E fits in an exact triangle
F → E → T [−1]
where F is a µ-semistable torsion-free sheaf with µB(F ) = β0 and T is
a 0-dimensional sheaf. If T 6= 0, then F is a destabilizing subobject of
E in A unless F = 0, in which case rk(E) = − rk(T ) = 0, contrary to
the assumption. Thus, T = 0 and E is a µ-semistable sheaf.
We next show that E is locally free. Since E is torsion-free, the
canonical evaluation map E → E∨∨ is injective with cokernel Q sup-
ported in dimension 0. Now E∨∨ and Q[−1] both lie in the heart A,
so the short exact sequence
0→ E → E∨∨ → Q→ 0
of coherent sheaves gives an exact sequence
0→ Q[−1]→ E → E∨∨ → 0
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in A. Since ν(Q[−1]) = ν(E) = ∞ and E is stable, we must have
Q = 0, and so E ∼= E∨∨ is locally free.
To show that E is µ-stable, let
0 ⊂ E1 ⊂ · · · ⊂ Er = E
be a Jordan-Ho¨lder filtration into µ-stable factors. If r > 1, then
E/E1 is a µ-semistable sheaf with µB(E/E1) = β0, so the short exact
sequence of sheaves
0→ E1 → E → E/E1 → 0
is also a short exact sequence in A of objects with ν = ∞, which
contradicts the σ-stability of E. Thus, E = E1 is µ-stable. 
Lemma 2.6. If E ∈ A is σ-stable with rk(E) = 0 and ν(E) = ∞,
then E = Op[−1] for some closed point p ∈ X.
Proof. From the triangle
F → E → T [−1]
as above, we get
0 = rk(E) = rk(F )− rk(T ) = rk(F ),
so since F is torsion-free, we must have F = 0, and E = T [−1] is the
shift of a 0-dimensional sheaf. But any proper subsheaf T ′ ⊆ T is also
0-dimensional, so T ′[−1] ∈ A is a destabilizing subobject of E with
respect to σ. Thus, T must have length 1, and so T = Op for some
p ∈ X . 
Remark 2.7. Proposition 2.2 can also be deduced from [Huy08, Propo-
sition 2.2] as follows. Any stable object E ∈ A is minimal, since a
nonzero surjection E ։ E ′ in A implies ν(E ′) > ν(E) unless E ′ =
E. Conversely any minimal object is automatically stable. Although
[Huy08, Proposition 2.2] is stated in the case when X is a K3 surface,
the proof works for any surface.
3. Moduli of semistable objects
In this section we overview some definitions and results regarding
moduli spaces of Bridgeland semistable objects.
3.1. Moduli stacks. Let X be a smooth, projective surface over C
with a very ample divisor H , let v ∈ Knum(X) be a numerical class,
and let σ = (A, Z) ∈ Stab(X) be a Bridgeland stability condition on
X .
Define a category fibered in groupoidsMσ(v) over the big e´tale site
of C-schemes as follows. The objects of Mσ(v) are pairs (S, E), where
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S is a scheme over C, and E ∈ Db(S × X) is a complex of coherent
sheaves relatively perfect over S, and whenever S is of finite type over
C, for every closed point s ∈ S, the derived restriction of E to the
fiber {s} ×X ∼= X lies in A, is σ-semistable, and has numerical class
v. A morphism (S ′, E ′) → (S, E) in Mσ(v) is a pair (f, f ♯), where
f : S ′ → S is a morphism of C-schemes, and f ♯ : f∗E ′ → E is a
morphism in Db(S×X) whose adjoint is an isomorphism E ′
∼
−→ f ∗E in
Db(S ′ ×X).
If σ is obtained by tilting with respect to µ-stability as in Section
2.1, then based on work in [Lie06], [AB13], and [AP06], it is proved in
[Tod08] that Mσ(v) is an algebraic stack of finite type over C.
3.2. Good moduli spaces. A good moduli space is a generalization
to algebraic stacks of the usual coarse moduli space associated to a
Deligne-Mumford stack or a gerbe. In a sense, a good moduli space is a
scheme or algebraic space that most closely approximates an algebraic
stack. Based on ideas from Geometric Invariant Theory, Alper gave
the definition and developed basic properties of good moduli spaces in
[Alp08].
Let M be an algebraic stack. A quasi-compact, quasi-separated
morphism π : M → M to an algebraic space M is called a good
moduli space, if
(i) the pushforward functor π∗ : Qcoh(M)→ Qcoh(M) is exact, and
(ii) the natural map OM → π∗OM is an isomorphism.
We list a few basic properties of good moduli spaces.
Proposition 3.1. If π : M → M is a good moduli space, then the
following hold.
• π is surjective and universally closed.
• π induces a bijection of closed points.
• π is universal for maps to algebraic spaces.
• For every geometric point x : Spec k → M with closed image,
the stabilizer group Gx is linearly reductive.
• If M is locally Noetherian, then so is M , and π∗ preserves
coherence.
• If M is of finite type over a field, then so is M .
We recall the following criterion [Alp08, Theorem 10.3] for a locally
free sheaf F on M to descend to the good moduli space M .
Proposition 3.2. If π :M→M is a good moduli space and M is lo-
cally Noetherian, then the pullback morphism π∗ : Coh(M)→ Coh(M)
induces an equivalence of categories between locally free sheaves on M
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and those locally free sheaves F on M such that for every geometric
point x : Spec k → M with closed image, the induced representation
x∗F of the stabilizer Gx is trivial.
The existence of a good moduli space for a given algebraic stack is
a subtle question. One answer is given in [AHLH18], where for a large
class of stacks the authors give necessary and sufficient conditions for
existence of a good moduli space in terms of certain valuative criteria.
As an application, the authors construct proper good moduli spaces
for various moduli stacks MssA parameterizing objects in an abelian
category A that are semistable with respect to a rather general no-
tion of stability on A. This construction includes stacks of Bridgeland
semistable objects on a smooth, projective variety X with respect to a
numerical stability condition σ = (A, Z) ∈ Stab(X) whose heart A is
Noetherian and satisfies the “generic flatness property”, and for which
the moduli stacks Mσ(v) are of finite type. See [AHLH18, Section 7]
for details, especially Theorem 7.25 and Example 7.27. In particular,
we have the following.
Theorem 3.3. Let X be a smooth, projective surface over C, let v ∈
Knum(X) be a numerical class, and let σ ∈ Stab(X) be a stability con-
dition constructed by tilting with respect to slope-stability as in Section
2.1. The moduli stack Mσ(v) of σ-semistable objects of class v admits
a good moduli space map Mσ(v) → Mσ(v), where Mσ(v) is a proper
algebraic space over C. The closed points of Mσ(v) are in bijection
with S-equivalence classes of σ-semistable objects of class v.
4. Determinantal line bundles
In this section we recall the construction of determinantal line bun-
dles and consider some particular line bundles on a Bridgeland moduli
space arising from this construction. Material for this section follows
[Sta20, Tag 0FJI], [Sta20, Tag 0FJW], and [HL10, Section 8.1]. The
original exposition is [KM76].
4.1. Construction of determinantal line bundles. Let S be a
scheme. The rule that sends a locally free sheaf F to its determinant
line bundle det(F ) =
∧rk(F ) F extends to a functor
det : {perfect complexes on S} → {invertible sheaves on S}.
Moreover, for any short exact sequence
0→ F ′ → F → F ′′ → 0
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of locally free sheaves, there is a canonical isomorphism det(F ) →
det(F ′)⊗det(F ′′), so in particular we obtain an induced homomorphism
of abelian groups
det : K0(S)→ Pic(S),
where K0(S) denotes the Grothendieck group of vector bundles on
S. These constructions commute with pullbacks in the sense that if
π : S ′ → S is a morphism of schemes and F is a locally free sheaf or a
perfect complex on S, then canonically det(π∗F ) ∼= π∗ det(F ).
Let now X be a smooth, proper variety over C, S a scheme of finite
type over C, and E ∈ Db(S × X) a perfect complex. Note that since
X is smooth, we have K0(X) ∼= K(X). Consider the diagram:
S ×X
S X
p q
Any coherent sheaf F on X is perfect as an object of Db(X), and hence
so is the complex E ⊗ q∗F on S ×X . Thus, by [Sta20, Tag 0B91], the
derived pushforward Rp∗(E ⊗ q∗F ) is perfect on S. Composing with
the determinant map gives a homomorphism of abelian groups
λE : K(X)→ Pic(S), [F ] 7→ detRp∗(E ⊗ q
∗F )
called the Donaldson morphism. Moreover, since the formation of
the pushforward Rp∗(E⊗q∗F ) commutes with base change, so does the
formation of λE the sense that if π : S
′ → S is a morphism of schemes,
then the composition
K(X)
λE−→ Pic(S)
π∗
−→ Pic(S ′)
equals λ(π×idX)∗E . Basic properties of the map λE are listed in [HL10,
Lemma 8.1.2].
The Donaldson morphism respects numerical equivalence and hence
a induces homomorphism
λE : Knum(X)→ Num(S),
where Num(S) denotes Pic(S) modulo numerical equivalence, and fur-
thermore extends to a linear map
λE : Knum(X)R → Num(S)R
of real vector spaces, whereKnum(X)R = Knum(X)⊗R, and Num(S)R =
Num(S)⊗ R is the group of real divisor classes.
This construction readily generalizes to algebraic stacks, and in par-
ticular, the Donaldson morphism lets us construct line bundles on
Bridgeland moduli stacks. Let X be a smooth, projective variety, let
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v ∈ Knum(X) be a numerical class, and let σ ∈ Stab(X) be a sta-
bility condition such that the moduli stack Mσ(v) is algebraic. Let
E ∈ Db(Mσ(v)×X) be anMσ(v)-perfect object (for example E could
be the universal complex), and consider the diagram:
Mσ(v)×X
Mσ(v) X
p q
If F is a coherent sheaf on X , we obtain the line bundle
λE(F ) := det(Rp∗(E ⊗ q
∗F ))
on Mσ(v), and this induces a group homomorphism
λE : K(X)→ Pic(M
σ(v)).
4.2. Sections of determinantal line bundles. In special situations,
the above construction of a determinantal line bundle also yields a
canonical section of the line bundle. Namely, if E ∈ Db(T ) is a perfect
complex of rank 0 whose cohomology sheaves Hi(E) vanish whenever
i 6= −1, 0, then Zariski locally on T the complex E can be represented
by a 2-term complex of locally free sheaves
· · · → 0→ E−1
f
−→ E0 → 0→ · · · , rk(E−1) = rk(E0).
The map f induces a section det(f) : OT → det(E0)⊗ det(E−1)∨, and
these local section glue to a global section δE ∈ Γ(T, det(E)). Moreover,
the formation of this section commutes with pullbacks, in the sense that
if π : T ′ → T is a morphism of schemes, then the sections δπ∗E and π∗δE
are identified under the canonical isomorphism det(π∗E) ∼= π∗ det(E).
See [Sta20, Tag 0FJX].
Let now X be a smooth, projective variety, S a finite type scheme or
algebraic stack, and E ∈ Db(S × X) an S-perfect family of objects of
class v ∈ Knum(X). For a C-point t ∈ S, denote by Et the restriction of
E to the fiber {t}×X over t. The following lemma gives a criterion for
when the line bundle λE(F )
∨ on S has a section for some F ∈ Coh(X),
and when this section is nonzero at some t ∈ S. Denote by Hi(X,−) :=
H i(RΓ(X,−)), i ∈ Z the hypercohomology functors on Db(X).
Lemma 4.1. Let X be a smooth, projective variety and S a scheme
or an algebraic stack of finite type over C. Let E ∈ Db(S ×X) be an
S-perfect family of objects of class v ∈ Knum(X), and let F be a locally
free sheaf on X.
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(a) If for all C-points t ∈ S, we have Hi(X, Et ⊗ F ) = 0 whenever
i 6= 0, 1, and
χ(X, Et ⊗ F ) = dimH
0(X, Et ⊗ F )− dimH
1(X, Et ⊗ F ) = 0,
then the line bundle λE(F )
∨ on S has a canonical section δF .
(b) In addition, if for some t ∈ S we have
H0(X, Et ⊗ F ) = H
1(X, Et ⊗ F ) = 0,
then the section δF is nonzero at t.
Proof. Cohomology and Base Change implies that Rip∗(E ⊗ q∗F ) = 0
for i 6= 0, 1, and thus locally on S, the object Rp∗(E ⊗ q
∗F ) can be
represented by a complex
· · · → 0→ G0
f
−→ G1 → 0→ · · · .
By [Sta20, Tag 0B91], the formation of Rp∗(E ⊗ q∗F ) commutes with
base change, and so for any t ∈ S, we have∑
i
(−1)i rk(Gi) =
∑
i
(−1)i rk(Gi|t) =
∑
i
(−1) dimHi(X, Et ⊗ F ) = 0,
so rkG0 = rkG1.
Moreover, if H1(X, Et ⊗ F ) = 0, then by Cohomology and Base
Change R1p∗(E ⊗ q∗F ) = 0 in a neighborhood of t, so the map f :
E0 → E1 is surjective in a neighborhood of t, hence an isomorphism,
and so its determinant is nonzero at t. 
4.3. Stabilizer action at closed points. We now compute how the
stabilizer of a polystable object in Mσ(v) acts on a determinantal line
bundle λE(F ). We will use this in the next section to show that certain
natural line bundles on Mσ(v) descend to the good moduli space.
More generally, let X be a smooth, projective variety, and let E be
a direct sum of simple objects in Db(X). If F is a locally free sheaf on
X , we want to know how g ∈ Aut(E) acts on the 1-dimensional vector
space
detRΓ(X,E ⊗ F ) =
⊗
i∈Z
(detH i(X,E ⊗ F ))(−1)
i
.
First consider the case E ∼= S⊕r where S is a simple object and r ≥ 1,
so that Aut(E) ∼= GLr, and we can view an element g ∈ Aut(E)
as an invertible matrix g = (gkl). Thus, g acts on H
i(X,E ⊗ F ) ∼=
H i(X,S⊗F )⊕r by a block diagonal matrix consisting of dimH i(X,S⊗
F ) diagonal copies of g, and hence on
detH i(X,E ⊗ F ) ∼= (detH i(X,S ⊗ F ))⊗r
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by multiplication by det(g)dimH
i(X,S⊗F ), and on detRΓ(X,E ⊗ F ) by
n∏
i=0
(
(det(g)dimH
i(X,S⊗F )
)(−1)i
= det(g)χ(X,S⊗F ).
Next, consider the case E ∼= S⊕r11 ⊕ · · · ⊕ S
⊕rm
m for mutually non-
isomorphic simple objects S1, . . . , Sm ∈ Db(X). Now
Aut(E) ∼= GLr1 × · · · ×GLrm.
An element g = (g1, . . . , gm) ∈ Aut(E) acts on
H i(X,E ⊗ F ) ∼= H i(X,S1 ⊗ F )
⊕r1 ⊕ · · · ⊕H i(X,Sm ⊗ F )
⊕rm
by a block diagonal matrix with the matrix gj on the diagonal
dimH i(X,Sj ⊗ F )
times. Thus, g acts on detH i(X,E ⊗ F ) by multiplication by
det(g1)
dimHi(X,S1⊗F ) · · ·det(gm)
dimHi(X,Sm⊗F ),
and hence on detRΓ(X,E ⊗ F ) by
det(g1)
χ(X,S1⊗F ) · · ·det(gm)
χ(X,Sm⊗F ).
The same analysis extends to the case where we replace F by an element
u ∈ K(X), and so we have the following.
Proposition 4.2. Let Mσ(v) be the stack of σ-semistable objects of
class v, and let E denote the universal complex on Mσ(v) × X. If
u ∈ K(X) is any class, and E ∼= S⊕r11 ⊕ · · · ⊕ S
⊕rm
m is a σ-polystable
object corresponding to a closed point of t ∈ Mσ(v), an element g =
(g1, . . . , gm) ∈ Aut(E) acts on the fiber of λE(u) on Mσ(v) at t by
multiplication by
det(g1)
χ(X,S1⊗u) · · ·det(gm)
χ(X,Sm⊗u).
In particular, if χ(X,Si⊗ u) = 0 for each i, then Aut(E) acts trivially
on the fiber.
5. The nef line bundle
In [BM14], the authors construct a natural numerical class of line
bundles with strong positivity properties on a Bridgeland moduli space.
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5.1. Definition and positivity properties. Let (X,H) be a smooth,
projective, polarized surface, let σ = (A, Z) ∈ Stab(X) be a stability
condition, and let v ∈ Knum(X) be a numerical class. Assume that the
moduli stackMσ(v) of σ-semistable objects in A of class v is algebraic,
and denote by E the universal complex on Mσ(v) ×X . Consider the
following diagram:
Mσ(v)×X
Mσ(v) X
p q
The Donaldson morphism
λE : K0(X)→ Pic(M
σ(v)), [F ] 7→ detRp∗(E ⊗ q
∗F )
from the previous section induces a map
λE : Knum(X)R → Num(M
σ(v))R.
Define a real divisor class on Mσ(v) by applying the Donaldson mor-
phism to the unique class wZ ∈ Knum(X)R determined by the condition
χ(wZ ,−) = Im
(
−
Z(−)
Z(v)
)
.
This condition indeed defines a unique class since the Euler pairing
χ(−,−) induces a perfect pairing on Knum(X)R. Denote this numerical
class by Lσ := λE(wZ). The following is [BM14, Lemma 3.3], and it is
the main result of the paper.
Theorem 5.1. Let C be a projective, integral curve over C, and let
f : C →Mσ(v) be a morphism.
(1) deg f ∗Lσ ≥ 0.
(2) If deg f ∗Lσ = 0, then for any two closed points s, t ∈ C, the objects
(f × idX)∗E|{s}×X and (f × idX)
∗E|{t}×X are S-equivalent.
In [BM14], part (2) is stated so that the objects (f×idX)∗E|{t}×X are
S-equivalent for points t in some nonempty open subscheme U ⊆ C. We
deduce the above statement from Theorem 3.3 as follows. IfMσ(v)→
Mσ(v) denotes the good moduli space map, then the composition C →
Mσ(v) → Mσ(v) maps the dense open U to a point, hence must be
constant, and so the objects (f × idX)
∗E|{t}×X are all S-equivalent.
We would like to know that the real divisor class Lσ descends to the
good moduli space Mσ(v). In for instance [BM14] and [Nue16] this is
done using a so-called quasi-universal family on the stable locus of the
moduli space. However, we can achieve this on all of Mσ(v) as follows.
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Lemma 5.2. If w ∈ K(X) is a class whose image in Knum(X)R is a
multiple of wZ, then λE(w) descends to the good moduli space M
σ(v).
Proof. Write w = bwZ in Knum(X)R with b ∈ R. We check the con-
dition in Proposition 4.2. If E ∼= E⊕r11 ⊕ · · · ⊕ E
⊕rm
m is a σ-polystable
object of class v, then for each i, the complex number Z(Ei) lies on
the same ray as Z(E), so that Z(Ei)/Z(v) is real, and so
χ(w,Ei) = b χ(wZ , Ei) = b Im
(
−
Z(Ei)
Z(v)
)
= 0.
Thus, λE(w) descends to a line bundle on the good moduli space. 
This lets us define a numerical class Lσ on M
σ(v) by setting Lσ =
1
b
[N ] where π∗N = λE(w) such that w ∈ K(X) satisfies w ≡ bwZ in
Knum(X) and b > 0. The class Lσ is independent of the choice of w.
We would like to know that Lσ enjoys the same positivity properties
as Lσ.
Lemma 5.3. Let C be a smooth, projective, integral curve over C, and
let g : C →Mσ(v) be a morphism.
(1’) deg g∗Lσ ≥ 0.
(2’) If deg g∗Lσ = 0, then g is constant.
Proof. By Lemma 5.4 below, we can find a commutative diagram
C ′ Mσ(v)
C Mσ(v)
f
φ π
g
where C ′ is a smooth, projective curve, φ is a finite morphism, and π
is the good moduli space map. To prove (1’) we note that
deg(φ) deg g∗Lσ = deg(g ◦ φ)
∗Lσ = deg(π ◦ f)
∗Lσ = deg f
∗Lσ ≥ 0,
so since deg(φ) > 0, we get deg g∗Lσ ≥ 0.
To prove (2’), assume that deg g∗Lσ = 0. Then also f
∗Lσ = 0, so
by part (2) of Theorem 5.1, the family parameterized by C ′ consists
of S-equivalent objects, so the composition π ◦ f : C ′ → Mσ(v) maps
every closed point of C ′ to the same point p0 ∈ |Mσ(v)|, and the same
holds for g : C → Mσ(v), and so the scheme-theoretic image of g is a
closed point of Mσ(v). 
Lemma 5.4. Let M be an algebraic stack of finite type that admits a
good moduli space π : M → M with M proper. Let C be a smooth,
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proper curve, and let g : C → M be a morphism. There exists a
commutative diagram
C ′ M
C M
f
φ π
g
where C ′ is smooth and proper and φ is finite.
Proof. Let U → M be a smooth surjection with U a scheme of finite
type. The fiber product C ×M U is also a scheme of finite type and
πC : C×M U → C is surjective. The scheme-theoretic fiber π
−1
C (η) over
the generic point η ∈ C is of finite type over the function field of C,
hence contains a closed point τ ∈ π−1C (η) whose residue field K = κ(τ)
is a finite extension of the function field K(C) = κ(η). Let Cτ denote
the normalization of C in the field κ(τ). Since U is of finite type, we
can extend the map SpecK → U over an open subscheme V ⊆ Cτ and
obtain a commutative diagram
SpecK V U M
Cτ C M
π
g
By applying [AHLH18, Theorem A.8] to the local rings of the finitely
many points in the complement Cτ \ V , we find a finite extension K ′
of K such that the normalization C ′ of Cτ in K
′ admits a map C ′ →
M. 
5.2. The nef line bundle on the vertical wall. We can describe
the class wZ ∈ Knum(X) more explicitly in the case of the stability
condition
σ = (A, Z) = (Cohβ0(X)[−1],−Zα,β0), where β0 =
H · ch1B(v)
H2 ch0B
, α > 0,
that is, when σ lies on the vertical wall for v. Recall that H ⊆ X
denotes a fixed very ample divisor. Denote h = [OH ] ∈ K(X).
Proposition/Definition 5.5. Let (X,H) be a smooth, projective, po-
larized surface, let v ∈ Knum(X) be a class of positive rank, and let
σ ∈ Stab(X) lie on the vertical wall for v as in Section 2.3. Define
u = −χ(v · h2)h+ χ(v · h)h2 ∈ K(X).
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We have
wZ = −
α
rk(v)Z(v) degX
u.
Note that Z(v) is a negative real number, so wZ is indeed a positive
multiple of u. Thus, λE(u) enjoys the same positivity properties as
Lσ = λE(wZ).
Proof. Fix a closed point p ∈ X , and denote the numerical Todd class
of X by
tdX = 1−
1
2
KX + χ(OX)[p].
We will use the Hirzebruch-Riemann-Roch formula:
χ(a · b) =
∫
X
ch(a) ch(b) tdX
for a, b ∈ Knum(X).
Let a ∈ K(X) be arbitrary. To compute χ(a · u), we may replace
u with something numerically equivalent. Now h2 ≡ deg(X)[Op] by
Bertini, and v · [Op] = rk(v), so if we set
u′ = − rk(v)h+ χ(v · h)[Op]
we can consider the class deg(X)u′ instead of u. Moreover,
ch(OH) = ch(OX)− ch(OX(−H)) = H −
1
2
H2, ch(Op) = [p],
so by Hirzebruch-Riemann-Roch,
χ(v · h) =
∫
X
(rk(v) + ch1(v))
(
H −
1
2
H2
)(
1−
1
2
KX
)
= ch1(v) ·H −
rk(v)
2
H · (H +KX),
and hence
ch(u′) = − rk(v) ch(OH) + χ(v · [OH ]) ch(Op)
= − rk(v)
(
H −
1
2
H2
)
+
(
ch1(v) ·H −
rk(v)
2
H(H +KX)
)
[p]
= − rk(v)H +
(
ch1(v) ·H −
rk(v)
2
H ·KX
)
[p]
Since ch(u′) is in A≥1(X), we only need to know the A≤1(X)-part of
ch(a) tdX , which is
ch(a) tdX = (ch0(a)+ch1(a))(1−
1
2
KX) ≡ ch0(a)−
1
2
ch0(a)KX+ch1(a).
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Putting everything together, we now calculate
χ(a · u′) =
∫
X
ch(a) ch(u′) tdX
=
∫
X
(
ch0(a)−
1
2
ch0(a)KX + ch1(a)
)
·(
− ch0(v)H + ch1(v)H −
1
2
ch0(v)H ·KX
)
= H · (ch0(a) ch1(v)− ch0(v) ch1(a))
= H · (chB0 (a) ch
B
1 (v)− ch
B
0 (v) ch
B
1 (a))
Thus,
χ(a · u) = degXχ(a · u′) = degX ·H(chB0 (a) ch
B
1 (v)− ch
B
0 (v) ch
B
1 (a)).
Next we calculate Im (−Z(a)/Z(v)). Recall that since σ is on the
vertical wall for v, the quantity Z(v) is a negative real number, and so
Im
(
−
Z(a)
Z(v)
)
= −
1
Z(v)
ImZ(a).
Now
ImZ(a) = α(β0H
2 chB0 (a)−H · ch
B
1 (a))
= α
(
H · chB1 (v)
H2 chB0 (v)
H2 chB0 (a)−H · ch
B
1 (a)
)
=
α
chB0 (v)
H(chB0 (a) ch
B
1 (v)− ch
B
0 (v) ch
B
1 (u)).
Thus, we see that
Im
(
−
Z(a)
Z(v)
)
= −
α
rk(v)Z(v) degX
χ(a · u).

6. Projectivity of the good moduli space
Let (X,H) be a smooth, projective, polarized surface over C, let
v ∈ Knum(X) be a numerical class with rk(v) > 0, and let σ be a
stability condition lying on the vertical wall for σ considered in Section
2.3, that is,
σ = (A, Z) = (Cohβ0(X)[−1],−Zα,β0), where β0 =
H · ch1B(v)
H2 ch0B
, α > 0.
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LetMσ(v) be the stack of σ-semistable objects of class v in A, and let
E be the universal complex on Mσ(v) × X . In this section we prove
that the good moduli space Mσ(v) of the stack Mσ(v) is projective.
Recall from Section 5.1 that Lσ denotes the natural nef line bundle
on Mσ(v) and Lσ the corresponding line bundle on Mσ(v). We will
show that Lσ is ample. Since by Lemma 5.2, Lσ is strictly positive on
any proper curve in Mσ(v), it suffices to show that Lσ is semiample,
meaning that some tensor power is globally generated. Moreover, since
by Proposition 3.2, sections of Lσ descend to sections of Lσ, it suffices
to show that Lσ is semiample. To produce sections of Lσ, we expand
on techniques used in [Li93] for constructing a scheme structure on
the Uhlenbeck compactification, and in [Ses93] for constructing moduli
spaces of vector bundles on a curve.
The idea is as follows. First, we explain how to obtain a diagram
Mσ(v)×X Mσ(v)× C
Mσ(v) X C
j
i
p
q
pC
qC
where C is a smooth curve in the linear system |aH| for a > 0, to-
gether with a locally free sheaf G on C, with the property that the
determinantal line bundle
λj∗E(G)
∨ = det(RpC∗(j
∗E ⊗ q∗CG))
∨
is a positive multiple of Lσ on Mσ(v).
Next, by analyzing restrictions of σ-semistable objects E to C, we ap-
ply Lemma 4.1(a) to show that λj∗E(G)
∨ has a canonical global section
δG onMσ(v). Moreover, we show that for a given C-point t ∈Mσ(v),
we can choose the curve C and the sheaf G so that the section δG is
nonvanishing at t. To do this, recall from Proposition 2.2 that the
complex Et on {t} ×X = X fits in an exact triangle
F → Et → T [−1]
in Db(X), where F is a µ-semistable torsion-free sheaf and T is a
torsion sheaf with 0-dimensional support. Using a restriction theorem
for µ-stability, we show that we can choose a ≫ 0 and C ∈ |aH| so
that
(1) C avoids the support of T , and
(2) the restriction Et|C = F |C to C is slope-semistable.
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Using a characterization of semistability on a curve due to Faltings and
Seshadri, we find a locally free sheaf G on C with the property that
H0(C, F |C ⊗G) = H
1(C, F |C ⊗G) = 0,
and apply Lemma 4.1(b) to translate this into the nonvanishing of δG
at t.
Finally, by varying C and G, we produce a generating set of sections
of some power of Lσ, or equivalently Lσ, and use Theorem 3.3 and
Lemma 5.3 to show that the morphism Mσ(v) → PN induced by the
sections is finite. From this we conclude that Mσ(v) is projective.
6.1. Sheaves on curves and the nef line bundle. We begin to
carry out the plan outlined above. To set up some notation, let C ⊆ X
be a smooth, connected curve in the linear system |aH| for some a > 0,
and consider the diagram:
Mσ(v)×X Mσ(v)× C
Mσ(v) X C
j
i
p
q
pC
qC
where p, q, pC, qC denote the projections, and i and j are closed embed-
dings. Let EC := j∗E be the restriction of E to Mσ(v) × C, which is
perfect relative to Mσ(v). We have the Donaldson homomorphisms
λE : K(X)→ Pic(M
σ(v)), λEC : K(C)→ Pic(M
σ(v)).
In addition, for any n ∈ Z, we have a map K(X)→ K(X), w 7→ w(n)
induced by the map on locally free sheaves F 7→ F (n) = F ⊗ OX(n).
Similarly we have a map K(X) → K(C), w 7→ w|C induced by F 7→
F |C = i
∗F . We denote h = [OH ] ∈ K(X) as before.
Recall from Proposition 5.5 that for the class
u = −χ(v · h2)h+ χ(v · h)h2 ∈ K(X),
the line bundle λE(u) on Mσ(v) is a positive multiple of the natural
nef line bundle Lσ. We first establish the following.
Proposition/Definition 6.1. Given an integer a > 0 and a smooth,
connected curve C ∈ |aH|, define the class
w := −χ(v · h · [OC ]) · 1 + χ(v · [OC ]) · h ∈ K(X).
We have an isomorphism
λEC (w|C)
∼= λE(u)
a2.
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Moreover, the class −w|C ∈ K(C) has positive rank, and so can be
represented by a locally free sheaf G on C.
The proof of the following simple lemma as well as part of the proof
of Proposition 6.1 below are essentially included in the proof of [HL10,
Proposition 8.2.3].
Lemma 6.2. If C ∈ |aH| is a curve and w′ ∈ K(X) is arbitrary, then
λE(w
′ − w′(−a)) = λEC (w
′|C).
Proof. Both sides of the equation are linear in w′, so it suffices to
consider the class w′ = [F ] for a locally free sheaf F on X . On the one
hand, we have
λEC (F |C) = detRpC∗(EC ⊗ q
∗
Ci
∗F )
= detRp∗j∗(EC ⊗ j
∗q∗F )
= detRp∗(j∗EC ⊗ q
∗F ). (projection formula)
On the other hand, pulling back the short exact sequence
0→ OX(−a)→ OX → j∗OC → 0
along q, tensoring with E ⊗ q∗F , and applying Rp∗ gives the exact
triangle
Rp∗(E ⊗ q
∗(F ⊗OX(−a)))→ Rp∗(E ⊗ q
∗F )→ Rp∗(j∗EC ⊗ q
∗F )
in Db(Mσ(v)), and so we obtain an isomorphism
detRp∗(j∗EC ⊗ q
∗F ) ∼= λE(F )⊗ λE(F (−a))
∨ = λE(w − w(−a)).

Proof of Proposition 6.1. By Lemma 6.2, for the first statement it is
enough to show that
w − w(−a) = a2u.
Since [OX(−1)] = 1− h ∈ K(X), we have
[OX(−a)] = [OX(−1)]
a = (1− h)a = 1− ah +
(
a
2
)
h2,
so the short exact sequence
0→ OX(−a)→ OX → OC → 0
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gives [OC ] = 1− [OX(−a)] = ah−
(
a
2
)
h2. In particular, h · [OC ] = ah2.
We now calculate
w − w(−a) = w · [OC ]
= (−χ(v · h · [OC ]) · 1 + χ(v · [OC ]) · h)(ah−
(
a
2
)
h2)
= −χ(v · ah2)(ah−
(
a
2
)
h2) + χ
(
v · (ah−
(
a
2
)
h2)
)
ah2
= a2(−χ(v · h2)h+ χ(v · h)h2) = a2u.
For the second claim, we note that
−w|C = χ(v|C · h|C) · 1− χ(v|C) · h|C = a rk(v) degX · 1− χ(v|C) · h|C ,
and so
rk(w|C) = a rk(v) degX rk(1)− χ(v|C) rk(h|C) = a rk(v) deg(X) > 0.
Since C is smooth, projective, and connected, the natural map
K(C)→ Z⊕ Pic(C), [F ] 7→ (rkF, detF )
is an isomorphism. Moreover, any class (m,L) ∈ Z⊕K(C) with m >
0 can be represented by a locally free sheaf: take for instance G =
O⊕m−1C ⊕ L. In particular, there exist locally free sheaves G of class
−w|C on C. 
6.2. Producing sections. Our next task is to show that the construc-
tion of Proposition 6.1 yields a canonical section δG of the line bundle
λEC (G)
∨ ∼= λE(u)ma
2
on Mσ(v), and that by choosing C and G care-
fully, this section is nonzero at a given point t ∈ Mσ(v). After some
preparations, we prove this in Proposition 6.8. In the proof, Lemmas
6.3 and 6.4 will be used to apply Lemma 4.1(a), and Lemmas 6.5 and
6.6 to apply Lemma 4.1(b).
Lemma 6.3. Let X be a smooth, projective surface and C ⊆ X a
smooth, projective curve. Assume E ∈ Db(X) fits in a triangle
F → E → T [−1],
where F is a torsion-free sheaf and T is a torsion sheaf with 0-dimen-
sional support. The derived restriction E|LC fits in a triangle
H0(E|LC)→ E|
L
C →H
1(E|LC)[−1]
in Db(C), where H1(E|LC) is a torsion sheaf.
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Proof. Derived restriction to C is a functor of triangulated categories,
so we obtain a triangle
F |LC → E|
L
C → T |
L
C[−1],
which yields a long exact sequence of cohomology sheaves
· · · → Hi(F |LC)→ H
i(E|LC)→ H
i(T |LC[−1])→ H
i+1(F |LC)→ · · · .
To understand the terms in this sequence, we study the derived restric-
tions F |LC and T |
L
C. Since pushforward of coherent sheaves along the
inclusion C →֒ X is exact, we may as well study the derived tensor
products F ⊗LOC and T ⊗LOC , where OC is the structure sheaf of C
viewed as an OX-module.
Since C ⊆ X is a Cartier divisor, OC has a resolution by line bundles
0→ OX(−C)
f
−→ OX → OC → 0.
Thus, the objects F ⊗L OC and T ⊗L OC are represented by the com-
plexes
F• = [F (−C)
f
−→ F ] and T• = [T (−C)
f
−→ T ]
respectively, where F and T are placed in degree 0.
Since F is by assumption torsion-free, the map f : F (−C) → F is
injective. Thus, we see that H0(F |LC) = H
0(F•) = F |C agrees with the
ordinary restriction, and Hi(F |LC) = H
i(F•) = 0 for i 6= 0. Moreover,
from T• we see that H
−1(T |LC) = H
−1(T•) is a subsheaf of T (−C) ∼= T ,
andH0(T |LC) = H
0(T•) is a quotient of T , hence both are 0-dimensional,
and Hi(T |LC) = 0 for i 6= −1, 0.
We now return to the triangle
F |LC → E|
L
C → T |
L
C [−1]
at the beginning of the proof. Taking into account the shift in the last
term, we obtain an exact sequence of cohomology sheaves
0→ F |C → H
0(E|LC)→H
−1(T |LC)→ 0→H
1(E|LC)→ H
0(T |LC)→ 0,
and also see that Hi(E|LC) = 0 if i 6= 0, 1. In particular, E|
L
C is sup-
ported in degrees 0 and 1, and H1(E|LC)
∼= H0(T |LC) is a torsion sheaf
on C. 
Lemma 6.4. If C is a projective curve and E ∈ Db(C) fits into a
triangle
F → E → T [−1],
with F, T ∈ Coh(C) and T has 0-dimensional support, then the hyper-
cohomology groups of E satisfy
Hi(C,E) = 0 for i 6= 0, 1.
UHLENBECK COMPACTIFICATION AS A BRIDGELAND MODULI SPACE 31
Proof. We have a long exact sequence of hypercohomology groups
· · · → Hi(C, F )→ Hi(C,E)→ Hi(C, T [−1])→ Hi+1(C, F )→ · · · .
Since Hi(C, F ) = 0 whenever i 6= 0, 1, and
Hi(C, T [−1]) = Hi−1(C, T ) = 0
whenever i 6= 1, the group Hi(C,E) can be nonzero only if i = 0, 1. 
We pause to recall that σ = (A, Z) denotes a stability condition on
the vertical wall for the class v ∈ Knum(X), and that by Proposition
2.2, any σ-semistable object E ∈ A of class v fits in a triangle
F → E → T [−1]
where F is a µ-semistable torsion-free sheaf and T is a torsion sheaf
with 0-dimensional support.
Lemma 6.5. If E ∈ A ⊆ Db(X) is a σ-semistable object of class v,
there exists a smooth, projective, connected curve C ⊆ X in the linear
system |aH| for a≫ 0 such that the derived restriction of E to C is a
slope-semistable locally free sheaf.
Proof. We use Flenner’s restriction theorem, [HL10, Theorem 7.1.1].
Specialized to the case at hand, it states the following. Let a be an
integer satisfying(
a+2
a
)
− a− 1
a
=
a+ 1
2
> deg(X) ·max
{
r2 − 1
4
, 1
}
.
If F is a µ-semistable sheaf of rank r = rk(v), then there is a nonempty
open subset U in the complete linear system |aH|, such that every
C ∈ U is smooth and the restriction of F to C is semistable. Note that
since F is torsion-free, its derived and ordinary restriction to C agree.
Now let E ∈ A be a σ-semistable object of class v fitting in an exact
triangle
F → E → T [−1]
as above. For any smooth curve C ⊆ X , derived restriction to C gives
an exact triangle
F |LC → E|
L
C → T |
L
C[−1].
If C does not pass through the finitely many closed points p1, . . . , pm
in the support of T , then T |LC = 0, and thus F |
L
C
∼= E|LC . Now for
each point pi, the subset in |aH| of curves not passing through pi is
a nonempty open subset Ui ⊆ |aH|. Since |aH| is irreducible, the
intersection U ′ = U ∩ U1 ∩ · · · ∩ Um is also nonempty, and any curve
C ∈ U ′ has the desired property. 
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The following powerful result of Faltings and Seshadri is key to prov-
ing global generation of our line bundle. See [Ses93, Lemma 3.1, Re-
mark 3.2] for a proof. Note that if E and F are locally free sheaves
on a smooth, projective curve C of genus g, then the Riemann-Roch
theorem states
χ(C,E ⊗ F ) = deg(E ⊗ F ) + rk(E ⊗ F )(1− g)
= rk(E) deg(F ) + (deg(E) + rk(E)(1− g)) rk(F ).
Lemma 6.6. Let C be a smooth, projective, connected curve of genus
g ≥ 2, and let F be a slope-semistable locally free sheaf on F . Let r > 0
and d be integers such that
r degF + (d+ r(1− g)) rkF = 0.
If r is sufficiently large, then for any line bundle L of degree d, there
exists a locally free sheaf E with rkE = r and detE ∼= L, and
H0(C,E ⊗ F ) = H1(C,E ⊗ F ) = 0.
Remark 6.7. The converse of Lemma 6.6 also holds. More precisely, if
F is a coherent sheaf on a smooth, projective curve C and there exists
a locally free sheaf E such that
H0(C,E ⊗ F ) = H1(C,E ⊗ F ) = 0,
then F is slope-semistable. See [MS17, Theorem 2.13] for a proof.
With these preparations, we are ready to prove that for each C-point
t ∈ Mσ(v), some power of λE(u) has a global section not vanishing at
t.
Proposition 6.8. Let u ∈ K(X) be as in Proposition 5.5. For every
C-point t0 ∈ Mσ(v), there exist integers a,m > 0 and a global section
of the line bundle λE(u)
ma2 on Mσ(v) that does not vanish at t0.
Proof. Let E0 ∈ A be the σ-semistable object corresponding to t0. By
Lemma 6.5, for some a > 0, there exists a smooth, connected curve
C ∈ |aH| such that the derived restriction E0|LC is a slope-semistable
torsion-free sheaf on C.
Recall from Proposition 6.1 that associated to C ⊆ X is the class
w ∈ K(X), and that the class
−w|C = χ(v|C · h|C) · 1− χ(v|C) · h|C ∈ K(C)
has positive rank. For any integer m > 0, the class −mw|C ∈ K(C) is
determined by its rank and determinant, and so it follows from Lemma
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6.6 that for sufficiently large m, there exists a locally free sheaf G on
C of class −mw|C with the property that
H0(C,G⊗E0|
L
C) = H
1(C,G⊗ E0|
L
C) = 0.
Now consider the diagram:
Mσ(v)×X Mσ(v)× C
Mσ(v) X C
j
i
p
q
pC
qC
As before, let E denote the universal complex on Mσ(v) ×X and EC
its restriction to Mσ(v)× C. By Lemma 6.1, we have
λEC(G)
∨ = λEC (−mw|C)
∨ = λEC (mw|C) = λEC (w|C)
m = λE(u)
ma2 .
We will apply Lemma 4.1 to the complex EC and the sheaf G to obtain
a global section δG of λE(u)
ma2 that is nonvanishing at t0 ∈ Mσ(v).
Notice that the condition of Lemma 4.1(b) holds at t0 by the choice
of G, so to conclude the proof we only have to verify the conditions of
Lemma 4.1(a).
Fix a C-point t ∈ Mσ(v), and let EC = EC |L{t}×C denote the restric-
tion to the fiber {t} × C. Since G is locally free, we have
(1) Hi(EC ⊗G) = H
i(EC)⊗G for all i.
Since EC is the restriction of E|L{t}×X to C ⊆ X , by Lemma 6.3, EC fits
in a triangle
H0(EC)→ EC →H
1(EC)[−1],
whereH1(EC) is a torsion sheaf, and by (1) the same is true for EC⊗G.
Thus, by Lemma 6.4, we have Hi(C,EC⊗G) = 0 if i 6= 0, 1. Moreover,
by assumption EC has class v|C ∈ K(C), and so we obtain
χ(v|C · [G]) = χ(v|C · (−mw|C))
= mχ(v|C · (χ(v|C · h|C) · 1− χ(v|C) · h|C))
= m(χ(v|C · h|C)χ(v|C)− χ(v|C)χ(v|C · h|C)) = 0.
Thus, the conditions of Lemma 4.1(a) hold. 
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6.3. Proof of projectivity. We will now use Proposition 6.8 to prove
that the line bundle λE(u) on Mσ(v) descends to a semiample line
bundle on the good moduli space Mσ(v) and deduce that Mσ(v) is
projective.
Theorem 6.9. Let (X,H) be a smooth, projective, polarized surface,
v ∈ Knum(X) a class of positive rank, and σ = (A, Z) a stability con-
dition on the vertical wall for v as in Section 2.3. Let Mσ(v) be the
moduli stack of σ-semistable objects of class v in A. The good moduli
space Mσ(v) of Mσ(v) is projective, and the natural nef class Lσ is
ample.
Proof. Let E denote the universal complex on Mσ(v) × X , and let
u ∈ K(X) be as in Proposition 5.5. By Proposition 6.8, for each C-
point t ∈ Mσ(v), there exists an integer Nt > 0 and a global section
δt of λE(u)
Nt that does not vanish at t. Since Mσ(v) is quasicompact,
there exists a single N such that the line bundle λE(u)
N is generated
by finitely many global sections δ0, . . . , δn ∈ Γ(M
σ(v), λE(u)
N).
By Lemma 5.2 and the equivalence of categories of Proposition 3.2,
the line bundle λE(u)
N and the sections δ0, . . . , δn descend to a line
bundle L and generating sections σ0, . . . , σn ∈ Γ(Mσ(v), L) on the good
moduli space Mσ(v) and induce a morphism π : Mσ(v)→ Pn.
We claim that π has finite fibers. If not, there is a smooth, projective
curve C and a nonconstant morphism g : C → Mσ(v) such that the
composition
C
g
−→Mσ(v)
π
−→ Pn
is constant. This implies that one of the sections g∗σi is nowhere van-
ishing, implying that g∗L ∼= OC . But by Proposition 5.5, the line
bundle L is a positive multiple of the nef class Lσ as an element of
Num(Mσ(v)) and so enjoys the positivity properties of Lemma 5.3.
Thus, the line bundle g∗L has positive degree since g is nonconstant, a
contradiction.
Now Mσ(v) is proper by Theorem 3.3, hence the map π is proper.
Thus, by Zariski’s Main Theorem, π is in particular quasi-finite, hence
representable by schemes, see [Knu71, Chapter II, Theorem 6.15] or
[Sta20, Tag 082J]. Thus, Mσ(v) is in particular a scheme. Moreover,
π : Mσ(v) → Pn is finite, hence L is ample, and we conclude that
Mσ(v) is projective. 
7. Relationship to the Uhlenbeck compactification
In this section we describe a bijective morphism Φ : MUhl(v) →
Mσ(v) from the Uhlenbeck compactification of µ-stable locally free
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sheaves to the good moduli space of σ-semistable objects, where v ∈
Knum(X) is a class of positive rank and σ ∈ Stab(X) lies on the vertical
wall for v. To describe some context, let us consider the following
diagram.
MG(v) Mµ(v) Mσ(v)
MG(v) MUhl(v) Mσ(v)
open emb. open emb.
gms gms
Φ
The top row consists of open embeddings of algebraic stacks, where
from left to right the stacks are respectively that of Gieseker-semistable
sheaves, µ-semistable sheaves, and σ-semistable complexes, each of nu-
merical class v of positive rank. They all contain the stack Mµ-s,lf(v)
of µ-stable locally free sheaves of class v as an open substack, which
moreover coincides with the stack of σ-stable objects of class v. We
denote by E the universal complex onMσ(v), and by Eµ its restriction
to Mµ(v); this restriction is the universal sheaf. The vertical maps
MG(v)→MG(v) and Mσ(v)→ Mσ(v) are good moduli space maps.
The scheme MUhl(v) together with the middle vertical map was con-
structed by Li in [Li93], and stack-theoretically can be described as the
projective spectrum
MUhl(v) = Proj
(⊕
n≥0
Γ(Mµ(v), λEµ(u)
⊗n)
)
of the section ring of the line bundle λEµ(u) onM
µ(v), where u is as in
Proposition 5.5. It is not a good moduli space ofMµ(v), but its closed
points naturally parameterize µ-semistable sheaves up to the following
equivalence relation. If F is a torsion-free sheaf on X , it embeds into
its double dual with cokernel T supported in dimension 0:
0→ F → F∨∨ → T → 0.
Let lp(T ) denote the length of the stalk Tp as an OX,p-module at a
closed point p ∈ X . Recall that if F is µ-semistable, we denote by
gr(F ) the direct sum of its Jordan-Ho¨lder factors. Two µ-semistable
sheaves F1 and F2 correspond to the same point in M
Uhl(v) if and only
if
• gr(F1)∨∨ and gr(F2)∨∨ are isomorphic, and
• lp(gr(F1)∨∨/ gr(F1)) = lp(gr(F2)∨∨/ gr(F2)) for all closed points
p ∈ X .
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As observed in [LQ14], it follows from the classification of polystable
objects in Proposition 2.2 that the closed points ofMUhl(v) andMσ(v)
are in a set-theoretic bijection. In the next result we upgrade this
bijection to a morphism of schemes.
Theorem 7.1. There exists a morphism Φ : MUhl(v) → Mσ(v) that
makes the above diagram commute and is bijective on points.
Proof. From Theorem 6.9 we see that the good moduli space Mσ(v) is
the projective spectrum
Mσ(v) = Proj
(⊕
n≥0
Γ(Mσ(v), λE(u)
⊗n)
)
.
The restriction maps
Γ(Mσ(v), λE(u)
⊗n)→ Γ(Mµ(v), λEµ(u)
⊗n)
give a homomorphism of graded rings⊕
n≥0
Γ(Mσ(v), λE(u)
⊗n)→
⊕
n≥0
Γ(Mµ(v), λEµ(u)
⊗n).
Since the restrictions of sections of λE(u)
⊗n to Mµ(v) have no base
points, this ring map induces the morphism Φ :MUhl(v)→ Mσ(v).
To prove that Φ is surjective, it is enough to show that the compo-
sition Mµ(v) →֒ Mσ(v)→ Mσ(v) is surjective on C-valued points. So
let
E =
(⊕
i
Fi
)
⊕
(⊕
j
O⊕njpj [−1]
)
be a σ-polystable object corresponding to a closed point of Mσ(v),
where the points pj ∈ X are distinct. Let Rj be an Artinian quotient
of the local ring OX,pj of length nj. Note that the object
E ′ =
(⊕
i
Fi
)
⊕
(⊕
j
Rj [−1]
)
is σ-semistable whose stable factors are the direct summands of E, and
so E ′ corresponds to the same closed point of Mσ(v) as E. Let F
denote the polystable locally free sheaf ⊕iFi, choose a surjective map
F ։
⊕
j
Rj ,
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and let E ′′ denote the kernel of this surjection. The sheaf E ′′ is µ-
semistable of class v, and in the heart A fits in the triangle⊕
j
Rj [−1]→ E
′′ → F.
Thus, the stable factors of E ′′ with respect to σ are again the direct
summands of E, and so E ′′ corresponds to a C-point of Mµ(v) that
maps to the point corresponding to E in Mσ(v).
To prove that Φ is injective, let F be a µ-polystable sheaf. Letting
T denote the quotient F∨∨/F , we get a short exact sequence
0→ T [−1]→ F → F∨∨ → 0
in A. Now F∨∨ is a µ-polystable locally free sheaf, and in the Jordan-
Ho¨lder filtration of T [−1] with respect to σ, the object Op[−1] appears
as a factor exactly lp(T ) times for each p ∈ X . Thus, the σ-polystable
object corresponding to F is
F∨∨ ⊕
(⊕
p∈X
O⊕lp(T )p [−1]
)
.
From this description it is clear that two µ-polystable sheaves map to
the same point in Mσ(v) if and only if they map to the same point in
MUhl(v). 
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