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I N T R O D U Z I O N E
La teoria dei gruppi di Brauer prende il via nel 1929, anno in cui
R. Brauer dimostrò che, per ogni campo K, l’insieme delle classi di
isomorfismo dei K-corpi di dimensione finita con centro K formano
un gruppo abeliano di torsione. Questo gruppo, rivelatosi un impor-
tante invariante del campo K, è noto come il gruppo di Brauer di K,
e si indica con Br K.
Qualche anno dopo E. Noether mostrò la stretta connessione tra il
gruppo di Brauer e la coomologia di Galois. Occorre osservare tutta-
via che in quegli anni non era ancora stata elaborata la teoria della
coomologia dei gruppi (teoria che si sarebbe sviluppata solo negli an-
ni ’40), per cui il linguaggio che E. Noether utilizzava era quello dei
prodotti incrociati. Nel frattempo A. A. Albert, R. Brauer, H. Hasse e
E. Noether davano una descrizione completa del gruppo di Brauer di
un campo di numeri (si vedano Albert [1] e Deuring [10]).
Il punto di vista che vorremo assumere sarà però quello della coo-
mologia étale di uno schema. È possibile infatti mettere in relazione il
gruppo di Brauer di un campo K con la coomologia étale dello spettro
di K.
La coomologia étale nasce dall’esigenza di estendere costruzioni
classiche di topologia algebrica, che funzionano per varietà defini-
te sul campo dei numeri complessi, a campi più generali. L’ostacolo
principale a tale estensione è che la topologia di Zariski è troppo grez-
za: basti pensare ad esempio che la coomologia a coefficienti costanti
è quasi sempre nulla.
La definizione di topologia étale è stata data da A. Grothendieck al-
l’inizio degli anni ’60, ispirato da un’idea di J.-P. Serre del 1958. Non
si tratta di una topologia nel senso classico del termine: gli “aperti”
sono morfismi étale (che non sono necessariamente immersioni). Tut-
tavia la teoria dei fasci e della coomologia si estende in questo nuovo
contesto. Inoltre la topologia étale è molto più fine di quella di Zari-
ski, questo permette di ottenere l’estensione di cui si è discusso prima
per alcuni fasci: ad esempio per una varietà definita su un campo k si
ha che la coomologia étale a coefficienti nel fascio costante Z/nZ coin-
cide con la coomologia singolare, se n è coprimo con la caratteristica
di k.
D’altra parte se consideriamo lo spettro di un campo K, dal punto
di vista topologico questo è semplicemente un punto, per cui la sua
topologia di Zariski è banale. Molto più complessa è la topologia éta-
le: in particolare ogni estensione finita e separabile di K corrisponde
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a un “aperto”. Si dimostra altresì che la categoria dei fasci étale su K
è equivalente alla categoria dei gruppi abeliani discreti con un’azio-
ne del gruppo di Galois assoluto di K. Possiamo quindi interpretare
la coomologia di Galois di un campo, e di conseguenza il gruppo
di Brauer, come un caso particolare della coomologia étale di uno
schema.
In questa tesi presentiamo due importanti esempi di calcolo del
gruppo di Brauer che sfruttano tale interpretazione.
Nel primo trattiamo i campi globali di caratteristica positiva, se-
guendo la descrizione di J. Milne in [19, III.2], che usa come strumento
essenziale lo studio della coomologia étale della curva corrisponden-
te. Si tenga presente che il gruppo di Brauer di un campo globale era
già noto dalla teoria dei corpi di classi (si veda Artin e Tate [2]). Nel-
l’esibire questo esempio, il nostro scopo è perciò quello di introdurre
delle tecniche alternative per il calcolo del gruppo di Brauer, appli-
candole a un caso relativamente semplice. Nello specifico mostriamo
il seguente risultato.
Teorema. Sia X una curva algebrica liscia, geometricamente connessa e
completa su un campo finito k, e sia K il campo delle funzioni razionali.
Allora si ha la successione esatta
0→ Br(K)→⊕
x∈X(1)
Q/Z
ψ−→ Q/Z→ 0,
dove X(1) è l’insieme dei punti di X di codimensione 1 e l’omomorfismo ψ è
definito da
ψ
(
(ax)x∈X(1)
)
= ∑
x∈X(1)
[k(x) : k]ax.
Il secondo esempio, di gran lunga più complesso, è quello del cam-
po C(x, y) delle funzioni razionali complesse in due variabili. Mentre
è immediato osservare che il gruppo di Brauer di un campo alge-
bricamente chiuso è banale ed è noto dalla teoria dei campi e dalla
teoria di Galois che Br(C(x)) = 0, nulla si sapeva fino agli anni ’70
del gruppo di Brauer di C(x, y). La descrizione di questo gruppo è
stata data per la prima volta da M. Artin nel 1972 (Artin e Mumford
[4]) e utilizza per l’appunto tecniche di coomologia étale. Il risultato
ottenuto da Artin si può riassumere nel seguente teorema.
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Teorema. Sia P2C il piano proiettivo complesso e Gm il fascio definito da
Gm(U) = Γ(U,OU)∗. Allora esiste una successione esatta
0→ H2(P2C,Gm)→ BrC(x, y)→
⊕
C
H1(Spec KC,Q/Z)
→⊕
p
µ−1 → µ−1 → 0,
dove la prima somma è su tutte le curve irriducibili C in P2C e la seconda è
sui punti chiusi di P2C; inoltre KC indica il campo delle funzioni razionali
della curva C e µ−1 =
⋃
n Hom(Z/nZ,Q/Z) ∼= Q/Z.
notazioni
Per un campo k indichiamo con ks una sua chiusura separabile. Se
K ⊂ L è un’estensione di campi, denotiamo con [L : K] il suo grado;
se inoltre L/K è di Galois, scriviamo Gal(L/K) per il gruppo di Galois.
Il simbolo H denota l’anello dei quaternioni.
Se A è un anello e n ∈ N, indichiamo con Mn(A) l’anello delle
matrici n× n a coefficienti in A.
Denotiamo con Sets la categoria degli insiemi, e con Ab la categoria
dei gruppi abeliani.
Per uno schema X, dato un punto x ∈ X indichiamo con k(x) il
campo dei residui di x, e con x il punto geometrico di X che ha
immagine in x. Se k è un campo e n ∈ N, il simbolo Pnk denota lo
spazio proiettivo di dimensione n su k.
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C O O M O L O G I A D I G A L O I S
Dato un gruppo profinito G, definiamo la categoria CG i cui oggetti
sono i gruppi abeliani considerati con la topologia discreta e sui quali
G agisce in modo continuo, che saranno detti G-moduli discreti. Allora
CG è una categoria abeliana.
Osserviamo che se A è un gruppo abeliano con un’azione di G, lo
stabilizzatore di un elemento a ∈ A,
StabG(a) = { g ∈ G | ga = a } ,
è un sottogruppo aperto di G per ogni a ∈ A se e soltanto se A è
un G-modulo discreto. Inoltre se H è un sottogruppo aperto di G,
poniamo
AH = { a ∈ A | ha = a, per ogni h ∈ H } ,
allora A è un G-modulo discreto se e soltanto se
A =
⋃{
AH
∣∣∣H sottogruppo aperto di G } .
Sia ora n ∈N, indichiamo con Gn il prodotto cartesiano di n copie
di G se n > 0, e con G0 l’insieme con un solo elemento {∅}.
Per ogni A ∈ CG, definiamo
Cn(G, A) = { f : Gn → A | f continua } .
Osserviamo quindi che C0(G, A) ∼= A. Inoltre gli insiemi Cn(G, A)
sono naturalmente dotati di una struttura di gruppo abeliano.
Vogliamo infine definire per ogni n ≥ 0 una mappa bordo
d : Cn(G, A)→ Cn+1(G, A).
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Se f ∈ Cn(G, A), poniamo
(d f )(g1, . . . , gn+1) =g1 f (g2, . . . , gn+1)
+
n
∑
i=1
(−1)i f (g1, . . . , gigi+1, . . . , gn+1)
+ (−1)n+1 f (g1, . . . , gn),
dove g1, . . . , gn+1 ∈ G. Si vede facilmente che d è un omomorfismo di
gruppi e che d2 = 0, ossia
C0(G, A) d−→ C1(G, A) d−→ C2(G, A) d−→ · · ·
è un complesso.
A questo punto definiamo l’n-esimo gruppo dei cocicli di G a
coefficienti in A
Zn(G, A) = ker(d : Cn(G, A)→ Cn+1(G, A)),
l’n-esimo gruppo dei cobordi di G a coefficienti in A
Bn(G, A) = im(d : Cn−1(G, A)→ Cn(G, A)),
e infine l’n-esimo gruppo di coomologia di G a coefficienti in A
Hn(G, A) =
Zn(G, A)
Bn(G, A)
.
Proposizione 1.1. Sia G un gruppo profinito. Valgono i seguenti fatti:
1. data una successione esatta corta
0→ A′ → A→ A′′ → 0,
esistono degli omomorfismi δn : Hn(G, A) → Hn+1(G, A) tali che la
successione lunga ottenuta
0→ H0(G, A′)→ H0(G, A)→ H0(G, A′′) δ0−→ H1(G, A′)→ · · ·
è esatta;
2. per ogni diagramma commutativo
0
0
A′
B′
A
B
A′′
B′′
0
0
3il diagramma indotto in coomologia
0
0
H0(G, A′)
H0(G, B′)
H0(G, A)
H0(G, B)
H0(G, A′′)
H0(G, B′′)
H1(G, A′)
H1(G, B′)
· · ·
· · ·
è commutativo.
Dimostrazione. Si tratta di una caccia lungo il diagramma.
Proposizione 1.2. Siano {Gi}i∈I un sistema proiettivo di gruppi profiniti,
e {Ai}i∈I un sistema induttivo di gruppi abeliani tali che Ai è un Gi-modulo
discreto per ogni i ∈ I. Se G = lim←−Gi e A = lim−→ Ai, allora
Hn(G, A) = lim−→H
n(Gi, Ai) per ogni n ≥ 0.
Dimostrazione. Si vede facilmente che l’omomorfismo canonico
lim−→C
n(Gi, Ai)→ Cn(G, A)
è un isomorfismo, e dal momento che
ker
(
lim−→C
n(Gi, Ai)
d−→ lim−→C
n+1(Gi, Ai)
)
= lim−→ ker
(
Cn(Gi, Ai)
d−→ Cn+1(Gi, Ai)
)
im
(
lim−→C
n−1(Gi, Ai)
d−→ lim−→C
n(Gi, Ai)
)
= lim−→ im
(
Cn−1(Gi, Ai)
d−→ Cn(Gi, Ai)
)
,
si ricava la tesi.
Corollario 1.3. Dato un G-modulo discreto A, si ha
Hn(G, A) = lim−→H
n(G/H, AH) per ogni n ≥ 0,
dove il limite è su tutti i sottogruppi aperti H di G.
Corollario 1.4. I gruppi Hn(G, A) sono di torsione per ogni n ≥ 1.
Dimostrazione. Per il primo corollario basta dimostrare l’enunciato
per un gruppo G finito. Supponiamo che G abbia cardinalità m, allora
per ogni g ∈ G si ha mg = 0 (stiamo usando la notazione additiva e
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scriviamo 0 per l’elemento neutro di G). Sia H un sottogruppo di G
di indice h e definiamo l’omomorfismo N : AH → AG tale che
N(a) = ∑
g∈G/H
ga,
per ogni a ∈ AG. Questa mappa induce degli omomorfismi
Hn(H, A) → Hn(G, A) per ogni n ≥ 0. D’altra parte se
r : Hn(G, A) → Hn(H, A) è la mappa di restrizione, allora N ◦ r = h,
dove h indica la moltiplicazione per h. Basta infatti verificarlo per
n = 0: se a ∈ AG = H0(G, A), allora
N(r(a)) = ∑
g∈G/H
ga = ha.
In particolare se H = 0, si ha che la moltiplicazione per m è la mappa
nulla, ossia i gruppi Hn(G, A) sono di torsione.
Proposizione 1.5. Sia G un gruppo profinito e sia A ∈ CG un gruppo
divisibile privo di torsione. Allora
Hn(G, A) = 0 per ogni n ≥ 1.
Dimostrazione. Dato m ∈N, la moltiplicazione per m
m : A→ A, a 7→ ma
è per ipotesi un isomorfismo, e di conseguenza anche la mappa
m : Hn(G, A)→ Hn(G, A)
è un isomorfismo. D’altra parte però i gruppi Hn(G, A) sono di
torsione per n > 0, e quindi Hn(G, A) = 0 per ogni n > 0.
Teorema 1.6. Sia H un sottogruppo chiuso di G e sia A ∈ CG, allora i
gruppi Hq(H, A) sono in modo naturale dei G/H-moduli discreti e si ha la
successione spettrale
Hp(G/H, Hq(H, A))⇒ Hp+q(G, A).
Dimostrazione. Si veda Serre [23, I.2.6].
Per finire, guardiamo più nel dettaglio i primi gruppi di coo-
mologia. Innanzi tutto se identifichiamo C0(G, A) con A, abbiamo
che
(da)(g) = ga− a,
5per ogni g ∈ G e a ∈ A. Allora
Z0(G, A) = { a ∈ A | ga = a ∀g ∈ G } = AG,
e quindi
H0(G, A) = AG,
poiché B0(G, A) = 0 per definizione. Sia ora f ∈ C1(G, A), allora
(d f )(g1, g2) = g1 f (g2)− f (g1g2) + f (g1).
Dunque
Z1(G, A) = { f : G → A | f (g1g2) = g1 f (g2) + f (g1) } ;
le funzioni f ∈ Z1(G, A) sono anche dette omomorfismi incrociati.
Osserviamo che se l’azione di G su A è banale, cioè ga = a per ogni
g ∈ G e a ∈ A, allora un omomorfismo incrociato è semplicemente un
omomorfismo. Gli elementi di B1(G, A) sono invece detti omomorfi-
smi incrociati principali e sono della forma f (g) = ga− a per qualche
a ∈ A. Allora si vede che se l’azione di G è banale, B1(G, A) = 0 e
quindi in questo caso
H1(G, A) = Hom(G, A) = { omomorfismi continui G → A }.
Descriviamo infine anche il secondo gruppo di coomologia. Si ha
H2(G, A) =
Z2(G, A)
B2(G, A)
,
dove Z2(G, A) è l’insieme delle funzioni f : G× G → A tali che
f (g1, g2g3) + g1 f (g2, g3) = f (g1g2, g3) + f (g1, g2)
e B2(G, A) è l’insieme delle funzioni f : G× G → A tali che
f (g1, g2) = g1α(g2)− α(g1g2) + α(g1)
per qualche α ∈ C1(G, A).
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I L G R U P P O D I B R A U E R
Il gruppo di Brauer di un campo è un importante invariante che pren-
de il nome dal matematico Richard Brauer, il quale negli anni tra il
1925 e il 1933 sviluppò una teoria sulle algebre di divisione centrali su
un fissato campo perfetto e mostrò che le classi di isomorfismo di que-
ste algebre formano un gruppo abeliano di torsione, le cui proprietà
si riflettono sulla struttura delle algebre semplici.
Consideriamo ad esempio il campo dei numeri reali. Per calcolarne
il gruppo di Brauer occorre innanzi tutto capire quali sono le possibili
algebre di divisione suR, e poi tra queste isolare le algebre che hanno
come centro esattamente R. In questo ci viene in aiuto il seguente
teorema.
Teorema 2.1 (di Frobenius). Le uniche algebre di divisione di dimensione
finita su R sono R, C e H (a meno di isomorfismi).
Dimostrazione. Sia A un’algebra di divisione di dimensione finita su
R, e definiamo
A′ =
{
u ∈ A ∣∣ u2 ∈ R e u2 ≤ 0 } .
Verifichiamo che A′ è un sottospazio di A. È evidente che A′ è chiuso
rispetto alla moltiplicazione per scalari. Siano u, v ∈ A′ due elementi
linearmente indipendenti, vogliamo mostrare che u + v ∈ A′. Se u =
av + b con a, b ∈ R, per ipotesi u2 = c < 0 e v2 = d < 0, allora
c = (av + b)2 = a2d + 2abv + b2,
da cui si ricava che ab = 0, ossia a = 0 oppure b = 0. Ma se a = 0,
allora si avrebbe u ∈ R, il che è assurdo perché u 6= 0. Se invece b = 0,
si violerebbe l’ipotesi di indipendenza lineare di u e v. Quindi 1, u e
v sono linearmente indipendenti. Consideriamo gli elementi (u− v)
e (u + v), questi sono radici di polinomi di secondo grado, per cui
esistono p, q, r, s ∈ R tali che
(u + v)2 = p(u + v) + q, (u− v)2 = r(u− v) + s.
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D’altra parte
(u + v)2 = u2 + (uv+ vu) + v2, (u− v)2 = u2− (uv+ vu) + v2,
allora si ha
c + d + (uv + vu) = p(u + v) + q
c + d− (uv + vu) = r(u− v) + s
e sommando membro a membro si ottiene
(p + r)u + (p− r)v + (q + s− 2c− 2d) = 0,
ossia p = r = 0. Allora (u + v)2 = q ∈ R, ma u + v 6= R, per cui
q < 0, cioè u + v ∈ A′.
Mostriamo ora che ogni u ∈ A si può scrivere nella forma u = a+ y
con a ∈ R e y ∈ A′. Infatti se u 6= R, allora esistono a, b ∈ R tali che
u2 − 2au + b = 0. Se poniamo y = u− a, abbiamo y2 = a2 − b < 0,
perché 4(a2− b) è il discriminante dell’equazione x2− 2ax+ b = 0 che
non ha radici reali. Abbiamo così provato che A = R⊕ A′. Inoltre se
u ∈ A′, definiamo Q(u) = −u2. Si verifica facilmente che Q è una
forma quadratica definita positiva, che si estende nel modo ovvio ad
A. Indichiamo con < u, v > il prodotto scalare indotto da Q su A.
Procediamo per assurdo. Se A 6= R allora A′ 6= 0, quindi esiste
i ∈ A′ tale che i2 = −1. Se A 6= R⊕Ri = C, allora A′ 6= Ri, per
cui esiste j ∈ A′ ortogonale a Ri e tale che j2 = −1. Allora si ha
< i, j >= ij + ji = 0, cioè ij = −ji. Se poniamo k = ij, si ha che
k2 = −1 e ik + ki = 0 = kj + jk, quindi k ∈ A′ e k è ortogonale a i e j.
Infine se A 6= H, esiste l ∈ A′ ortogonale a i, j e k, tale che l2 = −1.
Allora li = −il, l j = −jl e lk = −kl. Ma d’altra parte
lk = l(ij) = (li)j = −(il)j = −i(l j) = i(jl) = (ij)l = kl,
il che è assurdo.
Osserviamo subito che C, essendo un campo, non può avere come
centro R. Restano quindi R e H. In effetti il gruppo di Brauer di R
è costituito dalle classi di isomorfismo di questi due elementi ed è
perciò ciclico di ordine 2. Inoltre vedremo che R giocherà il ruolo
dell’elemento neutro.
2.1 algebre centrali semplici
Definizione 2.1.1. Sia A un anello con 1. Si dice che A è un anello
semplice se non ha ideali bilateri propri non nulli.
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Definizione 2.1.2. Sia K un campo. Una K-algebra centrale semplice è
un’algebra associativa A di dimensione finita su K, che è un anello
semplice e il cui centro è esattamente K.
Vi è un importante risultato che fornisce una caratterizzazione più
pratica degli anelli semplici.
Teorema 2.1.3 (di Wedderburn). Una K-algebra A è una K-algebra cen-
trale semplice se e soltanto se esiste un corpo D (unico a meno di isomorfismi)
ed esiste un unico n ∈ N tali che A ∼= Mn(D). Inoltre se D ed E sono
corpi eMn(D) ∼=Mm(E), allora m = n e D ∼= E.
Dimostrazione. Sia A una K-algebra centrale semplice. Consideriamo
la mappa L : A → EndA(A), dove EndA(A) indica gli endomorfismi
di A come A-modulo destro. L’applicazione L manda un elemento
a ∈ A nella moltiplicazione a sinistra per a. Si verifica facilmente che
L è un isomorfismo di anelli.
Inoltre se r ⊂ A è un A-sottomodulo destro semplice di A, allora
∑a∈A ar è un ideale bilatero non nullo di A. Dal momento che A è
semplice, si ha
A = ∑
a∈A
ar =
n
∑
j=1
ajr,
per un n minimo. Consideriamo allora la mappa
f :
n⊕
j=1
r→ A
definita da
f (r1, . . . , rn) =
n
∑
j=1
ajrj.
Vediamo subito che f è un omomorfismo di A-moduli destri suriet-
tivo. Supponiamo che f (r1, . . . , rn) = 0. Se esiste un indice i tale che
ri 6= 0, supponiamo per semplicità i = 1, allora
n
∑
i=1
airi = 0,
da cui si ricava
a1r1 = −
n
∑
i=2
airi.
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Osserviamo che r1r è un sottomodulo non nullo di r, per cui r1r = r.
Di conseguenza per ogni r ∈ r esiste r′ ∈ r tale che r = r1r′ e
a1r = a1r1r′ = −
n
∑
i=2
airir′,
il che contraddice la minimalità di n. Ne consegue che f è un
isomorfismo di A-moduli destri.
Infine vogliamo mostrare che EndA
(⊕n
j=1 r
) ∼= Mn(EndA r). Per
fare questo consideriamo le proiezioni pij :
⊕n
h=1 r→ r e le inclusioni
ij : r→ ⊕nh=1 r. Definiamo due omomorfismi di anelli
α : EndA
 n⊕
j=1
r
 −→Mn(EndA r)
φ 7−→ (pijφih)j,h=1,...,n
e
β : Mn(EndA r) −→ EndA
 n⊕
j=1
r

(φj,h)j,h=1,...,n 7−→
n
∑
j,h=1
ijφj,hpih.
Si verifica che αβ = id e βα = id. Allora
A ∼= EndA A ∼= EndA
 n⊕
j=1
r
 ∼=Mn(EndA r).
E si conclude osservando che EndA r è un anello di divisione: infatti
se φ ∈ EndA r è un elemento non nullo, allora im φ 6= 0 e ker φ 6= r;
d’altra parte im φ e ker φ sono sottomoduli di r, quindi si deve avere
im φ = r e ker φ = 0, cioè φ è invertibile in EndA r.
Viceversa mostriamo che se D è un K-corpo allora Mn(D) è una
K-algebra centrale semplice. Sia I ⊂ Mn(D) un ideale bilatero non
nullo e sia a = (ai,j)i,j=1,...,n ∈ I un elemento diverso da zero, allora
esiste un coefficiente ai,j 6= 0. Indichiamo con Ei,j la matrice i cui
elementi sono tutti zero tranne quello in posizione (i, j) che è uguale
a 1. Allora
Er,r = a−1i,j Er,iaEj,r ∈ I, per ogni r = 1, . . . , n,
per cui si ha anche 1 = ∑nr=1 Er,r ∈ I, cioè I =Mn(D).
2.1 algebre centrali semplici 11
Infine supponiamo che Mn(D) ∼= Mm(E). Osserviamo che
E1,1Mn(D)E1,1 ∼= D, e possiamo quindi definire la mappa
D ∼= E1,1Mn(D)E1,1 −→ EndMn(D)(E1,1Mn(D))
E1,1ME1,1 7−→ LE1,1 ME1,1
dove M ∈ Mn(D), e LE1,1 ME1,1 indica la moltiplicazione a sinistra per
E1,1ME1,1. Si verifica facilmente che questo è un isomorfismo, per cui
si ha
D ∼= EndMn(D)(E1,1Mn(D)) ∼= EndMm(E)(E1,1Mm(E)) ∼= E,
e per motivi di dimensione m = n.
Con le notazioni del teorema, diremo che D è la componente cor-
po di A. Vediamo di seguito alcune proprietà delle algebre centrali
semplici.
Proposizione 2.1.4. Se A e B sono K-algebre centrali semplici, anche
A⊗K B è una K-algebra centrale semplice.
Dimostrazione. Sia I ⊂ A⊗K B un ideale bilatero non nullo. Scegliamo
u ∈ I, u 6= 0, che ammette una scrittura della forma
u =
n
∑
i=1
ai ⊗ bi,
con i bi linearmente indipendenti e n minimo (diremo che u ha lun-
ghezza minima). Poiché u 6= 0 esiste un indice i per cui ai 6= 0;
supponiamo per semplicità a1 6= 0. Se r, s ∈ A, allora
(r⊗ 1)u(s⊗ 1) =
n
∑
i=1
rais⊗ bi ∈ I.
Dal momento che A è semplice Aai A = A, per cui esistono rj, sj ∈ A
con j = 1, . . . , h, tali che ∑hj=1 rja1sj = 1 e
∑
j
(rj ⊗ 1)u(sj ⊗ 1) =
n
∑
i=1
(
∑
j
rjaisj
)
⊗ bi ∈ I.
Perciò possiamo supporre senza perdita di generalità che
u = 1⊗ b1 + a2 ⊗ b2 + · · ·+ an ⊗ bn.
Dato a ∈ A, si ha (a⊗ 1)u− u(a⊗ 1) ∈ I, cioè
v = (a2a− aa2)⊗ b2 + · · ·+ (ana− aan)⊗ bn ∈ I.
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Ma v ha lunghezza minore di u, quindi per minimalità v deve essere
nullo. D’altra parte i bi sono linearmente indipendenti su K, allora
1⊗ bi sono linearmente indipendenti su A⊗ 1, per cui aia− aai = 0
per i = 2, . . . , n e per ogni a ∈ A, cioè ai ∈ K per i = 2, . . . , n. Allora
possiamo scrivere
u = 1⊗ (b1 + a2b2 + · · ·+ anbn) = 1⊗ b
e b 6= 0 per la condizione di indipendenza lineare sui bi. Inoltre B è
semplice e
1⊗ B = 1⊗ BbB = (1⊗ B)u(1⊗ B) ⊂ I,
da cui A⊗ B = (A⊗ 1)(1⊗ B) ⊂ I, cioè I = A⊗ B.
Abbiamo così mostrato che A ⊗K B è semplice. Resta da provare
che il centro di A⊗K B è esattamente K. È ovvio che K è contenuto
nel centro di A⊗K B. Sia z = ∑ni=1 ai ⊗ bi un elemento del centro di
A⊗K B con i bi linearmente indipendenti su K. Dato a ∈ A, si ha
0 = (a⊗ 1)z− z(a⊗ 1) =
n
∑
i=1
(aai − aia)⊗ bi,
allora come prima aai − aia = 0 per ogni i, cioè ai ∈ K e quindi
z = 1⊗∑ni=1 aibi = 1⊗ b. Inoltre per ogni b′ ∈ B si ha
0 = z(1⊗ b′)− (1⊗ b′)z = 1⊗ (bb′ − b′b),
da cui si ricava b ∈ K, ossia z = b(1⊗ 1) ∈ K(1⊗ 1) ∼= K.
Proposizione 2.1.5. Sia A una K-algebra centrale semplice. Valgono i
seguenti fatti:
1. se k ⊂ L è un’estensione di campi, allora A ⊗K L è una L-algebra
centrale semplice;
2. se K è una chiusura algebrica di K, allora A ⊗K K ∼= Mn(K) e
dimK A = n2, n è detto il grado ridotto di A.
Dimostrazione. Se I ⊂ A⊗K L è un ideale bilatero non nullo e u ∈ I,
u 6= 0 è un elemento di lunghezza minima, u = ∑ni=1 ai ⊗ li con li
linearmente indipendenti, si può supporre che a1 = 1 (come nella
dimostrazione precedente). Allora dato a ∈ A,
v = (a⊗ 1)u− u(a⊗ 1) ∈ I,
ma v ha lunghezza minore di u, quindi v = 0. Di conseguenza
aia− aai = 0
2.2 definizione e primi esempi 13
per i = 2, . . . , n, cioè ai ∈ K per ogni i. Perciò possiamo scrivere
u = 1⊗ (∑ni=1 aili) = 1⊗ l, con l 6= 0, l ∈ L. Inoltre
1⊗ L = 1⊗ LlL = (1⊗ L)u(1⊗ L) ⊂ I,
per cui A⊗ L = (A⊗ 1)(1⊗ L) ⊂ I.
Mostriamo ora che A⊗K L è una L-algebra, il cui centro è L. Dato
l ∈ L, definiamo
l
(
n
∑
i=1
ai ⊗ li
)
=
n
∑
i=1
ai ⊗ lli.
Con questa operazione A⊗K L è un L-modulo finitamente generato,
cioè una L-algebra finita. È evidente che L è contenuto nel centro
di A ⊗K L. Sia z = ∑ni=1 ai ⊗ li un elemento del centro di A ⊗K L,
e supponiamo che gli li siano linearmente indipendenti su K. Dato
a ∈ A, si ha
0 = (a⊗ 1)z− z(a⊗ 1) =
n
∑
i=1
(aai − aia)⊗ li,
da cui si ricava ai ∈ K per ogni i. Allora possiamo scrivere
z = 1⊗
n
∑
i=1
aili = 1⊗ l = l(1⊗ 1) ∈ L(1⊗ 1) ∼= L.
Per la seconda parte osserviamo che l’unico K-corpo è K. Infatti se D
è un K-corpo, allora D è generato su K da certi elementi x1, . . . , xn,
e ogni xi è algebrico su K, per cui xi ∈ K. Dalla prima parte si ha
che A⊗K K è una K-algebra centrale semplice, allora per il teorema
di Wedderburn, A⊗K K ∼=Mn(K). Osserviamo infine che
dimK A = dimK A⊗K K = dimKMn(K) = n2.
Se A è una K-algebra centrale semplice e D è la sua componente
corpo, abbiamo che la dimensione di D su K è un quadrato, scrivia-
mo dimK D = h2, e h è detto l’indice di A (si indicherà con ind(A)).
Notiamo che A è un K-corpo se e soltanto se (ind(A))2 = dimK A.
2.2 definizione e primi esempi
Vogliamo adesso introdurre una relazione di equivalenza tra K-
algebre centrali semplici. Diciamo che due K-algebre centrali semplici
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A e B sono equivalenti, e scriviamo A ∼ B, se e soltanto se esistono
s, t ∈N tali che
A⊗KMs(K) ∼= B⊗KMt(K).
Osserviamo che quella appena definita è effettivamente una relazione
di equivalenza, tenendo conto delle proprietà del prodotto tensore
riassunte nel seguente lemma.
Lemma 2.2.1. Dati un campo K e una K-algebra centrale semplice A,
valgono le seguenti:
1. Mn(K)⊗KMm(K) ∼=Mmn(K);
2. Mn(K)⊗K A ∼=Mn(A);
3. A ⊗K Aop ∼= Mn(K), dove n = dimK A e Aop è l’algebra opposta
o inversa, ossia il gruppo additivo A con il prodotto ∗ definito da
a ∗ b = ba per ogni a, b ∈ A.
Dimostrazione. Un elemento A⊗K B ∈ Mn(K)⊗KMm(K) corrispon-
de a un’applicazione bilineare
A⊗K B : Kn ⊗K Km → Kn ⊗K Km.
Osservando che Kn ⊗K Km ∼= Knm, questo ci dà un’applicazione
ψ : Mn(K)⊗KMm(K)→Mnm(K).
Se {ei} è una base di Kn e { fh} è una base di Km, i vettori ei ⊗ fh
formano una base di Knm. Inoltre se indichiamo con {Eij} e {Fij}
le basi di Mn(K) e Mm(K) costituite dalle matrici che hanno tutti
i coefficienti nulli tranne quello in posizione (i, j) che è uguale a 1,
vediamo che
(Eij ⊗ Ehl)(es ⊗ et) = Eijes ⊗ Ehlet =
{
0 se s 6= j e t 6= l
ei ⊗ eh se s = j e t = l.
Dunque ψ(Eij ⊗ Ehl) = Eih,jl , ossia ψ manda una base in una base ed
è perciò un isomorfismo.
Proviamo ora il secondo punto. Consideriamo l’inclusione
i : K → A
tale che i(k) = k1 per ogni k ∈ K. La mappa i induce un’applicazione
j : Mn(K)→Mn(A), che a sua volta induce
jA : Mn(K)⊗K A→Mn(A)
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tale che jA(h ⊗ a) = aj(h) per a ∈ A, h ∈ Mn(K). Dal momen-
to che Mn(K) è un K-modulo libero con base {Ei,j}i,j=1,...,n, si ha
che Mn(K) ⊗K A è un A-modulo libero con base {Ei,j ⊗ 1}i,j=1,...,n.
Inoltre jA manda la base {Ei,j ⊗ 1}i,j=1,...,n nella base {Fi,j}i,j=1,...,n
dell’A-moduloMn(A). Perciò jA è un isomorfismo.
Infine mostriamo che A⊗K Aop ∼=Mn(K). Per fare questo vediamo
A come spazio vettoriale su K, allora l’anello delle trasformazioni li-
neari di A su K, L(A), ha dimensione n2 su K ed è isomorfo aMn(K),
dove n = dimK A. Definiamo le trasformazioni lineari
Ra : A→ A e La : A→ A
Ra(b) = ba La(b) = ab
per ogni a ∈ A, e consideriamo le K-algebre
Ar = { Ra | a ∈ A } e Al = { La | a ∈ A } .
È immediato verificare che Ar ∼= A e Al ∼= Aop; inoltre ogni elemento
di Ar commuta con ogni elemento di Al . Quindi si ha
A⊗K Aop ∼= Ar ⊗K Al ,
e dal momento che Ar e Al sono K-algebre centrali semplici, anche
Ar ⊗K Al lo è. Definiamo poi la mappa
φ : Ar ⊗K Al → Ar Al ⊂ L(A)
tale che φ(Ra ⊗ Lb) = RaLb. Osserviamo che φ è un omomorfismo di
K-algebre per le proprietà di commutatività di Ar e Al . Per definizio-
ne φ è suriettivo, ed è un isomorfismo dato che Ar ⊗K Al è semplice.
Allora Ar ⊗K Al ∼= Ar Al . Ma
n2 = dimK L(A) ≥ dimK Ar Al = dimK(A⊗K Aop) = (dimK A)2 = n2,
per cui Ar Al = L(A) e A⊗K Aop ∼= L(A) ∼=Mn(K).
Proposizione 2.2.2. Date due K-algebre centrali semplici A ∼=Mn(D) e
B ∼=Mm(E), con D ed E K-corpi, allora
1. A ∼ B se e solo se D ∼= E;
2. A ∼ B e dimK A = dimK B se e solo se A ∼= B;
3. in ogni classe modulo ∼ esiste un unico K-corpo (a meno di isomor-
fismi), detto la componente corpo comune a tutti gli elementi della
classe.
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Dimostrazione. Se A ∼ B, allora esistono s, t ∈N tali che
A⊗KMs(K) ∼= B⊗KMt(K),
ma questo è equivalente per il lemma precedente a
Msn(D) ∼=Mtm(E),
da cui segue per il teorema di Wedderburn che D ∼= E e sn = tm.
Viceversa se D ∼= E, esistono s, t ∈N tali che sn = tm e
A⊗KMs(K) ∼=Msn(D) ∼=Mtm(E) ∼= B⊗KMt(K).
Per la seconda parte osserviamo che se dimK A = dimK B e
A⊗KMs(K) ∼= B⊗KMt(K),
allora si deve avere s = t. Siccome abbiamo visto che deve valere
sn = tm e D ∼= E, si ricava n = m e A ∼= Mn(D) ∼= Mm(E) ∼= B. Il
viceversa è ovvio.
Infine osserviamo che per il teorema di Wedderburn ogni K-algebra
centrale semplice A ∼= Mn(D) è equivalente alla sua componente
corpo D e che le componenti corpo relative a elementi della stessa
classe sono isomorfe per il primo punto.
Indichiamo con Br(K) l’insieme delle classi di equivalenza delle K-
algebre centrali semplici, e definiamo un’operazione tra gli elementi
di Br(K) nel modo seguente
[A] + [B] = [A⊗K B], per ogni [A], [B] ∈ Br(K).
Da quanto visto sulle K-algebre centrali semplici e dalle proprietà
del prodotto tensore segue che l’operazione + è ben definita, e che
(Br(K),+) è un gruppo abeliano. L’elemento neutro è ovviamente 0 =
[K] = [Mn(K)], mentre l’inverso è −[A] = [Aop], per ogni elemento
[A] ∈ Br(K).
Definizione 2.2.3. Dato un campo K, (Br(K),+) è detto il gruppo di
Brauer di K.
Notiamo che per determinare il gruppo di Brauer di un campo K
basta considerare solo i K-corpi, in quanto per il teorema di Wedder-
burn ogni K-algebra centrale semplice A è equivalente a un anello di
divisione con centro K. Quindi possiamo vedere gli elementi di Br(K)
come classi di isomorfismo di K-corpi.
Ad esempio abbiamo già visto che le uniche algebre di divisione
con centro R sono R e l’algebra dei quaternioni H, e queste sono
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elementi distinti in Br(R) poiché R  H, per cui come avevamo
anticipato
Br(R) = {[R], [H]} ∼= Z/2Z.
Un altro caso molto semplice da trattare è quello di un campo K
algebricamente chiuso. Infatti se [A] ∈ Br(K) e dimK A = n2, allora
A ∼= A⊗K K ∼=Mn(K),
ossia Br(K) = {[K]} = 0.
Così pure si ha Br(K) = 0 se K è un campo finito, come segue dal
seguente teorema.
Teorema 2.2.4 (Piccolo teorema di Wedderburn). Tutti i corpi finiti
sono commutativi.
Dimostrazione. Siano D un corpo finito e K il suo centro. Supponiamo
|K| = q e dimK D = n, allora |D| = qn. Dobbiamo mostrare che n = 1.
Indichiamo con D∗ il gruppo moltiplicativo degli elementi non nulli
di D, allora vale la formula delle classi
|D∗| = qn − 1 = ∑
xi∈R
[D∗ : Stab(xi)],
dove R è un insieme di rappresentanti delle classi di coniugio di D∗, e
Stab(xi) denota lo stabilizzatore di xi in D∗. Se xi ∈ K, Stab(xi) = D∗
per cui il contributo di xi alla somma è 1. Inoltre |K ∩ D∗| = q − 1,
quindi il contributo totale degli elementi di K∗ è q− 1. Sia ora xi /∈ K,
allora il sottoinsieme degli elementi di D che commutano con xi è
un sottoanello di divisione Di di D contenente K. Dunque |Di| = qni ,
dove ni = dimK Di. Osserviamo che ni < n, dal momento che xi /∈ K
e quindi Di 6= D. Inoltre Stab(xi) = Di ∩ D∗, di conseguenza si ha
| Stab(xi)| = qni − 1. Possiamo perciò riscrivere la formula delle classi
come
qn − 1 = (q− 1) +∑
i
qn − 1
qni − 1,
dove ni < n per ogni i. Vediamo che ni divide n, infatti si può con-
siderare D come uno spazio vettoriale (a sinistra) su Di, che a sua
volta è uno spazio vettoriale su K, per cui vale una formula dei gradi
analoga a quella per le estensioni di campi.
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Indichiamo con pn(x) = ∏(i,n)=1(x − ξ in) ∈ Z[x] l’n-esimo po-
linomio ciclotomico (dove ξn ∈ C è una radice primitiva n-esima
dell’unità), allora
xn − 1 =∏
d|n
pd(x).
Se ni|n e ni < n, allora il polinomio xn−1xni−1 ∈ Z[x] è divisibile per
pn(x). Quindi pn(q) ∈ Z divide qn − 1 e q
n−1
qni−1 . Dalla formula delle
classi segue che pn(q) divide anche q− 1.
Supponiamo per assurdo n > 1 e consideriamo la fattorizzazione
pn(x) = ∏(i,n)=1(x− ξ in). Dal momento che n > 1, ξ in 6= 1 per ogni i
tale che (i, n) = 1, e inoltre la distanza del punto q sull’asse reale da
ognuno degli ξ in è maggiore della distanza di q da 1, cioè
|q− ξ in| > ||q| − |ξ in|| = |q− 1| = q− 1.
Quindi
|pn(q)| = ∏
(i,n)=1
|q− ξ in| > q− 1,
che contraddice il fatto che pn(q) divida q − 1. Dunque possiamo
concludere che n = 1 e D = k.
2.3 il gruppo di brauer relativo
Sia K ⊂ L un’estensione di campi. Abbiamo visto che se A è una
K-algebra centrale semplice, allora A ⊗K L è una L-algebra centrale
semplice. Possiamo perciò definire un omomorfismo
rL/K : Br(K)→ Br(L)
tale che rL/K([A]) = [A ⊗K L]. Si vede subito, dalle proprietà del
prodotto tensoriale riassunte nel lemma 2.2.1, che questa mappa è
ben definita ed è un omomorfismo. Osserviamo inoltre che se si ha
K ⊂ L ⊂ M, allora
rM/K = rM/L ◦ rL/K,
poiché se [A] ∈ Br(K), allora (A⊗K L)⊗L M ∼= A⊗K M.
Definizione 2.3.1. Data un’estensione di campi K ⊂ L, il nucleo del-
l’omomorfismo rL/K è detto il gruppo di Brauer relativo di L/K, e si in-
dica con Br(L/K). Se [A] ∈ Br(K) e K ⊂ L è un’estensione tale che
[A] ∈ Br(L/K), cioè A⊗K L ∼= Mn(L) ∼ L, allora L è detto campo di
spezzamento di A.
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Notiamo che ogni K-algebra centrale semplice ha un campo di
spezzamento dato da una chiusura algebrica K di K, infatti per la
proposizione 2.1.5 si ha
A⊗K K ∼ K.
Lemma 2.3.2. Sia K un campo tale che char K = p > 0, e sia D un K-
corpo. Se d ∈ D è un elemento tale che d /∈ K ma dp ∈ K, ossia l’estensione
K ⊂ K(d) è puramente inseparabile di grado p, allora esiste un’estensione
separabile K ⊂ L tale che K 6= L ⊂ D.
Dimostrazione. Consideriamo l’automorfismo σ : D → D definito da
σ(x) = dxd−1. Per ipotesi σ 6= idD ma σp = idD. Sia poi τ = σ− idD,
allora τ 6= 0 e τp = σp − idpD = 0. Esisterà perciò un r massimo per
cui τr 6= 0, con 1 ≤ r < p. Sia y ∈ D tale che τr(y) 6= 0, poniamo
τr−1(y) = a 6= 0 e τ(a) = b. Segue che
σ(a) = τ(a) + a = b + a e σ(b) = b.
Quindi se c = b−1a,
σ(c) = σ(b−1)σ(a) = b−1(b + a) = 1+ c.
Ora consideriamo il campo M = K(c) = K(1 + c) ⊂ D. L’estensione
K ⊂ M non può essere puramente inseparabile dal momento che
ammette un automorfismo di K-algebre σ|M 6= idM, quindi basta
prendere la chiusura separabile di K in M.
Proposizione 2.3.3. Sia D un K-corpo, D 6= K, allora esiste un’estensione
separabile K ⊂ L tale che K 6= L ⊂ D.
Dimostrazione. Se char K = 0, allora K è perfetto e la proposizione
è ovvia. Supponiamo char K = p > 0. Se per assurdo non esiste
un’estensione L come nell’enunciato, allora ogni elemento x ∈ D è
puramente inseparabile su K, per cui esiste un certo n tale che d =
xp
n
/∈ K e dp ∈ K. Ma questo dà una contraddizione per il lemma
precedente.
Lemma 2.3.4. Siano B ⊂ A due algebre centrali semplici con centro ri-
spettivamente L e K, tali che K ⊂ L e dimK B > ∞. Valgono i seguenti
fatti:
1. A⊗K L ∼= Mn(B⊗L ZA(B)), dove ZA(B) è il centralizzatore di B
in A e n = [L : K];
2. ind ZA(L) = ind A/[L : K];
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3. se A è un corpo, allora L è un sottocampo massimale di A se e solo se
L = ZA(L), se e solo se [L : K] = ind A.
Dimostrazione. Vediamo che il primo punto implica il secondo, infatti
se prendiamo B = L, si ha
dimL ZA(L)[L : K]
2 = dimL A⊗K L = dimK A,
da cui si ricava ind ZA(L)[L : K] = ind A. Osserviamo poi che la
prima parte del terzo punto è immediata, e il resto deriva dal secondo
punto. Per quanto riguarda la dimostrazione del primo punto, si veda
Draxl [11, I.7].
Teorema 2.3.5 (Köthe). Dato un K-corpo D, esiste un sottocampo
massimale M ⊂ D, tale che K ⊂ M è separabile.
Dimostrazione. Procediamo per induzione su ind(D). Se ind(D) = 1,
allora D = K e l’enunciato è ovvio. Supponiamo ind(D) > 1. Sia
L un campo come nella proposizione precedente e consideriamo il
centralizzatore E di L in D. Allora E è un L-corpo di indice
ind(E) = ind(D)/[L : K] < ind(D).
Per ipotesi induttiva E contiene un sottocampo massimale M tale che
L ⊂ M è separabile, di conseguenza K ⊂ M è separabile. Inoltre il
sottocampo M è massimale, poiché si ha
[M : K] = [M : L][L : K] = ind(E)[L : K] = ind(D).
Teorema 2.3.6. Sia K ⊂ L un’estensione finita e sia [A] ∈ Br(K). Allora
[A] ∈ Br(L/K) se e solo se esistono A′ con [A′] = [A] in Br(K), e un
sottocampo L ⊂ A′ tale che [L : K]2 = dimK A′.
Dimostrazione. Supponiamo che esista A′ come nell’enunciato, allora
per il lemma 2.3.4 L coincide con il centralizzatore Z di L in A′. Dal
momento che A′ ⊗K L ∼=Mr(Z), otteniamo che
rL/K([A]) = rL/K([A′]) = [L] = 0.
Viceversa poniamo n2 = dimK A = dimL A⊗K L e m = [L : K]. Per
ipotesi si ha Aop ⊗K L ∼= Mn(L). Se poniamo B = Mnm(K), allora
abbiamo
Aop ⊗K L ∼=Mn(L) ∼= EndL(Ln) ⊂ EndK(Ln) ∼=Mnm(K) = B.
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Tramite queste identificazioni possiamo immergere L e Aop in B. Defi-
niamo A′ come il centralizzatore di Aop in B. Per costruzione L ⊂ A′
e dal lemma 2.3.4 abbiamo che A′ ⊗K Aop ∼= B, per cui
[A′] = [B]− [Aop] = −[Aop] = [A].
Infine
dimK A′ = dimK B/dimK Aop = m2n2/n2 = [L : K]
2.
Corollario 2.3.7. Ogni sottocampo massimale L di un K-corpo D è un
campo di spezzamento di D.
Corollario 2.3.8. Per ogni [A] ∈ Br(K) esiste un campo di spezzamento
L di A tale che K ⊂ L è separabile e [L : K] = ind(A).
Dimostrazione. Basta applicare il corollario precedente e il teorema di
Köthe alla componente corpo di [A].
Teorema 2.3.9. Dato un campo K, si ha
Br(K) = lim−→Br(L/K),
dove il limite è su tutte le estensioni finite e di Galois K ⊂ L.
Dimostrazione. Per definizione Br(L/K) ⊂ Br(K) per ogni estensione
finita e di Galois K ⊂ L. Sia [A] ∈ Br(K), allora per il corollario
precedente esiste un’estensione separabile e finita K ⊂ L tale che
[A] ∈ Br(L/K). Basta quindi prendere un’estensione di Galois finita
K ⊂ M tale che L ⊂ M, dal momento che rM/K = rM/L ◦ rL/K, e di
conseguenza
[A] ∈ Br(L/K) ⊂ Br(M/K).
2.4 interpretazione coomologica
Sia K ⊂ L un’estensione finita e di Galois di grado n, e poniamo
G = Gal(L/K). Vogliamo mettere in relazione il gruppo di Brauer
relativo di L/K con il secondo gruppo di coomologia di Galois di G a
coefficienti in L∗. Ricordiamo che
H2(G, L∗) =
Z2(G, L∗)
B2(G, L∗)
,
dove Z2(G, L∗) è l’insieme delle funzioni f : G× G → L∗ tali che
f (g1, g2) f (g1g2, g3) = g1( f (g2, g3)) f (g1, g2g3),
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e B2(G, L∗) è l’insieme delle funzioni f : G× G → L∗ tali che
f (g1, g2) = α(g1)α(g1g2)
−1g1(α(g2)),
per qualche α : G → L∗. Osserviamo che per ogni elemento z in
H2(G, L∗) esiste un rappresentante f : G × G → L∗ normalizzato,
nel senso che f (g1, 1) = f (1, g2) = 1 per ogni g1, g2 ∈ G. Infat-
ti sia f ′ : G × G → L∗ un rappresentante qualsiasi di z e poniamo
t = f ′(1, 1)−1. Consideriamo la mappa α : G → L∗ tale che α(g) = g(t)
per ogni g ∈ G. Allora possiamo definire
f (g1, g2) = α(g1)α(g1g2)
−1g1(α(g2)) f ′(g1, g2) = g1(t) f ′(g1, g2),
e si verifica facilmente che f è normalizzato. Quindi
H2(G, L∗) =
{
f ∈ Z2(G, L∗) ∣∣ f (g1, 1) = f (1, g2) = 1 }
{ fα ∈ B2(G, L∗) | α : G → L∗, α(1) = 1 } .
Dato un elemento f ∈ Z2(G, L∗) tale che f (g, 1) = f (1, g) = 1 per
ogni g ∈ G, definiamo un K-spazio vettoriale ( f , L/K) di dimensione
n2 ponendo
( f , L/K) =
⊕
g∈G
Leg,
dove {eg}g∈G è una famiglia di simboli. Introduciamo poi su ( f , L/K)
una moltiplicazione descritta dalle seguenti formule
ega = g(a)eg per ogni a ∈ L,
eg1 eg2 = f (g1, g2)eg1g2 ,(
∑
g∈G
ageg
)(
∑
h∈G
bheh
)
= ∑
g,h∈G
agegbheh.
Proposizione 2.4.1. Con le notazioni come sopra, si ha che gli elementi eg
sono invertibili, e1 = 1, e ( f , L/K) è una K-algebra centrale semplice con
campo di spezzamento L, cioè [( f , L/K)] ∈ Br(L/K).
Dimostrazione. Per verificare che la moltiplicazione definita è associa-
tiva basta scrivere il prodotto di tre elementi in modo esplicito e usare
le formule scritte sopra. Mostriamo che e1 = 1,(
∑
g∈G
ageg
)
e1 = ∑
g∈G
agege1 = ∑
g∈G
ag f (g, 1)eg = ∑
g∈G
ageg,
e1
(
∑
g∈G
ageg
)
= ∑
g∈G
e1ageg = ∑
g∈G
ag f (1, g)eg = ∑
g∈G
ageg.
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Ne segue che
eg−1 = f (g−1, g)
−1
eg−1 .
Consideriamo ora L ∼= Le1 ⊂ ( f , L/K). Sia a ∈ L, allora
a
(
∑
g∈G
ageg
)
−
(
∑
g∈G
ageg
)
a = ∑
g∈G
aageg − ∑
g∈G
agaeg = 0,
e dunque L è contenuto nel centro di ( f , L/K).
D’altra parte se z = ∑g∈G ageg è un elemento del centro, in par-
ticolare z commuta con gli elementi di L, cioè per ogni a ∈ L si
ha
0 = a
(
∑
g∈G
ageg
)
−
(
∑
g∈G
ageg
)
a = ∑
g∈G
(aag − agg(a)eg),
da cui si ricava che se ag 6= 0 allora g(a) = a per ogni a ∈ L, ossia
g = 1, e quindi z = a1 ∈ L. Rimane da mostrare che ( f , L/K) non ha
ideali bilateri propri non nulli. Sia I 6= 0 un ideale bilatero di ( f , L/K).
Sia z ∈ I un elemento non nullo di I, allora
z = ∑
g∈Hz
ageg
dove Hz ⊂ G e ag 6= 0 per ogni g ∈ Hz. Se Hz contiene un solo ele-
mento h, ne segue che z = aheh e 1 = ah−1zeh−1 ∈ I, cioè I = ( f , L/K).
Supponiamo che per ogni elemento non nullo di I il corrispondente
sottoinsieme Hz abbia almeno due elementi, e sia z ∈ I tale che la car-
dinalità di Hz è minima. Siano g, h ∈ Hz e a ∈ L tali che g(a) 6= h(a),
allora
y = z− g(a)−1za = ∑
d∈Hz
(ad − g(a)−1d(a)ad)ed = ∑
d∈Hy
bded ∈ I,
e osserviamo che y 6= 0 poiché bh = ah − g(a)−1h(a)ah 6= 0. Inoltre
Hy = Hz \ {g}, il che è assurdo per la minimalità di Hz.
Definizione 2.4.2. Un’algebra della forma ( f , L/K) è detta prodotto
incrociato.
Lemma 2.4.3. Sia L/K un’estensione finita e di Galois con G = Gal(L/K).
Se f1, f2 ∈ Z2(G, L∗) rappresentano lo stesso elemento [ f1] = [ f2] in
H2(G, L∗), allora
( f1, L/K) ∼= ( f2, L/K).
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Dimostrazione. Per ipotesi esiste α : G → L∗, tale che α(1) = 1 e
f1(g, h) = α(g)α(gh)
−1g(α(h)) f2(g, h),
per ogni g, h ∈ G. Scriviamo
( f1, L/K) =
⊕
g∈G
Leg e ( f2, L/K) =
⊕
g∈G
L fg,
e poniamo e′g = α(g) fg ∈ ( f2, L/K). Allora si ha che
e′ga = α(g) fga = α(g)g(a) fg = g(a)e′g per ogni a ∈ L,
e′ge′h = α(g) fgα(h) fh = α(g)g(α(h)) f2(g, h) fgh
= f1(g, h)α(gh) fgh = f1(g, h)e′gh,
e dunque otteniamo un omomorfismo di K-algebre
ψ : ( f1, L/K)→ ( f2, L/K)
∑
g∈G
ageg 7→ ∑
g∈G
age′g
che è anche un isomorfismo.
Lemma 2.4.4. Sia L/K un’estensione finita e di Galois con G = Gal(L/K).
Dati f1, f2 ∈ Z2(G, L∗), si ha
( f1, L/K)⊗K ( f2, L/K) ∼ ( f1 f2, L/K).
Dimostrazione. Innanzi tutto scriviamo A = ( f1, L/K) =
⊕
g∈G Leg,
B = ( f2, L/K) =
⊕
g∈G L fg e C = ( f1 f2, L/K) =
⊕
g∈G Llg, e conside-
riamo la K-algebra commutativa L⊗K L ⊂ A⊗K B. Sia ora ξ ∈ L tale
che L = K(ξ), e sia p(x) ∈ K[x] il polinomio minimo di ξ su K. Allora
p(x) = ∏
g∈G
(x− g(ξ)).
Prendiamo l’elemento
e = ∏
g 6=1,g∈G
ξ ⊗ 1− 1⊗ g(ξ)
ξ ⊗ 1− g(ξ)⊗ 1 ∈ L⊗K L ⊂ A⊗K B,
e vediamo p(x) come un elemento di K⊗K K[x]. Allora
e(ξ ⊗ 1− 1⊗ ξ) = ∏
g∈G
ξ ⊗ 1− 1⊗ g(ξ)
ξ ⊗ 1− g(ξ)⊗ 1 =
p(ξ ⊗ 1)
ξ ⊗ 1− g(ξ)⊗ 1
=
p(ξ)⊗ 1
ξ ⊗ 1− g(ξ)⊗ 1 = 0,
2.4 interpretazione coomologica 25
quindi e(ξ ⊗ 1) = (1⊗ ξ)e, e per induzione e(ξ i ⊗ 1) = (1⊗ ξ i)e, di
conseguenza (poiché L =
⊕n−1
i=0 Kξ
i)
e(a⊗ 1) = (1⊗ a)e per ogni a ∈ L.
Fissiamo ora g ∈ G e definiamo
e(g) = ∏
h∈G,h 6=1
g(ξ)⊗ 1− 1⊗ gh(ξ)
g(ξ)⊗ 1− gh(ξ)⊗ 1 ∈ L⊗K L ⊂ A⊗K B.
Con semplici calcoli otteniamo che ee(g) = e, e in particolare per g = 1
abbiamo che e2 = e. Per costruzione il numeratore di e è un polinomio
di grado n− 1 in ξ ⊗ 1 su K ⊗K L con termine costante (a meno del
segno) 1⊗ 1ξ NL/K(ξ) 6= 0. Dal momento che
L⊗K L =
n−1⊕
i=0
(ξ ⊗ 1)i(K⊗K L),
si ha che e è idempotente diverso da zero. Consideriamo ora l’anello
C′ = e(A⊗K B)e con unità e. Fissati g, h ∈ G, si ha
e(eg ⊗ fh)e = e(eg ⊗ fh) ∏
d∈G,d 6=1
ξ ⊗ 1− 1⊗ d(ξ)
ξ ⊗ 1− d(ξ)⊗ 1
= e ∏
d∈G,d 6=1
g(ξ)⊗ 1− 1⊗ hd(ξ)
g(ξ)⊗ 1− gd(ξ)⊗ 1 (eg ⊗ fh)
=
{
ee(g)(eg ⊗ fg) = e(eg ⊗ fg) se g = h,
0 se g 6= h.
Poniamo e′g = e(eg ⊗ fg)e ∈ C′, e vediamo che
e
((
∑
g∈G
ageg
)
⊗
(
∑
h∈G
bh fh
))
e
= ∑
g,h∈G
e(ag ⊗ 1)(1⊗ bh)(eg ⊗ fh)e = ∑
g∈G
(agbg ⊗ 1)e′g,
e′ge′h = e(eg ⊗ fg)e2(eh ⊗ fh)e = e(egeh ⊗ fg fh)e
= e( f1(g, h)⊗ f2(g, h))(egh ⊗ fgh)e = ( f1(g, h) f2(g, h)⊗ 1)e′gh,
e′g(a⊗ 1) = e(ega⊗ fg)e = e(g(a)eg ⊗ fg)e = (g(a)⊗ 1)e′g
26 il gruppo di brauer
per ogni a ∈ L. Di conseguenza possiamo definire un omomorfismo
di K-algebre suriettivo
ψ : C → C′
∑
g∈G
ageg 7→ ∑
g∈G
(ag ⊗ 1)e′g
che si verifica essere un isomorfismo. A questo punto possiamo con-
cludere per il teorema di Wedderburn che C′ ∼ A ⊗K B, e quindi
C ∼ A⊗K B.
Teorema 2.4.5 (Skolem-Noether). Siano A e B due K-algebre centrali
semplici. Se f , g : A → B sono omomorfismi di K-algebre, allora esiste un
elemento b ∈ B∗ tale che g(a) = b f (a)b−1 per ogni a ∈ A.
Dimostrazione. Si veda Draxl [11, I.7].
Lemma 2.4.6. Siano K ⊂ L un’estensione di Galois finita con gruppo di
Galois G, e sia [A] ∈ Br(K) tale che L ⊂ A e dimK A = [L : K]2. Allora
esiste un unico [ f ] ∈ H2(G, L∗) tale che il prodotto incrociato ( f , L/K) è
isomorfo ad A.
Dimostrazione. Osserviamo anzi tutto che per il lemma 2.3.4, L è un
sottocampo massimale di A, dunque il centralizzatore di L in A coin-
cide con L. Per il teorema di Skolem-Noether, dato g ∈ G esiste
eg ∈ A∗ tale che
g(z) = egze−1g per ogni z ∈ A,
e si verifica che questi elementi sono linearmente indipendenti su L.
Allora per questioni di dimensione si ha
A =
⊕
g∈G
Leg.
Si ricava perciò che
ega = g(a)eg per ogni a ∈ L,
e per costruzione e1 = 1. Inoltre
eghae−1gh = gh(a) = g(ehae
−1
h ) = egehae
−1
h e
−1
g
per ogni a ∈ L, da cui segue che e−1gh egeh ∈ L. Definiamo
f : G× G → L∗,
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tale che f (g, h) = gh(e−1gh egeh). Abbiamo che
f (g, h)egh = gh(e−1gh egeh)egh = egh(e
−1
gh egeh)e
−1
gh egh = egeh,
e f (1, g) = f (g, 1) = g(1) = 1. Siano poi g1, g2, g3 ∈ G, allora
f (g1, g2) f (g1g2, g3)eg1g2g3 = f (g1, g2)eg1g2 eg3 = eg1 eg2 eg3
= eg1 f (g2, g3)eg2g3 = g1( f (g2, g3))eg1 eg2g3
= g1( f (g2, g3)) f (g1, g2g3)eg1g2g3 ,
per cui f ∈ Z2(G, L∗). Questo mostra l’esistenza di un prodotto incro-
ciato isomorfo ad A. Per quanto riguarda l’unicità, sia f ′ ∈ Z2(G, L∗),
tale che A ∼= ( f ′, L/K) = ⊕g∈G L fg, allora
egae−1g = g(a) = fga f−1g per ogni a ∈ L,
ossia f−1g eg ∈ L, e di conseguenza eg f−1g ∈ L. Definiamo quindi
α : G → L∗ tale che α(g) = eg f−1g per ogni g ∈ G, e osserviamo
che α(1) = 1. Inoltre eg = α(g) fg, allora
f (g, h) = gh(e−1gh egeh) = gh( f
−1
gh α(gh)
−1α(g) fgα(h) fh)
= gh( f−1gh α(gh)
−1α(g)g(α(h)) fg fh)
= gh((gh)−1(α(gh)−1α(g)g(α(h))) f−1gh fg fh)
= (α(gh)−1α(g)g(α(h)))gh( f−1gh fg fh)
= α(gh)−1α(g)g(α(h)) f ′(g, h),
ossia [ f ] = [ f ′] in H2(G, L∗).
Mettendo insieme questi ultimi tre lemmi otteniamo il seguente
risultato.
Teorema 2.4.7. Sia L/K un’estensione di Galois finita e sia G = Gal(L/K).
La mappa
Z2(G, L∗)→ Br(L/K), f 7→ [( f , L/K)]
induce un isomorfismo
ΩL/K : H2(G, L∗)→ Br(L/K).
Corollario 2.4.8. Sia K un campo e Ks una sua chiusura separabile. Se
G = Gal(Ks/K), allora
Br(K) ∼= H2(G, K∗s ).
In particolare Br(K) è un gruppo di torsione.
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Dimostrazione. Abbiamo visto che
Br(K) = lim−→Br(L/K),
dove il limite è su tutte le estensioni di Galois finite K ⊂ L. Allora dal
teorema precedente segue che
Br(K) = lim−→Br(L/K) ∼= lim−→H
2(Gal(L/K), L∗)
∼= H2(lim←−Gal(L/K), lim−→ L
∗) = H2(Gal(Ks/K), K∗s ).
3
D I M E N S I O N E C O O M O L O G I C A
In questo capitolo introdurremo alcune nozioni di dimensione relati-
ve a un campo, l’importanza delle quali si manifesterà nel legame tra
proprietà aritmetiche del campo considerato e proprietà geometriche
(nel senso della geometria algebrica) dello spettro di tale campo.
3.1 dimensione coomologica e proprietà Cr
Dato un gruppo profinito G, definiamo la dimensione coomologica
di G, cd G, come il minimo n ∈ N per cui H r (G , A) = 0 per ogni
r > n e per ogni G-modulo di torsione A. Se p è un numero primo,
definiamo la p-dimensione coomologica di G, cd p G, come il minimo
n ∈ N per cui la componente di torsione p-primaria H r (G , A) p di
H r (G , A) è nulla per ogni r > n e per ogni G-modulo di torsione
A. Analogamente si definiscono la dimensione coomologica stretta
scd G e la p-dimensione coomologica stretta scd p G considerando
tutti i G-moduli (non solo quelli di torsione).
Definizione 3.1.1. Dato un campo k e indicata con ks una sua chiu-
sura separabile, la dimensione coomologica (stretta) e la p-dimensione coo-
mologica (stretta) di k sono rispettivamente la dimensione coomologica
(stretta) e la p-dimensione coomologica (stretta) del gruppo di Galois
Gal(ks/k), e si indicano con cd k (scd k) e cdp k (scdp k).
Proposizione 3.1.2. Valgono le seguenti relazioni:
1. cd k = supp cdp k,
2. scd k = supp scdp k,
3. cd k ≤ scd k, cdp k ≤ scdp k.
Dimostrazione. Tutte le proprietà elencate seguono immediatamente
dalle definizioni e dal fatto che i gruppi Hr(G, A) sono di torsione
per ogni r > 0 e per ogni G-modulo discreto A (corollario 1.4).
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Notiamo inoltre che se cdp k ≤ n e k ⊂ k′ è un’estensione sepa-
rabile, allora cdp k′ ≤ n (vale l’analoga proprietà per la dimensione
coomologia stretta).
Proposizione 3.1.3. Per ogni numero primo p si ha
cdp k ≤ scdp k ≤ cdp k + 1
cd k ≤ scd k ≤ cd k + 1.
Dimostrazione. Poniamo G = Gal(ks/k). Basta studiare il caso in cui
cdp k < ∞, poiché altrimenti l’enunciato segue dalla proposizione
precedente.
Sia n = cdp k e sia A un G-modulo. Se indichiamo con T il
sottomodulo di torsione di A, si ha la successione esatta
0→ T → A→ A/T → 0,
dove A/T è un G-modulo privo di torsione. Otteniamo così una
successione esatta lunga in coomologia
· · · → Hr(G, T)→ Hr(G, A)→ Hr(G, A/T)→ Hr+1(G, T)→ · · · .
Se mostriamo che la componente di torsione p-primaria dei gruppi
Hr(G, A/T) è nulla per r > n + 1, allora dalla successione si avrà
Hr(G, A) = 0 per r > n+ 1 e quindi scdp k ≤ n+ 1. Poniamo B = A/T.
Dal momento che B è libero da torsione, si ha la successione esatta
0→ B p−→ B→ B/pB→ 0,
da cui si ricava la successione in coomologia
· · · → Hr−1(G, B/pB)→ Hr(G, B) p−→ Hr(G, B)→ Hr(G, B/pB)→ · · · .
Poiché B/pB è un G-modulo di p-torsione, Hi(G, B/pB) = 0 per i > n,
e dalla successione precedente otteniamo che la moltiplicazione per
p su Hr(G, B) è un isomorfismo per r > n + 1, e questo prova che
la componente di torsione p-primaria di Hr(G, B) è nulla per ogni
r > n + 1.
Infine prendendo l’estremo superiore su p, troviamo
scd k ≤ cd k + 1.
Definizione 3.1.4. Diciamo che un campo k ha dimensione algebrica
minore o uguale a 1, e scriviamo dim k ≤ 1, se vale una delle seguenti
condizioni equivalenti:
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1. cd k ≤ 1 e se char k = p > 0, allora la componente di torsione
p-primaria di Br(k′) è nulla per tutte le estensioni separabili
k ⊂ k′;
2. Br(k′) = 0 per ogni estensione separabile k ⊂ k′;
3. se k ⊂ K è un’estensione separabile e K ⊂ L è un’estensio-
ne finita e di Galois, l’applicazione norma NL/K : L∗ → K∗ è
suriettiva.
(La dimostrazione dell’equivalenza di questi fatti si può trovare in
Shatz [24, IV.3.32]).
Se k ⊂ k′ è un’estensione separabile e dim k ≤ 1, dalla definizione
segue facilmente che dim k′ ≤ 1.
Proposizione 3.1.5. Se k è un campo perfetto, allora
cd k ≤ 1 ⇐⇒ dim k ≤ 1.
Dimostrazione. Nel caso in cui k ha caratteristica 0, l’equivalenza coin-
cide con la definizione. Se char k = p > 0, tuttavia la chiusura se-
parabile ks di k coincide con la sua chiusura algebrica per cui la
mappa
ψ : k∗s → k∗s , a 7→ ap
è un isomorfismo. Allora considerando la successione esatta
0→ k∗s
ψ−→ k∗s → cokerψ→ 0
e la corrispondente successione in coomologia, tenendo conto che
cokerψ = 0, si ricava che la mappa
Br(k)
p−→ Br(k)
è un isomorfismo, e dunque la componente di torsione p-primaria di
Br(k) è nulla.
Definizione 3.1.6. Un campo k ha la proprietà Cr se ogni polinomio
omogeneo f (x1, . . . , xn) di grado d a coefficienti in k, con n > dr, ha
una radice non banale in k. Un campo con la proprietà C1 si dice
quasi-algebricamente chiuso.
Possiamo interpretare la proprietà Cr come una misura di quanto
un campo è lontano dall’essere algebricamente chiuso, infatti si può
mostrare che per un campo k avere la proprietà C0 è equivalente a
essere algebricamente chiuso.
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Vedremo nel seguito che questi due concetti, essere quasi-
algebricamente chiuso e avere dimensione algebrica minore o uguale
a 1, a priori indipendenti l’uno dall’altro, sono in realtà collegati.
Lemma 3.1.7 (Artin, Lang, Nagata). Sia k un campo con la proprietà Cr,
e siano f1, . . . , fs polinomi omogenei di grado d in n variabili comuni. Se
n > sdr, allora esiste una radice comune non banale in k.
Dimostrazione. Si veda Shatz [24, IV.3.7].
Proposizione 3.1.8. Siano k un campo e k ⊂ K un’estensione algebrica.
Valgono i seguenti fatti:
1. se k è Cr, anche K lo è;
2. se k è quasi-algebricamente chiuso e K ⊂ L è un’estensione finita,
allora NL/K(L∗) = K∗.
Dimostrazione. Consideriamo un polinomio omogeneo f (x1, . . . , xn)
di grado d in n variabili su K, e supponiamo n > dr. I coefficienti
di f sono contenuti in un’estensione finita di k, per cui possiamo as-
sumere che k ⊂ K sia finita. Scegliamo una base {e1, . . . , es} di K su k,
introduciamo dei simboli yij per i = 1, . . . , n e j = 1, . . . , s, e scriviamo
xi =
s
∑
j=1
yijej.
Allora sostituendo si ha
f (x1, . . . , xn) = f1(yij)e1 + · · ·+ fs(yij)es,
dove ogni f j è un polinomio omogeneo su k di grado d in ns variabili.
Dal momento che ns > sdr, per il lemma precedente i polinomi f j
hanno una radice comune non banale in k, e quindi f ha una radice
non banale in K. Questo conclude la dimostrazione della prima parte.
Supponiamo ora che k sia C1, allora per quanto appena visto anche
K è C1. Possiamo così assumere che k = K e di conseguenza che k ⊂ L
sia finita. Sia a ∈ k∗, e scriviamo l’equazione
NL/k(x) = axd0,
dove d è il grado dell’estensione k ⊂ L. Se scegliamo una base
{e1, . . . , ed} di L su k, allora
x =
d
∑
i=1
x1e1
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e NL/k(x) − axd0 diventa un polinomio omogeneo di grado d nelle
variabili x0, x1, . . . , xd. Per ipotesi questo polinomio ha una radice
(α0, α1, . . . , αd) ∈ kd+1 non banale. Inoltre osserviamo che se αi = 0
per i = 1, . . . , d allora anche α0 deve essere zero, per cui almeno uno
degli αi è non nullo, con i ∈ {1, . . . , d}, quindi NL/k(α1, . . . , αd) 6= 0 e
α0 6= 0. Per finire si ha
NL/k
(
α1
α0
, · · · , αd
α0
)
= a.
Corollario 3.1.9. Ogni campo quasi-algebricamente chiuso ha dimensio-
ne algebrica minore o uguale a 1.
Per completezza diciamo che esiste un esempio, dovuto ad Ax, di
un campo che ha dimensione algebrica minore o uguale a 1, ma non
è Cr per nessun r ≥ 0 (si vedano Ax [6] e Shatz [24, IV.5]).
3.2 alcuni risultati classici
Per concludere questa parte sulla coomologia di Galois e la teoria
dei campi vediamo quattro risultati classici. I primi tre forniscono
degli esempi di campi quasi-algebricamente chiusi, mentre l’ultimo
teorema ci dà una stima di come varia la dimensione coomologica di
un campo per estensioni non necessariamente algebriche.
Definizione 3.2.1. Sia k un campo. Un campo di funzioni K di di-
mensione n su k è il campo delle funzioni razionali di una varietà
algebrica su k di dimensione n.
Teorema 3.2.2 (Tsen). Sia K un campo di funzioni di dimensione 1 su un
campo algebricamente chiuso k. Allora K è quasi-algebricamente chiuso.
Dimostrazione. Possiamo assumere, senza perdere di generalità, che
il campo K sia il campo delle funzioni razionali in una variabile su
k, cioè K = k(t), poiché la proprietà Cr si conserva per le estensio-
ni algebriche. Sia f (x1, . . . , xn) un polinomio omogeneo di grado d a
coefficienti in k(t), con n > d. A meno di moltiplicare per un deno-
minatore comune, possiamo supporre che f abbia i coefficienti in k[t].
Introduciamo delle nuove indeterminate y = {yij}, con i = 0, 1, . . . , s
e j = 1, . . . , n, e scriviamo
xi =
s
∑
j=0
yijtj.
Allora il polinomio f diventa
f (x1, . . . , xn) = f0(y) + f1(y)t + · · ·+ fds+r(y)tds+r,
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dove ogni fh(y) è un polinomio omogeneo a coefficienti in k di grado
d nelle n(s+ 1) variabili yij, mentre r è dovuto al fatto che i coefficienti
di f sono polinomi in t. Il sistema di equazioni
f0(y) = · · · = fds+r(y) = 0,
per s sufficientemente grande, definisce una varietà proiettiva in
P
n(s+1)−1
k . Allora ogni componente irriducibile di questa varietà ha di-
mensione maggiore o uguale a n(s+ 1)− (ds+ r+ 1). Siccome n > d,
per s abbastanza grande questa varietà proiettiva ha dei punti razio-
nali su k (poiché k è algebricamente chiuso). Un siffatto punto cor-
risponde a una radice comune non banale delle fh, e dunque a una
radice non banale di f in k(t).
Più in generale, Lang ha mostrato che se K è un campo di funzioni
in s variabili su un campo k con la proprietà Cr, allora K è Cr+s (Lang
[17]).
Teorema 3.2.3 (Chevalley). Ogni campo finito è quasi-algebricamente
chiuso.
Dimostrazione. Siano k un campo finito e f un polinomio omogeneo
di grado d in n > d variabili a coefficienti in k. Denotiamo con N( f ) il
numero di radici di f in k compresa la radice banale, per cui notiamo
che N( f ) > 0. Vogliamo provare che se char k = p > 0, allora p
divide N( f ), e quindi esiste una radice non banale di f in k.
Ogni elemento non nullo di k è una radice (q− 1)-esima dell’unità,
dove q è la cardinalità di k. Se x = (x1, . . . , xn) ∈ kn, allora f (x) ∈ k e
di conseguenza
1− f (x)q−1 =
{
0 se f (x) 6= 0
1 se f (x) = 0.
Ne segue che
N( f ) = ∑
x∈kn
(
1− f (x)q−1
)
= ∑
x∈kn
1− ∑
x∈kn
f (x)q−1
≡ − ∑
x∈kn
f (x)q−1 (modulo p).
Il polinomio f (x)q−1 è omogeneo di grado d(q − 1), ed è quindi
combinazione lineare su k di monomi della forma xu11 · · · xunn , con
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∑ni=1 ui = (q − 1)d. Sommando i valori di un monomio di questo
tipo su tutte le n-uple di kn, si ha
∑
x∈kn
xu11 · · · xunn = ∑
x∈kn
n
∏
j=1
x
uj
j =
n
∏
j=1
∑
xj∈k
x
uj
j .
Osserviamo che i termini con xj = 0 non contribuiscono alla som-
ma ∑xj∈k x
uj
j , quindi questa è una somma di radici (q − 1)-esime
dell’unità. Di conseguenza
x
uj
j =
{
1 se uj = h(q− 1), h ∈N
0 altrimenti,
ossia
∑
xj∈k
x
uj
j =
{
q− 1 se uj = h(q− 1), h ∈N
0 altrimenti.
Allora nella sommatoria su tutte le n-uple si ha
∑
x∈kn
xu11 · · · xunn =
n
∏
j=1
ψ(uj),
dove
ψ(uj) =
{
q− 1 se uj = h(q− 1), h ∈N
0 altrimenti.
Sappiamo che ∑nj=1 uj = d(q − 1) < n(q − 1), quindi almeno uno
degli uj non deve essere un multiplo di q− 1, ma allora esiste j per
cui ψ(uj) = 0 e perciò ∑x∈kn x
u1
1 · · · xunn = 0. In definitiva si ha
N( f ) ≡ − ∑
x∈kn
f (x)q−1 = 0 (modulo p).
Possiamo notare che il piccolo teorema di Wedderburn è un corolla-
rio immediato di questo teorema, poiché se D è un anello di divisione
finito, il suo centro sarà un campo finito k, che quindi ha dimensione
algebrica 1. In particolare Br(k) = 0 e dunque D = k (in quanto per la
proposizione 2.2.2 in ogni classe di equivalenza c’è un unico k-corpo
a meno di isomorfismi).
Teorema 3.2.4 (Lang). Sia L un campo completo rispetto a una valuta-
zione discreta, con campo dei residui algebricamente chiuso, e sia L′ ⊂ L
un sottocampo denso di L tale che l’estensione L′ ⊂ L è regolare (cioè L′ è
algebricamente chiuso in L, e ogni estensione intermedia finitamente gene-
rata è separabilmente generata). Allora L′ è quasi-algebricamente chiuso. In
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particolare L è quasi-algebricamente chiuso.
Dimostrazione. Si veda Shatz [24, IV.3.27].
Lemma 3.2.5 (Teorema della torre). Siano G un gruppo profinito e H un
sottogruppo normale chiuso di G. Allora
cdp G ≤ cdp H + cdp G/H,
per ogni numero primo p.
Dimostrazione. Consideriamo la successione spettrale di Hochschild-
Serre
Hq(G/H, Hr(H, A))⇒ Hq+r(G, A),
dove A è un G-modulo di torsione.
Supponiamo cdp H = n < ∞ e cdp G/H = m < ∞ (altrimenti non
c’è niente da dimostrare). Allora vediamo che la componente di torsio-
ne p-primaria dei gruppi Eq,r2 è nulla non appena q > m oppure r > n,
e di conseguenza anche la componente di torsione p-primaria di Eq,r∞
è nulla se q > m oppure r > n. Siano ora q e r tali che q + r > m + n,
vogliamo mostrare che Hq+r(G, A)p = 0. Scriviamo la filtrazione
0 = Hq+rq+r+1 ⊂ Hq+rq+r ⊂ · · · ⊂ Hq+r1 ⊂ Hq+r0 = Hq+r(G, A)
con Hq+rs /Hq+rs+1 ∼= Es,q+r−s∞ . Osserviamo che se s > m, allora la com-
ponente p-primaria di Es,q+r−s∞ è nulla; d’altronde se s ≤ m, si
ha
q + r− s > m + n− s ≥ n
e quindi la componente p-primaria di Es,q+r−s∞ è ancora nulla. Per-
ciò guardando le componenti di torsione p-primarie dei gruppi Hq+rs ,
risulta che queste sono nulle e in particolare Hq+r(G, A)p = 0.
Teorema 3.2.6 (Tate). Siano k un campo perfetto e k ⊂ K un’estensione di
grado di trascendenza n. Allora per ogni numero primo p si ha
cdp K ≤ n + cdp k,
e l’uguaglianza vale se K è un campo di funzioni su k, char k 6= p e cdp k è
finita.
Dimostrazione. Mostriamo solo la prima parte; per una dimostrazione
del caso in cui vale l’uguaglianza si veda Shatz [24, IV.4.28].
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Sappiamo che K è algebrico su un’estensione puramente trascen-
dente di k. Poiché la dimensione coomologica al più decresce per le
estensioni algebriche, possiamo assumere che K sia un’estensione pu-
ramente trascendente di k. Inoltre basta provare il teorema nel caso
n = 1. Infatti facendo un’induzione sul grado di trascendenza di K
su k, se K = k(x1, . . . , xn, xn+1), allora per ipotesi induttiva
cdp K ≤ 1+ cdp k(x1, . . . , xn) ≤ 1+ n + cdp k.
Siano quindi k una chiusura algebrica di k e K una chiusura algebrica
di K = k(t). Allora si ha il seguente diagramma
k
k
k(t)
k(t)
K
GK
Gk Gk
H
dove abbiamo posto Gk = Gal(k/k) = Gal(k(t)/k(t)), GK = Gal(K/k(t))
e H = Gal(K/k(t)). Osserviamo che k(t) è un campo di funzioni con
campo dei residui algebricamente chiuso, dunque per il teorema di
Tsen cd H ≤ 1. D’altra parte Gk ∼= GK/H e per il teorema della torre
cdp K ≤ cdp H + cdp k ≤ 1+ cdp k,
per ogni numero primo p.

4
C O O M O L O G I A É T A L E
In questa sezione vogliamo introdurre la nozione di morfismo étale
tra schemi, che ci permetterà di definire una topologia più fine di
quella di Zariski. Questo sarà il punto di partenza per tutta una teoria
che generalizza le costruzioni classiche di fasci su schemi e di gruppi
di coomologia a coefficienti in un fascio. Tutti gli schemi coinvolti
sono da considerarsi localmente noetheriani.
Da notare che nel seguito utilizzeremo una nozione più generale
di limite, di cui diamo una breve descrizione (per maggiori dettagli
e per le dimostrazioni dei risultati enunciati si veda Artin [3, I.1]).
Consideriamo due categorie I e C, e per ogni oggetto M ∈ C defi-
niamo il funtore costante hM tale che hM(i) = M per ogni i ∈ I e
hM(i→ j) = idM per ogni freccia i→ j.
Definizione 4.1. Dato un funtore covariante F : I → C, un oggetto
M ∈ C si dice un limite diretto di F, e si scrive M = lim−→ F se esiste
una trasformazione naturale ψ : F → hM tale che per ogni trasforma-
zione naturale ψ′ : F → hN esiste un’unica trasformazione naturale
φ : hM → hN con ψ′ = φ ◦ ψ.
Definizione 4.2. Una categoria I si dice filtrata se valgono le
seguenti proprietà:
1. per ogni coppia di frecce α1 : i → j1 e α2 : i → j2 esistono delle
frecce β1 : j1 → k e β2 : j2 → k tali che β1 ◦ α1 = β2 ◦ α2;
2. per ogni coppia di frecce α1, α2 : i→ j esiste una freccia β : j→ k
tale che β ◦ α1 = β ◦ α2;
3. per ogni coppia di oggetti i, j ∈ I esistono delle frecce
i→ i1 ← j1 → i2 ← j2 → · · · ← j.
Proposizione 4.3. Siano I una categoria filtrata e F : I → Sets un fun-
tore covariante. Poniamo Xi = F(i) per ogni i ∈ I , e indichiamo con X
l’unione disgiunta degli Xi. Per ogni xi ∈ Xi e xj ∈ Xj scriviamo xi ∼ xj
se esistono delle frecce i→ k e j→ k tali che
F(i→ k)(xi) = F(j→ k)(xj) ∈ Xk.
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Allora si ha
1. ∼ è una relazione di equivalenza su X e X/∼ = lim−→Xi;
2. per ogni coppia xi ∈ Xi, xj ∈ Xj esiste un oggetto k ∈ I tale che xi e
xj sono equivalenti a elementi di Xk;
3. per ogni xi, yi ∈ Xi, xi ∼ yi se e solo se esiste una freccia i → k tale
che
F(i→ k)(xi) = F(i→ k)(yi) ∈ Xk.
Corollario 4.4. Siano I una categoria filtrata e F : I → Ab un funtore
covariante. Se G : Ab→ Sets è il funtore dimenticante, allora lim−→ F esiste e
G
(
lim−→ F
)
= lim−→(G ◦ F).
4.1 i morfismi étale
Definizione 4.1.1. Un omomorfismo di anelli f : A→ B si dice piatto
se B è piatto come A-modulo, cioè se il funtore −⊗A B dalla categoria
degli A-moduli in quella dei B-moduli è esatto.
Definizione 4.1.2. Dati due schemi X e Y, un morfismo di schemi
f : Y → X si dice étale se sono verificate le seguenti condizioni:
1. f è localmente di tipo finito,
2. f è piatto, cioè per tutti i punti y ∈ Y, l’omomorfismo indotto
OX, f (y) → OY,y è piatto,
3. f è non ramificato, cioè per tutti i punti y ∈ Y, l’immagine
dell’ideale massimale m di OX, f (y) genera l’ideale massimale
n di OY,y, e l’estensione di campi OX, f (y)/m → OY,y/n è finita e
separabile.
Definizione 4.1.3. Dato uno schema X e un campo separabilmente
chiuso k, diciamo che Spec k è un punto geometrico di X se esiste un
morfismo di schemi Spec k → X, ossia se esiste un punto x ∈ X tale
che k è la chiusura separabile del campo dei residui k(x).
Proposizione 4.1.4. Sia f : Y → X un morfismo localmente di tipo finito.
Sono equivalenti:
1. f è non ramificato;
2. per tutti i punti x = Spec k(x) di X, la fibra
Y×X Spec k(x)→ Spec k(x)
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è non ramificata;
3. per tutti i punti geometrici Spec k → X (dove k è un campo se-
parabilmente chiuso), il morfismo Y ×X Spec k → Spec k è non
ramificato;
4. per ogni punto x = Spec k(x) di X, si ha
Y×X Spec k(x) =
⊔
Spec ki,
con ki estensione finita e separabile di k(x) per ogni i.
Dimostrazione. Osserviamo che se x ∈ X e y ∈ Y×X Spec k(x), allora
si ha
OY,y/mOY,y ∼= O f−1(x),y,
da cui segue facilmente che (1) ⇐⇒ (2).
L’equivalenza (2) ⇐⇒ (4) è immediata dalla definizione di
morfismo non ramificato.
Mostriamo ora che (2)⇒ (3). Sia y ∈ Y×X Spec k(x) e supponiamo
che
f : Y×X Spec k(x)→ Spec k(x)
sia non ramificato per ogni x ∈ X, per cui OY×XSpec k(x),y = k(y), e
k(x) ⊂ k(y) è un’estensione finita e separabile. Inoltre se k è una
chiusura separabile di k(x), ossia x = Spec k è un punto geometrico
di X, allora
Y×X Spec k = (Y×X Spec k(x))×Spec k(x) Spec k
e per ogni punto y ∈ Y×X Spec k,
OY×XSpec k,y = k(y)⊗k(x) k = k,
con y ∈ Y×X Spec k(x) immagine di y. Da questo segue che
Y×X Spec k→ Spec k
è non ramificato.
Infine vediamo l’ultima implicazione, (3)⇒ (2). Prendiamo x ∈ X
e k una chiusura separabile di k(x). Supponiamo che la fibra
Y×X Spec k→ Spec k
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sia non ramificata, allora per ogni y ∈ Y×X Spec k si ha
OY×XSpec k,y = k(y) = k.
D’altra parte se y ∈ Y ×X Spec k(x) è immagine di y ∈ Y ×X Spec k,
abbiamo
k = OY×XSpec k,y = OY×XSpec k(x),y ⊗k(x) k,
da cui segue che OY×XSpec k(x),y è un campo ed è un’estensione finita
e separabile di k(x).
Proposizione 4.1.5. Valgono i seguenti fatti:
1. ogni immersione aperta è un morfismo étale;
2. la composizione di due morfismi étale è étale;
3. un morfismo ottenuto per cambiamento di base da un morfismo étale è
ancora étale.
Dimostrazione. Osserviamo che le immersioni aperte sono morfismi
quasi-finiti. Inoltre se f : U ↪→ X è un’immersione aperta, allora per
ogni punto p ∈ U ⊂ X, si ha OU,p ∼= OX,p, per cui è chiaro che f è
piatto e non ramificato.
Siano ora f : Y → X e g : Z → Y due morfismi étale. È immediato
che la composizione f ◦ g è localmente di tipo finito. D’altra parte se
z ∈ Z, si ha che l’omomorfismo
OX, f (g(z))
f ]−→ OY,g(z)
g]−→ OZ,z
è piatto in quanto composizione di omomorfismi piatti. Se indichia-
mo poi con mX, mY e mZ gli ideali massimali di OX, f (g(z)), OY,g(z) e
OZ,z rispettivamente, allora g](mY)OZ,z = mZ e f ](mX)OY,g(z) = mY,
per cui g]( f ](mX))OZ,z = mZ; d’altra parte per la proprietà delle torri
di estensioni di campi
OX, f (g(z))/mX → OY,g(z)/mY → OZ,z/mZ
è finita e separabile.
Infine sia f : Y → X un morfismo étale, e sia g : Z → X un
morfismo di schemi qualunque. Si vede subito che il morfismo
h : Y ×X Z → Z è localmente di tipo finito. Per provare che è piatto,
notiamo che se A→ B è un omomorfismo di anelli piatto e A→ A′ è
un altro omomorfismo di anelli, allora per ogni A′-modulo M esiste
un isomorfismo canonico
(B⊗A A′)⊗A′ M ∼= B⊗A M.
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Osserviamo poi che per la proposizione precedente basta provare
che il morfismo ottenuto per cambiamento di base è non ramifica-
to nel caso che Y e X siano spettri di campi, diciamo X = Spec k,
Y = Spec k′, con k ⊂ k′ estensione finita e separabile di campi. Inol-
tre trattandosi di una questione locale, possiamo supporre che Z sia
affine, Z = Spec A e A sia una k-algebra finita. Allora la tesi segue da
risultati di algebra commutativa (Atiyah e Macdonald [5, III.2]).
4.2 anelli henseliani
Definizione 4.2.1. Un anello locale A è henseliano se ogni A-algebra
finita B è un prodotto diretto di anelli locali.
Teorema 4.2.2. Sia A un anello locale con campo dei residui k, e sia x il
punto chiuso di X = Spec A. Sono equivalenti:
1. A è henseliano;
2. se f : Y → X è étale ed esiste un punto y ∈ Y tale che f (y) = x e
k(y) = k(x), allora f ha una sezione s : X → Y;
3. sia pi : A→ k la proiezione, e sia p(T) ∈ A[T] un polinomio monico;
se pi(p) ∈ k[T] si fattorizza come pi(p) = q0r0 con q0, r0 ∈ k[T]
polinomi monici e coprimi, allora p si fattorizza come p = qr con
q, r ∈ A[T] monici e pi(q) = q0, pi(r) = r0.
Dimostrazione. Mostriamo che (1) ⇒ (2). Osserviamo innanzi tutto
che (a meno di restringerci a un aperto) possiamo ridurci al caso
in cui Y = Spec B, dove B è una A-algebra finita. Per ipotesi si ha
che B/mB ∼= k, e dalla proprietà degli A-moduli piatti finitamente
generati (Milne [19, I.2.9]) segue che B è un A-modulo libero. Inoltre
B⊗A k = B/mB = k, per cui B ha rango 1 ed è quindi isomorfo ad A.
Verifichiamo ora l’implicazione (2)⇒ (3). Scriviamo
p(T) = Tn + an−1Tn−1 + · · ·+ a0,
e consideriamo il sistema di equazioni
X0Y0 = 1,
X0Y1 + X1Y0 = a1,
· · ·
Xr−1Ys +Ys−1 = an−1,
Ys = a0,
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dove r = deg q0 e s = n− r. Osserviamo che (b0, . . . , br−1; c0, . . . , cs) è
una soluzione del sistema se e solo se
p(T) = (Tr + br−1Tr−1 + · · ·+ b0)(csTs + · · ·+ c0).
Inoltre il determinante della matrice Jacobiana associata al sistema
coincide con il risultante res(q, r) dei polinomi q = Tr + · · · + b0 e
r = csTs + · · ·+ c0. Notiamo che res(q0, r0) 6= 0 dal momento che q0 e
r0 sono coprimi. Indichiamo con B il quoziente dell’algebra A[Xi, Yj]
per l’ideale generato dai polinomi corrispondenti alle equazioni del
sistema. Si può provare che esiste b ∈ B tale che la localizzazione Bb è
étale su A (Milne [19, I.4.2]). A questo punto applichiamo il punto (2)
alla mappa Spec Bb → Spec A e otteniamo che la soluzione in kn+1 del
sistema, corrispondente ai polinomi q0 e r0, si solleva a una soluzione
in An+1 che corrisponde ai polinomi q e r cercati.
Infine vediamo che (3) ⇒ (1). Sia B una A-algebra finita. Per il
teorema del going-up ogni ideale massimale di B si contrae all’ideale
massimale m di A, quindi B è un anello locale se e solo se B/mB lo
è. Supponiamo B = A[T]/(p) con p ∈ A[T] monico. Se pi(p) è una
potenza di un polinomio irriducibile, allora B/mB = k[T]/(pi(p)) è locale,
e di conseguenza anche B è locale. Altrimenti per il punto (3), si ha
che p = qr con q e r monici, coprimi e non costanti, da cui si ricava
che B ∼= A[T]/(q) × A[T]/(r) e possiamo iterare il procedimento fino a
ottenere la decomposizione in anelli locali. Nel caso generale, se B
non è locale esiste b ∈ B la cui immagine b in B/mB è un idempotente
non banale. Sia p ∈ A[T] un polinomio monico tale che p(b) = 0,
e sia C = A[T]/(p). Consideriamo la mappa ψ : C → B che manda T
in b. Per quanto appena visto esiste un idempotente c ∈ C tale che
l’immagine di ψ(c) in B/mB coincide con b. Ne segue che e = ψ(c)
è un idempotente non banale di B. Inoltre si ha la decomposizione
B = Be× B(1− e) e il procedimento può essere iterato.
Proposizione 4.2.3. Ogni anello locale completo A è henseliano.
Dimostrazione. Sia f : Spec B → Spec A un morfismo étale, e suppo-
niamo che esista y ∈ Spec B tale che k(y) = k e f (y) = x, dove
x = Spec k è il punto chiuso di Spec A. Basta mostrare che esiste un
morfismo s : Spec A→ B tale che f ◦ s = idSpec A. Trattandosi di sche-
mi affini, possiamo limitarci a considerare la mappa f ] : A→ B tra le
sezioni globali e mostrare che esiste s] : B→ A tale che s] ◦ f ] = idA.
Sia m l’ideale massimale di A, e scriviamo Ar = A/mr+1. Vogliamo
provare che esistono delle sezioni compatibili sr : B → Ar, poiché
queste indurranno una sezione s] : B → lim←− Ar = A. Procediamo per
induzione su r. Per ipotesi esiste un omomorfismo s0 : B → A0 = k
che corrisponde all’inclusione y ↪→ Spec B ed è una sezione. Sia ora
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r > 0, per ipotesi induttiva esiste una sezione sr−1 : B → Ar−1. Se
pir : A → Ar è la proiezione, allora abbiamo che Ar−1 ∼= Ar/pir(m) e
pir(m) è un indeale nilpotente di Ar. Da questo segue che la sezione
sr−1 si solleva a una sezione sr : B→ Ar tale che il diagramma
B
A
Ar−1
Ar
f
pir
sr−1
sr
commuta (si veda Milne [19, I.3.22]).
Dal momento che ogni anello locale A è un sottoanello del suo com-
pletamento Â, che è henseliano, possiamo definire l’henselianizzazione
di A come il più piccolo anello henseliano che contiene A. Più preci-
samente diciamo che un anello henseliano Ah è l’henselianizzazione
di A se esiste un omomorfismo locale α : A → Ah, e per ogni anel-
lo henseliano B e omomorfismo locale β : A → B, esiste un unico
omomorfismo locale γ : Ah → B tale che β = γ ◦ α.
Si può dimostrare che se mh è l’ideale massimale di Ah, allora
(Ah,mh) = lim−→(B, q),
dove il limite è su tutte le coppie(B, q), in cui f : A → B è una A-
algebra étale, e q ∈ Spec B è tale che f−1(q) = m e k(q) = k (si veda
Raynaud [21, VIII.1]).
Definizione 4.2.4. Un anello henseliano A si dice strettamente
henseliano se il campo dei residui è separabilmente chiuso.
Dato un anello locale A si può definire anche l’henselianizzazione
stretta di A come una coppia (Ash, α), dove Ash è un anello stretta-
mente henseliano e α : A → Ash è un omomorfismo locale tale che
se β : A → B è un omomorfismo locale con B anello strettamente
henseliano, allora esiste un omomorfismo locale γ : Ash → B tale che
β = γ ◦ α. Inoltre γ è univocamente determinato dalla mappa indotta
sui campi dei residui.
Fissata una chiusura separabile ks del campo dei residui k di A, si
dimostra che
Ash = lim−→ B,
dove il limite è su tutti i diagrammi commutativi
B
A
ks
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con Spec B→ Spec A étale (si veda Raynaud [21, VIII.2]).
Sia ora X uno schema e x → X un punto geometrico di X.
Definizione 4.2.5. Definiamo l’henselianizzazione stretta di X nel
punto x,
OshX,x = lim−→ Γ(U,OU),
dove il limite è su tutti i diagrammi commutativi
x U
X
con U → X étale (l’esistenza di questo limite è assicurata dal
corollario 4.4, si veda Milne [19, II.2]).
4.3 la topologia étale
Dato uno schema X, vogliamo definire una topologia sugli X-schemi
il cui morfismo strutturale è étale di tipo finito. Questi schemi for-
mano una sottocategoria piena della categoria (Sch/X) di tutti gli
X-schemi, che indicheremo con Xét. Osserviamo che i morfismi tra
oggetti di Xét sono étale di tipo finito.
Dato un oggetto Y in Xét, un aperto di Y sarà un morfismo étale
di tipo finito U → Y. Inoltre diremo che una famiglia (Ui fi−→ Y)i∈I di
morfismi étale di tipo finito è un ricoprimento di Y, se Y = ∪i∈I fi(Ui).
La categoria Xét è detta il sito étale su X.
Possiamo notare che la topologia definita dal sito étale, più comune-
mente detta topologia étale è più fine di quella di Zariski. Ad esempio
se consideriamo il sito étale sullo spettro di un campo k, un aperto di
Spec k sarà un’unione finita di spettri di estensioni finite e separabili
di k, mentre i soli aperti di Zariski sono il vuoto e Spec k.
Nel seguito quando menzioneremo morfismi étale faremo sempre
riferimento a morfismi étale di tipo finito.
4.4 prefasci e fasci
Definizione 4.4.1. Dato uno schema X, un prefascio su Xét è un
funtore controvariante (Xét)
op → Ab.
Quindi un prefascio P su Xét associa a ogni oggetto U in Xét un
gruppo abeliano P(U) (che a volte indicheremo con Γ(U, P)), e a ogni
morfismo di X-schemi étale di tipo finito f : U′ → U fa corrispondere
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un omomorfismo di gruppi P( f ) : P(U) → P(U′) (che denoteremo
anche con resU′,U e chiameremo qualche volta mappe di restrizione).
Con questa definizione, un morfismo φ : P → P′ di prefasci su Xét
sarà semplicemente un morfismo di funtori. In particolare per ogni
oggetto U in Xét, si ha un omomorfismo φ(U) : P(U) → P′(U), e se
f : U′ → U è un morfismo étale di tipo finito, il diagramma
P(U)
P′(U)
P(U′)
P′(U′)
φ(U)
P( f )
P′( f )
φ(U′)
è commutativo. I prefasci e i morfismi di prefasci su Xét formano una
categoria abeliana che denotiamo con Presh(Xét).
Definizione 4.4.2. Un prefascio F su Xét è un fascio se soddisfa le
seguenti condizioni:
1. se s ∈ F(U) ed esiste un ricoprimento (Ui → U)i∈I di U tale che
resUi ,U(s) = 0 per ogni i, allora s = 0;
2. se (Ui → U)i∈I è un ricoprimento, e se la famiglia
(si ∈ F(Ui))i∈I è tale che
resUi×UUj,Ui(si) = resUi×UUj,Uj(sj)
per ogni i e j, allora esiste s ∈ F(U) tale che resUi ,U(s) = si per
ogni i.
Equivalentemente, un prefascio F è un fascio se la successione
F(U) ∏i F(Ui) ∏h,j F(Uh ×U Uj)
(αh)
(β j)
è esatta per ogni ricoprimento (Ui → U)i∈I , dove gli omomorfismi
αh : F(Uh)→ F(Uh ×U Uj) e β j : F(Uj)→ F(Uh ×U Uj) corrispondono
rispettivamente alle mappe Uh ×U Uj → Uh e Uh ×U Uj → Uj.
Anche i fasci su Xét formano una categoria abeliana, che indi-
chiamo con Sh(Xét), (un morfismo di fasci sarà semplicemente un
morfismo di prefasci).
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Definizione 4.4.3. Sia P un prefascio su Xét e sia x → X un punto
geometrico di X. La spiga di P in x è il gruppo abeliano Px = lim−→ P(U),
dove il limite è fatto sui triangoli commutativi
U
X
x
con U étale su X (questo limite esiste poiché sono soddisfatte le
ipotesi del corollario 4.4, si veda Milne [19, II.2]).
Sia pi : X′ → X un morfismo étale di tipo finito, allora pi induce un
funtore
pi : Xét → X′ét
che associa a ogni oggetto U in Xét lo schema U ×X X′.
Possiamo così definire il funtore
pip : Presh(X′ét)→ Presh(Xét),
tale che pipP = P ◦ pi per ogni prefascio P su X′ét.
Proposizione 4.4.4. Se pi : X′ → X è un morfismo étale di tipo finito ed
F è un fascio su X′ét, allora il prefascio F ◦ pi è un fascio su Xét.
Dimostrazione. Sia (Ui → U) un ricoprimento in Xét, allora (U′i → U′)
è un ricoprimento in X′ét, dove abbiamo posto
U′i = Ui ×X X′ e U′ = U ×X X′.
Per ipotesi la successione
F(U′) ∏i F(U′i ) ∏i,j F(U
′
i ×U′ U′j)
è esatta. D’altra parte U′i ×U′ U′j ∼= (Ui ×U Uj)×X X′, quindi questa
successione è isomorfa a
(F ◦ pi)(U) ∏i(F ◦ pi)(Ui) ∏i,j(F ◦ pi)(Ui ×U Uj),
dunque F ◦ pi è un fascio su Xét.
Osserviamo che dalla dimostrazione precedente si evince che il
funtore pip è esatto. Definiamo anche il funtore
pip : Presh(Xét)→ Presh(X′ét),
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tale che se P ∈ Presh(Xét) e U′ è un oggetto in X′ét allora
(pip(P))(U′) = lim−→ P(U),
dove il limite è su tutti i quadrati commutativi
U′
X′
U
X
pi
g
con U → X étale di tipo finito, e un morfismo tra due quadrati com-
mutativi (g, U) e (g1, U1) è un morfismo di X-schemi h : U → U1 tale
che hg = g1 (questo limite esiste per il corollario 4.4, si veda Milne
[19, II.2.3]). Si può verificare inoltre che pip è aggiunto sinistro di pip
(Milne [19, II.2]), ed è perciò esatto a sinistra.
Vorremmo adesso definire, in analogia col caso classico, nuclei e
immagini di morfismi di fasci. Notiamo che se f : F → F′ è un mor-
fismo di fasci, il nucleo di f (come morfismo di prefasci) è un fascio,
mentre in generale l’immagine di f sarà solo un prefascio.
Teorema 4.4.5. Dato un prefascio P su Xét, esistono un fascio aP su Xét e
un morfismo ψ : P → aP tali che per ogni morfismo ψ′ da P in un fascio F
esiste un unico morfismo φ : aP→ F tale che φ ◦ ψ = ψ′.
Dimostrazione. Innanzi tutto osserviamo che se X è lo spettro di un
campo separabilmente chiuso, allora ogni schema U étale e di tipo
finito su X è unione disgiunta di un numero finito di copie di X,
scriviamo U = unionsqni=1X. Perciò possiamo definire il fascio aP come
aP(U) =
n
∏
i=1
P(X) = P(X)n,
e la mappa
ψ(U) : P(U)→
n
∏
i=1
P(X)
è data dai morfismi di restrizione.
Nel caso generale, per ogni punto x ∈ X scegliamo un punto geo-
metrico ux : x → X e poniamo P∗x = a(upx P), con a definito come
sopra. Indichiamo con P∗ il fascio ∏x∈X ux pP∗x e sia ψ : P → P∗ la
mappa indotta dalla composizione
P→ ux p(upx P)→ ux p(P∗x ),
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dove le due mappe sono indotte per aggiunzione rispettivamente dal-
l’identità upx P → upx P e da upx P → a(upx P) = P∗x . Definiamo allora aP
come l’intersezione di tutti i sottofasci di P∗ contenenti ψ(P). Si veri-
fica direttamente dalla definizione che l’intersezione di una famiglia
di sottofasci di un fascio è ancora un fascio, per cui aP ∈ Sh(Xét).
Infine per quanto riguarda la proprietà universale di aP si veda
Milne [19, II.2.11].
Grazie a questo teorema possiamo verificare che in Sh(Xét) esisto-
no l’immagine e il conucleo di un morfismo di fasci f , e che questi
corrispondono rispettivamente ai fasci associati a im( f ) ∈ Presh(Xét)
e a coker( f ) ∈ Presh(Xét).
Si hanno così due funtori, l’inclusione
i : Sh(Xét)→ Presh(Xét)
e il funtore
a : Presh(Xét)→ Sh(Xét)
che associa a ogni prefascio P il fascio aP. Inoltre dal teorema
precedente segue che a è un aggiunto sinistro di i.
Teorema 4.4.6. Dato uno schema X, valgono i seguenti fatti:
1. il funtore inclusione i : Sh(Xét)→ Presh(Xét) è esatto a sinistra, e il
funtore a : Presh(Xét)→ Sh(Xét) è esatto;
2. un morfismo di fasci φ : F → F′ è suriettivo in Sh(Xét) se e solo se per
ogni s ∈ F′(U) esistono un ricoprimento (Ui → U)i∈I di U e degli
elementi si ∈ F(Ui) tali che φ(si) = resUi ,U(s) per ogni i;
3. una successione di fasci
0→ F′ → F → F′′ → 0
è esatta in Sh(Xét) se e solo se la successione delle spighe
0→ F′x → Fx → F′′x → 0
è esatta per tutti i punti geometrici x di X.
Dimostrazione. Il funtore inclusione è esatto a sinistra poiché, come
nel caso classico, il nucleo di un morfismo di fasci è un fascio. Da
questo segue, per le proprietà dei funtori aggiunti (Artin [3, I.1]), che
a è esatto a destra. Sia P → P′ un morfismo iniettivo di prefasci,
allora con le notazioni della dimostrazione del teorema 4.4.5 anche il
morfismo P∗ → P′∗ è iniettivo, poiché il funtore upx è esatto. Inoltre
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aP e aP′ sono sottofasci rispettivamente di P∗ e P′∗, per cui aP→ aP′
è iniettivo in Presh(Xét). D’altra parte il funtore inclusione i è esatto
a sinistra, quindi aP→ aP′ è iniettivo in Sh(Xét).
Sia φ : F → F′ un morfismo di fasci, e sia P il conucleo di φ in
Presh(Xét). Allora la successione
F
φ−→ F′ → a(P)→ 0
è esatta (per la definizione di conucleo in Sh(Xét)). Di conseguenza φ
è suriettiva in Sh(Xét) se e soltanto se a(P) = 0 (il fascio nullo), se e
soltanto se per ogni U e s ∈ P(U) esiste un ricoprimento (Ui → U)i∈I
tale che resUi ,U(s) = 0 per ogni i, ma questo è equivalente al secondo
enunciato del teorema.
Infine consideriamo una successione di fasci su Xét,
0→ F′ α−→ F β−→ F′′ → 0.
Osserviamo che per il primo punto del teorema, la successione
0→ F′ → F → F′′
è esatta in Sh(Xét) se e solo se la successione di gruppi
0→ F′(U)→ F(U)→ F′′(U)
è esatta per ogni aperto U di X, e questo implica che la successione
delle spighe
0→ F′x → Fx → F′′x
è esatta per ogni x. Inoltre per la seconda parte del teorema, F → F′′
è suriettiva se e solo se a(P) = 0, che è equivalente a (a(P))x = 0 per
ogni x, che è a sua volta equivalente a Fx → F′′x suriettiva per ogni x.
Supponiamo ora che la successione
0→ F′x → Fx → F′′x
sia esatta per ogni punto geometrico x di X. Se s′ ∈ F′(U) è tale che
α(s′) = 0, allora per ogni punto geometrico x di U, s′x andrà in 0
in Fx, e dunque s′x = 0, che implica s′ = 0. Sia poi s ∈ F(U) tale che
β(s) = 0, allora sx ∈ F′x per ogni x. Questo implica che per ogni u ∈ U
esiste un morfismo étale Vu → U la cui immagine contiene u e tale
che la restrizione di s a Vu sta nel sottogruppo F′(Vu) di F(Vu). Dal
momento che {Vu}u∈U è un ricoprimento di U e F′ è un fascio, si ha
che s ∈ F′(U).
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Definizione 4.4.7. Sia pi : X′ → X un morfismo étale di tipo finito.
L’immagine diretta di un fascio F su X′ét è il fascio su Xét
pi∗F = a(pipF) = F ◦ pi.
L’immagine inversa di un fascio F su Xét è il fascio pi∗F su X′ét associato
al prefascio pipF.
Abbiamo così due funtori
pi∗ : Sh(X′ét)→ Sh(Xét) e pi∗ : Sh(Xét)→ Sh(X′ét).
Possiamo inoltre notare che pi∗ è esatto a sinistra, poiché è dato dalla
composizione di due funtori esatti a sinistra.
Teorema 4.4.8. Siano pi : X′ → X un morfismo étale quasi-compatto e F
un fascio su X′ét. Dato un punto geometrico x di X, si ha
(pi∗F)x = Γ(X
′ ×X SpecOshX,x, F˜),
dove F˜ indica l’immagine inversa di F su X′ ×X SpecOshX,x.
Dimostrazione. Si veda Milne [19, II.3.2].
Proposizione 4.4.9. Se pi : X′ → X è un’immersione chiusa, allora il
funtore pi∗ è esatto.
Dimostrazione. Se x è un punto geometrico di X, indichiamo con x il
corrispondente punto in X. Dato un fascio F su X′ét per il teorema
precedente si ha
(pi∗F)x =
{
Fx se x = pi(x′), x′ ∈ X′,
0 se x /∈ pi(X′),
dal momento che se x ∈ X′ allora SpecOX,x ×X X′ = SpecOX′,x. Di
conseguenza se
0→ F′ → F → F′′ → 0
è una successione esatta in Sh(X′ét) allora per ogni punto geometrico
x′ di X′, la successione delle spighe
0→ F′x′ → Fx′ → F′′x′ → 0
è esatta. Per l’osservazione fatta sopra, ricaviamo che
0→ (pi∗F′)x → (pi∗F)x → (pi∗F′′)x → 0
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è esatta per ogni punto geometrico x di X, e questo conclude la
dimostrazione.
4.5 alcuni esempi di fasci
Definizione 4.5.1. Uno schema G su X si dice uno schema in gruppi
abeliani se per ogni X-schema Y l’insieme dei morfismi di X-schemi
HomX(Y, G) è un gruppo abeliano, e per ogni morfismo di X-schemi
Y′ → Y la mappa indotta per composizione
HomX(Y, G)→ HomX(Y′, G)
è un omomorfismo di gruppi.
Vediamo che uno schema in gruppi abeliani G su X definisce un
prefascio su Xét, che indichiamo ancora con G, tale che se Y è un
oggetto in Xét,
G(Y) = HomX(Y, G).
Proposizione 4.5.2. Il prefascio definito da uno schema in gruppi abeliani
su X è un fascio su Xét.
Dimostrazione. Si veda Milne [19, II.1.7].
Vogliamo ora introdurre alcuni fasci definiti da schemi in gruppi
abeliani e descrivere due successioni esatte che li coinvolgono.
Innanzi tutto consideriamo il prefascio Gm su Xét tale che Gm(U)
è il gruppo moltiplicativo Γ(U,OU)∗ degli elementi invertibili di
Γ(U,OU) per tutti gli aperti U della topologia étale. Se poniamo
Gm,X = X×SpecZ SpecZ[T, T−1],
allora per ogni aperto U abbiamo
HomX(U,Gm,X) = HomSpecZ(U, SpecZ[T, T−1])
= HomZ(Z[T, T−1],Γ(U,OU))
= HomZ(Z[T],Γ(U,OU)∗)
= Γ(U,OU)∗ = Gm(U),
e di conseguenza Gm è un fascio.
Definiamo poi il sottofascio µn di Gm tale che µn(U) è il gruppo
delle radici n-esime dell’unità contenute in Γ(U,OU). Questo è effet-
tivamente un fascio, poiché è definito dallo schema in gruppi abeliani
SpecZ[T]/(Tn − 1) (la verifica è analoga alla precedente).
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Proposizione 4.5.3 (Successione di Kummer). Siano n ∈ N e X uno
schema tale che per ogni x ∈ X la caratteristica di k(x) non divide n. Allora
la successione
0→ µn → Gm n−→ Gm → 0,
dove n indica la mappa (u 7→ un) : Gm(U)→ Gm(U), è esatta in Sh(Xét).
Dimostrazione. Osserviamo per prima cosa che la successione
0→ µn → Gm n−→ Gm
è esatta in Presh(Xét), e dunque in Sh(Xét). Sia x un punto geome-
trico di X, allora (Gm)x = A
∗, con A = OshX,x. Di conseguenza la
successione delle spighe è
0→ µn(A)→ A∗ n−→ A∗ → 0,
dove abbiamo posto µn(A) = µn(Spec A). Possiamo facilmente vede-
re che A[T]/(Tn − a) è étale su A per ogni a ∈ A∗. Dal momento che A
è un anello strettamente henseliano, esiste una sezione s della mappa
f : A → A[T]/(Tn − a) per ogni a ∈ A∗, tale che s ◦ f = idA. Questo
implica che la mappa A∗ n−→ A∗ è suriettiva.
Consideriamo adesso uno schema X regolare, integro e noetheria-
no, e sia X(1) l’insieme dei punti di X di codimensione 1. Notiamo
che per ogni x ∈ X(1), l’anello OshX,x ha dimensione 1 ed è perciò un
anello di valutazione discreta.
Definizione 4.5.4. Definiamo il fascio dei divisori di Weil su Xét come
DX =
⊕
x∈X(1)
ix∗Z,
dove ix : Spec k(x)→ X e Z denota il fascio costante definito da Z su
x = Spec k(x).
Proposizione 4.5.5. Dato uno schema integro, regolare e quasi-compatto
X, e denotata con g : Spec K → X l’inclusione del punto generico, si ha una
successione esatta di fasci
0→ Gm,X → g∗Gm,K → DX → 0,
dove Gm,X e Gm,K sono i fasci definiti da Gm rispettivamente su X e Spec K,
mentre DX è il fascio dei divisori di Weil su Xét.
Dimostrazione. Per ogni schema U → X étale di tipo finito, si ha che
Γ(U, g∗Gm,K) = Γ(U ×X Spec K,Gm).
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Di conseguenza otteniamo l’omomorfismo
Γ(U,Gm) ↪→ Γ(U ×X Spec K).
Per verificare che quest’ultimo è iniettivo, possiamo supporre che
X = Spec A e U = Spec B, in questo caso
Γ(Spec B,Gm) = B∗ ⊂ (S−1B)∗ = Γ(Spec B⊗A K,Gm),
dove S = A \ {0}. Questo ci dà l’inclusione di fasci
φ : Gm,X → g∗Gm,K.
Definiamo la mappa
ψ : g∗Gm,K → DX,
richiedendo che ψ associ a un elemento f ∈ Γ(U ×X Spec K,Gm) la
famiglia (ordx( f ))x∈U(1) , dove U
(1) è l’insieme dei punti di U di co-
dimensione 1 e ordx è la valutazione discreta definita da OU,x su
Γ(U ×X Spec K,OU×XSpec K).
Consideriamo la successione delle spighe in un punto geometrico
x,
0→ A∗ φ−→ L∗ ψ−→⊕Z→ 0,
dove A = OshX,x, L è il campo dei quozienti di A e la somma è su tutti
gli ideali primi di A di altezza 1. Osserviamo che poiché A è regolare,
allora è un dominio a fattorizzazione unica, per cui gli ideali primi
di altezza 1 sono principali (Eisenbud [12, 19.19]). Questo implica
che la mappa ψ è suriettiva. Infine se u ∈ L∗ è tale che ψ(u) = 0,
allora u = a/b, con a, b ∈ A \ {0}, e a e b non sono contenuti in alcun
ideale primo di altezza 1 di A, per cui a, b ∈ A∗ e di conseguenza
u ∈ A∗.
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Ricordiamo brevemente la definizione di funtore derivato. Sia C una
categoria abeliana con abbastanza iniettivi, cioè per ogni oggetto A
di C esistono un oggetto iniettivo I ∈ C e un monomorfismo A → I.
Dato un funtore esatto a sinistra f : C → D, dove D è una categoria
abeliana, è possibile definire una famiglia di funtori Rq f : C → D per
q ≥ 0, detti i funtori derivati destri di f . Per prima cosa si considera
una risoluzione iniettiva I∗ di A ∈ C,
0→ A→ I0 → I1 → I2 → · · · ,
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a cui si applica il funtore f così da ottenere il complesso
0→ f (I0) α0−→ f (I1) α1−→ f (I2) α2−→ · · · .
Gli oggetti Rq f (A) sono allora definiti come i gruppi di coomologia
di questo complesso. Si può verificare che la definizione è ben posta,
ossia non dipende dalla risoluzione iniettiva scelta (Bucur e Deleanu
[7, VII.3]).
Proposizione 4.6.1. Valgono le seguenti proprietà:
1. R0 f = f ;
2. se I è un oggetto iniettivo, Rq f (I) = 0 per q > 0;
3. se f è un funtore esatto, Rq f = 0 per ogni q > 0;
4. data una successione esatta in C,
0→ A′ → A→ A′′ → 0,
esistono dei morfismi δq : Rq f (A′′) → Rq+1 f (A′) per ogni q ≥ 0,
tali che la successione
· · · → Rq f (A′)→ Rq f (A)→ Rq f (A′′) δq−→ Rq+1 f (A′)→ · · ·
è esatta;
5. il modo in cui a una successione esatta corta in C si associa una
successione esatta lunga è funtoriale.
Dimostrazione. I primi due punti seguono immediatamente dalla
definizione.
Supponiamo che f sia un funtore esatto. Allora dati A ∈ C e una
risoluzione iniettiva I∗ di A, la successione
0→ f (A)→ f (I0)→ f (I1)→ f (I2)→ · · ·
è esatta, da cui si ricava che i gruppi Rq f (A) sono nulli per q > 0. Per
gli ultimi due punti si veda Bucur e Deleanu [7, VII.4].
Dato uno schema X, consideriamo il funtore
Γ(X,−) : Sh(Xét)→ Ab,
che associa a un fascio F il gruppo Γ(X, F) = F(X). Possiamo notare
che questo funtore è esatto a sinistra, poiché abbiamo visto che il
funtore inclusione i : Sh(Xét)→ Presh(Xét) è esatto a sinistra.
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Proposizione 4.6.2. La categoria Sh(Xét) ha abbastanza iniettivi, cioè
per ogni F ∈ Sh(Xét) esistono un oggetto iniettivo I ∈ Sh(Xét) e un
monomorfismo F→ I.
Dimostrazione. Si veda Milne [19, III.1.1].
Definizione 4.6.3. I gruppi di coomologia di X a coefficienti in un fascio
F ∈ Sh(Xét) sono i funtori derivati destri del funtore Γ(X,−).
Proposizione 4.6.4. Sia X uno schema noetheriano. Data una famiglia
{Fj}j∈J di fasci su Xét, si ha
Hr
(
Xét,
⊕
j∈J
Fj
)
∼=
⊕
j∈J
Hr(Xét, Fj)
per ogni r ≥ 0.
Dimostrazione. Si veda Milne [19, III.3.6].
Proposizione 4.6.5. Consideriamo un sistema inverso (Xj)j∈J di X-
schemi noetheriani, tale che i morfismi di transizione Xj → Xi sono affini.
Sia X = lim←−Xj, e per ogni fascio F su Xét indichiamo con Fj e F l’immagine
inversa di F rispettivamente su Xj e su X. Allora
lim−→H
r((Xj)ét, Fj)
∼= Hr(Xét, F).
Dimostrazione. Si veda Milne [19, III.1.16].
Proposizione 4.6.6. Siano pi : Y → X un morfismo étale di tipo finito e F
un fascio su Yét. Allora Rqpi∗F è il fascio associato al prefascio
U 7−→ Hq(U ×X Y, F|U×XY).
Dimostrazione. Ricordiamo che pi∗ = apipi, dove
i : Sh(Yét)→ Presh(Xét)
è l’inclusione. Sia I∗ una risoluzione iniettiva di F in Sh(Yét), allo-
ra Rqpi∗F è il q-esimo gruppo di coomologia del complesso di fasci
apip(iI∗). D’altra parte i funtori a e pip sono esatti, per cui
Rqpi∗F = apip(Hq(iI∗)).
Vediamo infine che per ogni U,
(pip(Hq(iI∗)))(U) = (Hq(iI∗))(U ×X Y) = Hq(U ×X Y, F),
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dove l’ultima uguaglianza deriva dal fatto che se per ogni q poniamo
Zq = ker(iIq → iIq+1) e Bq = im(iIq−1 → iIq), allora
Zq(U ×X Y)
Bq+1(U ×X Y) = iI
q(U ×X Y) = Iq(U ×X Y) = Zq(U ×X Y)aBq+1(U ×X Y) ,
e di conseguenza si ha
(Hq(iI∗))(U ×X Y) = Zq(U ×X Y)/Bq(U ×X Y) = Hq(U ×X Y, F).
Proposizione 4.6.7. Siano pi : Y → X un morfismo étale quasi-compatto
e F ∈ Sh(Yét). Dato un punto geometrico x di X, si ha
(Rqpi∗F)x ∼= Hq((Y×X SpecOshX,x), F˜),
dove F˜ indica l’immagine inversa del fascio F su Y×X SpecOshX,x.
Dimostrazione. Per la proposizione precedente si ha che
(Rqpi∗F)x = lim−→H
q(U ×X Y, F|U×XY),
e notiamo che possiamo restringerci a fare il limite solo sugli schemi
étale U → X con U affine. Abbiamo inoltre che SpecOshX,x = lim←−U,
per cui otteniamo
Y×X SpecOshX,x = Y×X (lim←−U) = lim←−(Y×X U).
Allora la tesi segue dalla proposizione 4.6.5.
Teorema 4.6.8 (Successione spettrale di Leray). Per ogni morfismo étale
di tipo finito pi : Y → X, esiste una successione spettrale
Hp(Xét, Rqpi∗F)⇒ Hp+q(Yét, F),
dove F è un fascio su Yét.
Dimostrazione. Si veda Milne [19, III.1.18].
Siano Y uno schema e G un gruppo finito, denotiamo con GY lo
schema unionsqg∈GYg, dove Yg = Y per ogni g ∈ G. Possiamo definire
un’azione di G su GY richiedendo che g|Yh : Yh → Yhg sia l’identità.
Definizione 4.6.9. Dato un morfismo étale finito f : Y → X, con X e
Y connessi, e dato un gruppo finito G che agisce su Y, diciamo che
f : Y → X è un rivestimento di Galois con gruppo di Galois G se f è
suriettivo e la mappa
ψ : GY → Y×Y, ψ|Yg = (y 7→ (y, yg))
4.7 confronto con la coomologia di galois 59
è un isomorfismo.
Teorema 4.6.10 (Successione spettrale di Hochschild-Serre). Sia
pi : Y → X un rivestimento di Galois finito con gruppo di Galois G, e sia F
un fascio su Xét. Allora esiste una successione spettrale
Hp(G, Hq(Yét, F))⇒ Hp+q(Xét, F).
Dimostrazione. Si veda Milne [19, III.2.20].
Teorema 4.6.11 (Hilbert 90). Per ogni schema X si ha
H1(Xét,Gm) ∼= H1(XZar,O∗X) ∼= Pic(X).
Dimostrazione. Si veda Milne [19, III.4.9].
4.7 confronto con la coomologia di galois
Sia K un campo e consideriamo il sito étale su X = Spec K. Fissiamo
una chiusura separabile Ks di K e poniamo G = Gal(Ks/K). Voglia-
mo mettere in relazione i gruppi di coomologia étale di Spec K con i
gruppi di coomologia di Galois di G.
Possiamo notare che ogni schema U étale e di tipo finito su Spec K
è unione finita di spettri di estensioni finite e separabili di K.
Dato un prefascio P su Xét, definiamo il gruppo abeliano
MP = lim−→ P(Spec K
′),
dove il limite è fatto su tutte le estensioni intermedie K ⊂ K′ ⊂ Ks
tali che K′/K è finita. È possibile inoltre definire un’azione di G su
MP, osservando che se K′/K è un’estensione di Galois, G agisce su
P(Spec K′) tramite la sua azione su K′. Segue immediatamente che
MP con questa azione è un G-modulo discreto, poiché
MP =
⋃
H
MHP ,
dove l’unione è sui sottogruppi aperti H di G e MHP è il sottomodulo
di MP costituito dagli elementi fissati da H.
D’altra parte se M è un G-modulo discreto, definiamo il prefascio
FM su Xét dato da
FM(U) = HomG (HomX(Spec Ks, U), M) .
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Osserviamo che se K ⊂ K′ ⊂ Ks è un’estensione intermedia e
poniamo H = Gal(Ks/K′), allora
FM(Spec K′) ∼= HomG(HomK(K′, Ks), M)
∼= HomG(G/H, M) ∼= MH.
Inoltre se U =
⊔
Spec Ki è uno schema étale di tipo finito su X, allora
FM(U) ∼= HomG (HomK(⊗iKi, Ks), M)
∼= HomG
(
∏HomK(Ki, Ks), M
)
∼=∏HomG(HomK(Ki, Ks), M) ∼=∏ FM(Spec Ki).
Lemma 4.7.1. Il prefascio FM è un fascio.
Dimostrazione. Sia (Ui → U)i∈I un ricoprimento. Possiamo supporre
U = Spec L e Ui = Spec Li con K ⊂ L ⊂ Li estensioni di campi finite e
separabili. Inoltre per le proprietà osservate sopra, ci si può ridurre al
caso in cui il ricoprimento è composto da un solo aperto U′ = Spec L′.
Prendiamo un’estensione finita e di Galois L ⊂ L′′ tale che L′ ⊂ L′′
e poniamo H = Gal(L′′/L). Se k è un campo, scriviamo per brevità
FM(k) per FM(Spec k). Allora per definizione si ha FM(L) = FM(L′′)
H,
dunque la successione
FM(L) FM(L′′) FM(L′′ ⊗L L′′)
è esatta. D’altra parte si ha il diagramma
FM(L)
FM(L)
FM(L′)
FM(L′′)
FM(L′ ⊗L L′)
FM(L′′ ⊗L L′′)
dove le mappe FM(L)→ FM(L′) e FM(L′)→ FM(L′′) sono iniettive. A
questo punto si può concludere che la prima riga del diagramma è
esatta attraverso una caccia lungo il diagramma.
Teorema 4.7.2. Dato un campo K e posto X = Spec K, esiste un’equiva-
lenza di categorie tra Sh(Xét) e la categoria G-mod dei G-moduli discreti,
dove G = Gal(Ks/K) con Ks chiusura separabile di K.
Dimostrazione. L’equivalenza cercata è data dalle corrispondenze so-
pra descritte tra fasci e moduli discreti. Se M → M′ è un omomor-
fismo di G-moduli, questo induce ovviamente un morfismo di fasci
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FM → FM′ . Viceversa sia ψ : F → F′ è un morfismo di fasci. Se H è un
sottogruppo aperto di G e K′ = KHs , allora l’omomorfismo
ψ(Spec K′) : F(Spec K′)→ F′(Spec K′)
commuta con l’azione di G a causa della funtorialità di ψ. Dunque
il limite lim−→ψ(Spec K′) dà un omomorfismo di G-moduli da MF a
MF′ .
Teorema 4.7.3. Sia K un campo, G = Gal(Ks/K), con Ks una chiusura
separabile di K, e X = Spec K. Se F ∈ Sh(Xét) corrisponde al G-modulo
discreto M, allora
Hr(Xét, F) ∼= Hr(G, M) per ogni r ≥ 0.
Dimostrazione. Dal momento che Γ(X, F) = MG = H0(G, M), la tesi
segue per l’unicità dei funtori derivati.
Corollario 4.7.4. Dato un campo K, si ha
Br(K) ∼= H2(Gal(Ks/K), K∗s ) ∼= H2(Spec K,Gm),
con Ks chiusura separabile di K.

5
E S E M P I D I G R U P P I D I B R A U E R
In questo capitolo vogliamo presentare alcune applicazioni delle no-
zioni di coomologia étale introdotte in precedenza per calcolare espli-
citamente il gruppo di Brauer di alcuni campi. La strategia comune
dei tre esempi che diamo è quella di considerare per prima cosa uno
schema regolare integro e noetheriano X, il cui punto generico è lo
spettro del campo K in questione. Dopo di che usando la successione
esatta di fasci della proposizione 4.5.5,
(5.1) 0→ Gm,X → g∗Gm,K →
⊕
x∈X(1)
ix∗Z→ 0,
si cerca di studiare la corrispondente successione in coomologia e di
metterla in relazione con Br(K) = H2(Spec K,Gm).
5.1 campi locali
Definizione 5.1.1. Un campo locale è un campo K completo rispetto
a una valutazione discreta indotta da un anello A, il cui campo dei
residui è finito.
In altre parole K è il campo dei quozienti di un anello di valuta-
zione discreta completo A, inoltre se denotiamo con m ⊂ A l’ideale
massimale di A, allora il campo dei residui k = A/m è finito. In parti-
colare l’anello A è henseliano, in quanto è un anello locale completo
(proposizione 4.2.3).
Dato un campo locale K, e fissate le notazioni come sopra, conside-
riamo lo schema affine X = Spec A. Possiamo osservare che X è uno
schema di dimensione 1, poiché la dimensione di Krull dell’anello A
è 1. Inoltre come spazio topologico X consiste solo di due punti: un
punto chiuso Spec k che corrisponde all’ideale massimale, e un punto
generico Spec K che corrisponde all’ideale nullo.
In questo caso la successione (5.1) è semplicemente
0→ Gm,X → g∗Gm,K → i∗Z→ 0,
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dove indichiamo con g : Spec K → X l’inclusione del punto generico,
e con i : Spec k→ X l’inclusione del punto chiuso. Di conseguenza si
avrà una successione esatta lunga in coomologia della forma
(5.2) · · · → Hr(X,Gm)→ Hr(X, g∗Gm)→ Hr(X, i∗Z)
→ Hr+1(X,Gm) → · · · .
Indichiamo poi con k una chiusura separabile (e perciò anche al-
gebrica) di k, e sia Ash l’henselianizzazione stretta di A, allora Ash è
ancora un dominio di valutazione discreta, ma con campo dei residui
algebricamente chiuso, poiché questo coincide con k.
Se poniamo S = A \ {0}, allora si ha
K⊗A Ash = S−1A⊗A Ash = S−1(A⊗A Ash) = S−1Ash;
d’altra parte osserviamo che Spec (K⊗A Ash) è anche la controimma-
gine del punto generico Spec K di X per la mappa Spec Ash → Spec A.
Ma per definizione la mappa f : A → Ash è un omomorfismo locale,
per cui se n è l’ideale massimale di Ash, si ha f (m) ⊂ n, e quindi
f−1(n) è un ideale primo di A che contiene m, cioè coincide con m.
In particolare questo dimostra che la mappa Spec Ash → Spec A man-
da punti chiusi in punti chiusi; ne segue che la controimmagine del
punto generico di X è costituita da un solo punto (che sarà il punto
generico di Spec Ash), dunque K ⊗A Ash = S−1Ash è un campo. Os-
servando poi che Ash ⊂ S−1Ash ⊂ Knr, dove Knr indica il campo dei
quozienti di Ash, si ha subito che
K⊗A Ash = S−1Ash = Knr.
Proposizione 5.1.2. L’estensione di campi K ⊂ Knr è di Galois, e
Gal(Knr/K) = Ẑ.
Dimostrazione. Osserviamo che Ash = lim−→ B dove il limite è sui
triangoli commutativi
B
A
k
f
tali che Spec B→ Spec A è étale. Dal momento che A è henseliano, gli
anelli B sono A-algebre finite. Inoltre possiamo restringere il limite
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solo agli anelli locali, poiché se q ⊂ B è un ideale primo tale che
f (q) ⊂ m, allora si ha
Bq
B
A
k
f
dove Bq indica la localizzazione di B in q.
Consideriamo perciò una A- algebra finita e locale B, e sia n ⊂ B
l’ideale massimale, allora
k = A/m ⊂ B/n = k′
è un’estensione finita e di Galois di grado n. Di conseguenza k′ è
un’estensione semplice, ossia della forma k′ = k[x]/(q), con q ∈ k[x]
polinomio irriducibile e monico di grado n. Prendiamo p ∈ A[x] un
polinomio monico di grado n tale che pi(p) = q ∈ k[x], e notiamo che
p è irriducibile (perché altrimenti q sarebbe riducibile). Poniamo
B′ = A[x]/(p),
allora B′ è un anello di valutazione discreta completo e si può
mostrare come prima che
K⊗A B′ = K[x]/(p)
è il campo dei quozienti di B′, che indichiamo con K′, per cui K ⊂ K′
è un’estensione finita e di Galois con gruppo di Galois Gal(k′/k).
In definitiva quindi si ha che
Knr = K⊗A Ash = K⊗A lim−→ B = lim−→(K⊗A B) = lim−→K
′,
e dunque K ⊂ Knr è un’estensione di Galois e
Gal(Knr/K) = lim−→Gal(k
′/k) = Gal(k/k) = Ẑ.
Proposizione 5.1.3. Il campo Knr è quasi-algebricamente chiuso.
Dimostrazione. Indichiamo con K̂nr il completamento di Knr. Dal mo-
mento che K è completo e Knr è un’estensione di Galois di K, l’esten-
sione K ⊂ K̂nr è separabile (si veda Serre [22, II.3.3]), per cui anche
l’estensione Knr ⊂ K̂nr lo è. Possiamo quindi applicare il teorema 3.2.4
e ottenere che Knr è quasi-algebricamente chiuso.
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Corollario 5.1.4. Si ha Hr(Spec Knr,Gm) = 0 per ogni r > 0.
Dimostrazione. Dal momento che Knr è quasi-algebricamente chiuso,
per le proposizioni 3.1.3 e 3.1.8 si ha che la sua dimensione coomolo-
gica stretta è minore o uguale a 2. Inoltre il gruppo di Brauer di Knr
è nullo. Da questi due fatti segue che Hr(Spec Knr,Gm) = 0 per r ≥ 2.
Infine
H1(Spec Knr,Gm) = Pic(Spec Knr) = 0.
Proposizione 5.1.5. Dato un campo locale K con anello di valutazione
discreta A, e indicata con g : Spec K → Spec A l’inclusione, si ha
Hr(Spec K,Gm) ∼= Hr(Spec A, g∗Gm), per ogni r ≥ 0.
Dimostrazione. Consideriamo la successione spettrale di Leray per la
mappa g,
Hp(Spec A, Rqg∗Gm)⇒ Hp+q(Spec K,Gm).
Osserviamo che i fasci Rqg∗Gm sono nulli per q > 0, poiché se x è un
punto geometrico di Spec A, allora per la proposizione 4.6.7,
(Rqg∗Gm)x ∼= Hq(Spec Ash ×Spec A Spec K,Gm)
= Hq(Spec (Ash ⊗A K),Gm)
= Hq(Spec Knr,Gm).
Di conseguenza la successione di Leray degenera e si ha
Hp(Spec A, g∗Gm) ∼= Hp(Spec K,Gm),
per ogni p ≥ 0.
Proposizione 5.1.6. Sia A un anello henseliano con campo dei residui k,
allora
Hr(Spec A,Gm) ∼= Hr(Spec k,Gm), per ogni r > 0.
Dimostrazione. Si veda Milne [19, III.3.11].
Corollario 5.1.7. Sia A un anello di valutazione discreta completo con
campo dei residui finito k, allora
Hr(Spec A,Gm) = 0, per r > 0.
Dimostrazione. Per la proposizione appena citata basta mostrare che i
gruppi Hr(Spec k,Gm) sono nulli per ogni r > 0. D’altra parte per il
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teorema 3.2.3, i campi finiti sono quasi-algebricamente chiusi, allora
in maniera del tutto analoga a quanto fatto nel caso di Knr si mostra
che Hr(Spec k,Gm) = 0 per r > 0.
Corollario 5.1.8. Dato un campo locale K con anello di valutazione
discreta A e campo dei residui k, si ha
Hr(Spec K,Gm) ∼= Hr(Spec A, i∗Z), per ogni r > 0,
dove i : Spec k→ Spec A è l’inclusione.
Dimostrazione. L’enunciato segue immediatamente dalla successione
esatta (5.2) e dal corollario precedente.
Proposizione 5.1.9. Dato un anello di valutazione discreta completo A
con campo dei residui k, si ha
Hr(Spec A, i∗Z) ∼= Hr(Spec k,Z), per ogni r ≥ 0,
dove i : Spec k→ Spec A è l’inclusione.
Dimostrazione. Scriviamo la successione di Leray per la mappa i,
Hp(Spec A, Rqi∗Z)⇒ Hp+q(Spec k,Z),
e osserviamo che i∗ è un funtore esatto dal momento che i è un’im-
mersione chiusa (proposizione 4.4.9). Quindi Rqi∗ = 0 per ogni q > 0,
e in particolare
Rqi∗Z = 0, per ogni q > 0.
Allora la successione spettrale degenera e otteniamo
Hp(Spec A, i∗Z) ∼= Hp(Spec k,Z),
per ogni p ≥ 0.
Proposizione 5.1.10. Per ogni campo finito k, si ha
Hr(Spec k,Z) =

Z r = 0,
0 r = 1,
Q/Z r = 2,
0 r > 2.
Dimostrazione. Come già osservato, ogni campo finito è quasi-
algebricamente chiuso, di conseguenza per le proposizioni 3.1.3 e
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3.1.8 si ha che Hr(Spec k,Z) = 0 per ogni r > 2. Per calcolare
H2(Spec k,Z) usiamo la successione esatta
0→ Z→ Q→ Q/Z→ 0,
tenendo presente che Q è un gruppo divisibile privo di torsione, per
cui dalla proposizione 1.5 si trova che
Hr(Spec k,Q) = Hr(Ẑ,Q) = 0
per ogni r > 0. Allora ricaviamo
Hr(Spec k,Z) ∼= Hr−1(Spec k,Q/Z),
per ogni r > 1. In particolare
H2(Spec k,Z) = H1(Spec k,Q/Z) = Hom(Ẑ,Q/Z)
= lim−→
n
Hom(Z/nZ,Q/Z) = Q/Z.
Infine per quanto riguarda il primo gruppo di coomologia vediamo
che
H1(Spec k,Z) = H1(Ẑ,Z) = lim−→
n
H1(Z/nZ,Z) = lim−→
n
Hom(Z/nZ,Z),
e a questo punto si conclude osservando che Z non ha sottogruppi
finiti non nulli.
Teorema 5.1.11. Sia K un campo locale, allora Br K ∼= Q/Z.
Dimostrazione. L’enunciato segue dai risultati intermedi già dimostra-
ti, infatti si ha
Br K = H2(Spec K,Gm) ∼= H2(Spec A, i∗Z) ∼= H2(Spec k,Z) ∼= Q/Z.
5.2 campi globali di caratteristica positiva
Sia X una curva algebrica irriducibile liscia e completa su un campo
finito k. Supponiamo inoltre che X sia geometricamente connessa, os-
sia se k è una chiusura separabile di k allora lo schema X×Spec k Spec k
è connesso. In particolare X è uno schema integro e regolare per cui
ha un solo punto generico Spec K, dove K è il campo delle funzioni
razionali su X. Il campo K è anche detto campo globale.
Osserviamo che come spazio topologico X è costituito dal punto
generico e dai punti chiusi. Indichiamo con g : Spec K → X l’inclu-
sione del punto generico, e se x ∈ X è un punto chiuso denotiamo
con ix : Spec k(x) → X l’inclusione corrispondente. Allora nella suc-
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cessione esatta (5.1) l’insieme X(1) è costituito dai punti chiusi di X
(dal momento che X ha dimensione 1). Da questa successione di fasci
ricaviamo la successione esatta lunga in coomologia
(5.3) · · · → Hr(X,Gm)→ Hr(X, g∗Gm)→
⊕
x∈X(1)
Hr(X, ix∗Z)
→ Hr+1(X,Gm) → · · · ,
dove abbiamo usato che la coomologia étale commuta con le somme
dirette (proposizione 4.6.4).
Definizione 5.2.1. Un omomorfismo di anelli f : A → B si dice rego-
lare se f è piatto e per ogni p ∈ Spec A e per ogni estensione finita
k(p) ⊂ L, l’anello B⊗A L è regolare.
Definizione 5.2.2. Un anello noetheriano A si dice un G-anello se per
ogni p ∈ Spec A l’omomorfismo Ap → Âp è regolare, dove Âp indica
il completamento di A rispetto alla topologia p-adica.
Lemma 5.2.3. Sia X una curva algebrica su un campo k, allora per ogni
punto geometrico x = Spec k, l’anello OshX,x è un G-anello.
Dimostrazione. Innanzi tutto osserviamo che A = OshX,x è un anello di
valutazione discreta con campo dei residui k, dunque Spec A contiene
solo l’ideale nullo p e l’ideale massimale m. Si ha che Ap è il campo dei
quozienti di A che indichiamo con Kx, per cui si vede facilmente che
K̂x⊗Kx K′ è regolare per ogni estensione finita Kx ⊂ K′. Analogamente
abbiamo che Am = A, e per ogni estensione finita Kx ⊂ K′ l’anello
Â ⊗A Kx ⊗Kx K′ = K̂x ⊗Kx K′ è regolare. Infine notiamo che anche
Â⊗A k è regolare, il che conclude la dimostrazione.
Lemma 5.2.4. Sia A → B un omomorfismo regolare, fedelmente piatto. Se
A è ridotto allora B è ridotto.
Dimostrazione. Si veda Matsumura [18, I.8.21].
Lemma 5.2.5. Sia K ⊂ L un’estensione algebrica di campi. Allora K ⊂ L è
separabile se e solo se L⊗K K′ è ridotto per ogni estensione finita K ⊂ K′.
Dimostrazione. Si veda Matsumura [18, II.10.27].
Proposizione 5.2.6. Data una curva algebrica X su un campo finito k, e
sia g : Spec K → X l’inclusione del punto generico, allora
Hr(X, g∗Gm) ∼= Hr(Spec K,Gm), per ogni r ≥ 0.
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Dimostrazione. Scriviamo la successione spettrale di Leray per
l’inclusione g : Spec K → X,
Hp(X, Rqg∗Gm)⇒ Hp+q(Spec K,Gm).
Basta mostrare che Rqg∗Gm = 0 per ogni q > 0. A tal fine
consideriamo la spiga in un punto geometrico x di X; per la
proposizione 4.6.7,
(Rqg∗Gm)x ∼= Hq(Spec Kx,Gm)
dove Kx indica il campo dei quozienti dell’anello strettamente hen-
seliano di X in x. Possiamo notare che dal momento che X ha di-
mensione 1 e k è perfetto, Kx è il campo dei quozienti di un anello
di valutazione discreta con campo dei residui algebricamente chiuso.
Allora per i lemmi appena dimostrati, Kx è un G-anello (in quanto
localizzazione di un G-anello), e l’estensione Kx ⊂ K̂x è separabile,
dove K̂x indica il campo dei quozienti del completamento di OshX,x.
Quindi per il teorema 3.2.4 Kx è quasi-algebricamente chiuso. Di con-
seguenza Hq(Spec Kx,Gm) = 0 per ogni q > 0, e quindi Rqg∗Gm = 0
per q > 0.
Proposizione 5.2.7. Siano X una curva algebrica e x = Spec k(x) un
punto chiuso di X. Allora
Hr(X, ix∗Z) ∼= Hr(Spec k(x),Z), per ogni r ≥ 0,
dove ix : Spec k(x)→ X è l’inclusione.
Dimostrazione. Scriviamo la successione spettrale di Leray per la
mappa ix : Spec k(x)→ X,
Hp(X, Rqix∗Z)⇒ Hp+q(Spec k(x),Z).
Dal momento che x è un punto chiuso di X, l’inclusione ix è un’im-
mersione chiusa, per cui il funtore ix∗ è esatto (proposizione 4.4.9).
Allora Rqix∗Z = 0 per ogni q > 0, quindi la successione di Leray
degenera, e si ha
Hr(X, ix∗Z) ∼= Hr(Spec k(x),Z), per ogni r ≥ 0.
Osserviamo che se Spec k(x) è un punto chiuso di X allora k ⊂ k(x)
è un’estensione finita di campi (dal momento che la composizione
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Spec k(x) → X → Spec k è étale), per cui k(x) è ancora un campo
finito. Quindi per la proposizione 5.1.10 abbiamo
Hr(Spec k(x),Z) = Hr(Ẑ,Z) =

Z r = 0
0 r = 1
Q/Z r = 2
0 r > 2.
Prendendo in considerazione i primi termini della successione (5.3),
otteniamo la successione esatta
(5.4) 0→ H2(X,Gm)→ H2(Spec K,Gm)→
⊕
x∈X(1)
Q/Z→ H3(X,Gm).
Definiamo ora lo schema X = X ×Spec k Spec k, dove k è una chiu-
sura separabile (e quindi anche algebrica) di k. Possiamo notare
che X è una curva algebrica liscia sul campo algebricamente chiu-
so k. Inoltre X → X è un rivestimento di Galois con gruppo di Ga-
lois Ẑ, dal momento che Spec k → Spec k lo è e X è ottenuto da
Spec k per cambiamento di base. Scriviamo quindi la successione di
Hochschild-Serre
Hp(Ẑ, Hq(X,Gm))⇒ Hp+q(X,Gm).
Sia poi K il campo delle funzioni razionali di X.
Proposizione 5.2.8. Sia K il campo delle funzioni razionali di una
curva algebrica su un campo algebricamente chiuso k, allora K è
quasi-algebricamente chiuso.
Dimostrazione. L’asserzione segue direttamente dal teorema 3.2.2, poi-
ché K è un campo di funzioni su k di grado di trascendenza
1.
Corollario 5.2.9. Se K è il campo delle funzioni razionali di una curva
algebrica su un campo algebricamente chiuso, allora
Hr(Spec K,Gm) = 0, per ogni r > 0.
Denotiamo con g : Spec K → X l’inclusione del punto generico.
Consideriamo inoltre la successione analoga alla (5.3) per X,
· · · → Hr(X,Gm)→ Hr(X, g∗Gm)→
⊕
x∈X(1)
Hr(X, ix∗Z)
→ Hr+1(X,Gm) → · · · .
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Proposizione 5.2.10. Data una curva algebrica X su un campo
algebricamente chiuso, si ha
Hr(X, g∗Gm) = 0, per ogni r > 0,
dove g : Spec K → X è l’inclusione del punto generico.
Dimostrazione. Innanzi tutto vediamo che con ragionamenti analoghi
a quelli fatti nel caso di X, si dimostra che Rqg∗Gm = 0 per ogni q > 0.
Da questo segue, considerando la successione di Leray per la mappa
g : Spec K → X, che
Hr(X, g∗Gm) ∼= Hr(Spec K,Gm), per ogni r ≥ 0.
Infine per il corollario precedente si ha la tesi.
Proposizione 5.2.11. Sia X una curva algebrica su un campo alge-
bricamente chiuso k, e sia x = Spec k(x) un punto chiuso di X,
allora
Hr(X, ix∗Z) = 0, per ogni r > 0,
dove ix : Spec k(x)→ X è l’inclusione.
Dimostrazione. In maniera del tutto analoga a quanto fatto nel caso di
X, si mostra che se x = Spec k(x) è un punto chiuso di X, allora
Hr(X, ix∗Z) ∼= Hr(Spec k(x),Z)
per ogni r ≥ 0. Osserviamo inoltre che k(x) è un’estensione finita e
separabile di k, per cui k(x) = k e Hr(Spec k,Z) = 0 per r > 0, dal
momento che k è algebricamente chiuso.
Da queste due proposizioni e dalla successione esatta lunga in
coomologia si ricava immediatamente il seguente risultato.
Corollario 5.2.12. Data una curva algebrica X su un campo
algebricamente chiuso, si ha
Hr(X,Gm) = 0, per ogni r > 1.
Proposizione 5.2.13. Sia X una curva algebrica liscia e completa su un
campo finito k, e sia X = X×Spec k Spec k, dove k è una chiusura separabile
di k. Allora
Hr(X,Gm) ∼= Hr−1(Ẑ, Pic(X)), per ogni r > 1.
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Dimostrazione. Per il corollario precedente nella successione di
Hochschild-Serre i gruppi Hp(Ẑ, Hq(X,Gm)) sono tutti nulli per
q > 1 e p ≥ 0. D’altra parte
Hp(Ẑ, H0(X,Gm)) = Hp(Ẑ, k
∗
) = Hp(Spec k,Gm) = 0,
per ogni p > 0. In definitiva la successione spettrale degenera e si ha
Hp(X,Gm) ∼= Hp−1(Ẑ, H1(X,Gm)) = Hp−1(Ẑ, Pic(X)),
per ogni p ≥ 1.
Consideriamo la seguente successione esatta
0→ Pic0(X)→ Pic(X) deg−−→ Z→ 0,
dove deg è la mappa grado e Pic0(X) = ker(deg). Abbiamo una
successione esatta lunga in coomologia
(5.5) · · · → Hr(Ẑ, Pic0(X))→ Hr(Ẑ, Pic(X))→ Hr(Ẑ,Z)
→ Hr+1(Ẑ, Pic0(X)) → · · · .
Definizione 5.2.14. Dato un campo k, una varietà abeliana su k è una
varietà algebrica proiettiva liscia Y → Spec k, che è uno schema in
gruppi.
Teorema 5.2.15. Sia X → Spec k una curva algebrica liscia e geometrica-
mente connessa su un campo k, allora esiste una varietà abeliana irriducibile
J → Spec k, detta la Jacobiana di X, tale che Pic0(X) ∼= J(k), dove J(k)
indica i punti k-razionali di J.
Dimostrazione. Si veda Cornell e Silverman [8, IV.4].
Corollario 5.2.16. Data una curva algebrica liscia e geometricamente
connessa X su un campo algebricamente chiuso k, il gruppo Pic0(X) è
divisibile.
Dimostrazione. Per il teorema precedente si ha Pic0(X) ∼= J(k), dove J
è una varietà abeliana. Dato un numero naturale n, la moltiplicazione
per n che indichiamo con
n : J −→ J,
ha nucleo finito (si veda Mumford [20, IV.21]), di conseguenza tutte
le fibre sono finite (perché la mappa n è un omomorfismo di gruppi).
Allora l’immagine di n è un chiuso di J di uguale dimensione, e dal
momento che J è irriducibile, la mappa n è suriettiva. In particolare è
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suriettiva la moltiplicazione per n da Pic0(X) in sé, e dunque Pic0(X)
è divisibile.
Corollario 5.2.17. Data una curva algebrica liscia e geometricamente
connessa X su un campo algebricamente chiuso, si ha
Hr(Ẑ, Pic0(X)) = 0, per ogni r > 1.
Dimostrazione. Segue direttamente dalla proposizione 1.5.
Sia J → Spec k la Jacobiana di X, allora si può vedere che la Ja-
cobiana di X = X ×Spec k Spec k è J = J ×Spec k Spec k. Definiamo il
morfismo di Frobenius su J,
F : J → J,
richiedendo che sia l’identità sugli spazi topologici, e che l’omomor-
fismo dei fasci strutturali OJ → OJ sia dato da s 7−→ sq, dove q è la
cardinalità di k. Osserviamo che questo è un omomorfismo di fasci di
k-algebre. Definiamo inoltre il morfismo di Frobenius su J,
F : J → J,
come il morfismo ottenuto da F per cambiamento di base.
Teorema 5.2.18 (Lang). Sia X una curva algebrica liscia e completa su un
campo finito k, e sia X = X×Spec k Spec k, dove k è una chiusura separabile
di k. Sia poi F il morfismo di Frobenius sulla Jacobiana di X, allora la mappa
1− F : Pic0(X)→ Pic0(X)
è suriettiva.
Dimostrazione. Si veda Mumford [20, IV.21.3].
Corollario 5.2.19. Sia X una curva algebrica liscia e completa su un
campo finito k, e sia X = X×Spec k Spec k, dove k è una chiusura separabile
di k. Allora
H1(Ẑ, Pic0(X)) = 0.
Dimostrazione. Si può notare che il morfismo di Frobenius F è un
generatore dell’azione di Ẑ = Gal(k/k) su Pic0(X). Ricordiamo ora la
definizione del primo gruppo di coomologia di Galois,
H1(Ẑ, Pic0(X)) =
Z1
B0
,
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dove
Z1 =
{
f : Ẑ→ Pic0(X)
∣∣∣ f (g1g2) = f (g1) + g1 f (g2)} ,
B0 =
{
f : Ẑ→ Pic0(X)
∣∣∣ f (g) = ga− a, a ∈ Pic0(X)} .
Osserviamo che un elemento f ∈ Z1 è univocamente determinato da
f (F) ∈ Pic0(X), per cui
Z1 ∼= Pic0(X).
Allo stesso modo un elemento f ∈ B0 è univocamente determinato
da f (F) = F(a)− a, per un certo a ∈ Pic0(X); di conseguenza
B0 ∼= im (F− 1 : Pic0(X)→ Pic0(X)) .
In definitiva si ha
H1(Ẑ, Pic0(X)) ∼= coker(F− 1) = 0,
poiché per il teorema precedente la mappa F− 1 è suriettiva.
Dunque dalla successione esatta in coomologia (5.5) ricaviamo
Hr(Ẑ, Pic(X)) ∼= Hr(Ẑ,Z), per ogni r ≥ 1.
In particolare, per la proposizione 5.2.13, si ha
Hr(X,Gm) =

k∗ r = 0
Pic(X) r = 1
0 r = 2
Q/Z r = 3
0 r > 3.
Teorema 5.2.20. Sia X una curva algebrica liscia, geometricamente connes-
sa e completa su un campo finito k, e sia K il campo delle funzioni razionali.
Allora si ha la successione esatta
0→ Br(K)→⊕
x∈X(1)
Q/Z
ψ−→ Q/Z→ 0,
dove la mappa ψ è definita da
ψ
(
(ax)x∈X(1)
)
= ∑
x∈X(1)
[k(x) : k]ax.
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Dimostrazione. Innanzi tutto possiamo riscrivere la successione esatta
(5.4) nella forma
0→ Br(K)→⊕
x∈X(1)
Q/Z
ψ−→ Q/Z.
Vogliamo ora descrivere la mappa ψ. Per fare questo, reinterpre-
tiamo i gruppi Q/Z in termini di gruppi di coomologia. Ricordiamo
perciò che se x = Spec k(x) è un punto chiuso di X, allora il gruppo
Q/Z corrispondente era isomorfo a H2(Spec k(x),Z), mentre l’ultimo
gruppo Q/Z nella successione era isomorfo a
H3(X,Gm) ∼= H2(Gal(k/k), Pic(X)) ∼= H2(Gal(k/k),Z) ∼= H2(Spec k,Z).
Fissiamo un punto chiuso x = Spec k(x), allora l’estensione di campi
k ⊂ k(x) è finita e separabile. Consideriamo poi l’aperto U = X \ {p}
e la successione di fasci
(5.6) 0→ Gm,X → j∗Gm,U → ix∗Z→ 0,
dove j : U → X è l’inclusione. Questa successione è in realtà esatta,
come si verifica sulle spighe. Infatti il fascio j∗Gm,U è concentrato in
x, e se x = Spec k è un punto geometrico di X che ha immagine x,
allora la successione delle spighe è
0→ Γ(SpecOshX,x,Gm)→ Γ(Spec Kx,Gm)→ Γ(Spec k,Z)→ 0,
dove Kx è il campo dei quozienti di OshX,x. Osserviamo che dalla
successione di Leray per la mappa j si trova che
Hr(X, j∗Gm,U) ∼= Hr(U,Gm,U)
per ogni r ≥ 0 (si procede come già fatto per l’inclusione del pun-
to generico). Utilizzando poi la proposizione 5.2.7, otteniamo una
successione esatta in coomologia della forma
H2(U,Gm,U)→ H2(Spec k(x),Z)→ H3(X,Gm,X)→ H3(U,Gm,U).
Inoltre si ha il seguente diagramma commutativo
H2(U,Gm)
H2(K,Gm)
H2(k(x),Z)
⊕
y∈X(1) H
2(k(y),Z)
H3(X,Gm)
H3(X,Gm)
H3(U,Gm)
H3(K,Gm)
ψx
ψ
da cui segue che per capire la mappa ψ basta studiare le mappe ψx.
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Supponiamo ora k(x) = k e consideriamo lo schema
U = U ×Spec k Spec k.
Analogamente a quanto visto per X, si può vedere che Hr(U,Gm) = 0
per ogni r ≥ 2. Di conseguenza dalla successione di Hochschild-Serre
per il ricoprimento U → U si ricava che
Hr(U,Gm) ∼= Hr−1(Ẑ, Pic(U))
per ogni r > 1. D’altra parte
U = X \ Spec
(
k(x)⊗k k
)
= X \ Spec k = X \ {x},
dove abbiamo posto x = Spec k. Allora dalla successione per X
analoga alla (5.6) si ottiene la successione esatta
0→ Z→ Pic(X)→ Pic(U)→ 0,
da cui si trova Pic(U) ∼= Pic0(X) e notiamo che questo isomorfismo
è Ẑ-equivariante. Ne consegue, per i corollari 5.2.17 e 5.2.19, che
Hr(Ẑ, Pic(U)) = 0 per r > 0, e in particolare
H2(U,Gm) = H3(U,Gm) = 0.
Dunque nel caso in cui k(x) = k, la mappa
ψx : H2(Spec k(x),Z)→ H3(X,Gm)
è un isomorfismo.
Nel caso generale, consideriamo lo schema Xx = X×Spec k Spec k(x)
e la mappa pi : Xx → X. Vediamo che la fibra di x,
pi−1(x) = Spec k(x)⊗k k(x),
è costituita da n = [k(x) : k] punti distinti che indichiamo con
x1, . . . , xn, tali che k(xi) = k(x) per ogni i. Poniamo
Ux = U ×X Xx = Xx \ { x1, . . . , xn },
e consideriamo il pullback rispetto alla mappa pi della successione
(5.6), tenendo presente che pi∗ in questo caso è semplicemente la
restrizione all’aperto Xx. Otteniamo così la successione
0→ Gm,Xx → jx∗Gm,Ux →
n⊕
i=1
ixi∗Z→ 0,
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dove al solito jx : Ux → Xx e ixi : xi → Xx sono le inclusioni.
Osserviamo che per quanto visto sopra,
ψxi : H
2(Spec k(xi),Z)→ H3(Xx,Gm)
è un isomorfismo. Perciò si ha il seguente diagramma commutativo
H2(Spec k(xi),Z)
H2(Spec k(x),Z)
H3(Xx,Gm)
H3(X,Gm)
ψxi
˜
αi
Dal momento che Xx → X è un rivestimento di Galois con gruppo di
Galois H = Gal(k(x)/k), dati due punti xi e xj esiste un unico elemento
h ∈ H tale che hxi = xj (quindi h corrisponde a un isomorfismo
k(xi) ∼= k(xj)). Di conseguenza H agisce su H3(Xx,Gm) come si vede
dal seguente diagramma
H2(Spec k(xi),Z)
H2(Spec k(xj),Z)
H3(Xx,Gm)
H3(Xx,Gm)
h
ψxi
ψxj
h
˜
Vogliamo mostrare che questa azione è banale, poiché da questo
segue che la composizione ψxi ◦ αi non dipende dal punto xi.
Consideriamo lo schema X = X×Spec k Spec k, dove k è una chiusu-
ra separabile di k. Poniamo G = Gal(k/k) e Gx = Gal(k/k(x)). Allora
abbiamo il diagramma
Hp(Gx, Hq(X,Gm)) =⇒ Hp+q(Xx,Gm)
Hp(G, Hq(X,Gm)) =⇒ Hp+q(X,Gm)
le cui righe sono date dalle successioni spettrali di Hochschild-Serre,
e per la proposizione 5.2.13 si ha
H2(Gx,Z)
H2(G,Z)
H3(Xx,Gm)
H3(X,Gm)˜
n
˜
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Osserviamo che il gruppo G agisce banalmente su H2(G,Z) (si ve-
da Serre [22, VII.5.3]), quindi anche l’azione su H3(X,Gm) è bana-
le. D’altra parte la mappa H3(X,Gm) → H3(Xx,Gm) è suriettiva e
G-equivariante, per cui H ∼= G/Gx agisce banalmente su H3(Xx,Gm).
Di conseguenza la composizione ψxi ◦ αi non dipende da i, e
possiamo identificare i gruppi
H2(Spec k(x),Z) ∼= H2(Spec k(xi),Z) ∼= H3(Xx,Gm)
∼= H3(X,Gm) ∼= Q/Z.
Con questa identificazione, dal diagramma commutativo
∏ni=1 H
2(Spec k(xi),Z)
H2(Spec k(x),Z)
H3(Xx,Gm)
H3(X,Gm)
ψx
ψ
si deduce che
ψx(a) = ψ(a, . . . , a) =
n
∑
i=1
ψxi(a) =
n
∑
i=1
a = na,
per ogni a ∈ Q/Z ∼= H2(Spec k(x),Z).
5.3 il campo C(x, y)
Per concludere, vogliamo presentare la descrizione del gruppo di
Brauer del campo delle funzioni razionali in due variabili C(x, y).
Enunciamo innanzi tutto alcune proprietà algebriche di questo
campo.
Teorema 5.3.1. La dimensione coomologica di C(x, y) è 2.
Dimostrazione. Il campo dei numeri complessi è algebricamente
chiuso, e quindi ha dimensione coomologica 0. Allora per il
teorema 3.2.6
cdp C(x, y) = trdegCC(x, y) + cdp C = 2
per ogni primo p (abbiamo indicato con trdegCC(x, y) il grado di
trascendenza di C(x, y) su C). Da questo segue cdC(x, y) = 2, poiché
cdp C = 0 per ogni primo p.
Corollario 5.3.2. Si ha Hr(SpecC(x, y),Gm) = 0, per ogni r > 2.
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Dimostrazione. Osserviamo che i gruppi di coomologia di SpecC(x, y)
possono essere interpretati come gruppi di coomologia di Galois,
in particolare abbiamo che Hr(SpecC(x, y),Gm) è di torsione per
ogni r > 0 (corollario 1.4). Consideriamo il seguente diagramma
commutativo
0
0
Z/nZ
Z/hZ
Gm
Gm
Gm
Gm
0
0
h
n
h
n
∼
dove le righe sono date dalle successioni di Kummer (in questo caso
µn ∼= Z/nZ), e le mappe sono quelle ovvie. Allora si ha un diagramma
commutativo corrispondente in coomologia con le righe ancora esatte,
e facendo il limite diretto su n ∈N si ottiene
· · · → Hr−1(SpecC(x, y),Gm)⊗Q/Z→ lim−→
n
Hr(SpecC(x, y),Z/nZ)
→ Hr(SpecC(x, y),Gm)→ Hr(SpecC(x, y),Gm)⊗Q/Z→ · · · .
Ma per quanto appena osservato i gruppi Hr(SpecC(x, y),Gm)⊗ Q/Z
sono tutti nulli per r > 0; d’altra parte si ha anche
Hr(SpecC(x, y),Z/nZ) = 0
per r > 2, in quanto C(x, y) ha dimensione coomologica minore o
uguale a 2 e Z/nZ è un fascio di torsione. Quindi si ricava che
Hr(SpecC(x, y),Gm) ∼= lim−→
n
Hr(SpecC(x, y),Z/nZ) = 0,
per ogni r > 2.
Consideriamo ora il piano proiettivo complesso P2C con la topologia
étale. Sappiamo che P2C è una superficie proiettiva liscia, irriducibile
e completa. Inoltre il campo delle funzioni razionali di P2C è proprio
C(x, y). Denotiamo con g : SpecC(x, y) → P2C l’inclusione del punto
generico.
Sia pi un insieme finito di punti di codimensione 2 in P2C (ossia
punti chiusi), e consideriamo le mappe
SpecC(x, y)
P2C \ pi
P2C
ipigpi
g
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Per la proposizione 4.5.5 esiste una successione esatta di fasci su P2C \
pi della forma
0→ Gm → gpi∗Gm →
⊕
Cpi
jCpi ∗Z→ 0,
dove Cpi è un chiuso irriducibile di codimensione 1 di P2C \ pi, e la
mappa jCpi : Spec KCpi → P2C \ pi è l’inclusione del punto generico di
Cpi. Allora si ha una successione esatta lunga in coomologia
(5.7) · · · → Hr(P2C \ pi,Gm)→ Hr(P2C \ pi, gpi∗Gm)
→⊕
Cpi
Hr(P2C \ pi, jCpi ∗Z)→ Hr+1(P2C \ pi,Gm)→ · · · .
Lemma 5.3.3. Sia X uno schema integro di tipo finito su SpecC. Allora
per ogni primo p si ha
cdp Kx = dimOshX,x,
dove Kx denota il campo dei quozienti dell’anello OshX,x.
Dimostrazione. Si veda Grothendieck et al. [15, X.3.2].
Proposizione 5.3.4. Se pi è un insieme finito di punti chiusi in P2C, allora
Hr(P2C \ pi, gpi∗Gm) =

C(x, y)∗ r = 0
0 r = 1
Hr−3(P2C \ pi, R2gpi∗Gm) r > 2;
si ha inoltre la successione esatta
0→ H2(P2C \ pi, gpi∗Gm)→ BrC(x, y)→ H0(P2C \ pi, R2gpi∗Gm)
→ H3(P2C \ pi, gpi∗Gm) → 0,
dove il fascio R2gpi∗Gm è concentrato nei punti di pi.
Dimostrazione. Scriviamo la successione di Leray associata all’inclu-
sione del punto generico gpi : SpecC(x, y)→ P2C \ pi,
Hp(P2C \ pi, Rqgpi∗Gm)⇒ Hp+q(SpecC(x, y),Gm).
Per la proposizione 4.6.7, la spiga di Rqgpi∗Gm in un punto geometrico
x è isomorfa a Hq(Spec Kx,Gm), dove Kx indica il campo dei quozienti
dell’anello strettamente henseliano Osh
P2
C
\pi,x.
Applichiamo il lemma 5.3.3 e otteniamo che Kx ha al più dimen-
sione coomologica 2 in quanto la dimensione dell’anello Osh
P2
C
\pi,x
82 esempi di gruppi di brauer
coincide con la codimensione del punto x immagine di x in P2C \ pi.
In maniera analoga a quanto fatto nella dimostrazione del corol-
lario 5.3.2 si prova che Rqgpi∗Gm = 0 per ogni q > 2. Inoltre per il
teorema 4.6.11
H1(Spec Kx,Gm) = Pic(Kx) = 0,
da cui segue che R1gpi∗Gm = 0.
Notiamo poi che per q = 2 questo fascio è concentrato nei punti di
P2C \pi di codimensione 2, cioè i punti chiusi. Allora nella successione
spettrale al livello 2 si ha una situazione di questo tipo
E0,22
0
E0,02
E1,22
0
E1,02
E2,22
0
E2,02
E3,22
0
E3,02
Osserviamo che per quanto riguarda i gruppi Ep,0r si passa da un
livello al successivo nel modo seguente
Ep,0r+1 =
Ep,0r
im(Ep−r,r−1r → Ep,0r )
,
per cui si vede che tutti i gruppi Ep,0r si stabilizzano al livello 4 e
Ep,04 =
Ep,02
im(Ep−3,22 → Ep,02 )
.
Si ha poi una filtrazione
Ep,04 = H
p
p ⊂ Hpp−1 ⊂ · · · ⊂ Hp1 ⊂ Hp = Hp(SpecC(x, y),Gm),
dove Hpi /Hpi+1 = E
i,p−i
∞ . Notiamo che E
i,p−i
∞ = 0 se i 6= p, p − 2, e di
conseguenza la filtrazione si riduce a
Ep,04 = H
p
p−1 ⊂ Hpp−2 = Hp
con Hp/Ep,04 = E
p−2,2
∞ . Consideriamo i gruppi E
p−2,2
r , anche questi si
stabilizzano al livello 4 e
Ep−2,24 = ker(E
p−2,2
2 → Ep+1,02 ).
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In questo modo si ricava una successione esatta corta
0→ Ep,04 → Hp → Ep−2,24 → 0
da cui si ottiene la successione esatta
0→ Ep−3,22 → Ep,02 → Hp → Ep−2,22 → Ep+1,02 → 0
per ogni p, con la convenzione che i gruppi con esponenti negativi
sono da considerarsi nulli. Traduciamo ora la successione in termini
di gruppi di coomologia e ricaviamo
0→ Hp−3(P2C \ pi, R2gpi∗Gm)→ Hp(P2C \ pi, gpi∗Gm)
→ Hp(SpecC(x, y),Gm)→ Hp−2(P2C \ pi, R2gpi∗Gm)
→ Hp+1(P2C \ pi, gpi∗Gm) → 0.
Ricordiamo che Hp(SpecC(x, y),Gm) = 0 per p 6= 0, 2, allora si trova
che
Hp(P2C \ pi, gpi∗Gm) =

C(x, y)∗ p = 0
0 p = 1
Hp−3(P2C \ pi, R2gpi∗Gm) p > 2,
e per p = 2 si ha la successione esatta
0→ H2(P2C \ pi, gpi∗Gm)→ BrC(x, y)→ H0(P2C \ pi, R2gpi∗Gm)
→ H3(P2C \ pi, gpi∗Gm) → 0.
Applicando questo risultato alla successione (5.7) e limitandoci ai
primi gruppi di coomologia otteniamo
(5.8) 0→⊕
Cpi
H1(P2C \ pi, jCpi ∗Z)→ H2(P2C \ pi,Gm)
→ H2(P2C \ pi, gpi∗Gm)→
⊕
Cpi
H2(P2C \ pi, jCpi ∗Z)
→ H3(P2C \ pi,Gm) → H0(P2C \ pi, R2gpi∗Gm).
Teorema 5.3.5. Dato uno schema regolare integro e noetheriano X, i gruppi
Hr(X,Gm) sono di torsione per ogni r ≥ 2.
Dimostrazione. Siano x un punto di X e ix : Spec k(x) → X l’inclu-
sione corrispondente, allora se F è un fascio su Spec k(x), i gruppi
Hr(Spec k(x), F) sono di torsione per ogni r ≥ 1, poiché coincidono
con i gruppi di coomologia di Galois (corollario 1.4). Verifichiamo
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che anche i fasci Rqix∗F sono di torsione per q ≥ 1. Basta guardare la
spiga in un punto geometrico x (proposizione 4.6.7),
(Rqix∗F)x ∼= Hq(SpecOshX,x ×X Spec k(x), F),
e osservare che SpecOshX,x ×X Spec k(x) è un unione finita di punti,
essendo la controimmagine del punto x per la mappa SpecOshX,x → X.
Dunque anche Hp(X, Rqix∗F) è di torsione per ogni q ≥ 1 e p ≥ 0.
Allora dalla successione di Leray
Hp(X, Rqix∗F)⇒ Hp+q(Spec k(x), F)
si ricava che i gruppi Hp(X, ix∗F) sono di torsione per ogni p ≥ 1.
Consideriamo la successione esatta della proposizione 4.5.5
0→ Gm → g∗Gm →
⊕
x∈X(1)
ix∗Z→ 0,
dove g è l’inclusione del punto generico, X(1) è l’insieme dei punti
di X di codimensione 1 e ix : x → X è l’inclusione. Allora i gruppi
Hr(X, g∗Gm) e Hr(X, ix∗Z) sono di torsione per r ≥ 1, e dalla succes-
sione esatta lunga in coomologia si ricava che Hr(X,Gm) è di torsione
per ogni r ≥ 2.
Consideriamo il fascio µn ∼= Z/nZ su P2C e poniamo µ = ∪nµn.
Definiamo poi µ−1n = Hom(µn,Q/Z) e µ−1 = ∪nµ−1n . Possiamo notare
che i fasci µ e µ−1 sono entrambi isomorfi a Q/Z.
Dati un campo k di caratteristica 0, due schemi regolari Z e X su
S = Spec k, e un’immersione chiusa φ : Z → X, diciamo che (Z, X) è
una S-coppia liscia. La coppia (Z, X) ha codimensione c ∈ N se per
ogni punto z ∈ Z vale che codimz(Z, X) = c. Consideriamo inoltre
V = X \ φ(Z) e ψ : V → X l’immersione aperta corrispondente.
Teorema 5.3.6 (di purezza). Dati una S-coppia liscia (Z, X) di
codimensione c e il fascio costante F = Z/nZ su Xét, allora
(Rqψ∗)ψ∗F = 0, per ogni q 6= 0, 2c− 1,
e inoltre
φ∗((R2c−1ψ∗)ψ∗F) ∼= φ∗F⊗ µ⊗−cn .
Dimostrazione. Si veda Grothendieck et al. [15, XVI.3.7].
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Lemma 5.3.7. Dato un insieme finito pi di punti chiusi in P2C, si ha
Rqipi∗Gm =
{⊕
p∈pi µ−1 q = 3,
0 q 6= 0, 3.
Dimostrazione. Applicando il teorema di purezza alla coppia (pi,P2C)
e al fascio µn, otteniamo
Rqipi∗µn = 0, per ogni q 6= 0, 3.
Inoltre se indichiamo con λpi : pi → P2C l’immersione chiusa data
dall’inclusione, abbiamo
λ∗pi(R3ipi∗µn) ∼= λ∗piµn ⊗ µ−1n ⊗ µ−1n ∼= µn ⊗ µ−1n ⊗ µ−1n ∼= µ−1n .
Poniamo per brevità F = R3ipi∗µn, e osserviamo che questo fascio è
concentrato nei punti di pi. Infatti se x è un punto geometrico di P2C,
si ha
(R3ipi∗µn)x ∼= H3(SpecOshP2
C
,x ×P2C (P
2
C \ pi), µn).
Ma se l’immagine di x in P2C non è un punto di pi, allora
SpecOsh
P2
C
,x ×P2C (P
2
C \ pi) ∼= SpecOshP2
C
,x,
e per la proposizione 5.1.6 i gruppi di coomologia dello spettro di un
anello strettamente henseliano sono nulli.
D’altra parte, se f : U → P2C è un aperto, allora
(λpi∗λ∗piF)(U) = λ∗pi(U ×P2
C
pi),
e notiamo che U ×P2
C
pi è l’unione delle fibre di f nei punti di pi,
per cui (λpi∗λ∗piF)(U) è non nullo solo se l’immagine di U contiene
qualche punto di pi. Dunque anche il fascio λpi∗λ∗piF è concentrato in
pi. Inoltre se p ∈ pi, si ha
(λpi∗λ∗piF)p ∼= Fp,
e quindi λpi∗λ∗piF ∼= F per il teorema 4.4.6. Abbiamo così mostrato che
R3ipi∗µn ∼= λpi∗µ−1n ∼=
⊕
p∈pi
λp∗µ
−1
n ,
dove λp indica l’inclusione del punto p in P2C.
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Consideriamo ancora il diagramma commutativo
0
0
µn
µh
Gm
Gm
Gm
Gm
0
0
h
n
h
n
∼
dove le righe sono date dalle successioni di Kummer. Allora ap-
plicando il funtore derivato Rqipi∗ otteniamo un altro diagramma
commutativo con righe esatte della forma
· · ·
· · ·
Rqipi∗µn
Rqipi∗µh
Rqipi∗Gm
Rqipi∗Gm
Rqipi∗Gm
Rqipi∗Gm
· · ·
· · ·h
n
h
n
e facendo il limite diretto abbiamo la successione esatta lunga
· · · → Rq−1ipi∗Gm ⊗ Q/Z→ lim−→
n
Rqipi∗µn → Rqipi∗Gm
→ Rqipi∗Gm ⊗ Q/Z → · · · .
Osserviamo che anche i fasci Rqipi∗Gm sono concentrati in pi; inoltre
se p ∈ pi,
(Rqipi∗Gm)p ∼= Hq(SpecOshP2
C
,p ×P2C (P
2
C \ pi),Gm)
∼= Hq(SpecOsh
P2
C
,p \ {m},Gm),
dove m ⊂ Osh
P2
C
,p è l’ideale massimale. Allora applicando il teo-
rema 5.3.5 a X = SpecOsh
P2
C
,p \ {m} si ottiene che i gruppi
Hq(SpecOsh
P2
C
,p \ {m},Gm) sono di torsione per ogni q > 0, e di conse-
guenza anche i fasci Rqipi∗Gm sono di torsione per q > 0. Da questo
segue che
Rqipi∗Gm ∼= lim−→
n
Rqipi∗µn, per ogni q ≥ 1.
In particolare per il teorema di purezza Rqipi∗Gm = 0 per ogni q > 0,
q 6= 3, e
R3ipi∗Gm ∼=
⊕
p∈pi
λp∗µ
−1.
Proposizione 5.3.8. Sia pi un insieme finito di punti chiusi in P2C, allora
H2(P2C,Gm) ∼= H2(P2C \ pi,Gm),
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e si ha la successione esatta
0→ H3(P2C,Gm)→ H3(P2C \pi,Gm)→
⊕
p∈pi
µ−1 → H4(P2C,Gm)→ 0.
Dimostrazione. Scriviamo la successione di Leray relativa alla mappa
ipi : P2C \ pi → P2C,
Hp(P2C, R
qipi∗Gm)⇒ Hp+q(P2C \ pi,Gm).
Osserviamo che Hp(P2C, ipi∗Gm) ∼= Hp(P2C,Gm) (perché i fasci coinci-
dono, in quanto ipi è un’immersione aperta e pi ha codimensione 2 in
P2C). Allora per il lemma precedente, al livello 2 si ha una situazione
di questo tipo
E0,32
0
0
E0,02
E1,32
0
0
E1,02
E2,32
0
0
E2,02
E3,33
0
0
E3,02
E4,32
0
0
E4,02
dove abbiamo posto Ep,q2 = H
p(P2C, R
qipi∗Gm). Vediamo che i gruppi
Ep,qr con q 6= 0, 3 si stabilizzano al livello 2 e sono tutti nulli, da cui
segue subito che
H2(P2C,Gm) ∼= H2(P2C \ pi,Gm).
Anche i gruppi E3,0r si stabilizzano al livello 2, perciò si ha la
filtrazione
E3,02 = H
3
3 ⊂ H32 ⊂ H31 ⊂ H3 = H3(P2C \ pi,Gm),
dove H3i /H3i+1 = E
i,3−i
∞ ; inoltre si vede facilmente che
E0,3∞ = E
0,3
5 = ker(E
0,3
2 → E4,02 ).
In conclusione abbiamo la successione esatta
0→ E3,02 → H3 → E0,32 → E4,02 → 0
che tradotta diventa
0→ H3(P2C,Gm)→ H3(P2C \pi,Gm)→
⊕
p∈pi
µ−1 → H4(P2C,Gm)→ 0.
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Proposizione 5.3.9. Si ha Hr(P2C,Gm) ∼= Hr(P2C, µ), per ogni r > 2.
Dimostrazione. Riprendiamo in considerazione il diagramma commu-
tativo le cui righe sono date dalle successioni di Kummer, allora si
hanno delle successioni esatte corrispondenti in coomologia con del-
le mappe verticali che fanno commutare, e facendo il limite diretto si
ottiene
· · · → Hr−1(P2C,Gm)⊗ Q/Z→ lim−→
n
Hr(P2C, µn)
→ Hr(P2C,Gm) → Hr(P2C,Gm)⊗ Q/Z→ · · · .
Ma i gruppi Hr(P2C,Gm) ⊗ Q/Z sono tutti nulli per r ≥ 2
(teorema 5.3.5), e quindi si ha
Hr(P2C,Gm) ∼= Hr(P2C, µ), per r > 2.
Teorema 5.3.10 (Dualità di Poincaré). Esiste una forma bilineare non
degenere
Hr(P2C, µn)× H4−r(P2C, µn ⊗ µn)→ H4(P2C, µn ⊗ µn) ∼= µn.
Dimostrazione. Si veda Milne [19, VI.11].
Da questo risultato segue subito che
H4(P2C, µn) ∼= H4(P2C, µn⊗µn⊗µ−1n ) ∼= H4(P2C, µn⊗µn))⊗µ−1n ∼= µ−1n
e quindi per la proposizione 4.6.5 H4(P2C, µ) ∼= µ−1. Inoltre H3(P2C, µ)
è isomorfo al duale di H1(P2C, µ) ∼= H1(P2C,Q/Z).
Proposizione 5.3.11. Si ha che H1(P2C,Q/Z) = 0.
Dimostrazione. Dal momento che Q/Z = lim−→n Z/nZ e la coomologia
étale commuta con i limiti diretti (proposizione 4.6.5), si ha
H1(P2C,Q/Z) = lim−→
n
H1(P2C,Z/nZ).
Inoltre è noto che nel caso di schemi lisci su C e di fasci costanti
definiti da gruppi abeliani finiti, la coomologia étale coincide con
la coomologia classica (si veda Grothendieck et al. [15, XI.4.4]). In
particolare
H1(P2C,Z/nZ) = 0,
il che conclude la dimostrazione.
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Da quanto visto, applicando la proposizione 5.3.8 alla successione
(5.8), ricaviamo
(5.9) 0→⊕
Cpi
H1(P2C \ pi, jCpi ∗Z)→ H2(P2C,Gm)
→ H2(P2C \ pi, gpi∗Gm)→
⊕
Cpi
H2(P2C \ pi, jCpi ∗Z)
→ H3(P2C \ pi,Gm) → H0(P2C \ pi, R2gpi∗Gm).
Teorema 5.3.12. Sia P2C il piano proiettivo complesso. Allora esiste una
successione esatta
0→ H2(P2C,Gm)→ BrC(x, y)→
⊕
C
H1(Spec KC,Q/Z)
→⊕
p
µ−1 → µ−1 → 0,
dove la prima somma è su tutte le curve irriducibili C in P2C e la seconda è
sui punti chiusi di P2C.
Dimostrazione. Innanzi tutto osserviamo che facendo il limite dei
gruppi Hr(P2C \pi, jCpi ∗Z) su tutti gli insiemi finiti pi di punti chiusi di
P2C, otteniamo i gruppi H
r(Spec KC,Z), dove C è la curva irriducibile
contenuta in P2C tale che C ∩ (P2C \ pi) = Cpi. Allora la successione
esatta descritta si ottiene a partire dalla successione (5.9) passando
al limite sugli insiemi pi e tenendo conto delle proposizioni 5.3.4 e
5.3.8.
È possibile dare un’interpretazione delle mappe coinvolte nella suc-
cessione esatta del teorema come segue (per le dimostrazioni si veda
Artin e Mumford [4]).
Ricordiamo che uno schema è normale se tutti i suoi anelli locali
sono integralmente chiusi. Inoltre per ogni schema integro X esisto-
no uno schema normale X e un morfismo ν : X → X tali che per
ogni morfismo ψ : Y → X con Y normale, esiste un unico morfismo
ψ′ : Y → X tale che ν ◦ ψ′ = ψ (Hartshorne [16, II.3]). Lo schema X è
detto la normalizzazione di X.
Innanzi tutto la mappa s :
⊕
p µ
−1 → µ−1 si può interpretare come
la somma.
Per descrivere la mappa r :
⊕
C H1(Spec KC,Q/Z) →
⊕
p µ
−1, fissia-
mo una curva irriducibile C in P2C e indichiamo con C la sua nor-
malizzazione e con ν : C → C il relativo morfismo. Sia poi Spec KC
il punto generico di C e consideriamo la successione di Kummer
(proposizione 4.5.3)
0→ µn → Gm n−→ Gm → 0.
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Dai primi termini della successione esatta lunga in coomologia si ha
K∗C
n−→ K∗C → H1(Spec KC, µn)→ H1(Spec KC,Gm).
D’altra parte per il teorema 4.6.11 si ha che
H1(Spec KC,Gm) = Pic(KC) = 0,
per cui H1(Spec KC, µn) ∼= K∗C/(K∗C)n.
Per ogni punto p ∈ C, denotiamo con vp : K∗C → Z la valutazione
indotta da OC,p. Otteniamo quindi un omomorfismo
H1(Spec KC, µn) ∼= K∗C/(K∗C)n → Z/nZ,
e tensorizzando per µ−1n , dal momento che µn ∼= Z/nZ, abbiamo
H1(Spec KC, µn)→ µ−1n . Infine prendendo il limite su n ∈N, si ricava
un omomorfismo
σp : H1(Spec KC,Q/Z)→ µ−1.
Sia ora p ∈ C un punto e poniamo ν−1(p) = { p1, . . . , pr }, allora la
mappa
r : H1(Spec KC,Q/Z)→ µ−1
è data da r = ∑ri=1 σpi .
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