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We show that a naive treatment of open-shell systems in hybrid density functional calculations
ignoring the spin dependence causes significant errors due to a kind of self interaction that is not
emerged in spin-dependent calculations. As numerical examples, we compare the results of the LDA,
GGA, and PBE0 calculations on the ionization potential and electron affinity of C60 molecule and
the GGA and HSE calculations on the singly charged monovacancy in crystalline Si.
PACS numbers:
First-principles calculation based on the density func-
tional theory (DFT) has been an indispensable tool for
understanding, predicting, and designing materials prop-
erties [1, 2]. The usefulness is largely supported by
the continuous development on the exchange-correlation
(XC) functional. The hybrid-XC functional [3–5] be-
comes a new member of the workhorse functionals such as
local-density approximation (LDA) [6] and generalized-
gradient approximation (GGA) [7], and in many cases
the results are better than those of GGA, especially for
the band gap of semiconductors [8].
The hybrid-XC functional is constructed by a mixing
of the LDA or GGA functional and the exact-exchange
functional. The explicit form of the exact-exchange en-
ergy for spin-degenerate systems is written as [8]
Ex = −
1
2
∑
m,n
fmfn
∫∫
drdr′
φ∗m(r)φ
∗
n(r
′)φm(r
′)φn(r)
|r− r′|
,
(1)
where {φn} are the Kohn-Sham orbitals and {fn} are the
corresponding occupation numbers which usually take 0
or 2 in spin-degenerate calculations. Spin-degenerate, or
non-spin-dependent calculations are often performed in
LDA or GGA even for open-shell systems when the spin-
polarization effect is less important, and in that case the
open-shell orbital is described by simply setting the occu-
pation number as fn = 1. Although the same approach
is possible and indeed used [9] in the non-spin-dependent
hybrid-XC calculations, however such naive treatment of
open-shell orbitals causes significant errors due to a kind
of self interaction that is caused by the exact-exchange
term.
In this paper, we demonstrate the emergence of the
self-interaction errors in non-spin-dependent hybrid-XC
calculations for open-shell systems and the avoidance in
spin-dependent calculations. As numerical examples, we
compare the results of the LDA, GGA and the PBE0 hy-
brid functional [3] calculations on the ionization potential
(IP) and electron affinity (EA) of C60 molecule and the
GGA and the HSE hybrid functional [5] calculations on
the formation energy of the singly charged monovacancy
in crystalline Si.
The calculations were performed with our real-space
finite-difference pseudopotential code RSDFT [10] that
has been developed for parallel computers including
10-PFLOPS-class systems [11]. Troullier-Martins type
norm-conserving pseudopotentials were used [12], and
the pseudopotentials generated with GGA were also used
for hybrid-XC calculations.
The first example is the IP and EA of C60 molecule.
The calculations were performed with the isolated bound-
ary condition; the values of the wave functions were zero
outside of the spherical simulation box of 20-bohr radius.
With this boundary condition, charged state calculations
can be performed without any artificial corrections, so
that IP and EA are obtained from the direct difference
between the total energies of each charge state, namely
the ∆SCF calculation. The grid spacing was taken as 0.3
and 0.2 bohr for atomic structure optimization in LDA
and GGA, respectively. We confirmed that the size of the
simulation box and the grid spacings are large and fine
enough to achieve convergence within sub meV. We also
confirmed that the grid spacing of 0.4 bohr is enough for
the calculations without atomic structure optimization.
The results of LDA, GGA, PBE0, and their spin-
dependent versions (LSDA, spin-GGA, spin-PBE0, re-
spectively) are summarized in Table I. For LDA and
GGA, the structures are fully optimized in each charge
state, and the resultant point-group symmetry is Ih for
the neutral system and D5d for the singly charged sys-
tems. We found that LDA and LSDA predict the experi-
mental IP very accurately, but overestimate EA about 0.2
eV. While GGA and spin-GGA predict experimental EA
within 20 meV, but underestimate IP about 0.2 eV. We
also found that the spin polarization effect is rather small:
the total energy difference is 20 meV and 30 meV in the
LDA and GGA, respectively, and the atomic structures
are unchanged irrespective of the spin degree of freedom.
Next we compare the results of the (spin-)GGA and
(spin-)PBE0 in Table I. The (spin-)PBE0 calculation was
performed with the coarser grid spacing of 0.4 bohr and
the fixed atomic structure obtained by the (spin-)GGA
calculation. We confirmed that the (spin-)GGA values
of IP and EA do not change with this coarser grid spac-
2TABLE I. LDA, GGA, and PBE0 results of the ∆SCF calcula-
tions on the ionization potential (IP) and the electron affinity
(EA) of C60 molecule. The atomic structures are fully opti-
mized for LDA and GGA in each charge state, and the atomic
structures for PBE0 are the same as those of GGA.
IP (eV) EA (eV)
LDA 7.60 2.92
LSDA 7.58 2.94
GGA 7.37 2.69
spin-GGA 7.33 2.72
PBE0 7.87 2.32
spin-PBE0 7.57 2.59
Expt. 7.58 ± 0.04a 2.689 ± 0.008b
a Ref. [13]
b Ref. [14]
ing and the fixed atomic structure. As shown in Ta-
ble I, PBE0 provides rather poor results comparing to
GGA, while spin-PBE0 substantially improve the results;
in particular the agreement with experimental IP is far
better than (spin-)GGA.
The failure of the non-spin-dependent PBE0 calcula-
tions can be understood by comparing to the Hartree-
Fock theory. The present PBE0 and spin-PBE0 calcu-
lation corresponds to the restricted Hartree-Fock (RHF)
and the unrestricted Hartree-Fock (UHF) calculation, re-
spectively. As well known in the quantum-chemistry
community, RHF treatments of the open-shell systems
require a special formulation, that is the restricted open-
shell Hartree-Fock (ROHF) theory [15]. However, in the
present PBE0 calculations, we describe the open-shell or-
bital by just varying the occupation number, and the
resultant electron configuration is the same as that of
the ordinary RHF theory where each orbital is accom-
modated by two (half-charged) electrons as shown in
Fig. 1(a). As a consequence, one half-charged electron in
the open-shell orbital feels the Coulomb potential orig-
inates from the other half-charged electron in the same
orbital, and this is the source of the self-interaction error
caused by the inadequate use of the RHF-like theory to
the open-shell systems [16].
In the spin-PBE0 calculations, the situation is similar
to that of the UHF calculations. The exact-exchange
energy in the UHF-like theory is written as
EUHFx =
−
1
2
↑,↓∑
s
∑
m,n
fm,sfn,s
∫∫
drdr′
φ∗m,s(r)φ
∗
n,s(r
′)φm,s(r
′)φn,s(r)
|r− r′|
,
(2)
where the expression is just a sum of each spin term,
and in this case the occupation numbers {fn,s} take 0 or
1. The electron configuration for open-shell systems in
this theory is schematically shown in Fig. 1(b). Clearly
the spin degree of freedom is adequately described in the
•••
•••
(a) (b)
FIG. 1. (color online) Schematic illustrations of the electron
configurations with an open-shell orbital in spin-degenerate
theory (a) and the spin-dependent theory (b). The half-
shaded circle represents an electron with 50 % of occupation.
UHF-like theory, and thereby no spurious interaction is
emerged from Eq. (2). Thus the spin-PBE0 calculation
can reveal its innate accuracy.
The next example is the charged monovacancy in crys-
talline Si. DFT calculations for this system have a long
history, and therefore many results have been obtained
with various XC functionals and model sizes [9, 17–22].
Notwithstanding, the complete consensus seems not to
be achieved yet. A HSE hybrid-XC calculation has been
performed recently, but failed to reproduce the experi-
mentally observed C2v structure for the singly-negatively
charged monovacancy V1− [9].
We performed the HSE hybrid-XC calculations as well
as GGA calculations for V0 and V1− of Si monovacan-
cies. The vacancy model is constructed from the 512-site
supercell with optimized lattice constant of the perfect
crystal: 5.438 and 5.465 A˚ for HSE and GGA, respec-
tively. The grid spacing was taken as 0.43 bohr, which
corresponds to 52 Ry of the cut-off energy for plane-wave
calculations. Structure optimizations were performed in
each functional and charge state.
The optimized structure of the neutral vacancy is al-
most the same in both GGA and HSE. The symmetry
is D2d, and the two characteristic inter-atomic distances
around the vacant site is 3.06 and 3.53 A˚ for GGA, and
2.98 and 3.54 A˚ for HSE. In Fig. 2, we show the opti-
mized structure of V1− obtained by the HSE, GGA, and
their spin-dependent version (spin-HSE and spin-GGA,
respectively) calculations. Both GGA and spin-GGA
provide essentially the same structure of C2v symmetry
that is consistent with the ENDOR measurement [25].
Spin-HSE also provides the C2v structure (Fig. 2(c)) for
V1−, but only HSE provides a different structure of C2
(approximately D2 [24]) symmetry (Fig. 2(a)). The pre-
vious HSE calculation [9] also reported the D2 structure
for V1− .
The formation energy of the monovacancy is defined
3FIG. 2. Inter-atomic distances around the vacancy of Si in
singly-negatively charged state. The optimized structures are
obtained from the HSE (a), GGA (b), spin-HSE (c), and spin-
GGA (d) calculations with 512-site supercell. The unit is in
A˚.
as
Ef = E
V q
N−1 + µSi + q(εF + εv)− E
host
N , (3)
where the total energy of the monovacancy in q charge
state, chemical potential of the bulk Si, Fermi energy
relative to the valence-band top of the bulk Si, energy of
the valence-band top, and the total energy of the host
Si crystal of N -atom supercell are appeared in the right-
hand side of the equation. The corrections for charged
state calculations are according to Ref. [23]. The forma-
tion energy obtained by the (spin-)HSE and (spin-)GGA
calculations are summarized in Table II. The difference
between the GGA and spin-GGA results indicates the
spin-polarization effect is about 90 meV in the formation
energy of V1−. However, the formation energy difference
between HSE and spin-HSE is much larger 240 meV. Tak-
ing into account the inconsistent optimized structure and
the large energy difference, we conclude that the non-
spin-dependent HSE calculations for singly charged Si
monovacancies also suffer from the self-interaction error
caused by the exact-exchange term.
In conclusion, we have demonstrated that the naive
treatment of the open-shell orbital in spin-degenerate
hybrid-XC calculations suffer from the self-interaction er-
ror that is not emerged in spin-dependent calculations.
As numerical examples, we have performed the calcula-
tions on the IP and EA of C60 molecule and the singly
charged monovacancy in crystalline Si. Even in the case
that the spin-polarization effect is considered to be less
TABLE II. HSE and GGA results of the formation energy
of Si monovacancy in neutral and singly-negatively charged
state with εF = 0. The unit is in eV.
V0 V1−
HSE 4.19 5.12
spin-HSE 4.19 4.88
GGA 3.61 4.13
spin-GGA 3.61 4.04
Expt. 3.6 ± 0.5a
3.85 ± 0.15b
a Ref. [26]
b Ref. [27]
important, we should perform the spin-dependent calcu-
lations when we apply the hybrid-XC functional for open-
shell systems to avoid the artificial error that doesn’t ex-
ist in the intrinsic theory.
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