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ABSTRACT We present a polarizable force ﬁeld based on the charge-equilibration formalism for molecular dynamics simula-
tions of phospholipid bilayers. We discuss reﬁnement of headgroup dihedral potential parameters to reproduce ab initio
conformational energies of dimethylphosphate calculated at the MP2/cc-pVTZ level of theory. We also address the reﬁnement
of electrostatic and Lennard-Jones (van der Waals) parameters to reproduce ab initio polarizabilities and water interaction ener-
gies of dimethylphosphate and tetramethylammonium. We present results of molecular dynamics simulations of a solvated
dimyristoylphosphatidylcholine bilayer using this polarizable force ﬁeld as well as the nonpolarizable, ﬁxed-charge CHARMM27
and CHARMM27r force ﬁelds for comparison. Calculated atomic and electron-density proﬁles, deuterium order parameters, and
headgroup orientations are found to be consistent with previous simulations and with experiment. Polarizable interaction models
for solvent and lipid exhibit greater water penetration into the lipid interior; this is due to the variation of water molecular dipole
moment from a bulk value of 2.6 Debye to a value of 1.9 Debye in the membrane interior. The reduction in the electrostatic
component of the desolvation free-energy penalty allows for greater water density. The surface dipole potential predicted by
the polarizable model is 0.95 V compared to the value of 0.8 V based on nonpolarizable force-ﬁeld calculations. Effects of inclu-
sion of explicit polarization are discussed in relation to water dipole moment and varying charge distributions. Dielectric permit-
tivity proﬁles for polarizable and nonpolarizable interactions exhibit subtle differences arising from the nature of the individual
component parameterizations; for the polarizable force ﬁeld, we obtain a bulk dielectric permittivity of 79, whereas the nonpolariz-
able force ﬁeld plateaus at 97 (the value for pure TIP3P water). In the membrane interior, both models predict unit permittivities,
with the polarizable models contributing from one to two more units due to the optical dielectric (high-frequency dipole ﬂuctua-
tions). This contribution is a step toward the continuing development of a CHARMM (Chemistry at Harvard Molecular Mechanics)
polarizable force ﬁeld for simulations of biomacromolecular systems.INTRODUCTION
Integral membrane proteins have become a focus of intense
effort of fundamental research due to the ubiquitous nature of
these macromolecules. Comprising roughly one-third of the
human genome, they are implicated in myriad physiological
functions and, unfortunately, dysfunctions. For instance, for
normal physiological functioning, integral membrane
proteins are involved in signaling processes, passive and
active transport, and interfacial enzymatic processes (1). Of
course, one cannot speak about integral membrane proteins
independent of the lipidic context in which they function.
Lipid membranes in their own right have garnered much
attention as well, with particular focus on membrane proper-
ties and behaviors, including structural deformation (in the
presence of small molecules as well as integral membrane
proteins), and electrostatic properties such as the interfacial
dipole (or total) potential (2) and dielectric constant variation
with location in a bilayer (3). Of particular recent interest are
protein-lipid interactions, and specifically the interactions of
charged and/or polar amino acid residues as they pertain to
an understanding of the thermodynamics of structural and
energetic stability of integral membrane proteins upon desol-
vation of such systems.
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0006-3495/09/01/0385/18 $2.00Complementing the enormous volume of experimental
effort to understand lipid bilayers and integral membrane
proteins, computational approaches based on the analytics
of statistical mechanics (molecular dynamics and Monte
Carlo simulations) have been indispensable to understanding
properties and processes in these systems at the atomic and
molecular levels, and providing insights at a resolution inac-
cessible to current state-of-the-art experimental methods
(1,4–16). These methods require information about the forces
between interacting species; ideally, the necessary informa-
tion would be contained in a quantum mechanical potential
energy surface, which could then be directly applied to
generate forces. However, simplifying assumptions must be
made to arrive at tractable functional forms of a classical
nature. Thus, current state-of-the-art modeling approaches
employ empirical potentials, or force fields, tomodel interspe-
cies interactions. Though initially developed with a fully
atomistic perspective, with secondary efforts pursuing more
‘‘coarse-grained’’ potentials (17,18), development and appli-
cation of coarse-grained models continues at a rigorous pace
today (19–24). Nevertheless, under the current paradigmatic
approach to development, such models are generally refer-
enced to results from fully atomistic simulations. Thus, the
need for accurate all-atom potentials still persists. Toward
this end, effort continues to refine today’s fixed-charge
models to incorporate explicit electrostatic polarization
doi: 10.1016/j.bpj.2008.09.048
386 Davis et al.effects to dynamically model the response to varying electric
fields at the molecular to atomic level. We mention that com-
plementing the fully atomistic models for solvent and lipid (to
be discussed below) are implicit solvent/membrane models
that are fast providing an efficient alternative for modeling
of large assemblies over timescales approaching microsec-
onds (25–28).
All-atom simulation methods invariably employ fixed-
charge representations of electrostatic interactions based on
a Coulomb model. The shortcomings of such models, and
the plausible importance of explicitly accounting for nonaddi-
tive electrostatic and charge-transfer effects, have beenwidely
discussed in the literature (29–32). The past decade has
witnessed an increasing pace of development and application
of polarizable force fields for a range of applications, though
such models have not yet realized the popularity enjoyed
by fixed-charge models. To begin to explore the effects
of polarization in biological systems, the first step undoubt-
edly has to be the development of self-consistently parameter-
ized models. Though several models have appeared in
which application to proteins and nucleic acids is discussed,
polarizable models for membrane systems have not yet been
reported.
Polarizable interaction models that incorporate dipole
induction effects have already proven an indispensable tool
for obtaining an accurate theoretical estimation of solution
structure and thermodynamics in interfacial systems such as
aqueous solutions of inorganic salts. The development of
nonadditive, or polarizable, force fields for small molecular
and larger biologically relevant macromolecules (33–43) has
attracted considerable interest and has resulted in the develop-
ment of several conventional approaches for modeling atomic
and molecular polarization. These approaches include point-
dipole (and higher-order multipole) polarizable models
(34,44–46), Drude oscillator models (37,47,48), and charge-
equilibration/fluctuating-charge models (35,36,49–54) in
addition to fully ab initio based approaches such as Car-Parri-
nello molecular dynamics techniques.
Thus, the goals of this contribution are as follows. First, in
the Methods section, we discuss the charge-equilibration
formalism to explicitly account for nonadditive electrostatic
effects. In the section ‘‘Force field refinement’’, we discuss
the parameterization of our model, and in the Results and
Discussion section, we talk about various properties of
a model dimyristoylphosphatidylcholine (DMPC) bilayer
predicted using molecular dynamics simulations. We
conclude our contribution with a discussion of continuing
work in our laboratory.
METHODS
Charge equilibration model
The simulations presented here employ polarizable force fields based on the
charge-equilibration model for the entire lipid molecule and the solvent. The
Biophysical Journal 96(2) 385–402formalism employed to explicitly treat nonadditive electrostatic effects is the
charge-equilibration model. In the following text, we discuss the specifics of
the formalism. The development of charge-equilibration models for DMPC
will be discussed further.
The nonpolarizable CHARMM (55) force field partitions the quantum
mechanical energy surface into classical terms representing bond-stretch-
ing, bond-angle bending, dihedral/torsional motion, out-of-plane distor-
tion, dispersion interactions (Lennard-Jones), and electrostatic interactions
of the pairwise Coulomb type. The polarizable model is based on the
charge-equilibration scheme (53) as applied to classical molecular
dynamics. Although applied here in a classical potential, the formalism
derives rigorously from the density functional theory of atoms in mole-
cules (56) based on Sanderson’s idea of electronegativity equalization
(57,58); polarization is effected via the migration of charge density (in
the classical sense, this is condensed to a partial charge) between atomic
species within a given molecule. The electronic density adjusts within the
molecule to equalize the electrochemical potential (or, equivalently, the
electronegativity) at each point in the molecule. The direction and ease
of flow are determined by physical properties of individual atoms, as
will be discussed. The reader is referred to the literature for more details
(35,36,49–53,56,59–61).
The electrostatic energy of a system of M molecules containing N atoms/
molecule is
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where c represents atom electronegativity and h is the atomic hardness. The
former quantity gives rise to a directionality of electron flow, whereas the
latter represents a resistance, or hardness, to electron flow to or from
the atom. The third term in Eq. 1 is a standard Coulomb interaction between
sites not involved in dihedral, angle, and bonded interactions with each other
(the primed notation indicates a summation only over such sites). The
second term represents the local charge transfer interaction, generally
restricted to within a molecule (no charge transfer) or some appropriate
charge normalization unit. The last term is a Lagrange-multiplier-based
constraint on total charge on a given normalization unit; this constraint helps
to restrict charge equilibration (hence charge redistribution) over chemically
relevant and distinct units (62). We note that although the electronegativity
and hardness follow exactly from the definitions of electron affinity and ioni-
zation potential, they are considered here as empirical parameters to be
determined as described below. Homogeneous hardness values (for each
atom type) are parameterized as discussed in Patel and Brooks (52). Hetero-
geneous elements (interaction elements between different atom types) are
derived from the individual atom type values based on the combining rule
(51):
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where Rij is the separation between atoms (or, more generally, sites) i and j.
This local screened Coulomb potential has the correct limiting behavior as
1/r for separations >~2.5 A˚. This interaction is computed for sites 1–2, 1–3,
and 1–4 (sites included in bonds, angles, and dihedrals, respectively). Sites
in a molecule separated by five or more sites interact via a Coulomb interac-
tion; in the case of interacting molecules, the interaction between sites on
different molecules is again of the Coulomb form.
Regarding polarizability, the charge-equilibration model is indeed a polar-
izable model, as the molecular polarizability can be derived as follows:
agb ¼ Rtbh1Rg; (3)
where h denotes the molecular hardness matrix, and Rb and Rg are the b and
g Cartesian components, respectively, of the atomic position vector. A more
detailed derivation can be found elsewhere (62). The hardness matrix can be
augmented to enforce charge constraints within a molecule (62) for explicit
calculations of polarizability such as those carried out in this study for the
refinement of electrostatic parameters. In addition, the charge-equilibration
model, which is an all-atom representation with partial charges assigned
to all atomic species, contains all higher-order electrostatic multipole
moments, in contrast to point-dipole polarizable models (63–65) and Drude
oscillator models (38,66,67). As such, the charge-equilibration model incor-
porates higher-order electrostatic interactions explicitly.
The charge degrees of freedom are propagated via an extended
Lagrangian formulation that imposes a molecular charge neutrality
constraint, thus strictly enforcing electronegativity equalization at each
dynamics step. The system Lagrangian is
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where the first two terms represent the nuclear and charge kinetic energies,
the third term is the total potential energy, and the fourth term is the molec-
ular charge neutrality constraint with li the Lagrange multiplier for each
molecule i. The fictitious charge dynamics, analogous to the fictitious wave-
function dynamics in Car-Parinello (CP) type methods (68), are determined
with a fictitious charge ‘‘mass’’ (adiabaticity parameter in CP dynamics).
The units for this mass are (energy time2/charge2). The charges are propa-
gated based on forces arising from the difference between the average elec-
tronegativity of the molecule and the instantaneous electronegativity at an
atomic site.
We will discuss the charge-equilibration model for DMPC in further detail
below. We comment here that the polarizable TIP4P-FQwater model is used
to model solvent-solvent and solvent-solute interactions. The TIP4P-FQ
water model is a four-site model, based on the original TIP4P water model
of Jorgensen et al. (69). The charges reside on the hydrogen atoms and
a virtual site situated along the perpendicular bisector of the HOH angle
0.15 A˚ from the oxygen atom. The model has been characterized in previous
studies, and the reader is referred to the relevant literature for further details.
Molecular dynamics simulations: protocol
Simulations were carried out in the constant pressure, surface area, and
temperature (NPAT) ensemble using the CHARMM molecular modeling
package (12,55). The polarizable hydrated DMPC bilayer system consisted
of 72 lipid molecules and 2836 molecules of TIP4P-FQ (36) water. The total
system size was initially 46.8  46.8  76.0 A˚; the starting geometry was
obtained from a simulation using the CHARMM27 nonpolarizable force
field. Dynamics were propagated using a Verlet leapfrog integrator (70)
with time steps of 0.5 fs. The system temperature was maintained at 303
K using the Nose´-Hoover (70,71) method with a thermal piston mass of
3000 kcal/mol ps2. Pressure was maintained at 1 atm using the Langevin
piston method with a piston mass of 750 amu in the z direction only (bilayer
normal) (70), resulting in constant surface area. Particle mesh Ewald (72,73)
summation with screening parameter k ¼ 0.320 was used in all simulations
to account for the conditionally convergent long-range electrostatic interac-
tions; a grid spacing of 1 A˚ was used for the Fast Fourier transform grid.
Several replicate simulations of varying lengths were run, for a total simulation
time of ~40 ns. In addition, several replicate simulations (a total of ~45 ns)
were run on this system using the nonpolarizable CHARMM27 (C27) force
field for lipids and TIP3P water (69); furthermore, to compare the results of
the CHEQ force field with the latest CHARMM lipid force field, simulations
MD of Lipidswere also performed using the recently revised C27r force field (74). Simu-
lation parameters were the same as described above, except that a 1 fs time-
step was used. Atomic charge degrees of freedom (the partial atomic
charges) are propagated within an extended Lagrangian formulation. Since
the Nose´-Hoover charge dynamics does not inherently enforce strict charge
neutrality (or charge conservation in general), during each Nose´-Hoover iter-
ation, we enforce charge neutrality for individual normalization units by sub-
tracting out the average excess charge (excess relative to the required total
charge constraint) from each atom. This approach, which serves as an effi-
cient means to ensure strict charge neutrality during the course of the simu-
lation, has been applied and validated previously (75).
Regarding computational cost, the charge-equilibration approach for
molecular dynamics incurs ~10% (serial) to 13% (parallel) overhead on
a per-integration-step basis (the value for parallel calculations is due to
communication latency); these performance numbers are similar to those
quoted by Patel et al. (52) and Rick et al. (36). Due to the propagation of light
charge variables (small masses), the time steps required are smaller by
a factor of 2–4 for simulations of polarizable models relative to fixed-charge
models, though multiple-time-step methods can be implemented; hence, the
CPU time is roughly on the order of 2–4 times more at this time.
Control of lipid molecular polarizability
Charge equilibration models are known to treat molecular systems as
conductors, where charge is allowed to flow through space based on the rela-
tive electronegativities of the constituent atomic species. Consequently,
superlinear scaling of the molecular polarizability has been observed in
previous studies of extended molecules in vacuum (76). As such, care
must be taken to control the polarizability scaling in such systems. Unlike
point-dipole or Drude oscillator models, charge-equilibration models do
not possess intrinsic length scales governing the polarizable volume associ-
ated with fundamental units (i.e., methylene units in an alkyl chain). We
note, however, that unlike Drude oscillator or point-dipole models,
charge-equilibration models can both effectively capture higher-order elec-
trostatic multipole moments and allow extension to charge-transfer models
in a rigorous manner. In this case, to modulate the lipid molecular polariz-
ability, the charge is normalized (constrained to a constant overall charge
for the unit) over smaller regions of the molecule. It is important to note
that these regions correspond to the molecular model compounds employed
to parameterize the electrostatic, bonded, and nonbonded (van der Waals)
interactions. Fig. 1 a is a schematic of the molecular groups over which
charge is constrained for the current polarizable force field. Within this
framework, the electrostatic energy expression is modified slightly to incor-
porate the charge constraints over groups within a molecule:
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Insofar as the charge conservation units are intimately associated with the
molecular dimensions of the model compounds used to parameterize the
various energy terms comprising the total interaction potential, we believe
that the current approach offers a consistent, straightforward, and natural
means to integrate charge-equilibration force fields developed based on
parameterization to properties of smaller model compounds to larger bioma-
cromolecular assemblies.
For the headgroup regions, the molecular ions tetramethylammonium
(TMA) and dimethylphosphate (DMP) are employed as the model
compounds. We will discuss the parameterization of these regions below.
The alkane force fields developed originally by Patel et al. (39) and recently
refined by Davis et al. (75) are taken as the basis for the aliphatic chains. For
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this work, we split the aliphatic chain, for normalization purposes, into two
groups, each six carbon units long. Davis et al. have demonstrated that such
a normalization scheme for larger alkanes leads to an effective scaling of
molecular polarizability in larger alkanes that follows an effectively linear
trend as predicted by ab initio methods and confirmed by experimental
measurements.
FIGURE 1 (a) Diagram of the units over which charge is constrained in
the charge-equilibration model for DMPC. Units 1 and 2 are analogous to
the model compounds TMA and DMP, respectively. Units 3 and 4, the
acyl parts, were previously parameterized (52) and were not included in
this parameterization. Units 5–8 are analogous to hexane, which was previ-
ously parameterized (75). (b) The model compound o-phosphorylcholine,
used to fit the N-C-C-O and C-C-O-P torsional parameters of DMPC.
Biophysical Journal 96(2) 385–402
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Parameterization approach
For the charge-equilibration model currently developed for DMPC (and
related saturated phospholipid molecules), we follow an approach to force
field development that constructs a biomacromolecular force field based
on smaller model compound systems. Based on Fig. 1, plausible choices
for the headgroup regions are the tetramethylammonium and dimethylphos-
phate ions. The ester groups are modeled by methyl acetate, and the alkyl
tails by linear alkanes. As classical force fields attempt to model inter- and
intramolecular interactions, we consider interaction energetics and geome-
tries of the model compounds with water as a means to incorporate necessary
information into the force field description. We consider vacuum water-
model compound systems as efficient proxies for developing necessary
interaction models; moreover, since water is the solvent of choice, it is
necessary to arrive at a reasonably accurate description of this interaction.
For this work, we focus on the phosphorylcholine group atoms (the head-
group regions) of DMPC while transferring force field parameters for the
glycerol group (ester linkage) and associated atoms from earlier work by
Patel and Brooks as part of the CHARMM protein polarizable force field
(52). The torsion angles for the o-phosphorylcholine model compound are
adjusted in this work to reproduce more ‘‘global’’ structural properties of
the headgroup region, with particular attention to the distribution of the
P-N dipole vector. For the acyl chains, we transfer the force field of Davis
et al. (75), which was recently revised and tuned to more accurately repro-
duce a wide range of properties of liquid alkanes including bulk structural
and thermodynamic properties as well as single-molecule torsional ener-
getics. The transfer of this force field to the DMPC system is in the spirit of
CHARMM force field development. We note that ideally, one would like
to employ larger systems for model building; however, due to limitations in
current state-of-the-art resources (hardware and software), one must still
invoke one of the strongest assumptions associated with the construction
and application of empirical (classical) force fields, namely, that atom type
parameters are transferable from smaller model compounds to larger systems.
Finally, intramolecular components of the DMPC force field, including bond
and angle stretching and bending, respectively, are transferred from the
CHARMM27 nonpolarizable model and work of Patel et al. (52). The
adequacy of this approach has been verified in previous studies (38,75).
Electrostatic parameter reﬁnement
The electrostatic parameters of the atoms in the phospholipid headgroup have
been refined to better reproduce the atomic charges and molecular polariz-
ability of model compounds TMA and DMP. The target data was obtained
from optimized geometries of TMA and the gg conformer of DMP calculated
at the MP2/cc-pVTZ level of theory using Gaussian 03 (77). Atomic charges
were calculated in Gaussian using the CHelpG method for fitting of electro-
static potentials (78). An initial set of atomic hardnesses and electronegativ-
ities was determined using the protocol of Patel et al. (52). Briefly, the
approach involves perturbing a single molecular species (in this case, DMP
or TMA) with a dipolar probe situated at various locations on and beyond
the molecular surface. The difference in charges in the presence and absence
of the external electric field generated by the dipolar probes (linear response
regime) provides a relation for determining the atomic hardnesses as
DQ ¼ h1f; (6)
where f is a perturbing external potential introduced by the dipolar probe.
The electronegativities are then determined independently to reproduce
the atomic charges and dipole moments from the ab initio calculations.
For the initial parameter set, density functional theory calculations were em-
ployed to generate the zero-field and perturbing field charges for DMP and
TMA. This initial parameter set is shown in Table 1.
The atomic charges and polarizabilities resulting from the original CHEQ
polarizable force field and from the ab initio calculations are shown in Tables
2 and 3. It is evident that the polarizability for DMP is nontrivially higher
Davis et al.
than consensus ab initio values (37). We note that in applying this set of
charge-equilibration parameters for simulations of solvated DMPC, severe
overpolarization was encountered; this is not surprising in light of the fact
that the molecular polarizability of the initial models systematically overes-
timated ab initio values for the corresponding molecular polarizabilities.
Consequently, for the charge-equilibration (CHEQ) force field for DMP,
the molecular polarizability was reduced below the ab initio value in an
attempt to correct this. This was accomplished by scaling the atomic hard-
nesses (h) of all atom types in DMP by a factor of 1.7. For TMA, the ab initio
polarizability was reproduced in the CHEQ model by scaling the atomic
hardnesses by 1.35. Atomic electronegativities (c) are obtained by making
use of the electrostatic energy expression for a single molecule:
The terms hij represent Coulomb integrals and in the CHEQ force field are
approximated as a function of the hardness by the atomic combination rule
(51), so these terms are implicitly parameterized along with the atomic hard-
nesses. As described elsewhere (62), minimizing the energy with respect to
the atomic charges and casting the resulting system of equations in matrix
form yields
hQ ¼ c: (8)
TABLE 1 Electrostatic parameters for the original and reﬁned
polarizable DMPC models
Atom Type
Original Refined
c
(kcal/mol e)
h/2
(kcal/mol e2)
c
(kcal/mol e)
h/2
(kcal/mol e2)
NTL 19.844 83.270 49.709 112.415
CTL5 22.471 120.662 59.462 162.894
HL 0.000 268.105 0.000 361.942
PL 51.925 92.305 42.909 156.919
O2L 131.555 162.540 389.763 276.318
OSL 47.435 133.633 209.849 227.176
CTL2 0.132 120.533 42.690 204.906
HAL2 0.000 221.902 41.562 377.233
TABLE 2 Atomic charges and polarizability for DMP
calculated using the original and reﬁned CHEQ force ﬁelds
compared to ab initio computed MP2/cc-pVTZ values
Atomic charge
CHARMM
(fixed-charge)
CHEQ
(original)
CHEQ
(refined) MP2/cc-pVTZ
P1 1.500 1.278 1.315 1.339
O3 0.780 0.783 0.864 0.834
O4 0.780 0.783 0.864 0.834
O1 0.570 0.389 0.563 0.500
O2 0.570 0.389 0.563 0.500
C1 0.170 0.033 0.207 0.210
H11 0.090 0.022 0.019 0.030
H12 0.090 0.011 0.041 0.020
H13 0.090 0.033 0.002 0.005
C2 0.170 0.033 0.207 0.210
H21 0.090 0.033 0.002 0.005
H22 0.090 0.022 0.019 0.030
H23 0.090 0.011 0.041 0.020
Polarizability (A˚3) n/a 13.587 8.057 8.786
Ab initio values were computed at the MP2/cc-pVTZ level of theory using
Gaussian 03. The fixed charges used in the nonpolarizable CHARMM force
field are also shown.
MD of LipidsUsing the scaled hardnesses and ab initio atomic charges, an appropriate set of
electronegativites can be obtained by evaluating this expression. For DMP,
the resulting values were then modified to ensure that the methyl hydrogens
were less electronegative than the methyl carbons and to increase the positive
charge on the phosphorus. The original and refined electrostatic parameters
are shown in Table 1. The CHEQ minimized charges and the polarizability
are shown in Tables 2 and 3.We note that the final polarizability for dimethyl-
phosphate, 8.057 A˚3 is reduced from the gas-phase ab initio value of 8.786 A˚3,
a scaling that is also reflected in the value of 6.63 A˚3 determined byMacKerell
and co-workers for their Drude oscillator models of nucleic acids (37). The
extent of condensed-phase polarizability scaling remains an empirical matter
in the context of polarizable force field development.
Reﬁnement of van der Waals parameters
The van der Waals (Lennard-Jones) contribution to the total potential energy
is given by the following expression.
VLJðrÞ ¼ 3ij

sij
rij
12
2

sij
rij
6
: (9)
The adjustable atomic parameters are the potential well depth, 3, and the van
der Waals radius, s. The parameters of the PL, OSL, and O2L atom types
were fit to ab initio interaction energies and hydrogen bond distances of
DMP with water. The target data was obtained from calculations performed
at the MP2/cc-pVTZ level of theory on two configurations of the DMP-
water complex, one in which the water forms hydrogen bonds with both
double-bonded oxygens (type O2L) of the phosphate and one in which
the water hydrogen-bonds with one bridging oxygen (type OSL) and one
double-bonded oxygen. In addition, specific nonbonded interaction terms
(NBFIX) were added for interactions of OSL and O2L atoms of DMP
with the HT atoms of TIP4P water to better reproduce the ab initio energies
and geometries. This is in the spirit of theDrude oscillatormodels for alcohols
recently presented by Anisimov et al. (48), whose study revealed the need for
special unique interaction parameters between certain atom types to match
more closely the relevant experimental data. Together, these separate results
seem to suggest that in certain cases, polarizable models may require addition
of further specific combinations of interactions, or at least further atom types.
Nonbond interaction parameters are determined by iterating through several
values of each parameter. The set of values that resulted in the smallest sum
of squared errors was taken to be the final result, which was then modified
manually to further increase agreement with the target data. Table 4 shows
the original and refined van der Waals parameters and Table 5 shows the
calculated dimer energies compared to ab initio values.
Torsion potential reﬁnement
The refinement of the phospholipid headgroup torsional potential involved
optimizing torsional parameters of the N-C-C-O, C-C-O-P, and C-O-P-O
dihedrals. The C-O-P-O torsion was parameterized against ab initio confor-
mational energies of DMP. DMP has two C-O-P-O torsions that define its
conformation; by convention, we refer to the orientation of the two P-O
bonds involved in the torsion (41, 42) as either trans (t), ~180
, or gauche
(g), ~60. The global energy minimum occurs at gg, which may not seem
reasonable based on steric considerations, but can be explained by the
anomeric or gauche effect (79).
In theCHARMM27forcefield, the torsional potential energyof amolecule is
represented as a sum of contributions from each dihedral angle in themolecule:
Vdihedral ¼
X
all dihedral types
X
4
X
j
Kj
	
1 þ cosnj4 dj
:
(10)
The sum is carried out over all parameter sets j and all relevant dihedral
angles 4 for each dihedral type. The parameterization approach used here
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is described in more detail elsewhere (74,75). A weighed sum of squared
energy differences is used as the fitting function:
c ¼
X
i
WiðErefi  EiÞ2: (11)
A given reference point i has a weight W, a reference (in this case ab initio)
energy Eref, and the energy, E, calculated using the empirical model being
optimized. Only the amplitude parameters, Kj, are optimized; the n and
d values associatedwith eachKwere obtained from the revised CHARMM27
force field, C27r (74). Minimizing the fitting function c with respect to Kj
results in a set of equations:
vc
vKj
¼
X
k
X
i
WiCijCik

Kk 
X
i
WiCij

DErefi  DE0i

¼ 0;
(12)where
Cij ¼
X
4
	
cos

nj4 dj
 cosnj4g  dj
: (13)
TABLE 3 Atomic charges and polarizability for TMA calculated
using the original and reﬁned CHEQ force ﬁelds compared to ab
initio computed MP2/cc-pVTZ values
Atomic charge
CHARMM
(fixed-charge)
CHEQ
(original)
CHEQ
(refined) MP2/cc-pVTZ
N 0.600 0.194 0.185 0.187
C1 0.350 0.284 0.294 0.271
C2 0.350 0.284 0.294 0.294
C3 0.350 0.284 0.294 0.291
C4 0.350 0.284 0.294 0.279
H11 0.250 0.162 0.166 0.159
H12 0.250 0.162 0.166 0.159
H13 0.250 0.162 0.166 0.159
H21 0.250 0.162 0.166 0.165
H22 0.250 0.162 0.166 0.165
H23 0.250 0.162 0.166 0.165
H31 0.250 0.162 0.166 0.164
H32 0.250 0.162 0.166 0.164
H33 0.250 0.162 0.166 0.164
H41 0.250 0.162 0.166 0.162
H42 0.250 0.162 0.166 0.161
H43 0.250 0.162 0.166 0.161
Polarizability (A˚3) n/a 10.05 7.53 7.58
Ab initio values were computed at the MP2/cc-pVTZ level of theory using
Gaussian 03. The fixed charges used in the nonpolarizable CHARMM force
field are also shown.
TABLE 4 van der Waals parameters for the original
and reﬁned polarizable DMPC models
Original Refined
3 Rmin 3 Rmin
(kcal/mol) (A˚) (kcal/mol) (A˚)
PL 0.5500 2.50 0.5000 2.15
O2L 0.2500 2.00 0.0650 1.80
OSL 0.0500 2.25 0.0500 1.80
HT/O2L (NBFIX) n/a n/a 0.2975 2.75
HT/OSL (NBFIX) n/a n/a 0.3000 2.60
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equations. In addition, the energy terms, E, have been replaced with DE
terms taken relative to the global minimum (gg form). The term DE0
accounts for the remaining energy terms, excluding the torsional potential
being optimized and 4g is the dihedral angle in the gg form, which must
be accounted for, since the reference energies are taken relative to the gg
form. To obtain the reference energies for the fit, ab initio optimizations
of four conformations of DMP were carried out at the MP2/cc-pVTZ level
of theory using the Gaussian 03 software suite (77). The geometries and rela-
tive energies of these conformers are summarized in Table 6. The values for
DE0 were obtained by performing a constrained minimization and energy
calculation on each conformer using a modified set of parameters in which
the K (amplitude) values for the relevant torsions were set to zero, making
the total dihedral potential for that dihedral type zero; the resulting parame-
ters were validated via constrained optimizations starting with the MP2/cc-
pVTZ geometries. The relative energies are shown in Table 6, and a torsional
profile is shown in Fig. 2. Both illustrate the significantly improved agree-
ment with ab initio conformational energies. Also worth noting is the cis
barrier, which appears to be overestimated by the refined force field. We per-
formed constrained geometry optimizations of DMP with one dihedral con-
strained in the cis conformation, minimizing all other coordinates. These
results suggest an energy barrier of 8 kcal/mol for even the lowest-energy
cis conformer at the MP2/cc-pVTZ level of theory. Further calculations at
the HF/6-31G* and MP2/6-31G* levels of theory suggest a barrier of 6
kcal/mol. Thus, our refined model is in good agreement with theMP2 energy
barrier despite not having been explicitly fit to it.
The N-C-C-O and C-C-O-P torsional potentials were fit simultaneously to
the torsional energy surface of o-phosphorylcholine, shown in Fig. 1,
a compound that has been used previously to model phospholipids (80).
The fit was carried out using the CMAP (81,82) function in CHARMM,
which allows a reference energy surface of two dihedrals to be reproduced
almost exactly. The torsional energy surface generated by the nonpolarizable
C27r force field (74) was used as the reference. To generate this surface, the
two relevant dihedrals were set to range from 180 to 180 in steps of 10
TABLE 5 Interaction energies for complexes of DMP
with water
Interaction energy (kcal/mol)
Original CHEQ Refined CHEQ MP2/ccpVTZ
Complex 1 13.04 14.34 15.01
Complex 2 12.65 15.72 15.62
Energies computed at the MP2/cc-PVTZ level of theory using Gaussian 03
are compared to those calculated using the original and revised CHEQ
models in CHARMM. Complex 1 has the water hydrogen-bonded to one
bridging oxygen and one double-bonded oxygen of the phosphate, and
complex 2 has the water hydrogen bonded to both double-bonded oxygens
of the phosphate.
TABLE 6 Comparison of optimized geometries
and conformational energies of dimethylphosphate
using different calculation methods
41 42 DEgg (MP2) DEgg (original) DEgg (refined)
gg 70.3 70.3 0.00 0.00 0.00
tg 170.7 71.3 1.59 0.39 1.90
tg/gg 134.4 70.7 2.65 0.92 2.74
tt 180.0 180.0 3.70 0.61 3.70
Values are given in kcal/mol. Those calculated at the MP2/cc-pVTZ level of
theory (MP2) using Gaussian 03 are compared to CHARMM energies using
the original and refined polarizable force fields (41 ¼ C1-O1-P1-O2;
41 ¼ C2-O2-P1-O1).
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and energies were calculated relative to (70, 60), a low-energy
conformer most likely close to the global minimum. The other dihedrals,
analogous to the C-O-P-O torsions in DMP, were constrained in the trans
conformation. Since the energies are relative, contributions from the C-O-
P-O torsion cancel out, meaning that this fit is independent of the C-O-P-
O torsional parameters. Likewise, the C-O-P-O torsional fitting is indepen-
dent of the N-C-C-O and C-C-O-P torsional fitting, since DMP does not
involve the latter two dihedral types.
RESULTS AND DISCUSSION
Lipid headgroup surface area
Time profiles of the predicted surface area per headgroup are
shown in Fig. 3. Simulations for assessing this system prop-
erty were performed on smaller systems to minimize compu-
tational requirements during the parameterization process.
Systems of 24 lipid molecules (12 molecules per leaflet) in
a hexagonally periodic simulation box were hydrated with
1079 water molecules (TIP4P-FQ in the polarizable case,
and TIP3P for the fixed-charge case). Molecular dynamics
simulations under constant pressure (1 atm) and temperature
(303 K) conditions maintained using a Nose´-Hoover thermo-
stat andLangevin piston barostat were performed using aVer-
let leap-frog integrator; three independent trajectories were
generated for sampling for the polarizable CHEQmodel. The
average headgroup area is predicted to be 55.8 5 1.1 A˚2,
lower than the most recent experimental value of 60.5 A˚2
and the fixed-charge prediction of 58.35 1.6A˚2.We observe,
for one of the trajectories, rather large fluctuations of the
FIGURE 2 Torsional profile of the C-O-P-O dihedral angle of dimethyl-
phosphate computed using the nonpolarizable CHARMM force field and
the original and revised charge-equilibration (CHEQ) models. The ab initio
energies computed at the MP2/cc-pVTZ level of theory using Gaussian 03
are also shown.
MD of Lipidssurface area, an effect of small system size observed in earlier
simulations (83). Moreover, consistent with earlier studies
comparing the system-size dependence of zero surface
tension molecular dynamics simulations of DPPC bilayers
(83), we find that the average surface area based on smaller
systems is systematically reduced; based on previous studies
(83), the increase in surface area per headgroup of DPPC bila-
yers for increases in system size (number of lipids) of factors
of 4 or 20 (from a smallest system of 32 lipids per leaflet) leads
to increases in surface area of ~2–3 A˚2. Nevertheless, quite
satisfyingly, the final equilibrium values of the surface area
converge for all three simulations. For this work, we adopt
the approach to implement fixed surface area simulations to
study actual problems. Ongoing refinement, as is currently
pursued for most major force fields (84) will improve this
system property.
Component atomic and electron density proﬁles
One measure of the stability of the bilayer is the number
density of various atomic species as a function of distance
along the bilayer normal. Fig. 4 shows the component
density profiles for water and atomic species of the lipid
(headgroup phosphorus, oxygens, and nitrogen). These are
consistent with previous studies (85–87) as well as the
nonpolarizable CHARMM27 model. We note the subtle
difference in the extent of water penetration into the
membrane interior between the polarizable and nonpolariz-
able force fields. Polarizability of both solvent and lipid
tends to accommodate, in a free-energetic manner, the
FIGURE 3 Time profiles of the surface area per lipid headgroup from
constant pressure simulations. Horizontal lines represent the experimental
value. (Upper) Revised CHEQ model, with several trajectories shown.
(Lower) Nonpolarizable CHARMM27 (C27) model.
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presence of waters in the low-dielectric environment of the
lipid interior. The potential of mean force for the water mole-
cules derived from the computed density profiles shows
a ‘‘slight’’ stabilizing effect introduced by the polarizability
of the lipid and water as compared to the simulations without
polarizability. This behavior has direct bearing on the ther-
modynamics associated with integral membrane proteins.
Specifically, there has been recent effort to understand the
free energetics of integral membrane protein structure and
stability associated with desolvation of amino acid side
chains of varying degrees of hydrophilicity/hydrophobicity
and polarity. This attention has arisen based on the observa-
tion of lipid-exposed arginine residues in two recent crystal
structures of voltage-gated potassium channels. Based on
long-timescale molecular dynamics simulations, McCallum
et al. demonstrated the role of water defects, which form
local ‘‘solvation cages’’ around the lipid-exposed arginine,
in determining the relative costs for burying charged residues
in lipidic environments. The results presented here, though
far from definitive, suggest the role of nonadditive electro-
static effects (polarization) in contributing to the stability
of lipid-exposed residues of integral membrane proteins.
Continuing work in our laboratory will address the free ener-
getics associated with transfer of polarizable amino acids
into such systems, much in the spirit of recent studies (7).
FIGURE 4 Densities of various components as a function of distance
along the bilayer normal (z axis). O1 and O2 refer to phosphate oxygens,
with O1 the bridging oxygens. (Upper) Refined polarizable model. (Middle)
Nonpolarizable CHARMM force field. (Lower) Electron density for both
polarizable and nonpolarizable models (both C27 and the revised C27r
(74)), and for experiment.
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profile for both polarizable and nonpolarizable models.
Both are consistent with previous simulations of DMPC
(84) and DPPC (12), as well as with experiment (88). Rela-
tive to C27, the C27r nonpolarizable force field (refined
based on alkane properties) (74) shows improved perfor-
mance with respect to predicting electron density profiles.
To better compare these simulation results to experiment,
the functional form of the experimental data was generated
using models determined by Klauda et al. (89). The authors
fit electron density profiles to match experimental form
factors using the equation
rðzÞ ¼ rPðzÞ þ rCH3ðzÞ þ rCGðzÞ þ rCH2ðzÞ þ rBCðzÞ:
(14)
The individual density terms correspond to contributions
from the phosphate, methyl, carbonyl/glycerol, methylene,
and water/choline, as described in Klauda et al. The first
three terms are fit to simple Gaussians of the form
rðzÞ ¼ C

s
ﬃﬃﬃﬃﬃﬃ
2p
p 1
e
ðzz0Þ2
2s2 ; (15)
where the parameters C, s, and z0 represent the integrated
size, width, and position, respectively. The second to last
term has the form
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where erf(z) is the error function. The parameters CCH2 , DC,
sCH2 , and r represent the methylene electron density, the
boundaries of the hydrocarbon interfaces, the width, and
the ratio of the methyl volume to the methylene volume,
respectively. Finally, the last term in Eq. 14 has the form
rBCðzÞ ¼ rw
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 erf
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(17)
where rw represents the known electron density of pure
water, 0.333 e/A˚3 (88). The parameters DBC and sBC are fit
to reproduce the sum of the water and choline group electron
densities as described in Klauda et al. (89). The fitted values
for all of these parameters can be found in that work.
The bottom panel of Fig. 4 shows that the polarizable and
nonpolarizable C27r models perform equally well in match-
ing the experimental data (88,89). However, the CHARMM
nonpolarizable force field forDMPChas been recently refined
to better reproduce electron density profiles. Thus, though the
results presented here suggest that this polarizable model is
equally faithful in terms of representing the electron density
along the membrane normal, existing nonpolarizable models
continue to be modified to improve such representations. We
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emphasize that the electron density profile was not used as
a fitting criterion for the polarizable force field presented
here (nor were the deuterium order parameters discussed
below). In this sense, it is quite satisfying that the model is
in such good agreement with experiment. The differences in
electron density profiles between the two force fields studied
here have implications related to water penetration effects/
energetics (as well as NMR order parameters, to be discussed
further below), to which we now turn.
An estimate of the free-energy cost for water transfer
across the membrane is obtained through the potential of
mean force (PMF). Taking the water density profile in
Fig. 4 as an estimate of the probability of finding a water
molecule at a given z-coordinate, the PMF relative to bulk
solution is determined as
DGðzÞ ¼ RTlnrðzÞ
r0
; (18)
where r0 is the bulk density. The calculated PMF profiles for
the CHEQ and nonpolarizable CHARMM27 force fields are
shown in Fig. 5. Due to mutual polarization induction
effects, the polarizable models are more able to accommo-
date water density in the center of the lipid bilayer. Since
the polarizable solvent model exhibits a lower dipole
moment in the bilayer center (not identically matching the
gas-phase value due to the dielectric effect from membrane
polarizability) compared to the nonpolarizable model, the
electrostatic free energy cost to desolvate a polarizable
solvent molecule appears to be less than the penalty for
a molecule with a higher dipole interaction as afforded
by fixed-charge force fields (which is attributed to a
condensed-phase dipole moment that cannot vary with local
environment). This effect is nontrivial and subtle. Moreover,
as noted above, the differences in electron density in the
bilayer center between the two force fields would also
suggest that the reduction in free volume at the center of
the bilayer, as predicted by the nonpolarizable model, sup-
FIGURE 5 Potential of mean force for the movement of water across the
membrane, calculated from the water density profile for both the revised
polarizable model and the nonpolarizable CHARMM model (both C27
and the revised C27r (74)).
MD of Lipidsporting a slightly higher density (i.e., denser packing) in
the bilayer center, would contribute to a higher barrier to
water penetration into the bilayer center.
For the moment, the estimated potential of mean force
shows a free-energy barrier of ~5 kcal/mol using the polariz-
able force field; the nonpolarizable force field allows many
fewer water molecules into the membrane (within the time-
scale of the simulations), resulting in a less precise estimate
of the free-energy cost (~6 kcal/mol). It is interesting to note
that an early study by Marrink and Berendsen of DPPC at
a higher temperature suggests a free-energy barrier on the
order of 6 kcal/mol (90). Furthermore, the shape of the water
PMF using the nonpolarizable force field demonstrates
a qualitatively similar profile, which recent studies (91)
have decomposed into a four-region kinetic model. The
nonpolarizable PMF exhibits a shallow minimum at the
bilayer center, much like the profile computed by Marrink
and Berendsen (90). Both nonpolarizable models give rise
to similar free-energy profiles in contrast to the polarizable
model that exhibits a monotonic profile throughout the
bilayer. We conclude by acknowledging that further, more
rigorous calculations of free-energy profiles of solutes will
be of particular interest, and current work in our laboratory
continues to probe such effects.
Lipid orientation and dynamics
The orientation of the lipid headgroups in the bilayer can be
analyzed by computing the angle between the phosphorus-
nitrogen vector ( ~PN) and the bilayer normal (z axis). This
distribution is shown in Fig. 6. It is evident that the head-
groups prefer an orientation of ~90 relative to the normal.
This is consistent with previous studies of DPPC in which
the headgroups favored an orientation of ~80–90 relative
to the normal (85,92), as well as earlier molecular dynamics
studies of solvated pure DMPC bilayers using the GROMOS
force field (93). Furthermore, these distributions are as broad
as those computed using the GAFF (generalized amber force
field) and Berger (94,95) force fields in a recent study by Siu
et al. (16). Though not discussed in this study, there have
been indications recently that the orientation of the PN dipole
may be implicated in the hydration of the interfacial region in
lipid bilayer systems (16). Finally, we note that the proba-
bility distribution obtained from the CHEQmodel is narrower
than that of the nonpolarizable C27. This seems to suggest
a more restricted range of rotation for the phosphate and/or
choline groups. In the case of the phosphate group, this effect
could be attributed to the higher cis energy mentioned above;
with a high barrier to overcome, the range of likely orienta-
tions of the phosphate group is more restricted.
The dynamics of the phospholipid tailgroups are probed
by the variation of deuterium order parameters with respect
to the position along the alkyl chain. The deuterium order
parameter, SCD, is obtained by
SCD ¼ hP2ðcosqÞi; (19)
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where q is the angle between a particular CH vector and the
bilayer normal, and P2ðcosqÞ ¼ 1=2ð3ðcosqÞ2  1Þ, the
second Legendre polynomial. This is equivalent to the SZZ
component of the NMR quadrupolar splitting tensor (16).
Fig. 7 shows the magnitude of the calculated order parame-
ters as a function of position along the alkyl chain. Also
included for comparison are values from the nonpolarizable
C27 force field, the revised C27r force field for alkanes (74),
and experimental values for the sn-2 chain (60). Both polar-
izable and nonpolarizable models reproduce experimental
FIGURE 7 Deuterium order parameters for the tail groups as a function of
position on the sn-1 (upper) and sn-2 (lower) hydrocarbon chain. Values are
shown for the polarizable (CHEQ) and nonpolarizable (C27) models, as well
as for the revised CHARMM force field for alkanes (C27r) (74). Experi-
mental data (60) for the asymmetric sn-2 chain (lower) are also shown,
with the star and X symbols marking the values for the 2R and 2S hydro-
gens, respectively.
FIGURE 6 Distribution of the angle between the P-N vector and the
bilayer normal (z axis) from simulations using the revised polarizable model
and the nonpolarizable CHARMM force field.
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much better than the original C27 model, as it was refined
to improve agreement with alkyl chain relative torsional
energetics, which have significant bearing on lipid chain
order and dynamics. The polarizable model displays less
order in the bilayer center (more closely in agreement with
experiment). As discussed earlier, this difference would
also contribute to the enhanced water penetration into the
bilayer core. We note that the current polarizable model is
not able to discern between the two C2 hydrogen atoms
that are stereoscopically different (see Table 7). The differ-
ences between the 2R and 2S order parameters are indistin-
guishable compared to experiment, and consistent with
previous estimates of this property using force-field-based
methods (16). This general behavior is attributable more to
a fundamental flaw in a classical representation of the local
valence interactions than to electrostatic or polarization
effects. It appears to be a general deficiency of classical force
fields (16), and further work continues to address this issue.
Water-lipid interactions
To investigate the nature of water-lipid interactions we first
consider radial distribution functions (RDF), g(r), between
relevant water and lipid atom pairs. We compute the RDF
for two particular atom types by counting all atom pairs sepa-
rated by a distance r over all frames in a trajectory. The re-
sulting distribution is normalized by dividing by the number
of frames and the average density of the integration shell,
leaving a function approaching unity at large separations.
In addition, the volume of the integration shell is truncated
at the dimensions of the bilayer system, so that the integra-
tion volume does not contain empty space. Finally, pairs
on opposite sides of the bilayer are excluded to ensure that
the peaks represent interacting pairs that are not separated
by the lipid bilayer.
Fig. 8 shows RDFs of water hydrogen to lipid phosphate
oxygen, water oxygen to lipid nitrogen, water hydrogen to
lipid carbonyl oxygen, and water oxygen to lipid phos-
phorus. Both polarizable and nonpolarizable models demon-
strate a significant interaction. The first peak around 4.5–5 A˚
in the choline nitrogen to water oxygen RDFs indicates
a significant solvation structure surrounding the choline
group (as the water oxygen does not directly interact with
the nitrogen atom per se). The second peak near 7.5 A˚
defines a second solvation shell surrounding this group.
These results are in striking agreement with the all-atom
molecular dynamics calculations of Lopez et al. (86) using
the AMBER force field with SPC/E water as solvent. The
water oxygen to phosphate atom RDFs indicate differences
between the polarizable and nonpolarizable models. The
nonpolarizable model shows slightly more structure of water
around the phosphate group; this structural feature is similar
to that observed by Lopez et al. (86) and is indicative of
bridging interactions between waters solvating the head-
group. The polarizable force field RDF exhibits a broader
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TABLE 7 Deuterium order parameters for the tail groups as a function of position on the hydrocarbon chain
sn-1 (CHEQ) sn-1 (CHARMM27) sn-2 (CHEQ) sn-2 (CHARMM27) sn-2 (Experiment)
2R 0.2515 0.024 0.1935 0.033 0.2275 0.021 0.1775 0.032 0.094
2S 0.2375 0.021 0.1815 0.029 0.2145 0.026 0.1505 0.030 0.147
3 0.2375 0.017 0.2285 0.021 0.2325 0.017 0.2315 0.022 0.221
4 0.2425 0.017 0.2525 0.023 0.2245 0.018 0.2495 0.021 0.232
5 0.2315 0.017 0.2695 0.025 0.2215 0.018 0.2615 0.022 0.232
6 0.2365 0.017 0.2775 0.027 0.2175 0.018 0.2695 0.023 0.234
7 0.2275 0.018 0.2825 0.028 0.2145 0.017 0.2735 0.025 0.230
8 0.2225 0.016 0.2855 0.030 0.2075 0.019 0.2745 0.024 0.224
9 0.2075 0.018 0.2845 0.030 0.2025 0.020 0.2745 0.024 0.208
10 0.1965 0.020 0.2805 0.031 0.1905 0.020 0.2665 0.026 0.190
11 0.1755 0.023 0.2715 0.031 0.1795 0.020 0.2585 0.026 0.177
12 0.1535 0.022 0.2495 0.033 0.1555 0.019 0.2375 0.027 0.150
13 0.1155 0.020 0.2135 0.030 0.1255 0.016 0.2055 0.025 0.121
14 0.0375 0.007 0.0675 0.013 0.0335 0.007 0.0605 0.011 0.031
Stereoscopically different hydrogens on C2 are listed separately. Values are shown for both sn-1 and sn-2 chains and both the refined CHEQ and nonpolariz-
able CHARMM27 force fields. Experimental data (60) for the sn-2 chain is also shown.
MD of Lipids 395second peak, suggesting a less specific interaction; this is
further demonstrated by the water hydrogen to phosphate
oxygen atom RDFs in Fig. 8 (upper left). The location of
the peaks provides information about the distances between
interacting lipids and waters, which is used to examine the
difference in polarization between interacting and noninter-
acting lipids, discussed below.
FIGURE 8 Radial distribution functions for water hydrogens with lipid
phosphate oxygens, water oxygens with lipid nitrogens, water oxygens
with lipid phosphorus atoms, and water hydrogens with carbonyl oxygens.
Results from the revised polarizable model and the nonpolarizable
CHARMM model are shown.Electrostatic properties
Charge distributions
The charge-equilibration models allow molecular charge
distributions to fluctuate over time in response to changing
chemical environments. It is therefore informative to
examine the range of charge values for a particular atom
type during the simulation. Fig. 9 shows charge distributions
for phosphorus, oxygen, and nitrogen atoms of the lipid
headgroups. It is worth noting that the two bridging phos-
phate oxygens (O1 and O2) are both of type OSL, but
have different charge distributions. This is a result of
differing chemical environments; fixed-charge representa-
tions (as in the CHARMM nonpolarizable case) ascribe
equivalent charges to ‘‘like’’ oxygen atoms (in an average
sense, based on gas-phase quantum mechanical calculations
of single or dimer complexes for instance). To further quantify
this effect, the peak values of each distributionwere compared
to the average gas-phase minimized charges of all lipid mole-
cules in a snapshot. These values were obtained from a single
snapshot in the trajectory by deleting all atoms except for one
lipid molecule, allowing the charges to equilibrate without
minimizing the atomic coordinates, and averaging the charges
over all 72 lipid molecules in the snapshot. This procedure
was then repeated using a full coordinate minimization. Table
8 shows these charges as well as the peak values of the charge
distributions from the trajectories. Comparing these values to
the ab initio charges of the model compounds used in the
parameterization, it is clear that the polarizable model allows
the charges to shift in response to the condensed-phase envi-
ronment. The magnitude of the shift in charge distributions
varies with atomic species but in general is on the order of
0.05e to 0.1e. Furthermore, the lower right panel of Fig. 9
demonstrates the effect of lipid association on water oxygen
atoms. Oxygen atoms on water molecules directly associated
with the phosphate groups show the largest shift toward
higher values relative to the pure water distribution; this is
directly related to the polarization effect on the water
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hydrogen atoms interactingwith the phosphate oxygen atoms.
In the case of water associating with the choline moiety, there
is a lesser effect due to the lower polarizability of this group;
nevertheless, there is a shift in oxygen charges due to the
larger interaction between the permanent, total choline charge
of þ1e and the water molecular dipole.
Dipole moment variation
Polarizable force fields allow for a response to local electro-
static environment. As such, one anticipates a variation in the
TABLE 8 Comparison of peak values of charge distributions
over the simulation trajectory with average gas phase
minimized charges of all 72 DMPC molecules
Peak Gas phase* Gas phasey
N 0.210 0.151 0.171
P1 1.430 1.514 1.484
O1 0.619 0.598 0.599
O2 0.608 0.612 0.597
O3 0.960 0.863 0.904
O4 0.960 0.865 0.894
*Molecules without minimization.
yModels with minimization.
FIGURE 9 Charge distributions of headgroup atoms and water oxygens
over the trajectory. O1 and O2, refer to the bridging phosphate oxygens;
O3 and O4 refer to the equivalent double-bonded phosphate oxygens; O-N
refers to water oxygens associated with headgroup nitrogen atoms; and O-P
refers to water oxygens associated with headgroup phosphorus atoms. The
corresponding charges in the fixed-charge CHARMM force field (dotted
lines), as well as the MP2/cc-pVTZ charges for the headgroup atoms
included in the parameterization (dashed lines), are also shown.
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396average dipole moment of water molecules when moving
along the interface normal from bulk solution to membrane
interior. Fig. 10 shows the water molecular dipole moment
distributions obtained by averaging the dipole moment of
water molecules found in slabs of width 0.25 A˚ along the
interface normal. In bulk solution, the water dipole moment
plateaus at a value of 2.60 Debye, 0.8 Debye above the gas-
phase value of 1.85 Debye; this is consistent with the bulk
TIP4P-FQ dipole moment. The profile exhibits a monotonic
decrease to a value of ~1.9 Debye within the membrane inte-
rior. There are two items of note. First, the polarizable water
model captures the condensed-phase environment effect on
the local water molecular electrostatics via an enhanced
dipole moment; we note that there still is no single consensus
value of the liquid-phase dipole moment of water, with
values ranging from 2.5 to 3.0 Debye (98–102). Second,
we observe that the dipole moment does not fall exactly to
the gas-phase value at the center of the membrane. Moving
toward the interface from the center, the average molecular
dipole moment increases monotonically; thus, there is
a significant interior region over which the water dipole
moment, though not at the gas-phase value, exhibits an
enhanced electrostatic moment in the lipidic environment.
This suggests a nontrivial dielectric effect exerted by the
polarizable membrane, i.e., the membrane possesses a dielec-
tric constant different from unity. This arises from the local
lipid-chain polarizability, as well as longer-ranged electric
field effects from the polar headgroup region. For the polariz-
able lipid model presented here, the alkyl segment contrib-
utes ~36.3 A˚3 to the overall DMPC molecular polarizability.
This is based on the polarizability of tetradecane calculated
using two charge constraint units consisting of seven carbons
each (75). Applying the Clausius-Mosotti relation, an esti-
mate of the infinite frequency contribution to the ‘‘isotropic’’
dielectric in the membrane is found to be 1.004, giving a total
interior dielectric constant of ~2, consistent with calculations
FIGURE 10 Profile of the average molecular dipole moment of water
from the center of the bilayer to the bulk solution as a function of distance
along the bilayer normal (z axis). The dashed line represents the static dipole
moment of nonpolarizable TIP3 water (2.35 Debye) and the dotted line the
experimental dipole moment of water in the gas phase (1.85 Debye).
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of the dielectric permittivity profile discussed below. This
demonstrates that lipid polarization effects can modulate
water electrostatics in the lipid interior more than fixed-
charge force fields would allow. We note the significant
differences in the behavior of the properties of individual
water molecules and stress that these differences will ulti-
mately lead to differences in the properties observed using
fixed-charge force fields and next-generation polarizable
models, as we have shown here. Finally, it is important to
keep in mind that the water dipole moment, moving away
from the center of the bilayer, begins to interact with the
stronger electrostatic fields generated by the phosphate,
ester, and ammonium moieties.
Interfacial potential
The membrane dipole potential remains an elusive physical
quantity to reproduce based on atomistic simulations. In
part, the difficulty is based on the still rather ambiguous defi-
nitions of the interfacial potential as it is experimentally
measured; this is a particularly sinister effect for assessing
the accuracy of predicted liquid water contributions to
the neat water and lipid system interfacial regions. For
phosphatidylcholine-based lipid bilayers, such as DMPC,
experimental values range from 220 to 280 mV; these are
determined indirectly using ion permeability measurements
(103–105), the lipid monolayer method (2), and voltage-
sensitive dyes (2). More recently, novel cryo-EM approaches
have been used to estimate membrane electrostatics with
electrons as probes (2), measuring values on the order of
510 mV (0.51V) for ester-DPhPc (diphytanoylphosphatidyl-
choline) systems and 260 mV for ether-DPhPc systems.
The surface potential is calculated from simulations by
twice integrating the charge density as a function of distance
from the center of the bilayer:
FðzÞ ¼ 1
30
Z z
0
Zz0
0
rðz00Þdz00dz0 ; (20)
where z ¼ 0 is at the center of the bilayer, 30 is the permit-
tivity of vacuum, and r(z) is the charge density obtained
by dividing the system into slabs along the bilayer normal
(z axis) and summing the charges in each slab. Individual
molecular species charge densities are twice integrated to
obtain component electrostatic potential contributions.
Fig. 11 shows the total and component contributions to the
interfacial potential for both polarizable and nonpolarizable
models. There is a slightly deeper potential drop for the
polarizable model, on the order of 0.1 V, with both models
overestimating the magnitude of the experimental range of
values, 220–500 mV (2). We note here that the difference
is within the range of fluctuations observed based on all-
atom simulations using a variety of force fields.
Regarding the contributions from lipid and water, Fig. 11
shows that the polarizable models predict lower individual
MD of Lipidsabsolute potential changes across the interface (though the
directions must be the same). However, the total potential
drops are rather similar for both models, differing by only
0.1 V. A major difference between the two profiles is the
rate of change of the potential across the interfacial region.
The polarizable force field generates a broader potential
profile (on the order of 7 A˚ broader). This is due to the
more orientationally structured water generated by the
nonpolarizable model; this is captured by the angle between
the bilayer normal (z axis) and the water molecular dipole
moment vector as shown in the upper panel of Fig. 12. Since
the dipole potential is a direct measure of the orientation of
dipoles, Fig. 12 indicates a rather precipitous change in water
molecule orientation that begins ~5 A˚ from the bilayer center
(for the nonpolarizable force field) and reaches a minimum
19 A˚ away. In contrast, the polarizable solvent model shows
a less severe variation of water orientation from bilayer
center to bulk, though both models predict a transition
from parallel to antiparallel alignment of the water dipole
along the bilayer normal. Finally, Fig. 12 again illustrates
FIGURE 11 Profiles of the electrostatic potential from the center of the
bilayer to the bulk solution as a function of distance along the bilayer normal
(z axis). The total electrostatic potential (upper) and the contributions from
the water (middle) and lipid components (lower) are shown, with results
from the refined polarizable model (solid line) and the nonpolarizable
CHARMM force field (both C27 (dotted line) and the revised C27r (74)
(dashed line)).
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the subtle differences in the nature of water penetration into
the bilayer center predicted by the two force fields.
Finally, we note that the undulations in the total electro-
static potential profile within the midbilayer region arise
from the fluctuations in the lipid contribution. For the polar-
izable and nonpolarizable force fields, there is a maximum at
the center of the bilayer resulting from the nonzero charge
density. This is in contrast to united-atom models, which,
due to the null charge attributed to midbilayer segments,
exhibit a minimum in the electrostatic potential profile.
Dielectric permittivity proﬁles
Electrostatic properties at the solution-water interface play
an integral role in mediating transfer processes, interfacial
binding and catalysis, and association of small molecules
at the solution-bilayer interface. One can ask about the nature
of the variation in dielectric constant across this interface; we
next consider the application of the approach developed by
Stern and Feller (3) for computing the longitudinal profile
of the parallel component of the z-dependent dielectric
permittivity. We acknowledge a recent approach developed
by Nymeyer et al. (106), but consider the former approach
for the present. A comparison of the two methods is beyond
the scope of this work.
We compute profiles of the parallel (in-plane) component
of the dielectric permittivity using Eqs. 71 and 26 of Stern
and Feller (3) for tin-foil boundary conditions:
3k ¼

4p hkðzÞ
 þ 1; (21)
hkðzÞ ¼ 1
2kBT

PkðzÞ ,Mk
 þ akðzÞ: (22)
Pk(z) is the local polarization density and Mk is the total
system dipole moment. In their formulation, Stern and Feller
decompose the total fluctuation into contributions from fixed
charges and/or dipole and explicit polarization (point-dipole
polarizabilities); however, in the approach presented here,
FIGURE 12 Profile of cos q, where q is the angle between the water
molecular dipole moment vector and the bilayer normal, as a function of
distance along the bilayer normal for both polarizable and nonpolarizable
models.
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the first term of Eq. 22. We briefly expand on this in the
discussion below. The polarization density is computed
using a bond-charge approach similar to that outlined in
Stern and Feller (3). Briefly, the charge on a particular
atom, i, is determined from a set of bond-charge increments
(bcis), bjk. The bcis are defined so that each atom (j or k)
associated with a particular bci, bjk, receives an amount
of charge 5bjk. The total charge on an atom is then a
sum over all the contributions from the bond charge incre-
ments to which the atom belongs, as represented by the
mapping
qi ¼
X
jk
Ci;jkbjk; (23)
with
Ci;jk ¼
1 i ¼ j
1 i ¼ k
0 isk; isj
:
8<
: (24)
Given a set of charges, we obtain the bond charge incre-
ments, bjk, by inverting the C matrix via singular value
decomposition (3), or for well conditioned matrices via
straightforward inversion. The inverse is computed once
for a given molecule (using the minimal topology-based
description of bond charge increments) and reused for anal-
ysis of trajectory snapshots.
The polarization density, Pk(z) is computed as a sum of the
local bond charge dipole moments in a bin of width dz at
a position z. As in Stern and Feller, we use
PðzÞ ¼ 1
A
X
jk
mjkd

z zjk

: (25)
The bond dipole is determined simply as
mjk ¼ bjk

rj  rk

: (26)
Fig. 13 shows the z-dependent parallel component of the
dielectric constant for the polarizable and nonpolarizable
models. The bulk water values reflect the properties of the
pure solvent models, with the polarizable TIP4P-FQ possess-
ing a value much closer to experiment (80 versus 97 for
TIP3P). Within the bilayer interior, both models approach
a value of 1 (the polarizable model slightly higher due to
contributions from polarization), which is the expected value
for alkyl-type species via the Kirkwood-Fro¨lich formalism.
Furthermore, we have neglected to include the infinite-
frequency dielectric for the polarizable model, though the
contributions from this are on the order of 2 for the membrane
interior, and 1.6–1.9 for more polar regions (headgroups and
bulk solvent). Results are presented as averages of two or
three individual trajectories, each of length 10–12 ns. It has
been shown previously (3) that for this approach, 10 ns is
sufficient to achieve convergence, though more sampling is
certain to improve the prediction of fluctuation properties.
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The DMPC headgroup regions display relatively larger
dielectric constants; this has been attributed to the large
magnitude of the headgroup dipoles, which experimentally
are in the range of 19–25 Debye (in-plane component) (3).
The qualitative behavior has been observed previously via
molecular dynamics simulations of DPPC (3)and POPC
(106). The polarizable force field predicts a larger interfacial
dielectric arising from the additional fluctuations in the
induced dipoles (toward the water phase of the interfacial
region). The water dielectric for the polarizable model
displays a monotonic decay from a bulk value of 79 to ~1
in the membrane interior (again, these limiting values neglect
minor contributions from the infinite-frequency dielectric).
The nonpolarizable TIP3P model similarly displays a mono-
tonic decay, but its bulk value is slightly higher (97); this is
a well-accepted property of the TIP3P model (107). The
polarizable model exhibits more fluctuations in the dielectric
permittivity in the polar regions of the lipid; we attribute this
to stronger correlations between static and induced dipoles
that are not present in the nonpolarizble case.
CONCLUSIONS
We have presented an initial study on the applicability and
properties predicted by the use of nonadditive electrostatic
FIGURE 13 Profile of the water, lipid, and total contributions to the
parallel component of the dielectric permittivity as a function of distance
along the bilayer normal. Results from both polarizable (solid line) and
nonpolarizable models (dotted line) are shown.
MD of Lipidsmodels for solvated lipid membrane systems in all-atom
molecular dynamics simulations. We have demonstrated
that incorporation of explicit electronic polarization effects
through the charge-equilibration formalism is a viable means
of allowing for induction effects in such systems. The lack of
polarization in current state-of-the-art force fields has been
implicated as a possibly nontrivial deficiency in such treat-
ments of bilayer systems.
For the solvated DMPC bilayer system, the polarizable
force field is able to reasonably reproduce standard bench-
mark properties of such model systems, including surface
area/headgroup, NMR deuterium order parameter profiles
along the lipid tails, component number and electron density
profiles, and electrostatic properties. Density profiles show
that in comparison to the CHARMM27 and C27r nonpolar-
izable force fields, the combination of the TIP4P-FQ polariz-
able water model and equilibration force field allows for
greater water probability in the bilayer center. This is consis-
tent with the attenuation of water molecular dipole moment
moving toward the bilayer center. Unlike fixed-charge water
models, since the electrostatic component of the water-lipid
interaction diminishes with a smaller water dipole moment
(approaching, but not reaching, the gas-phase value), there
is reduction in the free-energy penalty for ‘‘desolvating’’
a water molecule relative to a fixed-charge (dipole moment)
water model. An estimate of the free-energy profile along the
bilayer normal suggests a barrier to water penetration of ~5
kcal/mol, slightly lower than the 6-kcal/mol barrier predicted
using fixed-charge models. This is a significant effect,
having implications for recent questions regarding the role
of water in mediating the desolvation of charged and polar
amino acid residues comprising integral membrane proteins.
We acknowledge that further work in this area is needed, and
ongoing work in our laboratory is focusing on probing the
free energetics of transfer processes using such models.
Finally, both polarizable and nonpolarizable models
predict surface dipole potentials on the order of 0.8–0.95
V, overestimating a range of experimental values, even
with vastly different charge distributions for the constituent
species. The use of all-atom force fields for predicting this
property still remains an outstanding question, from both
the theoretical/simulation and experimental perspectives.
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