Abstract. Consider the problem of image deblurring in the presence of impulsive noise. Standard image deconvolution methods rely on the Gaussian noise model and do not perform well with impulsive noise. The main challenge is to deblur the image, recover its discontinuities and at the same time remove the impulse noise. Median-based approaches are inadequate, because at high noise levels they induce nonlinear distortion that hampers the deblurring process. Distinguishing outliers from edge elements is difficult in current gradient-based edgepreserving restoration methods. The suggested approach integrates and extends the robust statistics, line process (half quadratic) and anisotropic diffusion points of view. We present a unified variational approach to image deblurring and impulse noise removal. The objective functional consists of a fidelity term and a regularizer. Data fidelity is quantified using the robust modified L 1 norm, and elements from the Mumford-Shah functional are used for regularization. We show that the Mumford-Shah regularizer can be viewed as an extended line process. It reflects spatial organization properties of the image edges, that do not appear in the common line process or anisotropic diffusion. This allows to distinguish outliers from edges and leads to superior experimental results.
Introduction
Consider an image that has been blurred and contaminated by impulsive noise. Image deblurring is an illposed inverse problem, hence the noise characteristics play a major role in the mathematical analysis and in the eventual experimental outcome.
Most image deblurring methods rely on the standard model of a shift invariant kernel and additive noise g = h * f + n, that is applicable to a large variety of image degradation processes that are encountered in practice. Here h denotes a known space-invariant blur kernel (point spread function), f is an ideal version of the observed image g and n is noise. Significant attention has been given to the case of Gaussian noise Banham and Katsaggelos (1997) .
Image deblurring algorithms that were designed for Gaussian noise produce inadequate results with impulsive noise, see Fig. 1 . The top-left image in Fig. 1 is the 256 × 256 Lena image, blurred by a pill-box kernel of radius 3 (7 × 7 kernel) and contaminated by Gaussian noise. Adopting the variational approach (Bect et al., 2004; Rudin et al., 1994 Rudin et al., , 1992 Vogel and Oman, 1998) , successful restoration is obtained using the Total Variation deblurring method of Vogel and Oman (1998) (top-right) . The bottom-left image in Fig. 1 is the same blurred Lena image, now contaminated by salt and pepper noise of density 0.01. In this case restoration using 
Top-right:
Restoration using the method of Vogel and Oman (1998) . Bottom-left: Blurred image with salt and pepper noise. Bottom-right: Restoration using the method of Vogel and Oman (1998) . the method of Vogel and Oman (1998) is clearly inadequate (bottom-right). Note that due to the inadequacy of the noise model, the algorithm of Vogel and Oman (1998) yields poor results even at lower salt and pepper noise density. The same regularization constant was used in Fig. 1 (top-right) and (bottom-right): 10 −3 . Note that increasing the constant in the presence of salt and pepper noise effectively disables deblurring, while only reducing the amplitude of the noise.
In the absence of algorithms that concurrently deblur and remove impulse noise, the sequential approach is to first denoise the image, then to deblur it. This two-stage method is however prone to failure, especially at high noise density. Image denoising using median-type filtering Chen and Wu (2001) ; Hwang and Haddad (1995) ; Pok et al., (2003) creates distortion that depends on the neighborhood size; this error can be strongly amplified by the deblurring process, even when using regularized methods. Consider the example shown in Fig. 2 . The top-left 256 × 256 Einstein image, was blurred using a pill-box kernel of radius 4. The blurred image with added salt and pepper noise (noise density 0.11) is shown top-right. The outcome of 3 × 3 median filtering followed by deblurring using the algorithm of Vogel and Oman (1998) is shown bottom-left. At this noise level, the 3 × 3 neighborhood size of the median filter is insufficient, the noise is not entirely removed, and the residual noise is greatly amplified by the deblurring process. If the neighborhood size of the median filter increases to 5 × 5, the noise is fully removed, but the distortion leads to inadequate deblurring (bottom-right).
In this paper we present a unified variational method for image deblurring and impulsive noise removal. Establishing a solid theoretical basis to Bar et al., (2005) , this study integrates and extends the robust statistics, line process (half quadratic) and anisotropic diffusion points of view Black and Rangarajan (1996) ; Black et al., (1998) ; Nordstrom (1990) . The cost functional reflects the need to deblur the image, recover its The outcome of 5 × 5 median filtering, followed by deblurring. discontinuities and at the same time remove the impulse noise.
The functional consists of a fidelity term and a regularizer. Data fidelity is quantified using the modified L 1 norm Brox et al., (2004); Nikolova (2002) , that is robust to outliers, i.e., to impulse noise. Elements from the Mumford-Shah functional Mumford and Shah (1989) are used for regularization, expressing compliance with the piecewise-smooth image model Geman and Geman (1984) . We show that the Mumford-Shah regularizer, in its -convergence approximation Ambrosio and Tortorelli (1990) , can be viewed as an extended line process. It reflects spatial organization properties of the image edges, that do not appear in the common line process Geman and Geman (1984) or anisotropic diffusion Perona and Malik (1990) . This allows to distinguish outliers from edges.
The experimental results demonstrate effective image recovery, with various blur models and noise levels.
We also compare the suggested method to the variant of the Mumford-Shah functional described in Shah (1996) .
Unified variational framework

Fidelity Term
Image deblurring is an inverse problem that can be formulated as a functional-minimization problem. Let denote an open bounded set of R 2 , on which the image intensity function g: → [0, 1] is defined. Ideally, the recovered imagef satisfieŝ
where (·) is a norm representing data-fidelity. In the case of Gaussian noise, Maximum Likelihood considerations lead to a quadratic data-fidelity term:
The inverse problem represented by (1) is known to be ill-posed due to either the non-uniqueness of the solution, or the numerical instability of the inverse kernel. To alleviate this difficulty, a regularization term, that reflects some a-priori preferences, is added. The functional to be minimized, thus, takes the form
where J ( f ) is the regularization or smoothness operator and α is a positive weighting scalar. Several regularization terms were suggested in the literature, for example the Tikhonov and Arsenin (1997) L 2 norm of the gradient magnitude, the Total Variation (TV) L 1 norm Rudin et al. (1994 Rudin et al. ( , 1992 , the modified L 1 norm Acar and Vogel (1994) , the Beltrami regularization for color images Brook, Kimmel, and Sochen (2003) ; Sochen et al., (1998) , and recently an integrated TV and wavelet coefficient regularization Bect et al. (2004) ; Durand and Froment (2003) ; Durand and Nikolova (2003) ; Malgouyres (2002) . The quadratic data fidelity term in (2) is incompatible with the salt and pepper noise model. The quadratic function assigns too much weight to distant points. We would like to minimize the effect of such outlier data. This is accomplished by using a robust ρ-function Hwang and Haddad (1995) .
In this paper, we use a robust (modified L 1 norm) data-fidelity term
where η is a small constant. The modified L 1 norm shares the robustness to outliers of the L 1 norm, but prevents the resulting PDE from being singular at zero. Brox et al., (2004) have recently used the modified L 1 norm as a fidelity term for precise optical flow estimation. Note that when (
, which has a quadratic form. The parameter η interpolates, therefore, between the L 1 and L 2 norms.
Regularization
The regularization that we use gives preference to piecewise-smooth images with simple edge sets. We employ the Mumford and Shah (1989) functional in its -convergence approximation. This regularizer has been recently used in electrical impedance tomography Rondi and Santosa (2001) and in blind image restoration Bar, Sochen, and Kiryati (2004) .
The following segmentation functional which was introduced by Mumford and Shah (1989) , models an image as a set of piecewise smooth segments separated by well-behaved contours. Formally, the pair ( f, K ) is the minimizer of the following functional:
Here f : → [0, 1] and g: → [0, 1] are the model and the observed images, respectively. K denotes the edge set and α, β are positive scalars. The first term stands for data fidelity, piecewise smoothness is favored by the second term, and the third term minimizes the total edge length. Due to the irregularity of this functional, classical calculus of variations methods are not applicable, and approximation approaches have to be used. The Mumford-Shah segmentation functional, which is considered as a free-discontinuity problem Braides, A., (1998) , can be approximated by regular functionals in the framework of -convergence, as introduced by De Giorgi Dal Maso (1993) . The main idea of -convergence is to approximate a functional F by a sequence F of regular functionals such that the minimizers of F approximate the minimizer of F. Let (X, d) be a metric space. A sequence
The function F is called the -limit of F , denoted by F = -lim(F ).
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The fundamental theorem of -convergence Braides, A., (1998) states that if F = -lim(F ) and there is a compact set K ⊂ X such that inf X F = inf K F for all , then there exists min X F = lim →0 + inf X F . Moreover, if f is the minimizer of F and f → f , then f is the minimizer of F. Another important property that we use below is stability. It is defined as follows: Ambrosio and Tortorelli (1990) used theconvergence framework to approximate the irregular Mumford-Shah functional by a sequence of regular functionals F . The edge set K was represented by the characteristic function (1 − χ K ), which was approximated by a smooth auxiliary function v, where
where
is the image regularization term defined as
The proof for the -convergence of G ( f, v) to the regularization terms of the Mumford-Shah functional in (5) can be found in Braides, A., (1998) . With the modified L 1 norm in the fidelity term, and the Mumford-Shah regularization terms with theconvergence approximation, the functional (3) takes the form
with G ( f, v) defined as in (7). Due to the stability property of the -convergence, and the continuity of the convolution operator
and by the fundamental theorem of the -convergence, the existence of a minimizer is guaranteed.
Minimization techniques
The objective functional in (8) depends on the functions f (recovered image) and v (approximated edge map). Minimization with respect to both f and v is carried out using the Euler-Lagrange (E-L) equations (9) and (11), subject to the Neumann boundary conditions ∂v/∂ N = 0, ∂ f /∂ N = 0, where N denotes the normal to the boundary.
Substituting the modified L 1 norm (4) yields
Studying the objective functional (8), it can be seen that it is convex, lower bounded and coercive with respect to either function f or v if the other one is fixed. Therefore, following Chan and Wong (1998) , the alternate minimization (AM) approach can be applied: in each step of the iterative procedure we minimize with respect to one function and keep the other one fixed.
Obviously, Eq. (9) is a linear partial differential equation with respect to v. In contrast, (11) is a nonlinear integro-differential equation. Linearization of this equation is carried out using the fixed point iteration scheme, as in Chan and Wong (1998) ; Vogel and Oman (1998) . In this method, additional iteration index l serves as intermediate stage calculating f n+1 . We set f = f l in the denominator, and f = f l+1 elsewhere, where l is the current iteration number. Equation (11) can thus be rewritten as
where H is the linear integro-differential operator
Note that (12) is now a linear integro-differential equation in f l+1 . The discretization of equations (9) and (12) yields two systems of linear algebraic equations. These systems are solved in alternation, leading to the following iterative algorithm:
2. Set f n+1,0 = f n and solve for f n+1 (iterating on l)
Here ε 1 is a small positive constant. Both steps 1 and 2 call for a solution of a system of linear equations.
Step 1 was implemented using the Minimal Residual algorithm (Weisstein) . For the solution of step 2, we followed the quasi-Newtom like method of Vogel and Oman (1998) . f n+1,l+1 is calculated incrementally, where
By Eq. (15),
It can be shown that the operator H(·, ·) is self-adjoint and positive definite (the proof is given in the appendix). Consequently, H(·, ·) −1 R(·, ·) in (16) was computed via the Conjugate Gradients method. In matrix presentation with column stack ordering of l , H(·, ·) is five-diagonal, symmetric and positive definite.
Let f i j denote the discretized image function. The forward and backward finite difference approximations of the derivatives ∂ f (x, y)/∂ x and ∂ f (x, y)/∂ y are respectively defined by
, and the central finite differences are approximated by
This equation can be expressed in matrix form as Mv = c, where the matrix M is five-diagonal, symmetric and positive definite, v is the column-stack vector representation of v n+1 i j , and c is a vector of constants. Eq. (15) is approximated by
where G( f n+1,l ) is defined in Eq. (13). Our implementation was restricted to rectangular domains. All convolution procedures were performed in the Fourier Transform domain. Special care should be taken to the Neumann boundary conditions. The observed image was extended by adding margins. Their width should be at least half of the kernel support. These margins were obtained by replicating the onepixel thick outer frame of the image. The margins were then convolved with the blur kernel. To avoid artifacts, in the presence of salt and pepper noise, care should be taken to ensure that the outer frame of the image is noise free. This limited task can easily be achieved using a median filter. According to the circular convolution theorem, the multiplication of the Discrete Fourier Transform of two signals corresponds to their circular convolution. Zero padding is therefore necessary to eliminate aliasing. Fig. 3 illustrates the image during 
Relation to robust statistics, anisotropic diffusion and line processes
In this section we explore the relations of the regularization terms of the suggested functional (8) to robust statistics, anisotropic diffusion, and line process (or half quadratic formulations). Images are modelled by piecewise smooth functions. One way to regularize images while satisfying this structure is to consider the gradient image as a smooth function and to regard the gradient values at discontinuities (edges) as outliers. This can be accomplished, for example, in the spirit of M-estimation, by using a robust ρ-function of the gradient magnitude
Decreasing this regularization term amounts to edge preserving image smoothing (denoising). In the leastsquares approach ρ(s) = s 2 , which obviously leads to sensitivity to outliers and is not robust. The significance of robust smoothness in this context is that the edges (which have high gradient levels) are preserved. Examples of commonly used ρ-functions are the L 1 norm, Huber's MiniMax and Hampel (see Black and Rangarajan (1996) and references therein). It is important for the subsequent analysis to note that some of these functions are not convex. The minimization of (17) can be accomplished by gradient descent
where f (x, 0) is the given (noisy) image, and t is an artificial time variable. An alternative denoising process is described by the heat or isotropic diffusion equation,
The solution of this equation is via the convolution of the image with scaled Gaussian kernels. This is a shift invariant operation that ignores the nature of the processed data. It results, therefore, in an over-smoothed image, meaning that the edges are not well preserved. Perona and Malik (1990) modified this equation to the so called anisotropic diffusion 1 with
where A(|∇ f |) is a smooth and non increasing "edge stopping" function satisfying
so diffusion is low across the edges (high gradients). The relation between robust smoothness and anisotropic diffusion was presented by Nordstrom (1990) and Black et al., (1998) . The equivalence can be shown by comparing Eq. (18) and (19), with
The third approach to edge preserving regularization is the line process which was first introduced by Geman and Geman (1984) , Geman and Reynolds (1992) and followed by Charbonnier et al., (1997) . The idea is to express the robust smoothness term in a different but equivalent way, in which the dependence on |∇ f | is quadratic. This is accomplished by introducing a dual variable b(x) which represents the image edges, such that b(x) → 0 in the presence of an edge and b(x) → 1 otherwise, and a strictly convex and decreasing penalty 286
Bar, Kiryati and Sochen function (b). This leads to the half-quadratic formulation
The function (b) satisfies Geman and Reynolds (1992) ,
for which the minimum of ϕ(|∇ f |) is reached is unique and given by
The mechanism that relates robust estimation and line processes was described by Black and Rangarajan (1996) , thus comparing Eq. (17) and (20) yields the connection
Black and Rangarajan (1996) also showed that a line process could be extended to embody spatial organization constraints on the outliers. For example, they presented two kinds of spatial interaction terms which enforce edge connectivity: the hysteresis term attracts the edges towards unbroken contours while the nonmaximum suppression term increases the penalty for parallel multiple edges. The preference for continuous edges is thus reflected by the additional spatial organization term in the cost functional:
Edge preserving denoising experiments validate the superiority of this extension Black and Rangarajan (1996) . Teboul et al., (1998) have also integrated the spatial interaction constraint as a robust function φ b (|∇b|) within the half-quadratic regularization and obtained efficient edge-preserving denoising. Consider for instance the Geman and McClure (1987) robust function (Fig. 4) The corresponding half-quadratic penalty function takes the form
ρ(s)
and the corresponding edge stopping function in the anisotropic diffusion equation is
The denoising process based on this non convex ρ-function is prone to mathematical difficulties. Catté et al., (1992) showed that if s A(s) is a non increasing function then, Perona and Malik's equation is ill-posed. This can be easily verified in the one dimensional case:
If s A(s) decreases at some point, the expression that multiplies the second derivative is negative. This results in inverse heat equation or backward diffusion process. The robust function of Geman and McClure (21) corresponds to
This expression is decreasing in most of its domain (see Fig. 5 ), and the anisotropic flow is therefore unstable. The solution suggested by Catté et al. was to employ a selective smoothing term
where G σ is the Gaussian function and D is the derivative operator. A regularity proof for this equation is given in Catté et al., (1992) . Another facet of the inherent instability of the process based on the GemanMcClure robust function is revealed in the associated denoising functional:
Here f and g are the model and observed images, respectively, and the regularizer is of the form (21). Chipot et al. (1997) proved that F( f ) does not have a minimum. However, they showed that if the functional (22) is perturbed as follows
then F η ( f ) has a minimizer.
Relation to the Mumford-Shah functional
Careful examination of Eq. (22) 
then by substituting b = v 2 , Eq. (22) can be rewritten as
Note the relation between (25) and (6,7): if β = λ, and α/4ε = λγ , then both equations are identical except for the |∇v| 2 term in (7). This relation was also shown by Teboul et al., (1998) where an interaction constraint was added to the line process, and by Rosati (2000) who showed the relation of the discrete version of the Geman and McClure function to the Mumford-Shah functional. As it was shown, the Mumford-Shah functional in its -convergence approximation, is actually an extended line process where the penalty function (b) corresponds to the robust Geman and McClure function. This observation explains the advantages of Mumford-Shah regularization. It applies a robust function for the detection of edges while demanding that these edges are smooth and continuous. This combination does not admit impulse noise as an edge and smoothes it. The robust fidelity term regards the impulse noise point as an outlier and allows the necessary large change of value without penalty. From a mathematical point of view, the problem is well posed and a minimizer exists. This follows from Ambrosio and Tortorelli (1990) , together with the fact that the fidelity term (both in the denoising and deconvolution cases) is continuous with respect to the image f . The stability criterion completes the proof. Therefore, the Mumford-Shah regularizer is more general and advantageous with respect to anisotropic diffusion or robust smoothing.
Experimental results
Consider the blurred and noisy version of the Einstein image, shown in Fig. 6 (left) . The blur kernel is a pillbox of radius 4; the noise density is 0.11. Fig. 6 (right) is the outcome of the suggested method. The parameters are β = 0.5, α = 0.5, = 0.1. The superiority of Figure 6 . Deblurring in the presence of salt and pepper noise. Left: Source image, blurred with a pill-box kernel of radius 4, and degraded by noise of density 0.11. Right: Recovered image, using the proposed algorithm.
the proposed method with respect to the sequential one (Fig. 2) is evident.
In all examples in this section the convergence tolerance of ε 1 = 10 −4 is reached with 3-5 external iterations (over n). The number of internal iterations (over l) is set to 5. The constant η (Eq. 4) is set to 10 −4 . The examples presented in Fig. 7 demonstrate the performance of the algorithm at several noise levels. The images in the left column are all blurred by a pill-box kernel of radius 3. The noise densities are, from top to bottom, 0.01, 0.1 and 0.3. The corresponding recovered images are shown in the right column. In all three cases α = 0.5 and = 0.1, while β = 0.05, 0.1 and 0.5 respectively. Clearly, the image smoothness weight β should be increased with noise level.
Recovery of motion blur in the presence of salt and pepper noise is demonstrated in Fig. 8 . The 256 × 256 cameraman image is blurred by a motion blur kernel of length 8, oriented at an angle θ = 25 o with respect to the horizon. The blurred image was further degraded by salt and pepper noise of density 0.1 (top-left). The outcome of the method suggested in this paper (with β = 0.6, α = 0.01, = 0.1) is shown top-right. The inadequacy of the sequential strategy, of median filtering followed by the Total Variation (TV) deconvolution Vogel and Oman (1998) is demonstrated in the bottom row. The left image in that row is the outcome of 3 × 3 median filtering followed by the TV restoration. The bottom-right image was obtained in a similar way, but with a 5 × 5 median filter.
In Fig. 9 , the suggested algorithm is tested in the presence of impulsive noise with random intensity. In this case, the image is blurred by a pill-box kernel of radius 3 and the noisy pixels are set to random intensity values in the range [0, 1] . It is clear that the suggested algorithm removes outliers of random intensity, and is not limited to the white and black salt-and-pepper case. In this example the noise density is 0.1 and the parameters are set to β = 0.5, α = 0.1, = 0.1 as in the case of 10% noise in Fig. 7 .
We proceed to compare the suggested method to a sophisticated two-stage restoration process. Fig. 10 topleft is the observed image, blurred by a pill-box kernel of radius 3 with salt and pepper noise of density 0.1. The top-right image is the outcome of denoising with the Mumford-Shah functional (6) (β = 0.9, α = 0.5, = 0.1). At the bottom-left is the restored image using the TV method of Vogel and Oman (1998) , with a weight factor of 10 −4 . It is apparent that the noise, that had not been entirely removed in the first stage, is amplified in the deconvolution process. The image recovered using the suggested method is shown bottom-right. The unified approach performs the noise and restoration tasks simultaneously, and therefore yields better recovery.
We next compare our method to an alternative unified denoising and restoration method, employing modified L 1 regularization instead of the Mumford-Shah terms. The competing functional is thus
The results are presented in Fig. 11 . In this case, the original image is blurred by a pill-box of radius 3 with salt and pepper noise density of 0.3. Top-left is the outcome of minimizing (26) with λ = 0.1 and t = 10 −10 . Top-right is the image recovered using the method developed in this paper. The bottom row shows magnifications of the images in the top one. It can be seen that the suggested algorithm produces a cleaner image.
A possible explanation to the better performance of the proposed method is the robustness of the regularizer. The Mumford-Shah terms are associated with a function that is more robust than the L 1 norm (see Fig. 12 ) and therefore better deals with edges. It demands edges to be continuous and, unlike the L 1 method, does not confuse impulse noise with edges. Edges are therefore better preserved and noise is better removed. Additional support to this observation can be found in . They have recently shown that the Geman and McClure robust smoothing function, embedded in a supervised classification functional, yields better results than convex smoothing functions.
A variant of the Mumford-Shah functional in its -convergence approximation was suggested by Shah The image recovered using the algorithm suggested in this paper. (1996) . In this version the L 2 norm of |∇ f | in (7) was replaced by its L 1 norm in the first term of G
The -convergence of this form was later proved by Alicandro et al., (1999) . The Mumford-Shah and Shah regularizers are compared in Fig. 13 . The 256 × 256 Window image was blurred by a pill-box kernel of radius 3 with noise densities 0.01, 0.1 and 0.2 (left column top to bottom). The results of the restoration using the Mumford-Shah stabilizer are presented in the middle column and the images recovered using the Shah regularizer are shown in the right column. The recovery using both methods is satisfactory, but it can be clearly seen that while the Mumford-Shah restoration performs better in the high-frequency image content (see the shades for instance), the Shah restoration attracts the image towards the piecewise constant or cartoon limit which yields much cleaner images. This can be explained by the fact that the Shah regularizer is more robust to image gradients and hence eliminates high-frequency contributions. A promising variational method for pure impulse denoising (no blurring) was proposed by Chan and Nikolova (2005) ; Nikolova (2002 Nikolova ( , 2004 . We degenerated our method to this special case and compared it to Nikolova (2004) . The salt-and-pepper noise density was 0.02. The images in the left column of Fig. 14 show the outcome of the algorithm of Nikolova (2004) with L 1 norm for both the fidelity and regularization, and with a weight factor of 0.01. The recovery using the suggested method is shown in the right column (β = 0.5, α = 0.5, = 0.3). It can be observed that the better robustness of the suggested algorithm leads to better performance in the presence of salt and pepper noise. Another useful outcome of the suggested method is the auxiliary function v -an approximated edge map of the image. For example, Fig. 15 shows the v-maps obtained as part of the processing of the blurred and noisy Lena (pill-box blur, Fig. 7) and Cameraman (motionblur, Fig. 8 ) images.
Discussion
We present in this paper a method for image deblurring in the presence of impulsive (e.g., salt and pepper) noise. Our unified approach to deblurring and outlier removal is novel and unique. Experimental results demonstrate the superiority of the suggested method with respect to sequential approaches, in which noise removal and image deconvolution are separate steps.
The algorithm is fast, robust and stable. Computation time for 256 × 256 images is about 3 minutes, using interpreted MATLAB on a 2GHz PC. The robustness of the algorithm is demonstrated by the fact that similar parameters can be used in the processing of different images with the same noise level. The numerical convergence is fast.
In the variational approach, image deblurring in the presence of noise is expressed as a functional minimization problem. The functional consists of a data fidelity term and a regularization term, that stabilizes the inherent ill-posedness of the image deconvolution problem. The data fidelity term used in this study is the modified 
L
1 norm. It is more robust than the common L 2 norm, and is thus more suitable for images contaminated by outliers. Yet, it is differentiable and convex.
Elements from the Mumford-Shah segmentation functional, in the -convergence formulation, serve as the regularization term. They reflect the underlying piecewise-smooth image model, and in addition, guarantee the existence of a minimizer to the problem. Exploring these terms from the robust statistics point of view shows that this regularization is an extended line process derived from the Geman and McClure robust function. This has the theoretical and mathematical advantages of being robust to large gradients (and noise), while preferring structured or smooth edges. The alternative edge-preserving stabilizer, the L 1 norm in the Total Variation approach, is less robust to outliers than the Geman and McClure function (Figs. 11,14 ). Another advantage of the proposed regularization terms is that they do not induce nonlinearity. The only nonlinearity in our approach comes from the fidelity term. Finally, the extraction of the edge map is a useful byproduct of the suggested restoration method.
