Abstract Tail alternatives describe the frequent occurrence of a non-constant shift in the two-sample problem with a shift function increasing in the tail. The classes of shift functions can be built up using Legendre polynomials. It is important to rightly choose the number of involved polynomials. Here this choice is based on the data, using a modification of Schwarz' selection rule. Given the data driven choice of the model, appropriate rank tests are applied. Simulations show that the new data driven rank tests work very well. While other tests for detecting shift alternatives as Wilcoxon's test may completely break down for important classes of tail alternatives, the new tests have high and stable power. The new tests have also higher power than data driven rank tests for the unconstrained two-sample problem. Theoretical support is obtained by proving consistency of the new tests against very large classes of alternatives, including all common tail alternatives. A simple but accurate approximation of the null distribution makes application of the new tests easy.
Introduction
In the standard two-sample problem a (possible) constant shift in location is the point of interest. For many applications, however, a constant shift is far from realistic. Medical examples can be found for instance in Fleming et al. (1980) , but a non-constant shift appears also in many other areas as economics, finance etc. Often the shift increases when we come further in the tail of the distribution. We speak in that case of tail alternatives. Common tests for a constant shift like Wilcoxon's two-sample test do not detect adequately such tail alternatives. On the other hand, the tail alternatives have a special feature and hence application of tests in the two-sample problem which are developed to detect all kind of alternatives, may be inappropriate either.
The notion of generalized shift alternatives was introduced by Neuhaus (1987 Neuhaus ( , 1988  cf. also Behnen and Neuhaus 1989) . He distinguishes between shifting only the "upper part" of the distribution, only the "central part" and only the "lower part". Recently, Hájek,Šidák and Sen (1999, page 352) refer to the pioneering approach to the two-sample problem by Behnen and Neuhaus (1989) by stating: "e.g. it is plausible that the extreme parts of the population react in quite another way than the central part". In the one sample case, when testing goodness of fit with a simple hypothesis, Mason and Schuenemeyer (1983, 1992) consider deviations from the hypothesized distribution occurring in the tails and speak of "heavy tail alternatives" and "light tail alternatives". The one-sided form of Mason and Schuenemeyer's heavy tail alternatives belongs to the class of so called late alternatives in Albers and Schut (1996) . These alternatives are completely concentrated in the right-tail of the distribution. Albers and Schut also introduce early tail alternatives, based on survival functions studied by Harrington and Fleming (1982) and related to score functions for censored rank tests (see Albers and Akritas 1987) . Early tail alternatives contain a constant part throughout and have a slow increase going into the tail. Between these two extremes they consider the class of increasing tail alternatives.
It is the aim of this paper to present new tests for the challenging two-sample problem of detecting shift alternatives with an increasing shift when we go into the tail of the distribution. More precisely, let X 1 , . . . , X m , Y 1 , . . . , Y n be independent random variables (rv's), the X i , i = 1, . . . , m, having distribution function (df) F and the Y j , j = 1, . . . , n having df G. The standard two-sample problem concerns a constant shift, Y = X + θ, where we test H 0 : θ = 0 against e.g. H 1 : θ > 0. To admit tail alternatives, we consider the more general model, where Y = X + θB(F (X)) with B ≥ 0 and nondecreasing on (0,1). The larger X, the larger F (X), and, since B is nondecreasing, the larger is the shift θB(F (X)), thus getting a technical definition of what we call tail alternatives in this paper.
In finding an appropriate test for the testing problem in the setting of tail alternatives, there are two problems: B is unknown and F is unknown. The latter leads to rank tests. To get rid of the unknown B, we take the orthonormal system of Legendre polynomials. The contribution of the first component of this system to the test statistic, turns out to correspond to Wilcoxon's test, thus taking into account especially the constant term in the shift. The second component is essentially Mood's test statistic, being a rank test of scale, etc, cf. Eubank et al. (1987, page 821) . In the one sample problem, Hušková and Sen (1985, 1986) have used the orthonormal system of Legendre polynomials to estimate the unknown score generating function, see also Hájek,Šidák and Sen (1999, page 348) .
A major problem in this context is the number of components which one should take into account. Recent research (cf. Bickel and Ritov 1992; Bogdan 1995; Bogdan and Ledwina 1996; Eubank 1997; Eubank and LaRiccia 1992; Fan 1996; Inglot et al. 1997 Inglot et al. , 1998 Inglot and Ledwina 1996; Janic-Wróblewska and Ledwina 1999; Kallenberg and Ledwina 1995a ,b, 1997a ,b, 1999 Kallenberg et al. 1997; Ledwina 1994 ) strongly indicates that a deterministic choice, even when it is sequential as in Hušková and Sen (1985, 1986) , does not give a satisfactory solution. We follow the line of argument as described in Janic-Wróblewska and . Firstly, the testing problem is reparametrized as e.g. in Neuhaus (1987) . Then we model alternatives in terms of exponential families with growing dimension, thus covering more and more the whole space of alternatives. Here the Legendre polynomials come in. The suitable dimension is determined by the data, using a modification of Schwarz' (1978) selection rule.
A new element, compared to the two-sample problem treated in JanicWróblewska and , is of course, that we deal with tail alternatives. Hence, the testing problems in the exponential families are restricted ones. Likelihood ratio tests for such testing problems can be defined, but they are difficult to implement in practice, even in the limit, where we have multivariate normality, cf. e.g. Follmann (1996, page 854) . One of the attractive points of most of the data-driven tests is their simplicity in application. Therefore, we do not take the complicated likelihood ratio tests, but adjust Follmann's test to our situation. We repair also a slight ambiguity in Follmann's test. These lines of argument lead to two new tests in the two-sample problem with tail alternatives. The new tests are introduced and motivated in more detail in Section 2.
For several types of tail alternatives a simulation study has been performed. It turns out that we benefit from pointing our new tests on tail alternatives: substantial power gain is achieved compared to the data driven test for the unrestricted two-sample problem, proposed by Janic-Wróblewska and . When the constant shift part in a tail alternative is not dominant, Wilcoxon's test may break down completely. The new tests have high and stable power, resulting in comparison to Wilcoxon's test in a relatively small power loss when the constant shift part is dominant and a large power gain otherwise. The simulation results are presented in Section 3.
The asymptotic null distribution is derived in Section 4. As often with this kind of data driven test statistics, the asymptotic null distribution itself does not give accurate approximations. Fortunately, a slightly more delicate approach leads to a very simple, but also accurate approximation for critical values and/or p-values. This makes the new tests easily applicable in practice. Furthermore, the observed nice empirical performance of the new tests is supported and explained by proving consistency against very broad classes of alternatives, including all alternatives with Y stochastically larger than X and hence in particular all tail alternatives.
Test statistics
We start with a reformulation of the testing problem along the lines of Neuhaus (1987) , cf. also Behnen and Neuhaus (1989, sec. 1.3) 
Then we may write
The function H may be seen as the nuisance parameter and F − G as the parameter of interest. Assume that F is differentiable with derivative f and H is differentiable with derivative h. Writing for short D(x) = B(F (x)), we get in our case for small θ (we denote by . = approximately equals to)
Inserting (2) in (1), we arrive at
Therefore, writing Ψ = −f (F −1 ), the df of H(X) at u when X has df F is up to first order equal to
The corresponding density equals
Similarly, the density of H(Y ) at v when Y has df G is up to first order equal to
A slightly more convenient way is to write these densities in the form of an (first order equivalent) exponential family, yielding, up to normalizing constants,
The k-dimensional model
To cover broad classes of alternatives we do not take one fixed direction J, but k directions J 1 , . . . , J k and extend the exponential family accordingly to, again up to normalizing constants,
The larger k, the broader the class of alternatives under consideration. The role of θJ is now replaced by k r=1 θ r J r and, since normalizing is not important, we simply define the function B k in dimension k by
So, instead of Y = X + θB(F (X)), we now have Y = X + B k (F (X)) with the shift function B k given by (4), where the θ's now are absorbed in the function B k .
To get a convenient class of alternatives, we take for the J r 's the orthonormal system of Legendre polynomials on (0,1). The first four Legendre polynomials are given by
As in Albers and Schut (1996) we take for Ψ the one related to the Wilcoxon case:
according to the logistic distribution with variance π 2 /9 = 1.097, having df
Since the numerator is 0 at t = 0 and t = 1, it contains a factor t(1 − t) and therefore, J k is a polynomial of degree k − 1. More precisely, using (10') on page 176 of Sansone (1959) we get
and hence
In terms of the model given by (3) the null hypothesis H 0 : F = G reads as θ 1 = 0, . . . , θ r = 0. The alternatives are characterized by the fact that B k ≥ 0 and that B k is nondecreasing on (0,1). These requirements are not easily expressed in simple statements about θ 1 , . . . , θ k . Therefore, we replace these characterization by the relaxation
As B k is a polynomial of degree k − 1, the conditions given by (6) are for the special cases k = 1, 2, 3 equivalent to "B k ≥ 0 and B k nondecreasing on (0,1)". By (11) on page 251 and (6 3 ) on page 173 of Sansone (1959) we get
and
Hence, the requirements
So, in the k-dimensional model we want to test H 0 : θ 1 = 0, . . . , θ k = 0 against H 1 given by (7).
Test statistic in the k-dimensional model
As a consequence of (3), the simultaneous density of
Suppose for the moment that the nuisance parameter H is known. Then we should base the test statistic on the (sufficient) statistic
whereF andĜ are the empirical df's, based on X 1 , . . . , X m and Y 1 , . . . , Y n , respectively. Hence,
with R i the rank of X i and R m+j the rank of Y j in the pooled sample. Inserting the estimatorsĤ(X i ) andĤ(Y j ) in (8) and applying the familiar correction for continuity we arrive at the statistics (after some rescaling)
It is not hard to show that (Z 1 , . . . , Z k ) is asymptotically normal with under H 0 expectation (0, . . . , 0) and under local alternatives of the form (3), with the θ's of order
, while the covariance matrix is the identity. According to Fisher's tactic to reduce a complicated inference problem to a simple form (cf. Efron 1998, page 97), but still preserving the main feature of the problem, we consider the asymptotic situation. That is, for a k-variate normal distribution with expectation (θ 1 , . . . , θ k ) we have the testing problem that the multivariate normal mean is 0 against the alternative given by (7). Define
In terms of the W r 's, writing ϑ r for the expectation of W r , the testing problems reads as
. Since the covariance matrix of the W r 's is no longer the identity, the likelihood ratio test for this testing problem is difficult to implement. In the similar situation that the expectation under the alternative hypothesis has all its components nonnegative, Follmann (1996) presents a simple test with good power properties.
Before applying Follmann's approach to our testing problem, a comment should be given on Follmann's test. If we replace W r by c r W r for some constants c r > 0, the testing problem remains the same. However, Follmann's test statistic is not invariant under a scale transformation with different scale factors c r . To avoid the ambiguity, some standardizing should be made. Therefore, we replace W r by W r / √ varW r , thus considering the correlation matrix instead of the covariance matrix. (Note that in the numerical results of Follmann (1996) indeed also correlation matrices are involved!) This leads to the Y r 's given by
and Y r = Z r for r ≥ 4. 
. , Y k )
T (which is the same as the correlation matrix of Y), the test statistic equals
We reject for large values of T k . For k = 1, the indicator in T 1 should be read as 1(Y 1 > 0) and in case of T 2 we get 1(Y 1 + Y 2 > 0). (Note that for k = 2 the last two conditions of (7) coincide.) Since
T , the test statistic in (11) can be simply written as
if r is even (12) and c 1 = 
Selection rule and data driven test statistics
The approach so far is along the same line as applying Neyman's smooth tests in goodness of fit testing problems, cf. e.g. Rayner and Best (1989) . Recent research in this area has shown that the smooth tests behave very well, but that the right choice of the number k of components is extremely important. Since the right choice depends on the type of alternative, which is of course unknown, a deterministic good choice of k is only possible if the main interest is in a very particular type of alternatives. A solution to this problem is to make a choice depending on the data. In a series of papers (see Bogdan 1995; Bogdan and Ledwina 1996; Inglot et al. 1997 Inglot et al. , 1998 Inglot and Ledwina 1996; Janic-Wróblewska and Ledwina 1999; Kallenberg and Ledwina 1995a ,b, 1997a ,b, 1999 Kallenberg et al. 1997; Ledwina 1994 ) the data driven procedure based on (modifications of) Schwarz' selection rule has been shown to be very successful. The idea is that a higher dimensional and hence more complex model should be penalized. This idea is applied here as well.
The selection rule in the present situation reads as
The number d(N) is the largest dimension of the exponential family models of type (3), which are under consideration when we have N observations. It should be noted that the data driven test procedure is stable for large d(N) and that the problem of choosing the number of components k is certainly not replaced by the choice of d(N), cf. e.g. Kallenberg and Ledwina (1997b, sec. 6.2) . The data driven test statistic for our testing problem is given by T S and the null hypothesis is rejected for large values of T S .
Apart from T k and T S we consider also more simple test statistics T 1 k and T 1 S1 , given by
Z r > 0 and
where we reject the null hypothesis for large values of T 1 S1 . Since Z T Z is the squared Wilcoxon statistic for k = 1, the squared Mood statistic for k = 2, T1 k starts for k = 1 with investigating whether there is a positive shift, then the scale is coming in, etc. It is seen from (12) and (14) that T k and T 1 k only differ in the weights of the Z r 's in the indicator function. For instance, in case of T 2 the weights are + 1 = 0.21 for Z 2 . The higher weight for Z 1 indicates that T S is slightly closer to Wilcoxon's test than T 1 S1 . This is seen in the simulation, when considering the lognormal alternative, cf. Figure 5 in Section 3.
Simple and accurate approximations of the critical values of T S and T 1 S1 are discussed in Section 4.
Simulation
To see how well the new tests perform, a simulation study has been done. The Monte Carlo experiments for getting critical values are repeated 50,000 times and the Monte Carlo experiments for the simulated powers 10,000 times. Hence the standard deviation of the simulated powers does not exceed (40, 000) −1/2 = 0.005. The random number generator is taken from Matsumoto and Nishimura (1998) and has a period of 2 19937 − 1.
Alternatives
The alternatives considered in the simulation study are the tail alternatives discussed in Albers and Schut (1996) , tail alternatives presented in Neuhaus (1987) and tail alternatives considered in Janic-Wróblewska and .
The tail alternatives from Albers and Schut (1996) are of three types: late tail alternatives, early tail alternatives and increasing tail alternatives. Late tail alternatives are completely concentrated in the right-tail of the distribution and are investigated also in Mason and Schuenemeyer (1983, 1992) . Early tail alternatives contain a constant part throughout and have a slow increase going into the tail. Between these two extremes there is the class of increasing tail alternatives. A more precise description is given in Table 1 . ; the standard logistic df refers to F (x) = 1 1 + e −x Late tail alternatives
Early tail alternatives
Increasing tail alternatives F (x − θB r (F (x))) with B r (t) = 4r
Upper shift (Neuhaus)
For the late and early tail alternatives we get a constant shift by taking a = 1, τ = 1, respectively; the closer we come with a or τ to 1, the closer we come to the constant shift. For the increasing tail alternatives the constant shift corresponds to r = 1.
Test statistics
For power comparison we consider the following tests.
• W : the one-sided Wilcoxon test • T 0: the optimal rank test for the given alternative • T 2: the data driven smooth test for the two-sample problem of Janic-Wróblewska and Ledwina • NH: Neuhaus' test with bandwidth a = 0.4 • T S : the new test given in Section 2.3 • T 1 S1 : the other new test given in Section 2.3.
Comparison with Wilcoxon's test is of interest for seeing what we would get if we did not worry about the dependence on x in the shift and simply would act as if there was a constant shift. Although the optimal rank test T 0 changes from alternative to alternative and hence cannot be seen as competitor, its power is of interest as a kind of upper bound for the power at the given alternative. The data driven smooth test for the two-sample problem of Janic-Wróblewska and Ledwina has been developed for the general two-sample problem. It is of interest to see whether power gain can be obtained when one focuses attention on tail alternatives. Finally, Neuhaus' test is "recommended in situations where there are doubts that all parts of the underlying distribution are shifted at the same rate" (Neuhaus, 1987 page 512) and hence this test is a natural competitor in our testing problem. For the lognormal and logistic distribution (see the pure shift alternative) further comparison can be made with tests of Fan (1996) and Schmid and Trede (1995) by combining our results with those of Janic-Wróblewska and .
Simulation results
The results of the simulation study for alternatives, mentioned in Table 1 , and test statistics, given in Section 3.2 are presented in Figures 1-5 .
Comparing the new tests with Wilcoxon's test, we see that the new tests clearly outperform Wilcoxon's test when the shift is not constant but becomes larger going into the tail of the distribution. This is seen obviously in Figures 1, 3 and 4 passing from the left to the right, cf. also the remarks about the parameters a and r shortly after Table 1 . As early tail alternatives contain a constant part throughout and have a slow increase going into the tail, it is no surprise that Wilcoxon's test performs better for such type of alternatives. However, the power differences between Wilcoxon's test and the new tests in Figure 2 are not very large. In the lognormal case the power of Wilcoxon's test completely breaks down, leading to a very large gain of power by the new tests in Figure 5 . The lack of power for Wilcoxon's test when dealing with lognormal alternatives is of The data driven smooth test for the two-sample problem of Janic-Wróblewska and Ledwina has been developed for the general two-sample problem. Figures  1-5 show that indeed substantial power can be gained by exploiting the tail alternatives.
In Figures 4 and 5 comparison with Neuhaus' test can be made. The lognormal case shows that the new test can lead to substantial power gain for the new tests compared to Neuhaus' test. In the case of the alternatives of Neuhaus (1987) the powers of the new tests are close to those of Neuhaus' test.
Combining our results with the simulation study of Janic-Wróblewska and Ledwina shows that in the logistic case (see Figure 4 Pure L) the new tests have comparable power to that of the test of Schmid and Trede, while the test of Fan has very poor power. For the lognormal alternatives (see Figure 5 ) the situation is the other way around: the power of the test of Schmid and Trede is very poor, while the test of Fan has comparable power to the powers of the new tests.
In the Figures 1-4 the two new tests have almost the same power with T S slightly better than T 1 S1 . Since T S is closer to Wilcoxon's test than T 1 S1 , and the lognormal case has no pure shift but is more a scale alternative, it is not surprising that T 1 S1 has somewhat more power than T S for this alternative. Nevertheless, T S behaves rather well also for this alternative, being far better than Wilcoxon's test and substantially better than Neuhaus' test. For some more quantitative details concerning this alternative see Section 4.
The conclusions from the simulation results presented in Figures 1-5 and from other simulation results that we have performed are as follows.
• The new tests have high and stable power at the several types of tail alternatives.
• The new tests are far better than Wilcoxon's test when the shift function really increases in the tail, and have only slightly less power in case of (almost) constant shift.
• The new tests benefit from pointing on tail alternatives: substantial power gain is achieved compared to the data driven test for the unrestricted two-sample problem, proposed by Janic-Wróblewska and Ledwina.
• The new tests can obtain substantial higher power than Neuhaus' test, the test of Fan and the test of Schmid and Trede.
• Test T S is often slightly better than T 1 S1 , but sometimes T 1 S1 performs a little bit better than T S .
Asymptotic null distribution and consistency
In Section 3 it was seen that the new tests T S and T 1 S1 behave very well in the simulation study. Here we first discuss the asymptotic null distribution of a class of test statistics containing the new tests T S and T 1 S1 . For application of the new tests we need critical values and/or p-values. In the simulation study critical values are obtained by Monte Carlo methods. For practical use of the new tests simulation is rather inconvenient and hence accurate and simple approximations of critical values and p-values are needed. Such approximations, based on a second order analysis, are presented in Section 4.2. Furthermore, the nice power behavior of the new tests, which was shown in the simulations, is supported by proving consistency of the new tests for broad classes of alternatives, including all alternatives with Y stochastically larger than X and hence in particular all tail alternatives.
Asymptotic null distribution
We derive the asymptotic null distributions of test statistics
Note that both test statistics T S and T 1 S1 are of this form.
We always assume that the sequences m = m(N) and n = n(N) tend to infinity as N → ∞ in such a way that
The first result concerns the limiting behavior of the selection rule under H 0 . As may be expected it concentrates on the lowest dimension, dimension 1.
Theorem 4.1 Assume that H 0 is true and denote the probability measure under
we have lim N →∞ P 0 (S = 1) = 1 and lim
where Φ denotes the standard normal distribution function. Note that lim
Proof The proof of Theorem 4.1 is a generalization of the method of proof, used in Kallenberg and Ledwina (1999) to prove Theorem 1 of that paper and is similar to the proof of Theorem 4.1 in Janic-Wróblewska and . BecauseS = k implies that dimension k "beats" dimension 1, we get by definition ofS and by the assumption 0
Application of (A.2) in Janic-Wróblewska and yields
Using 
Approximation for critical values and p-values
The first order approximation of T S and T 1 S1 given by Theorem 4.1 is not accurate. For instance, the simulated critical value for m = n = 50 and α = 0.05 equals 3.710 for T S and 3.872 for T 1 S1 , whereas the approximation based on Theorem 4.1 yields 2.706 for both. The same phenomenon occurs in data driven goodness of fit tests and in the data driven two sample test of Janic-Wróblewska and Ledwina. The remedy is a second order approximation, following the line of argument given by Kallenberg and Ledwina (1995a, sec. 4) , where more details can be found.
The idea is that
, implying that P (T S ≤ x) and P (T 1 SI ≤ x) are overestimated by the first order approximation Φ( √ x). We apply the following approximations
Replacing Z 1 and Z 2 by (independent) N(0, 1)-distributed rv's, a further approximation leads to the final proposal
Similarly, a simple approximation of P (T 1 S1 ≤ x) is given by
To illustrate the accuracy of the approximations (16) and (17), we calculate the approximations for the simulated critical values. The results are presented in Tables 2 and 3 . 
Consistency
The consistency of the tests based on T S and T 1 S1 is given in the following theorem.
Theorem 4.2 Let P be any alternative and let F and G be the marginal distribution functions of X and Y , respectively, under P .
Assume that
with c r given by (11).
If d(N) tends to infinity and d(N)
(ii) Suppose that for some k,
Proof We present a proof of (i). The consistency of T 1 S1 is proved in exactly the same way. Note that
Since the right-hand side of (20) tends to 0 in probability and since by the law of large numbers
we get
Let k * be the smallest k ≥ 1 for which (18) holds. In view of (21) we have for any k ∈ {1, . . . , k * − 1} that Proof By considering k = 1 in (18) and (19) we see that consistency of T S and T 1 S1 is obtained if
and this is satisfied if Y is stochastically larger than X.
For all alternatives considered in the simulation study, except for the lognormal case, it is immediately seen that Y is stochastically larger than X and hence by Corollary 4.3 consistency of T S and T 1 S1 is obtained for these alternatives.
For the lognormal alternative we get E 1 = E P J 1 H γ (Y )) − E P J 1 (H γ (X)) = 0 and hence we can not expect power for k = 1. This is clearly seen in Figure 5 , where the power of Wilcoxon's test completely breaks down. By direct calculation we get, writing U for a rv with a standard normal distribution,
As (23) is linear inγ, it is seen that E 2 > 0 for σ > 1 by considering γ = 1 and γ = 0 and noting that E{Φ(tU)} 2 is increasing in t. Hence, by (18) and (19) with k = 2, both T S and T 1 S1 are consistent also for the lognormal alternatives. For γ = 1 2 , used in the simulation, we get E 2 = E P J 2 (H 1/2 (Y )) − E P J 2 (H 1/2 (X)) = 0.223, 0.405, 0.553, 0.674, 0.775 for σ = 1.2, 1.4, 1.6, 1.8, 2.0, respectively. The facts that E 1 = 0 and E 2 > 0, and that T S gives higher weight to Z 1 than T 1 S1 , explain the somewhat higher power for T 1 S1 at the lognormal alternatives.
Remark Many modifications are possible for defining data driven smooth tests, such as other orthonormal systems and other penalties in the selection rule. These issues are extensively discussed e.g. in Kallenberg and Ledwina (1997b) and Inglot et al. (1997) . Here we mention the replacement of Legendre polynomials by certain Jacobi polynomials associated with inner products giving, in particular, other weights at the tails of the interval (0,1). In our simulations these tests performed not substantially better and hence we have not presented the results here. Another modification is not to use orthonormal systems, but simply to start with the functions B r (t) = 4r 2 − 1 3r
given by the increasing tail alternatives (see Albers and Schut, 1996) . This leads to J r (t) = 4r 2 − 1 r (r + 1)t r − rt r−1 .
Although such a direct approach sounds attractive, serious problems occur, because the functions J r are too close to each other and hence do not span efficiently the space of alternatives of interest.
