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COMPUTATION OF UNITARY GROUP FOR THE RASHBA
SPIN-ORBIT COUPLED OPERATOR, WITH APPLICATION TO
POINT-INTERACTIONS
RYTIS JURŠE˙NAS
Abstract. We compute an explicit formula for the one-parameter unitary
group of the single-particle Rashba spin-orbit coupled operator in dimen-
sion three. As an application, we derive the formula for the Green function
for the two-particle operator, and then prove that the spin-dependent point-
interaction is of class H
−4. The latter is thus the example of a supersingular
perturbation for which no self-adjoint operator can be constructed.
1. Introduction
The fundamental object for describing quantum dynamics of a system governed
by a Hamiltonian h is the associated one-parameter unitary group eith (t ∈ R).
For h lower semibounded, the unitary group is closely related to the semigroup
e−th (t > 0) in that e−ith is the strong limit of e−i(t−iǫ)h as ǫ ց 0. For example,
the integral kernel (the free propagator) of the Schrödinger semigroup et∆|H2(R3) is
well-known:
(1.1) K0t (x) =
e−
|x|2
4t
(4πt)3/2
a.e. x ∈ R3
and
(1.2) eit∆|H2(R3)u = l. i.m.
∫
K0it(· − y)u(y) dy
for u ∈ L2(R3). Here and elsewhere l. i.m. ∫ ≡ l. i.m.Rր∞ ∫|y|≤R implies the L2-
norm convergent integral; the integral is just the convolution K0it ∗ u when u ∈
L2 ∩ L1. For a comprehensive exposition of Schrödinger (semi)groups the reader
may refer to [1–4].
In the first half of the present paper we obtain the formulas (theorem 3.1, corol-
lary 3.2) analogous to (1.1) and (1.2) when h is the Rashba spin-orbit coupled
operator considered in the presence of the out-of-plane magnetic field. To the best
of our knowledge, no such formula has been derived previously. More specifically,
we consider the operator h in H = h⊗ C2, with h = L2(R3), given by the operator
sum
(1.3a) h = h0 + U , h0 = −∆|H2(R3)⊗1C2
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where the potential U (atom-light coupling) is the operator sum
(1.3b) U = αU so + βUB , α, β ≥ 0
of the Rashba spin-orbit coupling term
(1.3c) U so = D− ⊗ S+ −D+ ⊗ S− , D± = (∇1 ± i∇2)|H1(R3)
(the overbar denotes the closure) and the Raman-coupling term
(1.3d) UB = 21h ⊗ S3 .
The spin operators
(1.4) Si =
1
2
σi for i ∈ {1, 2, 3} ; S± = S1 ± iS2
where (σi) are standard Pauli matrices.
By using a classic Nelson theorem for analytic vectors we show that D−⊗ S+−
D+⊗S− is essentially self-adjoint and that the linear span D of bounded elementary
tensors u⊗ ϕ, with u ∈ Db(D+D−) and ϕ ∈ C2, is the core for its closure U so. As
a result, the operator h defined by (1.3), (1.4) is self-adjoint. Of course, to show
the self-adjointness of h it would suffice to notice that h0 is self-adjoint and that
U is relatively h0-bounded. However, it is D itself that is more important to our
investigation besides the self-adjointness.
It is known that h ≥ −Σ is lower semibounded with Σ = β if 2β > α2 and
Σ = (β/α)2 + (α/2)2 otherwise. Variant forms of h were studied by many authors.
For example, the special case α = 0 in various spatial dimensions can be found
in [5–9]. A general case in three spatial dimensions is studied in [10, 11].
In the second half of the paper we use the computed unitary group for deriving
the Green function for the two-particle operator
(1.5) H = h⊗ 1H + 1H ⊗ h .
Since h ≥ −Σ is self-adjoint in H, H ≥ −2Σ is self-adjoint in H ⊗ H. We use the
integral representation of the resolvent R(z) = (H − z1H⊗H)−1,
(1.6) R(z) = ±i
∫ ∞
0
e±itze∓itH dt , eitH = eith ⊗ eith
where the upper (lower) sign is taken when ℑz > 0 (ℑz < 0). For α small, we give
explicit formulas for the parts of Green function in propositions 4.1, 4.2, and A.1.
Our main motive for considering (1.5) is an attempt to understand eventually in
a rigorous way the formation of cold molecules [12], provided that the interaction
is zero-range. The main difficulty is that the two-particle operator H does not
admit the separation of variables in the center-of-mass coordinate system Q =
(x,X) unless α = 0; here x is the relative coordinate and X is the center-of-
mass coordinate. The situation is clearly seen from the operator which is unitarily
equivalent to H :
(1.7) A⊗ 1H + 1H ⊗B + αD
where the self-adjoint operators A = A(x) and B = B(X) are defined by
(1.8a) A = 2h0 + U , B =
1
2
(h0 + U + βUB)
and the essentially self-adjoint operator D = D(x,X) is defined by
D =(D+ ⊗ 1C2)⊗ (1h ⊗ S−)− (D− ⊗ 1C2)⊗ (1h ⊗ S+)
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[(1h ⊗ S+)⊗ (D− ⊗ 1C2)− (1h ⊗ S−)⊗ (D+ ⊗ 1C2)] .(1.8b)
When α = 0, (1.7) simplifies so that one can apply the theory of singular pertur-
bations developed in [13] (and in particular in theorem 5.2.1 therein), since it was
shown in [10] that the Dirac delta is of class H−2(h)rH−1(h) for h, and hence for
A = 2h0 + βUB; as usual, (Hn)n∈Z is the scale of Hilbert spaces associated with a
self-adjoint operator. We assume that the two particles at positions x1 and x2 are
interacting via the zero-range potential which is modeled by the Dirac distribution
concentrated at x = x1 − x2 = 0.
When α > 0, one cannot associate the x-dependent interaction potential to A(x)
alone because of D(x,X); that is, the two-particle case no longer reduces to the
single-particle one. Instead, one studies the restriction of (1.7) to (H2(R3r {0})⊗
C2)⊗domh. Equivalently, one considers the singular perturbation concentrated at
(0, X) and associated to the total operator (1.7). Further results in this direction
will be provided elsewhere. Here, we aim at considering the perturbation itself, and
we show by using (1.6) that the perturbation is of class H−4(H) r H−3(H); see
theorem 5.2. A general theory of supersingular rank one perturbations is developed
in [14,15] (see also the list of references therein), where it is shown that the restricted
operator does not have self-adjoint extensions, but the so-called regular ones. The
results for finite rank perturbations, which is our case, are generalized naturally.
One can also obtain the Green function for (1.5) by using the single-particle
Green function in [11]. Mimicking the proof of theorem 5 in [16], for z ∈ C and
ℜz < −2Σ, the resolvent R(z) of H is the norm convergent integral ∫
R
r(z/2 −
it) ⊗ r(z/2 + it) dt/(2π), where r(·) is the resolvent of h. However, in this case
we are restricted to ℜz < −2Σ, while considering singular perturbations we deal
with R(±i). Even if one shows that one can analytically relax the restriction,
the exposition becomes highly complicated due to the hypergeometric origin of
functions G1 and G2 in [11]. On the other hand, we note in remark 3.3 without
proof how the unitary group computed in the present paper relates to G1 and G2.
2. Preliminaries
Here and elsewhere:
• ∇i, i ∈ {1, 2, 3}, is the gradient in the ith component of a three-dimensional
position vector; the Laplacian ∆ =
∑3
i=1∇2i .
• H = h ⊗ C2, h = L2(R3), hc = L2(R6), Hm (m ∈ N) is the (L2-)Sobolev
space.
• The tensor product A ⊗ B = A⊙B of the operators A and B in Hilbert
spaces H1 and H2, respectively, is the closure of the operator A⊙B defined
on the linear space spanned by elementary tensors u⊗v (conjugate-bilinear
forms on H1 × H2), with u ∈ domA and v ∈ domB: (A ⊙ B)(u ⊗ v) =
Au ⊗ Bv. The tensor product H1 ⊗ H2 of Hilbert spaces H1 and H2 is the
completion of H1⊙H2 with respect to the cross norm, where H1⊙H2 is the
linear space spanned by elementary tensors u⊗ v, with u ∈ H1 and v ∈ H2.
Denote the standard basis of C2 by
|1
2
〉 =
(
1
0
)
, |−1
2
〉 =
(
0
1
)
.
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With this notation
(2.1) S± |s〉 = δs,∓ 12 |±
1
2
〉 , S3 |s〉 = s |s〉
for s ∈ {− 12 , 12}; δs,∓ 12 is the Kronecker symbol. The spin operators S± are bounded
in C2, with the adjoint ones (S±)∗ = S∓.
By Gauss formula, the adjoint operators (D±)∗ = −D∓ are densely defined
in h and hence the D± = D± are closed. We therefore have that (D∓ ⊗ S±)∗ =
−D±⊗S∓. By definition, dom(D∓⊙S±) is dense in H, hence so is dom(D∓⊗S±).
Thus we have
(D− ⊗ S+ −D+ ⊗ S−)∗ ⊇(D− ⊗ S+)∗ − (D+ ⊗ S−)∗
=D− ⊗ S+ −D+ ⊗ S−
i.e. D−⊗S+−D+⊗S− is densely defined, symmetric, closable. In fact, a stronger
property holds; see proposition 2.2.
Proposition 2.1. Let Db(D+D−) be the set of bounded vectors u for a self-adjoint
operator D+D−; that is, ‖(D+D−)nu‖h ≤ Cnu for some Cu > 0 and for n ∈ N.
Let D be the set spanned by elementary tensors u ⊗ ϕ, where u ∈ Db(D+D−) and
ϕ ∈ C2. Then D ⊆ H densely.
Proof. Applying Gauss formula twice one finds that D+D− is self-adjoint. There-
fore, by standard argument, Db(D+D−) is dense in h and D is dense in H. 
Proposition 2.2. The operator D− ⊗ S+ − D+ ⊗ S− is essentially self-adjoint,
and D is the core for its closure.
Proof. Consider an elementary tensor u ⊗ ϕ ∈ D. Each ϕ ∈ C2 is of the form
ϕ =
∑
s ϕs |s〉, with ϕs ∈ C. Let un = (D+D−)nu. Using (2.1) we have by
induction
(D− ⊗ S+ −D+ ⊗ S−)2n(u⊗ ϕ) =(−1)nun ⊗ ϕ ,
(D− ⊗ S+ −D+ ⊗ S−)2n+1(u⊗ ϕ) =(−1)nD−un ⊗ ϕ− 12 |
1
2
〉
− (−1)nD+un ⊗ ϕ 1
2
|−1
2
〉
for n ∈ N0. Since ‖un‖h ≤ Cnu (see proposition 2.1), we have
(2.2) ‖(D− ⊗ S+ −D+ ⊗ S−)2n(u⊗ ϕ)‖H ≤
√
C2nu ‖ϕ‖C2 .
For odd powers we have
‖(D− ⊗ S+ −D+ ⊗ S−)2n+1(u ⊗ ϕ)‖H ≤ |ϕ− 12 | ‖D
−un‖h + |ϕ 1
2
| ‖D+un‖h .
But
0 ≤ ‖D±un‖2h = −〈un, un+1〉h ≤ ‖un‖h ‖un+1‖h ≤ C2n+1u
and hence
(2.3) ‖(D− ⊗ S+ −D+ ⊗ S−)2n+1(u⊗ ϕ)‖H ≤
√
C2n+1u (|ϕ− 12 |+ |ϕ 12 |) .
It follows from (2.2) and (2.3) that u⊗ ϕ ∈ D is a bounded, hence analytic, vector
for D− ⊗ S+ − D+ ⊗ S−. Since D is dense in H by proposition 2.1, the set of
analytic vectors for a symmetric operator D− ⊗ S+ −D+ ⊗ S− is also dense in H.
Then, by Nelson theorem, D− ⊗ S+ −D+ ⊗ S− is essentially self-adjoint. 
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By proposition 2.2, the operator h on domh = domh0 is self-adjoint.
3. Integral kernel of the unitary group
Recall that the confluent Humbert function Φ3 possesses the series representation
[17, equation (40)]
Φ3(a; b;x, y) =
∑
m,n∈N0
(a)m
(b)m+n
xm
m!
yn
n!
which is absolutely convergent for |x|, |y| < ∞, provided that the Pochhammer
symbols exist (i.e. −b /∈ N0). The Φ3 function is one of the seven confluent forms
of the Appell F1 function; see also [18].
Theorem 3.1. For t > 0 and u⊗ |s〉 ∈ D
(3.1) e−th(u⊗ |s〉) =
∑
s′
(Gs
′s
t ∗ u)⊗ |s′〉
where
(3.2a) Gs
′s
t (x) = K
0
t (x)[δs′s(at − 2βsbt) +
α
2t
bt(δs′, 12 δs,−
1
2
x− − δs′,− 12 δs, 12x
+)] ,
(3.2b) at = Φ3(1; 1/2; t(α/2)
2, (βt/2)2) , bt = tΦ3(1; 3/2; t(α/2)
2, (βt/2)2)
for a.e. x = (x1, x2, x3) ∈ R3; x± = x1 ± ix2.
Corollary 3.2. For t ∈ Rr {0} and u⊗ |s〉 ∈ D
e−ith(u⊗ |s〉) = s-lim
ǫց0
∑
s′
(Gs
′s
ǫ+it ∗ u)⊗ |s′〉(3.3a)
=
∑
s′
l. i.m.
∫
Gs
′s
it (· − y)u(y) dy ⊗ |s′〉 .(3.3b)
Remark 3.3. 1) Let Ut = e
ith|D. Then Ut ⊆ eith ⇒ U∗t = e−ith ⇒ Ut = eith.
Thus, the extension eith of Ut acts on u ∈ h by (3.3): For all ǫ > 0 and a given
f ∈ H one finds a g ∈ D such that ‖f − g‖H < ǫ, so ‖eithf‖H ≤ ‖Utg‖H + ǫ.
2) Using (h− z1H)−1 =
∫∞
0
etze−th dt for ℜz < −Σ, one shows that
G1(x; z) =
∫ ∞
0
etzK0t (x)bt dt , x ∈ R3 ,(3.4a)
D±G1(x; z) =− x
±
2
∫ ∞
0
etzK0t (x)btt
−1 dt , x ∈ R3 r {0} ,(3.4b)
G2(x; z) =
∫ ∞
0
etzK0t (x)at dt , x ∈ R3 r {0}(3.4c)
provided that the hypergeometric series on the left exist (theorem 3.3 in [11]). Ini-
tially, relations in (3.4) are valid for a.e. x, as it is seen from the comparison between
the single-particle Green function in [11] and that derived by using (3.1). However,
the direct computation of the integrals on the right shows that the equalities hold
true for all x. One therefore refers to (3.4) as the integral representations of the
hypergeometric series G1, D
±G1, G2.
3) As αց 0
ait =cos(βt) +
2i
β
(α/2)2 sin(βt) +O(α4) ,(3.5a)
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bit =
i
β
sin(βt) +
2
β2
(α/2)2(cos(βt)− sin(βt)
βt
) +O(α4) .(3.5b)
If further β = 0, one assumes the limit β ց 0. Similar relations hold for α arbitrary
and β small. We use (3.5) for computing the two-particle Green function later on.
Now we give the proofs of the above results. The proof of theorem 3.1 relies on
the two lemmas.
Lemma 3.4. For t > 0, the operator
(3.6) et∆|H2(R3) cosh(t
√
−α2D+D− + β21h)|Db(D+D−)
in h admits the unique extension which is bounded in h. The integral kernel kt of
the operator in (3.6) is given by
kt(x) = K
0
t (x)Φ3(1; 1/2; t(α/2)
2, (βt/2)2)
for a.e. x ∈ R3.
Lemma 3.5. For t > 0, the operator
(3.7) et∆|H2(R3)
sinh(t
√−α2D+D− + β21h)√−α2D+D− + β21h |Db(D+D−)
in h admits the unique extension which is bounded in h. The integral kernel lt of
the operator in (3.7) is given by
lt(x) = K
0
t (x)tΦ3(1; 3/2; t(α/2)
2, (βt/2)2)
for a.e. x ∈ R3.
Proof of lemma 3.4. Throughout, ‖·‖p is the norm in Lp(R3) for 1 ≤ p < ∞; in
particular ‖·‖2 = ‖·‖h. Let pt(−i∇) denote the operator in (3.6). First we show
that pt(−i∇) defines a continuous mapping Db(D+D−)→ L2(R3).
Using cosh(·) = s-limnր∞
∑n
k=0(·)2k/(2k)! on Db(D+D−), and the binomial
formula, we have for u ∈ Db(D+D−)
‖pt(−i∇)u‖2 =‖
∑
n∈N0
(βt)2n
(2n)!
n∑
m=0
(
n
m
)
(−1)m(α
β
)2met∆um‖2
≤
∑
n∈N0
(βt)2n
(2n)!
n∑
m=0
(
n
m
)
(
α
β
)2m‖et∆um‖2
where um = (D
+D−)mu. Since K0t ∈ L1(R3), we have by Young inequality
(3.8) ‖et∆um‖2 = ‖K0t ∗ um‖2 ≤ ‖K0t ‖1 ‖um‖2 .
But ‖um‖2 ≤ Cmu for some finite Cu > 0, and ‖K0t ‖1 = 1, so
‖pt(−i∇)u‖2 ≤
∑
n∈N0
(βt)2n
(2n)!
n∑
m=0
(
n
m
)
(
α
β
)2mCmu = cosh(t
√
α2Cu + β2)
showing that pt(−i∇) is a continuous linear operator from Db(D+D−) into L2(R3).
Since Db(D+D−) is dense in L2(R3), there exists the unique bounded operator in
L2(R3) that extends pt(−i∇).
Next we compute kt. Since pt(−i∇)u = kt ∗ u for u ∈ Db(D+D−), we have
(3.9) kt = pt(−i∇)δ
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in D ′(R3), where δ is the Dirac distribution. Let Fx 7→ξ: h → h be the Fourier
transform; ξ = (ξ1, ξ2, ξ3) ∈ R3. In the sense of Plancherel–Riesz theorem, for
u ∈ h
(3.10) F [D±u] = iξ±uˆ , ξ± = ξ1 ± iξ2 , uˆ = F [u] .
Using (3.10), pt(−i∇) has the symbol
(3.11) pt(ξ) = e
−tξ·ξ cosh(t
√
α2ξ+ξ− + β2) .
The dot product denotes the standard scalar product of vectors in R3. Since the
symbol pt ∈ L1(R3), relation (3.9) gives
(3.12) kt(x) =
1
(2π)3
∫
R3
eix·ξpt(ξ) dξ a.e. x ∈ R3 .
Rewrite ξ in (3.11) and (3.12) in spherical coordinates (|ξ| = ρ, θ, φ) and use the
series representation of cosh. Then, expand (α2ξ+ξ−+β2)n using binomial formula,
apply the relations∫ π
0
ei|x|ρ cos θ sin2m+1 θ dθ =
√
πm!
Γ(m+ 32 )
0F1(;m+
3
2
;−|x|
2ρ2
4
) ,(3.13a)
∫ ∞
0
ρm+1/2e−tρ 0F1(;m+
3
2
;−|x|
2ρ
4
) dρ = e−
|x|2
4t t−m−3/2Γ(m+
3
2
)(3.13b)
(m ∈ N0), and get that
kt(x) =
e−
|x|2
4t at
(4πt)3/2
, at =
∑
n∈N0
(βt)2n
(2n)!
n∑
m=0
(
n
m
)
(
α
β
)2mm! t−m .
It remains to compute at. The formal double series∑
n∈N0
n∑
m=0
Ωnm =
∑
n∈N0
∞∑
m=n
Ωmn
provided that the sum exists. Using in addition that 1/Γ(k) = 0 for −k ∈ N0, we
get
at =
∑
n,m∈N0
(βt)2m
(2m)!
(
α
β
)2nt−n
m!
Γ(m− n+ 1)
=
∑
n,m∈N0
[(α/β)2/t]n
n!
[(βt)2]m
m!
[
(1)n(1)m(1)m
(1)2m(1)m−n
]
.
Using Legendre’s duplication formula (1)2m = 4
m(12 )m(1)m and then replacing m
by n+ p for p ∈ N0 (since 1/(1)p = 0 for −p ∈ N) we get
at =
∑
n,p∈N0
[(α/β)2/t]n
n!
[(βt)2]n+p
(n+ p)!
[
4−n−p(1)n+p(1)n
(12 )n+p(1)p
]
=
∑
n,p∈N0
[t(α/2)2]n
n!
[(βt/2)2]p
p!
[
(1)n
(12 )n+p
]
which is the confluent Humbert function Φ3(1; 1/2; t(α/2)
2, (βt/2)2). This com-
pletes the proof of the lemma. 
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Proof of lemma 3.5. Let pt(−i∇) denote the operator in (3.7). First we show that
pt(−i∇) defines a continuous mapping Db(D+D−)→ L2(R3).
Using sinh(·) = s-limnր∞
∑n
k=0(·)2k+1/(2k + 1)! on Db(D+D−), and the bino-
mial formula, we have for u ∈ Db(D+D−)
‖pt(−i∇)u‖2 =‖
∑
n∈N0
(βt)2nt
(2n+ 1)!
n∑
m=0
(
n
m
)
(−1)m(α
β
)2met∆um‖2
≤t
∑
n∈N0
(βt)2n
(2n+ 1)!
n∑
m=0
(
n
m
)
(
α
β
)2m‖et∆um‖2
where um = (D
+D−)mu. It was shown in the proof of lemma 3.4 that ‖et∆um‖2 ≤
Cmu for some finite Cu > 0, so
‖pt(−i∇)u‖2 ≤ sinh(t
√
α2Cu + β2)√
α2Cu + β2
implying that pt(−i∇) is a continuous linear operator from Db(D+D−) into L2(R3).
Since Db(D+D−) is dense in L2(R3), there exists the unique bounded operator in
L2(R3) that extends pt(−i∇).
The computation of lt is pretty much the same as that of kt in lemma 3.4. In
this case the symbol of pt(−i∇) is
pt(ξ) = e
−tξ·ξ sinh(t
√
α2ξ+ξ− + β2)√
α2ξ+ξ− + β2
, pt ∈ L1(R3) .
Using the series representation of sinh, (3.12), and (3.13), we get
lt(x) =
e−
|x|2
4t bt
(4πt)3/2
, bt = t
∑
n∈N0
(βt)2n
(2n+ 1)!
n∑
m=0
(
n
m
)
(
α
β
)2mm! t−m .
Proceeding exactly the same way as when equating at in the proof of lemma 3.4, we
get bt = tΦ3(1; 3/2; t(α/2)
2, (βt/2)2) (the only difference is that now (2m + 1)!=
(2)2m = 4
m(32 )m(1)m). The proof of the lemma is accomplished. 
We are in a position to accomplish the proof of the theorem.
Proof of theorem 3.1. Both e−th
0 |D and e−tU |D are the strong limits of their Taylor
series. Since D is invariant under the action of e−th0 (because of (3.8)) and e−tU
(by definition), the operators e−th
0
and e−tU commute on D, and it holds
(3.14) e−th|D= e−th
0
e−tU |D .
Next, using
(S±)n = 0 (n ∈ N≥2) , S+S− + S−S+ = 1C2 , S±S3 + S3S± = 0
we have by induction
U2n(u ⊗ |s〉) = (−α2D+D− + β21h)nu⊗ |s〉
for n ∈ N0 and u⊗ |s〉 ∈ D. Therefore, by (3.14)
e−th(u ⊗ |s〉) =(et∆|H2(R3) ⊙ 1C2)
∑
n∈N0
(−t)n
n!
Un(u⊗ |s〉)
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=
∑
n∈N0
t2n
(2n)!
et∆|H2(R3)(−α2D+D− + β21h)nu⊗ |s〉
+
∑
n∈N0
(−t)2n+1
(2n+ 1)!
[et∆|H2(R3)(−α2D+D− + β21h)n ⊙ 1C2 ]U(u⊗ |s〉) .
The first series is [equation (3.6)]u⊗ |s〉 and the second one is −([equation (3.7)]⊙
1C2)U(u ⊗ |s〉). Using the definition of U , and then applying lemmas 3.4 and 3.5,
and
D±lt(x) = −x
±
2t
lt(x) a.e. x ∈ R3
one deduces (3.1) and (3.2). The proof of the theorem is complete. 
Proof of corollary 3.2. For t ∈ Rr {0}, ǫ > 0, u⊗ |s〉 ∈ D, we have by theorem 3.1
‖(e−i(t−iǫ)h − e−ith)(u ⊗ |s〉)‖H = ‖
∑
s′
ϕs
′s
ǫ ⊗ |s′〉‖H =
(∑
s′
‖ϕs′sǫ ‖2h
)1/2
where
ϕs
′s
ǫ = G
s′s
ǫ ∗ u− δs′su .
Further, using limt→0 at = 1 and limt→0 bt = 0
lim
ǫց0
‖ϕs′sǫ ‖h = δs′s lim
ǫց0
‖K0ǫ ∗ u− u‖h .
But
lim
ǫց0
‖K0ǫ ∗ u− u‖h = lim
ǫց0
‖eǫ∆u− u‖h = lim
ǫց0
ǫ‖1
ǫ
(eǫ∆|H2(R3) − 1h)u‖h
= lim
ǫց0
ǫ‖∆u‖h = 0
and hence
e−ith(u⊗ |s〉) = s-lim
ǫց0
e−i(t−iǫ)h(u⊗ |s〉) = s-lim
ǫց0
∑
s′
(Gs
′s
i(t−iǫ) ∗ u)⊗ |s′〉 .
Now, by standard argument, instead of u, consider the function uR = 1{x | |x|≤R}u.
Then uR ∈ Db(D+D−) ∩ L1(R3) and one deduces (3.3). 
4. Green function for the two-particle operator
In this section we study the resolvent of the two-particle operator H in (1.5)
written in the center-of-mass coordinate system.
4.1. Bases. In what follows we find it convenient to identify C2⊗C2 with C3⊕C1,
which basically says that the tensor product 2⊗2 of SU2-irreducible representations
of dimensions 2s + 1 = 2 reduces to the orthogonal sum 3 ⊕ 1 of SU2-irreducible
representations of dimensions 2s+ 1 = 3 and 2s+ 1 = 1. The basis of the space of
the representation 3 is (|1s〉)s∈{−1,0,1}, while the space of 1 is single-dimensional,
with the basis |00〉. This follows from the fact that the basis of C3 ⊕ C1
(|σ〉)σ∈S , S =
⋃
S∈{0,1}
{(S, s) | s ∈ {−S,−S + 1, . . . , S}}
is orthonormal and is related to the orthonormal basis
(|s1s2〉 = |s1〉 ⊗ |s2〉)(s1,s2)∈{− 12 , 12}2
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of C2 ⊗ C2 via the Clebsch–Gordan coefficient of SU2 [19]:
(4.1) |Ss〉 =
∑
s1,s2
[
1
2
1
2 S
s1 s2 s
]
|s1s2〉
where the sum runs over (s1, s2) ∈ {− 12 , 12}2 such that s1 + s2 = s. Using (4.1)
and the orthogonality condition for the Clebsch–Gordan coefficient, one represents
the basis vector |s1s2〉 of C2 ⊗ C2 as a linear combination of the basis vectors |σ〉
of C3 ⊕ C1, with σ ranging over S.
Given the orthonormal basis (ei) of h, the orthonormal basis of H is (ei ⊗ |s〉)
and the orthonormal basis of H⊗H is ((ei ⊗ |s1〉)⊗ (ej ⊗ |s2〉)). The Hilbert space
K = (h⊗ h)⊗ (C3 ⊕ C1)
has orthonormal basis (eij ⊗ |σ〉), with eij = ei ⊗ ej , σ = (S, s) ∈ S. The map
J :H⊗ H→ K given by
J : (ei ⊗ |s1〉)⊗ (ej ⊗ |s2〉) 7→
∑
σ
[
1
2
1
2 S
s1 s2 s
]
eij ⊗ |σ〉
is unitary, and so K is isomorphic to H⊗ H.
4.2. Center-of-mass coordinate system. Let x1 ∈ R3, x2 ∈ R3 be the position-
vectors of the two atoms, and put q = (x1, x2) and Q = (x,X), where x = x1 − x2
and X = (x1 + x2)/2. Then
Kq = Q , K =
(
1 −1
1
2
1
2
)
.
The coordinate transformation K gives rise to the unitary transformation U in the
Hilbert space hc = L2(R6):
U : hc → hc , f(q) 7→ f(Kq) .
Now consider the unitary isomorphisms τ : h ⊗ h→ hc, eij 7→ ei(x1)ej(x2), and
τ˜ = Uτ ⊗ 1C3⊕C1 :K→ Kc = hc ⊗ (C3 ⊕ C1) .
Note that Uτ ∈ B(h ⊗ h, hc) is bounded, so (Uτ ⊗ 1C3⊕C1)∗ = (Uτ)∗ ⊗ 1C3⊕C1 .
Define
(4.2) Rc(z) = LR(z)L∗ , z ∈ resH = Cr [−2Σ,∞)
where the unitary map
L = τ˜J :H⊗ H→ Kc ,
[(ei ⊗ |s1〉)⊗ (ej ⊗ |s2〉)] 7→
∑
S,s
[
1
2
1
2 S
s1 s2 s
]
ei(x)ej(X)⊗ |Ss〉 .
Note that J ∈ B(H⊗H,K), so (τ˜ J)∗ = J∗τ˜∗. The bounded operator Rc(z) ∈ B(Kc)
is the resolvent (Hc − z1Kc)−1 of the self-adjoint operator
Hc = LHL∗ , domHc = L domH
which represents the two-particle Hamiltonian (1.5) written in the center-of-mass
coordinate system Q. The operator H is unitarily equivalent to (1.7), and the
unitary self-map is given by J∗[τ∗Uτ ⊗ 1C3⊕C1 ]J .
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4.3. Resolvent. By (1.6), (3.3), and (4.2), the resolvent Rc(z) acts on f ⊗ |σ〉 ∈
hc ⊗ (C3 ⊕ C1) as follows:
(4.3) Rc(z)(f(Q)⊗ |σ〉) =
∑
σ′
l. i.m.
∫
Rcσ′σ(z)(Q−Q′)f(Q′) dQ′ ⊗ |σ′〉 .
For a.e. Q = (x,X) ∈ R6, the element Rcσ′σ(z)(Q) of the Green function is given
by the improper Riemann integral (
∫∞
0
≡ limǫց0
∫∞
ǫ
)
(4.4)
Rcσ′σ(z)(x,X) = ±i
∫ ∞
0
e±itz
∑
s1,s2
s′1,s
′
2
[
1
2
1
2 S
s1 s2 s
] [
1
2
1
2 S
′
s′1 s
′
2 s
′
]
G
s′1s1
±it (x)G
s′2s2
±it (X) dt
with the upper (lower) sign taken for ℑz > 0 (ℑz < 0). Relations (4.3) and (4.4)
follow from the fact that the integrand (·) in (4.4) is not Lebesgue summable, since
(·) is of the form exp(±i[tz +Q2/(4t)])t−3P σ′σ±it (Q) with some P σ
′σ
±it containing the
powers tn for n ∈ Z. Therefore, in order to apply the Fubini theorem for changing
the order of integration with respect to Q′ and t, one introduces the factor e−ǫ/t so
that
∫∞
0 e
−ǫ/t(·) dt = ∫∞ǫ (·) dt as ǫց 0. The latter holds true because e−ǫ/ttn → 0
as t → 0 for all n ∈ Z, which further amounts to ∫ ǫ
0
e−ǫ/t(·) dt → 0 as ǫ ց 0 (see
also the proof of proposition 4.1).
We compute (4.4) for α ≥ 0 small.
Proposition 4.1. For ℑz 6= 0 and α = 0
Rcσ′σ(z)(Q) =−
δσ′σ
8π3Q2
(
δs0zK2(|Q|
√−z) + δS1[δs1(z − 2β)K2(|Q|
√
2β − z)
+δs,−1(z + 2β)K2(|Q|
√
−2β − z)]
)
(4.5)
for a.e. Q ∈ R6. If in addition β = 0 then
(4.6) Rcσ′σ(z)(Q) = −δσ′σ
zK2(|Q|
√−z)
8π3Q2
.
(Kν is the Macdonald function of order ν.) More generally, we have proposi-
tion 4.2.
Proposition 4.2. For ℑz 6= 0 and α ≥ 0 arbitrarily small, the diagonal element
(4.7) Rcσσ(z) = R
c
σσ(z)α=0 + α
2∆σ(z) +O(α
4)
where Rcσσ(z)α=0 is given by (4.5), and the correction term
∆σ(z)(Q) =
∓i
8π3β2|Q|3
(
δs0[z
3/2K3(|Q|
√−z)− 1
2
(z + 2β)3/2K3(|Q|
√
−2β − z)
− 1
2
(z − 2β)3/2K3(|Q|
√
2β − z)∓ i(−1)S x
−X+ + x+X−
8|Q|
· (2z2K4(|Q|
√−z)− (z + 2β)2K4(|Q|
√
−2β − z)
− (z − 2β)2K4(|Q|
√
2β − z))]
+ δS1{δs1[(z − 2β)3/2K3(|Q|
√
2β − z)− z3/2K3(|Q|
√−z)
± iβ|Q|(z − 2β)K2(|Q|
√
2β − z)]
+ δs,−1[(z + 2β)
3/2K3(|Q|
√
−2β − z)− z3/2K3(|Q|
√−z)
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∓ iβ|Q|(z + 2β)K2(|Q|
√
−2β − z)]}
)
(4.8)
for a.e. Q = (x,X) ∈ R6; the upper (lower) sign is taken when ℑz > 0 (ℑz < 0).
When in addition β = 0, one assumes the limit β ց 0 in (4.8).
(X± is defined similar to x±.) For the purposes of the present paper, the com-
putation of the diagonal elements of the two-particle Green function is sufficient.
However, for completeness, we list non-diagonal elements in Appendix A.
We close the section by giving the proofs of the above propositions.
Proof of proposition 4.1. Using (3.2) and (3.5)
Gs
′s
it (x) = δs′sK
0
it(x)(cos(βt)− 2is sin(βt)) a.e. x ∈ R3
and hence by (4.4)
Rcσ′σ(z)(Q) =± iδσ′σ
∫ ∞
0
e±itzK0±it(x)K
0
±it(X)
· (δs0 + δS1[δs1e∓2iβt + δs,−1e±2iβt]) dt(4.9)
for a.e. Q = (x,X) ∈ R6. The improper Riemann integrals∫ ∞
0
e±itzK0±it(x)K
0
±it(X)t
−n dt = lim
ǫց0
∫ ∞
ǫ
e±itz
exp(±iQ
2
4t )
(±4πit)3 t
−n dt(4.10a)
= lim
ǫց0
∫ ∞
0
e±itz
exp(±iQ
2−ǫ)
4t )
(±4πit)3 t
−n dt(4.10b)
=
±iz1+n/2
23−nπ3|Q|n+2Kn+2(|Q|
√−z)(4.10c)
for n ∈ Z; the upper (lower) sign is for ℑz > 0 (ℑz < 0). To show the second
equality, let us define
Iǫ =
∫ ∞
0
ei[tz+Q
2/(4t)]−ǫ/ttn dt
for ℑz > 0, |Q| > 0, ǫ > 0, n ∈ Z. Making the substitution t → t − ǫ and then
using the decomposition
∫∞
ǫ =
∫ δ
ǫ +
∫∞
δ for δ > ǫ, we get Iǫ = I
(1)
ǫ,δ + I
(2)
ǫ,δ where
I
(1)
ǫ,δ =
∫ δ
ǫ
ei{(t−ǫ)z+Q
2/[4(t−ǫ)]}−ǫ/(t−ǫ)(t− ǫ)n dt ,
I
(2)
ǫ,δ =
∫ ∞
δ
ei{(t−ǫ)z+Q
2/[4(t−ǫ)]}−ǫ/(t−ǫ)(t− ǫ)n dt .
In the limit, the second integral
lim
δցǫ
lim
ǫց0
I
(2)
ǫ,δ = limδցǫ
lim
ǫց0
∫ ∞
δ
ei{(t−ǫ)z+Q
2/[4(t−ǫ)]}−ǫ/(t−ǫ)(t− ǫ)n dt
= lim
δց0
∫ ∞
δ
ei[tz+Q
2/(4t)]tn dt
because t ≥ δ > ǫ. The first integral
I
(1)
ǫ,δ =
∫ δ−ǫ
0
ei[tz+Q
2/(4t)]−ǫ/ttn dt .
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Since e−ǫ/ttn → 0 as t→ 0, we have in the limit
lim
δցǫ
lim
ǫց0
I
(1)
ǫ,δ = 0
which, together with the above result, shows the equality (4.10a) = (4.10b) for
ℑz > 0; the proof for ℑz < 0 is analogous.
Relation (4.10c) follows from (4.10b) by using e.g. [20, equation (9.42)]. Substi-
tute (4.10c) with n = 0 in (4.9) and deduce (4.5). Passing to the limit β ց 0 one
gets (4.6). 
Proof of proposition 4.2. We have by (4.4)
Rcσσ(z)(x,X) =± i
∫ ∞
0
e±itzK0±it(x)K
0
±it(X)(δs0[a
2
±it − β2b2±it
− (−1)S α
2
8t2
b2±it(x
−X+ + x+X−)]
+ δS1[δs1(a±it − βb±it)2 + δs,−1(a±it + βb±it)2]) dt(4.11)
and by (3.5)
a2it − β2b2it =1 +
iα2
2β2t
(1− cos(2βt)) +O(α4) ,(4.12a)
(ait ± βbit)2 =e±2iβt + α
2
2β2t
(e±2iβt(i± 2βt)− i) +O(α4)(4.12b)
as α ց 0. In view of (4.9) and using a−it = ait (and similarly for b−it) and the
exponentiation of sine and cosine functions, substitute (4.12) in (4.11), and then
apply (4.10c) for n ∈ {0, 1, 2}, and deduce (4.7) and (4.8). 
5. Supersingular perturbation
When considering the two atoms interacting via the zero-range potential which
depends on the relative coordinate x ∈ R3, one follows a usual procedure and re-
stricts the initial self-adjoint operator (Hamiltonian) Hc to the set of functions
vanishing at x = 0, and then looks for possible self-adjoint extensions of the ob-
tained symmetric operator. One should keep in mind that Hc is non-separable in
Q for α > 0.
Equivalently, one defines the singular distribution ψσ (σ ∈ S) concentrated at
Q0 = (0, X) via the duality pairing
(5.1) 〈ψσ, f〉 = Nσfσ(Q0)
for
f =
∑
σ
fσ ⊗ |σ〉 ∈ C∞(R6)⊙ (C3 ⊕ C1)
and some normalization constant Nσ > 0. Since C
∞
0 ⊂ C∞ and C∞0 is dense in H2,
the restricted operator is thus the operator Hc subject to the boundary condition
〈ψσ, f〉 = 0 for f ∈ domHc and all Q0. Using the scale (Hn = Hn(Hc))n∈Z
associated with Hc, domHc = H2, i.e. Hc defines a mapping H2 → H0 = Kc; the
reader may refer to [13] for more details.
When ψσ ∈ H−nrH0 for some n ∈ N, the duality pairing in (5.1) is equivalently
defined via the scalar product 〈·, ·〉0 in H0:
(5.2) 〈ψσ, f〉 = 〈(|Hc|+ 1)−n/2ψσ , (|Hc|+ 1)n/2f〉0
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with f ∈ Hn. Here 1 = 1Kc and (|Hc| + 1)−n/2 is an extension of (|Hc| + 1)−n/2
when considered as a mapping from H−n onto H0. The duality pairing is well-
defined since we have |〈ψσ , f〉| ≤ ‖ψσ‖−n ‖f‖n. We remark the following:
Proposition 5.1. The operator Hc is a continuation of Hc:H2 → H0 as a bounded
operator from H0 into H−2.
Proof. Relation ψσ ∈ H−n implies hσ = (|Hc|+ 1)−n/2ψσ ∈ H0 and hence
‖ψσ‖−n = ‖hσ‖0 = ‖(|Hc|+ 1)−1(|Hc|+ 1)hσ‖0 = ‖(|Hc|+ 1)hσ‖−2
i.e. Hc defines a mapping H0 → H−2. 
Thus, the task is to find n ∈ N for which ψσ ∈ H−n holds. It suffices to verify the
relation for Hc parametrized by α = β = 0, because both h0 and h are self-adjoint
on their common domain of definition; the Green function is given by (4.6) for
such Hc. On the other hand, in order to use the Krein formula [15] for calculating
eigenvalues later on (see also the discussion in section 6), we have to compute the
normalization constant Nσ, and we do so for α small (and β arbitrary).
Theorem 5.2. We have ψσ ∈ H−4 r H−3. Moreover, if ((Hc)2 + 1)−1ψσ ∈ H0
is the unit vector, then, for α ≥ 0 arbitrarily small, the normalization constant
satisfies the relation
N−2σ =
1
512π3
(δs0π + 2δS1[δs1(−2β + θβ(1 + 4β2))
+ δs,−1(2β + (π − θβ)(1 + 4β2))])
+
α2
1536π3β2
(
1
4
δs0(2β[π(5 + 4β
2)− 11θβ + 4β(2− 3βθβ)]
− 4 log(1 + 4β2) + β
√
1 + 4β2[(4β(π − θβ)− log(1 + 4β2)) cos θβ
+ 2(π − θβ + β log(1 + 4β2)) sin θβ ])
+ δS1[δs1(8β
2(1− 2βθβ) + log(1 + 4β2))
+ δs,−1(8β
2(1 + 2β(π − θβ)) + log(1 + 4β2))]) +O(α4)(5.3)
with θβ = arg(2β + i) (arg is the principal value of the argument). When β = 0,
one assumes the limit β ց 0 in (5.3).
Remark 5.3. For α = β = 0, relation (5.3) gives Nσ = N and
√
N = 2c, where
c = 2
4
√
2
√
π is the normalization constant for the functionals of class H−2(h0) [13,
section 2.3].
Proof. We use lemma 5.4 to show that ψσ /∈ H−3.
Lemma 5.4. If φ ∈ H−3 rH−2 then
26‖φ‖2−3 ≥|〈φ, {
3i
2
[(Hc + i1)−2 − (Hc − i1)−2]
+ (Hc + i1)−3 + (Hc − i1)−3}φ〉| .(5.4)
Proof. We have
[(Hc − i1)−1 + (Hc + i1)−1]φ = 2Hc((Hc)2 + 1)−1φ ∈ H−2 ,
[(Hc − i1)−1 − (Hc + i1)−1]φ = 2i((Hc)2 + 1)−1φ ∈ H0
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because ((Hc)2 + 1)−1:H−4 → H0, H−3 ⊂ H−4 densely, and Hc:H0 → H−2 by
proposition 5.1. Now, all we need is to apply (|Hc|+ 1)−1 ≥ 2−1|Hc|((Hc)2 + 1)−1
(see e.g. the proof of theorem 3.1 in [21]) thrice to get
‖φ‖2−3 ≥2−6|〈[(Hc − i1)−1 + (Hc + i1)−1]φ, (Hc − i1)−2φ+ (Hc + i1)−2φ
− i[(Hc − i1)−1 − (Hc + i1)−1]φ〉0| .
Transferring [(Hc − i1)−1 + (Hc + i1)−1] in the latter scalar product from left to
right gives the result as claimed. 
Assume that ψσ ∈ H−3 rH−2. In view of (5.4)
{3i
2
[(Hc + i1)−2 − (Hc − i1)−2] + (Hc + i1)−3 + (Hc − i1)−3}ψσ ∈ H3 .
Since H3 ⊂ H0 ⊂ H−3 densely, for f =
∑
σ fσ ⊗ |σ〉 ∈ H0
〈{3i
2
[(Hc + i1)−2 − (Hc − i1)−2] + (Hc + i1)−3 + (Hc − i1)−3}ψσ, f〉0
= 〈ψσ, {−3i
2
[(Hc − i1)−2 − (Hc + i1)−2] + (Hc − i1)−3 + (Hc + i1)−3}f〉
= 〈ψσ, {−3i
2
[Rc(i)′ −Rc(−i)′] + 1
2
Rc(i)′′ +
1
2
Rc(−i)′′}f〉
where in the last step we also use the relations
Rc(z)′ =
∂
∂w
Rc(w)|w=z , Rc(z)′′ = ∂
2
∂w2
Rc(w)|w=z
for z ∈ resHc. Thus, by (4.3) and (5.1)
〈{3i
2
[(Hc + i1)−2 − (Hc − i1)−2] + (Hc + i1)−3 + (Hc − i1)−3}ψσ, f〉0
= Nσ
∑
σ′
lim
∫
{−3i
2
[Rcσσ′(i)(Q0 −Q)′ −Rcσσ′ (−i)(Q0 −Q)′]
+
1
2
Rcσσ′ (i)(Q0 −Q)′′ +
1
2
Rcσσ′ (−i)(Q0 −Q)′′}fσ′(Q) dQ(5.5)
where
Rcσσ′ (z)(Q)
′ =
∂
∂w
Rcσσ′ (w)(Q)|w=z , Rcσσ′(z)(Q)′′ =
∂2
∂w2
Rcσσ′ (w)(Q)|w=z
for ℑz 6= 0. But
Rcσ′σ(z)(Q) = R
c
σσ′ (z)(−Q)
by (4.4), and hence
{3i
2
[(Hc + i1)−2 − (Hc − i1)−2] + (Hc + i1)−3 + (Hc − i1)−3}ψσ
=
Nσ
2
∑
σ′
{3i[Rcσ′σ(−i)(· −Q0)′ −Rcσ′σ(i)(· −Q0)′]
+Rcσ′σ(−i)(· −Q0)′′ +Rcσ′σ(i)(· −Q0)′′} ⊗ |σ′〉(5.6)
a.e. on R6. When deriving (5.6) from (5.5) we have also used the following property:
Since the Lebesgue integral
∫
R6
on the left-hand side of (5.5) exists by hypothesis
on ψσ, it coincides with the improper Riemann integral lim
∫ ≡ limRր∞ ∫|Q|≤R.
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By (5.1) and (5.6), the duality pairing on the right-hand side of (5.4) with φ = ψσ
is therefore given by
(5.7)
N2σ
2
lim
|Q|ց0
(3i[Rcσσ(−i)(Q)′ −Rcσσ(i)(Q)′] +Rcσσ(−i)(Q)′′ +Rcσσ(i)(Q)′′) .
It suffices to take Rcσσ(±i) as in (4.6) to show the non-existence of (5.7):
3i[Rcσσ(−i)(Q)′ −Rcσσ(i)(Q)′] +Rcσσ(−i)(Q)′′ +Rcσσ(i)(Q)′′
= O(log|Q|) as |Q| ց 0
i.e. ψσ /∈ H−3.
Assume that ψσ ∈ H−4. Then
‖ψσ‖−4 ≤ ‖ψσ‖∗−4 = ‖((Hc)2 + 1)−1ψσ‖0 =
1
2
‖[(Hc − i1)−1 − (Hc + i1)−1]ψσ‖0 .
By rearranging the terms within the equivalent norm ‖ψσ‖∗−4 we get that
‖ψσ‖∗ 2−4 =
1
4
〈ψσ, {i[(Hc + i1)−1 − (Hc − i1)−1]− (Hc + i1)−2 − (Hc − i1)−2}ψσ〉 .
Then, repeating the steps that were used for obtaining (5.6) we get that
‖ψσ‖∗ 2−4 =
N2σ
4
lim
|Q|ց0
(i[Rcσσ(−i)(Q)−Rcσσ(i)(Q)]−Rcσσ(−i)(Q)′ −Rcσσ(i)(Q)′) .
Again, taking Rcσσ(±i) as in (4.6), we get that ‖ψσ‖∗−4 = Nσ/(16
√
2π); hence
ψσ ∈ H−4. Using proposition 4.2, the above formula gives (5.3). This accomplishes
the proof of the theorem. 
6. Concluding remarks and discussion
In the paper, in theorem 3.1 and corollary 3.2, we present the integral kernel
of the one-parameter unitary group for the Rashba spin-orbit coupled operator in
dimension three. The main motive for considering the unitary group is to derive
the Green function, (4.3) and (4.4), for the corresponding two-particle operator,
which is necessary for the spectral analysis of spin-orbit coupled cold molecules.
For α ≥ 0 small, we compute explicitly the elements of the two-particle Green
function in propositions 4.1, 4.2, A.1.
The inter-atomic interaction is zero-range and therefore we apply the singu-
lar perturbation theory. We show that, since the two-particle Hamiltonian in the
center-of-mass coordinate system is non-separable for α > 0, the perturbation as-
sociated to the total Hamiltonian is supersingular (theorem 5.2). As a result, no
self-adjoint operator can be constructed for describing the formation of spin-orbit
coupled molecules with point-interaction. Instead, one considers the so-called reg-
ular operators whose spectrum is known to be pure real.
For example, assume that β = 0 and α is so small that we can practically put
α = 0. Formally, the problem reduces to the analysis of the operator −2∆x −
1
2∆X (which is separable) plus the x-dependent singular perturbation. Using (4.6),
the resolvent formula in [15], and the normalization constant 16
√
2π (see (5.3)),
the singular points λ of the restricted (to the original Hilbert space) two-particle
resolvent of the one-parameter regular operator satisfy the relation
0 = (1 + λ)[2(1 + 3λ) + π(γ(1 + λ) − 1)]− 4λ2 log(−λ)
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for some non-uniquely defined real parameter γ; hence λ < 0 necessarily. On the
other hand, when we associate the perturbation to −2∆x, we have the two-particle
case described in [13, theorems 5.2.1 and 5.2.2]. Namely, one solves the eigenvalue
problem for the single-particle operator −2∆ + 2cδ, with c as in remark 5.3, for
which it is well-known that there is the single eigenvalue below 0. The question,
which was raised in [15] in a much more general setting, is whether there exists the
similarity operator that transforms the non-self-adjoint case to the self-adjoint one.
Appendix A. Non-diagonal elements of Green function
Here we list non-diagonal elements Rcσ′σ(z) of the two-particle Green function
up to O(α4); recall (4.4).
Proposition A.1. For ℑz 6= 0 and α ≥ 0 arbitrarily small, the non-diagonal
element (σ′ 6= σ)
(A.1) Rcσ′σ(z) = α∆
(1)
σ′σ(z) + α
2∆
(2)
σ′σ(z) + α
3∆
(3)
σ′σ(z) +O(α
4)
where
∆
(1)
σ′σ(z)(Q) =
±i
16
√
2π3β|Q|3
(
(δs′1δS′1δs0[X
− − (−1)Sx−]
− δs′0δs1δS1[X+ − (−1)S
′
x+])[z3/2K3(|Q|
√−z)
− (z − 2β)3/2K3(|Q|
√
2β − z)]
+ (δs′0δs,−1δS1[(−1)S
′
X− − x−]− δs′,−1δS′1δs0[(−1)SX+ − x+])
· [z3/2K3(|Q|
√−z)− (z + 2β)3/2K3(|Q|
√
−2β − z)]
)
,(A.2a)
∆
(2)
σ′σ(z)(Q) =−
1
64π3β2|Q|4 (2δS′SδS1[δs′1δs,−1x
−X− + δs′,−1δs1x
+X+]
+ (−1)Sδs′sδs0(1− δS′S)[x−X+ − x+X−])[2z2K4(|Q|
√−z)
− (z + 2β)2K4(|Q|
√
−2β − z)− (z − 2β)2K4(|Q|
√
2β − z)] ,(A.2b)
∆
(3)
σ′σ(z)(Q) =
1
32
√
2π3β3Q4
(
(δs′1δS′1δs0[X
− − (−1)Sx−]
− δs′0δs1δS1[X+ − (−1)S
′
x+])[3(z − 2β)2K4(|Q|
√
2β − z)
− 4z2K4(|Q|
√−z) + (z + 2β)2K4(|Q|
√
−2β − z)
± 2iβ|Q|(z − 2β)3/2K3(|Q|
√
2β − z)]
+ (δs′0δs,−1δS1[(−1)S
′
X− − x−]− δs′,−1δS′1δs0[(−1)SX+ − x+])
· [3(z + 2β)2K4(|Q|
√
−2β − z)− 4z2K4(|Q|
√−z)
+ (z − 2β)2K4(|Q|
√
2β − z)
∓ 2iβ|Q|(z + 2β)3/2K3(|Q|
√
−2β − z)]
)
(A.2c)
for a.e. Q = (x,X) ∈ R6; the upper (lower) sign is taken when ℑz > 0 (ℑz < 0).
When in addition β = 0, one assumes the limit β ց 0 in the above expressions.
18 RYTIS JURŠE˙NAS
Proof. We have by (4.4)
Rcσ′σ(z)(x,X) =
∫ ∞
0
e±itzK0±it(x)K
0
±it(X)
·
( α
2
√
2t
b±it{(a±it − βb±it)(δs′1δS′1δs0[X− − (−1)Sx−]
− δs′0δs1δS1[X+ − (−1)S
′
x+])− (a±it + βb±it)
· (δs′0δs,−1δS1[(−1)S
′
X− − x−]− δs′,−1δS′1δs0[(−1)SX+ − x+])}
∓ iα
2
8t2
b2±it{2δS′SδS1[δs′1δs,−1x−X− + δs′,−1δs1x+X+]
+ (−1)Sδs′sδs0(1− δS′S)[x−X+ − x+X−]}
)
dt(A.3)
for σ′ 6= σ. Using a−it = ait (and similarly for b−it) and the exponentiation of sine
and cosine functions, substitute (3.5) in (A.3), and then apply (4.10c) for n ∈ {1, 2},
and deduce (A.1) and (A.2). 
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