1. Introduction. Let X and Y be two second-order random vectors of dimensions m and n and cdf's F and G respectively. Cuadras (1992) obtained a family F (F; G; R xy ) of joint distributions with given marginals F and G and given intercorrelation matrix R xy . For this family the regression curve Y =X and all bivariate regressions Y/X are linear.
In this paper we construct the family F(F; G; ') of joint distributions H ' having a regression curve y = m(x) = E(Y=X = x); which equals a given function '(x) up to an a ne transformation m(x) = '(x) + : (1) 0 Keywords: Fr echet classes; mixture of distributions; non-linear regression; extremal correlations.
AMS(1991) subject classi cation: Primary 62E10; secondary 62J02.
The function ' satis es the conditions stated by Vitale (1979) . This construction is di erent from the approach of Arnold, Castillo and Sarabia (1993) . To specify F(x; y) they use the conditional distribution F X=Y (x=y) and a compatible regression function E(Y=X = x) = m(x):
The regression of Y on X is linear for most copulas (Hutchinson and Lai, 1991 where is the indicator function.
Note that it can happen that J is a cdf only for = 0 (e.g., F(x) = G(x) = x and (y) = (2y ? 1)
1=3
). Then the variables are independent and the regression curve is a particular case of (1) for = 0. Other values of , outside the interval 0,1] but providing a cdf, are not considered here.
Taking the expectation
we obtain the regression curve
which is linear in '(x). Some properties of this family, which generalizes the convex combination of independence and Fr echet upper bound, are presented in the sequel. More generally, we could use Eq. (4) and seek an appropriate ' to obtain an approximation to the extremal correlations, the computation of which is sometimes di cult. Speci c calculations were obtained by Moran (1967 7. Discussion. We have constructed a family of multivariate distributions given the marginals and a compatible regression curve. This distribution concentrates mass on this curve and hence has a singular part. This drawback limits the applications when dealing with real data.
We have obtained a su cient condition for a function to be a regression curve and we have also derived some inequalities concerning the extremal correlations.
Finally, given a function ' and the marginal distributions, this construction may be used to generate samples for testing methods of estimation of a regression curve and alternative methods of non-linear regression (Cuadras and Arenas, 1990; Cuadras and Fortiana, 1993, 1995) . This is possibly the principal application of this paper.
