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Abstract
Robert E. Jamison characterized chordal graphs by the edge set of every k-cycle being the
symmetric di1erence of k − 2 triangles. Strongly chordal (and chordal bipartite) graphs can be
similarly characterized in terms of the distribution of triangles (respectively, quadrilaterals). These
results motivate a de4nition of ‘strongly chordal bipartite graphs’, forming a class intermediate
between bipartite interval graphs and chordal bipartite graphs.
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1. Chordal and chordal bipartite graphs
All graphs will be 4nite and simple. A chord of a cycle is an edge that joins
two nonconsecutive vertices of the cycle, and two noncrossing chords vv′ and ww′ of
a cycle have both vertices v and v′ on the same side of the edge ww′ in the cycle.
Cycles will be viewed as sets of edges, with the sum of cycles meaning their symmetric
di1erence (denoted by the binary operator ⊕), as in the cycle space of a graph. In
particular, the intersection of two cycles is always a set of edges.
A 4nite, simple graph is chordal if every k-cycle with k¿4 has a chord; 3-cycles
(triangles) are too small to have chords. See [5] for terms not de4ned here and,
in particular, for background on chordal (and chordal bipartite and strongly chordal)
graphs.
Chordal graphs are sometimes called ‘triangulated graphs’, in spite of trees then being
‘triangulated’ and triangulations (like the octahedron) then not being ‘triangulated’. Yet
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being chordal intimately involves triangles, as is made precise in the following char-
acterization of Jamison [3]. (The proof is nearly identical to that given for Theorem 2
below.)
Proposition 1 (Jamison). A graph is chordal if and only if every k-cycle is the sum
of k − 2 triangles.
A graph is chordal bipartite if it is bipartite and every k-cycle with k¿6 has a chord;
4-cycles (quadrilaterals) are too small to have chords. (Warning: As C4 itself shows,
chordal bipartite graphs need not be chordal, much as complete bipartite graphs need
not be complete.) Again, there are many characterizations of chordal bipartite graphs
and many analogies with chordal graph theory—see [4,5]—to which the following
variation of Proposition 1 can be added.
Theorem 2. A graph is chordal bipartite if and only if every k-cycle is the sum of
k=2− 1 quadrilaterals.
Proof. First suppose G is chordal bipartite and C is a k-cycle with k¿6. Then C has
a chord e such that C =Ca⊕Cb, {e}=Ca ∩ Cb, |Ca|= a, |Cb|= b, and a+ b= k + 2.
Induction implies that Ca is the sum of a=2 − 1 quadrilaterals and Cb is the sum of
b=2− 1 quadrilaterals, making C the sum of k=2− 1 quadrilaterals.
Conversely, suppose C is any cycle of length k and C is the sum of quadrilaterals
Q1; : : : ; Qk=2−1 (so k must be even). If k¿6, then some Qi must contain three consec-
utive edges of C, making the fourth side of Qi a chord of C. Thus G will be chordal
bipartite.
Remark 3. When a k cycle C in a chordal (respectively, chordal bipartite) graph is
the sum of k − 2 triangles Ti (or k=2 − 1 quadrilaterals Qi), then every vertex of Ti
(or Qi) will be on C, each edge of C will be in exactly one Ti (or Qi), and the other
edges of Ti (or Qi) will be noncrossing chords of C, each occurring in exactly two Tis
(or Qis).
Proof. This follows directly from the inductive proof of Proposition 1 (respectively,
Theorem 2).
2. Strongly chordal graphs
An edge e is a strong chord of an even-length cycle C if C is the sum of two even-
length cycles in the subgraph C ∪ {e}. A graph is strongly chordal if it is chordal
and every even k-cycle with k¿6 has a strong chord; 4-cycles are too small to have
strong chords. The Haj3os graph—a hexagon with three chords that form a triangle—is
the smallest chordal graph that is not strongly chordal.
Once again, there are many characterizations of strongly chordal graphs and many
connections to chordal graph theory—see [4,5]. In particular, the following proposition
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appears in [2], where a cycle C is said to have a 2-chord triangle if there are two
chords of C that form a triangle whose third edge is an edge of C. (For comparison,
[1] shows that a graph is chordal if and only if every cycle has a ‘1-chord triangle.’)
Notice that a k-cycle has to have k¿6 to be large enough to have a 2-chord triangle.
Proposition 4 (Dahlhaus, Manuel, Miller). A chordal graph is strongly chordal if and
only if, for every k¿6, every k cycle has a 2-chord triangle.
Modifying the proof of Theorem 2 shows that a graph is strongly chordal if and
only if every k-cycle is the sum of k − 2 triangles and every even k-cycle is the sum
of k=2 − 1 quadrilaterals. But Theorem 5 will state a more interesting modi4cation
of Proposition 1 that characterizes strongly chordal graphs. As observed in Remark 3,
when there are triangles Ti (respectively, quadrilaterals Qi) as in Proposition 1 (or
Theorem 2), each edge of C will be in exactly one Ti (or Qi). But the sets of all
C ∩ Ti (or C ∩ Qi) might not partition C, because some of those intersections might
be empty.
Theorem 5. A graph is strongly chordal if and only if every k-cycle C is the sum of
k − 2 triangles, each of which contains an edge of C.
Proof. First suppose G is strongly chordal and C is any k-cycle. If k =3; 4, or 5,
then C is the sum of k − 2 triangles with each containing at least one edge of C. So
suppose k¿6. By Proposition 4, C has a 2-chord triangle T involving chords e and
f of C. Thus C =Ce⊕T ⊕Cf, where Ce is the ke-cycle that consists of e and the
subpath of C subtended by e that does not have f as a chord, and Cf is the kf-cycle
that consists of f and the subpath of C subtended by f that does not have e as a
chord. Induction implies that Ce is the sum of triangles Te1 ; : : : ; T
e
ke−2, each of which
contains at least one edge of Ce, with each edge of Ce in exactly one Tei ; moreover,
the Tei that contains edge e contains at least one additional edge of C (otherwise that
triangle would have no edges in common with C and be the center triangle in a HajNos
graph, contradicting G being strongly chordal). Thus each of Te1 ; : : : ; T
e
ke−2 will contain
at least one edge of C. Similarly, Cf is the sum of triangles T
f
1 ; : : : ; T
f
kf−2, each of
which contains at least one edge of C. There will be ke − 2 + kf − 2 + 1= k − 2 of
these triangles.
Conversely, suppose every k-cycle is the sum of k − 2 triangles, each containing an
edge of the cycle. Proposition 1 implies that G is chordal and, if k¿6, at least one of
these triangles must be a 2-chord triangle of C, and then Proposition 4 implies that G
is strongly chordal.
3. Strongly chordal bipartite graphs
De4ne a graph to be strongly chordal bipartite if every k-cycle C is the sum of
k=2− 1 quadrilaterals, each of which contains an edge of C (thus k must be even, and
so the graph must be bipartite). Fig. 1 shows examples of chordal bipartite graphs that
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Fig. 1. Two chordal bipartite graphs that are not strongly chordal bipartite.
Fig. 2. A strongly chordal bipartite graph that is not a bipartite interval graph.
Fig. 3. Another strongly chordal bipartite graph to illustrate Corollary 9.
are not strongly chordal bipartite with the ‘perimeter’ cycles C having k =12 and 14.
Figs. 2 and 3 show examples of strongly chordal bipartite graphs, and of course every
complete bipartite graph is strongly chordal bipartite.
Lemma 6. Every chordal bipartite graph of order less than 12 is strongly chordal
bipartite (and so only cycles of length k¿12 need to be checked in the de5nition of
strongly chordal bipartite).
Proof. Suppose a chordal bipartite graph has a k-cycle C that is the sum of k=2 − 1
quadrilaterals as in Theorem 2 and Remark 3. Assume that Q is one of these quadri-
laterals that consists of four chords of C. Let Q1, Q2, Q3, and Q4 be four more of
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these k=2 − 1 quadrilaterals, each containing one of the four edges of Q. Since those
four edges are noncrossing by Remark 3, each Qi contains two vertices from Q and
two vertices not in Q that are also not in Qj for j∈{1; 2; 3; 4}; j 	= i. This implies that
k¿12.
One of the best known features of strongly chordal graphs is that they form an
intermediate class between the well-studied classes of interval graphs and chordal
graphs. Theorem 7 will show that strongly chordal bipartite graphs form an inter-
mediate class between the classes of bipartite interval graphs and chordal bipartite
graphs, where a bipartite interval graph (or ‘interval bigraph’ in [6]) is the bipar-
tite intersection graph [5] of two families {Si: i∈ I} and {Tj: j∈ J} of intervals;
thus two vertices will be adjacent if and only if one corresponds to an Si and one
to a Tj such that Si ∩ Tj 	= ∅. Bipartite interval graphs are chordal bipartite graphs,
and each of these properties is inherited by induced subgraphs. Fig. 2 shows a strongly
chordal bipartite graph that is not a bipartite interval graph; [6, Fig. 3] contains smaller
examples.
Theorem 7. Every bipartite interval graph is strongly chordal bipartite.
Proof. Bipartite interval graphs of orders less than 12 are strongly chordal bipartite
by Lemma 6. Suppose G is an inclusion-minimal bipartite interval graph that is not
strongly chordal bipartite (arguing toward a contradiction). Say G has a k-cycle C
that is not the sum of k=2 − 1 quadrilaterals, each containing an edge of C. Since
G is chordal bipartite, Theorem 2 and Remark 3 show that there are quadrilaterals
Q1; : : : ; Qk=2−1 whose sum is C where each edge of C is in exactly one Qi and the
other edges of each Qi are chords of C that are in exactly two Qi, with (say) Q1 ∩ C
empty. Since no Qi with i¿1 can have |Qi ∩Q1|¿1, say Q2, Q3, Q4, and Q5 are the
quadrilaterals that each have a single edge in common with Q1. The minimality of G
implies that G′=Q1 ∪ Q2 ∪ · · · ∪ Q5 is a spanning subgraph of G that is isomorphic
to the 12-vertex labeled graph in Fig. 1, with C =Q1⊕Q2⊕ · · · ⊕Q5 the ‘perimeter’
12-cycle. If C has a chord with one endpoint in V (Q1)= {v2; w3; v5; w6}—without loss
of generality, say chord v2w4—then C would be the sum of the quadrilaterals induced
by {v2; w2; v3; w3}, {v2; w3; v4; w4}, {v2; w4; v5; w6}, {v5; w5; v6; w6}, and {v1; w1; v2; w6},
contradicting the choice of C. So suppose C has no such chord in G. Since G is
chordal bipartite, C cannot then have any other chords: for instance, a chord v1w2
would create a 6-cycle v1; w2; v3; w3; v5; w6; v1, and a chord v1w4 would create a 6-cycle
v1; w4; v5; w3; v2; w1; v1, but neither of these has a strong chord (since no chord involves
v2, w3, v5, or w6). Therefore G ∼= G′, contradicting that G was assumed to be a
bipartite interval graph (the edges v1w1, w2v3, and w4v5 would form an ‘asteroidal
triple of edges’ in G′—meaning that, every two of the three edges would be in a path
that avoids the neighbors of the vertices of the third—forbidden in a bipartite interval
graph by [6, Lemma 6]).
A cycle C is said to have a 1-chord 4-cycle if there is one chord of C that forms a
4-cycle with three edges of C, and to have a noncrossing 2-chord ‘-cycle if there are
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two noncrossing chords of C that form an ‘-cycle with ‘−2 edges of C. Suppose G is
a chordal bipartite graph with a k-cycle C with k¿12. Theorem 2 and Remark 3 show
that there are quadrilaterals Q1; : : : ; Qk=2−1 whose sum is C where each edge of C is in
exactly one Qi and the other edges of each Qi are chords of C that are in exactly two
Qi. In particular, C has two 1-chord 4-cycles C1 and C2 involving noncrossing chords
of C; thus, every such C has C ⊕C1⊕C2 as a noncrossing 2-chord (k − 4)-cycle. Of
the two nonstrongly chordal bipartite graphs in Fig. 1, the left one (k =12) does not
have a noncrossing 2-chord (k − 6)-cycle, while the right one (k =14) does—take the
two chords incident with one of the ‘top’ vertices.
Theorem 8 is a characterization of strongly chordal bipartite graphs that involves
noncrossing 2-chord (k − 8)-cycles, resembling the Dahlhaus, Manuel and Miller
2-chord triangle characterization of strongly chordal graphs in Proposition 4. Notice
that a k-cycle has to have k¿12 to be large enough to have a noncrossing 2-chord
(k − 8)-cycle.
Theorem 8. A chordal bipartite graph is strongly chordal bipartite if and only if, for
every k¿12, every k-cycle has a noncrossing 2-chord (k − 8)-cycle.
Proof. First suppose G is chordal bipartite and, for every k¿12, every k-cycle has a
noncrossing 2-chord (k − 8)-cycle. In particular, suppose C is any k-cycle with k¿12
and C′ is a noncrossing 2-chord (k − 8)-cycle of C containing the two chords e and
f of C. Then C =Ce⊕C′⊕Cf where Ce consists of e and the subpath of C sub-
tended by e that does not have f as a chord, and Cf consists of f and the subpath
of C subtended by f that does not have e as a chord. Without loss of generality,
suppose Ce is a 6- or 8-cycle (making Cf, respectively, a 6- or 4-cycle; C′ has
length ¿4).
Argue by induction on |V (G)|¿12 that C is the sum of a set Q of k=2− 1 quadri-
laterals as in Theorem 2 and Remark 3—so each edge of C is in exactly one of
these quadrilaterals and the chords of C that occur in these quadrilaterals are noncross-
ing with each in exactly two of these quadrilaterals—and, in addition, each of these
quadrilaterals contains at least one edge of C.
Case 1: k =12, so C′ is one of the quadrilaterals in Q, along with |Ce|=2 − 1 and
|Cf|=2 − 1 quadrilaterals in Q from Ce and Cf. Each of the 4ve quadrilaterals in Q
will then contain an edge of C.
Case 2: k¿14 and Q contains a quadrilateral Qe that contains e (but not f) and
at least two edges of C′ that are also edges of C. Since G is chordal bipartite, Ce
has a 1-chord quadrilateral Q that does not contain e. Let C− be the (k − 2)-cycle
C ⊕Q, and let C′− be the noncrossing 2-chord (k − 2) − 8 cycle C′⊕Qe. Then C−
induces a strongly chordal bipartite graph and, by the inductive hypothesis, each of the
(k − 2)=2 − 1= k=2 − 2 quadrilaterals in Q − {Q} will contain an edge of C, and so
each of the k=2− 1 quadrilaterals in Q contains an edge of C.
Case 3: k¿14 and Q contains no Qe as in case 2 (so the one quadrilateral con-
tributing to C′ that contains e contains at least one chord of C′). Then there must be
a quadrilateral Q∈Q that consists of some chord of C′ and three edges in C′−{e; f},
and so at least one edge in C. Let C− be the (k − 2)-cycle C ⊕Q and C′− be the
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noncrossing 2-chord ([k − 2]− 8)-cycle C′⊕Q. By the inductive hypothesis, each of
the (k − 2)=2− 1= k=2− 2 quadrilaterals in Q− {Q} will contain an edge of C, and
so each of the k=2− 1 quadrilaterals in Q contains an edge of C.
Conversely, suppose G is strongly chordal bipartite containing a k cycle C =Q1⊕
· · ·⊕Qk=2−1 where k¿12, each Qi contains an edge of C, each edge of C is in exactly
one Qi, and the other edges of Qi are noncrossing chords of C that occur in exactly
two Qi). Let T be the tree with V (T )= {Q1; : : : ; Qk=2−1} and QiQj ∈E(T ) if and only
if Qi and Qj have a chord of C in common. Notice that each vertex of T has degree
at most three, and either
(a) T has two leaves, say Q1; Q2, whose neighbors Q′1 and Q
′
2 have degree two, or
(b) T has two leaves, say Q1; Q2, that have a common neighbor, say Q3, of degree
three and there is another leaf, say Q4, not adjacent to Q3.
In case (a), Q1⊕Q′1 and Q2⊕Q′2 are both 1-chord 6-cycles of C and C ⊕ (Q1⊕Q′1)
⊕ (Q2⊕Q′2) is a noncrossing 2-chord (k−8)-cycle of C. In case (b), Q1⊕Q2⊕Q3 and
Q4 are, respectively, a 1-chord 8-cycle and 1-chord 4-cycle of C and C ⊕ (Q1⊕Q2⊕
Q3)⊕Q4 is a noncrossing 2-chord (k − 8)-cycle of C.
For instance, the ‘perimeter’ 14-cycle in the strongly chordal bipartite graph shown
in Fig. 2 has the noncrossing 2-chord 6-cycle C′ spanned by the six ‘square’ vertices.
Focusing instead on C ⊕C′—the 1-chord 4-cycle in the upper left corner (with two
‘round’ vertices) and the 1-chord 8-cycle in the lower right corner (with six ‘round’
vertices)—leads to the following reformulation of Theorem 8 motivated by its proof.
(Recall cycles are being viewed as sets of edges, so ‘disjoint cycles’ means ‘edge-
disjoint cycles’.)
Corollary 9. A chordal bipartite graph is strongly chordal bipartite if and only if,
for every k¿12, every k-cycle C can be reduced to a cycle of length less than 12 by
repeatedly deleting the edges of C from either both a 1-chord 4-cycle and a disjoint
1-chord 8-cycle or two disjoint 1-chord 6-cycles of C.
Fig. 3 shows another example of a ‘perimeter’ 12-cycle in a strongly chordal bipartite
graph; the two chords joining ‘square’ vertices in the left copy subtend a 1-chord
4-cycle and a disjoint 1-chord 8-cycle, and the two such chords in the right copy
subtend two disjoint 1-chord 6-cycles; deleting the edges of C in either case leaves a
cycle of length 12− 8=4.
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