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When additive models with more than two covariates are fitted with the backfitting
algorithm proposed by Buja et al. [2], the lack of explicit expressions for the
estimators makes study of their theoretical properties cumbersome. Recursion
provides a convenient way to extend existing theoretical results for bivariate
additive models to models of arbitrary dimension. In the case of local polynomial
regression smoothers, recursive asymptotic bias and variance expressions for the
backfitting estimators are derived. The estimators are shown to achieve the same
rate of convergence as those of univariate local polynomial regression. In the
case of independence between the covariates, non-recursive bias and variance
expressions, as well as the asymptotically optimal values for the bandwidth
parameters, are provided.  2000 Academic Press
AMS 1991 subject classification: 62G07, 62H99.
Key words and phrases: additive model, local polynomial regression, optimal
rates, existence.
1. INTRODUCTION
The additive model, originally suggested by Friedman and Stuetzle [5],
assumes that the conditional expectation function of the dependent variable
can be written as the sum of smooth terms in the covariates:
E(Y | X=(x1 , ..., xD))=m1(x1)+ } } } +mD(xD). (1)
Stone [18] showed in the context of regression splines that the additive
model has the very desirable property of reducing a full D-dimensional
nonparametric regression problem to one that can be fitted with the same
asymptotic efficiency as a univariate problem. Buja et al. [2] proposed a
backfitting algorithm as a practical method for fitting additive models
using any type of smoothers and explored its properties. The additive
model has now become a widely used multivariate smoothing technique,
in large part due to the extensive discussion in Hastie and Tibshirani [8]
and the availability of fitting routines in S-Plus, described in Chambers and
Hastie [3].
Much recent research on backfitting estimators has dealt with the
convergence of the algorithm. Buja et al. [2] study the bivariate additive
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model in detail, and show that both the convergence of the algorithm and
uniqueness of its solution depend on the behavior of the product of the
two smoother matrices. For D-dimensional models, they provide sufficient
conditions for convergence of the algorithm. These conditions are quite
restrictive, since they apply only to nonparametric regression methods that
produce symmetric, shrinking smoother matrices, a class of linear
smoothers further defined in Buja et al. [2] that includes projection
smoothers such as parametric terms and regression splines, as well as
smoothing splines. They introduce the concept of concurvity to describe
nonlinear dependencies between the covariates that lead to degenerate
(non-unique) solutions to the backfitting algorithm. Ha rdle and Hall [7]
and Ansley and Kohn [1] further explore the convergence of the algorithm
in the context of projection and spline smoothers, respectively. Opsomer
and Ruppert [15] derive sufficient conditions for the existence and unique-
ness of the estimators for the bivariate additive model for local polynomial
regression, a widely used non-projection smoother.
Despite this on-going research, there is still no answer, applicable to
general linear smoothers, to the questions of convergence of the backfitting
algorithm and uniqueness of the estimators for additive models of dimen-
sion greater than 2. By deriving explicit expressions for the estimators of
D-dimensional additive models, this article will show that existence of the
estimators depends on a specific type of ‘‘interaction’’ between the
smoother matrices, and hence can be viewed as a generalization of the
results of Buja et al. [2] in the bivariate case.
Also of interest are the statistical properties of backfitting estimators.
This topic is becoming more important as other methods for fitting
additive models are appearing in the literature, such as the marginal
integration method proposed by Linton and Nielsen [12] for the bivariate
additive model and generalized to the multi-dimensional setting by
Hengartner [9], and the backfitting-projection algorithm of Linton et al.
[11]. Recently, Fan et al. [4] described the asymptotic theory for additive
models fitted by the marginal integration method. In particular, they
showed that under certain conditions, the marginal integration estimator
for a one-dimensional additive term is asymptotically equivalent (i.e. has
the same asymptotic bias and variance) to the hypothetical oracle estimator
in which the other additive terms are known exactly.
The fact that the backfitting estimators are defined as the solution of
an iterative algorithm has made the study of their statistical properties
more difficult, so that it has lagged somewhat behind that of these
other estimators. When the smoothers are projections onto well-defined
subspaces, however, the estimators can be defined without the use of
backfitting, as explained in Hastie and Tibshirani [8]. Several authors
have used this approach to derive properties of backfitting estimators for
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additive models. See, for instance, Stone [18] for regression splines and
Wahba [19], Gu et al. [6] for smoothing splines.
Opsomer and Ruppert [15] give asymptotic bias and variance expres-
sions that apply directly to the backfitting estimators described by Hastie
and Tibshirani [8], in the context of the bivariate additive model fitted by
local polynomial regression. In the current article, their results will be
generalized by deriving the asymptotic bias and variance of the backfitting
estimators of the D-dimensional additive model. The study of the bivariate
model in Opsomer and Ruppert [15] provides most of the methodological
‘‘tools’’ needed for the current article and will be frequently referred to. It
should be noted that since the results on the statistical properties of the
backfitting estimators in Opsomer and Ruppert [15] as well as those in the
present article apply to a non-projection smoothing method, the results are
only valid when the true underlying mean function is assumed to be of the
form (1).
The outline of the article is as follows. Section 2 derives explicit expressions
for the backfitting estimators of the component functions of D-dimensional
additive models for general linear smoothers. In Section 3, the backfitting
estimators are further explored in the case of local polynomial regression
smoothers. Proofs are given in the Appendix.
2. RESULTS FOR GENERAL LINEAR SMOOTHERS
Let (X, Y1), ..., (Xn , yn) be independent, identically distributed RD+1-valued
random variables, which we assume to be generated by the following model
Yi=:+m1(X1i)+ } } } +mD(XDi)+= i , (2)
where the =i are independent and identically distributed with mean 0 and
variance _2. To ensure identifiability of the additive component functions
md ( } ), e=1, ..., D, we set E(md (Xdi))=0 for all d. The intercept :=E(Yi)
is typically estimated by Y =i=1 Yi n. For simplicity, we assume that the
Yi have been centered around their mean and will ignore the intercept :,
unless mentioned otherwise.
Let Y=(Y1 , ..., Yn)T, Xi=(X1i , ..., XDi)T and X=(X1 , ..., Xn)T. We
denote the D columns of X by Xd=(Xd1 , ..., Xdn)T, and write the vectors of
additive functions at the observation points as md=(md (Xd1), ...,
md (Xdn))T. For any constant a, a is the n-valued vector (a, ..., a)T. In this
article, we restrict our attention to linear smoothers (Buja et al. [2]),
and represent the n_n smoother matrix with respect to the d th covariate
vector as Sd . The additive component functions md can be estimated
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nonparametrically at the observation points by solving the following


























In practice, this system of nD equations in nD unknowns is most often
solved iteratively through the use of the backfitting algorithm (Buja et al.





























provided the inverse of M exists. This expression shows that the additive
model estimators are also linear smoothers, and we define the additive
smoother matrix Wd as
Wd=Ed M&1C, (4)
where Ed is a partitioned matrix of dimension n_nD with an n_n identity
matrix as the d th ‘‘block’’ and zeros elsewhere, so that m^d=Wd Y. We
define the additive smoother matrix for the D-variate function
m=m1+ } } } +mD as WM=W1+ } } } +WD , so that m^=Dd=1 m^d=
WMY. We also need W
[&d]
M , the smoother for the (D&1)-variate function
m(&d )=Dk=1, {d mk , which can also be thought of as the additive model
smoother for the data generated by the model
Y$i=m1(X1i)+ } } } +md&1(Xd&1, i)+md+1(Xd+1, i)+ } } } +mD(XDi)+=i ,
(5)
i=1, ..., n (the smoother matrix W[&d]M should not be confused with
Dk=1; k{d Wk , which is the additive smoother matrix for the function
Dk=1; k{d mk , when the dth covariate remains included in the model ).
Corollary 4.3 of Buja et al. [2] proved that a sufficient condition for the




for any matrix norm & }&. This condition cannot be satisfied by any of the
major smoothing techniques unless the smoother matrices are centered, i.e.
unless the smoothers Sd are replaced by Sd* #(I&11Tn) Sd . Hastie and






if the inverses exist. Lemma 2.1 below generalizes condition (6) to the
D-variate case and provides conditions on the smoother matrices for
guaranteeing that the backfitting estimators exist and are unique. The
resulting condition is totally general and does not depend on the specific
type of smoothers used in the backfitting algorithm. The lemma also
generalizes expressions (7) to the D-variate additive model.
Lemma 2.1. An D-variate additive model fitted through backfitting with
smoother matrices S1 , ..., SD will converge to a unique solution, if
&SdW[&d]M &<1, (8)
for some d # (1, ..., D) and any matrix norm & }&. In that case, the additive
smoother with respect to the dth covariate can be written as
Wd=I&(I&SdW[&d]M )
&1 (I&Sd).
See Horn and Johnson [10] for the definition of a matrix norm. If we
define WM #SD for D=1, the first part of this lemma reduces to the case
D=2 in (6). For D>2, Lemma 2.1 shows that the uniqueness of the
estimators for general smoothers depends on the joint behavior of the
individual smoother matrices with the additive smoother for all other
variables. The lemma does not provide a practical way of evaluating the
existence and uniqueness of the backfitting estimators, because an explicit
expression for W[&d]M is not computed in backfitting.
The smoother matrix W[&d]M has an intuitive interpretation. If we knew
the explicit expression for W[&d]M , then we could estimate md and m[&d] ,
the vector of evaluations at the observation points of an unknown (D&1)-
dimensional function m[&d](x1 , ..., xd&1 , xd+1 , ..., xD), as the solutions of








This system of equations can be solved through backfitting and, if the
solution exists and is unique, its first additive component function estimate
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will converge to m^d=Wd Y, the same solution as for the ‘‘full’’ additive
model normal equations in (3).
3. LOCAL POLYNOMIAL REGRESSION SMOOTHERS
In the bivariate case, Opsomer and Ruppert [15] prove that, asymptoti-
cally, local polynomial regression produces smoother matrices that satisfy
(6), after centering and in the absence of concurvity. They also provide
conditions on the joint distribution of the covariates for guaranteeing that
concurvity does not occur. In principle, the results from Lemma 2.1 could
be used to derive conditions on the joint distribution of the covariates for
higher-dimensional models for guaranteeing that concurvity does not
occur. Extensive simulation experiments, reported in Opsomer [14] and
Opsomer and Ruppert [16], have shown that in practice, a model fitted
with local polynomial regression converges to a ‘‘good’’ (albeit potentially
non-unique) solution. Concurvity and even lack of convergence can occur,
however, when the number of covariates is high and they exhibit strong
correlation among them. In this section, we will therefore assume that the
estimators exist, i.e. that condition (8) holds.
One important application of the explicit formula for the estimator in
Lemma 2.1 is the derivation of the asymptotic properties of the backfitting
estimators. This allows comparison of the backfitting estimators with other
fitting methods for additive models, such as marginal integration and back-
fitting-projection.
We briefly review some of the notation used in Opsomer and Ruppert
[15]. The smoother matrices for local polynomial regression are Sd=
(sd, Xd 1 , ..., sd, Xdn)
T, where sTd, xd represents the equivalent kernel for the d th











with ei a vector with a one in the i th position and zeros elsewhere, the
matrix Kxd=diag[(1hd) K((Xd1&xd)hd), ..., (1hd) K((Xdn&xd)hd)] for
some kernel function K and bandwidth hd ,
1 (Xd1&xd) } } } (Xd1&xd) pd
Xdxd=_ b b . . . b & ,1 (Xdn&xd) } } } (Xdn&xd) pd
and pd the degree of the local polynomials for fitting md (see also Ruppert
and Wand [17]). Let f (x) represent the density of Xi , with fd (xd) the
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marginal density with respect to the d th covariate. For the kernel function
K, write the moments of K as +j (K)= u jK(u) du for any j and let
R(K)= K(u)2 du. Let D pd represent the p th derivative operator with
respect to the d th covariate, and let
d pmd (Xd1)
dx pd
D pd md=_ b &d pmd (Xdn)dx pd
and
E(m ( p)k (Xk1) | Xd1)
E(m ( p)k (Xki) | X
d)=_ b & .E(m ( p)k (Xkn) | Xdn)
We make the following technical assumptions:
(AS.I) The kernel K is bounded and continuous, it has compact support
and its first derivative has a finite number of sign changes over its support.
Also, +pd+1(K){0 for all d.
(AS.II) The densities f and fd are bounded and continuous for all
d=1, ..., D, they have compact support and their first derivatives have a
finite number of sign changes over their supports. Also, fd (xd)>0 for all
xd # supp( f ).
(AS.III) As n  , hd  0 and nhd log(n)   for all d=1, ..., D.
For a discussion of these assumptions and of how they differ from those
usually made for univariate local polynomial regression, see Opsomer and
Ruppert [15].
For simplicity, we only show the asymptotic bias and variance at points
in the interior of the support of f. For results that include boundary points
in the bivariate case, see Theorem 4.1 of Opsomer and Ruppert [15]. We
also restrict attention to local polynomials of odd degree, as the expres-
sions become considerably more complicated for even degree (see
Corollary 5.1 in Opsomer and Ruppert [15]).
Theorem 3.1. For a D-dimensional additive model fitted by local polyno-
mial regression of odd degree pd , d=1, ..., D, the conditional bias of the dth
additive component function at an interior observation point Xdi is
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_\+pd+1(K( pd ))( pd+1)! h pd+1d (D pd+1d md&E(m ( pd+1)d ))&SdB&d+
+Op \ 1- n++op(h pd+1d ),
where B&d is the conditional bias of fitting a (D&1)-dimensional additive
model to data from model (5),




The conditional variance is
var(m^d (Xdi) | X)=_2
R(K)
nhd
fd (Xdi)&1+op \ 1nhd+ .
If we set the bias for D=1 equal to (S1*&I) m1 , these formulae agree
with the expressions in Corollary 4.1 of Opsomer and Ruppert [15] for the




&1#(I&S1*S2*)&1 is also used). If so desired, non-recursive
asymptotic bias expressions can be derived from Theorem 3.1 for D larger
than 2, but the expressions become very complicated even for D=3.
While the bias expression in Theorem 3.1 is still a recursive formula,
several corollaries can be stated. In particular the order of the asymptotic
bias can be derived for any D, using approximation (12) in the proof of
Theorem 3.1:
Corollary 3.1. The conditional bias of m^d (Xdi) is of order:
E(m^d (Xdi)&md (Xdi) | X)=Op \ :
D
k=1
h pk+1k + .
If each of the additive component functions are fitted by local polyno-
mial regression of the same degree, the additive model achieves the same
rate as the univariate local polynomial regression. This is the same result
as found by Stone [18] for regression splines, a projection smoother. The
corollary also implies that when different degrees are chosen for additive
component functions, the rate of the bias of all estimated functions will be
determined by the rate of the lowest degree local polynomial. Hence, the
backfitting model estimator can converge more slowly than univariate local
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polynomial regression, at least for some of the component functions. Of
course, this problem can be circumvented if the main interest is not in
estimating the overall model but rather individual component functions. In
that case, the bandwidth parameters can be set at the rate that is optimal
for estimating each component function separately, and the full additive
model refitted for each function of interest. This is similar to the approach
of the integration method, in which each function is estimated by inte-
grating out the effect of all the other covariates (see Hengartner [9]).
Finally, we consider the case when the covariates are mutually inde-
pendent. Because it results in simple, non-recursive bias expressions, this
situation is of both theoretical and practical interest. Corollary 3.2 below
gives the asymptotic bias of m^d (Xdi) and Y i=:^+Dd=1 m^d (Xdi). These
follow immediately from Theorem 3.1 and the fact that Ss*Sk*=op(11Tn)
for all d{k when the covariates are independent.
Corollary 3.2. If the covariates are mutually independent, the bias of
m^d at an interior observation point Xdi can be approximated by













and the conditional bias of Y i is















The Op(1- n) disappears in the asymptotic bias of Y i because of a
cancellation between the bias terms for :^ and those for m^d (Xdi) (see
Opsomer and Ruppert [15]). Note that the independence assumption is
not sufficient to derive the approximations in Corollary 3.2 directly from
the normal equations. As in the bivariate case, the asymptotic bias of m^d
depends only on the behavior of md , not on that of the other additive
component functions.
The backfitting-projection estimator of Linton et al. [11] has explicit
asymptotic bias expressions regardless of the distribution of the covariates,
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and in that sense is more analytically tractable than the backfitting
estimator. Theorem 3.1 and Corollary 3.2 show that, while the asymptotic
variance for the dth additive term is the same as that of a one-dimensional
smoother when all the other terms are known exactly, the asymptotic bias
is only equivalent when the Xdi are independent. In that sense, backfitting
does not share the oracle property of the marginal integration method
discussed by Fan et al. [4]. Both the analytical tractability and the oracle
property come at the cost of a much more complex and computation-inten-
sive fitting method, however.
Theorem 5 of Opsomer and Ruppert [16] derived expressions that do
not use Theorem 3.1 and therefore resulted in ‘‘spurious’’ Op(1- nhd )
terms in the asymptotic bias. Even though this term was of the same order
as the leading bias and variance terms, it was ignored in the asymptotically
optimal bandwidth expressions. By eliminating this term, Corollary 3.2
provides a more rigorous theoretical justification for the bandwidth
selection method proposed in Opsomer and Ruppert [16].
In this context, we will define the ‘‘optimal’’ bandwidth as the minimizer








An analogous definition holds for MASE(m^). In the case of independent
covariates, the conditional asymptotic MASE (AMASE) takes on a
particularly simple form, with an explicit solution for the asymptotically
optimal bandwidths. Let [ad , bd] represent the range of covariate Xd for
d=1, ..., D.
Corollary 3.3. If the covariates are mutually independent, the condi-
tional MASE of m^d can be approximated by
MASE(m^d | X)=\+pd+1(K( pd ))( pd+1)! +
2




(bd&ad)+op \h2pd+2d + 1nhd+ ,
where
%d ( pd)=E(m( pd )(Xdi)&E(m( pd )(Xdi)))2.
The bandwidth minimizing the conditional AMASE is
hd, AMASE=\pd ! ( pd+1)! R(K( pd)) _
2(bd&ad)
2n+(K( pd))




The same choice of bandwidths for d=1, ..., D minimizes the conditional
AMASE of m^. This expression is the same as that in Opsomer and Ruppert
[16] for additive models and used to develop plug-in bandwidth
estimators for additive models fitted by local polynomial regression.
This bandwidth selection procedure is implemented in a fully automated
model fitting algorithm in Matlab 4.2c [13], available from the author.
Simulation experiments reported in that article show that the optimal
choice of bandwidth is quite insensitive to the dependency between the
covariates, so that the use of (9), instead of the much more complicated
minimizer of the ‘‘full’’ AMASE without the independence assumption,
appears justified for practical applications, regardless of the dependency
structure of the covariates.
PROOFS
Proof of Lemma 2.1. To simplify the notation in the proof, we focus on
the additive smoother for the D th covariate, and write M(&D) for the
matrix M with the row and column corresponding to the D th smoother
matrix removed. The proof is based on partitioning the matrix M, and we
assume that all the inverses are well-defined. Let R represent the
n_n(D&1) matrix [SD } } } SD], C(&D) is the matrix [ST1 S
T




and write V=I&RM&1(&D) C(&D) . We rewrite M as
M=_M(&D)R
C(&D)
I & , (10)






V&1 & , (11)
by the formula for the inverse of a partitioned matrix (Horn and Johnson
[10], p. 18). If the inverses on the right-hand-side of (11) all exist,
then M&1 is indeed the inverse of M, since they multiply to the identity
matrix.
Let U=M(&D)&C(&D) R. If the matrices U, V and M(&D) are invertible,
then the matrix M is also invertible and the backfitting estimators exist and
are unique. We already know that M is invertible for D=2 if condition (8)
is satisfied, so if we can show that the condition also implies that U and
V are invertible, the lemma can be proven recursively.
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First, note that V&1=I+RU&1C(&D) , by the formula for the inverse of
sum of matrices (Horn and Johnson [10], p. 19), so that we only need to











for any matrix norm & }&.
















with the latter expression following directly from the relation
(I&SDW (&D)M )




Proof of Theorem 3.1. The proof is a generalization of that of
Theorem 4.1 in Opsomer and Ruppert [15], and we again consider the
estimation of the D th covariate. To further simplify notation, we assume
pd=1 for all d. The generalization to arbitrary odd pd is straightforward.
Let m(&D)=m1+ } } } +mD&1 , so that m=m(&D)+mD . Also, let
(Xd1&xd)2 sTd, Xd 1Qmd (Xd1)
Qmd (xd)=_ b &d 2md (xd)dx2d , Qd=_ b &(Xdn&xd)2 sTd, XdnQmd (Xdn)
and Qd*=(I&11Tn) Qd , and let B&D=(W (&D)M &I) m (&D) , the bias in the
estimation of m(&D) by a (D&1)-dimensional additive model. For the bias
in estimating mD , we need to approximate
































+Op \ 1- n++op(h2D),
since QD=(+2(K)2) h2DD
2 mD+op(h2D).
Before deriving the variance approximation, we need to show that if M





Lemma 3.2 of Opsomer and Ruppert [15] shows that (12) holds for D=2.
Now suppose that (12) also holds for D&1. As before, we consider the
smoother for the D th covariate. We assume that M and hence




(12) is shown to hold for D by direct matrix multiplications. After expanding
W(&D)M as in Lemma 2.1, all the terms in S*DW
(&D)
M can indeed by shown to
be Op(11Tn), by using the same reasoning as in Lemma 3.1 of Opsomer and
Ruppert [15] and the recursion assumption.
Using (12), the variance approximation can be derived exactly as in the
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