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Abstract
We study the parabolic operator @t  Dx þ Vðt; xÞ; in R1þ  Rd ; dX1; with a potential
V ¼ Vþ  V; V7X0 assumed to be from a parabolic Kato class, and obtain two-sided
Gaussian bounds on the associated heat kernel. The constraints on the Kato norms of Vþ and
V are completely asymmetric, as they should be. Further improvements to our heat kernel
bounds are obtained in the case of time-independent potentials.
If V has singularities of the type 7cjxj2 with a suitably small constant c; we obtain new
lower and (sharp) upper weighted heat kernel bounds. The rate of growth of the weights
depends (explicitly) on the constant c: The standard bounds and methods (estimates in Lp-
spaces without desingularizing weights) fail for singular potentials.
r 2003 Elsevier Inc. All rights reserved.
1. Introduction
1.1. Kato parabolic class
The following question is important. What is the ‘‘maximal’’ class of potentials for
which a (unique) weak heat kernel exists and satisﬁes upper and lower Gaussian
bounds? Our answer to this question is as follows. Given VAL1locðR1þ  RdÞ; set






Gtuðx  yÞjVðt; yÞj dy dt;






Guþrtðx  yÞjVðt  r; yÞj dy dt;
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where r40 and
GtðzÞ :¼ ð4ptÞd=2 expðjzj2=4tÞ:
We will use abbreviation kðV ; rÞpa to mean that the inequalities k1;1ðV ; rÞpa
and kNðV ; rÞpa hold simultaneously. Note that k1;1ðV ; rÞ ¼ kNðV ; rÞ if V is
independent of time.
We say that V belongs to the Kato parabolic class and we write VAKPd if and only
if kðVÞ :¼ inf r40 kðV ; rÞ is ﬁnite.
Let us emphasize the fact that the standard deﬁnition requires kðVÞ ¼ 0; so that
the standard parabolic Kato class, say KPd;0; is a proper subset of our K
P
d : It means
that there are VAKPd such that eVeK
P
d;0 8e40:
Theorem 1A (Time-dependent potentials; dX2). Let V ¼ Vþ  V; V7X0: If
VAKPd and kðVÞo1; then a unique weak heat kernel, ZV ðt; x; s; yÞ; for the parabolic
operator @t  Dx þ Vðt; xÞ in ½0;N½Rd ; exists and there are constants c7i 40 and oi




ðtsÞðx  yÞ p ZV ðt; x; s; yÞ p cþ1 eðtsÞo2Gcþ2 ðtsÞðx  yÞ
are valid for all t4sX0 and x; yARd : Moreover, if VAKPd;0; then c
7
2 can be chosen such
that, for a given e40; c72 ¼ 17e:
The proof rests upon some consequences of DuHamel’s principle and the Lie
product formula for propagators. This theorem generalizes and strengthens (some)
results in [Se2,Zh1,Zh2].
Our deﬁnition of the parabolic Kato class is natural and the most general for these
kind of problems. The constraints on Vþ and V are completely asymmetric as they
should be. There is no restriction on the magnitude of kðVþÞ and the true reason for
this phenomenon is the fact that the inequality
R
Rd
ZVþðt; x; s; yÞ dyp1 holds without
any quantitative assumptions on Vþ: (A similar effect also holds for the parabolic
operator @t  Dþ b  r:) The inequality kðVÞo1 is essential. The previous
techniques and results allowed to consider only the case kðVÞ51:
The class KPd ; however, is too large to preserve the constant in the exponent from
Gtsðx  yÞ; not saying anything about the constants from eoðtsÞ factors. In this
paper we treat these problems for the case of time independent potentials. See,
however, Remark V.2.
For any VAL1locðRdÞ and lX0 deﬁne the (elliptic) Kato norm
eðV ; lÞ :¼ jjVðl DÞ1jj1-1;
where jjAjjp-q stands for the norm of a bounded operator A : Lp-Lq:
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It is easily seen that if V ¼ VðxÞ; then VAKPd3infl40 eðV ; lÞoN and
VAKPd;03infl40 eðV ; lÞ ¼ 0: We also note that jjVðl DÞ1jj1-1 ¼ jj
ðl DÞ1jV jjjN:
We start with the following.
Theorem 1B (Time-independent potentials; d ¼ 3). Let V ¼ Vþ  V; V7X0: If,
for some l740;
eðVþ; lþÞoN and eðV; lÞo1;
then, for any eA0; 1½; there are constants o740 and c7 ¼ c7ðeÞ40 such that the
inequalities
cetoGð1eÞtðx  yÞ p ZV ðt; x; 0; yÞ p cþetoþGð1þeÞtðx  yÞ
are valid for all t4sX0 and x; yARd :
Thus, in the case of V ¼ VðxÞ and d ¼ 3; Theorem 1B substantially improves the
magnitude of the constants c72 from Theorem 1A. At the same time the assumptions
of Theorem 1B (and even stronger assumptions: infl40eðV7; lÞ ¼ 0) do not
guarantee the validity of the strongest estimates, that is with c72 ¼ 1: Moreover, they
do not allow to specify explicitly the dependence o7ðl7Þ:
Now we deﬁne a class of potentials, which is the appropriate class for our
purposes and has already been introduced in [Se1]. This class is characterized by the
following norm:
eðW ; lÞ :¼ sup
aARd
jjWðl Dþ 2a  rÞ1jj1-1;
where WAL1locðRdÞ and lX0:
Theorem 1C (Time-independent potentials; dX3). Let WX0 and lX0 be fixed.
(1) If eðW ; lÞoN; then there is a constant c40 such that, for all x; yARd and
t40;
cetlGtðx  yÞpZW ðt; x; 0; yÞ:
(2) If eðW ; lÞo1; then there is a constant coN such that, for all x; yARd and
t40;
ZW ðt; x; 0; yÞpcetlGtðx  yÞ:
(3) If the inequality cetlGtðx  yÞpZW ðt; x; 0; yÞ holds for some c40 and for all
x; yARd and t40; then
eðW ; lÞp1=c:
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Remark. (1) It follows from (1) and (2) that if, for some l7X0;
eðVþ; lþÞoN; and eðV; lÞo1;
then there are constants c740 such that
cetlþpZVþVðt; x; 0; yÞ=Gtðx  yÞpcþetl
for all x; yARd and t40:
(2) It follows from (1) and (3) that eðVþ; lÞoN if and only if there is a constant
c40 such that globally
cetlGtðx  yÞpZVþðt; x; 0; yÞ:
(3) Of course, by the deﬁnition, eðW ; lÞXeðW ; lÞ and, in general,
eðW ; lÞ4eðW ; lÞ: There is an exception: ðd ¼ 3; l ¼ 0Þ: Indeed, if d ¼ 3; then
ðDþ 2a  rÞ1ðx; yÞ ¼ ðDÞ1ðx; yÞeaðxyÞjajjxyj
so that ðDþ 2a  rÞ1ðx; yÞpðDÞ1ðx; yÞ and hence eðW ; 0Þ ¼ eðW ; 0Þ [Se1]. But
if l40; then eðW ; lÞ4eðW ; lÞ even for d ¼ 3: And this explains the difference
between the assertions of Theorem 1B and that of Theorem 1C ðd ¼ 3Þ:
(4) Several authors proved that, for a given 0oToN and for all tA0; T  and
x; yARd ; there is a constant CðTÞA0; 1½ such that
CðTÞpZV ðt; x; 0; yÞ=Gtðx  yÞp1=CðTÞ:
This result was established in the case dX3; VALp þ LN; p4d=2 in [Ar] and in the
case dX3; VALd=2 þ LN; infl40eðV ; lÞ ¼ 0 in [vC]. In [Se1] it was proved that, if
dX4; VALd=2 and eðV ; 0ÞoN; then eðV ; 0ÞoN; and if eðV ; 0Þo1 and jjV jjd=2 is
sufﬁciently small, then the bound discussed is global, that is CðTÞ is independent of
T : Zhang informs us that he also obtained a necessary and sufﬁcient condition on
VX0 for the two-sided inequality to be held.
1.2. Singular potentials
We now consider the case dX3 and assume that the potential V is time
independent and satisﬁes the following constraints.
There are constants li; g; b; 0pgpbo1; such that l1 þ gV0ðxÞ p VðxÞp
l2 þ bV0ðxÞ for all xARd : Here and for the rest of the paper V0ðxÞ :¼ ðd22 Þ2jxj2:
Due to the Hardy inequality, we know that V is a D-form bounded operator on
the Hilbert space L2 ¼ L2ðRd ; dxÞ with relative bound b so that the form difference
H :¼ DBV is a well deﬁned (self-adjoint bounded from below) operator in L2:
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Due to [Se3, Theorem III.5.1], expðtHÞ extends by continuity to a holomorphic




1 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ1 bp ; pðbÞ ¼ p0ðbÞ=ðp0ðbÞ  1Þ:
Moreover, for all t40; c ¼ 0; 1;y; pðbÞorpsop0ðbÞ; there are constants M ¼
Mðr; s; c; l2Þ such that
jj@ct etH
 jjr-s p Mel2ttcdðsrÞ=2rs:
It is well known that for such singular potentials the heat kernel of expðtHÞ does
not admit the standard upper Gaussian bound and the semigroup is not
ultracontractive. However, we show that for a suitable weight f the weighted
semigroup expðtHf Þ: L2f-L2f is ultracontractive and derive an upper heat kernel
bound of the form etH
ðx; yÞpctd=2fðxÞfðyÞ: We also consider the operator Hþ :¼
D6V ; the form sum of D and V ; and establish an upper heat kernel bound of the
form etH
þðx; yÞpCtjðxÞjðyÞ for appropriate functions j and Ct: As a byproduct of
these estimates we obtain two-sided weighted Gaussian bounds on etH
8ðx; yÞ: These
bounds become sharper when g ¼ b: To formulate precisely the results let us deﬁne
weight functions
fiðxÞ :¼ jxjsi if jxjp1 and fiðxÞ ¼ 1 if jxjX1; i ¼ 1; 2; 3; 4;
where s1 ¼ d22 ð1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ gp Þ; s2 ¼ d22 ð1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ






q for any eA0; ð1þ bÞ1½: Let q be any number from the interval
2; d=s1½:




2t f1ðxÞf1ðyÞ p etH









hold for all eA0; ð1þ bÞ1½; t40 and x; yARd :
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Theorem 2 seems to be the ﬁrst result dealing with the situation where the lower
and upper bounds on etH
8ðx; yÞ behave differently at t ¼ 0 and/or at x ¼ 0:
1.3. Combined Kato-singular potentials
Theorem 20. Assume that (1) For some constants 0pgpbo1; the inequality
gV0ðxÞpVðt; xÞpbV0ðxÞ is valid pointwise a.e. t40 and xARd : (2) WAKPd with a
sufficiently small (depending on b) Kato norm kðWÞ: Then there exist weak heat
kernels ZWV ; ZWþV for the parabolic operators @t  Dþ W  V and @t  Dþ W þ




ts *f1ðxÞ *f1ðyÞpZWV ðt; x; s; yÞ
p c2ðt  sÞd=2eðtsÞo2 *f2ðxÞ *f2ðyÞ;
ZWþV ðt; x; s; yÞpc3tdð1þqÞ=ð2qÞeðtsÞo1 *f3ðxÞ *f3ðyÞ;
hold for all t4sX0; x; yARd ; where *fi are defined in the same way as fi but with
*s14s1; *s24s2:
To formulate an analogous result with a Gaussian factor in the upper bounds let
us deﬁne, for any eA0; 14ð1b 1Þ½;
f1;eðxÞ :¼ jxjsiðeÞ if jxjp1 and fi;eðxÞ ¼ 1 if jxjX1; i ¼ 1; 2; 3;
where s1ðeÞ ¼ d22ð1eÞ ð1þ
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1þ g egp Þ; s2ðeÞ ¼ d22ð1þeÞ ð1
ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ
1 b ebp Þ and s3ðeÞ ¼
s1ðeÞ: Let q be any number from the interval 2; d=s1ðeÞ½:
Theorem 3. There are constants ci ¼ ciðe; qÞ40 and oi ¼ oiðeÞ such that the
inequalities
etH










are satisfied for all t40 and x; yARd :
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2. Auxiliary results
Let X be a Banach space and assume that for each t the operator AðtÞ generates
a holomorphic semigroup in X : Assume that there is a family U of strongly
continuous functions Ut;s (propagators) deﬁned on 0psptoN; which take values
in LðX Þ; the space of all bounded linear operators from X into X ; Us;s ¼ I for each
sX0; Ut;rUr;s ¼ Ut;s for 0psprptoN; there is a dense subspace DU such that
@tU
t;sf þ AðtÞUt;sf ¼ 0 and @sUt;sf  Ut;sAðsÞf ¼ 0 for all fADU :
Let P be another such family generated by BðtÞ with DP ¼ D ¼ DU : Let us
assume that Pt;sDDD for 0psptoN and Pt;sf (resp. Ut;sf ) are strongly
differentiable for each fAD with respect to t (resp. sA½0; t). Then the following
DuHamel formula
Ut;sf  Pt;sf ¼
Z t
s
Ut;tðBðtÞ  AðtÞÞPt;sf dt
is valid for all fAD: Set WðtÞ :¼ BðtÞ  AðtÞ and assume that WðtÞALðX Þ: Let
jjPt;sjjpMeoðtsÞ: Consider the following Miyadera condition: There are numbers





jjWðtÞPt;uf jjeoðtuÞ dtpajj f jj: ðMÞ
A simple iteration process based on the DuHamel formula yields the following
bound in terms of the constants from ðMÞ:
jjUt;sjj p M










We will also use a product formula for quasi contractions R; U ; T generated by
CðtÞ; AðtÞ; VðtÞ; respectively. If DðCðtÞÞ ¼ DðAðtÞÞ-DðVðtÞÞ and CðtÞ ¼
AðtÞ þ VðtÞ for all t; and jjCðtÞRt;rC1ðrÞjjpdðt0ÞoN for all 0pt rpt0oN; then
the Lie product formula
Rt;s ¼ str lim
n-N
Ft;sn ð2Þ
holds, where Ft;sn :¼ Ut;tn1Tt;tn1Utn1;tn2Ttn1;tn2 y  Ut1;sTt1;s; ti :¼ s þ in ðt  sÞ:
One can easily prove this by mimicking the corresponding proof for semigroups
in [Ne].
Let now ðM; mÞ be a measure space with s-ﬁnite measure mX0; X ¼ Lr ¼
LrðM; mÞ for some rA½1;N½: Let U ; T from (2) be positivity preserving, and U
ultracontractive. The latter means that jjUt;sjj1-NpSðt  sÞ for all t4sX0; where
the function SðtÞ is bounded on any compact subinterval of 0;N½: Suppose further
that for some p41 the operators pVðtÞ and AðtÞ  pVðtÞ generate Tp and Rp
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respectively, and that (2) is also valid for Rp; U ; Tp: If VðtÞ is an operator of




is valid for all 0phAL1-LN; 0pap1; where p0 ¼ p=ðp  1Þ: This inequality is
standard in functional integration theory. In our setting it follows via the Lie
product formula (cf. [HS]). Indeed, by ultracontractivity, Ut;s is an integral operator.
Let Nðt; x; s; yÞ denote its integral kernel, which is non-negative due to the fact that
U is positivity preserving. Then











 Nðt1; x1; s; yÞe
ts
n
Vðs;yÞhðyÞdxn1 y  dx1 dy
(here we are using Ho¨lder’s inequality and the reproductive property of U)
pðF t;sn ðpVÞhapðxÞÞ1=pðUt;shð1aÞp
0 ðxÞÞ1=p0 :
We now pass to the limit n-N in this inequality, using (2), which proves (3).
Proposition 1. Let p ¼ m=ðm  1Þ for some integer mX2: In addition to the above
conditions assume that
jjRt;sp 1jjNpyNðt0Þ and jjRt;sp jj1-1py1ðt0Þ
for all 0pt  spt0oN: Then there is a constant c ¼ cðy1ðt0Þ; yNðt0ÞÞ such that, for







Proof. Applying (3) with a ¼ 0 yields
jjRt;sf jjNp jjRt;sp 1jj1=pN jjUt;sjf jp
0 jj1=p0N
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Applying (3) with a ¼ n=ðn þ 1Þ where 1pnpm  1 yields
jjRt;sf jjm=np jjRt;sp jf japjj1=pm=npjjUt;sjf jð1aÞmjj1=mN
p jjRt;sp jj1=pðm1Þ=n-ðm1Þ=njj f jjaam=njjUt;sjj1=m1-Njjf jj1að1aÞm
p jjRt;sp jj1=pðm1Þ=n-ðm1Þ=njjUt;sjj1=m1-Njjf jjm=ðnþ1Þ:
By interpolation, jjRt;sp jjq-qpcðy1ðt0Þ; yNðt0ÞÞ for all 1pqpN and 0pt  spt0: By
the ultracontractivity of U ; jjUt;sjj1-NpSðt  sÞ: The desired assertion follows now
from the reproductive property of Rt;s:
Proposition 1 is particularly useful if one can effectively estimate yiðt0Þ: The latter
can be carried out by means of (1).
3. Proof of Theorem 1A (time-dependent potentials)
We are going now to apply the techniques developed in Section 2 to the parabolic
operator @t  Dþ V in R1þ  Rd ; dX2: Let V fulﬁll the assumptions of Theorem 1A.
Let 1m; mX1 denote the indicator of the cylinder ½0; m  fzARd : jzjpmg and let
V7m :¼ 1m minðV7; mÞ so that V7m ALNcomðR1þ  RdÞ and, of course, V7m pV7 and
kðV7m ; rÞpkðV7; rÞ for all m41; r40: Fix m and choose a sequence fVm;n; nX1g of
bounded, compactly supported smooth potentials such that 0pV7m;n; V7m;n-V7m
strongly in L1ðR1þ; LqðRdÞÞ for every q; 1pqoN; and hence kðV7m  V7m;nÞ-0 as
n-N: By the assumptions VAKPd ; kðVÞo1 and hence there exist constants
r40; aþoN and ao1 such that kðV7; rÞoa7: Let us ﬁx n0 by the condition:
kðV7m;n; rÞpa7 uniformly in nXn0:
Starting from this point we will ignore the above notations and write Vn instead
of Vm;n:
Set Pt;s :¼ eðtsÞD: Then it is easy to see that the Miyadera condition (M) in L1 ¼
L1ðRd ; dxÞ is satisﬁed for Vn ; uniformly in n: Set AðtÞ :¼ Dþ VnðtÞ with domain
DðAðtÞÞ :¼ ð1 DÞ1L1 and let U ¼ UVn be the corresponding propagator. Then,
due to the Lie product formula (2), U1pUVn 1 and, due to the standard theory
(see e.g. [Fr]), U ; P fulﬁll all of the assumptions which led us to (1). As a result we
have for 0psptoN
jjUt;sjj1-1; jjUt;s 1jjNp ð1 aÞ1 expf½o Z1 log ð1 aÞðt  sÞg ð10Þ
with constants a; o and Z; depending only on kðVÞ: Let us note that the
assumption k1;1ðVÞoao1 guarantees the validity of ð10Þ for jjUt;sjj1-1; while
kNðVÞoa for jjUt;s1jjN:
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The same estimate holds for Up generated by AðtÞ :¼ Dþ pVnðtÞ for any
pA1; 1=a½: We will denote it by ð10pÞ: Of course, the constants a; o and Z from ð10pÞ
depend on pkðVÞ:
At this stage it is easy to see that Proposition 1 is applicable in this setting. As a
consequence it follows that
jjUt;sjj1-N p cmþ1md=2ð4pðt  sÞÞd=2 ð0psotoNÞ;
where mX2 is the minimal integer satisfying the inequality aoðm  1Þ=m; and c
denotes the RHS of ð10pÞ:
Setting p12 ¼ p1p2; pi ¼ mimi1 where miX2; m1m2aoðm1  1Þðm2  1Þ; we
immediately conclude that
jjUt;sp12 jj1-N p cp12þ1p
d=2
12 ð4pðt  sÞÞd=2 ð0psotoNÞ:
Using this bound and (3), we have Ut;sðx; yÞpðUt;sp12ðx; yÞÞ1=p12ðPt;sðx; yÞÞ1=p
0
12 or
ZVn ðt; x; s; yÞ p c2eðtsÞo2GðtsÞp012ðx  yÞ ð4Þ
for all x; yARd and all 0psotoN:
Finally, put W :¼ ð1 p0ÞVþn ; where the constant p041 is deﬁned by the
condition ðp0  1Þaþo1; so that the Miyadera condition (M) in L1 is satisﬁed for W
uniformly in n: Then the same argument which led us to (4) gives
Zðp01ÞVþn ðt; x; s; yÞ p c3eðtsÞo3GðtsÞc4ðx  yÞ ð5Þ
for all x; yARd and all 0psotoN:





ðGtsðx  yÞÞp0 p Zðp01ÞVþn ðt; x; s; yÞðZVþn ðt; x; s; yÞÞp01
(here we are using (5))
pc3eðtsÞo3GðtsÞc4ðx  yÞðZVþn ðt; x; s; yÞÞp01;
or
c4e
ðtsÞo1GðtsÞc5ðx  yÞ p ZVþn ðt; x; s; yÞ: ð6Þ
As soon as the (a priori) estimates (4) and (6) are obtained, the proof of Theorem
1A can be completed using fairly standard approximation arguments. Let us present
ARTICLE IN PRESS
P.D. Milman, Yu.A. Semenov / Journal of Functional Analysis 202 (2003) 1–2410
them now. Consider the following Cauchy problem:
vAL2ðR1þ; H1ðRdÞÞ-CðR1þ; L2ðRdÞÞ; vð0Þ ¼ hAL1-LNðRdÞ;RN
0 /v; ð@t  Dþ VÞfS dt ¼ 0 for all fACN0 ðR1þ  RdÞ;
V7ALNcomðR1þ  RdÞ:
8><>: ð7Þ











/vn; ð1þ Vn ÞvnSdt1 ð8Þ
for all sptps þ r:
Now we again appeal to Miyadera’s condition and a simple iteration process to
conclude that Z t
s
jjV7n ðt1ÞUt1;sn hjj1 dt1pa7ð1 aÞ1jjhjj1: ð9Þ





























We change the order of integration, obtaining J ¼ R t
s
























The induction completes the proof of (9).
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ð/vn; ð1þ Vþn ÞvnSþ/rvn;rvnSÞ dt1 pCjjhjj1jjhjjN:
Here the constant C depends only on a and d:
On the basis of the last inequality we conclude the existence of a subsequence
(again denoted by fvng) converging to a limit v  Uh strongly in L2ð½s; s þ r  RdÞ;
weakly in L2ð½s; s þ r; H1ðRdÞÞ and weak-star in LNð½s; s þ r; L2ðRdÞÞ: The latter
immediately leads to the conclusion that U is integral operator. Now, let fi; i ¼ 1; 2;
be non-negative CN0 ðRdÞ functions with the supports fzARd : jxi  zjpdg; d40 and




and both ðx1; x2Þ and d are arbitrary, we conclude, after redeﬁnition on a set of
measure zero, if necessary, that Uðt; x1; s; x2ÞpCþ1 Gcþ2 ðtsÞðx1  x2Þ for all
ðt; x1; x2ÞA½s; s þ r  Rd  Rd :




/v; VvS dt1 þ
Z t
s
/rv;rvS dt1 ¼ /v2ðsÞS
for all sptps þ r:
Now one easily veriﬁes that vACð½s; s þ r; L2ðRdÞÞ and is a weak solution of (7)
for all fACN0 ð½s; s þ r  RdÞ:
Next, we consider the following Cauchy problem:
vAL2ðR1þ; H1ðRdÞÞ-CðR1þ; L2ðRdÞÞ; vð0Þ ¼ hAL1-LNðRdÞ;RN
0 /v; ð@t  Dþ VÞfSdt ¼ 0 for all fACN0 ðR1þ  RdÞ;
V ¼ Vþ  V; VþALNcomðR1þ  RdÞ:
8><>:
Set Vm :¼ 1m minðV; mÞ; where (recall) 1m; mX1 denotes the indicator of the
cylinder ½0; m  fzARd : jzjpmg: Let vmðtÞ :¼ Umh be a solution of the Cauchy
problem corresponding to Vm :¼ Vþ  1m minðV; mÞ: Then by the preceeding we
obtain exactly the same conclusion as before, in the case where both V7 were




/vm; Vm vmSdt1 ¼
R t
s
/v; VvS dt1: Finally, acting as before, we get rid of
the additional restriction on Vþ:
In order to remove the restriction tA½s; s þ r one can use the reproductive
property to define Ut;s for all required pairs ðt; sÞ: The uniqueness of the fundamental
solution is also easy to prove. We omit the details.
In the stationary case we have to improve the constants c7i in the Gaussian
factors which enter the two-sided heat kernel bounds. Such improvement is possible
mainly due to the following. (A) Now we can rewrite the Miyadera condition (M)
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etlPt dtf jj1pajj f jj1 ðM0Þ
and work with ðlþ LÞ1 directly (Pt ¼ etL);
(B) Instead of the non-linear inequality (3) we employ the Nash inequality, which
together with the ‘‘Davies device’’ [Da] leads to the desired conclusion.
The main idea outlined above goes back to [Se1] (see also [LS2]). Below we will
need the following deﬁnition.
It is said that VAL1loc belongs to the form Kato class Fb if and only if there are
constants b and Cb such that
/ f ; jV j fSpb/jrf j2Sþ Cb/j f j2S for all fACN0 :
Let us mention a simple result which we will use below:
jjVðl DÞ1jj1-1pb) VAFb with Cb ¼ bl: ð10Þ
Indeed, for any VX0; l40 and fAL2; one has




f ðxÞV 1=2ðxÞðl DÞ1ðx; yÞV1=2ðyÞf ðyÞ dx dy




j f ðxÞj2VðyÞðl DÞ1ðx; yÞ dx dypeðV ; lÞjj f jj22:
4. Proof of Theorem 1B
Given aARd deﬁne Da :¼ D 2a  r and SðaÞf ðxÞ :¼ eaxf ðxÞ: It is straightforward
to check that etDa1 ¼ 1 and, for all fAL1ðRdÞ;
SðaÞetðDa2ÞSðaÞf ¼ etDa f ; ð111Þ
SðaÞðlþ a2  DÞ1SðaÞf ¼ ðl DaÞ1f ; lX0; ð112Þ
eaðxyÞðlþ a2  DÞ1ðx; yÞ ¼ ðl DaÞ1ðx; yÞ: ð113Þ
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jxyj and hence one easily
concludes that, for a given d40 and all large o; there is a constant g ¼ gðd;oÞðpoÞ
such that g-N as o-N and
ðoþ da2  DaÞ1ðx; yÞpðg DÞ1ðx; yÞ; ð121Þ
jjðg DÞ1VjjN ¼ ao1: ð122Þ
These estimates are crucial for our proof of Theorem 1B. Indeed, they allow us to
verify the Miyadera condition (M0) for Pt ¼ etðDada2Þ and W ¼ V; so that
jjetðDada2VÞjj1-1pð1 aÞ1eot ð13Þ
is valid for all aARd : Eq. (13) in turn allows us to employ the Nash inequality






/f 2t S ¼ /ft;DftSþ/ft; VftSþ ðoþ ð1þ dÞa2Þ/f 2t S:





/f 2t SXð1 aÞjjrftjj22
(here we are employing the Nash inequality)






/f 2t SXð1 aÞ1þ4=dcd/f 2t S1þ2=d jj f jj4=d1
and hence we obtain after integrating this inequality
jj ftjj2pc0td=4jj f jj1:




Finally, putting a ¼ xy
2ð1þdÞt; we arrive at
etðDVÞðx; yÞpceotGð1þdÞtðx  yÞ:
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The lower bound follows from this one via the inequality ðeA½0; 1=2Þ
Gtðx  yÞ  etDðx; yÞpðetðDVþÞðx; yÞÞeðetðDþ
e
1eVþÞðx; yÞÞ1e: ð14Þ
5. Proof of Theorem 1C
The proof of Theorem 1C (1) and (2) is similar to the above proof of Theorem 1B
and even simpler. Indeed, in order to prove Theorem 1C (2) we do not need to verify
(12) and therefore to restrict the setting to the case d ¼ 3 because the assumption
eðW ; lÞ ¼ ao1 is exactly the Miyadera condition ðM0Þ for Pt ¼ etDa and W ; so that
the inequality
jjetðDaþW Þjj1-1pð1 aÞ1elt ðWX0Þ
holds for all aARd : Also, since eðW ; lÞXeðW ; lÞ we can appeal to (10) when
applying the Nash inequality to ft ¼ exp½tðDa þ W  lÞ f : Finally, the proof of
Theorem 1C (1) requires the inequality
etDaðx; yÞpðetðDaWÞðx; yÞÞeðetðDaþ e1eW Þðx; yÞÞ1e
analogous to (14) and with the same proof.
Thus we are left to prove Theorem 1C (3). To see that the inequality ðc40Þ
cetlGtðx  yÞpZW ðt; x; 0; yÞ
implies eðW ; lÞp1=c we set w :¼ wnW ; where wn is the indicator of the set
fx : WðxÞpn and jxjpng; and note ﬁrst that since ZW ðt; x; 0; yÞpZwðt; x; 0; yÞ; we

















Integrating these inequalities over R1þ yields jjwðl DaÞ1jj1-1p1=c and, by
monotonicity, jjWðl DaÞ1jj1-1p1=c:
Remark. (1) Behind the above proof of Theorem 1C (3) stands the following general
fact. Let W be a non-negative measurable function such that DðW 1=2Þ-DððDÞ1=2Þ
is dense in L2ðRdÞ (e.g. WAL1locðRdÞ) and let Ha ¼ D6W62a  r be the
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form-sum. Then for all e40 and fAL1-L2;
jjWðeþ HaÞ1f jj1pjj f jj1:
This claim follows from the following two facts.
(a) ðe Da þ wnÞ1-ðeþ HaÞ1 strongly in L2 as n-N; where wn :¼ minðn; WÞ
and e40:
(b) If etA is a positivity preserving contractive strongly continuous semigroup in
L1ðM; mÞ space with measure mX0; then for any 0pqALN and e40;
jjqðeþ A þ qÞ1jj1-1p1:
In turn (a) follows from the strong L2-convergence ðe Dþ wnÞ1=2-ðe
D6WÞ1=2 (see [Ka1, Chapter VIII]) via the representation formula
ðeþ HaÞ1 ¼ B1=2ð1 ﬃﬃﬃﬃp 1GÞ1B1=2;
where B :¼ e D6W ; G :¼  ﬃﬃﬃﬃp 1B1=22a  rB1=2:




t1ð1 etAÞf dmX0: Therefore, by the deﬁnition of A;R
M




qÞfdmXjjqf jj1: But DðAÞ-L1þ ¼ ðeþ A þ qÞ1L1þ; so that we can put f ¼ ðeþ A þ
qÞ1jhj; 8hAL1; obtaining jjhjj1Xjjqðeþ A þ qÞ1jhjjj1Xjjqðeþ A þ qÞ1hjj1 and
hence jjqðeþ A þ qÞ1jj1-1p1:
(2) With the exception of the case d ¼ 3; l ¼ 0 ðeðW ; 0Þ ¼ eðW ; 0ÞÞ; Theorem 1C
has a natural time-independent version for the class of potentials determined by the
norms







2ðtuÞþaðxyÞGtuðx; yÞjVðt; yÞj dy dt;







2ðuþrtÞþaðxyÞGuþrtðx; yÞjVðt  r; yÞjdy dt;
where r40; andToN are some numbers.
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where Ut;s denotes the propagator corresponding to Dþ VðtÞ: Of course, now one
could not use the Nash inequality because, in general, kðV ; r; TÞpb does not force
VAFb1 for any b1: Instead, one should ﬁnd another argument. Here based on
Proposition 1 we only prove the following criterion:
For some r40; ToN the norm kðV ; r; TÞ is ﬁnite if and only if there is a
constant C40 such that the inequalities
CpZjV jðt; x; s; yÞ=Gtsðx  yÞp1
hold for all 0psotpT and all x; yARd ; dX2:
Indeed, we can and will assume that VACN0 ðR1þ  RdÞ: Using the fact that now
ZV ; ðt  sÞðj@tZV j þ j@sZV jÞðt; x; s; yÞ enjoy qualitative upper Gaussian bounds, one
easily concludes that SðaÞUt;sSðaÞ is a bounded operator on L1ðRdÞ and that
d
dt
Ut;sa f ¼ ðDa þ VðtÞÞUt;sa f and
d
ds
Ut;sa f ¼ Ut;sa ðDa þ VðsÞÞf ;




V ðt; x; s; yÞ denote the heat kernel of Ut;sa : Then
(a) Z
ðaÞ
V ðt; x; s; yÞ ¼ ea












V ðt; x; s; yÞ dy ¼
R
Rd
Vðs; yÞZðaÞV ðt; x; s; yÞ dy:
Now let VX0 and ZV ðt; x; s; yÞXCGtsðx  yÞ; tpT : Then
(d) Z
ðaÞ
V ðt; x; s; yÞXCGðaÞtsðx  yÞ; where GðaÞtsðx  yÞ :¼ ea
2ðtsÞþaðxyÞGtsðx  yÞ:











yÞVðs; yÞ dy ds; arriving at 1XCkN ðV ; r; TÞ:






V ðt; x; u; yÞ dx ¼
R
Rd











GðaÞtuðx  yÞVðt; xÞ dx dt and
therefore 1XCk1;1 ðV ; r; TÞ: The ‘‘if’’ part of the criterion is proved. The ‘‘only if’’
part can be proven by repeating the proof of Theorem 1A.
6. Proof of Theorem 2 (the upper bound on etH
ðx; yÞ)
Let 0pf; 1=fAL2locðRd ; dxÞ: We deﬁne a unitary map F from L2f ¼
L2ðRd ;f2ðxÞ dxÞ onto L2 ¼ L2ðRd ; dxÞ by Ff ¼ ff and set Hf ¼ F1HF: We
denote LrðRd ;f2ðxÞ dxÞ by Lrf; jj  jjr;f denotes the norm in Lrf and /f ; gS;/f ; gSf
denote pairings between dual spaces. We will usually not distinguish between writing
an operator and its extension by continuity.
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The following conditions imply the ultracontractivity of etH

f :




jjetHf jj1-1;f p ceot for all tX0 and some constants c;o; ð15Þ
then etH







where l ¼ maxfo; Cbg and cd is the constant from the Nash inequality.
Proof. Let uAL2f-L1f: Set ut :¼ etðlþH

f Þu: Since etH

f ¼ F1etHF and
etH

L2CDðHÞ; ðt40Þ; we have futADðHÞ: By the deﬁnition of H;
DðHÞCH1ðRdÞ=the standard Sobolev space and /Hg; hS ¼ /rg;rhS






/ut; utSf ¼/ðlþ Hf Þut; utSf
¼ l/ut; utSf þ/HðfutÞ;futS
X ð1 bÞ/rðfutÞrðfutÞS
X ð1 bÞcd/ut; utS1þ2=df jjfutjj4=d1
or, setting v ¼ /ut; utSf;
d
dt








Integrating this inequality over the interval ½0; t yields
jjetHf jj1-2;f p Cd=4ctd=4etl:
By duality,
jjetHf jj1-N;f p ðC=2Þd=2c2td=2etl;
which completes the proof. &
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Proposition 3. Let VAFb for some bo1: Suppose that
f; jrfj; rf
f
 ;Dff AL1locðRd ; dxÞ and  Dff  VX o for some ooN:
Then
jjetHf jj1-1;f p eot:
Proof. Since CN0 ðRdÞ is a form core of H; F1CN0 ðRdÞ is a form core of Hf : The
quadratic form hf associated with H

f on F
1CN0 ðRdÞ has the form









which clearly shows that the quadratic form hf þ o is Markovian. Proposition 3 is
proved. &
Now we construct f satisfying the conditions of Propositions 2 and 3 for
VðxÞpl2 þ bV0ðxÞ (see the Introduction). Let fðxÞ ¼ jxjs2 if jxjp12; fðxÞ ¼ 1 if
jxjX1 and 1pfAC2ðRd\B1=2ð0ÞÞ: We have Dff  VX l2 on the ball B1=2ð0Þ so f
does fulﬁll all the assumptions. The required part of Theorem 2 is proved.
7. Proof of Theorem 2 (the upper bound on etH
þðx; yÞ)
We use the same idea of passing to a weighted space. Denoting a new weight
function by j we construct Hþj in L
2




deﬁned by F1f ¼ jf ; so that Hþj ¼ F11 HþF1:
First let us formulate a proposition analogous to Proposition 2.
Proposition 4. Let VAFb for some bo1: Let H :¼ D6V : Suppose that
jjetHj1gjj1 pbcebottd=ð2qÞjjgjj1 ð16Þ
for some qX1 and for all g from a dense subspace of L1: Then there are constants
C ¼ Cðd; b;bcÞ and l such that the inequality
jjetHj jj1-N;j p Celttdð1þqÞ=ð2qÞ
is valid for all t40:
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We skip the proof of Proposition 4. In contrast to f from Proposition 2, we now
take a weight j which has the form jxjc; c40; in B1=2ð0Þ; and this means that to
verify (16) becomes non-trivial.
Let us also suppose that 1XjðxÞ; if jxjX1: Using evident inequalities j1p1þ
j11jxjp1; jjetHj1gjj1pjjjetHj1gjj1 þ jjj11jxjp1jjqjjjetHj1gjjq0 ; we reduce
the problem to ðL1; L1Þ and ðL1; Lq0 Þ estimates for jetHj1 acting in ordinary
Lr-spaces. Now the equality jetHj1 ¼ etjHj1 (in ðLðL2j1ÞÞ is of no use.
Following [Se2] we will construct HðjÞ; the generator of C0-semigroup in L2; such
that jetHj1g ¼ etHðjÞg for all g from a dense subset of L2: We stress that HðjÞ
only formally coincides with jHj1 of domain fju; uADðHÞg: We then show that
etHðjÞ for VXl1 þ gV0 is indeed (quasi)L1-contractive and ðL1; Lq0 Þ smooth (with
jjetHðjÞjj1-q0pctd=ð2qÞetoÞ:
In Proposition 5 below we display a general approach to these kind of problems,
which is applicable for a variety of weights far more complicated than a modest
polynomial weight.
Let r :Rd/Rþ ¼ ½0;N½ and let H :¼ D6VX0 be such that HX c2D c3
(in the sense of the quadratic forms in L2) for some constants c3; 0oc2: We say that
the weight r and the operator H are compatible if
(1) r; 1r; jrrj; jrrr jAL2locðRdÞ;
(2) ðrrr Þ2pc0H þ c1 (in the sense of the quadratic forms in L2) for some constants
c0o1; c1oN:
Proposition 5. Let the weight r and the operator H be compatible. In the complex
Hilbert space L2 with inner product /u; vS; linear with respect to u; define the
quadratic forms t; c; ci; i ¼ 1; 2; 3; by
t½u; v ¼ /H1=2u; H1=2vS c½u; v; c ¼ c1 þ c2 þ c3;
DðtÞ ¼ DðciÞ ¼ QðHÞ  QðHÞ;
c½u; v :¼ cðrÞ½u; v; ci½u; v :¼ ciðrÞ½u; v; c1ðrÞ½u; v :¼ /u; r1rr  rvS;
c2ðrÞ½u; v :¼ c1ðrÞ½v; u; c3ðrÞ½u; v :¼ /u; r2ðrrÞ2vS:
Then (i) the form t is m-sectorial, and
t½u; v ¼ /HðrÞu; vS; uADðHðrÞÞ C QðHÞ; vAQðHÞ;
where HðrÞ is the quasi m-accretive operator associated with t:
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(ii) For all lXl0; where l04maxð0; c1c0;
c3
c2
Þ; and all gALNcomðRd),
rðlþ HÞ1r1g ¼ ðlþ HðrÞÞ1g;
retHr1g ¼ etHðrÞg:
Proof. Deﬁne the (complex) Hilbert spaces XþCL2CX setting Xþ ¼ ðQðHÞ; jjujjþÞ
with jjujjþ ¼ jjðl0 þ HÞ1=2ujj2; X ¼ ðXþÞ: Given u; vAXþ; one has
0 p c3½u p c0jjujj2þ;


















ð1 c0Þjjujj2þ p Re t½u þ l0jjujj22 pjjujj2þ:
The above shows that t is m-sectorial and therefore (see [K1, Chapter VI]) (i) is
proved.
It is also clear that
/H1=2u; H1=2vS¼/ bHu; vS where bH : Xþ/X; and DðHÞ ¼ ffAXþ : bHfAL2g;bHjDðHÞ ¼ H; c½u; v ¼ / bEu; vS; ci½u; v ¼ / bEiu; vS; bE; bEi : Xþ/X;
HðrÞ ¼ bH  bEjDðHðrÞÞ; DðHðrÞÞ ¼ ffAXþ : bHf  bEfAL2g:
Set bB :¼ lþ bH  bE3; lXl0; and deﬁne B :¼ bBjffAXþ : bBfAL2g—the form sum
of lþ H and ðr1rrÞ2: Then B1=2: X/L2; B1=2: L2/Xþ: Deﬁne G :¼
 ﬃﬃﬃﬃﬃﬃ1p B1=2ð bE1 þ bE2ÞB1=2 so that G ¼ G: L2/L2 and















Then rn and H are compatible (with the same constants ci) and hence (17) also holds
for rn: Let us show that
ðlþ HðrnÞÞ1 -ðlþ HðrÞÞ1 weakly in L2: ð18Þ
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Indeed, since B1=2ðrnÞ-B1=2ðrÞ strongly in L2 by the monotone con-
vergence theorem for a non-increasing sequence of symmetric quadratic forms
[K1, Chapter VIII, Section 3], we only have to prove that limn /ð bEiðrÞ bEiðrnÞÞf ; gS ¼ 0 for i ¼ 1; 2 and all f ; gAXþ: But, for instance, j/ð bE1ðrÞ bE1ðrnÞÞf ; gSjpjjrf jj2/ð1 1nÞðr1rrÞ2g; gS1=2; where 1n is the indicator of the
support of rrn; and hence the required convergence follows, e.g. from Fatou’s
lemma.
Next it is easily seen that uAQðHÞ implies that r71n uAQðHÞ and
/H1=2r1n u; H
1=2rnvS ¼ tðrnÞ½u; v; u; vAQðHÞ: ð19Þ
Note that Tt :¼ rnetHr1n ; tX0; is a C0-semigroup on L2 with jjTtjj2-2pn2: Let A
denote its generator. We claim that A ¼ HðrnÞ: Indeed, given fAL2 and l40; deﬁne
u ¼ ðlþ AÞ1f : Since ðlþ AÞ1 ¼ yðlþ HÞ1y1; y  rn; we see that y1uADðHÞ
and ðlþ HÞy1u ¼ y1f : Therefore, for all vAXþ; /ðlþ HÞy1u; yvS ¼ /f ; vS
or /f  lu; vS ¼ /H1=2y1u; H1=2yvS: The latter means, due to ð19Þ; that
uADðHðrnÞÞ and /HðrnÞu; vS ¼ /f  lu; vS or HðrnÞu ¼ Au: Thus AC
HðrnÞ; and since both of them are generators, the claim is proved. In particular,
we have exp½tHðrnÞ ¼ rn exp½tHr1n : Assertion (ii) of Proposition 5 now follows
from (18).
Now we construct a weight j satisfying the conditions of Propositions 4 and 5 for
Hþ ¼ D6V where VðxÞXl1 þ gV0ðxÞ (see the Introduction). Set jðxÞ ¼ jxjs1
if jxjp1
2
; jðxÞ ¼ 1 if jxjX1 and 2s1pjAC2ðRd\B1=2ð0ÞÞ: &






þðrÞ is quasi L1- contractive; (iii) jjetHþðrÞjj1-q0pcetotd=ð2qÞ for any
q from 2; d=s1½:
Proof. (i) Follows directly from the deﬁnitions of j and Hþ: Since r1ðDrÞ þ
VX o for some ﬁnite constant o and DB2r  ðr1rrÞ generates a L1-contraction
semigroup [LS1], we conclude, e.g., by the Trotter-Kato semigroup formula [Ka2],
that HþðrÞ ¼ DB2r  ðr1rrÞBðV  r1ðDrÞÞ generates a quasi L1-contraction
semigroup, which proves (ii). (iii) follows from [LS1, Section 4].
Proposition 6 shows that our weight j does satisfy the conditions of Propositions
4 and 5 and therefore the upper bound on etH
þðx; yÞ is proved.
The lower bound on etH
ðx; yÞ follows now from the upper bound on etHþðx; yÞ
via the inequality etDðx; yÞpðetHþðx; yÞÞ1=2ðetHðx; yÞÞ1=2:
Also, etDðx; yÞpðetHþðx; yÞÞeðetðD e1eVÞðx; yÞÞ1e for all eA0; ð1þ bÞ1½: Ap-
plying the upper bound for etðD
e
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Concluding Remark. (1) A proof of Theorem 20 can be obtained by a simple
combination of Theorem 1 and the proof of Theorem 2. Slightly modifying the proof
of Theorem 2 one can derive Theorem 3 either by applying the non-linear inequality
(3) from Section 2 or using the method of proof of Theorem 1 (time-independent
case). We skip the details.
(2) The ideas of this paper can also be applied to the operator Dþ b  r þ V with
a singular drift and potential.
(3) The principal results of this paper ﬁrst appeared in [MS] in 1998.
(4) For recent results related to Theorem 2 see [DD] and its references.
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