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Fully implicit and IMPES are two primary reservoir simulation schemes that
are currently used widely. However, neither of them is sufficiently accurate or ef-
ficient, given the increasing size and degree of complexity of highly heterogeneous
reservoirs. In this dissertation, an iterative coupling approach is proposed and devel-
oped to solve multiphase flow problems targeting the efficient, robust and accurate
simulation of the hydrocarbon recovery process.
In the iterative coupling approach, the pressure equation is solved implicitly,
followed by the saturation equation, which is solved semi-implicitly. These two
stages are iteratively coupled at the end of each time step by evaluating material
vii
balance, both locally and globally, to check the convergence of each iteration. Ad-
ditional iterations are conducted, if necessary; otherwise the simulation proceeds to
the next time step. Several numerical techniques are incorporated to speed up the
program convergence and cut down the number of iterations per time step, thus
greatly improving iterative model performance. The iterative air-water model, the
oil-water model, and the black oil model are all developed in this work.
Several numerical examples have been tested using the iterative approach, the
fully implicit method, and the IMPES method. Results show that with the iterative
method, about 20%-40% of simulation time is saved when compared to the fully
implicit method with similar accuracy. As compared to the IMPES method, the
iterative method shows better stability, allowing larger time steps in simulation.
The iterative method also produces better mass balance than IMPES over the same
time.
The iterative method is developed for parallel implementation, and several
test cases have been run on parallel clusters with large numbers of processors. Good
parallel scalability enables the iterative method to solve large problems with millions
of elements and highly heterogeneous reservoir properties.
Linear solvers take the greatest portion of CPU time in reservoir simulations.
This dissertation investigates advanced linear solvers for high performance comput-
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In reservoir simulation, computational cost (CPU time) minimization and accu-
racy are two contradictory goals that are difficult to obtain simultaneously. Several
attempts have been made and more are continuing to pursue the development of
reservoir simulators that are both accurate and efficient. Reservoir simulators re-
quire accuracy to model the performance of reservoirs of large size and high het-
erogeneity, with small material balance errors and small solution oscillations. Both
high performance computers and fast solvers are required to ensure efficiency. The
recent increase in the availability of parallel computational technologies provides
significant facility support, and developments in robust linear solvers, grid upscal-
ing/refinement, and uncertainty have also increased efficiency. In this dissertation,
iteratively coupled reservoir models are developed and implemented with parallel





Reservoir simulation with a compositional model is beyond the scope of this dis-
sertation. Unless stated otherwise, multiphase flow in this dissertation refers to
two-phase and black oil flow.
Reservoir simulation for multiphase flow is critically important to understand-
ing fluid flow in porous media and the changes of reservoir properties during the
hydrocarbon recovery process; to suggest an optimal production plan for a given
reservoir; to make new drilling plans for mature reservoirs; and to adopt efficient
techniques for secondary and tertiary oil recovery. Physical and numerical models
of reservoir simulation have been in development for many years, from simple 1D
single phase flow models to complicated 3D compositional models. At the same
time, however, problems have become larger and larger. Several solution methods
have been investigated to solve the equation systems of existing numerical models.
These approaches include the fully implicit method (FIM), the implicit pressure
explicit saturation (IMPES) method, and the sequential method etc. Each of these
approaches has advantages and disadvantages. The FIM is unconditionally stable
and it is the most accurate method. Sometimes, however, it is difficult to implement
and computationally costly. The IMPES method is very efficient, and it has been
used successfully on several problems. However, it exhibits oscillation and unac-
ceptably small time steps for problems with particularly complicated features, such
as countercurrent flow problem. The sequential method usually has better perfor-
mance than the FIM and the IMPES. For reservoir problems with low heterogeneity,
the sequential method takes 1/2 or 1/3 simulation time of the FIM. However, the
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sequential method has difficulty to solve reservoir problem with quickly changing
capillary pressure. For fractured reservoir, the FIM is the first choice.
The above three approaches, in addition to several other solution attempts,
have already been discussed broadly. They have also been implemented in sev-
eral simulators with enhanced functionalities. However, a reservoir model with a
favorable combination of the advantages of current methods is still a goal of re-
search. The formulation of a comprehensive model of multiphase flow that is stable,
efficient, and able to handle most general reservoir problems is still an open prob-
lem. Additionally, this desired model should have the ability to conduct full-field
reservoir simulations with multiple processors, handling reservoirs with millions of
elements. The research focus of this dissertation is the formulation of a new solution
methodology to overcome the problems stated here.
HPC Reservoir Simulation
In recent decades, computational costs have hindered, to some degree, the devel-
opment of new ideas and technologies in reservoir simulation. Additionally, the
rapid development of petroleum technologies increasingly requires that reservoir
simulators handle larger and more complex problems. Reservoir simulators are now
required to handle reservoirs with very fine meshes, millions of grid blocks, and high
heterogeneity. The idea of a next generation reservoir simulator is proposed in this
dissertation to satisfy these requirements. The next generation simulator should
have the ability to deal with huge and complicated reservoirs. At the same time,
simulations should have high efficiency in solving problems within a short time. All
of these requirements point out needs in the computation facilities. The construction
of parallel clusters provides a potential solution to this requirement.
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With parallel computation, one large problem can be divided into smaller sub-
problems, and these can then be solved with multiple processors simultaneously.
Each processor only deals with its local data in one time step. The solution of sub-
problems will be integrated into the global solution at the end of each time step.
The efficient design and implementation of reservoir simulators, including parallel
scalability under parallel computation environments, are new issues currently under
investigation.
Substantial effort has been expanded in the research of linear solvers and pre-
conditioners for reservoir simulation. The particular architectural characteristics of
high performance computing (HPC) also require new linear solvers that are parallel-
oriented. These solvers should be able to solve local problems and deliver global
solutions while maintaining efficient and accurate parallel communication during
linear solving.
HPC reservoir simulation is an art of design and optimization. It is far be-
yond simply submitting data and running programs. It is machine and problem
dependent. Research is still ongoing to optimize parallel simulation and to utilize
computing resources effectively.
1.1.2 Research Objective
The main objective of this work is to develop an iteratively coupled multiphase flow
model that is accurate and efficient in simulating the hydrocarbon recovery pro-
cess. Such a model is required for history-matching, optimal control and improved
production planning for reservoir engineering. This model must also be applicable
to most general parallel computing environments with high scalability in order to
handle large scale reservoir problems. Advanced solvers and numerical techniques
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will be investigated with this iterative model. The iterative method will combine
the advantages of several other methods while maintaining stable performance and
reasonably sized time steps. Additionally, the iterative approach is flexible enough
to couple different physical models and different numerical algorithms within one
simulation framework, without additional computation cost. Model results should
also have small material balance errors.
Some outlined objectives are listed as follows:
• Develop an iteratively coupled model for the two-phase oil/water problem
• Develop an iteratively coupled model for the two-phase air/water problem
• Extend the iterative coupling approach to the black oil model
• Investigate the variety of numerical techniques that can be applied to the
iterative model to improve the solution and accelerate the simulation
• Investigate the parallel implementation of the iterative model with good scal-
ability
• Investigate linear solvers for chosen reference pressure equations and adaptive
choices of convergence tolerances
• Investigate linear solvers for HPC simulation
• Study optimal parallel simulations.
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1.2 Literature Review
1.2.1 Black Oil Model
Reservoir simulation was an early development in the science of reservoir engineer-
ing. Early research on reservoir simulation was mostly on small scale reservoir with
low heterogeneity. Early computing technology in the 1960’s facilitated both the
development of the black oil model and mathematical research into solvers for large
systems of equation. Several people such as Douglas, Peaceman, and Rachford et
al. contribute to the pioneer work on reservoir simulation [6, 36, 86, 87]. Since then,
the three-phase black oil fluid treatment has remained the standard for reservoir
simulators [23].
The 1970’s saw the derivation of the conventional formulation of the black
oil model and its broad use in the simulation field [6, 13, 66, 86, 125]. The main
attraction of the black oil model at that time was that it accounted for the four
basic oil recovery mechanisms: (1) fluid expansion, (2) displacement, (3) gravity
drainage, and (4) capillary imbibition [23]. Cook proposed a method for extending
the black oil model to include gas injection with non-equilibrium gases for represent
into more complex compositional effects, including when three or more components
are required [29]; Spivak and Dixon then made new modifications to the black
oil formulation to account for volatile oil and gas condensate fluids, where the oil
component may exist in the gas phase [106].
In the 1980s, the black oil model was applied to more complicated, real-world
conditions. Dimitrie et al. described an approach for simulating three-phase flow
in a fractured reservoir that was based on the dual porosity concept with certain
modifications to the 3D black oil model [35]. Whitson et al. modified the black oil
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model with simplified compositional PVT formulations to solve the full-field sim-
ulation problems of several North Sea reservoirs that contained near-critical fluids
with compositions that varied areally and with depth [124]. The modified black oil
model included four components: non-volatile surface oil, volatile surface oil, sur-
face hydrocarbon gas, and injection gas. Simulation of a heavy oil reservoir with
the black oil model had been addressed by Huan [60, 61], in which he proposed
the flash approach. Several papers treated black oil simulation as a special case of
compositional simulation [56, 85, 117, 127], and the behaviour of the gas phase was
investigated specifically [44, 48]. In particular, Trangenstein and Bell provided a de-
tailed mathematical structure of the black oil model [113], including thermodynamic
equilibrium, an equation of state (EOS) and component conservation equations. It
should be noted that the black oil models developed during this decade were begin-
ning to realize their potential to simulate full-field reservoir problems.
Since the 1990s, most research has focused on the various black oil model so-
lution methodologies [14, 25, 28, 51, 113, 127]. Several general purpose black oil
models have been developed to handle comprehensive reservoir problems [24, 55,
109]. Tan and Kaiogerakis described a reservoir simulator with an automatic his-
tory matching capability [109]. Ganzer and Heinemann developed a multipurpose
reservoir simulator to solve a wide range of reservoir problems, including three-phase
black oil depletion, miscible displacement of multi-component fluid [55]. The black
oil model has also been used together with other models, such as the compositional
model, to deal with particular reservoir conditions. Fevang, Singh and Whitson dis-
cussed the guidelines for choosing different models for volatile oil and gas-condensate
reservoirs [46]. They discovered that the black oil model can be used for most de-
pletion cases with proper PVT data; however, it is not suitable in most cases of
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gas injection. In the last decade, much effort has also been expended in solving the
black oil problem using powerful parallel computation technologies [2, 67, 81].
Streamline-based methods and domain decomposition are shown to be two ef-
ficient ways to solve large-scale black oil problems [3, 10, 78, 122]. Agarwal et al.
presents a method for history matching watercut data with a streamline simulation
that captures all the pertinent physics [2]. 1D flow along streamlines is assumed and
the production water rate is investigated for its sensitivity to permeability changes.
Compressibility and gravity have been detected to have a significant influence on
this sensitivity. In 2003, Berenblyum added the capillary pressure and gravity fac-
tors into the streamline simulation for the black oil systems [10], showing that the
capillary forces stabilize the displacement front and increase oil production. In 2005,
a rigorous compressible streamline formulation was developed by Cheng et al., which
extended streamline applications from incompressible flow to compressible flow [20].
In their model, fluid density along the streamline was updated according to changes
in phase pressure; the calculation of saturation and the advantages of the streamline
method were preserved.
The black oil model with thermal functionality is another developing topic in
reservoir simulation. It is becoming more and more important together with the
enhancement of oil recovery, especially with regard to steam injection [9, 19].
1.2.2 Solution Methodology
There are three common approaches for solving the differential equation systems in
reservoir simulation. These three methods are the fully implicit method (FIM), the
implicit pressure explicit saturation (IMPES), and the sequential method.
The FIM is the most widely used solution approach of reservoir simulation. In
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an implicit formulation, all terms in the system, such as transmissibility, well term,
and capillary pressure, are treated implicitly, and all of the variables are solved
simultaneously. This approach is unconditionally stable and allows large time steps.
Additionally, the FIM is shown to be accurate with several numerical examples,
and it is described in a number of papers [6, 28, 45, 86, 94, 96, 109, 118]. However,
FIM has a complicated numerical structure that makes it generally difficult to solve,
especially for large problems. The implementation of FIM is also labor-intensive.
As a result, attention has moved on to other methods.
IMPES is the fastest approach on a per-time step basis. It was well discussed
by Coats in 1968 in a description of a numerical black oil model [25]. Fagin and
Steward even discussed an IMPES model earlier in 1966, with an application to a 2D
three-phase reservoir [43]. Even though they did not use the now-common acronym
IMPES, they did sum all the mass equations to form a pressure equation, and then
they solved the saturation equation explicitly. For a fluid flow system, the basic
goal of the IMPES method is the elimination of differences in non-pressure variables
to obtain a single pressure equation; this pressure equation is solved implicitly,
while all other variables in the pressure equation are treated explicitly [25]. Once
the pressure has been obtained, other unknowns are solved explicitly, in sequence.
Further developments and extensions of research into the IMPES approach have
been realized [23, 117, 127], and many IMPES-based methods have been proposed
[14, 15, 25], both for the black oil model and for the compositional model. However,
all IMPES methods exhibit stability problems and restricted time steps [26, 27].
Chen et al. discussed an improved IMPES method for two-phase flow, in which
different time-stepping for pressure and saturation is applied [17]. This approach
was based on the assumption that pressure changed less rapidly than saturation
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with respect to time. Within a large pressure step, multiple smaller saturation
steps were realized by an adaptive time step control strategy. The same approach
has been applied to the IMPES model in IPARS [78].
In most IMPES-based methods, time step controls have been set to limit the
maximum time step size. Details regarding stability for IMPES method will be
addressed later in this dissertation. The IMPES-based methods also face difficulty in
handling high flow rates, such as in areas near wellbores. Under most circumstances,
the IMPES method must be used together with other methods.
The sequential method was first applied to the black oil model by Watts in
1985 [117], using the same pressure formulation as in the IMPES method, except
that it was followed by an implicit saturation formula. It had been shown that the
sequential solution is computationally more efficient than the FIM and very stable.
It permits the use of a more stable algorithm when simulating irregular grids. How-
ever, the sequential method requires additional memory for the temporary storage
of previous solutions, making it more costly compared to other approaches [1].
The Adaptive Implicit Method (AIM) is an attempt to combine the advantages
of the fully implicit and the IMPES methods by solving the problem implicitly
in some local areas, such as near wellbores, and by applying the IMPES method
elsewhere. The numerical formulation of the AIM has been discussed in detail by
Thomas and Thurnau [110]. The first true AIM procedure was described by Forsythe
and Sammon [48] for black oil simulation and by Collins et al. for compositional
simulation [28, 128]. In 1993, Young and Russell implemented this method as an
extension of the IMPES method to solve compositional problems [127, 128] in which
they applied a strategy to minimize the overhead and accelerate the solution process.
An IMPES-AIM model was developed by Cao and Aziz [15], which has been shown to
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be more flexible, more stable, and much faster than the traditional AIM model. The
stability of AIM will be addressed later in this dissertation. The biggest disadvantage
of AIM is in the problem of the load balancing with parallel simulation. Since the
implicitness and explicitness change dynamically, it is very hard to efficiently utilize
all processors during simulation [7, 49, 57].
Recently developed reservoir simulators generally use mixed solution method-
ologies to solve reservoir problems. The combination of explicitness and implicitness
sometimes produces very good results. However, these mixed concepts require the
trade off of more complicated programing [15]. All of the solution methods discussed
in this dissertation come with the finite difference method. Objectives about the
applications of various finite element methods in reservoir simulation can be referred
to the reference lists [4, 5, 8, 11, 30, 58, 88, 98, 102].
1.2.3 Iterative Coupling Technique
Iterative coupling is an operator splitting technique for solving multiphase flow
systems. The primary procedure is to decouple the whole equation system into a
pressure equation followed by saturation/concentration equations. These two stages
are iteratively coupled at the end of each time step. Control of material balance error
is the criterion to check for convergence of the current iteration. The necessity of an
additional iteration is evaluated at the end of each iteration. The linear tolerance
of the pressure solve is tightened gradually with each subsequent iteration. For a
description of iterative coupling the reader may refer to Klie [71], Dawson, Klie,
Wheeler and Woodward [31], and Lacroix et al. [75, 76].
In the late 1970’s, Fussell proposed an iterative technique for compositional
reservoir models [51]. In his work, he used an approach that minimized the number
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of variables where simultaneous iteration was required. This method has shown
quadratic convergence near the solution with the compositional model. Shenawi et
al. used the iterative model to simulate imbibition phenomena in naturally fractured
reservoirs [103]. This semi-analytical model was based on Buckley-Leverett flow in
a fractured reservoir with water flooding. The iterative approach determined the
water saturation distribution between the fracture and matrix in Laplace space.
We should note that the iterative coupling mentioned in this thesis is an nu-
merical solution scheme like the FIM and the IMPES. Different from this, in recent
years, much research work has focused on the iterative coupling of geomechanics
with reservoir simulation for problems of reservoir compaction, surface subsidence,
reservoir shear failure and reformation. These work can be referred to Gai [52], Gai,
Dean, Wheeler and Lu [54], Tran, Nghiem and Buchanan [111, 112], Ji, Settari and
Sullivan [65].
1.2.4 Linear Solver
The linear solver is the key factor that controls the performance of a reservoir model.
The linear solver and its preconditioners have received particular attention since
the earliest days of reservoir simulation. Several research efforts have addressed
the development of solvers, including direct methods(Gaussian elimination) and
iterative methods.
Brand and Heinemann presented an incomplete LU (ILU) factorization cou-
pled with generalized conjugate-gradient (CG) acceleration to solve linear equations
resulting from locally irregular grids in 1990. It was also useful in a regular grid.
Compared to conventional ILU preconditionings, their method required very few
iterations to reach convergence [12]. In the same year, Wong, Firoozabadi and Aziz
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addressed the volume balance method with a comparison to the Newton-Raphson
scheme [126]. The volume balance method was developed based on volume con-
servation, while the Newton method was developed based on mass conservation.
However, an analytical demonstration proved both of the two methods lead to the
same matrix system. At an earlier time, Watts used the preconditioned conjugate
gradient(PCG) to solve the pressure equation in the IMPES model, and he made
comparison with the strongly implicit procedure(SIP) [119]. According to his re-
search, PCG was faster than SIP for 2D problem but slower than SIP for 3D problem
when SIP worked well. Eisenstat, Elman and Schultz described a collection of block
preconditioners for use in solving large, sparse linear systems [39]. This collection
was compared with application of several point preconditioners. Eaton gave a de-
tailed introduction of multigrid preconditioners for the two-phase flow problem in
his dissertation in 2001 [37].
In the field of mathematics, Kwak conducted a research on the V -cycle multi-
grid for the cell-centred finite difference method (FD) [73, 74]. It was applied to
second-order elliptic boundary value problems for both 2D and 3D. This approach
converges quickly and it can be used as a good preconditioner.
The Center for Subsurface Modeling (CSM) at the University of Texas has
done remarkable work on the development of solvers for reservoir simulation. Sev-
eral solver packages have been utilized in the reservoir simulation tool, Integrated
Parallel Accurate Reservoir Simulator (IPARS). Those applications can be referred
to Lacroix, Vassilevski and Wheeler [75, 76], Vassilevski [115], and Kile and Wheeler
[72]. Generalized Minimum Residual (GMRES) with various preconditioners on
the pressure block, such as LSOR, multilevel ILU, AMG et al. is the most pop-
ular method in IPARS. Most of these solvers are designed for parallel simulation.
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Killough and Wheeler discuss linear solver on parallel computation with domain
decomposition algorithms [70].
Algebraic multigrid method (AMG) is known as the efficient solver and pre-
conditioner for flow equation systems. The Fraunhofer SCAI develops a linear solver
package with AMG for systems (SAMG), which has been successfully used in solving
FIM and iterative systems [107, 99]. Parallel version of SAMG, SAMGp is also pro-
vided [100]. Details will be discussed later in the solver chapter. High Performance
Preconditioners (HYPRE) is a library for solving large, sparse linear systems equa-
tions on parallel computers [62]. It includes several solvers and preconditioners with
MPI parallisation. The application and performance of HYPRE will be discussed
later in the solver chapter as well.
Fung and Al-Shaalan have proposed a parallel iterative solver for dual-porosity,
dual-permeability reservoir simulation [50]. Their method involves the ordering of
the system Jacobian matrix so that each column of cells is factorized exactly, and
then the system is solved using the generalized conjugate residual (GCR) method.
1.2.5 Reservoir Simulation with HPC
With the increasingly accelerated development of multiple processor clusters, espe-
cially the distributed memory clusters, reservoir simulations on high performance
computers have received more and more attention recently. Killough gave a brief
discussion of the early attempts at HPC simulation [69], and pointed out three main
concerns: load balance, data structure, and linear solvers. Since then, several reser-
voir simulators with parallel implementation have been developed and verified [21,
34, 47, 52, 81, 82, 93, 104, 129]. A parallel multiblock reservoir model for two-
phase and black oil systems implemented on IPARS by Lu [78, 79] has shown high
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performance with various numerical examples.
Magras, Quandalle and Bia have applied OpenMP instructions to ATHOS to
form a parallel reservoir simulator [82]. OpenMP is designed for shared memory
platform and it is easier to implement than message passing interface (MPI). How-
ever, clusters with a shared memory mode experience a scalability bottleneck when
the number of processors reaches a certain level. Currently, research is ongoing to
develop next generation reservoir simulators that are scalable on parallel computers.
DeBaun et al. have designed an object-oriented, component-based architecture to
utilize computational resources efficiently. Both static and dynamic load balanc-
ing are supported on structured and unstructed grids [34]. Shiralkar et al. have
developed an unstructured simulator with parallel capability as well [104]. Their
simulator integrates a surface network with the subsurface flow model to conduct
a full-field simulation. Fjerstad et al. have run a parallel simulation with up to 64
processors using their next generation parallel simulators [47]. Parallel scalability
becomes one of the common functionalities of new developed reservoir simulators.
Linear solvers for parallel reservoir simulation have been discussed in previous
sections [31, 75, 81, 115].
1.2.6 IPARS Framework
All of the model developments and case studies that are discussed in this disserta-
tion are dependent on the framework of IPARS, which is developed by Dr. John
Wheeler and several other people from CSM. It is a next generation framework for
developing and running reservoir simulations on both single processor and multi-
ple processors environments. It has the fundamental functions of other commercial
reservoir simulators, such as grid generation, MPI communication, memory allo-
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cation, input/output control, visualization and table look-up et al, and it is also
a good toolkit for reservoir simulation research, since the developer only needs to
code the physical model for a specific application. Currently, there are several phys-
ical models in the IPARS package, including the air/water model, the oil/water
model, the black oil and compositional models, the geomechanical model, as well
as the chemical reactive transport model. Several other models are still under con-
struction. IPARS uses Fortran 77 for most calculations of the individual models,
C for memory management, MPI for parallel implementation, and C++ for mortar
interface calculations.
IPARS has an operational history of more than 10 years and many people
have contributed to this simulation toolkit in various aspects. The simulation per-
formance of IPARS with various reservoir problems has been illustrated in several
reports and papers [33, 64, 75, 77, 79, 80, 90, 92, 115, 123]. The reader is encouraged
to refer to the references for further details.
1.3 Dissertation Outline
After the introduction, this dissertation is composed of five additional chapters, and
it is organised as follows:
1. In Chapter 2, the iterative models for two-phase flow including oil/water and
air/water flow are developed and implemented. The advanced numerical tech-
niques that are applied in the iterative model are addressed in detail. The
stability and efficiency of the iterative model are also discussed. Numerical
experiments are conducted to verify these advantages.
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2. Chapter 3 presents the development process of the iterative black oil model.
Numerical examples using relevant problem statements are included.
3. In Chapter 4, linear solvers and preconditioners that have been applied to the
iterative model are discussed and compared.
4. In Chapter 5, parallel implementation issues for the iterative model are ad-
dressed. In particular, analysis of the parallel performance of the iterative
model is conducted, based on numerical examples with thousands of proces-
sors and millions of elements.
5. Chapter 6 concludes the dissertation with a summary of accomplishments and




This chapter will discuss and explain the concepts of iterative coupling with ap-
plications to two-phase flow problems. Both the FIM and the IMPES method are
discussed and compared to verify the performance of the iterative model. Develop-
ment of the new models is based on the oil/water IMPES model and the air/water
FIM model in the IPARS framework, respectively [64, 90, 123].
2.1 Assumptions
Two-phase flow in this dissertation refers to oil/water and air/water flows. All of
these phases are immiscible and slightly compressible. The reservoir is isothermal,
with constant pore volume during production. Both gravity and capillary pressure
exist.
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2.2 Iterative Oil/Water Model
2.2.1 Numerical Formulation
Pressure Equation
The basic governing equations of the two-phase oil/water model are the mass conser-
vation equation and the transport equation, also known as the Darcy flow equation.
For compressible flow, we have
∂(φρwSw)
∂t
= −5 ·(ρwuw) + qw (2.1)
for the water phase and
∂(φρoSo)
∂t
= −5 ·(ρouo) + qo (2.2)
for the oil phase.
Darcy’s law for fluid flow in porous media is displayed as
uα = −Kλα(∇Pα − ραg∇Z), (2.3)
where α represents the water and oil phase, λ is the fluid mobility, and uα is the
flow volumetric velocity.
The capillary pressure relationship and saturation constraint are given by,
Pcow = Po − Pw (2.4)
Sw + So = 1 (2.5)
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Summing equations (2.1) and (2.2) together, and then substituting Darcy’s law into
them, we obtain
∂ [φ (ρwSw + ρoSo)]
∂t
= 5 · [Kλwρw(∇Pw − ρwg∇Z)]
+5 · [Kλoρo(∇Po − ρog∇Z)] + qw + qo. (2.6)
Substituting the capillary pressure Eq.(2.4) into Eq.(2.6), then the right-hand-side
of the above equation may be rewritten as







+ qw + qo. (2.7)
Considering that density is a function of pressure and assuming the reference pres-
sures for oil and water are under standard condition, we have
ρw = ρw,ref (1 + CwPw) (2.8)
ρo = ρo,ref (1 + CoPo) = ρo,ref [1 + Co(Pw + Pcow)]. (2.9)
The accumulation term in Eq.(2.6) can be represented as
ρwSw + ρoSo = ρw,refSw(1 +CwPw) + ρo,refSo(1 +CoPw) + ρo,refSoCoPcow. (2.10)
The discrete formula of the left-hand-side of Eq.(2.6) will be
Lhs =
[
φ (ρwSw + ρoSo)
k+1
]
















φ (ρw,refSw + ρo,refSo)
k
]
− [φ (ρwSw + ρoSo)n]
4tn+1
. (2.11)
Collecting both the right- and left-hand-side terms that involve water pressure
into the coefficient matrix, and moving all other terms to the right-hand-side, we

















































































P kwb − ρkwg∇Z
)
. (2.13)


















To simplify the formulation of the saturation equation, here we define some variables
to denote mass velocities Uo, Uw and Ut, where Uw = ρwuw , Uo = ρouo and
Ut = Uo + Uw.
We also define the mass mobility as Λo = λoρo, Λw = λwρw, and the total mass
mobility as Λt = Λw + Λo.
We expand the total mass velocity as following:
Ut = Uw + Uo = − K(Λw + Λo)∇Pw −KΛo∇Pcow
+ K(Λwρw + Λoρo)g∇Z. (2.15)
The water mass velocity is given by
Uw = ρwuw = ρw [−Kλw (∇Pw − ρwg∇Z)]
= −KΛw∇Pw +KΛwρwg∇Z. (2.16)













[∇Pcow + (ρw + ρo) g∇Z] . (2.18)
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(ρw − ρo) g∇Z
]
= qw. (2.19)








































Eqs.(2.12) and (2.20) are the formulations used in the iterative oil/water model.
2.2.2 Algorithms
In Figure 2.1 we describe a typical time step in the iterative oil/water model. In
each time step, the pressure equation is solved implicitly, followed by the saturation
equation, which is solved semi-implicitly. These two stages are iteratively coupled
at the end of the time step. Additional iterations are conducted till the convergence
criterion of material balance errors has been satisfied. The simulation procedure
and most of the subroutines within one time step are listed in Appendix I.
2.3 Iterative Air/Water Model
The governing equations of the iterative air/water model are very similar to those
of the oil/water model in Eq.(2.1-2.3). The only difference is in the expression of
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Figure 2.1: Flow chart of the iterative oil/water model
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where ρa is the air phase density, Pa is the air phase pressure, M is the molec-
ular weight of air, R is the air constant, T is the temperature, and Z(Pa) is the
compressibility factor. Again, Pw and Sw are chosen as the primary variables.
Recall that the mass conservation equation and the Darcy equation for two-
phase flow are as follows:
∂(φραSα)
∂t




(∇Pα − ραg∇Z), α = a,w. (2.23)
For the water equation, substituting the linear density into the mass conservation
equation produces
∂[φρw,ref (1 + CwPw)Sw]
∂t




= ρw,ref (1 + CwPw)qw. (2.24)
For the air equation, substituting the nonlinear density and the capillary pressure
into the mass conservation equation produces
∂[φ PaMZ(Pa)RT Sa]
∂t









Since the water phase and the air phase have very different viscosity and density
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values, if Eq.(2.24) and Eq.(2.25) are summed together as in the oil/water model,
several features of the air phase can be neglected, which will reduce the accuracy of
the solutions. In order to avoid this imbalance problem, phase scaling is required.





w − 4tn+1∇ · [K(1 + CwPn+1,kw )kn+1,krw ]∇Pn+1,k+1w
− 4tn+1µw(1 + CwPn+1,kw )qn+1,k+1w




(φρwSw)n − φµwSn+1,kw , (2.26)
where n+1 is the current time step and k and k+1 are the iteration numbers
within time step n+ 1.
Multiplying Eq.(2.25) by µa
ρn+1,ka






− 4tn+1∇ · [Kkn+1,kra ∇Pn+1,k+1w ]
− 4tn+1µaqn+1,k+1a








Summing the above two equations together, and collecting terms involving Pw,
we obtain the pressure equation for the air/water model given by




+ 4tn+1∇ · [K((1 + CwPn+1,kw )kn+1,krw + kn+1,kra )∇Pn+1,k+1w ]











+ 4tn+1∇ · [K(1 + CwPn+1,kw )kn+1,krw ρn+1,kw g∇Z]
− 4tn+1∇ · [Kkn+1,kra (∇Pn+1,kcaw − ρn+1,ka g∇Z)]. (2.28)
The saturation equation of the air/water model is the same as that of the
oil/water model in Eq.(2.20).
According to our experience, phase scaling affects the iterative model signifi-
cantly. It speeds up the simulation convergence and reduces the number of iterations
within the given time step. Phase scaling will be extended to the black oil model
later in this dissertation.
2.4 Numerical Techniques
Three numerical techniques have been applied to the iterative model, and they have
been proven to be effective in enhancing simulation performance. These techniques,
extrapolation, forcing function and Kirchhoff transformation have been incorporated
into the iterative procedure.
2.4.1 Extrapolation
In the conventional IMPES two-phase model, fluids are treated as incompressible or
slightly compressible, and certain densities are divided from both sides of the mass
conservation equations before they are summed together. The pressure equation may
then be solved easily with saturation and fluid properties upwinded from previous
time steps. However, this method provides large inaccuracies in deep reservoirs
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with very high pore pressures and highly compressible fluids, as well as when fluid
properties are changing rapidly.
In the iterative two-phase model, the saturations and densities are involved in
the pressure solve in Eq.(2.12). In this way, both saturation and density must be
initially estimated and explicitly used in the pressure equation based on the previous
time steps. The initial guess must be as close as possible to the exact reservoir
properties. In order to improve the accuracy of the initial estimation, the initial
estimations of pressure and saturation are obtained by extrapolating the pressure
and saturation values from the previous two time steps. The resulting values are




















and 4tn is the size of time step n.
Thus at each time step of the iterative model, initial values of Pn+1w and S
n+1
w
are first obtained based on extrapolation; density ρn+1 and mobility λn+1 are then




Both in the iterative model and in the IMPES model, the pressure equation is
solved implicitly, and it takes much more CPU time than the saturation equation
[78]. However, the pressure at the beginning of each time step cannot be solved
exactly accurate because of the inaccurate upwinded or extrapolated initial values.
In order to save CPU time and make the iterative method more efficient, we apply a
forcing function to adaptively change the linear tolerance for the pressure solve [31,
71, 76], using a loose tolerance at the beginning and then tightening it gradually
in following iterations until the convergence criteria has been satisfied. The ease of
a forcing function for solving nonlinear equations was first formulated by Eisenstat
and Walker [40]; the effectiveness of this approach was demonstrated by Dawson et
al., and Vassilevski et al. for two and three phase FIM formulations respectively













Here γ is a constant close to 1 and typically taken to be 0.9. Resid is the com-
putation residual for each pressure solve (PCG or GMRES iteration). So with the
forcing term in the pressure solve, we first give an initial linear tolerance PWTOL(1)
based on the required tolerance in the simulation, and tighten it with the following
formula using the increasing iteration number k
PWTOL(k) = η(k) ∗ PWTOL(k−1). (2.34)
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Figure 2.2: Forcing function in the iterative model
The application of a forcing function in the pressure solve shortens the simu-
lation time remarkably by cutting down on the number of iterations per time step.
Figure 2.2 shows the total iterations of each time step for a given simple benchmark
problem. For time step 1, the total linear iterations without a forcing function is
160. The application of forcing function decreases this number to 100. All the fol-
lowing time steps also show the average number of linear iterations for a model with
a forcing function is far less than that of a model without forcing function.
2.4.3 Kirchhoff Transformation
Considering the saturation equation that we derived for the iterative two-phase
model in Eq.(2.20), the derivative of capillary pressure with respect to the satura-
tion may exhibit degenerate diffusion, which causes obvious numerical oscillation.
We could apply the Kirchhoff transformation to avoid this problem [37, 42] and
also provide an additional approximation option beside upwinding. The Kirchhoff
transformation substitutes the capillary pressure term in the saturation equation
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This function D is S-shaped and smooth for all values of Sw ∈ (Swi, 1− Sor).
























(ρnw − ρno ) g∇Z
]
. (2.37)
If an effective mass flux is defined as
ψ = [β(Sw)Ut −K∇ ·D(Sw) + β(Sw)Λo (ρw − ρo)Kg∇Z] , (2.38)














A data set of the Kirchhoff transformation is obtained before the simulation. The
existing data is used to perform a five-point Gauss-quadrature rule approximation
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to the definite integral at a discrete set of points. Cubic spline interpolation is
then applied to this set during the course of simulation to produce the necessary
values. IPARS provides a table-lookup infrastructure that perfectly matches the re-
quirements of this approach [37, 77]. A table of function values over the attainable
values of Sw ∈ (Swi, 1 − Sor) is calculated and stored in an array during initializa-
tion; the program searches the corresponding values during simulation for the given
saturations. No calculation of the Kirchhoff transformation occurs once simulation
starts.
The Kirchhoff transformation is currently applied in the iterative oil/water
model. Improvements in model stability have been obtained with the application of
Kirchhoff transformation.
2.5 Stability Study
The stability of a numerical method is related to the growth, decay and accumula-
tion of perturbations over many time steps. It is determined by the properties of
the differential equation and the discretization scheme [41]. For example, parabolic
problems may allow long time approximation of solutions by some particular dis-
cretization methods. One numerical scheme is stable if errors introduced in each
time step do not amplify during subsequent computation. Stability in a reservoir
simulation is reflected to the degree that the iteration convergence speed is insensi-
tive to time step size. Stability of a nonlinear system is the necessary condition for




The FIM scheme is unconditionally stable if all the terms are treated implicitly, and
there are no stability restrictions on the simulation. However, very large time steps
may either introduce discretization errors or require too many iterations to solve
the nonlinear equations at a given time. Generally, there are two time step controls
that are used in all implicit scheme:
• Limit on maximum change of parameters;
• Limit on time truncation error.
The limitation of change in parameters is discussed by Aziz and Settari [6] and
Coats et al. [25, 26]. Wan et al. proposed a general stability criterion for the black
oil model with various degrees of implicitness [116], in which a Fourier stability
analysis was used for explicit schemes. Aziz and Settari derived the criteria to
control numerical behavior to produce a stable solution, with which the new time
step had the form:
4tn+1 = 4tn
[





where i is the block number, ηi is the desired change, δi is the change over 4tn, and
ω is a constant between 0 and 1. ηi usually is the same for all blocks but different for
different variables. For pressure and saturation, the typical values of η for pressure
and saturation respectively were:
• ηp = 50 to 500psi,
• ηs = 0.05 to 0.5.
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In IPARS, the FIM models for two-phase and black oil flow are well developed
with dynamic time step control functionality, using material balance to control con-
vergence, instead of using the above time step control method. In numerical example
studies in this dissertation, the solution found using the FIM model is treated as
the true solution, and it is then used to verify the accuracy of the iterative model.
2.5.2 IMPES Model
The instability of the IMPES method comes from the explicit formula of capillary
pressure and transmissibility[6]. For 1-D incompressible multiphase flow, the time
step limitation due to the explicitness of capillary pressure is







∣∣∣P ′cog∣∣∣Tg (To+TwTT )+ 1TT √X , (2.41)
where
X = γ1
∣∣∣P ′cow∣∣∣Tw(To + Tg) − γ3 ∣∣∣P ′cog∣∣∣Tg(To + Tw)2 + 4 ∣∣∣P ′cow∣∣∣ ∣∣∣P ′cog∣∣∣T 2wT 2g γ1γ2






αm = m4xi,m = 1, 2, ..., nx,
in which Tα is the transmissbility of phase α.
For a two-phase system, the stability with respect to explicitness of transmiss-
bility leads to the condition

























is the velocity of the water front with constant saturation.
This is the main restriction of the IMPES method, and it also applies to multi-
phase multi-dimensional flow. The time step size 4t is tightly limited by the above
equations. The IMPES method has been proven to have a significant stability prob-
lem when dealing with complicated reservoir problems [15, 25, 26].
2.5.3 Iterative Model
In the iterative model, the capillary pressure is treated implicitly, as in the saturation
Eq.(2.20). In this case, the simulation is more stable than IMPES. At the same time,
the forcing function allows for smooth parameter changes in sequential iterations.
In this dissertation, a CFL − type stability control strategy is set for the purpose











Several numerical experiments have been run with the iterative method, with the
fully implicit method, and with the IMPES method. All of these models are de-
veloped in the IPARS framework.The FIM has been well tested and shows very
close solutions with other commercial reservoir simulators [52, 64, 77, 78]. In this
dissertation, the FIM is used as the standard solution to verify the performance of
the iterative model. Eclipse is also used in the comparison study. Both accuracy
and efficiency are considered during the comparisons, in terms of material balance
errors and CPU time used.
The 10th SPE comparative project (SPE 10) describes a large reservoir with
1, 122, 000 grid elements with high heterogeneity[22]. Some of the numerical exam-
ples designed in this dissertation are based on this reservoir, using both the original
and an upscaled mesh. The upscaling of porosity is based on a mathematical aver-
aging method. The upscaling of permeability uses both mathematical and harmonic
averaging methods. If the upscaling direction is the same as the permeability direc-
tion, harmonic averaging is used; otherwise mathematical averaging is used [91].
In the case of calculating the average permeability of grid blocks in series,









In the case of calculating the average permeability of grid blocks in parallel,












Figure 2.3: Well bottom hole pressure
where k is the average permeability, ki=1,2,...n is the permeability for each of the grid
blocks, and Li=1,2,...n is the length of each of the grid blocks.
2.6.1 Example 1: 2D Problem
This example is a 2D two-phase oil/water problem with heterogeneous permeability
field Lx × Ly. The total number of mesh elements is 2000, with Lx = 100 and
Ly = 20. Po and Sw are specified at x = 0 and x = Lx. One injector is located at
x = 0, y = 10 and one producer at x = 100, y = 10. Both wells are bottom hole
pressure specified. The bottom hole pressure at the injector changes periodically
from 1100psi to 1600psi while the pressure at the producer is kept constant at
1000psi as shown in Figure 2.3. FIM, IMPES and the iterative models are used to
simulate this reservoir for 100 days using various time step controls.
The changing bottom hole pressure leads to fluctuations in the production
rate. The iterative method produces a result very similar to that of the FIM, in
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Figure 2.4: Reservoir permeability for example 1
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Max time step Model Oil balance Water balance CPU time (sec.)
0.1 days IMPES – – 173.319
2 days
Iterative 1.0000028 1.0000083 164.269
FIM 1.00000267 1.0000011 685.505
5 days
Iterative 1.00000144 0.99999884 190.270
FIM 1.00000133 0.99999855 769.424
10 days
Iterative 1.00000075 0.99999665 213.505
FIM 1.00000102 0.99999719 720.190
Table 2.1: Performance comparison for example 1
Figure 2.5. The IMPES model is too unstable to complete the simulation with a
reasonable solution (Figure 2.6). Table 2.1 gives a comparison of timings for the
FIM and the iterative method with maximum time steps of 2 days, 5 days and 10
days, respectively.
Generally, the iterative method runs about 3 ∼ 4 times faster than the FIM.
In addition, the iterative method achieves excellent material balance, with errors
less than 10−6. When the time step becomes larger, the ratio of CPU time taken
by the FIM to that of the iterative method becomes smaller, which implies that the
iterative method is more sensitive to time step size than the FIM. Thus the selection
of a maximum time step size is important to enable the iterative method to achieve
optimal performance.
2.6.2 Example 2: Upscaled SPE 10
This reservoir is taken from the SPE 10 comparative project; the upper part of
the whole reservoir is used in this example [22]. The reservoir size is 2200ft ×
1200ft× 100ft, and the element dimension is 40ft× 40ft× 20ft, total number of
elements is 8250. The input data for relative permeabilities is listed in Table 2.2,
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Figure 2.5: Oil rate in producer
















Table 2.2: Relative permeabilities of SPE 10
and the capillary pressure curve is shown in Figure 2.7. For those points with water
saturation values beyond this table, extrapolation with constant value has been
applied to avoid the possible simulation failure. One water injection well is located
at the center of the reservoir; four producers are located at the four corners of the
reservoir. All of these wells are bottom hole pressure specified. The total simulation
time is 2000 days and the reservoir properties are modified based on the original
description given in SPE 10. All of the three solution methods are computed for this
problem used in simulation with various time step controls. The timing comparisons
are shown in Table 2.3. The IMPES method was unable to complete the simulation
due to an unexpected oscillation.
The iterative model achieves solutions that are very close to the solutions given
by the FIM. However, it just takes about half of the simulation time as compared to
FIM when we choose time step as 2 days. After 2000 days of simulation, the iterative
method keeps stable and its solution reflects the heterogeneity of the reservoir as
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Max time step Model Oil balance Water balance CPU time (sec.)
2 days
Iterative 0.99999343 1.00000196 1034.872
FIM 1.00000003 1.00000004 2060.86
5 days
Iterative 1.00000301 1.00000817 1729.41
FIM 1.00000003 1.00000003 3121.56
Table 2.3: Timing comparison for example 2
Figure 2.7: Capillary pressure curve for SPE 10
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Figure 2.8: Oil production rate in producer 3 of example 2
clear as FIM in Figure 2.9 and 2.10.
2.6.3 Example 3: Coning Flow Problem
Oil production from a well that partly penetrates an oil zone overlying water may
cause the oil/water interface to deform into a bell shape. This deformation is usually
called water coning and occurs when vertical component of the viscous force exceeds
the net gravity force [84, 101, 114]. At a certain production rate, the water cone will
change from the stable equilibrium below the bottom of the well to instability and
water breakthrough to the well occurs. This limiting rate is called the critical rate
of water coning. Several models have been developed to define this critical value
[59].
It is known that the IMPES method has difficulty simulating the water coning
problem due to convergence failure. Here the iterative method is used to solve
the water coning problem. The following example is modified from the SPE 2
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Figure 2.9: Saturation profile with the FIM after 2000 days
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Figure 2.10: Saturation profile with the iterative model after 2000 days
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Model Oil balance Water balance CPU time (sec.)
FIM 1.0000009 0.9999917 88.45
Iterative 0.9999195 1.0000148 65.41
Table 2.4: Performance comparison for example 3
comparative project [121].
This model has 4335 grids, and the simulation was conducted for 500 days. For
simplicity, the original radial grid has been changed to a rectangular grid. From the
centre to outer boundary of the reservoir, the element dimension increases gradually.
A production well is located at the center of the reservoir. The initial simulation
time step size is 0.1 day, and the maximum time step size is 3 days.
As shown in Table 2.4, the iterative method requires 30 ∼ 40% less CPU time
than the FIM for this coning problem. In addition, the iterative method achieves
accuracy similar to the FIM, with material balance errors on the scale of 10−5. We
observed that the total number of time steps varies with different cases. Generally,
for the same problem, the iterative method takes more time steps than the FIM.
However, the simple structure of the iterative pressure equation decreases the CPU
time per time step. More precisely, the decoupled system for the iterative model
solves small subproblems and, as a result, it takes less CPU time than the larger
FIM coupled system.
2.6.4 Example 4: Countercurrent Flow Problem
This example was chosen to show the ability of the iterative method to handle
countercurrent flow problems. The reservoir is 600ft×600ft×400ft, and the mesh
grid is 30 × 30 × 20 = 18, 000. The upper subdomain of the reservoir with 10
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Figure 2.11: Capillary pressure curves for different rock types
layers has rock of type 1, which is more permeable than the rock of type 2 in the
lower subdomain. Two different capillary pressure curves are applied on the two
subdomains, as in Figure 2.11. An injection well and a production well are located
at the two diagonal corners of the reservoir.
As shown in Figures 2.12 and 2.13, the water front in the upper subdomain
flows faster than that in the lower subdomain. There is a high water content zone
at the interface. During the simulation, water starts to flow downward, and oil
starts to flow upward close to the interface. The water saturation profile reflects the
water content in the reservoir after 400 days of simulation for both the FIM and the
iterative method. The results of these two approaches are quite similar.
The total CPU time used in the iterative method case is 1733.23 seconds com-
pared to 2547.28 seconds for the FIM. Thus, a reduction of more than 40% simulation
time has been achieved by using the iterative method instead of the FIM. In addi-
tion, the iterative method reflects the countercurrent flow more accurately near the
interface. This is another kind of problem that can not be simulated with IMPES.
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Figure 2.12: Sw after 400 days with the FIM
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Figure 2.13: Sw after 400 days with the iterative method
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Figure 2.14: Water/oil ratio in the producer of example 5
2.6.5 Example 5: Stability Study
This example shows the stability of the iterative model and compares its performance
with the IMPES method. The problem considered is a 3D heterogeneous reservoir
with mesh 20× 20× 10 = 4000; the permeability changes in vertical layers. Figure
2.14 shows the water/oil ratio in the producer for a 2000 day simulation. A CFL
time step control has been applied with values 1 and 2 for both the IMPES and
the iterative methods. The iterative method is stable for the entire simulation, but
the IMPES method produces large oscillations at CFL = 2 after 1400 days. Even
with small constraint, like CFL = 1, IMPES shows small oscillations after only
1700 days. In addition, we observe that the performance of IMPES degrades with
increasing heterogeneity.
Figure 2.15 shows the results when the time step is set small enough to guar-
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Figure 2.15: Maximum time step size with stable performance
antee the stability of both the IMPES and the iterative methods. In this specific
case, the maximum time step for IMPES is less than 1 day, which is much smaller
than the 9 day time step required by the iterative method to achieve stable perfor-
mance. The high efficiency of these two methods comes with the decoupling of the
whole equation system; however, the extremely small time step size is an obstacle to
the effective applications of the IMPES method. The advantage in stability of the
iterative method over the IMPES method has been shown clearly in this example.
2.6.6 Example 6: Air/Water Problem
In this section, an air/water reservoir problem is shown to validate the performance
of the iterative air/water model. The reservoir has a mesh grid of 8×32×16 = 4096.
The reservoir has a low permeability profile, as shown in Figures 2.16 and 2.17. Two
wells are located at opposite ends of the reservoir. The simulation results with time
steps of 1 day and 2 days are listed in Table 2.5. Results show that, with the
51
Max time step Model Linear itns per step Water balance Air balance CPU time (sec.)
1 days
FIM 294 0.9998769 0.9999451 267.5
Iterative 597 1.000151 0.999217 165.7
2 days
FIM 402 0.9998124 0.9997831 317.5
Iterative 708 1.000574 0.999004 195.4
Table 2.5: Timing comparison for the air/water model
iterative method, more than 30% of the CPU time has been saved, even though
more iterations occur on one time step base. The material balance errors are on the
scale of 10−4. This error is quite acceptable for the air/water flow problem as it is
very sensitive to fluid flow.
The contours in Figures 2.18 and 2.19 show air pressure and its gradient on
the reservoir after 500 days of simulation. The iterative method produces solutions
that are very close to those of the FIM.
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Figure 2.16: Reservoir vertical permeability for the air/water problem
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Figure 2.17: Reservoir horizontal permeability for the air/water problem
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Figure 2.18: Air pressure after 500 days with the FIM
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Figure 2.19: Air pressure after 500 days with the iterative method
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Chapter 3
Iterative Black Oil Model
This chapter presents a development of the iterative black oil model and a study
of its performance on various reservoir problems, including a comparison with the
FIM. Again, this model is developed under the IPARS framework [77, 123].
3.1 Introduction
The iterative black oil model is developed like the iterative two-phase model. The
following assumptions are made for the black oil model:
3.1.1 Assumption
• A three component system (W,O,G) with three phase (w, o, g).
• Oil and water are immiscible and no mass exchange occurs between these two
phases.
• The gas component can only dissolve in the oil phase.
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• Oil and water can not evaporate into the gas phase.
• Isothermal flow.
• Instantaneous thermodynamic equilibrium throughout the reservoir.
• The permeability tensor is diagonal and aligned with the coordinate system.
• Darcy’s law for multiphase flow.
• No chemical reactions, precipitation or adsorption occur.
• The well is treated as either a source or a sink point.
• The formation is slightly compressible.
The differences between a phase and a component should be noted. In a hydrocarbon
system, the oil component is the residual liquid at atmospheric pressure that is
left after a differential vaporisation; the gas component can be mixed in liquid and
gaseous states. The concept of phase is only meaningful for certain specific pressures
and temperatures. For water, the phase and component concepts are the same. In
the standard black oil model, the gas component exists in both the oil and the gas
phases, but not in the water phase. No mass transfer occurs between the water
phase and the other two phases.
3.1.2 Parameters
Most of the parameters for the iterative black oil model are defined as follows:
• Subscripts w, o, and g refer to the water, oil, and gas phases, respectively.
• Subscripts W,O, andG refer to water, oil, and gas components, respectively.
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• Bα(Po) is the formation volume factor as a function of the oil phase pressure
Po, which is equal to the ratio of the volume of phase α (including any dissolved
components) under reservoir condition to the stock tank volume of phase α
[bbl/stb].
• bα = 1/Bα.
• cα = phase compressibility [psi−1].
• K = diagonal permeability tensor [md].
• krα = relative permeability for phase α.
• qM = mass rate of component M , M = W,O,G [scf/d for water and oil,
mscf/d for gas].
• qMS = mass rate of component M at standard condition.
• Rso(PO) = the solution gas-oil ratio as a function of Po, equal to the stock tank
volume of gas component dissolved in a stock tank volume of oil component
when the oil is saturated with gas [mscf/scf ].
• UM = mass flow rate of component M through a unit area scf/ft2 − day for
water and oil, mscf/ft2 − day for gas components.
• φ(Po) = porosity as a function of Po.
• µα = viscosity of phase α[cp].
• λα = mobility of phase α, equal to krα/µα.
• ρα = density of phase α [lb/cu− ft].
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• ρMS = stock tank density of component M [lb/scf for water and oil compo-
nents and lb/mscf for gas component].
• Sα = saturation for phase α.
• NM = the concentration of component M ; equal to the product of density and
saturation within all related phases.
3.1.3 Variable Relations
Several relations must be defined to relate the concepts of phase and component in
the black oil system. They are listed below.
Density
ρW , ρO, and ρG are component densities; ρw, ρo, and ρg are phase densities; and the
subscript S stands for standard conditions at the surface.
• For the water phase/component,
















• For the water component,




• For the oil component,




• The gas component includes two parts; one is free gas and the other dissolves
in oil. So both gas and oil formation volume factors are involved here:










is the density of dissolved gas in the oil phase.
3.2 Numerical Formulation
3.2.1 Pressure Equation




= −∇ · (ρWuw) + qW (3.7)
∂(φNO)
∂t







































(∇Pg − ρgg∇D) . (3.13)
Here we define phase mobility as λα = krαµα . Po, Nw, andNo are chosen as the
primary variables. Again, the saturation constraint equation and capillary pressure
equations are applied with the following formula:
Sw + So + Sg = 1,
Pcow = Po − Pw, (3.14)
Pcgo = Pg − Po.
In the following derivation of the iterative method, we first substitute Darcy
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velocity equations into the mass conservation equations. In addition we recall the
phase scaling that we applied in the iterative air/water model to achieve significant
improvements. It is extended here as well, for the black oil model. However, follow-
ing exactly what was done in the two-phase model will lead to difficulties due to the
mass transfer between the gas and oil phases in the black oil system. For simplicity,
all three equations are thus multiplied by the phase viscosities µw, µo, andµg, and













































































































































The oil equation remains as in Eq.(3.16). We continue with Eq.(3.16), Eq.(3.18),
and Eq.(3.19) to derive a pressure equation for the iterative black oil model. Con-
sidering that Bw, Bo, Bg, Rso, and φ are functions of oil pressure Po, all of them
contribute to the construction of the coefficient matrix for the pressure equation.
All other variables that are functions of concentration/saturation are upwinded from
the values in the last iteration.
In the following derivations, k is the iteration number of the current time step
n+ 1; n represents the number of the last time step.

















































































































δP k+1o . (3.23)




















δP k+1o . (3.24)












































δP k+1o . (3.25)
For simplicity, C1w, C1o, andC1g are used to represent the coefficients in Eq.(3.23)-
Eq.(3.25) respectively. Eq.(3.16), (3.18) and Eq.(3.19) are summed and coefficients
are substituted. Oil pressure terms are combined on the left-hand-side of the equa-
tion and other terms remain to the right-hand-side. The pressure equation of the
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− (C1w + C1o + C1g)
k
4tn+1






+ (µo + µgRso)
qOS
Bso
= (D1w +D1o +D1g)






















































































For the two-phase situation with NG < RsoNO and Sg = 0, certain simplifica-



















Sw = 1− So,
NW = (1−BoNO) bw.
















− (C1w + C1o + C1g)
k
4tn+1
δP k+1o + µw
qWS
Bw
+ (µo + µgRo)
qOS
Bo
= (D1w +D1o +D1g)
k +Dkpcw + (D2w +D2o +D2g)
k . (3.28)





































































Once oil pressure has been obtained, mass conservation equations are used to calcu-
late oil and water concentrations. Before solving for concentration, all parameters




































(Pwb − Pα) , (3.32)
where Pwb is the wellbore pressure; Pα is the pressure of phase α in the grid block;
K is the absolute permeability; and L is the length of the open wellbore penetrating











where s is the skin factor of the wellbore; rw is the wellbore radius (default is
0.5inch); and req is the equivalent radius of the grid cell. According to Peaceman’s



















where 4x and 4y are in the x and y direction of the reservoir, respectively; kx and
ky are reservoir directional permeabilities. The well term is treated implicitly in the
pressure equations.
3.2.4 Relative Permeability
The relative permeability of two-phase flow can be obtained through lab experi-
ments. The water and gas relative permeabilities in three-phase flow are the same
as in two-phase flow. However, the oil relative permeability in three-phase flow must
be calculated based on two-phase permeability values. There are several methods
available to calculate this three-phase oil relative permeability and, three of them
are used for the iterative model in IPARS [64, 77, 123], namely Stone’s model I,
Stone’s model II, and the Eclipse-100 model [38].
For most of the following numerical experiments with the iterative black oil











− (krw + krg)
]
, (3.35)
where k0row is the endpoint relative permeability of the oil phase at residual water
saturation. All negative values of kro are set to 0 to make the simulation reasonable.
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3.3 Convergence Control
After solving for the concentration, saturation and other fluid properties are updated
and mass balance errors are calculated both globally and locally. the current time
step finishes once the convergence criteria are satisfied. Otherwise, an additional
iteration is conducted. Changes in parameters such as saturation can also be used
as convergence control criteria.
The extrapolation and forcing functions applied in the two-phase model are




This numerical example presents a large oxbow reservoir of dimension 37ft×2050ft×
1106ft with 125,385 total grid elements. 2 injectors are located at the head of the
oxbow and 7 producers are located in other areas of the reservoir. All of the wells
are bottom hole pressure specified.
Both the FIM and the iterative method are used in this example, and the
results are listed in Table 3.1. If a time step of 2 days is used, the iterative method
reduces the simulation time by around 30%; if a time step of 5 days is used, the
iterative method reduces the simulation time by around 20%. In addition, the mass
balance errors are on the scale of 10−4. This case shows that the iterative black oil
model is much faster than the FIM with reasonably accurate results.
Figures 3.2 − 3.5 illustrate water saturation and oil pressure after 200 days
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Figure 3.1: Flow chart for the iterative black oil model
Max time
step
Model Oil balance Water balance Gas balance CPU time
(sec.)
2 days
Iterative 1.0001653 0.9998192 1.0003765 11061
FIM 1.0000042 0.9999994 1.0000117 15630
5 days
Iterative 0.9996115 0.9990412 0.9992377 10057
FIM 0.9999966 0.9999982 0.9999978 12376
Table 3.1: Timing comparison for the large oxbow problem
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Figure 3.2: Sw after 200 days with the FIM for example 1
simulation for both the iterative method and the FIM. The results of these two
methods match very well.
3.4.2 Upscaled SPE 10
This example is an upscaled SPE 10 reservoir that is the same as in Section 2.6.2.
The vertical and horizontal permeabilities, in log scale, are shown in Figure 3.6
and Figure 3.7, respectively. Since SPE 10 is originally designed for two-phase
simulation, the PVT data and additional physical properties for three-phase are
modified from SPE 9. This case is run using the FIM and the iterative methods;
Eclipse100 is also used for the purpose of comparing accuracy and efficiency. Figure
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Figure 3.3: Sw after 200 days with the iterative method for example 1
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Figure 3.4: Poil after 200 days with the FIM for example 1
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Figure 3.5: Poil after 200 days with the iterative method for example 1
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Figure 3.6: Reservoir vertical permeability for example 2
3.8 shows the oil production rate in one of the four producers. The iterative method
produces a small difference from the other two methods at the beginning, but it
approaches the solution of the FIM and Eclipse100 very well in later time.
The timing performance of the iterative method and the FIM are listed in Table
3.2. In this case, the iterative method produces better results than in example 1 in
that total CPU time has been reduced by 35% when the time step was set to either
2 days or 5 days. The mass balance errors and the matching quality of the water/oil
ratio in producer 3 in Figure 3.9 indicate accurate results with the iterative method,
which is very close to the result of the FIM.
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Figure 3.7: Reservoir horizontal permeability for example 2
Max time step Model Oil balance Water balance Gas balance CPU time (sec.)
2 days
Iterative 1.0002085 0.9998015 1.0006430 1917
FIM 1.0000006 0.9999994 1.0000012 3060
5 days
Iterative 0.9995802 0.9991362 0.9990452 1840
FIM 0.9999989 0.9999997 0.9999986 2867
Table 3.2: Timing comparison for upscaled SPE 10
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Figure 3.8: Oil production rate in producer 3
Figure 3.9: Water/oil ratio of producer 3
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Figure 3.10: Horizontal permeability for SPE 9 reservoir
3.4.3 SPE 9 Problem
This numerical example comes from the ninth SPE comparative project [68]. The
reservoir has 9000 grid elements with high heterogeneity of permeability, as shown
in Figure 3.10 and 3.11. High permeability zones are distributed in a few layers with
poor connection. Other PVT properties and a reservoir description can be found
in the references. The reservoir hosts 26 wells, including 1 injector, and all of them
are bottom hole pressure specified.
The total simulation time is 900 days, and the maximum time step is set to
5 days. As shown in Table 3.3, with the iterative method, the total CPU time is
reduced from 8017s using the FIM to 6114s. The iterative method obtains very good
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Figure 3.11: Vertical permeability for SPE 9 reservoir
80
Model Oil balance Water balance Gas balance CPU time (sec.)
Iterative 1.0003205 0.9992816 1.0006002 6114
FIM 1.0000012 0.9999990 1.0000047 8017
Table 3.3: Timing comparison for SPE 9
Figure 3.12: Oil rate in producer No.20
matches for both the oil production rate (Figure 3.12) and the gas/oil ratio (Figure
3.13). During the simulation, some time step cutting occurs with the iterative
method at the beginning, but it becomes stable after 50 days.
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Figure 3.13: Gas/oil ratio in producer No.20
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Chapter 4
Linear Solvers for the Iterative
Model
Since more than 80− 90% of CPU time in a reservoir simulation is spent on solving
linear systems, an efficient linear solver is crucial. In this chapter, the discussion
focuses on those linear solvers and preconditioners that have been implemented in
the IPARS framework, with an emphasis on their application and performance in




The matrix system of a reservoir simulation is usually sparse, highly nonsymmet-
ric, ill-conditioned, and very large. The Krylov subspace algorithm is one of the
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best approaches to solve such matrix systems. We have considered three Krylov
iterative linear solvers, namely PCG, GMRES and biconjugate gradient stablized
(BiCGSTAB). They are very different in their capabilities and suitability to par-
ticular linear systems. PCG is very popular for solving symmetric positive definite
linear systems. GMRES is the most powerful algorithm for solving general sparse
non-symmetric systems. However, with GMRES, the bases of the Krylov space
must be stored as the iteration progress, requiring large amounts of computer mem-
ory. An orthogonalization truncation or restart can be used to alleviate such large
memory requirements [9, 52]. BiCGSTAB involves two preconditioning steps and
two matrix-vector products in one iteration. It takes more CPU time than GMRES
on an iteration basis but it has low memory requirements. The main linear solver
incorporated in the iterative model is GMRES with various preconditioners.
4.1.2 Preconditioner
Since the original matrix for a reservoir flow problem is hard to solve, an intermediate
step is proposed to aid on solving the problem. Given the matrix A, a preconditioner
M is the approximation of A which makes the preconditioned system easier to solve
indirectly using an iterative algorithm. Preconditioners are applied to the solving
of both coupled system and decoupled system.
Coupled System
For a coupled system, if M−10 is a right preconditioner for the matrix A, further
preconditioning may be performed on the system A0 = M−10 A by means of a pre-
conditioner M−11 . The concatenation of these two preconditioners is what is called
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two-stage preconditioning. Multi-stage preconditioning can be achieved by general-
izing this procedure.
Since pressure blocks are much harder to solve than other blocks, the solution
of pressure dominates the entire solution process. The two-stage preconditioner first
decouples the pressure block from the whole equation system and solves the pressure
system itself; then the preconditioner recovers the solution components related to
the original coupling or to the non-pressure blocks. In the first stage, the extracted
pressure system should preserve the algebraic properties of the original system.











where App ∈ <np×np represents the pressure block coefficients and Acc ∈ <nc×nc
represents the concentration block coefficient. The other two blocks, Apc and Acp,
are the respective coupling coefficients. The block App holds a set of coefficients as
a parabolic problem, which is diagonal dominant.
Effective extraction of the pressure block from the overall system is realized





with a residual vector r = (rp, rc)T . The two-stage preconditioner then completes
the following steps:
• Solve the new pressure system Ãppδp = rp;
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where δ = (δp, δc)
T is the correction obtained after the two stages. In summary, the
two-stage preconditioner M2s functions as
δ = M−12s r = M
−1





Large time steps and small pore volumes in grid blocks may negatively affect
the diagonal dominance of the diagonal blocks of App and, therefore, compromise
the convergence of the iteration solver. This has been proven in our own research
as well as in the research of others [75, 76].
Decoupled System
For the iterative model, since the equations system has already been decoupled
into a pressure equation and a saturation equation, a two-stage preconditioner is
meaningless. Here, a preconditioner is used to provide a better initial guess of the
pressure equation.
4.2 SAMG
AMG is a very effective solver for linear systems of fluid flow. Unlike geometric
multigrid which is based on coarsening grids, AMG is solely based on the linear
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system and operates directly on the matrix that corresponds to a given discretiza-
tion. There is no need to construct a sequence of nested grids, which is difficult in
parallel implementations. Since the explicit construction of a multilevel hierarchy is
part of the AMG algorithm, a corresponding solver is easy to integrate into existing
simulation packages. In reservoir simulation, AMG has clear advantages over classic
one-level solvers, especially for problems of large size or high heterogeneities. The
SAMG software library [99, 107], developed by the Fraunhofer Institute for Algo-
rithms and Scientific Computing, is based on the AMG approach, and it has proven
to be very flexible and robust. It can be applied to solve certain classes of PDEs on
unstructured meshes, both in 2D and 3D.
SAMG has been implemented in IPARS, and it is used both as a linear solver
and as a preconditioner. For the FIM, SAMG is either used to solve the coupled
system, or it is used as a solver for only the pressure system, which comes with
the decoupling of the two-stage preconditioner. For the iterative method, SAMG
is either used to solve the pressure system or as a preconditioner for the pressure
equation. The performance of IPARS with SAMG is shown later in this chapter.
4.3 HYPRE
HY PRE, developed by the Center for Applied Scientific Computing at Lawrence
Livermore National Laboratory, is a software library of high performance precondi-
tioners and solvers for solving large, sparse linear systems of equations on massively
parallel computers. It includes parallel multigrid solvers for both structured and
unstructured grid problems.
HYPRE contains several families of preconditioner algorithms that focus on
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the scalable solution of very large, sparse linear systems. It provides several of the
most commonly used Krylov-based iterative methods for use in conjunction with its
scalable preconditioners. These methods include those for non-symmetric systems,
such as GMRES, and methods for symmetric matrices, such as conjugate gradi-
ent. Several other options are also available, such as the semicoarsening multigrid
(SMG), fast adaptive composite grid (FAC), Maxwell, Hybird, block Gauss-Seidel
(SplitSolve) et al.
For easy of use, HYPRE employs a conceptual interface to link and pass the
linear system problem from the numerical model into the linear solver. Four inter-
faces are currently provided by the HYPRE package: the Structured-Grid System
Interface (Struct), the Semi-Structured-Grid System Interface (SStruct), the Finite
Element Interface (FEI), and the Linear-Algebraic System Interface (IJ). Interfaces
are chosen by the user to match specific applications, where more efficient solvers
and preconditioners are applied. For the iterative model, the semi-structured inter-
face is used with GMRES as the main solver, and BoomerAMG (parallel Algebraic
Multigrid) as the preconditioner for solving the equation system. The performance
of this solver package is illustrated in the parallel scalability study of Chapter 5.
For the purpose of applying HYPRE to the IPARS framework in both the FIM
and the iterative model, an interface subroutine is designed to obtain the coefficient
matrix from IPARS and then pass it to the HYPRE library, which is very similar to
the method that integrates other solvers, such as GMRES, with IPARS. A separate
subroutine has been built to calculate the reservoir grid distribution among mul-
tiple processor. It provides all information required for communication, including
global and local grid indexes, neighbouring processors, and exchanging arrays. Since
HYPRE conducts its own parallel communications in one step, only the matrix for
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Case Mesh Reservoir
Case 1 60× 220 1 slice of non-fluvial reservoir
Case 2 60× 220 1 slice of fluvial reservoir
Case 3 12× 44× 17 Upscaled entire reservoir
Case 4 15× 55× 25 Upscaled upper subdomain
Case 5 30× 110× 50 Upsacled upper subdomain
Table 4.1: Numerical cases for solver study
the subdomain problem is passed to the corresponding processor. In addition, some
parameters that are used by HYPRE must be defined by the user, either in the
solver subroutine or in the input file. The solver returns information about the
linear solution, such as number of iterations, relative and absolute residuals.
4.4 Numerical Example
The implementation of SAMG and HYPRE on parallel environments is discussed
later in Chapter 5. This section addresses the application of SAMG on a single
processor. Five test cases are established based on different subdomain and upscaled
grids of the SPE 10 reservoir. These cases are listed in Table 4.1. As in Section
2.6.2, five wells are defined on each of these reservoirs, with varying depth according
to the reservoir specification.
4.4.1 Two-phase Problem
Both the FIM and the iterative model are used to solve the two-phase problem with
the following four solver options:
• FIMS-SAMG: use SAMG as the solver for the coupled system with the FIM;
89
Figure 4.1: SAMG solver with the two-phase model
• FIM2SP-SAMG: use SAMG in the two-stage preconditioner for solving the
pressure system;
• ICS-SAMG: use SAMG as the solver for the pressure system in the iterative
model;
• ICP-SAMG: use SAMG as the preconditioner for the pressure system in the
iterative model.
All of the simulations in the 5 cases above are carried out for 2000 days, except
for case 5, which is simulated for 500 days. Results are shown in Figure 4.1. For the
FIM, two-stage preconditioning offers slightly better performance when compared
to directly solving the coupled linear system with SAMG as the solver. The iterative
coupled models are much faster than the FIM. The solver option where GMRES is
preconditioned with SAMG produces the best performance.
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Figure 4.2: Comparison between preconditioning with SAMG and preconditioning
with multilevel ILU
Another comparison is made between the solver options of GMRES precondi-
tioned with SAMG and GMRES preconditioned with multilevel ILU. It turns out
that SAMG holds clear advantages over multilevel ILU (Figure 4.2).
4.4.2 Black Oil Problem
The black oil model is applied to simulate all of the 5 cases in the previous section.
The reservoirs remain the same, and PVT properties for the black oil system are
modified from SPE 9. The results are shown in Figure 4.3. SAMG is very efficient
as a basic linear solver, and it is even more efficient as a preconditioner. This is also
true for both the FIM and the iterative model.
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The ability to run on parallel clusters has become a standard functionality of the
new generation of reservoir simulators. Since different simulators use different do-
main decomposition methodologies and different parallel language libraries, parallel
scalability varies from low to high across a broad range. This chapter discusses the
parallel implementation of the iterative model and its performance in multiple pro-
cessor environments. The use of MPI in IPARS to realize parallel communication
and a pre-process strategy for optimal parallel performance are discussed as well.
Incorporation of the iterative model with different high performance linear solvers
in HPC environments is also compared.
5.1 Introduction
5.1.1 Parallel Computation Efficiency
Parallel efficiency is used to represent the scalability of a program running with
multiple processors. For a given problem, the simulation time of a perfectly par-
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allelized program is linearly decreasing with the increasing number of processors.
Unfortunately, some program parts are non-parallel, and several other issues exist
to slow down parallel computation.
All parallel programs contain a parallel section fp and a serial section fs. The
work of the parallel section is distributed among multiple processors, while the
work of the serial section is done on the master processor alone. The portion of
serial section limits the parallel effectiveness. Amdahl’s law states this limitation
formally. It places a strict limit on the speedup that can be realised by using multiple
processors.
The effect of multiple processors on running time is given by
tn = (fp/N + fs)× t1, (5.1)





where N is the number of processors and t1 is the running time on a single proces-
sor. Figure 5.1 shows Amdahl’s law for an increasing number of processors. With
different parallel portions, the three programs perform very differently. The affects
of the serial code accumulate dramatically during multiple processor simulation. For
example, the program that has 99% parallel code only achieves 50% parallel effi-
ciency with 100 processors. Amdahl’s law gives an estimation of parallel efficiency
under ideal conditions. The practical situation is even worse than the prediciton of
Amdahl’s law. Several other considerations, such as load balancing and communi-
cations, also degrade parallel efficiency.
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Figure 5.1: Illustration of Amdahl’s law
Load balance indicates how well work has been assigned across multiple pro-
cessors. In reservoir simulation, two main methods are used. One is grid-based load
balancing, and the other is reservoir-based load balancing. Grid-based load balanc-
ing tries to assign all grids as evenly as possible among all processors. Reservoir-
based load balancing considers the heterogeneity of the reservoir and then tries to
distribute computation work evenly across all processors. In IPARS, grid-based
load balancing is used in simulations with single physical model; reservoir-based
load balancing is used in simulations with multiple physical models [77, 78].
Communication with neighbouring processors is necessary during parallel com-
putation in order to solve the problem globally. Information exchanging and updat-
ing occur within every time step. The bigger the number of processors, the more
communication happens. Figure 5.2 shows the total grid elements involved in paral-
lel communication in one time step for a given reservoir with 56, 100 elements and a
7-point stencil algorithm. With the number of processors changing from 2 to 64, the
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Figure 5.2: Communication levels during parallel computation
number of elements that involved in communication increases from 1, 020 to 28, 645.
Note that these elements are involved in local computation too. Additional compu-
tation time is required to cover this overlap, which slows down the entire parallel
computation procedure.
5.1.2 Parallel Environments
The most popular parallel computers can be classified into either shared memory
system or distributed memory system according to their memory model. For shared
memory system, all processors have access to the memory pool with a single address
space. Bus and crossbar are used as the bridge to connect the processors with the
memory. For distributed memory system, each processor has it’s local memory,
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which is connected with various topological interconnects. Exchanging data between
processors is realized by message passing.
Accordingly, there are two programing languages in use for parallel computa-
tion. The first is MPI for distributed memory system, and the second is OpenMP
for shared memory system. The use of different languages may lead to different per-
formance. On a shared memory system, the communication work is tremendously
decreased due to sharing data set in the public cache. Additionally, OpenMP is
easy to implement; just a little work is required to convert a serial code into parallel
code with OpenMP. However, the shared memory system has difficulties supporting
large number of processors, blocking it from applications to huge reservoirs with
millions of elements. Distributed memory system is highly scalable with large num-
ber of processors and is used as the main library on huge clusters; but it is much
harder to implement than OpenMP. IPARS is using MPI to bridge the parallel
communication.
5.1.3 Parallel Efficiency-related Issues
Parallel efficiency is a performance metric that is tied to a combination of various
issues. In parallel reservoir simulation, with respect to the reservoir, such issues
include the reservoir dimension, mesh size, time step, included files et al.; with
respect to the architecture, such issues include the communication method, CPU
speed, memory size and network bandwidth et al.; with respect to a program, such
issues include the domain decomposition methodology and solver parallelism, as
well as the parallel portion of the code. In evaluating the parallel efficiency of a
simulator, all of these factors should be considered.
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Figure 5.3: Communication through ghost cells
5.2 Parallel Implementation of IPARS
IPARS is well designed for parallel computation. Message exchanging is realized
using the MPI library. Communications between neighboring processors are con-
ducted through a ghost cell, as shown in Figure 5.3. On processor 1, the layer close
to the neighboring processor is designated as the ghost layer, and it is also desig-
nated as the boundary layer on processor 2. Similarly, the ghost layer on processor
2 is also designated as the boundary on processor 1. During parallel computation,
values on the ghost layers are exchanged between the neighboring processors. With
more processors and irregular grids, the situation is more complicated but the same
strategy is followed.
For simulations of individual physical model, IPARS uses grid-based load bal-
ancing to distribute the reservoir grid blocks across multiple processors, as in the
following steps:
• Calculate the total number of grid blocks for the reservoir.
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• Assign a mapping index to each vertical column of the grid blocks (all grid
blocks in the vertical column (x, y) will be allocated to the same processor).
• Calculate the average number of grid columns for a given number of processors.
• Allocate a rectangular region (or a region close to rectangular) of grid columns
to each processor one by one.
This method tries to distribute the average number of grid columns as equally
as possible across all available processors. The topology of the load balancing for 2D
and 3D reservoir is shown in Table 5.1 and Figure 5.4. In the 2D case, a reservoir
with a 5 × 6 mesh is distributed across 8 processors. In the 3D case, a reservoir
with a grid mesh of 30 × 110 × 17 is allocated across 20 processors. Each color in
Figure 5.5 represents a single processor. All grid blocks within one vertical column
are allocated to the same processor.
This grid-based load balancing method has proven to be very efficient, accord-
ing to simulation results. For a simulation using 20 processors for a given problem,
the CPU time used throughout of the simulation on each processor was recorded
and sorted. The maximum and minimum values were very close, indicating that
every processor made a similar contribution to the simulation. The same results
have been achieved with different numbers of processors as shown in Figure 5.5.
5.3 Numerical Examples
In this section, several numerical examples are presented to illustrate the parallel
scalability and efficiency of the iterative model on HPC. In computer science, parallel




0 0 3 3 7 7
0 1 3 3 7 7
1 1 4 4 6 6
2 2 4 4 6 6
2 2 5 5 5 5
Table 5.1: Processor mapping on grid blocks in 2D
Figure 5.4: Processor mapping on grid blocks in 3D
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Figure 5.5: Load balancing across multiple processors
processors. The primary goal is to maintain the work load on each processor at
a constant level. In different runs, one processor solves subdomain problems of
similar size. This approach requires a reasonable estimation of the load balance of
each processor and it is usually hard to realize. For the parallel scalability study in
this dissertation, fixed reservoir problems running on varying numbers of processors
were used. An optimal number of processors for a given problem is discussed later.
5.3.1 HPC Architecture
Two very different HPC clusters are used in this study. One is Lonestar from the
Texas Advanced Computing Center [108], and the other is Blue Gene from the IBM
Rochester Blue Gene Center[63]. The Lonestar cluster is one of the largest academic
computational resources in US. This dual-core Linux cluster has 5200 processors and
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Lonestar Blue Gene




Memory 2GB per processor 512M per processor
Cache L1=32KB, L2=4MB L1=32KB, L2=2KB,
L3=4MB
Network InfiniBand Switch, 1GB
P2P Bandwidth
3D torus, 175 MBps in
each direction
Nodes 1300 nodes, 5200 pro-
cessors
1024 nodes, 2048 pro-
cessors per rack
Peak performance 10.64 GFLOPS 2.8 GFLOPS
Table 5.2: Architecture of HPC resources
10.4 TB of total memory, with a peak performance of 55 TFLOPS. The Blue Gene
cluster is one of the largest clusters in the world with IBM technology. The main
specifications of these two HPC are listed in Table 5.2.
5.3.2 Linear Solver
The following are three linear solver options that are used in the HPC simulations
discussed in this dissertation:
• Option 1: GMRES preconditioned with multilevel ILU
• Option 2: GMRES preconditioned with SAMG
• Option 3: HYPRE, GMRES preconditioned with BoomerAMG
The parameters used for SAMG were introduced in Chapter 4. The param-
eters used in HYPRE are sorted in Table 5.3. A set of numerical examples have




Max Num. of Itns 100
Tolerance 1.0−6
Max size of Krylov space 5
BoomerAMG
Coarsening Falgout
Max Num. of Itns 1
Tolerance 0.0
Threshold 0.5
Table 5.3: Parameters used for HYPRE
Case Grids Model Num. of Proc.
Case 1 56,100 oil/water 32
Case 2 224,400 oil/water 100
Case 3 1,112,000 oil/water 150
Case 4 40,050 black oil 150
Table 5.4: Numerical cases for the linear solver on HPC
simulation, as in Table 5.4. The first three cases are modified from SPE 10 and run
with the two-phase oil/water model; the fourth case is modified from SPE 9 and run
with the black oil model. All of these problems are run on the Lonestar machine
with different numbers of processors respectively. The simulation results are shown
in Figure 5.6.
For all three two-phase problems, GMRES preconditioned with ILU takes the
longest time to complete the simulation, which is about 2 times slower than the
other two solving options. HYPRE is slightly faster than option 2 with SAMG,
which becomes clearer with larger number of processors. For the black oil problem,
options 2 and 3 take a similar amount of time to solve the problem. Again option
1 takes about 3 times as much time as the other two options. Since the parallel
package of SAMG has only been verified with less than 256 processors, HYPRE
will be used as the default solver option in the following scalability study with large
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Figure 5.6: Comparison of HPC linear solvers
numbers of processors.
5.3.3 Lonestar
Fine Grid SPE 10
The fine grid SPE 10 problem has a grid size of 220 × 120 × 85 = 1, 122, 000. The
reservoir dimensions are 2200ft long, 1200ft wide, and 170ft thick. One water
injection well is located at the center of the reservoir, and four oil production wells
are located at the four corners. All of these wells are bottom hole pressure specified.
This problem has been run with a series of processors from 10 to 200. Parallel
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efficiency is illustrated in Figure 5.7.
An assumption has been made for the parallel scalability study. Since most
problems are too big to be finished with a small number of processors within a
limited time, it is assumed that the iterative model is perfectly scalable with a
small number of processors. For every numerical example, 100% parallel efficiency
is assumed in the simulation with the least number of processors. For example,
we assume that 10 times speed up has been achieved for this SPE 10 problem
with a fine grid and 10 processors. Simulation times for fewer processors is back
calculated according to this theory. The same assumption has been made for all
of the numerical examples below. This assumption has been proven appropriate
according to several case studies with small problems by the author and in previous
parallel simulations.
For those simulations with no more than 50 processors, high parallel efficiency
close to 100% has been achieved. Super efficiency has been achieved for a sim-
ulation with 80 processors. As anticipated, parallel efficiency decreases with an
increasing number of processors. Even though, with 150 processors, the iterative
model achieves 139 times speed up, which is 93% parallel efficiency. Several factors
may contribute to the super efficiency, such as a good match between the problem
size and the number of processors, perfect load balancing, efficient parallel linear
solver et al.
AMV Problem
This example is modified from a real reservoir, and all reservoir properties are de-
rived from a geological map. The reservoir has dimensions of 111, 952.94ft length,
130, 806ft width, and 2, 400ft thickness. The grid mesh is 292 × 275 × 63 =
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Figure 5.7: Parallel scalability on Lonestar with SPE 10
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5, 058, 900. This is a heavy oil reservoir with API = 8.5; the oil viscosity has a
highest value of 3000cp. The average temperature of the reservoir is 137F . Average
porosity is about 30%, and permeability varies from less than 10md to 10D. In the
real reservoir, more than one hundred wells are located on the reservoir producing a
production rate of about 150, 000BD. In this simulation, 16 wells, consisting of one
injector and 15 producers, are used to represent this production rate. All of these
wells are bottom hole pressure specified. The total simulation time is 2000 days.
The speedup achieved with various numbers of processor is illustrated in Figure 5.8.
50 times speedup has been achieved in a simulation with 50 processors; 181 times
speedup has been achieved in a simulation with 250 processors, which is more than
72% parallel efficiency.
Refined AMV Problem
This example is modified from the original AMV problem by doubling all three
dimensions. The mesh size of the model becomes 584 × 550 × 126 = 40, 471, 200.
The porosity and permeability values are interpolated from the original mesh. Other
information is copied from the previous example. This problem has been run with
series processor sets, and a 326 times speedup was achieved in a simulation with 500
processors (Figure 5.9).
The distribution of the total CPU time used in these simulations is displayed
in Figure 5.10. The linear solver occupied most of the CPU time in all simulations,
requiring up to 92% with 50 processors. Parallel communication, initialization, and
other sections occupy the rest of the CPU time. It was shown in section 5.1.1 that as
the number of processors increases, more time is spent on parallel communication.
Figure 5.10 shows the same phenomena as the portion of communication increases
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Figure 5.8: Parallel scalability on Lonestar with AMV
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Figure 5.9: Parallel scalability on Lonestar with refined grid AMV
from 2% to 15%.
Since part of the initialization is in serial code, its increasing share of CPU
time is mainly due to the decrease in the total simulation time. It also means that
it is possible to improve the parallel efficiency of the iterative model by modifying
initialization. Figure 5.11 illustrates the new parallel efficiency seen in the iterative
method after subtracting the initialization part from the total CPU time in Figure
5.9. With 500 processors, 350 times speed up has been achieved, which is a parallel
efficiency of 70% with a 5% improvement over previous results.
109
Figure 5.10: CPU time distribution during simulation on Lonestar
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This is an upscaled case of the SPE 10 problem with a grid mesh of 110 × 30 ×
×17 = 56, 100. The heterogeneity of the reservoir is reflected in the porosity and
permeability seen in Figures 5.12 and 5.13. The upper subdomain of the reservoir
is more permeable with high permeability channels. The lower subdomain is less
heterogeneous with average low permeability.
For simulations with no more than 100 processors, high parallel efficiency above
90% has been achieved. As the number of processors increases, parallel efficiency
decreases gradually, down to around 71% efficiency with 250 processors (Figure
5.14).
Fine Grid SPE 10
In this case, the same problem presented in Section 5.3.3 is solved on Blue Gene,
using up to 2048 processors. Figure 5.15 shows that, with 2048 processors, the prob-
lem is solved with a 1452 times speed up. The parallel efficiency of this particular
simulation is more than 70%. Again the CPU time distribution is shown in Figure
5.16. The parallel communication time increases significantly with large number of
processors, which is the main factor to slow down the parallel efficiency.
Again, if subtracting the initialization part from the total simulation time
used in Figure 5.15, more than 75% parallel efficiency has been achieved in Figure
5.17. The iterative model offers very impressive scalability with huge numbers of
processors.
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Figure 5.12: Porosity of upscaled SPE 10
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Figure 5.13: Horizontal permeability of upscaled SPE 10
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Figure 5.14: Parallel scalability on Blue Gene with upscaled SPE 10
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Figure 5.15: Parallel scalability on Blue Gene with fine grid SPE 10
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Figure 5.16: CPU time distribution during simulation on Blue Gene
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Figure 5.17: Improved parallel scalability on Blue Gene with fine grid SPE 10
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Figure 5.18: Parallel scalability on Blue Gene with SPE 9
SPE 9
This example has the same reservoir as the one discussed in section 3.4.3. This sim-
ulation achieves a 223 times speedup with 300 processors, resulting in 74% parallel
efficiency (Figure 5.18). It should be noted that the black oil model performs as
well as the two-phase model in parallel scalability.
5.4 Discussion
The iterative model shows very good parallel scalability in previous numerical ex-
amples, on both Lonestar and Blue Gene with very different architecture. Since
most of the CPU time is spent on linear solvers and parallel communications, there
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are two ways to improve parallel efficiency correspondingly. A highly scalable linear
solver can be used to shorten the linear solve time, and a faster machine can be used
to shorten the parallel communication time.
5.4.1 Running with Virtual Memory
Most of the current HPC clusters have dual-core or quad-core technology, with 2 and
4 processors sharing local memory on a computer node respectively. If all processors
are used in the simulation, they will share the local memory evenly. For example on
a dual-core node with 8GB memory, each processor has a 4GB memory by its own.
In case larger memory is required for use, all of the 8GB memory can be assigned to
one processor, which means only one of two processors are used during simulation.
This virtual memory technology provides flexible applications of HPC considering
the heterogeneity of different reservoirs.
However, it brings a new problem to the parallel scalability study in case of
using this virtual mode memory. Several problems have been simulated to inves-
tigate its affects on parallel efficiency. In each case, two processor sets (1 and 2)
are used to solve the same problem. These two sets have the same total number of
processors. In set 1, all of the processors come from different nodes; in set 2, some
of the processors come from the same nodes. All of the cases are run on parallel
clusters with dual-core technology. The results can be summarized as following:
• For small reservoir with limited grid elements, no different observed between
processor set 1 and 2;
• For bigger reservoirs that require large memory, processor set 2 is slower than
processor set 1;
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• Huge reservoirs with millions of grid elements can not run with processor 2
due to its smaller memory limit;
• The following argument has not been observed: processor set 2 could be faster
than processor set 1 because part of the communication is conducted locally.
5.4.2 Pre-process
Since parallel efficiency of the reservoir model relates to several issues especially
the problem size, a pre-process strategy is adopted in the iterative model for the
purpose of best parallel performance. For a given problem, the following issues are
considered before starting the simulation.
• Problem analysis: reservoir dimension, mesh size, structure, heterogeneity,
time step, included files, wells;
• Numerical model analysis: number of unknowns, explicitness, functionality,
memory management, fraction of parallel code;
• HPC architecture: 64bit/32bit technology, CPU speed, memory, network band-
width, cache, peak performance;
• Linear solver: solver, preconditioner, convergence control, parameters setting,
parallel implementation;
• Communication estimation: elements at the interface, messages need to be
passed, message size, language interface.
All of above estimations will be put into a size file, which will be integrated
into the executable during program compilation. This executable will be used to
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Table 5.5: Optimal number of processors on Lonestar
simulate the given problem. In this way, the particular problem is solved with the
corresponding executable designed for optimal performance.
5.4.3 Optimal Number of Processors
As discussed before, parallel efficiency is problem dependent. For a given problem,
the best performance could be achieved only with a certain number of processors.
In Table 5.5, the optimal number of processors for corresponding problems are given
based on the simulations with the iterative method on Lonestar. If more processors
are used than these given numbers, parallel efficiency will decrease. The estimation






In this dissertation, the iterative coupling technique is applied to two-phase and
three-phase black oil problems, and the iterative models have been developed. Sev-
eral numerical techniques are also investigated and incorporated into the new mod-
els. Numerical experiments based on both single processor simulation and HPC
simulation are conducted to show the performance of the iterative model. All of
these work in this dissertation can be summarized as following:
• As a newly developed reservoir simulation scheme, the iterative method is more
accurate and stable than the IMPES method; it allows a larger time step and
produces smaller solution oscillations with high heterogeneous reservoir. It
achieves successful results with coning water problem and countercurrent flow
problems, where IMPES has difficulties to solve.
• The iterative method is much faster than the FIM with similar accuracy.
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For two-phase problems, 30%-40% simulation time is saved with the itera-
tive method. For the black oil model, around 30% simulation time is saved.
At the same time, the mass balance errors are as small as 10−4.The iterative
method is easy to be implemented due to its simpler numerical structure.
• Extrapolation, a forcing function, and several other numerical techniques are
applied to the iterative method. Phase scaling is utilized both in the air-
water model and black oil model, which accelerates the iteration convergence
and cuts down iteration numbers. All of these techniques have significantly
improved the performance of the iterative model without apparently adding
simulation time.
• Several linear solvers with various preconditioners are investigated and com-
pared. For single processor simulation, GMRES preconditioned with SAMG
produces a fast solution. For HPC simulation, HYPRE shows great advantages
over other solvers of two-phase problem; for black oil problem, HYPRE and
SAMG take similar times to solve the problems. HYPRE is highly scalable
with the iterative model in HPC environments.
• The iterative model is highly scalable and efficient with the domain decompo-
sition methodology and MPI library. The portion of parallel code of the model
is 99.4%. It produces more than 70% parallel efficiency with more than 2000
processors. The parallel efficiency is verified on different computing platforms.
It maintains the same accuracy and stability on HPC as on single processor
simulation.
• Parallel efficiency on HPC relates to several issues including cluster architec-
ture, problem size, solver, and domain decomposition schemes. The strategy
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to estimate the optimal match between a given problem size and the number
of processors has been investigated in detail, which will save computation re-
sources and shorten the simulation time. The CPU time distribution among
different tasks has been analysed and corresponding improvement have been
suggested.
6.2 Suggestions
This dissertation covers a variety of topics related to iterative coupling, and there
are many possible extensions could be discussed in following work. Some of these
possibilities are listed below:
• Extend iterative techniques to a compositional model that is more complicated.
All the numerical techniques approved efficient within the iterative black oil
model can be extended to compositional model under certain modification.
The development of an iterative compositional model can be started from the
compositional IMPEC model within current IPARS simulation tool.
• More advanced linear solvers can be applied to the iterative model to enhance
its performance, especially those linear solvers that are designed for parallel
computation. These linear solvers can be efficiently coupled based on an anal-
ysis of their numerical characters. Optimal parameters of a particular linear
solver need to be adopted and verified.
• Iterative techniques can be used to couple multi-model and multi-physics sim-
ulations into one framework. The idea is to divide the big reservoir domain
into many subdomains; then apply different models to those subdomains based
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on their particular physical situations. That is extremely important for super-
large, high heterogeneous reservoir problem. The iterative method is a good
candidate to solve the interface problem.
• Several finite element methods can be incorporated into IPARS with the it-
erative method.For example, the Discontinuous Galerkin method is good in
computing flow equations and the mixed finite element method is suitable for
solving transport equations. Additionally, both methods are proved locally




α phases (w, o, g)
φ porosity (fraction)
γ constant close to 1, in forcing function
η forcing term applied to linear tolerance




ψ effective mass flux
Λ mass mobility
Λt total mass mobility
B formation volume factor
C compressibility
D(Sw) diffusion function in Kirchhoff transformation
fw fractional flow of water
G dimensionless geometric factor
g gravity constant
K reservoir permeability
k kth iteration in time step n+ 1
krα relative permeability
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kx,y reservoir permeability in x and y directions
k average permeability
L length of open wellbore penetrating
M molecular weight of air
NM component concentration
Pα pressure in phase α
Pcaw air-water capillary pressure
Pcgo gas-oil capillary pressure
Pcow oil-water capillary pressure
Pwb bottom-hole pressure in well
qMS mass velocity of component M under standard condition
qα mass velocity of phase α
R air constant
Rso solution gas-oil ratio
req equivalent radius of grid cell
rw wellbore radius
Sα saturation of phase α
T temperature
Tα transmissibility of phase α
t simulation time
Uα mass velocity of phase α
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uα volumetric velocity of phase α
4x,4y dimension of grid cell
Z reservoir depth
Z(Pa) compressibility factor for air phase
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Appendix I
The simulation procedure of a general time step of the iterative oil/water model
listed following:
• GSAVE: subroutine saves old time step values, at the beginning of each iter-
ation, values of n-1 step are also saved.
• GEXTRAP: if NStep > 2, this routine is called only in the first iteration of
the current time step. Gets values Sn+1w and P
n+1
w as the initial guesses for
pressure solve. And then it calls GPROP to update the fluid properties with
the extrapolated values, including ρn+1o , ρ
n+1
w , Cwat, Coil, and total fluid mass
in the reservoir.
• FORCING FUNCTION: uses the forcing function to change the linear toler-
ance of a pressure solve; the algorithm is shown in section 2.4.2.
• GMOBIL: calculates mobilities for current time step λn+1.
• GPWMAT: forms a pressure coefficient matrix and residuals array.
• GWELSUMS & GWELLPW: evaluate well contributions to the pressure coef-
ficient matrix; densities are multiplied correspondingly in subroutine GWELLPW
to match the new pressure equation.
• Calls a linear solver to solve the pressure equation.
• GUPPRES: updates pressure values; uses new pressure value to update water
density and oil density ρn+1w , ρ
n+1
o .
• GVEL: computes mass velocities with new densities.
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• GSWMAT: forms saturation matrix and residuals.
• GWELSUMS & GWELLSW: evaluate well contributions to the saturation
equation, densities are multiplied correspondingly in subroutine GWELLSW.
• Calls a linear solver to solve the saturation equation.
• GUPSATU: update saturation Sn+1w .
• GPROP: update relative permeability, and Pcow, densities, residuals and fluid
mass in reservoir.
• Checks convergence of both pressure and saturation solves; calculates oil, water
and total mass errors; if it converges, goes to next time step, NStep = NStep+
1; otherwise, go to next iteration, Itns = Itns+ 1.
• Recalculates well performance with new properties (GWELLSUMS, GCOR-
RECTWELLS).
• GWELLOUTPUT: updates well data and accumulated injection/production
fluid; prints out information.
• Calculates water and oil mass balance OILBT, WATBT .
The details may be reviewed in the source code of this iterative oil/water
model in the IPARS package. The procedures of the iterative air/water model and
the iterative black oil model are similar.
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