This work deals with the homogenization of an initial-and boundary-value problem for the doubly-nonlinear system
Introduction
This paper deals with the homogenization of a class of doubly-nonlinear parabolic equations of the form        D t w ε − ∇ · z ε = ∇ · h(x, t, x/ε) w ε ∈ α(u ε , x/ε) z ε ∈ γ(∇u ε , x/ε)
Here Ω is a bounded domain of R N , T > 0, and ε is a positive parameter. The mappings
are prescribed, and are maximal monotone with respect to the first argument and periodic with respect to the second one. The known source field h is also periodic with respect to the third argument. We also assume that u ε = 0 on ∂Ω × ]0, T [, w ε (x, 0) = w 0 (x, x/ε) for x ∈ Ω, (1.3)
for a prescribed periodic function w 0 . All periods are assumed to coincide. Problems of the form (1.1) arise in several physical contexts: e.g., this may represent the entropy balance in diffusion phenomena; α may be the subdifferential of a dissipation potential. Existence of a solution for an associated boundary-and initial-value problem was proved e.g. by DiBenedetto and Showalter [9] and by Alt and Luckhaus [2] .
In the case of single-valued operators, the homogenization of a similar system was already studied by H. Jian [14] . This was also used to model filtration in porous media by A.K.N. and M. Rajesh [17] , [18] , [19] . More precisely, in [17] a quasi-linear equation of the form ∂ t α(u ε , x/ε) − ∇ · γ(u ε , ∇u ε , x/ε, t/ε) = h(x, t) was considered with appropriate boundary and initial conditions, thus also accounting for high-frequency oscillations with respect to time. The same equation was also addressed by A.K.N. and M. Rajesh [18] , [19] , dealing with in a porous medium with Neumann and Dirichlet boundary conditions, respectively. In [17] , [18] two-scale convergence was used extensively. It should be noticed that the Dirichlet condition on the boundary of the holes may yield different homogenized problems, that depend on the asymptotic relation between the size of the holes and the period ε.
The homogenization of quasi-linear equations has been studied by various authors, see e.g. [3] , [5] , [12] , [22] . The homogenization of doubly-nonlinear equations of the form (1.1) occurring in electromagnetic processes in composites and in Stefan-type problems was performed in [25] , [27] .
Each of the inclusions (1.1) 2 and (1.1) 3 is equivalent to a variational inequality. On the basis of the Fitzpatrick theory [11] , here we convert the system above into the coupling of a linear PDE with a null-minimization problem, along the lines of [29] . We then study the limit behaviour for vanishing ε.
This note is organized as follows. First in section 2 we briefly outline the Fitzpatrick theory for the variational representation of maximal monotone operators. In section 3 we describe the homogenization problem to be studied, and in section 4 we prove existence of a solution. We then let ε vanish. In section 5 we derive the two-scale problem, and in section 6 we then retrieve a single-scale system, by this proving the desired homogenization theorem. Finally in an appendix we briefly review Nguetseng's theory of two-scale convergence and related properties of integral functionals; these also include a result of [31] on the homogenization of maximal monotone operators.
The novelty of this work stays in the use of a Fitzpatrick-type formulation for homogenization, and in the derivation of a two-scale problem as an intermediate steps towards homogenization.
The results of this note may be extended in several directions; for instance explicit dependence on time may be assumed in the nonlinear operator, and time-homogenization may also be considered. The homogenization of several other quasilinear equations may also be studied, including doubly-nonlinear systems of the form 6) with α and γ as above. Existence of a solution for an associated boundary-and initial-value problem was proved in [8] .
Preliminaries
In this section we illustrate the tenets of the Fitzpatrick theory on the variational representation of maximal monotone operators, that is at the basis of the procedures of the present work.
We also illustrate an idea of Brezis, Ekeland and Nayroles for the variational formulation of monotone flows. We refer e.g. to [30] for a more detailed review.
Variational representation of maximal monotone operators
Let us first recall the Fenchel system, which is a basic result of the theory of convex analysis, see e.g. [10] , [23] . Let V be a separable and reflexive real Banach space with dual V ′ , let ψ : V → R ∪ {+∞} be a convex and lower semicontinuous function, and ψ * : V ′ → R ∪ {+∞} be its conjugate function, namely,
It is known that ψ, ψ * and the subdifferential ∂ψ satisfy the following Fenchel system:
Let now α : V × P(V ′ ) be a multivalued mapping. In [11] Fitzpatrick introduced the following convex and lower semicontinuous function:
for all (v, v ′ ) ∈ V × V ′ , and proved that, whenever α is maximal monotone,
This system obviously extends (2.2). Nowadays f α is called the Fitzpatrick function of α.
that we label as a null-minimization problem.
Next we review the notion of (variational) representation of monotone operators.
Definition 2.1. We shall say that a lower semicontinuous convex function f : V × V ′ → R ∪ {+∞} (variationally) represents a (necessarily monotone) operator α : V → P(V ′ ) in the sense of Fitzpatrick, whenever
Such a function is called a representative function. For instance, because of (2.3)-(2.5), α is represented by the function f α . If α = ∂ψ, then because of (2.2) α is also represented by the
The Brezis-Ekeland-Nayroles variational formulation of flows
Let us assume that we are given a triplet of (real) Banach spaces On the basis of the Fenchel system (2.2), under suitable restrictions, for any prescribed lower semicontinuous and convex function ψ : V → R ∪ {+∞}, any u * ∈ L 2 (]0, T [; V ′ ) and any u 0 ∈ H, Brezis and Ekeland [6] and Nayroles [20] independently reformulated the gradient flow
as the null-minimization of the functional
More generally, see [26] , for any maximal monotone α : V → P(V ′ ), denoting by f α a representative functions of α, the monotone flow
may be represented as the null-minimization of the functional
3 Weak Formulation of the ε-Problem
In this section we provide two equivalent formulations of the system (1.1) coupled with appropriate initial-and boundary-conditions in a periodic medium. Let Y = ]0, 1[ N be the unit cell, and let us assume that
ϕ(·, y) is convex and lower semicontinuous for a.e. y, (3.1)
By definition of the convex conjugate function ϕ * (·, y), it follows that
Let us set α(·, y) = ∂ϕ(·, y) for a.e. y ∈ Y ; (3.4)
by this we denote the subdifferential with respect to the first variable (see e.g. [10] , [23] ). The multivalued map α : R × Y → P(R N ) is then measurable with respect to the σ-algebra B(R) L(Y ), and α(·, y) is maximal monotone for a.e. y. Moreover α(v, ·) is measurable for any measurable function v :
(See the Appendix.) Let us assume that
γ(·, y) is maximal monotone for a.e. y, (3.5) and that there exist nonnegative constants k, a, b such that
Let us also assume that Ω is a bounded domain of R N of Lipschitz class, and that, setting
8)
We extend all of these functions Y -periodically to R N with respect to the argument y, and set
We shall deal with the homogenization of the following doubly-nonlinear system
We shall assume that
and are uniformly bounded w.r.t. ε in these spaces. (3.19)
Next we introduce the Hilbert triplet
(with continuous and dense injections), and reformulate the system (3.14)-(3.18) in weak form as follows, for any ε > 0.
The equation (3.21) yields
By comparing the terms of this equation we have
The equation (3.21) then also entails (3.18). Conversely, (3.18) and (3.24) yield (3.21).
Next we reformulate (3.22) and (3.23) via the Fitzpatrick theorem (2.4). First we denote by
where ϕ ε is defined as in (3.10). We then define the infinite-dimensional manifold
For any ε > 0 we shall consider the following problem, in which a PDE is coupled with a null-minimization problem.
Proposition 3.3. For any ε > 0, Problems 3.1 and 3.2 are mutually equivalent.
Proof. By the Fenchel and Fitzpatrick systems (2.2) and (2.4), the functional Φ ε is nonnegative. The null-minimization (3.28) is thus equivalent to the inequality 29) or also to the system of the two inequalities
The integrand of either functional is pointwise nonnegative, so that by (2.2) and (2.4) these inequalities are respectively equivalent to (3.22) and (3.23).
Approximation by time-discretization
Let us fix any ε > 0, any m ∈ N, set k = T /m and
For any ε > 0 and any m, let us then consider the following time-discretized problem.
By the assumptions (3.1)-(3.9), for any ε, m the operator Λ ε,m : V → P(V ′ ) is maximal monotone and coercive. The inclusion (4.5) has then at least one solution, and this solves Problem 4.1.
Let us now define time-interpolate functions as follows. For any family {v 
The system (4.2)-(4.4) then also reads 9) which is equivalent to the approximate weak equation
By mimicking the procedure of Proposition 3.3, it is promptly checked that (4.7) and (4.8) may be replaced by the two inequalities
Defining the space
we conclude that Problem 4.1 is equivalent to the following null-minimization problem:
(4.14)
A priori estimates
By the Fenchel inequality (2.2), the inequality (4.11) is tantamount to (4.7). By (4.10) and (4.7)
On the other hand, as the function f γε represents the operator γ ε (in the sense of the theory of Fitzpatrick), (3.7) yields
As in these inequalities one may replace T by any t ∈ ]0, T ], we get the uniform estimates 19) where C 1 , C 2 , ... are constants independent of ε. By the above computation, we also infer that 20) and by comparing the terms of (4.6) we conclude that w εm ∈ H 1 (0, T ; V ′ ) and 
Passage to the limit
On the basis of the above a priori estimates, there exists u ε , w ε , z ε such that, up to extracting subsequences,
Moreover,
By passing to the limit in (4.10), we get the equation (3.21) ; namely, (u ε , w ε , z ε ) ∈ X ε . Let us next derive (4.14) by passing to the inferior limit in (3.28) . By the weak sequential weak lower semicontinuity of ϕ ε and by (4.15), we have By the weak sequential weak lower semicontinuity of ϕ ε , ϕ * ε and f ε , we then infer that
that is, (u ε , w ε , z ε ) solves Problem (3.2). We have thus proved the following assertion. 
-(4.21).
Therefore there exists (u ε , w ε , z ε ) such that, up to extracting subsequences, (4.22)-(4.24) hold. The triplet (u ε , w ε , z ε ) is then a solution of Problem (3.2) (equivalently, of Problem (3.1)). Finally, the following uniform estimates hold:
(4.31)
Two-scale Formulation
In this section we introduce two mutually equivalent two-scale formulations, that we then derive by passing to the limit as ε → 0 in Problem 3.1 (or 3.2). We shall denote by H 1 ♯ (Y ) the subspace of the functions of H 1 (Y ) that have equal traces on opposite faces of Y ; these coincide with the restrictions of the Y -periodic functions of H 1 (R N ). We introduce two equivalent two-scale formulation, in which the constitutive relations are respectively expressed either as inclusions or as null-minimization principles.
such that [ϕ(u, y) + ϕ * (w, y) − wu
We are now able to introduce our second two-scale formulation.
Proposition 5.3. The two-scale Problems 5.1 and 5.2 are mutually equivalent.
Proof. This argument mimics that of Proposition 3.3. The null-minimization of Φ 0 is equivalent to the system of the two inequalities
)
which are respectively equivalent to (5.3) and (5.4). 
By passing to the limit in (3.21) we then get the equation (5.2).
(ii) Next we prove (5.3). The null-minimization (4.14) is tantamount to
By (5.10) and (5.12), recalling that {w ε } is also uniformly bounded in H 1 (0, T ; V ′ ), we have
By (5.16) and (7.13), we then infer that 19) and this is equivalent to (5.3).
(ii) We are left with the proof of (5.4). By (7.13) lim inf
On the other hand, using (3.14) and (3.22) and mimicking (4.27), we have
(5.21) By (5.11), (5.12) and (7.13),
Here also we may drop the term in ∇ y u 1 . Moreover, by (5.2) and (5.3), recalling that ∇u is independent of y, 
By passing to the inferior limit in (5.17) and using (7.13), we then get
which is tantamount to (5.4).
Single-Scale Formulation (Homogenization)
In this section we derive a single-scale formulation (i.e., a homogenized problem) from the two equivalent two-scale Problems 5.1 and 5.2, and prove a homogenization theorem. Along the lines of the previous sections, we introduce two equivalent formulations, in which the constitutive relations are respectively expressed either as inclusions or as null-minimization principles. Let the convex function ϕ 0 and the maximal monotone map γ 0 be respectively defined as in Propositions 7.9 and 7.10. Here is our first single-scale formulation.
We already know that the weak equation (6.2) is equivalent to the PDE the mutually orthogonal spaces 8) and the functionals
(6.10)
We are now able to introduce our second single-scale formulation.
Problem 6.2. Find (u, w, z) ∈ X 0 such that
Proposition 6.3. The single-scale Problems 6.1 and 6.2 are mutually equivalent.
Proof. This argument mimics that of Proposition 3.3. The null-minimization of Φ 0 is equivalent to the system of the two inequalities 13) which are respectively equivalent to (6.3) and (6.4).
We shall use the two-scale decomposition Proof. Selecting either v = 0 or v 1 = 0 in the equation (5.2), we respectively get
These integral equations respectively correspond to the following coarse-and fine-scale PDEs:
By Propositions 7.9 and 7.10, the single-scale constitutive relations (6.3) and (6.4) follow from (5.3) and (5.4).
Theorem 6.5. Let the assumption (3.1)-(3.9), (3.19) be fulfilled. For any ε > 0, let (u ε , w ε , z ε ) be a solution of Problem 3.1 or equivalently of Problem 3.2 (this exists by Theorem 4.3). Then there exist u, w, z as in (6.1) such that, as ε → 0 along a suitable sequence,
This entails that (u, w, z) is a solution of the homogenized Problem 6.1, or equivalently of Problem 6.2.
Appendix
Here we briefly review the notion of two-scale convergence, and some related properties of integral functionals.
Two-scale convergence
This notion was introduced by Nguetseng [21] , and was further developed by Allaire and others, see e.g. [1] , [15] Definition 7.1 (Weak two-scale convergence). We shall say that a sequence {u ε } of functions in L p (Ω) weakly two-scale converges to a limit function u ∈ L p (Ω × Y ), and write u n ⇀ 2 u, whenever
For instance,
Notice that the weak two-scale limit is unique, if it exists. This definition is trivially extended to time-dependent functions. For any p, r ∈ ]1, +∞[, we shall say that a family
( 7.3)
The results that follow also trivially take over to time-dependent functions.
For any measurable function u : Ω × Y → R such that u(x, ·) ∈ L 1 (Y ) for a.e. x ∈ Ω, we define the average component u and the fluctuating component u as follows:
Definition 7.5 (Strong two-scale convergence). We shall say that a sequence
, and write u ε → 2 u, whenever
For instance the sequence in (7.2) is strongly two-scale convergent, whereas x sin(2πx/ε) + x sin(2πx/ε 2 ) is just weakly two-scale convergent to x sin(2πy). The next result is one of the major tools for the application of two-scale convergence to the homogenization of PDEs.
(7.6)
On the measurability of multivalued mappings
Let us assume that (S, A) is a measurable space and that B is a separable and reflexive real Banach space with dual B ′ . We remind the reader that a multivalued mapping g :
By a classical theorem of Pettis, see e.g. [32] , it is equivalent to refer to measurability with respect to the weak or to the strong topology of the separable space B ′ . Moreover g is called closed-valued if g(s) is closed for a.e. s ∈ S. It is known that if g is closed-valued and measurable, then it has a measurable selection, see e.g. Sect. III.2 of [7] or Sect. 8.1 of [13] . This means that there exists a measurable single-valued mapping f : 
7.3 Two-scale limit of integral functionals
and (x, y) → φ(v(x, y), y) are measurable.
(ii) Let φ be also convex with respect to the first variable for a.e. y, and assume that there exist C ∈ R N and h ∈ L 1 (Y ) such that φ( v, y) ≥ C · v + h(y) ∀ v ∈ R N , for a.e. y ∈ Y. (7.9)
Let us define the functionals Ψ ε : 
12)
It is known that the convex conjugate functionals Ψ * ε and Ψ * then coincide with the integral functionals of the convex conjugate of the respective integrands.
Scale-integration of cyclically maximal monotone operators
Let us first set 14) and notice the following orthogonality relation: This result takes over to noncyclically maximal monotone operators.
Scale-integration of maximal monotone operators
Let us assume that γ : R N ×Y → P(R N ) is measurable w.r.t.
is maximal monotone w.r.t. the first argument for a.e. y ∈ Y, and is represented by a function f γ (·, y) for a.e. y ∈ Y. By taking the infimum with respect to v ∈ W and w ∈ Z we thus get (7.26) so that F 0 is also a representative function.
Proposition 7.10.
[31] The function F 0 represents a maximal monotone map γ 0 :
N are such that u ∈ W, w ∈ Z, (7.27) w ∈ γ( u, y) for a.e. y ∈ Y, (7.28) then w ∈ γ 0 ( u). (7.29) 
