Variations on Random Graph Models for the Web by Drinea, Eleni et al.
Variations on Random
Graph Models for the Web
The Harvard community has made this
article openly available.  Please share  how
this access benefits you. Your story matters
Citation Drinea, Eleni, Mihaela Enachescu, and Michael Mitzenmacher. 2001.
Variations on Random Graph Models for the Web. Harvard Computer
Science Group Technical Report TR-06-01.
Citable link http://nrs.harvard.edu/urn-3:HUL.InstRepos:24019777
Terms of Use This article was downloaded from Harvard University’s DASH
repository, and is made available under the terms and conditions
applicable to Other Posted Material, as set forth at http://
nrs.harvard.edu/urn-3:HUL.InstRepos:dash.current.terms-of-
use#LAA
Variations on Random Graph Models for
the Web
Eleni Drinea
Mihaela Enahesu
Mihael Mitzenmaher
TR-06-01
Computer Siene Group
Harvard University
Cambridge, Massahusetts
Variations on Random Graph Models for the Web
Eleni Drinea

Mihaela Enahesu
y
Mihael Mitzenmaher
z
In this paper, we introdue variations on random graph
models for Web-like graphs. As a basis, we reall a model
rst presented in [5℄. We add verties to the graph, one
per unit time, with eah vertex having one outedge. With
probability  this outedge loops bak to the new vertex and
with probability 1  the end is hosen to be the same as the
end of a random extant edge. Notie that in this seond ase
the end of a new edge is hosen proportionally to the urrent
indegrees of the verties. One feature of these graphs that
makes them Web-like is that the indegrees obey a power law;
that is, the fration of verties of degree i grows like 1=i

,
where in this ase  = 1=(1  ).
Model 1: We grow a graph to n verties, at a rate of one
vertex per unit of time. (We may begin initially with t
0
verties in a direted yle at time t
0
.) Let d
u
be the indegree
of a vertex u extant at time t. A new vertex v has one
direted outedge, with the probability that the end vertex
is u is proportional to the weight of u, w
u
= d
u
+  for a
onstant  > 0. The total weight at time t is (+1)t. One an
interpret the onstant  as every vertex is given  self-loops,
although we do not require that  is an integer. We have
found while writing this work that our model is equivalent
to the following model from [4℄: with probability =( + 1)
the end of a new edge is hosen uniformly at random from
extant verties, and with probability 1=(+ 1) the end is u
with probability proportional to d
u
.
We present an argument skething the asymptoti behav-
ior of the indegrees. (A more rigorous form of this argument
based on martingales is given in [4℄.) Let n
i
(t) be the num-
ber of verties extant at time t with indegree i; we write n
i
where the meaning is lear. Note
E[n
0
(t)℄ = E[n
0
(t  1)℄ + 1 
n
0
(t  1)
(+ 1)t
:
The growth of n
0
is well approximated by the uid limit
dn
0
dt
= 1 
n
0
(+ 1)t
:
Let us assume that in the limit as n gets large that the n
i
(t)
onverge to xed frations of the graph, so n
i
(t) = a
i
t. By
plugging in the above we nd a
0
=
+1
2+1
:
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More generally, for i  1,
dn
i
dt
=
(i+   1)n
i 1
  (i+ )n
i
(+ 1)t
:
A simple indution yields a
i
=
i+ 1
i+2+1
a
i 1
. For integral
, this simplies to a
i
= (+ 1)
 
2
 1

=((+ 2)
 
2+i+1
+2

),
from whih a
i
 i
 (2+)
for large i. Alternatively, we see
a
i
=a
i 1
= 1   ( + 2)=(i + 2 + 1)  ((i   1)=i)
+2
, so
a
i
 i
 (2+)
also for non-integral . If m outedges are
produed for eah new vertex, a similar argument reveals
a
i
 i
 (2+=m)
. A similar result an be found using the
sale-free analysis of [1℄. Hene this simple model allows
any power-law exponent greater than 2.
Model 2: The weight of a vertex is w
u
= (d
u
+)
p
for some
onstants  > 0 and p. The idea behind this model is that the
strength of forming a new onnetion may be proportional
to a nonlinear funtion of the indegree. The limiting ases
for this model are interesting: when p ! 1, essentially all
edges point to a single node, and when p!  1, the graph
is essentially a single path. Given reent results on the shape
of the Web, showing for example there are many long path-
like piees [3℄, it is possible that some areas of the Web may
be similar to Model 2 with properly hosen parameters.
We note that the dierential equation setup used for
Model 1 an also be used to gain insight into Model 2,
although we lak a losed form solution. Here
dn
i
dt
=
(i+ 1)
p
n
i 1
 (i+)
p
n
i
W (t)
, whereW (t) is the total weight at time
t. Assuming also W (t) onverges to W  t for some on-
stant W , we have a
i
=a
i 1
= (i +    1)
p
=(W + (i + )
p
) 
1  (W + p(i+ )
p 1
)=(W + (i+ )
p
). For p > 1 this is ap-
proximately 1  p=i  (1  1=i)
p
for large i, so the indegree
distribution again follows a power-law distribution a
i
 i
 p
.
For p < 1, however, the onstant W dominates the numera-
tor, and the distribution does not follow a power-law.
Model 3: The weight of a vertex w
u
is proportional to
the PageRank of a vertex. The PageRank (with parameter
q) of a vertex is equivalent to the asymptoti fration of
time a surfer that follows a random link from his urrent
loation with probability q and jumps to a random vertex
with probability 1 q spends at a vertex. It is used by searh
engines as a measure to rank pages; see [2℄ for more details.
The PageRank model is motivated by the fat that searh
engines may be introduing feedbak into how the Web de-
velops. Users are more likely to link to pages given by searh
engines, orresponding to pages with high PageRank. Al-
though PageRank is similar to indegree, we expet dier-
enes between this model and Model 1, as here new edges
have more than a loal eet. An alternative and perhaps
better model is to have ends of new edges determined by
1
hoosing k verties uniformly at random and linking to the
m verties with highest PageRank. This potentially mimis
the interation between a user reating a new page and a
searh engine.
Experiments: We present the results of initial experiments
based on these models. More extensive experiments will be
given in the full version. Here, for all experiments, eah new
node is given outdegree 1. All plots are log-log plots with the
frequeny (in perent) given as a funtion of the indegree;
hene, a straight line plot implies a power-law distribution.
In Figure 1, we examine Model 1 with various . We
present the results from simulating the graph-building pro-
ess for one million nodes (beginning with 5,000 nodes in a
yle), numerially simulating the orresponding dierential
equations, and deriving the asymptoti values. We see that
the dierential equations aurately predit atual behav-
ior, and large graphs are required to reah the asymptoti
expressions. (100 million node graphs are muh loser to the
asymptoti behavior.)
In Figure 2, we examine Model 2 with values p = 0:8
and p = 1:2. We again build graphs with one million nodes
and 5,000 initial nodes and ompare to the orresponding
dierential equations. The equations math the simulations;
moreover, the dierene in behavior for p < 1 and p > 1 is
evident. We have observed in other experiments that for p >
1 it is possible for a single node to take on high degree early
in the proess, gaining so muh weight that it then beomes
the endpoint for almost all future edges. This suggests that
Model 2 with p > 1 is potentially unstable. We hope to
examine this point further in future researh.
In Figure 3, we examine Model 3, the PageRank model.
Here we begin with 50,000 initial nodes in a yle. Also,
we reompute PageRanks only after a bath of new nodes; a
bath at time t has
p
t nodes. The eet of bathing appears
minor. For large q, too muh weight is foused on the initial
nodes, ausing a hump in the distribution. This suggests
that Model 3 may be potentially unstable. For smaller q
and a large initial set, the eet disappears.
We expet to expand on these ndings in future work.
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Model 1, Varying c: Simulations and Equations
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Figure 1: Simulations and results from the dierential equa-
tions for Model 1.
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Model 2, Varying p: Simulations and Equations
p = 0.8 ; Sim.
p = 1.2 ; Sim.
p = 0.8 ; Eqs.
p = 1.2 ; Eqs.
Figure 2: Simulations and results from the dierential equa-
tions for Model 2, with  = 1:0. Dierent behaviors appear
for p < 1 and p > 1.
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Model 3: Simulations
PageRank q = 0.5 ; Sim.
PageRank q = 0.85 ; Sim.
Figure 3: Simulations for Model 3, at q = 0:5 and q = 0:85.
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