We address the generation of initial conditions (ICs) for GRAMSES, a code for nonlinear general relativistic (GR) N -body cosmological simulations recently introduced in Ref. [1] . GRAMSES adopts a constant mean curvature slicing with a minimal distortion gauge, where the linear growth rate is scale-dependent, and the standard method for realising initial particle data is not straightforwardly applicable. A new method is introduced, in which the initial positions of particles are generated from the displacement field realised for a matter power spectrum as usual, but the velocity is calculated by finite-differencing the displacement fields around the initial redshift. In this way, all the information required for setting up the initial conditions is drawn from three consecutive input matter power spectra, and additional assumptions such as scale-independence of the linear growth factor and growth rate are not needed. We implement this method in a modified 2LPTIC code, and demonstrate that in a Newtonian setting it can reproduce the velocity field given by the default 2LPTIC code with subpercent accuracy. We also show that the matter and velocity power spectra of the initial particle data generated for GRAMSES simulations using this method agree very well with the linear-theory predictions in the particular gauge used by GRAMSES. Finally, we discuss corrections to the finite difference calculation of the velocity when radiation is present, as well as additional corrections implemented in GRAMSES to ensure consistency. This method can be applied in ICs generation for GR simulations in generic gauges, and simulations of cosmological models with scale-dependent linear growth rate.
Introduction
Recently we have introduced a new code for general relativistic N -body simulations, GRAMSES [1] . In this paper, we address the issue of generating particle initial conditions (ICs) -namely, positions and velocities -for simulations using this and other general relativistic codes. The proper generation of ICs is an essential part of the pipeline since the gauge choice in GRAMSES -a combination of constant mean curvature (CMC) slicing and minimal distortions (MD) -means that standard ICs generated for Newtonian N -body simulations are incompatible with it. This is because, in a general relativistic interpretation, the latter type of simulations use the density perturbation from the synchronous gauge and velocity field from the Newtonian gauge. Standard initial conditions codes, such as 2LPTic [2, 3] , GRAFIC [4] or MPGRAFIC [5] , are tailored for this type of simulations and use parameterisations for the growth factor and growth rate that break down in other gauges. It is therefore necessary to modify the methods for generating initial particle data to make them compatible with GRAMSES simulations.
Contrary to numerical relativity codes based on the hyperbolic formulations of General Relativity (GR), such as Refs. [6] [7] [8] , GRAMSES implements the fully constrained formulation, where the gravitational sector does not require the specification of ICs as the time evolution is fully encoded in the matter sources, and therefore the initial particle data is the only type of ICs needed for such simulations, in an analogous way to standard Newtonian simulations.
For cosmological simulations of this type, the usually-used approach to generate particle positions from a given density field is to use the displacement vector field, where one relies on the fact that the initial density field is nearly homogeneous, and that tiny perturbations arise from slightly displacing the particles from a regular configuration such as a grid or glass [9] . At first order in perturbation theory, the solution of the displacement is simply given by the Zel'dovich approximation [10] . On the other hand, the velocity can be calculated by using the first-order continuity equation, although this requires additional information about the density field, in particular its time evolution, which at linear level is encoded in the linear growth rate f 1 . However, the latter quantity depends on both the gauge used for the overdensity, as well as the underlying theory of gravity, and one has to be careful about the parameterisation of f 1 adopted even in a non-relativistic scenario. For instance, it is well-known that the growth rate (and growth factor) becomes scale-dependent in many modified gravity or dark energy models [11, 12] . Another potential limitation of this method is that, as we shall note later, it is possible that the overdensity and velocity fields from a given gauge do not satisfy the 'standard' (or 'Newtonian') form of the continuity equation even if the conservation of the energy momentum tensor holds, since in general the continuity equation also contains curvature perturbation terms, which for Newtonian N -body simulations can be properly taken into account [13] . A general approach to tackle this problem has been implemented in FALCONIC code [14] , which is capable of generating ICs for a wide range of theories of gravity, including those having perturbations in non-standard matter components at high redshift, as well as for models with imperfect fluids such as neutrinos.
In order to circumvent the gauge issues when calculating the velocity field for GRAMSES simulations, we propose a finite difference method in which, roughly speaking, two subsequent particle snapshots close to the initial redshift, generated using the same random number seeds, are compared to obtain the velocity field connecting them. This is a very straightforward but versatile approach due to the advantage of being independent of an explicit parameterisation of the growth factor, as the information about the evolution of the density field is drawn from the comparison of the snapshots. We have implemented this finite difference method by modifying the 2LPTic code. As the input for solving the displacement vector problem at a given redshift, the default 2LPTic code uses a matter power spectrum rather than the density field itself. In order to calculate the spectrum in the CMC gauge, we use a modified version of the CAMB [15] which implements suitable gauge transformations from the default synchronous gauge used in such code. Since for the finite difference calculation of the velocity we need the displacement vectors from two subsequent snapshots, in the modified 2LPTic code we additionally input two neighbouring matter power spectra (one at a slightly higher redshift while the other at a slightly lower redshift than the true initial time). Then, the code realises these power spectra to calculate the particle positions in the standard way, but the velocity is calculated by finite differencing the particle displacements from the two neighbouring snapshots. In this way, the velocity can be calculated even in cases where basic assumptions of the default 2LPTic code, such as scale-independent growth rate, are violated.
The rest of this paper is organised as follows. Given that the gauge choice for GRAMSES and its role in the fully constrained formulation of GR have been described in details in the main paper, Ref. [1] , in Section 2 we only briefly recall some aspects that are relevant for the current project. In Section 3 we discuss the gauge transformations that connect the CMC-MD gauge to the synchronous and Newtonian gauges, and that allow us to deal with the gauge issues behind the generation of ICs. In Section 4.1 we briefly discuss the standard displacement vector method for the generation of the particle ICs from an initial matter density field, and we point out its potential limitations when dealing with general relativistic N -body simulations, while in Section 4.2 we explain how it is compatible with Newtonian simulations. In Section 4.3 we show that this method is also compatible with the generation of particle positions for GRAMSES by identifying carefully the overdensity variable used in the simulation [14] , but that velocities remain affected by the gauge dependence. As a way to overcome this gauge issue, in Section 4.4 we discuss how to calculate the initial particle velocities via a finite difference method. Then, in Section 5 we present results regarding the ICs for GRAMSES simulations, as well as a comparison to the standard method in the case of synchronous gauge overdensities and Newtonian gauge velocities. Finally, we wrap up in Section 6 with some conclusions and outlook.
As in the main GRAMSES paper [1] , throughout this paper we adopt the (−, +, +, +) signature for the spacetime metric as well as the unit c = 1. Greek indices run from 0 to 3, whereas Latin ones from 1 to 3 only, with repeated indices implying summation.
The gauge choice in GRAMSES
The gauge choice for GRAMSES simulations and its implications in the constrained formulation of GR has been discussed in detail in the main paper of this series Ref. [1] , and here we only recall some relevant points for completeness. In the 3 + 1 formalism the spacetime metric takes the form
where γ ij is the induced metric on the spatial hypersurfaces, while the lapse function α and shift vector β i represent the diffeomorphism invariance of GR. Even though in principle we have the complete freedom to choose the gauge, in practice not all options are physically or numerically convenient. As an example, the geodesic slicing (or synchronous gauge) is characterised by α = 1 and β i = 0, but it can become ill-defined when shell crossing (or trajectory crossing) occurs, as is expected for collisionless particles in cosmological simulations. For this type of simulations, a convenient prescription for α is by applying the so-called Constant Mean Curvature (CMC) slicing condition [16] , in which the trace of the extrinsic curvature of the spatial hypersurfaces is fixed as a function of time only,
where H ≡ȧ/a represents a fiducial Hubble parameter (with a being a fiducial scale factor). Here, H (and a) is just a prescribed function for fixing the spacetime foliation and in principle does not have to represent average (or background) properties of the actual universe. Nevertheless, we can still fix H such that it satisfies some 'reference' Friedmann equations [17, 18] . Under the CMC slicing, the lapse can be found by solvinḡ
Here, ψ represents the conformal factor which connects γ ij to the conformal metricγ ij through γ ij = ψ 4γ ij , withγ ≡ det(γ ij ) = 1,∇ 2 ≡γ ijD iDj is the covariant Laplace operator associated withγ ij (andD i the associated covariant derivative), andĀ ij is the traceless part of the extrinsic curvature tensorK ij . Furthermore, ρ Λ is the dark energy density appearing in the reference Friedmann equations, and the conformal matter source terms are defined as matter source terms and correspond to those actually determined numerically such as in a Cloudin-Cell (CIC) scheme [19] . In particular, in Section 4.3 we will show that at the linear level the 'density' contrast for s 0 , defined as δs 0 /s 0 , corresponds to local fluctuations in the particle number density rather than the relativistic energy density ρ. In practice, this is more convenient for N -body simulations as in these we are interested in following 'particles' rather than the full 'energy density field' itself: a given particle can contribute different energy densities at different positions, and the relativistic correction effect can be calculated once we have the local values of the spatial metric γ ij . This has important implications on the generation of ICs as we will see in Section 4.1.
After adopting the CMC slicing condition Eq. (2.2), we still have gauge freedom to choose spatial coordinates on each spatial hypersurface as represented by the three degrees of freedom in β i . Instead of fixing β i 'statically', such as in synchronous gauge (where it vanishes at all times), we can use this freedom to propagate the spatial coordinates from a hypersurface at t to the next one at t + δt in such a way that the 'distortion' of local volume elements due to coordinate effects is minimised. For this purpose, we apply the Minimal Distortion (MD) gauge condition [16, 20] , in which we demand
with D i the covariant derivative associated with γ ij . Using the MD condition Eq. (2.7), the momentum constraint and evolution equation for γ ij combine into the following elliptic equation for the shift vector
is a conformal Killing operator and (∆ L β) i ≡D j (Lβ) ij a conformal vector Laplacian. However, the MD gauge condition Eq. (2.8) is actually simplified in the constrained formulation of GR adopted in GRAMSES, which allows to consistently neglect tensor modes in the metric and hence no evolution equations for gravity are required to be solved. Following Refs. [21, 22] , in this scheme we make the approximationsγ
whereĀ ij TT is the transverse-traceless (TT) part ofĀ ij . This approach follows the same spirit as the 'waveless theories of gravity' developed originally by Isenberg [23] and later by Wilson and Mathews in [24] . We refer the reader to the main GRAMSES paper [1] for more discussion on this formalism as well as to [21, 22, 25] for its foundations and numerical applications to relativistic simulations of compact objects. With the conformal flatness approximation from Eq. (2.9), Eq. (2.8) is simplified to
whereĀ ij L is the longitudinal part ofĀ ij . We remark that with this gauge condition, the shift vector β i has both scalar (longitudinal) and vector (transverse) modes, which makes it different from the shift vector appearing in the commonly-used Poisson gauge where it contains purely vector perturbations. Throughout this paper, we refer to the combinations of both CMC slicing and MD conditions as the 'CMC-MD' gauge, though 'CMC' will often be used for the same meaning in order to avoid cluttered notation.
Gauge transformations
Since the gauge issue plays an important role in the generation of ICs, in this section we shall briefly discuss gauge transformations to understand how the main quantities from the CMC-MD gauge are connected to those in the synchronous and Newtonian gauges at first order in perturbation theory. A comparison of the latter two gauges to the CMC gauge is given in Ref. [26] where this is referred to as the 'Uniform Expansion' gauge, but here we will also give details on the MD gauge for the choice of spatial coordinates as well as on the equations in the 3+1 formalism. For the synchronous gauge and Newtonian gauge quantities we will stick to the convention of notation of Ref. [27] .
The geometric sector
Under an infinitesimal reparameterisation of coordinates, x µ → x µ = x µ + ξ µ , the metric components transform as
where g αβ is the spacetime metric in the new coordinate system, and we have expanded this around the original spacetime point x µ as
To connect with standard perturbation theory and the different gauges used in cosmology, we linearise the 3 + 1 metric in Eq. (2.1) around a Friedmann-Lemaître-Robertson-Walker (FLRW) background with metric diag(−1, a 2 δ ij ), which coincides with the 'fiducial' background introduced through the CMC slicing condition. Then, we apply Eq. (3.1) to obtain the transformation laws for the perturbed 3 + 1 metric in terms of cosmic time t and comoving spatial coordinates x i . The conformal factor defined through the relation γ ij = ψ 4γ ij is perturbed at first order as ψ = a 1/2 (1 − Ψ/2), while the perturbed conformal metric isγ ij = δ ij + h ij . Therefore, the metric components of the linearised Eq. (2.1) are
where we have introduced the lapse perturbation Φ ≡ α − 1 and h ij is a traceless tensor, i.e. γ ij h ij = 0. Then, applying the transformation law Eq. (3.1) we find that the metric perturbations transform as
where H ≡ȧ/a = −K/3 is the Hubble parameter fixed by the CMC foliation, Eq. (2.2). From the trace and traceless parts of (3.7) we find, respectively,
At the linear level, the MD condition Eq. (2.7) reduces to
so that Eq. (3.9) can be used to connect the spatial components of the gauge transformation variable ξ µ with ∂ i h ij , which can in turn be used to link the spatial coordinates in the two gauges. It is useful to note that if h ij = 0 in a given gauge, such as in the case of Newtonian gauge (or Poisson gauge in the absence of tensor perturbations), then ξ i = 0 and the spatial coordinates in such a gauge are equivalent to those in the MD gauge (at first order).
The matter sector
For the matter sector, let us consider the energy-momentum tensor of the form 11) in which u µ = dx µ /dτ is the 4-velocity of the fluid, ρ is the energy density, P the pressure and Σ µ ν the anisotropic stress tensor. Under the infinitesimal coordinate reparameterisation, the transformation law for Eq. (3.11) is
Using that −T 0 0 = ρ =ρ(1 + δ), where the overbar means thatρ is the background density (overbar always has this meaning when applied to matter quantities throughout this paper) and δ is the density contrast, we find that the latter transforms as
where we have used the background continuity equationρ + 3Hρ(1 + w) = 0, and w ≡P /ρ is the equation-of-state parameter for a given specie, and again an overbar is used inP to highlight that this is the mean pressure. Similarly, since T 0 i = (ρ +P )u 0 u i , where u 0 = 1 to first order, and T i j = (P + δP )δ i j + Σ i j , with Σ i i = 0, we find that the lower-index velocity transforms as
while the upper-index velocity transforms as
Equations (3.13), (3.14) and (3.15) can be used to transform the density and velocity from the CMC-MD gauge to other gauges. In particular, by using the aforementioned fact that ξ i = 0 when connecting the MD gauge with Newtonian gauge in Eq. (3.15) we find that the 4-velocity u i is actually the same in both gauges. However, this is only true for the upper-index velocity u i , while u i transforms with ∂ i ξ 0 as shown by Eq. (3.14). We will come back to this point later.
For the sake of completeness, in Appendix A we include additional details about the mapping between the linearised fields and evolution equations in the CMC-MD gauge and their counterparts in the synchronous and Newtonian gauges.
The generation of initial conditions
Before discussing the method for the generation of ICs for particles, we remark that in the constrained formulation implemented in GRAMSES [21, 22] , the initial data for the metric is entirely determined by the initial particle data, as there are no dynamical degrees of freedom in the metric (tensor modes) due to the approximations in Eq. (2.9).
At early times, when fluctuations around the FLRW background universe are small, it is usually assumed that standard perturbation theory is accurate and allows to set ICs for N -body simulations, which then take care of the nonlinear evolution throughout the late-time universe. This is usually done by solving the linear perturbation equations for the coupled cosmic fluid numerically in a Boltzmann code such as CAMB [15] or CLASS [28, 29] , or even at second order such as in SONG [30] . From this, the density and velocity fields of the cosmic fluid are obtained at some high redshift, typically in the range 49 z ini 99. In the case of Gaussian initial perturbations, these are fully characterised by the two-point correlation function (or the power spectrum in Fourier space). However, in order to actually use this cosmic fluid data as the ICs for an N -body code, it requires a method for mapping this to the particles' phase space. For the following discussion we assume that no vorticity is present at the initial redshift, although this is naturally developed at late times due to the nonlinear evolution.
The displacement vector method
The problem of realising an initial matter power spectrum P ∆ (k; z ini ) related to some Gaussian random field ∆(x; z ini ) using a particle distribution can be approached in terms of a density-displacement duality. Then the generation of particles' initial positions reduces to the calculation of a displacement vector χ i which maps the positions from a regular grid or glass configuration [9] , q i , to the perturbed positions,
Equation (4.1) can be regarded as a coordinate transformation from some virtual coordinate system q i with constant mass (or charge) density per coordinate volumeQ to a physical coordinate system x i where the density field Q(x) =Q [1 + ∆(x)] is inhomogeneous 1 . By virtue of mass conservation, this mapping must satisfyρ
where J i j = δ i j + ∂χ i /∂q j is the Jacobian of the transformation (4.1), we can expand Eq. (4.2) perturbatively if |∂χ i /∂q j | 1. Then, at the linear level we find
which corresponds to the Zel'dovich approximation [10] and defines the displacement vector at the initial redshift z ini . Consequently, the particles' coordinate velocity can be calculated as
where we note that, at first order, the spatial components of the 4-velocity and coordinate velocities coincide, i.e., 
Namely, in this method, the overdensity variable ∆ to which χ i is related, and the velocity variable v i , which is calculated from the latter, are generically linked through the 'standard' ('or Newtonian') continuity equation, Eq. (4.5). For this reason, we can consider {∆, v i } as 'conjugated' variables. Let us point out that this is the first limitation that this method has when trying to deal with the generation of ICs for general relativistic simulations, since in a completely arbitrary gauge there is no guarantee that the continuity equation Eq. (4.5) would actually hold for the 'density' and 'velocity' that appear in T µν , and hence the overdensity in such a gauge and the inferred velocity through the displacement vector method are not necessarily conjugated variables. As we will discuss in Section 4.2, this issue is actually not present in Newtonian N -body simulations. Naturally, Eq. (4.5) shows that, in order to calculate the particles' velocity we require not exactly information about the initial density fluctuations ∆(z ini ) (encoded in P ∆ (k; z ini )), but indeed about its time evolution. At linear order, the overdensity can be written in terms of a linear growth factor as ∆(k; z) = D 1 ∆(k; z = 0), with D 1 = 1 at z = 0, so that the velocity is given by
where f 1 ≡ d ln D 1 /d ln a is the linear growth rate. As a result, we can determine the velocities from Eq. (4.6) by using the input density field ∆(z ini ) alongside with some numerical values or fit for f 1 , which depends on the actual model and theory of gravity. In fact, it is well-known that D 1 and f 1 are in general scale-dependent in modified gravity and dark energy models [11, 12] , in which case the simulation particles are displaced along curved trajectories, rather than straight lines, over time [14] , even in the linear regime.
The gauge correspondence in Newtonian N -body simulations
In this section, we discuss how the ICs generated by the displacement vector method above are consistent with standard Newtonian N -body simulations. The reason behind this is that, in a correspondence between Newtonian theory and GR at the linear level, these simulations use mixed gauges [26, 31] the density field tracked can be identified as in the synchronous gauge, while the velocity field corresponds to the Newtonian gauge. In order to understand this, let us start with the Newtonian gauge metric
where ψ and φ are the gauge-invariant Bardeen potentials [32] . In this gauge, the (00), the (0i) and the traceless part of the (ij) components of the Einstein equation in Fourier space are correspondingly given by
where θ is the velocity divergence, ρ +P Θ ≡ −(k ikj −1/3δ ij )Σ i j , and we have used a superscript N to denote Newtonian-gauge quantities from the energy-momentum tensor. The Einstein equations (4.8)-(4.10) can be combined into
In addition, the continuity equation ∇ µ T µ0 = 0 and the Euler equation ∇ µ T µi = 0 are, respectively, given as [27] δ
For the case of dark matter (as is the case of N -body simulations) we have Θ N = w =ẇ = δP/δρ = 0, and Eq. (4.10) implies φ = ψ because Θ N = 0. Then, (4.12) and (4.13) reduce tȯ 
, in which η, h are the two metric potentials [27] . In this gauge, the relevant equation is the (0i) component of the Einstein equation,
where we have used a superscript S to denote synchronous-gauge quantities from the matter sector. The continuity equation in this gauge takes the forṁ
Using the gauge transformations Eq. (3.13) and Eq. (3.15), it can be shown that δ and θ in synchronous and Newtonian gauges are related by [27] 
From Eq. (4. 19) and (4.20) , it is clear that the combination δ + 3H
Therefore Eq. (4.11) can be written as
For a universe dominated by dark matter, with negligible contributions from radiation and baryons 2 , we have θ S = 0 so that Eq. (4.22) becomes
We recognise Eq. .15). It can be considered that it is the pair {δ S , v i N } that is actually used in Newtonian N -body simulations [26] , and hence {δ S , v i N } are in fact conjugated variables so that the displacement vector method can be consistently applied to generate the ICs for this kind of simulations. Following (4.6), for Newtonian N -body simulations the velocity can be calculated consistently by solving
In standard ICs codes such as 2LPTIC [2, 3] the growth rate is parameterised as
which is valid only for the growth rate of δ S in a ΛCDM universe and is fully compatible with a standard Newtonian simulation. Moreover, this allows to calculate second order corrections for the displacement vector based on approximations specific for this scenario and which allow to generate the ICs at even lower redshifts, so that the N -body system can be evolved for a shorter period of time.
Initial conditions for GRAMSES simulations
Let us now move on to some relevant aspects for the generation of ICs in the CMC-MD gauge. As in the case of the previous subsection, we start by presenting the continuity equation in this gauge, so that we can identify the actual variables being used in GRAMSES simulations and assess its compatibility with the displacement vector method. It can be shown that the continuity equation ∇ µ T µ0 = 0 in the CMC gauge, at linear order, takes the forṁ
where the subscript/superscript C is used to denote CMC-MD gauge quantities from the matter sector. If we consider collisionless non-relativistic dark matter, this reduces tȯ due to relativistic deformations of space, which can create an under-dense or over-dense region even in the absence of any peculiar motion of matter [13] . In fact, given that an infinitesimal 3-dimensional volume element is distorted, at linear order, by the factor √ γ = a 3 (1 − 3Ψ), from Eq. (2.4) we can
show that the fluctuations in the conformal density field s 0 are given by
where as before an overbar denotes background value. This corresponds to a particle number density contrast
with which Eq. (4.27) is cast into the standard form of the continuity equatioṅ
This indicates that {δ p , u i C } are conjugated variables, so that u i C can be generated by using Eq. (4.30) with δ p as an input. In this situation, δ p can be regarded as fluctuations in the 'bare' density field [14] as the spacetime curvature is not included, and at the linear level this corresponds to the perturbations in the conformally-scaled density s 0 which is used in GRAMSES. For an N -body simulation, using s 0 rather than ρ is more convenient in practice since we are interested in following 'particles' rather than the total 'energy density field' itself, and the (non-conformal) energy density field at a given instant can be separately calculated by inverting Eq. (2.4) once the spatial metric γ ij is solved.
Notice, however, that the identification of δ p = δs 0 is only made at linear order in perturbation theory, which is sufficient for the purpose of setting up ICs. At the nonlinear level, the density field in Eq. (2.4) contains additional contributions because ρ = (αu 0 ) 2 ρ 0 , where ρ 0 is the actual rest-mass of the system. The extra factor αu 0 actually corresponds to a Lorentz factor which contributes a quadratic term in the velocity that does not affect the generation of ICs at the linear level. In GRAM-SES, s 0 is constructed in a completely nonlinear way using the particles' positions and velocities in a Cloud-in-Cell (CIC) scheme, as well as the updated values of the metric components.
Interestingly, it can be shown that using the gauge transformations Eqs. We remark that, whileη = 0 for a dark matter dominated universe, η is in general not zero, which means that δ p and δ S differ by a scale-dependent function whose shape has been fixed by its evolution at higher redshifts, where the universe is not close to the matter dominated era due to the presence of radiation. Given that it can be shown that u i C = u i N (only with contravariant index), as discussed in Section 3.2, the fact that Eq. (4.24) and Eq. (4.30) have the same form is consistent with δ p differing from δ S only by a time-independent quantity. Incidentally, Eq. (4.31) shows that in Newtonian N -body simulations the density field used is not exactly a purely 'number counting', but there is generally a mismatch due to η if radiation was present in the period leading to z ini .
Notice, however, that Eq. (4.30) allows to calculate the 4-velocity u i (with upper index) rather than u i , and it is the latter that is the actual variable which appears in the 3 + 1 form of the geodesic equation written as a first-order system which is implemented in GRAMSES [34] . For non-relativistic particles, this is given at linear order by
where the shift vector β i appears explicitly due to to the relation
The correction due to the shift vector in Eq. (4.34), which in the MD gauge is given by Eq. (2.10), is taken into account in GRAMSES itself when starting the simulation by solving the linearised version of the momentum constraint for β i at z ini (just for once), i.e.,
such that the initial lower-index 4-velocity u ini i can be constructed using Eq (4.34), only after which does the actual simulation start. Note that this means that the particle velocity fed into GRAMSES is u i rather than u i .
Even though we have shown that {δ p , u i C } are conjugated variables, and that we can calculate u C i using Eq. (4.34) and Eq. (4. 35) , there is still one remaining caveat which is the fact that the growth rate of the number density perturbation δ p is not known, so that if we insist on using the analogous of (4.6) to calculate u i C , then f 1 needs to be found numerically by solving the evolution equation for δ p that can be derived from the corresponding Euler equation and Eq. (4.30). This is doable, but it is not the most natural or versatile option in our opinion. Furthermore, since we have shown that u i C = u i N , a naive alternative possibility is to split the generation of ICs into two steps: first, we would generate the particles positions by using the power spectrum of δ p as an input, while in a separate step we would generate the velocities applying the standard method using the power spectrum of δ S rather than δ p . Although this would give the correct position and velocity values, the latter would be assigned to a different coordinate set, i.e., they would be evaluated at incompatible positions. We will next discuss a method to circumvent this in Section 4.4.
A finite difference method for the calculation of initial velocities
To avoid using an explicit parameterisation of f 1 for the calculation of velocities, we introduce a finite difference approach. Here, instead of using a single power spectrum P ∆ (k; z ini ) at z ini as in the standard displacement vector method based on the Zel'dovich approximation, we use two additional power spectra P ∆ (k; z ± ) from the neighbouring redshifts z ± = z ini ± ∆z, with ∆z z ini which will provide the information needed about the growth rate of density perturbations around z ini . Then, rather than using Eq. (4.5) or Eq. (4.6) to calculate the initial velocity, we take the finite difference
where χ i (z ± ) are the displacement vectors calculated from P ∆ (k; z ± ) via the Zel'dovich approximation Eq. (4.3) at the neighbouring redshifts z ± . The advantage of using Eq. (4.36) over Eq. (4.6) is that this approach is independent of the underlying theory of gravity or gauge used since this information is entirely drawn from the input power spectra (obtained from a suitable linear Boltzmann code for the model), and can be applied as long as the density perturbations and velocity needed are conjugated variables. Importantly, to create the random realisations of χ(z ini ) and χ(z ± ) from P ∆ (k; z ini ) and P ∆ (k; z ± ), the same random number sequence, and hence random number seeds, should be used to ensure that we have generated three consecutive snapshots for the 'same' particles.
The fact that the velocity calculation in Eq. (4.36) relies entirely on the input power spectra to generate the ICs can potentially become problematic due to the generic presence of radiation at z ini in Right panel: the growth rates in these two gauges calculated by finite difference of two neighbouring power spectra around the three aforementioned redshifts with ∆z = 0.5, see Eq. (4.37). As a reference, the gray dotted line shows the linear-theory prediction f 1 = 1 for synchronous gauge in a matter dominated universe.
the linear code, which contributes to the growth rate of matter and drivesη away from zero. In order to suppress this effect, the two neighbouring power spectra P ∆ (k; z ± ) can be calculated by evolving P ∆ (k; z ini ) under the linear theory assuming matter domination. We will show how this can be done in particular for the case of GRAMSES ICs in Section 5. Figure 1 illustrates the gauge effects (for synchronous and CMC gauges) on the matter power spectrum (left panel), as well as the scale dependence of f 1 due to radiation in these two gauges (right panel). Here, the growth rates of δ p and δ S are obtained by taking finite difference between snapshots in each gauge. Since in Fourier space P δδ (k; z) = |δ(k; z)| 2 , this is given by
where the FD superscript means that the quantity has been obtained through a finite difference. In this we use the power spectra obtained from a modified version of CAMB, which works for different gauges. From the right panel of Fig. 1 we can see that, even for synchronous gauge, the presence of radiation has a noticeable effect at large scales and boosts the growth rate by ∼ 2% with respect to the linear-theory prediction for a matter dominated universe (f 1 = 1), and there is an approximately 1% suppression on sub-horizon scales, where gauge effects are not present. For the CMC-MD case, the gauge effects on the overdensities and the scale dependence of the growth rate are also evident from Fig. 1 , as we can see that the power spectra and growth rates agree in both gauges at scales inside the horizon, but there is a dramatic suppression of the growth rates toward large scales in the CMC-MD gauge. This effect arises due to the η in Eq. (4.31), which dominates the shape of the power spectrum below k 10 −3 hMpc −1 , as can be seen from the left panel of Fig. 1 . Since η does not evolve considerably on the redshift range shown, at very large scales the matter power spectrum of δ p remains roughly constant in time, resulting in the strongly suppressed growth rate depicted in the right panel of Fig. 1 .
For Newtonian simulations, a common approach to take into account the presence of radiation, at least at the background level, is through the so-called 'back-scaling' method. In this approach, the input power spectrum used to generate the ICs is given by the linear code at z = 0 rather than at the actual starting redshift of the simulation. Then, this power spectrum is evolved backwards, up to z ini , using a growth factor derived from Newtonian theory (where no radiation is present), resulting in a matter power spectrumP ∆ (k; z ini ) that does not agree with the Boltzmann code at z ini but that allows to generate 'artificial' ICs that guarantees that the simulation will reproduce the correct matter overdensities on linear scales at z = 0 due to this particular calibration. An alternative, relativistic back-scaling approach has been discussed in [35, 36] , in which the resulting output of the simulation is interpreted in terms of a different gauge with the aid of a modified version of CLASS.
Results
In this section, we present results on the generation of ICs for GRAMSES using the finite difference method described in Section 4.4. We have implemented this method in 2LPTIC code, so that the initial particles position are calculated with the Zel'dovich approximation (4.3) at z ini , as in the default 2LPTIC code 3 , but their velocities are calculated using the finite difference expression (4.36) . For all realisations of the density field we use the same random seed in order to suppress realisation scatter in our results. As previously mentioned, the default 2LPTIC code uses second-order corrections for the calculation of the displacement vector, while our method implements only linear perturbations as this is enough for the purpose of fixing the gauge issues and generating ICs for GRAMSES consistently, so these are turned off for comparison. Initial conditions generated by this method have been used to run the first GRAMSES cosmological simulations discussed in the main paper, Ref. [1] . The input matter power spectra for the ICs generation are obtained from a modified version of CAMB implementing Eq. (4.31) to relate δ p to the synchronous-gauge overdensity δ S which is the default variable used in such code.
Let us add some details on how we address the problem of radiation in the generation of ICs for GRAMSES. For this particular case, we can use Eq. (4.31) to enforce theη = 0 condition via
where on the right-hand side η is a scale-dependent function constant in time, evaluated at z ini . Then, it is sufficient to calculate the linear growth factor in the synchronous gauge, D 1 (z), with which δ S can be evolved from z ini to z ± in the absence of radiation while keeping η fixed by outputting η(z ini ) from CAMB. As a result, P δδ (k; z ± ) = |δ p (k; z ± )| 2 can be constructed from (5.1) in such a way that it is completely free from radiation effects and allows for generating the velocities for the GRAMSES N -body simulation using Eq. (4.36).
There is an additional subtlety to take into account in order to compare the ICs from this method against the ones generated from default 2LPTIC, which is that the normalisation 4 of the matter power spectra P ∆ (k; z ± ) is required as an input (while the default 2LPTIC code only requires this at z ini ). These have associated values of σ 8 at the neighbouring redshifts z ± and directly affect the calculation of the displacement vectors and hence the velocity via Eq. (4.36). Therefore, even the Newtonian velocity calculated by the finite difference method will not necessarily coincide with what is calculated by using the growth rate f 1 parameterisation implicit in the default 2LPTIC code. In order to make these comparable, we can get a linear-theory prediction for the σ 8 values at the neighbouring redshifts by applying the linear growth rate as
so we can use these rather than the CAMB output values at z ± . Similarly, in the CMC gauge, we can use Eq. (5.1) to estimate σ p 8 from linear theory: its values at the neighbouring redshifts with fixed η can be calculated as
where σ η 8 represents the normalisation of the power spectrum P ηη , and σ Sη 8 that of the cross spectra between δ S and η. We calculate this cross-term by evaluating Eq. (5.3) at the initial redshift z ini , i.e.,
.
This way, we can ensure that the power spectra normalisation at the neighbouring redshifts is consistent with those constructed from Eq. (5.1). In order to illustrate how well this method works, we generate the ICs for two different setups; a low-resolution one with a comoving box size of L = 4h −1 Gpc and N p = 1024 3 dark matter particles, and a high-resolution one with L = 256h −1 Mpc and the same number of particles. We also use two different initial redshifts, and the power spectra measured from these ICs are compared against linear-theory predictions obtained from the modified CAMB version. Figure 2 shows the matter power spectrum of the ICs generated by both the standard and modified version of 2LPTIC. In the case of the CMC-MD gauge, this is measured from the ICs data in two different ways; one is using the DTFE code [37] along with NBODYKIT [38] (red circles), and the second one is applying POWMES [39] (magenta squares). The reason for this is that the former captures more accurately the turnover on large scales due to gauge effects but might lose accuracy towards shorter wavelength modes, while POWMES has a better performance when approaching the Nyquist frequency but eventually fails at capturing the largest-scale components appearing in this particular gauge. For the synchronous gauge case this is not a issue and only POWMES is applied (orange triangles). Figure 2 shows good agreement between the linear-theory predictions and the 2LPTIC results for both the high and low resolution setups and both initial redshifts, although the latter decreases towards larger scales where gauge effects dominate. On these scales we can also see that the ICs data seem to mismatch the linear theory prediction curve, but this is normally the case due to realisation scatter and cosmic variance. However, since the ICs have been generated using the same initial random seeds in all cases, this effect is removed in the ratio between the power spectra in the two gauges, as can be seen from the lower subpanels of each panel. Figure 3 is similar to Fig. 2, but shows the results for the velocity divergence θ ≡ ∇ · u power spectra of the ICs generated using the original 2LPTIC code (stars) as well as the modified version implementing the finite difference calculation for the velocity field Eq. (4.36) for both the Newtonian gauge (circles) and CMC-MD gauge (triangles). In all cases, θ is calculated using the DTFE code. As Eq. (4.36) depends on ∆z, we have tried four different values of ∆z -1, 0.5, 0.25, 0.05 -to assess the correct magnitude to be used and how this affects the calculation of the velocity field. In the lower subpanels of each panel, we show the relative difference between the Newtonian velocity divergences Figure 2 : Matter power spectra of ICs generated by both standard and modified 2LPTIC codes. Left panels: results for the low-resolution setup (L = 4h −1 Gpc and N p = 1024 3 ) for z ini = 99 (top) and z ini = 49 (bottom). Right panels: results for the high-resolution setup (L = 256h −1 Mpc and N p = 1024 3 ) for z ini = 99 (top) and z ini = 49 (bottom). In all panels, the linear-theory predictions for synchronous and CMC gauges are represented by the solid black and blue lines, respectively. The red circles in the bottom sub-plots represent the ratio between P δδ in the CMC-MD and synchronous gauges as measured by DTFE code, while the solid black line represents the ratio between the lineartheory curves. ∂ i u i N obtained from the modified and default 2LPTIC code, where sub-percent differences are found for all probed scales and all ∆z values used, and the amplitude seems robust against spatial resolution. This result suggests that, at least for the case of Newtonian gauge, the finite difference method can be used to generate the ICs for cosmological simulations regardless of specifications and matching the default 2LPTIC code accuracy (at least up to first order). Nonetheless, we notice that using a value of ∆z that is too small might introduce some scatter, while increasing ∆z will monotonically Figure 3 : Velocity divergence (θ ≡ ∇ · u) power spectra for the Newtonian gauge measured from the ICs generated by the standard 2LPTIC code (stars) and its modified version (circles), as well as the CMC-MD result obtained from the GRAMSES correction (triangles) discussed in the main text. Left panels: results for the low-resolution setup (L = 4h −1 Gpc and N p = 1024 3 ) for z ini = 99 (top) and z ini = 49 (bottom). Right panels: results for the high-resolution setup (L = 256h −1 Mpc and N p = 1024 3 ) for z ini = 99 (top) and z ini = 49 (bottom). In all panels, the linear-theory predictions for Newtonian and CMC-MD gauges are represented by the solid black and blue lines, respectively. The bottom sub-panels of each plot show the relative difference between the Newtonian gauge results for the different values of ∆z.
increase the amplitude of the relative difference so that this might eventually become unacceptable (e.g., larger than O(1%)). From Fig. 3 we note that ∆z/z ini ∼ 1% is enough to suppress noise while keeping the relative difference with respect to the default code under 0.03% in all cases.
As we have remarked before, the ICs method generates u i while u i (lower index) is the actual variable used to solve the geodesic equation in the standard 3 + 1 (ADM) form implemented in the Figure 4 : The impacts of radiation and σ 8 normalisation on the generation of ICs. The results from the default 2LPTic code, where the linear growth factor D 1 is used to 'back-scale' the z = 0 matter power spectrum to z ini , is also included (orange triangles). The default case (brown triangles), which is used as the denominator to calculate the relative differences in the lower subpanels, also uses the standard 2LPTic code but feeds it with the matter power spectrum at z ini and sets D 1 = 1. Left panel: matter power spectra for the overdensity in the synchronous (S) gauge, δ S , as well as for the particle number overdensity δ p in the CMC gauge. Right panel: velocity divergence (θ = ∂ i u i ) power spectra, where u i represents the conjugated variable to either δ S (N) or δ p (CMC); note that in the case of the CMC gauge the velocity divergence is not ∂ i u C i . The solid curves denote the linear-theory predictions using the same colours as the previous figures. See the main text for more details of the symbols. Fig. 3 the results for the θ C = ∂ i u C i spectra (triangles) have been obtained from the initial GRAMSES snapshot, which is outputted after the code solves Eq. (4.35) to get the shift vector β i and calculates u C i from Eq. (4.34) to start the actual simulation with. This is how GRAMSES operates, so that only u i is needed as an input in the ICs. In this case, we also find good agreement with the linear-theory expectations for both simulation setups (left and right panels) and redshifts (top and bottom panels), and the deviation from linear theory at small scales (which is also present in the Newtonian gauge cases) is due to spatial resolution effects.
simulations. Thus, in
Finally, to briefly illustrate the impact of radiation effects and the σ 8 normalisation on the generation of ICs, in Fig. 4 we show the results when linear-theory corrections are not applied, i.e., when skipping Eqs. (5.1)-(5.4), as well as the case where the 'back-scaling' method of the standard 2LPTic is used (orange triangles). In the latter case, a z = 0 power spectrum from CAMB is provided as an input and the code uses the theoretical value of D 1 to scale it back to z ini . Both panels in Fig. 4 show the results from the standard 2LPTic code with no 'back-scaling' (i.e., feeding the 2LPTic code with the linear power spectrum at z ini and setting D 1 = 1; brown triangles) and from the finite difference method for the cases where either: 1) η is not kept constant for the default gauge used in 2LPTic (magenta diamonds) and the CMC gauge (green squares), and 2) when σ 8 is not corrected for the default gauge (cyan circles) and the CMC gauge (red stars). In this case we use the setup with L = 4h −1 Gpc and N p = 1024 3 , and ∆z = 0.5 for the finite difference calculations.
In the left panel of Fig. 4 , we show P δδ for all cases in the top panel, and the relative differences with respect to the default case (represented by the brown triangles) are shown in the bottom panel. From the latter, we can see that the back-scaled case (orange triangles) shows a suppression of up to ∼ 2.5%, which is because radiation and baryons are present in the forward linear-theory calculation (by CAMB) all the way down to z = 0, while D 1 is calculated by assuming a universe with only dark matter and cosmological constant (so that there is an inconsistency). As expected, the synchronousgauge results for the cases whereη = 0 (magenta diamonds) and where σ 8 is not corrected for (cyan circles) agree perfectly with the default case, since these corrections apply only to the neighbouring snapshots used for the velocity calculation (via finite difference), while the particle displacements in the ICs are obtained by using solely the matter power spectrum at z ini , which are not affected by these corrections.
In the right panel of Fig. 4 , we present the power spectra for the velocity divergences associated to the overdensity variables for all cases shown in the left panel in the top, and the relative differences of P θθ with respect to the default case (Newtonian-gauge velocity obtained by using the 2LPTic code without doing the D 1 'back-scaling'; brown triangles) are plotted in the bottom. By comparing the various Newtonian-gauge results it can be seen that, when the σ 8 correction is not used in the finite difference calculation (cyan circles) a constant ∼ 2% suppression is found, while the effect ofη = 0 (magenta diamonds) only appears at large scales. The 'back-scaled' case (orange triangles) shows a combination of these behaviours.
The CMC-MD gauge results in the right panel of Figure 4 showing the effect ofη = 0 (green squares) and that of no σ 8 correction (red stars) are for the u i velocity obtained via the finite-difference method using the δ p power spectra, which in principle should be equivalent to the Newtonian-gauge velocity since u i C = u i N (see Appendix A). As mentioned above, it is the initialisation of GRAMSES that actually converts this to the final lower-index velocity u i in the CMC-MD gauge. In this sense, besides theη and σ 8 effects, these curves can be regarded as illustrating the result of calculating the Newtonian gauge velocity from δ p rather than from the synchronous gauge overdensity δ S . Although naively both overdensities should yield the same Newtonian-gauge velocity field u i , the fact that η is present in Eq. (4.31) implies that the coordinates of the particles to which the velocities are assigned are different between the two cases where the initial particle positions are generated using respectively the matter power spectra of δ p and δ S , which introduces noticeable differences at large scales as seen in the figure 5 . We remark that this is true even ifη = 0. In the case where σ 8 is not corrected, we find that the relative difference in P θθ with respect to the Newtonian gauge velocity from the default case approaches the same ∼ 2% offset for scales k 10 −2 hMpc −1 as in the Newtonian case discussed above, but there are ∼ 10% deviations at large scales due to η. In the case ofη = 0, the large scales deviation are also evident, but this time the relative difference vanishes towards smaller scales thanks to the corrected σ 8 value used.
Conclusion
This is the second in a series of papers on GRAMSES, in which we have addressed the generation of ICs data for this code. We have revised the standard method where the calculations of particles' positions and velocities are both done using the displacement vector, highlighting its limitations when it comes to models beyond ΛCDM or gauges other than synchronous gauge overdensity and Newtonian gauge velocity, {δ S , u i N }. In order to overcome these issues, we have proposed a finite difference calculation for the particles' velocity such that no explicit parameterisation of the growth factor (and growth rate) is required. In this approach, not only do we need the matter power spectrum P δδ at the initial redshift z ini , but it is also required at two neighbouring redshifts (one slightly higher and the other slightly lower). Then, an ICs code is applied to realise these three power spectra (using the same random number seed) to calculate the particle positions at the three redshifts, the central one of which is used as the real particle positions at z ini , while the velocities of the particles are calculated by finite-differencing their displacements in the two neighbouring snapshots (this is the simplest way to do finite difference, and more accurate ways are also possible although they generally require more snapshots to be generated). In this way, the basic assumption of a scale-independent linear growth rate of the usual ICs codes (for Newtonian simulations) is avoided, and the method can be applied to generate the initial conditions for any model -as long as the pair {δ, u i } used obey the formal continuity equation Eq. (4.5) -since all the information needed is drawn from the three input matter power spectra. For illustration, we have implemented this finite difference method of the velocity in a modified 2LPTIC code, and the matter power spectrum for the relevant gauge is calculated using a modified version of the Boltzmann code CAMB. The implementation is straightforward, involving minimal modifications to the default 2LPTic code, and we expect this to be true for other standard N -body ICs codes.
We have discussed additional steps to remove the radiation effect that might propagate from the power spectra from the Boltzmann code to the N -body initial condition generated by this approach, as N -body simulations concern only dark matter. These are related to the dynamics of the synchronousgauge variable η and can become non-negligible at large scales. In order to compare with the default 2LPTic code, we have also discussed how to correct the σ 8 value at the two neighbouring redshifts z ± . Then, by measuring the matter and velocity divergence power spectra we have shown that the finite difference method allows to recover the ICs as generated by the default 2LPTIC code with sub-percent accuracy at all probed scales and ∆z-values, independently of the spatial resolution. For the case of ICs for the CMC-MD gauge, we have compared against the linear-theory predictions for P δδ and P θθ , finding also good agreement. Since this method calculates the upper-index velocity, u i , we have also described an additional step carried out in GRAMSES itself before the simulation starts which allows to calculate u i , since this is the variable that is actually used in the 3 + 1 of the geodesic equation for particles. The ICs generated this way have been used to run the ΛCDM GR cosmological simulations with GRAMSES discussed in the first paper of this series, Ref. [1] . ity, in this discussion we focus on scalar perturbations only, so that the gauge transformation can be written as ξ µ = (ξ 0 , ∂ i ξ), but the results can be extended to include vector modes straighforwardly.
A.1 Field equations
Let us show the correspondence between the field equations in the synchronous and CMC-MD gauges at linear level. We shall ignore the prime notation used for the gauge-transformed variables in Section 3 and instead use Φ, β i , Ψ and h ij to denote the metric perturbations in the CMC-MD gauge. For the synchronous gauge metric Eq. (4.16), we use the variables h, h ij , η and µ following exactly the convention of Ref. [27] . Using that, at linear order, the MD gauge condition Eq. (2.7) reduces to ∂ i h ij = 0, from Eq. (3.9) we find the following condition for the spatial transformation ξ
Likewise, because the CMC gauge is defined by a condition over K, it is useful to derive the explicit gauge transformation for this quantity. The extrinsic curvature at the linear level is given by
and its trace given by K = −3H(1 − Φ) + 3Ψ + a −2 δ ij ∂ i β j . Then, using the gauge transformations Eqs. (3.5)-(3.8) on the right-hand side of the latter, we find that K transforms as
As expected, Eq. (A.3) is independent of ξ i and can be used to connect the time coordinate defined by the CMC foliation with that in any other gauge regardless of the choice of spatial coordinates. For the case of synchronous gauge, using that K S = −3H −ḣ/2 and Eq. (2.2), we finḋ
Let us now consider the Hamiltonian constraint and Eq. (2.3). These are given at the linear order by
where δρ =ρδ C with δ C is the density contrast in the CMC-MD gauge. Using the gauge transformations Eq. (3.8) and Eq. (3.13), Eq. (A.5) can be rewritten in terms of the synchronous gauge and gauge transformation variables as
Applying the gauge relations Eq. which is equivalent to the linear combination of Einstein equations 2 × (00) + (ii) in synchronous gauge [27] (where (ii) denotes the trace of the (ij) components of the Einstein equation). Next, let us consider the momentum constraint, which gives the longitudinal part of the conformal curvature tensorĀ ij . This is given at linear order by [1] 
We will use Eq. (A.15) to solve W i first, and then substitute into Eq. (A.14) to get an equation that contains the peculiar velocity. The right-hand side of Eq. (A.15) can be written as
where, given that we specialise to the scalar mode only, we have introduced the variable W such that W i = ∂ i W . Using the fact that at the linear levelĀ ij = aA ij , from the traceless part of (A.2) we find
and, using Eq. (3.6) to get rid of β i , as well as Eq. (3.9) to get rid ofḣ ij , we find
where µ is a synchronous gauge scalar perturbation variable whose relation with h, η is given below. where θ S = ∂ i u S i . This corresponds to the (0i) Einstein equation in synchronous gauge [27] .
A.2 Equations of motion
Let us provide some complementary derivation about the relation u i C = u i N mentioned in Section 3. For this, we consider the geodesic equations for non-relativistic particles, which at the linear level are given by Eqs. (4.32) and (4.33) . We next show that in linear perturbation regime, the equation for u i C is identical to that of u i N in the Newtonian gauge. Inverting the relation in Eq. (4.34) for u i and taking one time derivative, we havė
where in the second step we have used Eq. (4.32) to get rid ofu C j . Now, using Eq. (4.34) and β i = a −2 δ ij β j , we obtainu
To make a connection with the Newtonian gauge we consider the metric Eq. which is identical to the Newtonian gauge evolution equation,u i N + 2Hu i N + γ ij ∂ j ψ = 0. Thus we conclude that u i C = u i N . To make connection with synchronous gauge, we combine the geodesic equations to eliminate u i and get a second order differential equation for x i ,
which is for the CMC-MD gauge. We can rewrite this equation in terms of the gauge transformation and synchonous gauge variables, using Eqs. (3.5) and (3.6), to find
The particle coordinate in the synchronous gauge, denoted as x i S , is related to the CMC-MD gauge coordinate x i as x i = x i S + a −2 δ ij ∂ j ξ. Taking the time derivatives of the latter and substituting the resulting expressions into Eq. (A.30) gives 32) or, equivalent, u i S = 0, as we expect to find in the synchronous gauge.
