Abstract. Suppose ρ 1 , ρ 2 are two ℓ-adic Galois representations of the absolute Galois group of a number field, such that the algebraic monodromy group of the first representation is connected, and the representations are locally potentially equivalent at a set of places of positive upper density. We classify such pairs of representations and show that up to twisting by an arbitrary representation, it is given by a pair of representations one of which is trivial and the other abelian.
Introduction
Two n-dimensional linear representations ρ 1 , ρ 2 of a group Γ are said to be potentially equivalent if they become isomorphic upon restriction to a subgroup of finite index in Γ. In this article, we are interested in proving potential equivalence of representations of the absolute Galois group of a global field, which are locally potentially equivalent at a sufficiently large number of places of the global field.
For a field K, denote by G K := Gal(K/K) an absolute Galois group of K, wherē K denote a seperable algebraic closure of K. Let K be a global field. For a place v of K let K v denote the completion of K at v. Choosing a place w ofK lying above v, allows us to identity G Kv with the decomposition subgroup D w of G K . As w varies this gives a conjugacy class of subgroups of G K . Given a representation ρ of G K as above, define the localization (or the local component) ρ v of ρ at v, to be the representation of G Kv obtained by restricting ρ to a decomposition subgroup. This is well defined upto isomorphism.
Let F be a local field of characteristic zero and residue characteristic ℓ relatively prime to the characteristic of K. Suppose ρ i : G K → GL n (F ), i = 1, 2 are two continuous semisimple ℓ-adic representations of G K , unramified outside a finite set Σ ram of places of K containing the archimedean places of K. Let T be a set of place of K. Define ρ 1 and ρ 2 to be locally potentially equivalent at T , if for each v ∈ T , the restrictions ρ 1,v and ρ 2,v to G Kv are potentially equivalent.
Given a continuous representation ρ : G K → GL n (F ) and a place v of K where ρ is unramified, let ρ(σ v ) denote the Frobenius conjugacy class in the image group G K /Ker(ρ) ≃ ρ(G K ) ⊂ GL n (F ). By an abuse of notation, we will also continue to denote by ρ(σ v ) an element in the associated conjugacy class. The representations ρ 1 and ρ 2 are locally potentially equivalent at a prime v not in Σ ram , precisely when the eigenvalues of the Frobenius conjugacy classes ρ 1 (σ v ) and ρ 2 (σ v ) differ by roots of unity.
For a representation ρ : G K → GL n (F ), let G ρ be the algebraic monodromy group attached to ρ over F , i.e., the smallest algebraic subgroup G ρ of GL n defined over F such that ρ(G K ) ⊂ G ρ (F ). Denote by G i the algebraic monodromy groups associated to the representations ρ i for i = 1, 2. We recall the upper density of a set S of finite places of K is defined as: ud(S) := lim sup x→∞ #{v ∈ S| Nv ≤ x}/π(x), where π(x) is the number of finite places v of K with Nv ≤ x. Here Nv denotes the cardinality of the residue field k v of K v .
Our aim in this paper is to establish a theorem of the following type: assume that the algebraic monodromy group of either ρ 1 or ρ 2 is connected and the set of places v of K where the localizations ρ 1,v and ρ 2,v are potentially equivalent has positive upper density. Then ρ 1 and ρ 2 are (globally) potentially equivalent.
In [Ra1] , it is proved that if the characters of ρ 1 and ρ 2 agree at a set of unramified places having positive upper density and G 1 is connected, then ρ 1 and ρ 2 are potentially equivalent.
In ( [PR] ), we had erroneously claimed that for representations as above, if G 1 is connected and the upper density of the set T of places of K at which ρ 1 and ρ 2 are locally potentially equivalent is positive, then the representations ρ 1 and ρ 2 are potentially equivalent. It was pointed out by J.-P. Serre that this claim is wrong (the proof given in ( [PR] ) however goes through if we assume that the density of T is one).
The problem was that in the course of the proof (see Remark 2.2), the following assertion was made: let G be a reductive algebraic group, and let m be a number divisible by the exponent of the group G/G 0 . Then for any connected component G φ of G, the m-th power map G φ → G 0 is surjective, where G 0 is the connected component of identity in G.
Example 1.1. Serre gave the following counter-example: take G to be the normalizer of the diagonal torus in SL(2). The square map sends the non-identity component to scalar matrices (±Id) and is not surjective. In terms of representations, let p 1 denote the trivial two dimensional representation and p 2 the natural two dimensional representation of G. The characteristic polynomials of both these representations are equal evaluated at the fourth power of elements of the non identity connected component of G.
Example 1.2. Based on this, an arithmetical counterexample can be given to the claim made in [PR] . Let L = Q(i) be the field of Gaussian numbers, and fix an embedding of L into C. Associated to an elliptic curve E with complex multiplication by Z[i], there exists, by the theory of complex multiplication, a continuous character ψ w : G L → L * w for any finite place w of L with the following property: at a finite place v of L with residue field coprime to the residue characteristic of L w and unramified for E, the Frobenius element
is equal to p (resp. to p 2 ), when Nv = p (resp. Nv = p 2 ), where v divides the rational prime p of Q and τ denotes the non-trivial element of Gal(L/Q).
Let χ : G Q → Q * ℓ denote the ℓ-adic cyclotomic character. We have for p coprime to ℓ, χ(σ p ) = p. Consider the two representations,
Let T be the set of rational primes p inert in k and unramified for ρ 2 . The characteristic polynomials of ρ 1 (σ p ) and ρ 2 (σ p ) for p ∈ T , are respectively of the form (X − p) 2 and X 2 + p 2 . Hence for i = 1, 2, ρ i (σ p ) 4 = p 4 I, where I is the identity matrix. Thus these representations are potentially equivalent at T .
The algebraic monodromy group G 1 of ρ 1 is isomorphic to G m . For any natural number m, the characters ψ m and (ψ τ ) m are not equal up to multiplication by a root of unity, by considering the values of the character at places of degree one over Q. It follows that the algebraic monodromy group G 2 is isomorphic to the normalizer of the Weil restriction of scalars R L/Q (G m ) ⊂ GL 2 . Thus G 1 is connected, the representations ρ 1 and ρ 2 are potentially equivalent at a set of places of density , but are not potentially equivalent yielding a contradiction to Theorem 2.1 proved in [PR] . Example 1.3. Once there is a pair (ρ 1 , ρ 2 ) of representations of G K which fails to be potentially equivalent, then any twist (ρ 1 ⊗ η, ρ 2 ⊗ η), where η is a finite dimensional linear representation of G K , satisfies the hypothesis of being locally potentially equivalent at T . Since the characters are non-vanishing in some neighbourhood of identity, the twists are not potentially equivalent either.
Further, if K ⊃ K 0 , and the representations ρ 1 ⊗ η and ρ 2 ⊗ η are respectively restrictions to G K of representations η 1 and η 2 of G K 0 , then the pair of representations (η 1 , η 2 ) will also provide a counterexample. These representations will be locally potentially equivalent at the unramified set of places T 0 of K 0 that lie below T , but will not be potentially equivalent.
1.1. Theorems. Our main theorem says that the failue of ρ 1 and ρ 2 being potentially isomorphic stems from the presence of a summand generalizing the above examples, where upto a twist the first representation is trivial and the second representation is abelian.
Theorem 1.1. Let K be a global field and S be a set of places of K containing the archimedean places and of density zero. Let F be a non-archimedean local field of characteristic zero, and ρ 1 , ρ 2 : G K → GL n (F ) be semisimple continuous representations unramified outside S, satisfying the following hypothesis:
The algebraic monodromy group G 1 of ρ 1 is connected. H2: There exists a set of places T of K disjoint from S having positive upper density such that the representations ρ 1 and ρ 2 are locally potentially equivalent at T , i.e., for each v ∈ T , there exists a natural number k v ≥ 1 such that the ρ 1 (σ v ) kv and ρ 2 (σ v ) kv are conjugate in GL n (F ), where ρ 1 (σ v ) and ρ 2 (σ v ) are respectively the Frobenius conjugacy classes at v of ρ 1 and ρ 2 .
Then there exists a finite extension L of K, a finite extension E of F , a set of places T L of positive density lying above the set of places T of K, and decompositions
where ρ 1,i and ρ 2,i are representations of G L to GL n i (E) for some n i ≥ 1. Further, for each i, there exists an absolutely irreducible representation r i of G L defined over E, and representations ρ
(1) ρ ′ 1,i is potentially trivial and ρ ′ 2,i is potentially abelian.
The representations ρ ′ 1,i and ρ ′ 2,i are locally potentially equivalent at T L . Remark 1.1. In [KPR] , we had given a proof of the above theorem in the context of non-CM elliptic curves. One of the motivations was to conclude that an elliptic curve has CM by F , if the imaginary quadratic field F occurs as the Frobenius field at a set of primes of positive upper density.
We now present a different version of the foregoing theorem in terms of character values evaluated at a given power of Frobenius classes: Theorem 1.2. With notation as in Theorem 1.1, assume that the following hypothesis H2 ′ is satisfied instead of H2:
There exists a set of places T of K disjoint from S having positive upper density, and a natural number m such that for v ∈ T ,
Then the conclusion of Theorem 1.2 remain valid, except that Condition (3) of the conclusion should be replaced by the condition,
Remark 1.2. Theorem 1.2 differs from Theorem 1.1, in that apart from bounding k v uniformly independent of v ∈ T , we are able to work with character values of the Frobenius classes, rather than the m-th powers of the Frobenius classes being conjugate. We don't know whether we can replace H2 ′ with the following condition:
where m v are natural numbers depending on v.
The proof of these theorems follow along the lines of ( [Se] ) and ([Ra1] ), by considering the algebraic monodromy groups of the representations involved and converting the problem to one on algebraic groups by means of an algebraic Chebotarev density theorem (see Theorem 2.1). The algebraic formulation allows us to base change to complex numbers and to employ an unitary trick used in [Ra1] . The crucial observation out here is to interpret the consequence of the unitary trick and convert the problem to one involving the first representation and twist of the second representation by an automorphism of finite order. This allows us to get at the algebraic structure of the representations satisfying the hypothesis of Theorem 1.2.
1.2. Potential equivalence. The examples given above suggest the possibility of proving potential equivalence of ρ 1 and ρ 2 (assuming G 1 is connected and upper density of T is positive), under some additional natural hypothesis on the nature of the representations ρ 1 and ρ 2 . As corollaries of the theorems stated above, we obtain the following: Corollary 1.1. With hypothesis as in Theorem 1.2 (or Theorem 1.1), assume further that either of the following conditions hold:
(1) The algebraic ranks of G 1 and G 0 2 are equal, where G 0 2 is the connected component of identity of G 2 .
(2) ρ 1 is absolutely irreducible.
Then ρ 1 and ρ 2 are potentially equivalent.
We also deduce potential isomorphy invoking the hypothesis that the algebraic monodromy groups of both the representations are connected, by a direct use of the algebraic machinery: Theorem 1.3. With hypothesis as in Theorem 1.2, assume further that G 2 is connected. Then ρ 1 and ρ 2 are potentially equivalent.
2. Proof of Theorem 1.2 2.1. A uniform bound for the exponents in Theorem 1.1. We first show that the exponents k v , v ∈ T appearing in Theorem 1.1 can be uniformly bounded, using the fact that there are only finitely many roots of unity in any non-archimedean local field:
Lemma 2.1. Let σ 1 and σ 2 be two semisimple elements in GL n (F ) where F is local field (finite extension of Q ℓ ). Suppose there exists a non-zero integer k such that σ k 1 and σ k 1 are conjugate in GL n (F ). Then, there exists a positive integer m depending only on n and F such that σ m 1 and σ m 2 are conjugate in GL n (F ). Remark 2.1. Since we are working in GL n , two elements are conjugate in GL n (F ) if and only if they are conjugate in GL n (F ).
Proof. Choose an algebraic closureF of F . Let F ′ be the extension of F inF generated by the eigenvalues of σ 1 and σ 2 inF . It is easy to see that
The number of roots of unity contained in such a field F ′ is bounded above by some positive integer m 0 depending only on [F ′ : Q ℓ ], thus depending only on n and [F :
Let {α 1 , · · · , α n } (respectively {β 1 , · · · , β n }) be the eigenvalues of σ 1 (respectively σ 2 ). Since by our hypothesis σ k 1 is conjugate of σ k 2 we have up to a permutation, α
Hence α i and β i differ by a root of unity, which lies in F ′ . Thus from the above comment, for m = m 0 ! we have:
But since both σ 1 and σ 2 are semisimple elements in GL n (F ), σ m 1 and σ m 2 are conjugate in GL n (F ).
It follows from this lemma, upon assuming the hypothesis of Theorem 1.1, there exists a positive integer m independent of v ∈ T , and such that for all v ∈ T ,
2.2. An application of an algebraic Chebotarev density theorem. We recall Theorem 3 of [Ra1] , an algebraic interpretation of results proved in Section 6 (especially Proposition 15) of [Se] , giving an algebraic formulation of the Chebotarev density theorem for the density of places satisfying an algebraic conjugacy condition:
Theorem 2.1. [Ra1, Theorem 3] Let M be an algebraic group defined over a l-adic local field F of characteristic zero. Suppose
is a continuous representation unramified outside a finite set of places of K.
Suppose X is a closed subscheme of M defined over F and stable under the adjoint action of M on itself. Let C := X(F ) ∩ ρ(G K ). Let Σ u denote the set of finite places of K at which ρ is unramified. Then the set
has a density given by
where Ψ is the set of those φ ∈ Φ such that the corresponding connected component
Corollary 2.1. Let ρ be a semisimple continuous ℓ-adic representation of G K to GL n (F ) unramified outside a finite set of places of K. Then there is a density one set of places of K at which ρ is unramified and the corresponding Frobenius conjugacy class is semisimple.
Proof. Since the representations are assumed to be semi-simple, the algebraic monodromy groups are reductive algebraic group defined over F . The corollary follows from the fact that the semisimple elements in a reductive group G contain a Zariski dense open subset of G.
Let m be a natural number. Consider the following Zariski closed, invariant subsets of GL n × GL n :
, where Λ j denotes the j-th exterior power representation of GL n . For semisimple elements, the condition that (g 1 , g 2 ) ∈ Y m , is equialent to saying that g Given the hypothesis of Theorem 1.2 (resp. Theorem 1.1), we have
is the direct sum of the representations ρ 1 and ρ 2 . In what follows we present the proof for Theorem 1.2, and make remarks only as required for the proof of Theorem 1.1.
Let G denote the algebraic monodromy group of ρ. Since T is of positive upper density, by Theorem 2.1 above, there exists a connected component
We are led to consider the following problem in the context of algebraic groups: let G ⊂ GL n × GL n be a reductive algebraic group and p 1 , p 2 denote the two projections. Assume that the image p 1 (G) = G 1 is connected. Suppose that there is a connected component G φ of G contained inside X m . What can we conclude about the representations p 1 and p 2 of G? For the rest of the paper, we will be following this notation.
We first observe the equivalence of the representations when G is connected:
Proposition 2.2. With the above notation, suppose G is connected and G ⊂ X m . Then the representations p 1 and p 2 are equivalent.
Proof. Since G is connected, the m-th power map x → x m from G to G is dominant. Hence G ⊂ X 1 , and the representations p 1 and p 2 are equivalent.
Remark 2.2. The surjectivity of the m-th power map fails when we consider it between connected components. In [PR] the argument continued as follows: it can be assumed that m is chosen such that the m-th power map sends G φ to G 0 , the connected component of identity in G. The image will be contained inside the subvariety X 1 . Upon the erroneous assumption that the m-th power map is surjective, one concludes that G 0 ⊂ X 1 and this implies potential equivalence of ρ 1 and ρ 2 . But this assumption is wrong, as was pointed out by J.-P. Serre.
A unitary trick.
One of the advantages with the algebraic formulation is that it allows base change to the field of complex numbers, which makes it amenable to transcendental methods. Choosing an isomorphism of the algebraic closure of F with C, we consider the analogous problem over complex numbers.
Let U be a maximal compact subgroup of G(C) which we will assume is contained inside U(n) × U(n), where U(n) ⊂ GL n (C) is the (standard) group of unitary n × n matrices. The group U is Zariski dense in G. Hence the intersection U φ := U ∩ G φ is Zariski dense in G φ . In particular, it is non-empty.
The image p 1 (U) of the projection of U to the first factor is a maximal compact subgroup of G 1 (C). By hypothesis G 1 is connected. Hence p 1 (U) is connected and equal to p 1 (U 0 ), where
Since G φ ⊂ X m , there exists an element of the form (I n , j) ∈ U φ ⊂ X m (C) where I n denotes the identity matrix in GL n (C). We have,
Since the only unitary matrix in with trace equal to n is the identity matrix, we conclude that j m = I n . Thus,
Remark 2.3. In [Ra1] , we considered the case m = 1. In this case, we have that (I n , I n ) ∈ G φ (C), and this implies that G φ = G 0 , and the representations p 1 and p 2 are isomorphic restricted to G 0 . Hence we conclude that ρ 1 and ρ 2 are potentially isomorphic.
For m ≥ 2, the significance of the unitary trick lies in the following crucial observation:
Let θ(x) = JxJ −1 denote the automorphism of finite order (dividing m) of G 0 induced by the conjugation action of J. Since by the unitary trick J m = (I n , I n ), the above equation becomes,
The condition G φ ⊂ X m now translates to the following condition on the representations p 1 and p 2 of G 0 :
This calculation can be reversed. Given the validity of Equation (2.3), we have an
We observe that since J has finite order, it is semisimple with eigenvalues roots of unity. Hence J and the automorphism θ are defined over a finite extension F ′ of F .
2.4. Algebraic analogue of Theorem 1.2. In this section, we consider the subgroup of G ⊂ GL(n) × GL(n) generated by G 0 and the the connected component G φ , as considered above. By an abuse of notation, we continue to denote this subgroup by G. The group G is defined over F , and over a finite extension F ′ of F , is isomorphic to the group generated by G 0 and the element J = (1, j) ∈ G(F ′ ). The conjugation action by the element (1, j) induces the automorphism θ on G 0 defined over F ′ . We decompose G with respect to the action of θ as follows:
(1) The derived subgroup G ′ of G 0 is a connected semisimple group defined over F . (2) The connected component of the center Z of G 0 is invariant under θ. The automorphism θ leaves stable the groups G ′ and Z (considered as subgroups over F ′ ), and there is a decomposition
We further decompose Z with respect to the action of θ.
Consider the lattice X * (Z) of characters of Z. Define endomorphisms of X * (Z),
Let X θ be the subgroup of X * (Z) on which θ acts trivially and Z θ be the corresponding subtorus of Z defined over F ′ . This is the maximial subtorus of Z on which θ acts trivially.
The lattice L θ is θ-invariant and is the character group of a θ-stable subtorus Z θ of Z. The invariants of θ acting on Z θ and G ′ Z θ ∩ Z θ are finite groups. (4) Let Z θ <J> be the subgroup of G generated by Z θ and the element J. The groups G ′ Z θ and Z θ <J> are normal in G, and there is a decomposition
We have the following algebraic analogue of Theorem 1.2:
Theorem 2.3. Let G be as above. Suppose that the following condition is satisfied for x ∈ G 0 :
With respect to the decomposition G = G ′ Z θ Z θ <J> given above, the following hold:
(1) θ acts trivially on G ′ Z θ , and
There exists a finite extension E of F ′ and decompositions defined over E,
p 2,i , where p 1,i and p 2,i are representations of G to GL n i for some n i ≥ 1. For 1 ≤ i ≤ t, there exists an absolutely irreducible representations R i of G and representations p
Equivalently, for y = xJ belonging to the coset Z θ J,
Remark 2.4. A similar analogous statement can be made for Theorem 1.1, where the hypothesis is modified by considering the analogue of Equation (2.5) for all exterior powers. Similarly the conclusion can be strengthened to say that the equality of Equation (2.6) holds for all exterior powers. Since Z θ is a torus, the elements in the image of Z θ <J> will be semisimple for any linear representation of Z θ <J>. From this and the equality of traces for all exterior powers, one concludes that the elements p
Example 2.1. The calculation given by Equation (2.2) can be reversed to give examples generalizing those given by Serre. Let T be a torus equipped with an automorphism θ of finite order, say d. Assume that T = T θ , i.e., the θ-invariants of T is a finite group. Form the semidirect product T ⋊ Z/dZ, where 1 ∈ Z/dZ acts via θ on T . For an element xθ, x ∈ T belonging to the connected component containing θ,
As T is commutative, the element N θ (x) is θ-invariant. Hence there exists a natural number m, such that (xθ) m = 1. For any linear representation of T ⋊ Z/dZ of dimension d, R((xθ) m ) = 1. Thus the trivial representation of T of dimension d and the representation R are 'potentially equivalent' on the coset containing θ. (1) and (2) of Theorem 2.3. Let H denote the connected component of identity of Ker(p 1 | G ′ ). The group H is semisimple, and since p 1 = p 1 •θ, H is θ-stable. Let H θ denote the identity connected component of the fixed points of θ acting on H.
Proof of Parts
Restricted to H θ , Equation (2.5) gives the identity:
where we have used the fact that p 1 restricted to H is trivial. By Proposition 2.2, the representation p 2 restricted to H θ is trivial. Since G ′ ⊂ GL n ×GL n , the representation p 2 restricted to H, and in particular to H θ is injective. Hence H θ is trivial.
The following theorem is classical (see for instance [K, Chapter 8]) or [BM] ), and we give a proof in our context in the following section):
Theorem 2.4. Let H be a (non-trivial) connected semisimple group over F , and let θ be a finite order automorphism of H. Then the connected component H θ of the fixed points of θ is a non-trivial reductive group.
From this theorem and the triviality of H θ , it follows that H is trivial, i.e., the kernel of p 1 | G ′ is finite. From the equality p 1 • θ = p 1 , we get for g ∈ G ′ that θ(g) = zg for some z in kernel of p 1 , i.e., θ(g)g −1 = z. The finiteness of the kernel and the connectedness of G ′ implies that θ acts trivially on G ′ .
Thus θ acts trivially on G ′ Z θ . Proposition 2.2 applied to Equation (2.5) restricted to G ′ Z θ yields Part (i) of Theorem 2.3.
The proof of Part (ii) of Theorem 2.3, follows from the fact that θ acts trivially on the first co-ordinate. Since Z θ has finite θ-invariants, being connected, it cannot have a non-trivial quotient with trivial action of θ. The element J projects trivially to the first component by our choice of J.
2.6. Part (3) of Theorem 2.3. Let E be a finite extension of F ′ , over which the representations p 1 and p 2 breaks up as direct sums of absolutely irreducible representations of G. By Part (1), after a change of basis of one of the representations we can assume that
V i be the decomposition into isotypical components of absolutely irreducible representations of the representation p 1 | G ′ Z θ . These components are stabilized by G as G ′ Z θ is normal in G. Since p 1 restricted to Z θ <J> is trivial, the representation p 1 factors via G/Z θ which is a quotient of G ′ Z θ . Let R i denote the isomorphism class of an absolutely irreducible representation of G (acting via p 1 ) on V i . Considered as representations of the group G ′ Z θ × Z θ <J>, the representation p 2,i can be written as,
Since p 1 is trivial restricted to Z θ <J >, this gives the decomposition in Part (3.a), and also proves Part (3.b) of Theorem 2.3.
To prove Part (3.c), in terms of the decompositions, Equation (2.5) can be written as,
Hence by the linear independence of characters, we obtain Part (3.c) of Theorem 2.3.
2.7. Proof of Theorem 1.2. We deduce now Theorem 1.2 from Theorem 2.3. From the arguments of Sections 2.2 and 2.3, consider the group G 1 generated by G 0 and the connected component G φ (as is done in Section 2.4). The group ρ −1 (G 1 (F )) is of finite index in G K and is of the form G K 1 for some finite extension K 1 of K. We apply Theorem 2.3 to G 1 and let E be the field given in Part (3) of Theorem 2.3.
The natural map π from the product of groups
A only at the identity element. Let M θ <J> denote the open subgroup of Z θ <J> (E) generated by M θ and J. This group is Zariski dense in Z θ <J>.
Let M ′ × M θ <J > maps isomorphically via π to the its image group denoted by M in G 1 (E). This is an open subgroup of G 1 (E). The intersection ρ(G K 1 ) ∩ M is of finite index in ρ(G K 1 ), and is of the form ρ(G L ) for some finite extension L of K. Thus we can consider the map ρ : 2.9. Proof of Theorem 2.4. For the sake of completeness of exposition, we give a proof of Theorem 2.4 in the following context which is sufficient for our purpose (see [K, Chapter 8] for a more detailed and complete exposition): we take F = C, G ⊂ GL(n, C) and the automorphism θ is induced by conjugation by an unitary matrix. In this case, θ commutes with the Cartan involution θ c : A → tĀ−1 . Hence the Cartain involution fixes H θ , and it follows that H θ is a reductive group.
To see that the connected component H θ of the fixed points of θ is non-trivial, it suffices to work with a compact form of H. Let H denote the complexification of the Lie algebra of the compact form. We continue to denote by θ the inducted action on the Lie algebra. Decompose H = ⊕ m−1 i=0 H i as eigenspaces for the action of θ on H, where H j = {X ∈ H | θ(X) = ζ j m X}. Here ζ m is a fixed choice of a primitive m-th root of unity.
Let I be the set of indices for which H i is non-zero, and let k ∈ I be such that ζ k m is a generator for the subgroup of the roots of unity generated by ζ
Suppose 0 is not in I. For any n, ad(X) n (Y ) belongs to ζ nk+l m -eigenspace of θ. The assumption on k implies that for some n, ad(X) n will annihilate the space H l . Choosing n appropriately, this implies that ad(X) is nilpotent on H. But then there are no such elements in H. Hence 0 ∈ I and this implies that H θ is non-trivial.
2.10. Images of connected components. The observation given by Equation (2.1) allows us to conclude that the images of connected components of semisimple algebraic groups with respect to the power maps P n will not collapse.
Theorem 2.5. Let G be a semisimple algebraic group over an algebraically closed field F of characteristic zero. Let G φ denote a connected component of G. Suppose that the order of G φ is n. For a sufficiently large multiple m of n, the image of G Proof. We show that there exists a torsion element j in G φ of order m.
where H i are the connected normal almost simple subgroups of G 0 . Elements x of G φ induce automorphisms θ x of G 0 by conjugation, and two such automorphisms are related by an inner automorphism. Hence there exists some k, such that the automorphisms θ k x will send H i to H i for each i. Consequently, this gives an automorphism ofH i whereH i is the simply connected cover of H i , and thus defines an element of r i=1 Out(H i ). It is known that for any connected, simply connected, almost simple group H, the sequence 1 → Inn(H) → Aut(H) → Out(H) → 1, splits. Since Out(H) is finite, this gives an j ∈ G φ such that the automorphism θ j has finite order.
Let θ j (x) = jxj −1 be the automorphism induced on G 0 by conjugation by j. From Equation (2.2), the image of P m will contain elements of the form xθ(x)θ 2 (x) · · · θ m−1 (x), where x ranges over the elements of G 0 . In particular, the image will contain elements of the form x m for x ∈ (G 0 ) θ , where (G 0 ) θ denotes the connected component of identity of the fixed points of θ acting on G 0 . By Theorem 2.4, this is a non-trivial connected reductive group. The image of the map x → x m from (G 0 ) θ to itself is dominant and contains a neighbourhood of identity of (G 0 ) θ , and this proves the theorem.
Proof of Theorem 1.3
For the proof of Theorem 1.3, we first argue as in Section 2.2, and conclude by Theorem 2.1 that there exists a connected component G φ of G such that G φ is contained in X m . Consider the map P m : x → x m from G to itself.
Claim:
The m-th power map from G φ to G 0 is dominant.
Granting the validity of the claim, this implies that G 0 ⊂ X 1 . This implies that the representations p 1 and p 2 are equivalent, hence the representations ρ 1 and ρ 2 are potentially equivalent.
To prove the claim, we first observe that since G 2 is connected and G 0 projects onto G 2 , the projection to the second factor of G φ is equal to G 2 .
We now use a fact from algebraic geometry (Exercise 3.7, Hartshorne): given X, Y are quasi-projective varieties of the same dimension and a dominant morphism π : X → Y , there exists open subsets U ⊂ Y and V ⊂ π −1 (U), such that π | V : V → U is finite.
Applying this to m-th power maps G 2 → G 2 and G 1 → G 1 , and making using of the fact that for any connected algebraic group the m-th power map P m is dominant, we obtain open subsets U 2 ⊂ G 2 , U 1 ⊂ G 1 and V 2 ⊂ G 2 , V 1 ⊂ G 1 such that P m : V i → U i is a finite map for i = 1, 2.
We have G φ ⊂ G 1 ×G 2 , and V 1 ×V 2 ⊂ G 1 ×G 2 . Since the projection map G φ → G 2 is dominant, the sets pr We have a commutative diagram,
Since the map V 1 × V 2 → U 1 × U 2 is finite, its restriction to V is finite onto its image. Hence the image of P m contains a subvariety of dimension equal to that of G 0 . This implies that X 1 ∩ G 0 contains a subscheme of dimension equal to dimension of G 0 . As G 0 is connected and X 1 ∩ G 0 is a closed subvariety of G 0 , we get G 0 ⊂ X 1 .
This gives a proof of Theorem 1.3.
