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Abstract
Background/purpose: Convenient access to vast and untapped collections of
documents generated by organizations is a highly valuable resource for research.
These documents (e.g., press releases) are a window into organizational strategies,
communication patterns, and organizational behavior. However, the analysis of large
document corpora requires appropriate automated methods for text mining and
analysis that are able to take into account the redundant and predictable nature of
formalized discourse.
Methods: We use a combination of semantic network analysis and network centrality
measures to overcome these particular challenges and to explore the dynamic
structural space of concepts in formalized documents pertaining to the recent financial
crisis.
Data: For our analyses, we collect the press releases of the European Central Bank
(ECB) and the United States’ Federal Reserve System (Fed) issued between 2006 and
2013 in order to examine their semantic networks before, during, and after the recent
financial crisis. Their press releases are notably impactful in their influence on other
financial institutions and society at large, especially during times of financial volatility.
Results: The structural space created from joint centrality metrics reveals salient shifts
in the discursive practices of the ECB and Fed. In particular, the Fed exhibits greater
attentiveness to the financial crisis especially during the crisis itself, while the ECB’s
attention is delayed and increasing steadily. Furthermore, we show both the Fed’s and
the ECB’s discourse transitioning into a new “hybrid” state, rather than returning to the
pre-crisis status quo.
Conclusions: Examining the semantic networks of organizational text documents, we
find that our analytic approach reveals important discursive shifts, which would not
have been discovered under traditional text-analytic approaches. We demonstrate the
utility of this approach in investigating large text corpora of organizational discourse,
and we anticipate our methods to be comparably valuable in the analysis of a large
spectrum of formal and informal discourse.
Keywords: Text; Semantic networks; Centrality; Discourse; Structural space; Financial
crisis
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Introduction
The increasing availability of online textual information opens new venues for large-scale
research into organizational discourse and vocabulary shifts of organizations [1]. In par-
ticular, numerous text documents regarding organizational activities and objectives are
generated daily across the world. However, large corpora of such text documents are
difficult to analyze without proper methods which are in part automated.
Another research challenge is that organizational documents are often manifesta-
tions of highly formalized discourse, which leads to redundant, structured, and even
predictable [2] language use. Discourse “acts as a powerful ordering force in [and by] orga-
nizations” [3] because meaning is negotiated in organizations, and these meanings shape
organizational practices [4], as well as the external presentation of organizations. As a
carrier of power, language—commonly labeled as discourse—has the ability to order and
constitute the social world [3]. By content and structure, discourse signals consequential
information to other organizations and society in general. Its timely analysis may be cru-
cial in order to understand the dynamic character of such signals, yet this analysis is often
challenging. The approach employed in this study has been designed to deal with complex
semantic networks generated from large text corpora of formal organizational discourse
(i.e., press releases). More precisely, the method assesses dynamic discursive shifts in
complex semantic networks, highlighting the crucial distinction between connective and
popular concepts.
Different approaches to text analysis include information retrieval, lexical analysis to
study word frequency distributions, pattern recognition, tagging/annotation, informa-
tion extraction, and data mining techniques. Direct text-analytic methods such as word
frequencies and term frequency-inverse document frequency (tf-idf ) scores are limited
in the subtlety of their inferences, revealing an incomplete picture of the discursive
dynamics within the text. Without intending to minimize the utility and effectiveness of
other text-analytical approaches, we propose that semantic network analysis becomes an
invaluable and time-efficient tool for exposing subtle patterns of large text corpora. In
this paper, we employ semantic network analysis to dissect organizational discourse in a
structured manner. Specifically, we demonstrate how this approach reveals key aspects
of the relations between words within as well as across documents and ultimately global
shifts in organizational discourse above and beyond what direct text analysis would
reveal.
Semantic network analysis is one of the areas of research that has gained popularity
in recent years. This type of analysis maps networks of concepts (i.e., a concept being
a word or multiple words) in the form of networks of meaning. Successful application
of semantic network analysis to a variety of corpora addressing a multitude of contexts
attests to the flexibility and adaptability of this method. A few examples can be found in
the works of Leydesdorff andWelbers on co-words in context [5]; Doerfel and Barnett on
the structure of the International Communication Association (ICA) [6]; Shim, Park, and
Wilding on nuclear energy policy frames [7]; Danowski on mapping publics of a business
[8]; Carley and Kaufer on symbols and symbolic activity [9]; Grebitus and Bruhn on the
perception of food quality [10]; Kleinnijenhuis, Hoof, Oegema, and Ridder on the effects
of news on voting [11]; Kim on Internet discourses of Korean supporters of Hwang Woo
Suk [12]; Leydesdorff and Hellsten on the role of language in tracking the way stem cell
research is represented in various contexts [13]; Leydesdorff and Hellsten on metaphors
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and diaphors in scientific controversies [14]; and Nerghes, Hellsten, and Groenewegen on
the evolution of metaphor families in media reports [15].
Although language can be suitably represented as a network of co-occurring words
[16], semantic networks are often large and complex and exhibit highly intricate net-
work structures [17–19]. Some posit these networks to exhibit stylized topologies such
as small-world or scale-free [16, 18–21]. Semantic networks provide insights into how
language serves as a framework for representing and communicating information. The
complexity of large semantic networks arises not only from the size of the corpora but
also from an array of global and local features, which in turn emerge from the structure
of links between the concepts.
Secondly, our paper applies an approach for assessing dynamic shifts in formal dis-
course through the structural positions of semantic network nodes. The structural space
method, introduced in earlier work [15, 22–24], combines two classic social network
analysis structural measures degree (i.e., popularity) and betweenness centrality (i.e., con-
nectivity) of concepts to create four structural roles for network nodes. The idea of
structural roles in semantic networks is analogous to developments in social networks
in which various approaches have been explored over the years. Examples are structural
holes [25], equivalence [26–29], blockmodels [30, 31], and role structure [32] which have
distinct functions in social theories of structure. However, the identification of structural
roles through the combination of structural measures has not been widely explored in
semantic networks yet. One such effort comes from Carley and Kaufer [9], which com-
bines density, conductivity, and consensus to explore connectivity in semantic networks.
A recent study [7] examines structural roles of concepts alternatively using raw central-
ity measures. The paper of Huang, Lv, Zhang, Yang, Zheng, and Wen [33] proposes a
combination of three strongly correlated social network analysis (SNA) metrics (degree,
ego-betweenness centrality, and eigenvector centrality) to evaluate only those top-ranked
nodes (core nodes and bridge nodes) in undirected binary networks. The distinctive fea-
ture of our approach is the identification of four structural roles based on the combination
of two structural measures, and thus, it is not merely focused on node popularity.
The corpora used in this study comprises the press releases issued by the European
Central Bank (henceforth ECB) and the United States’ Federal Reserve System (hence-
forth Fed) between 2006 and 2013. The ECB and the Fed determine the monetary policy
for two of the world’s largest currency areas. Established by the Treaty of Amsterdam in
1 June 1998 [34], the ECB is the formal successor of the European Monetary Institute. As
one of the seven institutions of the European Union, the ECB is the central bank for the
euro and administers the monetary policy of the 17 EU member states (using the euro),
which constitute the Eurozone.
The ECB distributes large volumes of information (e.g., press releases, policy delibera-
tions, public speeches, and annual reports) as one of their key policy tools. Because the
ECB’s only formal instrument, through which they can exert an (indirect) effect on asset
prices (of key importance to the economy), is the overnight interest rate, their communi-
cations become a powerful tool. These can impact developments in the financial markets
[35–38] and directly influence private sector expectations and are used to signal interest
rate changes [39, 40]. The communications of the ECB also increase the predictability of
interest rate decisions [41], being generally considered trustworthy and understandable
by the public [42].
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The Fed has a longer history than that of the ECB. Its establishment on December 23,
1913, was a response to a series of financial panics, particularly the panic of 1907. The
duties of the modern Fed include conducting the nation’s monetary policy, supervising
and regulating banking institutions, maintaining the stability of the financial system, and
providing financial services to depository institutions, the U.S. government, and foreign
official institutions [43]. Among the central banks, the Fed has a unique structure due to
a mix of private and public elements which serve the interests of the general public and
the interests of private bankers.
Just as in the case of the ECB communications, the Fed’s communications contain useful
information about futuremonetary policy [44]. Studies have found that the Fed communi-
cationsmoved financial markets in the intended direction and that these communications
are even more relevant to the markets during financial turmoil [45].
Although the two organizations serve similar roles in their respective economies, one
study suggests that the ECB has moved its policy rate much less frequently than the Fed
and that their interest rate behavior was rather different [46]. However, both organizations
have had to face the effects of the recent financial crisis.
Many studies investigating central bank communications have at least three findings
in common: (1) central bank communications regarding economic projections and mon-
etary policy developments have significant impacts on the financial markets, (2) these
effects are even greater when the communication channel is more formal, and (3) the
more prominent the position of the communicator, the stronger the financial market
reaction [38, 47, 48] (Reinhart, Vincent and Brian Sack. Grading the Federal Open Mar-
ket Committee’s Communications 2006. Unpublished). As such, the communications of
central banks are of great importance in times of market volatility and financial crises.
In this paper, we apply semi-automated text analysis (semantic network analysis) to
unravel over time changes in formal discourses and thus contribute to insight in their
flexibility.
The remainder of this paper is organized as follows. In the following section, we
describe our data sets and the approach we are employing. The “Results” section presents
the results of our analyses, and the “Conclusion” section summarizes our overall findings
and discusses the benefits and limitations of our approach.
Data andmethods
For this study, a total of 3010 press releases issued by the ECB (825 documents) and the
Fed (2185 documents) between January 2006 and December 2013 have been collected
from their web archives. For each organization, the collected press releases have been
divided into four time periods each spanning a period of 2 years. The aggregation of
data in these four periods was motivated by our aim of assessing the discursive shifts of
the ECB and Fed at the different phases of the financial crisis. The first subsample cov-
ers the period just prior to the financial crisis: January 2006 until December 2007. We
label this period pre-crisis. The second subsample (crisis) includes press releases issued
between January 2008 and December 2009. The third subsample contains press releases
issued between January 2010 and December 2011 and represents the post-crisis period.
Lastly, the fourth subsample includes press releases issued between January 2012 and
December 2013, further referred to as recovery. Table 1 presents a summary of the num-
ber of documents collected (D), the word counts (W ), and the sentence counts (S) for each
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Table 1 Press releases collected
ECB Fed
Documents Words Sentences Documents Words Sentences
Pre-crisis 184 59,544 2133 386 80,844 5104
Crisis 203 66,349 2286 786 140,959 7464
Post-crisis 210 70,914 2528 635 104,762 4869
Recovery 228 88,323 3274 425 93,662 4236∑
825 285,130 10,221 2232 420,227 21,673
μ(W/D) 343.88 12.32 193.53 10.09
organization and each period as well as summary statistics: sum of the counts () and the
words and sentences per document ratio averaged across the periods (i.e., μ(W/D) and
μ(S/D)).
We note some differences between the corpora of the Fed and ECB. In particular, the
Fed data contains a higher volume of text (i.e., total word count). However, the Fed’s
much higher document count translates to its press releases being smaller in word size
and sentence count than those of the ECB; the difference in word counts per docu-
ment between the two institutions is significant (p < 0.001 for a t-test and p < 0.05
for a Kolmogorov-Smirnov test). This points to a striking difference in the communica-
tion styles between the U.S. and European institutions and raises additional, interesting
questions and hypotheses about implications of these statistics which we leave for future
exploration.1 While the higher volume of the Fed data is expected to confer larger seman-
tic networks of prominent concepts, we expect the relationship to be more nuanced than
a mere function of word count given the complex structure of language.
In this paper, we use semi-automated coding of concepts to be included in the semantic
networks [8, 9, 49]. Each of the data samples (pre-crisis, crisis, post-crisis, and recovery) has
been pre-processed with AutoMap [50]. The pre-processing removed all the noise words
(e.g., numbers as words, verbs, and single letters) in the data and prepared it for the gener-
ation of semantic networks. A total of eight semantic networks (one for each organization
for the four phases of the crisis) were generated using the software (see Table 2 for the
descriptive statistics of each network). The generation of networks is based on Carley’s
approach to coding texts as cognitive maps [51] and Danowski’s approach to proximity
analysis [52].
Semantic networks translate text into networks of concepts and the links between them,
in which a concept may be a word or a phrase (i.e., n-gram) [53]. The links between con-
cepts are based on co-occurrence. For example, if two words co-occur within the specified
window size, a link (or semantic network edge) will be formed. The window size deter-
mines the range of text words in which connections will be made between words within
Table 2 Descriptive statistics of each semantic network generateda
ECB Fed
Measure Pre- Cri- Post- Rec- Pre- Cri- Post- Rec-
Node count (n) 580 627 648 755 827 1009 886 860
Sum of links 113,389 131,326 159,091 199,352 178,782 345,885 250,854 260,873
Density 0.205 0.201 0.216 0.191 0.147 0.155 0.152 0.150
Pre- pre-crisis, Cri- crisis, Post- post-crisis, Rec- recovery
aEach network is undirected, symmetric, and valued; only nodes with frequencies ≥10 have been included in the networks
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the window [54]. The window size used for this study was one sentence. The value of
strength for each link is determined by the frequency of co-occurrence [55].
As mentioned above, a concept in our semantic networks can be a single word or an
n-gram. N-grams are coded by replacing the spaces between words with an underscore
[50]. An example of such a conversion is “interest rate” being coded as “interest_rate”.
This procedure helps us identify the most common multi-word expressions used in text
documents. Thus, when we refer to key concepts, we refer to single words as well as
n-grams.
In Table 2, some summary statistics of the generated semantic networks are reported.
The sum of links is the sum of all the values of the weighted edges/links, while the
(unweighted) density expresses the proportion of non-zero (or non-null) edges to the
count of possible edges in the undirected semantic network (i.e., n/(n(n − 1))). These
descriptive statistics show that even after employing a frequency threshold (≥10) the
resulting networks are complex and relatively dense with high link counts.2 Again, the
statistics reveal some striking differences between the two institutions, this time in their
semantic networks. The node counts and edge weight sums increase monotonically over
the periods (i.e., time) for the ECB, while these exhibit distinct peaks at the crisis period
for the Fed. This finding is congruent with the knowledge that the United States econ-
omy was both the source of and most affected by the financial crisis. That is, we expect
more activity in the Fed press releases than in the ECB’s during the crisis period. In fact,
the ratio of the node and edge weights during the crisis against the averages across the
periods is below 1.0 for the ECB and above 1.0 for the Fed.
The higher link weights yet lower, unweighted density of the Fed (compared to those
of the ECB) appear contradictory. However, this finding indicates a higher repetition of
concept co-occurrences but proportionally fewer unique dyads (i.e., pairs of linked con-
cepts) in the Fed corpora. Whether this is due to differences in language use or policy
aims between the institutions remains a research question worth exploring.
Interestingly, we find that the node counts are best predicted (statistically) by the sen-
tence counts in Table 1 more so than the document or word counts which leads to a
hypothesis about the structure of the language in our corpora: that unique concepts arise
out of distinct sentences rather than other textual boundaries. The adjusted R2 for nodes
predicted separately by documents, words, and sentences are, respectively, 0.85, 0.87,
and 0.91.
The combination of the complexity of these networks and the formal character of
the documents from which they have been extracted poses a challenge for the analyst.
To overcome this challenge, we propose using a structural space approach that consid-
ers total degree centrality and betweenness centrality of concepts in semantic networks,
concurrently.
Centrality in networks
Even after decades of social network research, the current thinking about network cen-
trality is still mostly defined by the work of Freeman [56] and Bonacich [57]. In 1977,
Freeman developed a set of centrality measures based on betweenness [58]. In a follow-up
article 2 years later, Freeman [56] elaborates on three concepts of centrality in a social net-
work, which have since been further developed into degree centrality, closeness centrality,
and betweenness centrality. The fourth commonly used measure, eigenvector centrality,
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was popularized by Bonacich [57] and is based on previous graph-theoretical research
[59, 60]. We now define and briefly elaborate on (total) degree centrality and betweenness
centrality, the focal measures in this paper. Increasing interest in network centrality has
been spurred by the growth of research on large-scale networks such as the hyperlinks of
the worldwide web [61] and other online networks.
Total degree centrality
Total degree centrality is one of the most commonly used centrality measures in social
network analysis [62]. The degree centrality of a node in a network reflects the number of
other nodes incident to the focal node [56] (or, in the case of weighted networks, the sum
of the weights of all the incident links) and thus measures the involvement of a node in its
local network. Nodes with low total degree centrality are potentially more peripheral to
the network [63] unless they are connected to popular others. In semantic networks, total
degree centrality may represent the “importance” of a concept or its key concept status. A
key concept with high degree centrality is able to activate many other key concepts; thus,
it functions as a hot topic’s central key concept [54]. Using only the local structure to cal-
culate the degree centrality of a node, this measure alone does not take into consideration
the position of the concept within the global structure of the network. Still, the distribu-
tion of network statistics, such as node centrality and even node and edge counts, can be
an indication of global network properties [61, 64]. In this paper, we employ the weighted
version of total degree centrality.
Concept frequency is arguably a more parsimonious metric than popularity (i.e., total
degree centrality). However, since we are interested in the semantic structure, focusing
on popularity over frequency is appropriate. While frequency alone would reveal some
of the key concepts, the semantic linkages (such structures surrounding connective con-
cepts) would remain obscured. Still, a naïve Pearson correlation between the two metrics
(weighted degree centrality and frequency) is high (ECB r ≈ 0.77; Fed r ≈ 0.92) for both
organizations and across all of the periods. A closer inspection reveals significant variance
in their relationship and that a log-linear association emerges but only for those concepts
having higher than average frequency and degree. In fact, given the heavy positive skew-
ness of weighted degree centrality distributions (i.e., many low values), we inspect a log + 1
transformation of degree centrality which reveals more comparable correlations: ≈0.71
and ≈0.77 for the ECB and Fed, respectively. The ranked correlations (i.e., Kendall’s τ )
are even lower (≈0.55 and ≈0.70, respectively); thus, using concept frequency in lieu of
weighted degree centrality would reveal only a semi-structural space, having non-trivially
different interpretations than the space we employ in this paper.
Betweenness centrality
Betweenness centrality (CB) is the sum of the proportions of the shortest paths a node







where σs,t indicates the count of shortest paths between nodes s and t. For weighted
betweenness, the shortest paths are computed using the inverse of the edge weight
since heavier edges should warrant greater flow (and hence higher betweenness). We
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employ this inversion as most of the edges between concepts are valued (i.e., weighted).
More broadly, betweenness centrality represents the frequency with which a particu-
lar node is on the geodesic path between any other two nodes in the network [8].
As such, betweenness centrality captures one aspect of a node’s position in the graph,
thus taking into account the global structure of the network. The effectiveness of this
measure is limited by the extent of connectedness in the network. That is, if a net-
work contains many disconnected components, betweenness centrality becomes less of
a global measure. However, this is not an issue with our semantic networks because
each constitutes a single component. The betweenness centrality of a concept within
a semantic network is a direct indicator of its influence [55, 65, 66]. A key concept
with high betweenness centrality controls access to other key concepts in the network
[10, 62, 67, 68] and thus serves as a gatekeeper between different domains [69]. For
semantic networks, it is presumed that a node with high betweenness centrality has a
higher likelihood to become activated or activate connections across domains (or topic
communities).
Structural roles
By combining popularity and connectivity of concepts in semantic networks, we expect
to capture emerging topics within the texts and subtle shifts in formal discourse through
the classification of nodes according to their structural roles.
Because the discourses of the Fed and the ECB are highly formal and the resulting
networks are complex, looking separately at (1) the top most frequent concepts, (2) the
top most central concepts (see example in Table 3), or (3) concepts having the highest
betweenness centrality (see example in Table 4) will not be very informative.3 These top
concepts are very similar across the four periods for both organizations and constitute
the core issues under discussion.
In order to explore both in-depth and orthogonally informative dimensions of the ECB
and the Fed discourses, we characterize these discourses using two distinct measures,
building on the manner in which popular and connecting concepts play different roles in
the structure and dynamics of semantic networks. Combining the popularity (i.e., total
degree centrality) and connectivity (i.e., betweenness centrality) dimensions allows for
the identification of four structural roles. This combination positions the concepts within
this structural role space.
Table 3 Concepts with the highest total degree centrality in each ECB network
Pre-crisis Crisis Post-crisis Recovery
Concept Deg. Concept Deg. Concept Deg. Concept Deg.
ECB 8200 ECB 9800 ECB 11,300 ECB 12,700
European 5600 Market 6200 Financial 6900 Bank 10,400
EU 5200 Central bank 6200 Euro area 6300 European 9400
System 4900 Eurosystem 5900 Market 6200 Financial 8200
Eurosystem 4700 EU 5500 Bank 6000 Include 7500
Euro area 4600 Euro area 5200 Include 5900 Market 7400
Central bank 4500 Operate 4800 System 5800 Monetary 7300
Include 4500 National 4500 EU 5800 EU 7200
Market 4300 Include 4200 Central bank 5300 Central bank 6900
Operate 4000 Increase 4100 Economic 5200 Euro area 6900
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Table 4 Concepts with the highest total betweenness centrality in each Fed network
Pre-crisis Crisis Post-crisis Recovery
Concept Deg. Concept Deg. Concept Deg. Concept Deg.
Bank 77,942 Fed 250,152 Bank 4,767,507 Bank 106,529
Fed 25,589 Bank 232,961 Fed 2,242,646 Capital 89,368
Rate 24,073 Loan 96,151 Credit 1,273,791 Fed 89,311
Financial 20,868 Credit 73,132 Financial 1,244,069 Financial 59,273
Agency 12,662 Financial 41,794 Loan 675,665 Committee 48,583
President 10,151 Capital 33,451 Agency 552,549 Credit 41,855
Credit 9809 Market 27,397 Institution 452,635 Agency 39,651
Institution 8804 Agency 26,388 Rate 422,863 Loan 32,514
Board 6860 Institution 21,378 Consumer 422,569 Institution 17,825
Loan 6730 Rate 15,927 Mortgage 364,074 Rate 16,707
Correlations among centrality and text-analytic measures
While high correlations among measures can be used to identify obviously important
network nodes (e.g., Huang et al. [33]), our structural space approach would be limited
if degree and betweenness centralities in semantic networks (including our own) were
highly correlated and it would fail to identify subtle roles of network nodes.
Research on correlations between degree and centrality measures in empirical networks
and well-known topologies is mixed. Li et al. [70] find moderate Pearson correlations
between degree and betweenness centralities (average ≈ 0.6) in real-world networks
and significant overlap in top node memberships (for nodes ranked by each degree and
betweenness centrality) in Erdo˝s-Rényi (ER) networks [71] and scale-free (SF) networks
[61] (>0.95). However, this finding is limited as their simulated networks were of one size
and specific densities. Also, Pearson correlations can be misleading as they can be heavily
influenced by outliers (e.g., a single node having extremely high betweenness and degree
centralities). Lee and Pfeffer [72] show that while ER, Watts-Strogatz (WS) small world
networks [73], and SF networks display high average Pearson correlations (for degree and
betweenness centralities) across a range of network sizes and densities, these correlations
can be poor for networks with low densities or high centralization; these characteristics
are found in many empirical networks.
Thus, while correlations between centrality metrics require further investigation, it is
fair to argue that highly correlated degree and betweenness centrality metrics would have
major implications on their joint interpretation. The semantic networks explored in this
particular study exhibit only moderate correlations between degree and betweenness cen-
trality (Kendall’s τ ≤ 0.51) as shown in column DB of Table 5.4 Thus, these measures
are distinct, yet conceptually related, and can be jointly used to reveal distinct structural
roles.
Table 5 Average correlations among text-analytic and semantic network measures
FT DF BF DT BT DB
ECB 0.704 0.553 0.496 0.383 0.391 0.517
(0.059) (0.025) (0.016) (0.031) (0.021) (0.045)
Fed 0.867 0.709 0.472 0.679 0.477 0.422
(0.024) (0.023) (0.026) (0.033) (0.024) (0.009)
F frequency, T tf-idf, D degree centrality, B betweenness centrality
These correlations are averaged across the four periods. The standard deviations appears just below the averages
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One might consider the use of direct text-analytic metrics such as frequency of words
(or in our case, frequency of concepts) and the term frequency-inverse document fre-
quency (tf-idf ) score.5 In Table 5, we also report average Kendall’s τ -rank correlation
coefficients among concept frequency, tf-idf, and the two centrality measures; the cor-
relations are averaged across the four periods for each of the data sets. The correlations
between either text-analytic measure and the centrality measures are modest, indicating
that the network measures are not substitutable (with text-analytic measures). In fact, the
two text-analytic measures exhibit the highest correlations (within each data set) and are
more substitutable for one another than for the networkmeasures. So, while a direct anal-
ysis through frequency counts or tf-idf values of the documents issued by the ECB and the
Fed could potentially reveal noteworthy findings, we argue that semantic network analy-
sis adds a new dimension to this text analysis by revealing deeper insights into discursive
structures.
In order to connect the concepts with these structural roles, each concept in the net-
work has been ranked based on its total degree centrality (CD) and its betweenness
centrality (CB). For these rankings, we first consider the set of unique, unordered values
X derived from some vector (or bag) of measures Xb. The order set of X is then:
Xordered = {x1, . . . , xn|xi ∈ X; n = |X|; x1 < · · · < xn}
where n is the number of unique measure values. We also define an index set J such
that xorderedj |j ∈ J is the jth element of ordered set Xordered. We now have a bijection
Xordered → Xrank. For degree centrality, we replace Xb with the degree centrality measures
CD and obtain Xordered which contains the unique, ordered degree centralities. For each
node i, CD(i), we obtain the degree centrality rank CrankD (i):





The rankings are rescaled (hence normalized) to the [0,100] interval so that we can easily
compare rankings across semantic networks. The rankings for betweenness centrality are
obtained in a similar fashion (i.e., using CB for Xb).
In simpler terms, we rank the total degree centrality and betweenness centrality scores
for the concepts from each time period network into a normalized range between 0 and
100. Ranking was employed because (a) the networks are of different sizes and densities
(hence, we want to be able compare across time periods) and (b) using the raw centrality
scores produces less compelling and readable visualizations due to high skewness of the
centrality distributions.6
We highlight the four structural roles as four quadrants of the four structural space in
Fig. 1. The Globally Central (GC) role includes concepts with high degree centrality and
high betweenness centrality (high values of CrankD × CrankB ), where CrankD and CrankB are the
normalized rankings of total degree centrality and betweenness centrality, respectively. A
GC concept is a central key concept of a hot topic because not only is it highly connected
to other concepts (i.e., popular) but it also serves as a bridge between different parts of
the network (i.e., connective).
The Locally Central (LC) role contains concepts with high degree centrality and low
betweenness centrality (high values ofCrankD ×(100−CrankB )). LC concepts are very popular
concepts that do not have a strongly connective role. In other words, an LC concept is the
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Fig. 1 The four quadrants of the structural space
central key concept of a local hot topic because it is highly connected but does not serve
as a bridge in the network.
The Gatekeeper (G) role incorporates concepts with low degree centrality and high
betweenness centrality (high values of (100 − CrankD ) × CrankB ). These types of concepts
are highly connective concepts that aren’t very popular. A G concept is influential in the
network because, although it is not highly connected, it acts as a bridge in the network,
linking different themes or topics. Such a concept can mark the emergence of merging
themes.
Lastly, the Marginal (M) role includes concepts with low degree centrality and low
betweenness centrality (high values of (100−CrankD )× (100−CrankB )). M concepts are nei-
ther popular nor connective but retain the potential to become emergent concepts and
transition into other roles.
Figure 2 illustrates a scatterplot layout example for the four structural roles described
above using empirical centrality ranks from one of our subsamples. The darker the red
shade of the nodes, the higher embedded these nodes are in the region of the specific
structural role.
Alternatively, the structural role scores could have been computed by simply adding
the total degree centrality and betweenness centrality score components (i.e., the multi-
plicands). However, this addition produces inaccurate role mappings. For example, GC
concepts become classified also as G due to their high betweenness centrality irrespec-
tive of their high total degree centrality. Similarly, M concepts can appear as Gatekeepers
due to their extremely low total degree centrality. We find multiplication of the role
components to parsimoniously produce distinct role assignments.
After identifying the four roles and the nodes that belong to each role, additional visual
dimensions can be added by sizing, shaping, and/or coloring the nodes based on other
measures. This approach provides other ways to explore each role individually or the
structural space as a whole in terms of distinct or subtle patterns. For example, other
network metrics may expose other types of structural roles.
While, in semantic networks, total degree centrality represents the popularity of a
concept and betweenness centrality represents the links between two different thematic
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Fig. 2 Example of structural roles
areas, the combination of these two measures has the potential to uncover more subtle
structural properties of concepts and thus a set of changes in discourse over time.
Results
Structural roles
For the purposes of this article, we will focus our structural space analysis on a set of
selected key concepts within the discourses of the ECB and the Fed and the dynamics of
these concepts across four stages of the financial crisis. As presented in Table 6, the first
set of concepts have been selected because they reflect the main objectives of the ECB
[34] and the Fed [74]. The second set of concepts has been included in the analysis to rep-
resent crisis-oriented terminology. While six of the crisis-oriented concepts are similar
for both organizations, the other four represent financial instruments employed by the
ECB and the Fed during the different stages of the crisis. Below, we describe the acronyms
in Table 6:
• Longer Term Refinancing Operations (LTRO) provide additional, longer term
refinancing to the financial sector;
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Table 6 Selected key concepts
ECB Fed
Main objectives













• Main Refinancing Operations (MRO) serve to drive short-term interest rates, to
manage the liquidity situation, and to signal the monetary policy stance in the euro
area;
• Term Asset-Backed Securities Loan Facility (TALF) was created in 2008 to
accommodate the credit needs of consumers and small businesses by facilitating the
issuance of asset-backed securities collateralized by loans such as student loans, auto
loans, credit card loans, commercial mortgages, and loans guaranteed by the Small
Business Administration;
• Term Securities Lending Facility (TSLF) is a special lending facility set up by the
Federal Reserve in 2008 to loan Treasury securities to primary dealers for 28 days.
We will begin by reporting our findings for each organization separately by highlight-
ing the observed variations in discourse as it develops across the different phas es of the
financial crisis.
First, in Figs. 3, 4, 5, 6, 7, 8, 9, and 10, we plot the structural space positions of all the
ECB concepts (with a raw frequency ≥ 10) in the semantic networks of the ECB later
followed by those of the Fed. We highlight the selected key concepts by labeling them in
the structural space, and we add another visual dimension by coloring the nodes based
on their raw frequencies of occurrence in the text data. The color spectrum ranges from
dark blue (low frequency) to dark red (high frequency).
We also display edges among the focal concepts, that is, the subgraph induced by the
node set comprising these concepts. The edges are visually weighted and represent the
count of co-occurrences (within the one-sentence window) between these focal nodes.
We note that these edges do not represent the total activity of the focal concepts but
just the activity among themselves (for presentation purposes). Finally, at the top of each
graph, we report (1) the number of considered nodes n (i.e., having a raw frequency≥ 10),
(2) the number of distinct edges of the subgraph of key concepts |E|, and (3) the sum of
the edge weights of that subgraph w.
ECB
Figure 3 shows that even in the pre-crisis period, before the end of 2007, crisis-oriented
key concepts are present in the ECB discourse, some of them having relatively high total
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Fig. 3 Structural space of the ECB pre-crisis semantic network
degree centrality (i.e., “MRO” and “risk”) and being connected to the main objectives of
the ECB. The GC position of “risk” as well as the “on-the-fence” position of “MRO” (which
borders the LC and the M quadrants) could indicate that some of the ECB’s attention
was focused on the emerging financial crisis before the end of 2007. We also observe that
unlike “interest_rate” and “stability,” which are highly ranked GC concepts, “growth” (one
of the ECB’s main objectives) is a highly ranked LC concept. This indicates that, during
the pre-crisis period, “growth” was a popular concept but not a very connective one.
Fig. 4 Structural space of the ECB crisis semantic network
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Fig. 5 Structural space of the ECB post-crisis semantic network
In the crisis period (see Fig. 4), most of the crisis-related key concepts are becoming
more prominent. Concepts such as “inflation,” “loan,” “MRO,” and “debt” are ranked
higher in total degree centrality and in betweenness centrality than in the previous period,
suggesting they became more central and connective of different domains in the dis-
course of the ECB during the crisis period. At the same time, the betweenness and degree
centralities of “interest rate” and “stability” noticeably decrease, suggesting once again
that the main objectives of the ECB lose rhetorical ground against the full-blown finan-
cial crisis. The concept “risk” is even higher ranked in the GC category during the crisis
Fig. 6 Structural space of the ECB recovery semantic network
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Fig. 7 Structural space of the Fed pre-crisis semantic network
becoming one of the “hottest” topics of the ECB discourse. We also observe the emer-
gence of “LTRO,” a concept that was not present in the pre-crisis period. “LTRO” enters
the discourse of the ECB as a very highly ranked G concept, indicating that it connected
disparate topics during the crisis. The link weights also increase in the crisis period, high-
lighting the increased co-activity among these concepts in the ECB press releases during
this period. An interesting finding is that “crisis” remains a marginal concept during the
crisis period. The similar marginal position of “crisis” during the pre-crisis as well as the
Fig. 8 Structural space of the Fed crisis semantic network
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Fig. 9 Structural space of the Fed post-crisis semantic network
crisis period raises questions regarding the discursive practices employed by the ECB.
Had the ECB avoided the use of such concepts to avoid creating panic among stakehold-
ers? Or had the ECB denied or ignored the existence of the crisis? Or did they perhaps
use less value-laden concepts?
Figure 5 plots the structural space of the post-crisis semantic network, showing all the
main objectives of the ECB in the GC quadrant. While in the pre-crisis, only two of
the main objectives were in GC positions and in the crisis period the centrality of these
two concepts decreased, in the post-crisis period, all the three main objectives return to
being globally central, GC. At the same time, we observe that the betweenness centrality
Fig. 10 Structural space of the Fed recovery semantic network
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of “crisis” increases, while the betweenness of “debt” and “inflation” decreases signifi-
cantly. These positional changes suggest that the shift in the ECB discourse could be at
least partly explained by its struggle to deal with the aftermath of the crisis, while at the
same time refocusing on its core objectives. The link weights show increased activity for
“LTRO,” “MRO,” and “refinancing,” lending further evidence to the ECB’s resumed focus
on the aftermath of the crisis.
Figure 6 plots the structural space of the recovery semantic network, revealing signif-
icant changes in the discourse of the ECB beyond the crisis. Compared to the previous
period, “interest_rate” is now an LC concept. This concept, signifying one of the main
objectives of the ECB, maintained a GC position in all the three previous periods ana-
lyzed. While “LTRO” suffers a drastic decrease in betweenness centrality (becoming an
M concept), “MRO” and “refinancing” become G concepts. We also note the positional
change of “loan,” moving from the LC quadrant to the GC quadrant. Based on all these
structural changes, we argue that the recovery period exhibits a clear shift towards a dis-
course directed at dealing with the aftermath of the crisis. By assessing the width of
the links, we see that the positional changes described above are also reflected in the
co-occurrence levels. While “MRO” and “refinancing” show increased activity, “LTRO”
co-occurs less often with the other key concepts.
As for the graph-level statistics, we observe that the count of nodes (i.e., n, the count
of non-infrequent concepts) increases almost exactly linearly to the word counts of non-
noise words in the collected documents for each period. These word counts are 28,155;
30,991; 33,538; and 42,892 (from pre-crisis through recovery), and the correlation is 0.997.
However, the activity in the focal concept subgraph does not follow suit. Specifically, the
edge count increases initially and then stabilizes at ∼ 53, and the sum of edge weights
peaks at post-crisis and then decreases. We surmise that the ECB discourse becomes
expansive with the inclusion of additional topics (not identified in this paper). Hence, a
naïve analysis using simple, relative frequencies of these key concepts would only dimin-
ish their importance. On the other hand, our structural role analysis reveals that some of
the concepts associated with the ECB’s objectives (here, “stability” and “growth”) in fact
remain prominent.
Fed
In Fig. 7, we see that, in the pre-crisis period for the Fed data, 8 of the 13 selected key con-
cepts are present. Interestingly, two of the Fed’s main objectives are marginal concepts,
thus having low popularity and low connectivity. The third concept representing the Fed’s
main objectives, “stable_price,” is a popular concept (LC concept) during the pre-crisis,
but it does not serve as a bridge between other topics discussed. The three highest ranked
GC concepts in this period are “inflation,” “loan,” and “risk,” concepts that we catego-
rized as crisis-oriented terminology. With “risk” being the highest ranked concept for this
period and with the M and LC positions of the three main objectives of the Fed, we can
conclude that the Fed’s discourse is not focused on their main objectives but on what
appears to be the initial signs of the financial crisis.
In the crisis period (see Fig. 8), 12 of the 13 selected key concepts are present. Similar
to the previous period analyzed, not all of the main objectives of the Fed are present,
and while “employment” maintains its marginal position, “stable_price” moves from the
LC quadrant into the GC quadrant, becoming a more popular and a more connective
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concept during this period. Unlike the pre-crisis period which had “risk” as the top GC
concept, in the crisis period, the highest ranked GC concept is “loan” (a concept that was
already a GC concept in the pre-crisis period). We also observe that “Term Asset-Backed
Securities Loan Facility” (TALF) and “Term Securities Lending Facility” (TSLF) enter the
discourse of the Fed, with “TALF” being a highly popular and connective concept, while
“TSLF” is mostly a popular concept. The crisis period clearly reveals the discourse of the
Fed focusing on the events of the financial crisis, while at the same time being focused
on maintaining price stability. Just as in the pre-crisis period, “unemployment,” the fourth
main objective of the Fed, is not present. Based on the node count (n) of the crisis and the
pre-crisis periods, we can conclude that the Fed’s discourse expands in the crisis period.
In other words, the Fed has been using more unique concepts than in the previous period.
This period also exhibits the most subgraph activity (
∑
w), indicating the increased co-
occurrence of these concepts.
Figure 9 depicts the post-crisis period in which 12 of the key concepts are present.
During this period, we note that all four of the Fed’s main objectives are present, with
“employment” shifting from its M position to a GC position. Also, while “stable_price”
becomes an even more popular concept, “unemployment” enters the discourse of the Fed
directly as a popular concept (LC). It is also worth mentioning the new position of “crisis,
” an emerging concept in the crisis period, which has now become a connective concept
(G). The degree centrality and betweenness centrality of “TALF” decrease, placing this
concept into the M quadrant.
The recovery period presented in Fig. 10 reveals all four main objectives of the Fed
as popular but not connective (LC) concepts, while the three prominent GC concepts
(“loan,” “risk,” and “inflation”) are all crisis-related terms. Based on these findings, we can
argue that while the Fed’s focus was shifting towards their main objectives, the aftermath
of the crisis was still evident in their discourse.
The graph-level statistics for the Fed also reveal an interesting trajectory. While the cri-
sis semantic network has the highest node count (n) and the highest subgraph activity
(
∑
w), the post-crisis network shows the highest number of links (|E|) between the focal
concepts. In contrast with our findings for the ECB, where the expansion of their dis-
course happens gradually over the four periods, the Fed’s discourse expands during the
crisis period but contracts in the following periods. In other words, while the ECB’s use
of unique concepts grows throughout the four different stages, the Fed’s use of unique
words expands rapidly between the pre-crisis and the crisis and decreases thereafter.
This finding is also supported by the word counts of the pre-processed, cleaned text
documents (without noise words) which are 43,564; 72,919; 53,537; and 50,286 (from
pre-crisis through recovery). The overall Pearson correlation between word counts and
concept-node counts here is also high and significant, r = 0.85.
MRQAP
As the last part of our analysis, and in light of the findings above, we performed Quadratic
Assignment Procedure (QAP) correlations and multiple regressions (MRQAP). These
methods compare one or more networks using edges and their weights as data points
while controlling for their dependencies such as autocorrelation within the network struc-
ture [75]. These methods have been widely used in social network research [76–78]
and also applied to research in knowledge and semantic networks [79–81]. This type of
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analysis is appropriate for our networks because we are using valued data, and we can
characterize each of the four periods as a function of its previous periods for each of the
two organizations.
MRQAP is essentially multiple regression predicting the edge weights (including non-
edges) of one network from one or more other networks. Typically, the networks (both
the dependent and independent ones) are transformed into adjacency matrices, so they
contain edge weights as well as zeros for non-edges. These matrices are then elongated
into single vectors such that the positions in each vector correspond to the same matrix
cell positions. These vectors then serve as the dependent and independent variables in the
multiple regression, and an estimated regression coefficient (one for each predictor net-
work) indicates the extent to which an independent network’s edge (weights) contributes
to the corresponding edge weight in the dependent network.
While the regression coefficients from an MRQAP are identical to those of a least
squares regression, their significance scores (i.e., p values) are derived by comparing the
estimates against their null distributions obtained from applying the same regression
model to a large sample of permutations (m = 1000) of the node structure (i.e., node
relabelings) thereby controlling for autocorrelation [75]. For example, the inherent pop-
ularity of certain concepts is controlled for. The permutations of the predictor matrices
represent alternative “worlds” in which the structure remains the same but nodes have
been repeatedly re-assigned. The same applies to the computation of a QAP Pearson cor-
relation. The networks are first conformed by node count as the network sizes need to
be identical as required by standard regression. For this analysis, the semantic networks
of each organization have been conformed through intersection of the node sets, which
retains only nodes that are common to all the networks.
ECB
The Pearson correlations reported in Table 7 are moderate to high despite the complexity
of the four semantic networks.
Their patterns show what we would nominally expect: proximal time periods bear the
most resemblance while those farther apart differ the most. For example, the pre-crisis
network’s correlations diminish with more recent periods. Interestingly, the post-crisis
and recovery periods exhibit more similarity to one another than any other adjacent pairs
of periods, suggesting these periods are not as distinct as those other pairs and that
recovery was likely already underway during the post-crisis period. Because the pre-crisis
and recovery networks are the least similar, we can argue that the recovery network is a
transition phase in the ECB discourse towards a new, possibly hybrid, state and not a
resumption of the status quo of the pre-crisis period.
We are also interested in the extent to which the first three periods constitute the recov-
ery period. Conforming the four periods’ networks by the intersection of their common
nodes yields (n) 382 nodes per network. In Table 8, we show the results of the MRQAP
Table 7MRQAP correlations for the ECB semantic networks
Pre-crisis Crisis Post-crisis Recovery
Pre-crisis – 0.758* 0.697* 0.593*
Crisis – – 0.758* 0.627*
Post-crisis – – – 0.851*
*indicates significance at p < 0.001
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Table 8MRQAP coefficients for the ECB semantic networks
Dependent Intercept Pre-crisis Crisis Post-crisis
Recovery 0.361** 0.037* −0.071** 0.968**
Adj-R2 = 0.725
* p < 0.1, **p < 0.001
regression for predicting the recovery network from the earlier periods’ networks. As sug-
gested by correlations in Table 7, the post-crisis period is the most predictive of recovery.
Similarly, the pre-crisis period adds very little to the recovery period; however, the coeffi-
cient remains positive indicating a contribution to the similarity. On the other hand, the
negative (and significant) coefficient for crisis’ prediction on recovery indicates a slight
reversal in the semantic structure from that period. That is, semantic associations of high
prominence in crisis appear less prominently in recovery, controlling for the effects from
the other two periods. In other words, the ECB seemed more inclined to focus less on the
financial crisis and more on the subsequent recovery, an observation supported by the
shifts in the structural roles (Figs. 6, 7, 8, and 9).
In light of the findings of the structural space analysis and theMRQAP, we can conclude
that the recovery period is a different state in the discourse of the ECB. This new state
in their discourse exhibits elements characteristic to the post-crisis, moving further away
from the crisis period yet not reverting to the status quo of the pre-crisis period.
Fed
In Table 9, the correlations among the intersection-conformed Fed networks are reported.
The intersection node set size here is n = 356 nodes.
While the correlations are modestly lower here than for the ECB, their patterns
mirror those of the ECB correlations. Specifically, adjacent periods exhibit higher corre-
lations, and those pairs of periods with the greatest temporal distance have the lowest
correlations.
We again employ a full MRQAP model predicting the recovery period from the prior
three periods and report the coefficients in Table 10.
While the pattern of coefficients’ magnitudes and valences bears some resemblance to
that of the ECB MRQAP model, there are also some striking differences. The coefficient
for pre-crisis is higher here than it is for the ECB, indicating that the structure of language
(and hence the policy focus) in the recovery period does not depart as widely from pre-
crisis in the Fed data as it does for the ECB data. Conversely, the coefficient for crisis is
negatively higher here than for ECB indicating the language structure in the Fed recovery
period departs even more from crisis period language.
Multidimensional scaling
In Fig. 11, we display multidimensional scalings (MDS) in two dimensions for both the
ECB and Fed correlation matrices.7 The correlations were converted to distances via
Table 9MRQAP correlations for the Fed semantic networks
Pre-crisis Crisis Post-crisis Recovery
Pre-crisis – 0.624* 0.581* 0.499*
Crisis – – 0.756* 0.536*
Post-crisis – – – 0.745*
*indicates significance at p < 0.001
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Table 10MRQAP coefficients for the Fed semantic networks
Dependent Intercept Pre-crisis Crisis Post-crisis
Recovery 0.647* 0.336* −0.128* 0.817*
Adj-R2 =0.568
*p < 0.000
a 1 − r transformation where r is a period pairwise Pearson correlation. In MDS, an
eigen-decomposition reduces the dimensionality of a matrix of distances (in our case, the
extent of non-correlation) such that a pairwise distance between each pair of data points
in the reduced space (in our case, 2-D) is roughly proportional to the original distance
between the pair. Thus, distant points (or periods of the ECB and of the FED) in Fig. 11
indicate relatively lower correlation in their semantic networks than proximal period
points.
The arrows in the figure indicate the temporal progression from pre-crisis all the way
through recovery. The plotted axes have been aligned across subfigures to allow for com-
parison. The root mean squared errors between the original correlations (upper triangle)
and the Euclidean distances of the MDS coordinates are low (0.006 and 0.008 for the ECB
and Fed, respectively), indicating that two dimensions adequately capture the temporal
differences of the conformed networks and additional dimensions would not add to the
results.
The figures succinctly echo our analysis of the raw correlation matrices: that adjacent
periods bear the most similarity (i.e., are closest together in the MDS). Interestingly, the
trajectories for both the ECB and Fed are not merely straight lines departing from pre-
crisis, but instead, there is a curvilinear shape to them, which indicates the language
structure partly returning to the status quo. However, we can maintain our earlier asser-
tion that recovery is a new state given that the trajectories along one of the dimensional
axes (the x-axis) proceeds monotonically away from pre-crisis (for both the ECB and
the Fed discourses). Finally, the higher correlations of the ECB are reflected in the MDS
trajectories occupying a smaller area of the space.
Conclusion
The goals of the present article were three fold: (1) we sought to overcome two common
challenges in text analysis, namely the size of the text corpora and its formal character, (2)
Fig. 11 MDS of correlations
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we aimed to explore the benefits of the structural space dimensions, and (3) we wanted to
investigate how the discursive practices of the ECB and the Fed have been affected by the
recent financial crisis.
The structural space method employed by this study revealed substantial and imper-
ative shifts in the discourse of both the ECB and Fed, demonstrating that it could be a
valuable instrument for change detection in formal discourse. As demonstrated, focus-
ing on just the obvious most central concepts in formal discourse does not always reveal
the underlying and subtler shifts across the periods investigated. Formal organizational
discourse contains repetitive top key concepts, indicative of the obvious and perhaps
uninformative central topics of an organization. The structural space analysis proved to
be more explanatory regarding the shifts and changes in formal discourse, by combining
structural measures and looking beyond the core of the network structure. At the same
time, structural roles of key concepts may be good predictors of emerging topics and the
dynamics of discursive change.
In recent years, an increasing number of researchers have been focusing on the impor-
tance of central banks’ communication [38, 42, 82–84]. As key policy instruments and
valuable sources of information, the communications of the ECB and the Fed are of crit-
ical importance for financial market participants and for society at large. This being said,
in times of crisis, the role of these central banks in guiding financial market expecta-
tions through communication is particularly important due to higher market uncertainty.
While previous research established a link between communications of the ECB and the
Fed and their respective impacts on the financial markets [39–41, 44, 45], our focus was
directed at uncovering the shifts and adaptations of their discourse in a time of crisis and
market volatility.
The structural space dimension of the selected key concepts exposed significant
changes in the ECB and the Fed discourses. Below, we summarize our main findings for
each organization and each of the examined periods.
ECB pre-crisis: Our analysis showed that crisis-oriented key concepts were already
present, suggesting that even before the end of 2007 the ECB’s discourse shifted towards
crisis terminology, and their focus may have been on the impending financial crisis.
ECB crisis: The crisis-related key concepts detected by our method in the pre-crisis
period became more prominent in the crisis period. We showed that the key concepts
associated with the main objectives of the ECB lost ground in front of the effects of
the full-blown financial crisis. Also, we noted the emergence of “longer term refinancing
operations” (LTRO) as a highly ranked connective (G) concept and similarly the increase
in betweenness for “main refinancing operations” (MRO). These changes denote the focus
of the ECB on refinancing operations during the crisis period. Interestingly, the “cri-
sis” concept was not a highly connective nor a popular concept during this period. The
marginal position of this concept in both the pre-crisis period and the crisis period could
denote an intentional attempt of the ECB to minimize panic reactions among the stake-
holders, or it could be explained by a narrow focus of the ECB’s discourse towards the
overwhelming market defaults and not towards the crisis as a whole.
ECB post-crisis: This period revealed the ECB’s discourse in a distinct state, where all
the main objectives of the ECB are in a prominent position, while “crisis” itself became a
more connective concept. The changes observed in this period point towards a focus of
the ECB’s discourse towards dealing with the aftermath of the crisis.
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ECB recovery: While in the crisis and the post-crisis periods “LTRO” is the high-
est ranked G concept, during the recovery period, it suffers a drastic decrease in
betweenness centrality ranking, appearing now as a marginal concept (M). At the same
time, we show “loan” becoming more popular, and “MRO” and “refinancing” becom-
ing more connective. These structural changes in the semantic structure show the shift
towards dealing with the aftermath of the crisis more clearly than in the previous
period.
Finally, our findings revealed that by the end of 2013, the discourse of the ECB had in
no way returned to the pre-crisis levels but perhaps advanced to a new state altogether.
This “new state” could be explained by the role of the ECB in dealing with the aftermath
of the financial crisis. Also, during the recovery period, the ECB seemed to focus less on
the financial crisis and more on the subsequent recovery process. This particular finding
was supported by the structural space analysis as well as the MRQAP coefficients and
multidimensional scaling.
Fed pre-crisis: The pre-crisis period exposes the Fed discourse as having a focus on
such terms as “risk,” “loan,” and “inflation.” At the same time, we observe that the main
objectives of the Fed are not central to its discourse in this period. With “employment”
and “interest_rate” as marginal and emerging concepts and “stable_price” as an LC (pop-
ular) concept, we can argue that the focus of the Fed seems to already be aimed at the
impending financial crisis and not towards their main objectives.
Fed crisis: During the crisis period, the Fed discourse expands considerably, and we also
note the increased activity in the induced subgraph. The focus on crisis-oriented termi-
nology becomes even clearer during this period, with the same main objectives present.
The prominent positions held by even more crisis-oriented concepts lead us to conclude
that the Fed discourse during the crisis period has been mostly focused on dealing with
the events of the financial markets, while at the same time being focused on maintaining
price stability.
Fed post-crisis: At this stage, the Fed’s discourse seems to regain a focus oriented
towards their main objectives, but the crisis terminology remains prominent at the same
time. Interestingly, “crisis,” a concept that has been only marginal in the previous period,
now becomes a connective concept in their discourse. These findings suggest that while
the focus of the Fed was still verymuch aimed at the effects of the crisis, they also returned
to a state in which their main objectives became more popular and connective in their
discourse.
Fed recovery: During the final period analyzed, we find the Fed’s discourse in an unex-
pected state, in which the main objective concepts are no longer in the GC quadrant, but
instead, they are highly ranked LC concepts. Here, these concepts are popular in the Fed’s
discourse, but they do not serve a connective role between topics being discussed. In light
of these findings, and based on the high GC ranks of “loan,” “risk,” and “inflation,” we can
postulate that the Fed is acknowledging the (still) precarious state of the financial system,
while at the same time dealing with the repercussions of the crisis.
The Fed data MRQAP analysis results are relatively similar to the ones of the ECB, but
they also reveal some noteworthy differences. While the general trend is comparable to
the one of the ECB data, the recovery period discourse of the Fed moves even further
away from the crisis period but appears more similar to the pre-crisis period discourse.
Thus, while the ECB’s recovery period discourse enters a new state which seems to retain
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aspects of the crisis period but also returning slightly to the pre-crisis status quo, these
changes in discourse are even more pronounced in the Fed data set.
In sum, the structural space approach has exposed key findings regarding the subtle
shifts in the discursive practices of the ECB and the Fed throughout the different phases
of the financial crisis. One of the most striking findings is that unlike the ECB, the Fed has
not been entirely focused on all of its main objectives with the exception of the post-crisis
period. While the three main objectives of the ECB are present in all the four periods,
all of the Fed’s main objectives are only present in the post-crisis and recovery periods.
During the recovery period, all of the Fed’s main objectives are present, but they are all
positioned in the LC quadrant suggesting that these concepts are only locally central and
thus not connective between various topics present in the Fed’s discourse.
Furthermore, there is greater presence and prominence in positions of certain crisis
concepts in the Fed than in the ECB. That is, more Fed crisis concepts emerged to achieve
GC positions in crisis and post-crisis than the crisis concepts of the ECB. In particular,
“TALF” emerged as a GC concept (crisis) as did “lend” and “debt” (post-crisis), suggesting
a change in the focus of the Fed between crisis and post-crisis. Even in pre-crisis and recov-
ery, we observe the presence of most of the Fed’s crisis concepts as well as GC prominence
of several of them. The prominence of crisis terms in these periods, in addition to oth-
ers, points to the Fed’s inclination to alert consumers not only about the actual but also
a potential crisis. All these findings indicate the Fed’s concerns (more so than the ECB’s)
being oriented towards elements of the financial crisis with either expectation or caution
(in the case of pre-crisis) or as a reaction to the present crisis (crisis) or in a reparative
capacity throughout the aftermath (post-crisis and recovery). This observation coincides
with our earlier claim that the Fed exhibits a greater attentiveness to the crisis based on
the summary network statistics alone (see Table 2).
Even if the focus on their main objectives differs between the ECB and the Fed, one
similarity worth noting is that the “crisis” concept does not occupy a prominent position
in either of their discourses until the post-crisis period.Whether this finding is influenced
by an organizational strategy meant to prevent further panics in the financial markets or
simply a delayed acknowledgment of the crisis from the two organizations, this finding
warrants further investigation into the possibility that other less value-laden concepts
have been used by the ECB and the Fed to describe the events that were affecting the
financial system.
Although the method we have employed in this study revealed important findings, one
of its primary limitations stems from the general limitations of semantic network analysis.
The process of transforming textual data into networks of concepts (or words) implies
a series of coding choices which can greatly impact the results of the analysis. That is,
the techniques used when preprocessing the raw text (e.g., removing noise words and
removing numbers), the identification of nodes to be included in the network, and/or the
parameters used for the creation of links (e.g., window size and/or stop unit) can strongly
impact the structure of the resulting network. As such, these coding choices should be
closely aligned to the objectives of the researcher and should be chosen with care.
While our method of classifying nodes into one of the four structural roles was used
to highlight only a handful of key concepts, the classification may easily be broadened to
identify lists of top concepts (e.g., top ten) within each of the roles. This enumeration of
the roles offers a more complete depiction of the roles and their evolution.
Nerghes et al. Computational Social Networks  (2015) 2:16 Page 26 of 29
Our naïve treatment of weighted degree centrality, while typical in network research,
raises some concerns. Specifically, weights and the number of distinct ties ought to be
considered separately as the same total degree centrality score of a node can arise from
starkly different egocentric structures. While the exploration of this issue is beyond the
scope of this paper, we hope (and expect) that future research will improve the use of
weighted degree centrality in semantic and social network analysis.
As for the complex structure of our semantic networks, some diagnostic tests reveal
that they are only mildly small-world and not at all scale-free, contrary to the findings of
other work. Still, further investigation (outside the scope of this paper) would be required
to determine if these inconsistencies are due to the types of organizational semantic net-
works inferred in our study or the exact nature of semantic network extraction or simply
that semantic networks can vary widely in their topologies.
As for metric comparisons with other research, our within-network correlations for
our two centrality measures were modest, echoing some other findings, e.g., [72, 85],
and low enough to permit the identification of outliers in structural space, particularly in
the gatekeeper (G) and locally central (LC) roles. Also, the differences in the correlations
between the two data sets may relate to structural differences between the discourses of
the ECB and Fed and warrant further investigation.
Furthermore, the direct text-analytical metrics cannot be used in lieu of the network
measures due to lack of high correlation. In fact, semantic network analysis in com-
bination with the structural space approach outperforms more direct text-analytical
approaches (i.e., frequencies or tf-idf ). For example, the relevant G role of “LTRO”
remains obscured under direct text analysis which shows high percentiles/rankings for
tf-idf (0.98) and medium-high frequency (0.73) but omits its low popularity/degree (0.15)
and high connectiveness/betweenness (0.98).8 Thus, a text-analytic approachwould fail to
uncover the highly connective role of “LTRO” and other concepts which bridge prominent
topics and themes of the ECB discourse.
Our use of centrality ranks as opposed to actual centrality scores warrants additional,
future inquiry. We suspect that in order to compare themmore precisely across networks
of varying sizes and densities, tighter controls must be exerted. We envision the devel-
opment of highly robust comparative indices that account for both the relative or ranked
centrality score as well as the absolute score.
To conclude, we can argue that our approach proved beneficial for the analysis of large
corpora of formal organizational discourse. We anticipate our noteworthy results to open
new avenues for semantic network research dealing with formal discourses beyond the
context of the financial crisis.
Endnotes
1For example, do more frequent yet briefer press releases (such as the Fed’s) affect
public and organizational perception differently?
2Most empirical social network data exhibit much lower densities.
3For conciseness, the said tables display only one measure per organizational data
source; however, the problem of repetitive highly ranked concepts persists for
betweenness centralities of the ECB networks and degree centralities of the Fed
networks.
4Kendall’s τ -ranked correlation is preferred here in order to mitigate the impact of
extreme points (outliers).
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5Tf-idf reflects the importance of a word in a collection or corpus, and it is often used
as a weighting factor in information retrieval and text mining. The tf-idf value increases
proportionally to the number of times a word appears in the document, but is offset by
the frequency of the word in the corpus.
6Alternatively, we could have employed normalized centrality scores. However, these
exhibit the same skewness and still require transformation. Our approach is
mathematically similar to using ranks of normalized scores.
7MDS is also known as Principal Coordinate Analysis.
8While the tf-idf here coincides with betweenness, the mild correlation between the
two measures in Table 5 reveals this is not always the case.
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