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Abstract
Slow-fast systems on the two-torus are studied. As it was shown before,
canard cycles are generic in such systems, which is in drastic contrast with
the planar case. It is known that if the rotation number of the Poincare´
map is integer and the slow curve is connected, the number of canard
limit cycles is bounded from above by the number of fold points of the
slow curve. In the present paper it is proved that there are no such
geometric constraints for non-integer rotation numbers: it is possible to
construct a generic system with “as simple as possible” slow curve and
arbitrary many limit cycles.
1 Introduction
Consider a generic slow-fast system on the two-dimensional torus{
x˙ = f(x, y, ε)
y˙ = εg(x, y, ε)
(x, y) ∈ T2 ∼= R2/(2piZ2), ε ∈ (R+, 0) (1)
Assume that f and g are smooth enough and g > 0. The dynamics of this
system is guided by the slow curve:
M = {(x, y) | f(x, y, 0) = 0}.
It consists of equilibrium points of the fast motion (i.e. the motion determined
by system (1) for ε = 0). Particularly, one can consider two parts of the slow
curve: one is stable (consists of attracting hyperbolic equilibrium points) and
the other is unstable (consists of repelling hyperbolic equlibrium points). On
the plane R2, there is rather simple description of the generic trajectory of (1):
it consists of interchanging phases of the slow motion along the stable parts of
the slow curve and the fast jumps along the straight lines y = const near the
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folds of the slow curve [6]. On the two-torus, more complicated behaviour can
be locally generic.
Definition 1. A solution (or trajectory) is called canard if it contains an arc of
length bounded away from zero uniformly in ε that keeps close to the unstable
part of the slow curve and simultaniously contains an arc (also of length bounded
away from zero uniformly in ε) that keeps close to the stable part of the slow
curve.
This definition is a bit informal, more rigorous one will be given in section 2
(see Definition 4). Canards are not generic on the plane: one have to introduce
an additional parameter to get an attracting canard cycle. (See e.g. [7].) How-
ever, they are generic on the two-torus, as was conjectured in [1] and proved
in [2].
Let us explain this phenomena briefly. Assume that there exists a global
cross-section Γ = {y = const} transversal to the field. Then one can define
the Poincare´ map Pε : Γ → Γ. It is a diffeomorphism of a circle. The rotation
number ρ(ε) of the map Pε continuously depends on ε. For generic system
(1) function ρ(ε) is a Cantor function (also known as devil’s staircase) whose
horizontal steps occur at rational values and (in the general case) correspond
to the existence of hyperbolic periodic points of the map Pε. These in turn
correspond to limit cycles of the original vector field. More precisely, if the
Poincare´ map has a rotation number with a denominator n then the initial
vector field has a limit cycle which makes n full passes along the slow direction
of the torus y. In particular, fixed points of the Poincare´ map correspond to
limit cycles which make only one pass along the slow direction of the torus.
While hyperbolic limit cycles present, the rotation number is preserved under
small perturbations. So when the rotation number increases, the limit cycles
have to bifurcate through saddle-node (parabolic) bifurcation. Near the critical
value of the parameter, the derivative of the Poincare map for both colliding
cycles has to be close to 1. This is possible only if the cycles spend comparable
time near the stable and the unstable parts of the slow curve, and thus they are
canards.
The next natural question is to provide an estimate for the number of canard
cycles that can born in a generic slow-fast system on the two-torus. The answer
to this question for the case of integer rotation number and a rather wide class
of systems was given in [3].
Theorem 1. For generic slow-fast system on the two-torus with contractible
nondegenerate connected slow curve the number of limit cycles that make one
pass along the axis of the slow motion is bounded by the number of fold points of
the slow curve. This estimate is sharp in some open set in the space of slow-fast
systems on the two-torus.
In the present paper we consider the case of non-integer rotation number
that is not covered by Theorem 1. We also conjecture that our arguments can
be applied to systems with unconnected slow curves (see section 5). The latter
case is of special interest because slow-fast systems with unconnected slow curve
appear naturally in physical applications, e.g. in the modelling of circuits with
Josephson junction [5].
Our main result states that in contrast with Theorem 1 for non-integer rota-
tion number there are no geometric constraints on the number of (canard) limit
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cycles. Particularly, for any desired odd number of limit cycles l we construct
open set in the space of the slow-fast systems on the two-torus with convex slow
curve (i.e. having only two fold points) with exactly l canard cycles that make
two passes along the axis of the slow motion. (The corresponding Poincare´ map
has half-integer rotation number.) See Theorem A.
2 Main results
In this section we state our main results. We are interested only in the phase
curves of system (1), so one can divide it by g and consider without loss of
generality case of g ≡ 1.
Definition 2. A slow curve M is called simple if it is smooth and connected,
its lift to the covering coordinate plane is contained in the interior of the fun-
damental square {|x| < pi, |y| < pi} and is convex.
We only consider simple slow curves. This, in particular, implies that there
are two jump points (forward and backward jumps), which are the far right and
the far left points of M (see Figure 1; here and below we assume that the fast
coordinate x is vertical and the slow coordinate y is horizontal). We denote
them by G− and G+ respectively. We assume without loss of generality that
G± = (0,∓1). (Here and below every equation with ±’s and ∓’s corresponds to
a couple of equations: with all top and all bottom signs.) This can be achieved
by an appropriate change of coordinates respecting fibration {y = const}.
Definition 3. A simple slow curve M is called nondegenerate if and only if
1. The following nondegenericity assumption holds in every point (x, y) ∈
M \ {G+, G−}:
∂f(x, y, 0)
∂x
6= 0. (2)
2. The following nondegenericity assumptions hold in the jump points:
∂2f(x, y, 0)
∂x2
∣∣∣∣
G±
6= 0, ∂f(x, y, 0)
∂y
∣∣∣∣
G±
6= 0 (3)
3. Let M− and M+ be the stable and the unstable parts of the slow curve
respectively. Then∫
M+
f ′x(x, y, 0)dy +
∫
M−
f ′x(x, y, 0)dy 6= 0. (4)
Definition 4. Fix some small δ > 0 (to be chosen later). Denote by Iδ the
segment Iδ = [−1 + δ, 1− δ] =: [α˜−, α˜+]. Denote also the segments
Σ− = {(0, y) | y ∈ Iδ},
and
Σ+ = {(pi, y) | y ∈ Iδ}.
Every trajectory that cross either of these two segments will be called canard.
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This definition of canard differs from those used in [1, 2, 3]. Our definition
is stricter than the latter one and is more classical: the trajectory that pass
almost no time near the stable part of the slow curve is not canard according
to our definition.
Now we are ready to state the main result.
Theorem A. For every desired odd number of limit cycles l ∈ 2N + 1 there
exists an open set in the space of slow-fast systems on the two-torus with the
following properties.
1. The slow curve M is simple and nondegenerate.
2. For every system from this set there exists a sequence of intervals
{Rn}∞n=0 ⊂ {ε > 0}, accumulating at zero, such that for every ε ∈ Rn
there exist exactly l canard limit cycles.
Remark 1. One can construct the desired example for any prescribed simple
nondegenerate slow curve. Moreover, the requirement of convexity can be easily
replaced with the less restrictive requirement: M has only two fold points.
This can be achieved by some smooth coordinate change preserving fibration
{y = const}.
Remark 2. No upper estimate on the number of non-canard limit cycles is
given. At least one non-canard cycle exists in our settings.
The paper is organized as follows. In section 3 we discuss the settings and
prove the main result modulo technical Lemmas. In section 4 we prove these
Lemmas. In section 5 we state a conjecture on slow-fast systems on the two-
torus with unconnected slow curves.
3 Proof of the main result
In this section we provide the proof of the main result. We investigate the
“vertical” Poincare´ map Qε from the segment Σ
− to itself (see Definition 4; the
complete settings are given in section 3.1). When some special requirements
satisfied, this map can be approximated by some simple function. We provide
necessary preliminary results in section 3.2 and describe the approximation in
section 3.3 as Technical Lemmas 1 and 2. Then we give the proof of Theorem A
(see section 3.4) modulo Technical Lemmas.
3.1 Settings and notations
Let M be a slow curve. It consists of the stable (M−) and unstable (M+)
parts and two jump points: the forward jump point G− and the backward jump
point G+, see Figure 1:
M = M+ unionsq {G+} unionsqM− unionsq {G−}.
Recall that G± = (0,∓1). We will also use the notation M±(y) assuming
that M± here are such functions that graphs x = M±(y) define the unstable
and stable parts of the slow curve.
Call Π = S1 × Iδ a basic strip, where Iδ is the same as in Definition 4.
4
Figure 1: The slow curve and the jump points. Note that the horizontal axis is
y and the vertical axis is x
Fix a vertical segment J+ (resp., J−) that intersects M+ (M−) close enough
to the jump point G− (G+) and does not intersect M− (M+). Let
y(J±) =: α± = ±1∓ δ±,
where δ± are small and δ± < δ (here δ is the same as in Definition 4). Note
that the definition of J± differs from one in [1, 2]: instead of placing J+ near
G+ we place it near G− and do opposite with J−.
We have to reproduce the notation on oriented arcs on a circle and Poincare´
maps from [2]. Consider arbitrary points a and b on the oriented circle S1.
They split the circle into two arcs. Denote the arc from point a to point b (in
the sense of the orientation of the circle) by [a, b〉. The orientation of this arc
is induced by the orientation of the circle. Also denote the same arc with the
reversed orientation by 〈a, b] (see Figure 2).
Denote also the Poincare´ map along the phase curves of the main system (1)
from the cross-section y = a to the cross-section y = b in the forward time
by P
[a,b〉
ε . Also, let P
〈a,b]
ε = (P
[a,b〉
ε )−1: this is the Poincare´ map from the
cross-section y = b to the cross-section y = a in the backward time. This fact
is stressed by the notation: the direction of the angle bracket shows the time
direction.
5
Figure 2: Orientation of the arcs
3.2 Preliminary results
Denote
D+ε := P
〈−pi,α+]
ε (J
+), D−ε := P
[α−,pi〉
ε (J
−)
It is proved in [1, 2] (see the Shape Lemmas there) that |D±ε | = O(e−C/ε). Note
that as ε decreases to 0, D+ε moves downward and D
−
ε moves upward, making
infinitely many rotations (see the Monotonicity Lemmas in [1, 2]) and meet
each other infinitely many times. The values of ε for which D+ε and D
−
ε have
nonempty intersection forms intervals Rn:
{Rn}∞n=0 = {ε > 0: D+ε ∩D−ε 6= ∅}.
As it was shown in [1, 2], intervals Rn have exponentially small length and
accumulate at zero. If one pick any sequence εn ∈ Rn, n = 1, 2, . . ., then
εn = O
(
1
n
)
.
Fix some ε ∈ Rn and pick some point q ∈ D+ε ∩ D−ε . Consider the trajectory
through q. In the forward time, this trajectory makes several (about O(1/ε))
rotations, then performs backward jump, follows the unstable part of the slow
curve M+ and finally intersects J+. In the backward time, this trajectory (again
after several rotations) passes near the stable part of the slow curve M− and
finally intersects J−. We will call this trajectory grand canard despite the fact
that this is not a canard according to Definition 4.
Let U be a segment of the stable or unstable part of the slow curve M .
Consider the integral: ∫
U
f ′xdy. (5)
This integral describes the expansion (if positive) or contraction (if negative) ac-
cumulated while passing near the corresponding arc of the slow curve. Formally,
the following theorem holds:
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Theorem 2 (See [1]). Let U = [A,B] ⊂ M± and X = [x1, x2] × {y(A)} be a
segment that contains A and does not cross M in points different from A. Then
log
(
P [y(A),y(B)〉ε (x)
)′
x
∣∣∣∣
X
=
1
ε
(∫
U
f ′xdy +O(ε)
)
.
Moreover, similar (but a little weaker) estimate holds for trajectories ex-
tended through the jump point even after they make O(1/ε) rotations along the
x-axis after the jump. The exact statement follows.
Theorem 3 (See [2, 3]). Let U = [A,G−] ⊂ M− ∪ {G−}, X as in previous
Theorem and y1 is a point outside of the projection of M to y-axis, such that
there are no other points of that projection on the arc [1, y1〉. Then the following
holds:
log
(
P [y(A),y1〉ε (x)
)′
x
∣∣∣∣
X
=
1
ε
(∫
U
f ′xdy +O(ε
ν)
)
,
where ν ∈ (0, 1/4].
Reverting the time, one can obtain a similar result for M+ and G+.
3.3 Approximation of the Poincare´ map
Below we use the following notation:
λ±(y) := f ′x(M
±(y), y). (6)
Definition 5. For any y ∈ [−1, 1] let singular release point (denoted by β(y))
be the unique root of the equation∫ 1
y
λ−dy +
∫ β(y)
−1
λ+dy = 0 (7)
Due to nondegenericity assumptions (2) the singular release point is well-
defined for any y such that | ∫ 1
y
λ−dy| < ∫ 1−1 λ+dy.
Lemma 1. Let ε ∈ Rn for some n and therefore the grand canard exists. Then
the Poincare´ map Qε : Σ
− → Σ− can be decomposed in the following way:
Qε : Σ
− Q−ε→ Σ+ Q
+
ε→ Σ−,
and the maps Q+ε and Q
−
ε both have the following asymptotics:
Q±ε (y) = β(y) +O(ε
ν) (8)
for some ν ∈ (0, 1/4), β ∈ C2. The Poincare´ map Qε is defined at the point y
for small ε if and only if β(y) and β(β(y)) are defined and contained in the
interior of Iδ.
Lemma 2. Under the assumptions of Lemma 1 the following expansion holds:
d
dy
Q±ε (y) =
d
dy
β(y) + o(1). (9)
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We give the heuristic proof of Lemma 1 below in this section. We give rigor-
ous proofs of Lemma 1 and Lemma 2 in section 4.1 and section 4.2 respectively.
Heuristic proof of Lemma 1. Consider the map Q−ε (the map Q
+
ε can be con-
sidered in the same way). Let p = (0, y0) ∈ Σ− and therefore p is bounded away
from M . Consider a trajectory ψ through p. In the forward time, it attracts to
M− after time O(1) (“falls”) moving in the negative direction (“downwards”),
see Figure 1. After the fall, the trajectory follows M− exponentially close to the
grand canard (being “above” the grand canard) until it reaches the jump point.
It follows from Theorem 3 that after the jump the distance between the trajec-
tory ψ and the grand canard is exponentially small and its log is approximately
ε−1
(∫ 1
y0
λ−dy
)
< 0.
After the jump, the trajectory follows the grand canard during the rotation
phase, then performs backward jump and passes near some segment of the
unstable part of the slow curve M+. It is possible that the trajectory will
be released from the grand canard (and thus M+) at some point and then
attracted to M− again before leaving the basic strip. This release will be made
in the positive direction (“upward”), because the trajectory ψ is above the grand
canard. In this case the trajectory intersects Σ+ and therefore Q−ε (y0) is defined.
We will show that the release is possible only near β(y0). Indeed, the release
occurs at the point where the contraction rate accumulated during the passage
near the stable part of the slow curve is compensated by the expansion accu-
mulated near the unstable part of the slow curve. The latter is exponentially
large and its log is approximately ε−1
(∫ β(y0)
−1 λ
+dy
)
> 0
Relation (7) says that β(y0) is the point for which the contraction is com-
pensated by the expansion. Thus the value of the Poincare´ map Q−ε (y0) is
approximately equal to β(y0). The error of all calculations is of order O(ε
ν) as
in Theorem 3.
Rigorous proof will be given in section 4.1.
3.4 Proof modulo approximation Lemmas
Lemma 1 and Lemma 2 imply that for sufficiently small ε the following holds:
Qε = β ◦ β +O(εν). (10)
Q′ε = (β ◦ β)′ + o(1). (11)
Fixed points of Qε correspond to 2-periodic points of the map β (including fixed
points).
Without loss of generality consider the case
∣∣∣∫ 1−1 λ+dy∣∣∣ > ∣∣∣∫ 1−1 λ−dy∣∣∣. The
opposite case can be reduced to this one by time reverse; equality is impossi-
ble due to nondegenericity assumption (4). Now the map β is an orientation
reversing monotonic map:
β : [−1, 1]→ [−1,κ], κ < 1. (12)
Such a map has a unique fixed point, and all the other periodic orbits have
period 2. Thus there are only periodic points of period 2 whose number is
automatically even, and one fixed point. This explains why the number of
canards is odd.
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In Lemma 3 below we show that in a sense “any” map β can be realized by
an appropriate choice of system (1): boundary conditions near the ends of the
segment [−1, 1] are the only restriction imposed on β. Such conditions cannot
affect the number of periodic orbits of β as no periodic orbits can exist near
the ends of the segment (this is due to κ < 1). It follows immediately that
one can obtain β with any given odd number of hyperbolic periodic orbits (one
fixed point and several 2-periodic points). These periodic orbits correspond to
hyperbolic fixed points of the square map β◦β. The Poincare´ map Qε is C1-close
to β ◦ β. Therefore for ε small enough Qε has the same number of fixed points
as β ◦ β. These points correspond to hyperbolic limit cycles, which have to be
canards as they intersect Σ±. They are preserved under small perturbations of
the system due to hyperbolicity. This finishes the proof of Main Result modulo
Lemma 3. The rest of the section is devoted to this Lemma.
To give a precise statement we have to introduce several functional classes.
Consider a set Θ of smooth functions θ : [−1, 1] → R with the following
properties:
1. θ(y) > 0 for any y ∈ (−1, 1).
2. θ(±1) = 0.
3. θ′(±1) 6= 0.
Consider a set Bκ of functions β˜ with the following properties:
1. β˜ is smooth and strictly decreasing on [−1, 1].
2. β˜(1) = −1, β˜′(1) 6= 0.
3. β˜(−1) = κ.
4. There exists θ ∈ Θ such that for any y in the small semi-neighbourhood
V = [−1,−1 + δ1) the following holds:
β˜′(y) = −
√
θ(y) (13)
Call a pair of function λ+ and λ− admissible provided that the following
holds:
1. For any k = 0, 1, . . .
dk(λ+)−1
dxk
(±1) = d
k(λ−)−1
dxk
(±1). (14)
2. For some θ± ∈ Θ
λ+ =
√
θ+, λ− = −
√
θ−. (15)
Due to the smoothness of system (1) and the nondegenericity assumptions (see
Definition 3) functions λ± defined by equation (6) are admissible. They also
define function β of class Bκ .
Now we go in the opposite direction: we will show that any β of class Bκ can
be realized by admissible λ+ and λ−. Due to Whitney Theorem any admissible
λ± can be realized by some system (1).
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Lemma 3. For any κ ∈ (−1, 1) and any β ∈ Bκ there exist admissible λ+ and
λ− such that β satisfies (7).
Proof of Lemma 3. Taking the derivate of (7), one obtain:
λ−(y) = β′(y)λ+(β(y)). (16)
Check that for any function λ+ that satisfies (15) the corresponding function
λ− defined by (16) also satisfies (15). Recall that due to (13) β′(y) =
√
θ(y)
for some θ ∈ Θ.
Consider some small right half-neighbourhood V = [−1, δ2). For any y ∈ V
λ−(y) = −
√
θ(y)λ+(β(y)), β(−1) = κ > −1.
The last factor in the right-hand side tends to a positive constant as y ↘ −1,
therefore λ− satisfies condition (15) near point −1.
Consider small left half-neighbourhood V = (1− δ3, 1]. For any y ∈ V
λ−(y) = β′(y)
√
θ+(y), β′(1) 6= 0.
It follows that λ− also satisfies (15) near point 1.
Now satisfy condition (14). Consider the sequence of implications:
1. The jet of λ+ at y = κ defines (due to (16)) the jet of λ− at y = −1.
2. The jet of λ− at y = −1 defines (due to (14)) the jet of λ+ at y = −1.
3. The jet of λ+ at y = −1 defines (due to (16)) the jet of λ− at y = 1.
4. The jet of λ− at y = 1 defines (due to (14)) the jet of λ+ at y = 1.
This sequence imposes some conditions on the derivatives of λ+ at the points
y = −1,κ, 1. For any function λ+ that satisfies (14), (15) and these conditions
the corresponding function λ− will satisfy (14).
This proves the Lemma.
The only thing to do is to prove Lemma 1 and Lemma 2.
4 Proof of approximations of the Poincare´ map
4.1 C0-approximation
In this section we provide a rigorous proof of Lemma 1. See the statement and
the heuristic proof in section 3.3.
Proof. The proof goes in 3 steps.
Step 1. No too early releases. First we show that the trajectory ψ with
the initial condition ψ(y0) = 0 cannot dettach from the grand canard at some
fixed point to the left of β(y0).
Indeed, consider arbitrary point β1 ∈ (α˜−, β(y0)). Due to the definition of
the map β (see (7)) and the monotonicity of
∫ y2
y1
λ+dy with respect to y2, the
following estimate holds: ∫ 1
y0
λ−dy +
∫ β1
−1
λ+dy < 0 (17)
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Consider a vertical segment J0 = {y0} × (x1, x2) that intersects M− and Σ−
but does not intersect M+. The trajectory ψ intersects J0. Let the segments
of the grand canard in the basic strip be given by functions xgc+ (y) (for the part
near M+) and xgc− (y) (for the part near M
−). It follows from the geometric
singular perturbation theory [4] that outside of some neighbourhood of the jump
points
xgc± (y) = M
±(y) +O(ε).
Therefore, the grand canard intersects J0 at the point x
gc
− (y0) < 0. Let
J ′0 = P
[y0,pi〉
ε ([x
gc
− (y0), 0]).
It follows from Theorem 3 that
|J ′0| ≤ C1 exp
1
ε
(∫ pi
y0
f ′xdy + o(1)
)
(18)
for some constant C1.
Now consider arbitrary fixed vertical segment J1 = {β1} × (x′1, x′2) that
intersects M+ and does not intersect M−. As previously, the grand canard
intersects J1 at some point x
gc
+ (β1) for ε small enough. We will prove that the
trajectory ψ intersects J1 as well. Let
J ′1 = P
〈−pi,β1]
ε ([x
gc
+ (β1), x
′
2]).
It follows from Theorem 3 that
|J ′1| ≥ C2 exp
1
ε
(∫ β1
−1
f ′xdy + o(1)
)
. (19)
The lower borders of the segments J ′0 and J
′
1 coincide: both are the point of
the intersection of the grand canard and the cross-section {y = ±pi}. It follows
from (17), (18) and (19) that |J ′1|  |J ′0| and therefore J ′0 ⊂ J ′1. As trajectory
ψ intersects J ′0 it therefore intersects J
′
1 and J1.
Step 2. No too late releases. Prove that Q−ε (y0) exists and moreover
Q−ε (y0) < β2 for any fixed β2 ∈ (β(y0), α˜+) and sufficiently small ε. On the
previous step we proved that the trajectory ψ intersects the vertical segment
J2 to the left of β(y0). Now consider a segment J3 = {β2} × (0, pi) to the right
of β(y0). Then the trajectory ψ does not intersect J3. This can be proved by
application of the previous step to the system with the time reversed.
Now consider a region bounded by the circles y = β1, y = β2, the grand
canard x = xgc+ (y) and the segment Σ
+. The trajectory ψ enters this region at
some point of the segment J1. As y monotonically increase, the trajectory has
to leave the region. It cannot intersect y = β2 and the grand canard. Therefore,
it intersects Σ+ at some point (Q+ε (y0), pi).
Step 3. Asymptotics of Q−ε (y0). Assume that Q
−
ε (y0) is defined. Let
R2ε = P
[−pi,Q−ε (y0)〉
ε ◦ P [y0,pi〉ε .
Then
R2ε(0)−R2ε(xgc− (y0)
0− xgc− (y0)
=
pi −M+(y0) +O(ε)
0−M−(y0) +O(ε) .
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Due to Mean Value Theorem, it follows that the derivative ofRε at some point x
∗
has to be of order constant. However Theorem 3 and the chain rule imply that
log(R2ε)
′
x =
1
ε
(∫ 1
y0
λ+dy +
∫ Q−ε (y0)
−1
λ−dy +O(εν)
)
. (20)
The right-hand side of (20) is bounded away from zero and infinity if the fol-
lowing estimate holds:∫ 1
y0
λ+dy +
∫ Q−ε (y0)
−1
λ−dy = O(εν),
which differs from equation (7) only on O(εν). Inverse Function Theorem fin-
ishes the proof.
4.2 C1-approximation
In this section we prove Lemma 2.
Denote the coordinates on Σ± by y±. Decompose the Poincare´ map Qε in
the following way:
Qε : y
(1)
−
Q−ε7→ y(2)+
Q+ε7→ y(3)− . (21)
Consider a trajectory that intersects Σ− at the point y(1)− , after that Σ
+ at the
point y
(2)
+ , after that Σ
− at the point y(3)− . For any y definition (7) of the map
β implies
β′(y) =
λ−(y)
λ+(β(y))
.
By the definition λ−(y) = f ′x(M
−(y), y) = f ′x(x
gc
− (y), y)+o(1). Due to Lemma 1
y
(2)
+ = Q
−
ε (y
(1)
− ) = β(y
(1)
− )+O(ε
ν). Therefore the statement of Lemma 2 follows
from the following estimates:
(Q−ε )
′ =
f ′x(x
gc
− (y
(1)
− ), y
(1)
− )
f ′x(x
gc
+ (y
(2)
+ ), y
(2)
+ )
· (1 + o(1)), (22)
(Q+ε )
′ =
f ′x(x
gc
− (y
(2)
+ ), y
(2)
+ )
f ′x(x
gc
+ (y
(3)
− ), y
(3)
− )
· (1 + o(1)).
Introduce some notation. Fix parameter ε ∈ Rn such that the grand canard
exists. Fix the corresponding grand canard. Consider its part which is bounded
by the intersections with J+ and J−. It can be described as double-valued
function y 7→ x. Denote it by x = xgc(y). We will also use the notation
x = xgc+ (y) and x = x
gc
− (y) in the neighborhood of M
+ and M− respectively.
Recall Theorem 3 from [1] and equation (3.5) from [3]:
Theorem 4. Family (1) for small ε > 0 in the neighborhood of the slow curve
(and outside any small fixed neighborhood of the jump points) is smoothly or-
bitally equivalent to the family
x˙ = f ′x(s(y, ε), y, ε), y˙ = ε.
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Due to [3] the function x = s(y, ε) above represents the true slow curve;
it is defined in a non-unique way but all true slow curves are exponentially
close to each other and one can pick arbitrary one. We choose segments of
the grand canard bounded away from the jump points as this true slow curve,
so put s(y, ε) = xgc± (y, ε). Below we will omit ε in x
gc
± (y, ε) for brevity. In
Theorem 4 take the neighborhood of the jump points sufficiently small such that
small neighbourhood of {(M±(y), y) | y ∈ Iδ} is strictly inside the linearized
area (we finally fix the linearized area and the basic strip after the proof of
Proposition 1). Consider two vertical transversal segments Jˆ± that intersect
M+ and M− respectively in the neighbourhood of the jump points. Denote
their y-coordinates by αˆ+ and αˆ−, αˆ± = αˆ±(ε).
Proposition 1. One can take parameters αˆ±(ε) depending on ε and bounded
away from y(G±) uniformly in ε such that the following equality takes place for
sufficiently small values of ε:∫ αˆ+
αˆ−
f ′x(x
gc(y), y, ε)dy = 0. (23)
Proof of Proposition 1. Equation in variations implies:∫ αˆ+
αˆ−
f ′x(x
gc(y), y, ε)dy = ε · log
(
P [αˆ
−,αˆ+〉
ε (x
gc)
)′
x
. (24)
Due to Theorem 3 for some r(ε) = O(εν) the following holds
ε · log
(
P [αˆ
−,αˆ+〉
ε (x
gc)
)′
x
=
∫ 1
αˆ−
f ′x(x
gc
− )dy +
∫ αˆ+
−1
f ′x(x
gc
+ )dy + r(ε). (25)
Consider sum of the integrals in the right-hand side of the estimate. The func-
tions
∫ B
A
f ′x(x
gc
± )dy are continuous and monotonic in A, B and tend to zero as B
tends to A. Fix any point α+1 > −1, α+1 close to −1. Then for any α−1 < 1 such
that α−1 sufficiently close to 1 the corresponding sum of the integrals is positive∫ 1
α−1
f ′x(x
gc
− )dy +
∫ α+1
−1
f ′x(x
gc
+ )dy > 0. (26)
Define in the same way α−2 < α
−
1 and α
+
2 ∈ (−1, α+1 ) such that sum of integrals
is negative: ∫ 1
α−2
f ′x(x
gc
− )dy +
∫ α+2
−1
f ′x(x
gc
+ )dy < 0 (27)
Let constant cˆ > 0 is small enough such that zero in the right-hand side of in-
equalities (26) and (27) can be replaced by cˆ and −cˆ respectively. For sufficiently
small ε we can estimate the last term in (25):
cˆ > |r(ε)|.
Summarize equalities (24), (25) and estimates given above:∫ α+1
α−1
f ′x(x
gc(y), y, ε)dy > 0, (28)
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∫ α+2
α−2
f ′x(x
gc(y), y, ε)dy < 0. (29)
Consider τ ∈ [0, 1] and αˆ±(τ) := τα±1 + (1 − τ)α±2 . By continuity there exists
τε = τ(ε) such that (23) holds for αˆ
±(τε).
Now take δ in Iδ smaller than min(dist(1, α
−
1 ), dist(α
+
2 ,−1)) and linearized
area in Theorem 4 large enough such that αˆ± ∈ Iδ and the segments Jˆ± are in
the linearized area.
Denote by η± the vertical component of the linearizing charts in the neigh-
borhood ofM± respectively. Moreover, due to the choice of s(y, ε) in Theorem 4,
the grand canard xgc(y) is given by the equation η± = 0 in the neighborhood
of M±. Take small constant c and let ξ± be y-coordinate on the line {η± = c}.
Decompose Q−ε as
Q−ε : Σ
− → {η− = c} → Jˆ− → Jˆ+ → {η+ = c} → Σ+,
Q−ε : y− 7→ ξ− 7→ η− 7→ η+ 7→ ξ+ 7→ y+.
Proof of Lemma 2. Below we prove only equality (22) for the map Q−ε . Proof
for Q+ε is similar.
We have to estimate the derivative(
Q−ε
)′
=
dy+
dy−
=
dy+
dξ+
· dξ+
dη+
· dη+
dη−
· dη−
dξ−
· dξ−
dy−
. (30)
The constant c in the definition of the cross-section {η± = c} does not depend
on ε and the trajectory spends bounded time between the intersections with Σ±
and {η± = c}, therefore
ξ±(y±) = y± + εK±(ε, y±), K± is smooth. (31)
The charts (η±, ξ±) are linearized, therefore due to Theorem 4 the following
takes place:
η−(ξ−) = c exp
1
ε
∫ αˆ−
ξ−
f ′x(x
gc
− (y), y)dy,
η+(ξ+) = c exp
(
−1
ε
∫ ξ+
αˆ+
f ′x(x
gc
+ (y), y)dy
)
.
Calculate the derivatives:
dη−
dξ−
= − c
ε
f ′−x (x
gc
− (ξ−), ξ−) exp
1
ε
∫ αˆ−
ξ−
f ′x(x
gc
− (y), y)dy,
dη+
dξ+
= − c
ε
f ′+x (x
gc
+ (ξ+), ξ+) exp
(
−1
ε
∫ ξ+
αˆ+
f ′x(x
gc
+ (y), y)dy
)
.
(32)
Below we omit the argument of xgc± for brevity.
Now estimate the factors in the decomposition (30) for some trajectory x(y)
using (31) and (32) :
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Figure 3: Coordinates in Lemma 2
Q−ε
′
=
1 + εK−
1 + εK+
·f
′−
x (x
gc
− , ξ−)
f ′+x (xgc+ , ξ+)
·exp 1
ε
(∫ αˆ−
ξ−
f ′x(x
gc
− , y)dy +
∫ ξ+
αˆ+
f ′x(x
gc
+ , y)dy
)
·dη+
dη−
(33)
Estimate the last factor:
dη+
dη−
∣∣∣∣
(x(y),y)
= exp
1
ε
∫ αˆ+
αˆ−
f ′x(x(y), y, ε)dy. (34)
Consider the integral in the argument of exp-function. By construction the
trajectory x(y) intersects {η− = c} at the point ξ− inside segment [a0, b0], and
ξ− < αˆ−. Due to Theorem 3 for any y ∈ [1,−1〉 the following approximations
take place: (
P [ξ−,y〉ε
)′
x
= exp
1
ε
(∫ 1
ξ−
λ−dy +O(εν)
)
, (35)
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(
P [y,αˆ
+〉
ε
)′
x
= exp
1
ε
(∫ αˆ+
−1
λ+dy +O(εν)
)
.
Due to the definition of αˆ± (see Proposition 1) the following holds: there exists
a constant M > 0 such that∫ αˆ−
ξ−
λ−dy +
∫ 1
αˆ−
λ−dy +
∫ αˆ+
−1
λ+dy < −M. (36)
Therefore for any y ∈ (αˆ−, αˆ+) the following estimate takes place:
x(y)− xgc(y) < exp
(
−M
ε
)
, M = const.
Indeed, for y ∈ (ξ−, 1) it follows from (35) and for y ∈ (1, α+) it follows from
(36). Further,∫ αˆ+
αˆ−
(f ′x(x(y), y, ε)− f ′x(xgc(y), y, ε)) dy <
∫ αˆ+
αˆ−
∫ exp(−M/ε)
0
f ′′xxdxdy = o(ε).
(37)
Due to Proposition 1 the left-hand side of inequality (37) equals∫ αˆ+
αˆ− f
′
x(x(y), y, ε)dy. Therefore due to (34) the following estimate takes place:
dη+
dη−
∣∣∣∣
(x(y),y)
= 1 + o(1).
Now estimate the factor with exp-function in (33):
exp
1
ε
(∫ αˆ−
ξ−
f ′x(x
gc
− , y)dy +
∫ ξ+
αˆ+
f ′x(x
gc
+ , y)dy
)
(38)
We use the following obvious statement:
Proposition 2. Let for some ξ± there exists a trajectory x(y) that passes
through the points (ξ−, c) and (ξ+, c). Then there exists a trajectory x∗(y) such
that ∫ ξ+
ξ−
f ′x(x
∗(y), y, ε)dy = 0. (39)
Proof of Proposition 2. The grand canard passes through (ξ−, 0) and (ξ+, 0).
Therefore by Mean Value Theorem for the Poincare´ map from the segment
[(ξ−, 0), (ξ−, c)] to the segment [(ξ+, 0), (ξ+, c)] there exists a trajectory x∗(y)
with the derivative of the Poincare´ map that is equal to 1. Equation in variations
implies (39).
Let us decompose (39) in the sum of three integrals:∫ ξ+
ξ−
f ′x(x
∗(y), y, ε)dy =
∫ αˆ−
ξ−
+
∫ αˆ+
αˆ−
+
∫ ξ+
αˆ+
= 0.
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Literally as in (37) the second integral has an order o(ε). Charts in the neigh-
bourhood of the slow curve are linearized so one can replace x∗(y) by xgc(y) in
the first and the third integrals. So the following takes place
αˆ−∫
ξ−
f ′−x (x
gc
− , y)dy + o(ε) +
ξ+∫
αˆ+
f ′+x (x
gc
+ , y)dy = 0,
therefore the sum of the integrals in (38) has an order of o(ε). Therefore the third
factor has an order exp(o(ε)/ε) = 1+o(1). The derivative f ′x is smooth therefore
due to (31) the following takes place: f ′x(x
gc
± (y±), y±) = f
′
x(x
gc
± (ξ±), ξ±) +O(ε).
Finally
dy+
dy−
=
f ′x(x
gc
− , y−)
f ′x(x
gc
+ , y+)
· (1 + o(1)) · (1 +O(ε)).
5 Conjectures on unconnected slow curves
Previously, only the case of connected slow curve was studied. We believe that
the methods of the present paper can be applied also to the case of unconnected
slow curve. In this section we propose a related conjecture and outline its proof.
Consider system (1) on the two-torus with the slow curve M that satisfies
the following properties:
1. The slow curve M has two connected components M1 and M2. Projection
of M on the y-axis along the x-axis is two disjoint arcs.
2. Each of the components M1, M2 has two jump points G
±
1 and G
±
2 .
3. The components M1, M2 are nondegenerate in the sense of Definition 3.
We will call such slow curve simple unconnected.
Conjecture 1. For every desired number l ∈ N there exists a local topologically
generic set in the space of slow-fast systems on the two-torus with the following
property:
1. Slow curve is nondegenerate and simple unconnected.
2. For every system from this set there exists a sequence of intervals
{Rn}∞n=0 ⊂ {ε > 0}, accumulating at zero, such that for every ε ∈ Rn
there exists at least l canard limit cycles that makes one pass along the
slow direction.
The components of the simple unconnected slow curve may be both con-
tractible or both noncontractible, see Figure 4. Consider first the case of con-
tractible ones, see Figure 4, top. Note that this figure is very similar to one
studied in the present paper (see Figure 1) but contains two copies of the slow
curve. In fact one can obtain such a picture as a two-leaf cover of the original
system (1): the fundamental domain should be extended twice along the slow
direction. If we obtain the new system from the original one in this way all the
results about two-pass limit cycles for the original system can be rewritten in
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Figure 4: Simple unconnected slow curve: contractible (top) and noncontrac-
tivle (bottom) cases
terms of one-pass limit cycles for the new system. This is not a huge success
because of strong nongenericity of the new system (shift symmetry). However,
it is easy to see that the only requirement that is needed for our proof to work
in the new settings is the existence of two grand canards for the same value of
ε. For shift-symmetric system we obtain them “for free”, for generic system it
seems to be much rarer event. Nevertheless, if the generic system possesses two
grand canards like it is shown on the Figure, the same arguments we used to
prove Theorem A can be applied verbatim to the proof of Conjecture 1.
We also note that the same arguments work for the case of noncontractible
components, again, provided that two grand canards exists. This can be of
particular interest because slow-fast systems with noncontractible slow curve
(like in Figure 4, bottom), appear naturally in physical applications [5].
Thus the key question is: can two grand canards coexist for the same value
of ε for generic system? We conjecture that for topologically generic systems
the answer is affirmative.
Conjecture 2. For locally topologically generic slow-fast system on the two-
torus there exists a sequence of intervals on the ray {ε > 0} accumulating at 0
such that for every ε from these intervals there exist two grand canards.
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Outline of the proof. Each component M1, M2 has repelling and attracting
parts. Denote them by M±1 and M
±
2 respectively. Take α
±
1 close to y(G
±
1 ),
α±1 ∈
(
y(G+1 ), y(G
−
1 )
)
and α±2 close to y(G
±
2 ), α
±
2 ∈
(
y(G+2 ), y(G
−
2 )
)
. As before
(see section 3.1) consider corresponding vertical transversal segments J±1 , J
±
2
with the following properties: for i = 1, 2 segment J±i intersectsM
±
i respectively
and does not intersect M∓i ; moreover,
y(J±i ) = α
±
i , i = 1, 2.
Denote y1 = (y(G
−
1 ) +y(G
+
2 ))/2, y2 = (y(G
−
2 ) +y(G
+
1 ))/2 and consider vertical
global transversal circles y1×S1 and y2×S1. As before (see section 3.2) denote
D+1,ε = P
[α+1 ,y1〉
ε J
+
1 , D
−
1,ε = P
〈y2,α−1 ]
ε J
−
1 ,
D+2,ε = P
[α+2 ,y2〉
ε J
+
2 , D
−
2,ε = P
〈y1,α−2 ]
ε J
−
2 .
If intersection D+1,ε ∩D−2,ε is not empty, then there exists a grand canard that
intersects both J+1 and J
−
2 . The same holds for the intersection D
−
1,ε∩D+2,ε and
a grand canard that intersects both J−1 and J
+
2 .
Further, these intersections forms a series of segments accumulating at zero.
R1 = {R1n}∞n=0, R2 = {R2n}∞n=0
∞⋃
n=0
R1n = {ε | D+1,ε ∩D−2,ε 6= ∅},
∞⋃
n=0
R2n = {ε | D−1,ε ∩D+2,ε 6= ∅}.
Definition 6. System (1) is called good if for any ε > 0 there exists n,m ∈ N
such that R1n ∩R2m 6= ∅ and R1n, R2m ⊂ (0, ε).
We conjecture that good systems are topologically generic in the space of
slow-fast systems1. Indeed, for a couple of intervals R1k and R
2
l one can perturb
system slightly (increasing or decreasing the fast component of the vector field
in the “rotation phase”) to make them intersect each other by a segment. If
k and l are large enough the perturbation is small enough. Therefore, the set
of systems with one intersection between R1 and R2 is open and dense. In
a similar way one can show that the set of systems with any finite number of
intersections between these two series of segments is open and dense. It follows
that the set of systems with infinitely many intesections is residual and the
corresponding property is topologically generic.
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