A method for e cient spatial domain ltering, directly in the DCT-IIe domain, is developed and proposed. It consists of using the discrete sine transform (DST), together with the discrete cosine transform (DCT), for transform domain processing, based on the recently derived convolution-multiplication properties of discrete trigonometric transforms. The proposed scheme requires no zero padding of the input data, or kernel symmetry. It is demonstrated that, in typical applications, the proposed algorithm is signi cantly more e cient than the conventional spatial domain method. The method is applicable to any DCT based data compression standard, such as JPEG, MPEG, and H.261.
1 Introduction compared to the spatial domain ltering method, depending on the kernel size. The outline of this document is as follows. Section 2 brie y reviews the DCT/DST convolutionmultiplication properties. Section 3 presents the proposed ltering scheme, for 1-D signals. This is done for didactic purposes. Section 4 extends the algorithm for 2-D images. First, the case of separable lters is considered, for which case the complexity analysis is presented, and, then, the outline of a nonseparable algorithm is provided. Section 5 concludes the paper.
Convolution-Multiplication Properties of Discrete Trigonometric Transforms
There are 8 types of DCT's and 8 types of DST's de ned by Wang, which are called generically discrete trigonometric transforms (DTT) 4]. From the family of DTT's, we are particularly interested in dealing with the DCT of type 2e, denoted DCT-IIe, since it is the main building block of the image coding standards JPEG, MPEG, and others. Also of interest in this work are three other DTT's, which are used together with the DCT-IIe in the proposed ltering scheme. Speci cally, these are the DST of the same type, DST-IIe, and the DCT and DST of type 1e, denoted DCT-Ie and DST-Ie, respectively. Thus, we review here only the de nition of these speci c transforms, and the CMP's involving them. The above transforms are de ned in terms of matrices that left-multiply an input vector. All these matrices are orthogonal and invertible, the inverse matrix of each one being its transpose.
Martucci has proposed a new formulation of the DTT matrices, called convolution form 4] , in which matrix orthogonality is lost for most DTT types. On the other hand, the convolution form is more appropriate for presenting the DTT CMP's than the above orthogonal form derived by Wang, because it avoids the need for adding any scaling factors or weighting functions to the CMP formul . The transform matrices in convolution and orthogonal input index ranges output " a " b x(n) y(n) forms are closely related; one can switch between them by left and right-multiplying each by non-singular diagonal matrices. The convolution form of the DCT-IIe, DST-IIe, DCT-Ie, and DST-Ie are denoted by C 2e , S 2e , C 1e , and S 1e , respectively, and can be found in 4].
One last concept that we must review, before considering the CMP's, is of symmetricextension. It consists of replicating a given input sequence in order to produce a symmetric output sequence. There are 16 types of symmetric-extension operators de ned in 4], four of which are of interest to us, denoted by HSHS, HAHA, WSWS, WAWA, according to the position of the symmetry point (`H' and`W' meaning`Half sample' and`Whole sample', respectively), and the symmetric/antisymmetric nature of the replication (`S' and`A' meaning symmetric' and`antisymmetric', respectively). The exact de nition of the above operators can be found in 4]; we prefer to review them by means of the following example: HSHS(1; 2; 3; 4) = R(1; 2; 3; 4; 4; 3; 2; 1); HAHA(1; 2; 3; 4) = R(1; 2; 3; 4; ?4; ?3; ?2; ?1); WSWS(1; 2; 3; 4) = R(1; 2; 3; 4; 3; 2); WAWA(1; 2; 3; 4) = R(0; 2; 3; 0; ?3; ?2); where R performs periodic replication.
We now review the CMP's involving the above transforms, according to 4]. There are four of these properties, and they assume the following format: w n = " a fx n g " b fy n g = T ?1 c fT a fx n g T b fy n gg; (5) where fx n g and fy n g are two input sequences, and fw n g is the output convolved sequence.
In the above expression, " a and " b are two symmetric extension operators, and denotes circular convolution. Moreover, T a , T b , and T ?1 c are two DTT's and one inverse DTT, appropriately selected among the above speci c DTT's, and denotes element-by-element multiplication. Table 1 lists the speci c values for the four CMP's. Equation (5) tells us that symmetric convolution (which means circular convolution between symmetric-extended versions of the operands) can be obtained by transforming the input signals by DTT's, multiplying the results, element-by-element, and then performing an inverse DTT. Equation (5) is a simpli ed version of the equation provided in 4], adapted for the speci c four DTT's that we are interested in. 
where Y a is a matrix which performs a symmetric convolution of an input signal by the signal y, D(x) is the diagonal operator, which returns a diagonal matrix whose diagonal is lled with the elements of x, and C a and C b are two DCT's in convolution form. Note that the inverse DCT is equal to one of the forward DCT's, a property which is not necessarily extended for similar matrix formulation for the rest of the DTT CMP's.
The meaning of (6) is that the symmetric convolution matrices Y a are diagonalized by the DCT's C a , the eigenvalues being the coe cients of the transform of y by C b . This is analogous to circular convolution matrices being diagonalized by the DFT matrix, with eigenvalues given by the DFT coe cients of the kernel. In 6], the above matrix formulation for DCT matrices in convolution form was adapted for DCT matrices in orthogonal form as well, where scaled and weighted versions of Y a are the matrices which are diagonalized.
The rst out of the four CMP's reviewed in Section 2 involves DCT's only, and thus, it can be written in matrix form according to (6) (this is explicitly presented in 6]). On the other hand, the remaining three CMP's do not satisfy this requirement, but we wish to write them in matrix form as well. We adapt now equation (6) , in order to summarize the matrix form (diagonalization property) of all four CMP's we are interested in. Thus, the diagonalization properties will assume the following format:
where T a , T b , and T c are three DTT's (not necessarily DCT's, and not necessarily in convolution form), and Y c;a is a symmetric convolution matrix, depending on the indices a and c. In the sequel we detail the speci c values and formats those matrices assume for the four desired CMP's. The operator D`is a generalization of D; it returns a square matrix, having its`t h diagonal lled with the elements of the input vector. The`t h diagonal of a square matrices A ij consists of the elements for which j = i +`.
In (7), we require T a and T c to express type II-e matrices in orthogonal form, with the purpose of applying them directly to given DCT-IIe input data. For this reason, we simplify the notation for the DCT-IIe and DST-IIe matrices, denoting them C and S, respectively. It turns out that C I is almost identical to C 1e , whereas S I is equal to S 1e .
As for the four symmetric convolution matrices Y c;a , it turns out that each can be written as a combination of the following four triangular matrices: (5) and Table 1 to the matrix form shown in (7), we obtain the desired four diagonalization properties: These relations are the basis of the ltering scheme developed in the next sections.
Spatial Filtering Scheme
Suppose a 1-D signal x(n) is given, and we wish to perform its linear ltering by a kernel h(n), obtaining the output signal w(n), that is, w(n) = x(n) h(n). Suppose also that x(n)
is given as a set of vectors fx i g, consisting of non-overlapping N-point segments of the input signal, and that we wish to obtain the output w(n) in the same format, i.e. fw i g. Assuming that the lter h(n) has region of support within the interval ?N; N], where it assumes the values h(n) = h n , for a given sequence fh n g, one can express the ltering operation as following: 
where is an arbitrary real number, and = 1 ? . In the general case considered herein the choice of is immaterial from the aspects of computational e ciency. In certain special cases that will be studied later, however, the choice of will be important.
Note that, if we set y i = h i in (10) 
It is easy to verify that right-multiplying a matrix A by inverts the order of the columns of A. Similarly, left-multiplying a column vector by inverts the order of its elements. i :
The implementation steps of the above scheme, according to (25), are as follows. First, calculate x i + x i?1 , x i + x i+1 , x i ? x i?1 , and x i ? x i+1 , which consist of \folding" the adjacent spatial segments x i?1 and x i+1 onto the current one, x i . We call it \folding" because the operator simply inverts the order of the elements of the input vector. Next, calculate the DCT-II of the positively folded data, and the DST-II of the negatively folded data. Then, operate upon the transform data by appropriately multiplying it, element-byelement, by the lter kernels. And nally, calculate the inverse DCT-II and inverse DST-II of some combinations of the multiplied data.
Filtering Directly in the DCT Domain
The algorithm derived in the last section is suitable to be used in applications where the input data is given in the spatial (or time) domain. However, in our speci c application, the data is given in the DCT-IIe domain in the form of segments (vectors) X c i = Cx i , and therefore this algorithm, in its present form, is not appropriate here.
In this section, we adapt the above algorithm in order to apply it to the problem of ltering directly in the DCT domain. This adaptation consists of three steps: To convert the above algorithm to the DCT domain, to derive fast CST and SCT transforms, and to incorporate part of the CST and SCT transforms into the kernel lters and the quantization and dequantization matrices of the JPEG/MPEG coding algorithm to save multiplications. Those steps are described below.
Conversion to the DCT Domain
First, we pre-multiply both sides of (25) by C, in order to obtain the output in the DCT- i (27) where T = SC t is interpreted as the 1-D DCT-to-DST domain transform (CST) operator matrix (hence T t is the SCT operator matrix), and fX s i g are the set of DST-IIe coe cients of the input data, i.e., X s i = Sx i , for all i.
Equation (27) yields an e cient ltering scheme provided that the SCT can be implemented e ciently. This is true because all the H-matrices in (27) are diagonal. Note, that multiplication by is costless. Nevertheless, unlike the DCT coe cients, the DST coe cients are not available in advance and therefore a fast CST is also required for obtaining these matrices. This is solved in the sequel.
E cient CST and SCT Algorithms
In this section we derive e cient CST and SCT algorithms, i.e., fast multiplication by T and T t . We will assume N = 8, which is the case in JPEG/MPEG applications. The main idea is to factorize T into products of sparse matrices. First, we shall use the following property relating the DST matrix to the DCT matrix: S = C (28) where and are de ned in (20) and (26), respectively. This equality holds for any value of N. In addition, we shall use a factorization of C that corresponds to the fastest existing algorithm for 8-point DCT due to Arai, Agui, and Nakajima 11] (see also 12]). According to this factorization, C is represented as follows.
where D is a diagonal matrix (which can be absorbed in the quantization/dequantization associated with the compression standards), P is a permutation matrix, B 1 , B 
and whereD = D is a diagonal matrix having the same elements as D but in reversed order. The matrixT represents a modi ed CST, where pre and post multiplications byD and D, respectively, are still required in order to produce the original CST (T ). The reason why we write T in terms ofT in (32) is that one last modi cation of the ltering scheme makes it possible to avoid the multiplications by D andD, i.e., we can use the modi ed CST instead of the original one. This is shown in below. The operation byT takes 8 multiplications and 28 additions, which is 16 multiplications and 30 additions less than what the operation by T takes. The modi ed 8-point SCT, corresponding to T t , can be obtained byT t = T , and, therefore, can be implemented with the same number of operations asT.
Incorporating the Weighting Factors into the Filter Kernels and Quantization Tables
As mentioned before, we present the algorithm here for 1-D signals for didactic reasons. Our purpose is to extend it for the 2-D case, where it can be applied to JPEG/MPEG data ( , by multiplying it by another look up  table, called quantization table. In this section, we show how to implement the CST transform, avoiding the multiplications by the matricesD and D, by absorbing them in the kernel matrices H r i , i 2 fcc; ss; cs; scg and r 2 f+; ?g, and in quantization/dequantization look-up tables.
We assume, therefore, that each input vector X c i is the result of left-multiplying a certain quantized vector by a diagonal dequantization matrix Q d . Moreover, the output W c i serves as an input to to a quantization process that consists of left-multiplying it by a diagonal quantization matrix Q q . Suppose we alter the above tables in the following way:
(34) thus, given the same quantized input data as previously, the dequantized input segments are now given byX The advantage of implementing the scheme according to (35) instead of (27) relies on the fact that the modi ed CST and SCT are computationally more e cient than the original transforms.
Discussion and Particular Cases
Equation (35) 1 and i ? 2. Therefore, onlyX s i+1 has to be actually calculated (and stored for two iterations). The modi ed DST segment is obtained by the modi ed DCT segment by left multiplying it byT . The second step consists of creating the \butter ies" indicated by the expressions inside the parentheses in (35); they are equivalent to the \data folding" performed in the spatial version of the algorithm (eq. (25)), but performed directly in the transform domain. Note that ipping the order of elements in a spatial segment is obtained directly in both the DCT and the DST domains by a trivial modulation the transform data (left multiplication by ). Next, the appropriate diagonal kernel lters operate upon the butter ies, and nally, part of the ltered data is converted from the DST domain to the DCT domain by left multiplying them by T t , while the other part of the data is already in the DCT domain. These parts are then added. Important special cases of the above algorithm are the symmetric/antisymmetric, causal/anticausal, and causal-symmetric cases. They related to the nature of the ltering kernel. In the symmetric case, h ?n = h n , for n = 1; : : : ; 8. Here, by setting = = 1=2 in (18) and (19) By comparing (36) with (35), one can notice that about half of the computations are saved when using a symmetric kernel. In the antisymmetric case, i.e., h ?n = ?h n , n = 1; : : : ; 8, h 0 = 0, a similar scheme is obtained, with some sign changes.
In the causal case, de ned by h n = 0 for n < 0, setting = 1 ? = 1 in (18) i ; (37) which is also a signi cant simpli cation. Notice that, in this case,X i?1 is not needed in the computation; onlyX i andX i+1 . The anticausal ltering scheme, where h n = 0, for n > 0, is obtained similarly, by setting the H + -type matrices to zero, instead of the H ? -type ones.
The best special case of the proposed scheme, in terms of complexity, is obtained with a 4-pixel delayed causal-symmetric lter, for which both the causality and the symmetry properties can be used to save computations. A k-pixel delayed causal symmetric lter will be de ned as a causal lter fh n g k n=0 with h n = h 2k?n for all 0 n 2k. Obviously, a causal symmetric lter is a delayed version of a non-causal lter that is symmetric about the origin.
In the causal symmetric case, when k = 4, the computational bene ts of both symmetry and causality are combined. Speci cally, on the top of the simpli cation due to causality for 
The 2-D Filtering Scheme
The 1-D scheme derived in the last section is extended here for 2-D signals. As mentioned before, the purpose of this extension is to apply the scheme to DCT blocks obtained during the decoding of JPEG or MPEG data. Therefore, we suppose now the input and output data being given as a set of 8 8 DCT blocks fX c i;j g and fW c i;j g, respectively.
Separable Filtering
Let us consider rst a separable approach, where the 2-D lter kernel is separable, i.e., the corresponding spatial ltering operation can be written in the form: 
where fx i;j g and fw i;j g are, respectively, the input and output data in the spatial domain, H is a 8 24 lter matrix, as de ned in (16)-(19), for a given sequence fh n g, and V is similarly de ned, for a given fv n g.
In this case, the 2-D ltering can be implemented by means of the proposed 1-D scheme, by simply applying the latter rst to the input DCT block columns, and then to the rows of the resulting blocks, where the above column and row passes are performed using the transform domain versions of the V and H kernels, respectively. Speci caly, the rst pass (column processing) corresponds to the following spatial processing: 
Therefore, the column processing produces fZ c i;j g, which are the 2-D DCT version of the blocks fz i;j g, while the row processing produces the output fW c i;j g.
Although being straightforward, the separable 2-D extension of the 1-D scheme has the following few details that require careful consideration.
1. At a given step (i; j) of the algorithm, where the output block W c i;j is to be calculated, Z c i;j+1 has to be calculated, but not Z c i;j and Z c i;j?1 , since they have been previously calculated (and assumed stored) in the two previous steps (i ? 1; j) and (i ? 2; j).
Therefore, during the column pass corresponding to the step (i; j) we need to refer only to the input blocks X c i?1;j+1 , X c i;j+1 , and X c i+1;j+1 . 3. Similarly to the situation in item 1 above, at a given step (i; j), only the mixed DCT/DST block X cs i+1;j+1 need to be calculated at the beginning of the rst pass, since X cs i;j+1 and X cs i?1;j+1 were previously calculated and are assumed stored. In the same way, Z sc i;j and Z sc i;j?1 are also available, so only the 2-D mixed DST/DCT block Z sc i;j+1 has to be calculated at the beginning of the row pass.
As shown in the previous
4. In the 2-D algorithm, like in the 1-D one, the weighting factors in D andD are incorporated in the kernel matrices and the quantization/dequantization tables, but with a small modi cation in relation to the 1-D algorithm. Here, the dequantization (Q d ) and quantization (Q q ) tables are altered as follows:
and not as in (34). Moreover, the relation between the modi ed kernels and the original ones are given now by Table 3 .
Complexity Analysis of the Separable Scheme Data Sparseness
An important factor to be taken into account in the implementation is that of typical sparseness of the quantized DCT input data blocks. We de ne a DCT coe cient block as sparse 
Complexity
The computational complexity of the proposed 2-D separable ltering scheme has been calculated for the di erent ltering cases, and are presented in Table 4 . The derivation details for the causal-symmetric case can be found in the appendix; the other cases have similar derivation, which the interested reader can nd in 13]. In Table 4 the complexity of the proposed scheme is also compared to that of the straightforward approach (called Spatial scheme) of transforming the input DCT blocks to the spatial domain, performing the convolution, and transforming back to the DCT domain. The entries in the table are the number of scalar operations required for processing of each 8 8 output block, expressed in terms of the number of multiplications m and additions a, and the overall operation count, assuming a processor for which each multiplication is equivalent to 3 additions. The ltering cases are given in terms of data sparseness and kernel type. Non-sparse data refers to the case where at least one of the 9 input blocksX c u;v , i ? 1 u; v i + 1, is not sparse, whereas Sparse data means that all the 9 blocks are sparse. Note that the results for the spatial scheme independ on data sparseness. The structure of the kernel is general, symmetric, causal, or causal-symmetric; each is related to a di erent implementation of the proposed algorithm, as detailed in Section 3.4. Note that the results for the spatial scheme are a ected only by the existence of symmetry in the kernel, and not by whether it is causal or not. Finally, for each case, three kernel sizes (in terms of L L samples) are considered: Small, medium, and large. For non-causal kernels, the largest value of L is 17, whether for causal kernels, it is 9. Note that the results for the proposed scheme do not depend on the lter size. Still in Table 4 : Bullets indicate the cases for which the proposed scheme is preferable to the spatial one. According to this information, and the other entries in the table, one can conclude the following:
1. If the input DCT data are sparse (which is a typical situation), and one wishes to perform causal or causal-symmetric ltering (see discussion below), then the proposed scheme is up to 64% more e cient than the spatial one. Filtering schemes for which the proposed scheme is more e cient than the Spatial one, i.e., the processor operation count (op.) is lower for the former than the latter. 2. If the data are sparse, but the ltering in not causal (or causal-symmetric), then the proposed scheme is preferable to the spatial one for medium and large kernels. 3. If the data is not sparse, then the proposed scheme is preferable for large kernels, and also for medium kernels in the symmetric and causal-symmetric cases.
Causal Noncausal Kernels
The proposed approach is much more e cient in the causal/causal-symmetric cases than in the general/symmetric cases, as seen in Table 4 . Also, the causal versions use half of the memory that is used in the noncausal versions of the approach, since DCT and DST coe cients are to be temporarily stored, instead of only the spatial data. However, causal kernels are seldom encountered in image processing applications, while the use of symmetric kernels is fairly common. How could one take advantage of the e ciency of the causal versions of the algorithm to implement a noncausal ltering? If a given symmetric 2-D lter is not longer than 9 taps in each dimension, then it can always be trivially transformed into a causal-symmetric kernel, simply by applying a 4-pixel shift (in each dimension) to its spatial coe cients. In this case, the use of this causal-symmetric version of an original symmetric kernel, instead of the symmetric kernel itself, results in a 4-pixel shift of the output image, in the opposite directions. This shift is tolerable in many applications, especially those involving human visualization, or can be compensated in a later display or printing application. On the other hand, as mentioned above, this drawback, which is often minor or negligible, provides great savings in computations (about 36%) and in memory requirements (50%). Similar considerations apply also for using causal kernels instead of general kernels. In this case, on the other hand, the shift is not restricted to 4 pixels; the smallest number of pixels than turns the kernel into a causal kernel can be used.
Nonseparable Scheme
The DTT CMP's presented in 4] can be extended to 2-D signals. Although requiring labor, such generalization is conceptually simple. With the rise in dimensionality, however, the number of CMP's is also increased. For instance, the four 1-D CMP's presented in Section 2 turn into sixteen 2-D CMP's. A derivation, similar to the one presented in Sections 3 and 4, based now on the sixteen 2-D CMP's, leads to the 2-D Nonseparable ltering scheme. The e ciency of the nonseparable approach is now under study. Although the number of CMP's was multiplied by four, and therefore the number of ltering terms was increased by the same proportion, the nonseparable scheme is not expected to be less e cient than a nonseparable spatial counterpart. The opposite is true; the advantage of the nonseparable 2-D scheme over the spatial one is expected to be even larger than in the separable case.
Conclusion
In this work, we propose an e cient ltering scheme, to be applied directly to DCT data blocks given in JPEG/MPEG applications. The scheme also outputs the ltered data in the same DCT format. It is based on the convolution-multiplication properties of the discrete trigonometric transforms, and it requires the calculation of DST coe cients, which are used together with the DCT coe cients in the ltering process. A fast CST (cosine to sine transform) was thus derived, to reduce the computational overhead of this operation.
Comparison between the proposed algorithm and the straightforward approach, of converting back to the uncompressed domain, convolving in the spatial domain, and re-transforming to the DCT domain, was carried out, for separable 2-D kernels. It was demonstrated that, by taking into account the typical sparseness of the input DCT-data, the proposed algorithm provides better results for symmetric ltering, if a 4-pixel translation of the image in both directions is allowed (causal-symmetric ltering). In this case, 35-64% of the computations are saved, depending on the kernel size. The approach is also typically more e cient for long or medium-length, non-symmetric, kernels. Twice as much memory is required by the proposed algorithm in comparison to the spatial scheme. A separable version of the algorithm was also derived, and it is currently under study. The total number of operations is 512m + 1280a, when sparseness is not assumed, and 296m + 688a, when sparseness is assumed. In terms of processor operations, the average complexity is 2816 in the non-sparse case, and 1576 in the sparse case.
