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Much work in recent years has suggested that some sort of hierarchical organisation must be attributed to feature representation. Such organisation is required in two senses: that of the sequential ordering of features into higher-level units, as proposed in autosegmental and metrical phonology, and that of the simultaneous grouping of features into functionally independent sets, as shown by the more recent results of autosegmental and dependency phonology. These two observations are interdependent in a very interesting way. As several writers have shown, most explicitly
Thrainsson (I 978), Goldsmith (i 98 i), Mohanan (i 983), and Mascaro
(i983, forthcoming), the study of the interaction among various sets of features, as observed (for example) in the study of assimilation rules, provides prime evidence for the nature of simultaneous feature groupings. If we find that certain sets of features consistently behave as a unit with respect to certain types of rules of assimilation or resequencing, we have good reason to suppose that they constitute a unit in phonological representation, independently of the actual operation of the rules themselves. There is a useful analogy here to syntax: many of the most enduring results of syntactic analysis have been made possible by the recognition that word-groups functioning as single units with respect to syntactic rules form hierarchical constituents in phrase-structure analysis.
A natural way of expressing these relationships in phonology is in terms 2 Two models of feature organisation To clarify our ideas, it would be useful to contrast two possible models of multi-tiered feature representation, representing opposed views of hierarchical organisation. According to the first of these, phonological representations involve multi-tiered structures in which all features are assigned to their own tiers, and are linked to a common core or 'skeleton'. Such a view can be schematised as in (2) offers us several of the advantages of autosegmental representation by providing for processes that affect features on one tier while not affecting features on the others. Yet (2), just like (i), fails to impose any organisation on the features, and is therefore equally inadequate. Given a model like (2) we have no way of expressing the fact that certain sets of features consistently behave like functional units, while other imaginable sets do not. Just as significantly, representations like (2) fail to characterise the phoneme as a unit in its own right. It has long been recognised that phonological representations are to a large extent segmentable into phonemes that behave as single units with respect to rules; indeed, this is one of the primary motivations for recognising the phoneme as a category of linguistic theory. Rules must have access to phoneme-sized units in autosegmental theory as well. For example, they must be able to delete consonants and vowels, or spread all the feature of a consonant or vowel on to a neighbouring position in the skeleton, as in the case of compensatory lengthening processes. However, rules affecting phonemes as a unit will have a highly marked status within theories postulating representations like (2), since they have to refer to features arrayed on more than one tier. There is a very real sense in which phonemes, although analysable into individual, autonomous features, are integral units in their own right, and an adequate model of feature representation must be consistent with this observation.
Let us consider, as an alternative, a model developing recent proposals of Mascar6 (I983, forthcoming) and Mohanan (I983). In this conception, individual features are organised under hierarchically superordinate nodes, which I will term CLASS NODES. The class nodes themselves are dominated by a yet higher-level class node, which (following Mohanan) I will term the ROOT NODE. The root node, in turn, is directly linked to the CV tier. Under this conception, the phonetic content of a segment is arrayed on two different types of tiers, the feature tiers and the class tiers (including the root tier). As a preliminary proposal, suppose we take the view that the class tiers are exactly the following: the root tier, the laryngeal tier, the supralaryngeal tier, the 'place' tier, and the 'manner' tier (a further tier, the tonal tier, will not figure in the present discussion). These are organised as in (3): (4) are not equally independent of each other, however. While the category of laryngeal configuration is quite freely variable with respect to the other three categories, the latter three show some degree of mutual independence. For example, nasality is not contrastive in pharyngeal sounds, lateral release is not contrastive in labial sounds, low front tongue body position is limited to vowels, and so forth.
The model in (3) embodies this view of speech production. It claims that the varying degrees of independence among phonetic features can be expressed by a hierarchical grouping such that higher-branching categories tend to be more independent than lower-branching categories. More exactly, the relative independence of any two features or feature classes is correlated with the number of nodes that separate them. The geometry of (3) reflects the classification of (4) quite closely, postulating the highest degree of independence between the laryngeal features and all others, and the next highest between the manner and place features. The model in (3) differs from the classification in (4) in one respect, however, in not recognising a hierarchical distinction between nasality and the other manner features. Since such a distinction might be expected on the basis of articulatory and acoustic considerations, one might ask whether such criteria should play a greater role in our formal model.
The ultimate justification for a model of phonological features must be drawn from the study of phonological and phonetic processes, and not from a priori considerations of vocal tract anatomy or the like. In this respect we follow the general principle that the justification for the categories and principles proposed for any linguistic level must be supported entirely by evidence pertaining to that level (cf. the 'separation of levels' in structuralist linguistics, or the 'autonomy of syntax' in current formal linguistics). Following this principle each level seeks its own principles of analysis, and the categories appropriate to any one level may prove to be partly distinct from those appropriate to another level. Accordingly our justification for the structure of (3) will be sought entirely in the study of crosslinguistic generalisations concerning common types of phonological and phonetic processes. From this perspective, the model in (3) appears to represent a correct reflection of the types and degrees of phonological independence found among phonetic features. For example, it is well known that phonological processes may involve laryngeal features without affecting supralaryngeal features: relevant examples include rules of voicing assimilation, aspiration and deaspiration. Similarly (though less frequently commented on), processes may affect supralaryngeal features while not affecting laryngeal features. The lower-level branching into 'place' and ' manner' features has a similar crosslinguistic justification, deriving from processes that affect categories of one type while not affecting those of the other. Examples justifying these statements will be given below.
More specific evidence bearing upon models such as (3) can be drawn from the study of assimilation processes. It has been suggested by a number that assimilation can be described as the spreading of an element of one tier to a new position on an adjacent tier. In this view, assimilation has the following schematic character, where A is the spreading feature:
In the output structure, A is associated with two positions on the related tier, and B has been eliminated from the representation. Now as Mohanan (I983) has pointed out, the view of assimilation characterised in (5) combined with a fairly straightforward criterion of simplicity leads us to the view that there should be three common types of assimilation processes in the world's languages: TOTAL assimilation processes in which the spreading element A is a root node, PARTIAL assimilation processes in which A is a class node, and SINGLE-FEATURE assimilation processes in which A is a single feature. More complex types of assimilation, in which more than one node spreads at once, can be described by this model, but at greater cost. Such a view of assimilation is strongly supported by many recent studies of assimilation processes. Let us consider total assimilation first. As first pointed out by Kenstowicz (I970), long segments characteristically show the property of behaving like one unit as far as quality-sensitive rules are concerned, and like two units as far as quantity-sensitive rules are concerned. This property extends to long segments derived by rules of total assimilation as well. For example, in Luganda all geminate consonants, whether underlying or derived through a rule of total assimilation, behave as single units with respect to such quality-sensitive rules as palatalisation, and as two units with respect to such quantity-sensitive rules as tone assignment. This result can be explained under the assumption that geminate consonants of both types are represented as single-feature columns (in the present theory, root nodes) linked to two positions on the CV tier (see Clements forthcoming for detailed discussion). A further characteristic of geminate consonants in many languages is that they fail to be broken up by otherwise applicable epenthesis processes (Guerssel I978).
More exactly, geminate consonants appear to be impervious to epenthesis rules if they are tautomorphemic, or created by assimilation rules. This disjunction of properties can be explained under the same assumption as was made above: if underlying tautomorphemic geminates, as well as geminates created by assimilation rules, are single segments linked to two timing tier positions, then epenthesis rules will be unable to insert a vowel between them as a result of the universal prohibition against crossing association lines (see Schein I98I, Kenstowicz i982, There is also considerable evidence that rules of partial assimilation create linked structure, as predicted by our theory. A closer examination of constraints on epenthesis rules shows that not only geminate consonants, but also consonant clusters that have undergone partial assimilation, are impervious to epenthesis. Thus Steriade (I982) shows that in Kolami, a Dravidian language, consonant clusters are normally broken up by an epenthetic vowel when occurring before another consonant or word-finally, with two exceptions: the rule does not apply between the two members of a geminate consonant, or between a nasal-stop sequence in which the nasal has undergone a rule assimilating it to the place features of the following stop. As Steriade points out, we can explain this pattern of exceptions on the assumption that rules of partial assimilation create partly linked structure; we thus account for the failure of epenthesis to break up geminates and assimilated nasal-stop sequences in a uniform way, in terms of the universal prohibition against crossing association lines. Further evidence for such a treatment of partial assimilation from constraints on epenthesis rules can be found in Tamil Let us now consider the independence of the place tier vis-ai-vis the manner tier. I will examine here some assimilation phenomena in English. Suppose we assume the following partial distinctive feature characterisation of English coronal sounds: The geometry of phonological features 239
Comparing this rule with those of (7) and (9), we see that we are on familiar territory. The supralaryngeal tier features characterising the segment on the right spread en masse on to the root tier node linked to the supralaryngeal tier node to its left, provided it dominates the feature [-voiced] and is preceded by the feature [-constr], while the leftmost supralaryngeal tier node itself is delinked. The fact that the two supralaryngeal tier nodes must be linked to a single set of place tier features is sufficient to guarantee that the rule will not apply to hetero-organic clusters, and the specification [-voiced] prevents the rule from applying to sequences like /dn/, etc. (i8) is as yet inadequate, however, since we have not accounted for the condition on its application that the two stops in question should not be homorganic. Normally, negative conditions of this type are highly marked in phonology; what is more, this condition is simply the complement to the homorganicity condition involved in the nasalisation rule (i 6). It is reasonable to think that the formal account we gave of the homorganicity condition in (i 6) also plays a role in the explanation of the nonhomorganicity condition in (i8).
The answer is quite simple, if we adopt a proposal by Steriade (I982), called the Shared Features Convention. According to this convention, when the output of a rule creates a configuration in which some feature matrix is shared between two adjacent segments, then all remaining identical features undergo merger. I will here take the liberty of reformulating the convention as in (I9), in accordance with the theory of feature geometry assumed in this study: will be tentatively assigned to the manner tier as well. While it does not fall together with the other members of this set in terms of its aerodynamic properties, this consideration is irrelevant to our analysis, which (as remarked earlier) depends upon phonological, rather than physiological criteria. We will therefore regard the above analysis as provisionally correct, postponing a detailed classification to the time when more decisive evidence becomes available.
Let us turn now to a consideration of the place features. In the classification of Chomsky & Halle (I968), there is a set of features that typically distinguishes place of articulation in consonants but not in vowels, which we will call set P (mnemonic for 'primary'), and a set of features that typically distinguishes place of articulation in vowels, but not consonants, which we will call set S (for 'secondary'). The members of set P include We may begin to find our way to an explanation if we consider more closely the way in which redundant place features are assigned to consonants and vowels. In the case of 'plain' consonants (those without secondary articulations), the assignment of redundant class S features is largely context-dependent, depending on the nature of adjacent vowels. Thus consonants are typically rounded before rounded vowels, velarised before back vowels, and so forth. In the case of vowels, however, the assignment of redundant class P features is context-free: thus vowels are normally [-anterior], regardless of the consonantal context. Given this observation, the consonant/vowel asymmetries noted above can be explained within representational systems that allow three-way distinctions between segments characterised by [+ F], [-F] and [0F] (or absence of F), for one or more features F. In the context of autosegmental analyses, we frequently find motivation for recognising such underlying three-way distinctions, such as that between high-toned, low-toned and toneless vowels. Under theories requiring all segments to be fully characterised for all features, there is no straightforward way of representing such a three-way opposition. In autosegmental phonology, which is not subject to such a constraint, such distinctions can be easily captured on the assumption that some segments are 'incompletely characterised' by The geometry of phonological features 243 certain features -that is, not linked to any occurrence of such features on the relevant autosegmental tier.
We may now account for the second of the consonant/vowel asymmetries noted above, the fact that vowels do not assimilate to set S features of (plain) consonants, by assuming that set S features are underlyingly unspecified in such consonants. Only in case of phonemically contrastive 'secondary articulations' will a consonant have an inherent specification for a given class S feature. Vowels, on the other hand, are always specified for set S features, and hence consonants may readily assimilate to these features.
We may easily see that this analysis accounts for the first of the asymmetries noted above as well, the non-occurrence of 'V0' in rules of place assimilation involving consonants. Such rules may not ignore intervening vowels since vowels are opaque with respect to features of set P. I assume that these features are assigned by the following rule, which applies in the unmarked case: We see from this example that the theory of feature representation and assimilation presented here intersects significantly with the theory of phonological redundancy. We expect that certain apparent exceptions to the view that only single nodes assimilate will be explained by the fact that one or more of the features involved are not yet present in representations, and are added as an effect of late redundancy rules.
Rule interaction
Another type of apparent counter-evidence to the present theory comes from rules of palatalisation, which typically raise and front the tongue position of a consonant before high vowels and glides. Since a raised, fronted tongue position is an intrinsic characteristic of the following glide or vowel it is reasonable to suppose that we are dealing with an assimilatory process (see Clements 1976 It is reasonable to suppose, however, that two processes are involved in the English palatalisation rule, not one. The first is a process of spirantisation, which turns t to s and d to z before a set of vowel-and glide-initial
