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Abstract
A systematic development is made of the simultaneous reduction of pairs of quadratic
forms over the reals, one of which is skew-symmetric and the other is either symmetric or
skew-symmetric. These reductions are by strict equivalence and by congruence, over the reals
or over the complex numbers, and essentially complete proofs are presented. The proofs are
based on canonical forms attributed to Jordan and Kronecker. Some closely related results
which can be derived from the canonical forms of pairs of symmetric/skew-symmetric real
forms are also included. They concern simultaneously neutral subspaces, Hamiltonian and
skew-Hamiltonian matrices, and canonical structures of real matrices which are selfadjoint or
skew-adjoint in a regular skew-symmetric indefinite inner product, and real matrices which
are skew-adjoint in a regular symmetric indefinite inner product. The paper is largely exposi-
tory, and continues the comprehensive account of the reduction of pairs of matrices started in
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1. Introduction
The authors began a comprehensive account of the reduction of pairs of matrices,
or forms, in [29] where hermitian (but otherwise general) matrix pairs under strict
equivalence and congruence were considered. This paper is a continuation of that
work. Many of the introductory ideas are reviewed here, but the reader may be well
advised to peruse that work before studying this paper. As in [29], the main working
tools are the canonical forms attributed to Jordan and Kronecker.
Sections 2–4 contain preparatory material from [29] and elsewhere. The first prin-
cipal result of the present paper is Theorem 5.1 in which canonical forms for pairs of
real skew-symmetric matrices under (real) strict equivalence are formulated, and the
corresponding result under complex congruence appears as Theorem 7.1. In Section
8, this is applied to the discussion of subspaces which are simultaneously neutral
(or isotropic) with respect to a pair of real skew-symmetric matrices. Theorem 5.1
also provides canonical forms for real matrices which are selfadjoint with respect
to a regular skew-symmetric inner product and, in particular, for skew-Hamiltonian
matrices; this is the subject of Section 9.
In Section 10 canonical forms for real symmetric/skew-symmetric pairs under real
strict equivalence are formulated with (be prepared) no less than nine different basic
canonical structures. Section 11 is occupied with the proof, and the corresponding
result for real congruence transformations appears as Theorem 12.1. This is proved
in Sections 13 and 14 and a canonical form for real symmetric/skew-symmetric pairs
under complex congruence is the subject of Theorem 15.1. As in the case of pairs
of real skew-symmetric matrices, here also Theorem 12.1 yields canonical forms for
real matrices that are skew-adjoint with respect to a regular skew-symmetric inner
product (including Hamiltonian matrices as a particular case), and for real matrices
that are skew-adjoint with respect to a regular symmetric inner product. An appli-
cation to algebraic Riccati equations is briefly outlined in Section 16. Finally, in
Section 17, canonical forms are derived for real matrices which are skew-adjoint in
the context of congruence-similarity transformations.
As in [29], some proofs and arguments in this paper were inspired by those of
Thompson [49], and Mal’cev [35]. However, typically, more details are provided here.
The subject of simultaneous reduction of symmetric/skew-symmetric matrix pairs,
or in a different terminology, pairs of symmetric/skew-symmetric forms, has a long
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history, starting with the Kronecker form developed in the late 19th century. We
provide historical comments and key references in the text. Here, we point out that
several extensive bibliographies on the subject are available in Wedderburn [55]
(early bibliography, up to 1933) and Thompson [49]. For references and notes on
the earlier work see also the Historical Notes to Chapter 9 of the work of Turnbull
and Aitken [52] and the classic survey of MacDuffee [34]. Historical comments and
bibliography are found in [29] as well. We note also the paper by Djokovic´ et al.
[11], where a comprehensive list of various canonical forms of pairs of real, com-
plex, or quaternionic matrices is provided. For a completely different approach to
canonical forms of a large class of matrix problems, based on quiver representations,
see Sergeichuk [47] and references there.
Turn now to some basic definitions and notations. Basic ideas concerning pairs of
matrices can be formulated in the context of so-called matrix pencils: A + λB where
A, B ∈ Cm×n and λ is a scalar complex parameter; here and elsewhere C stands for
the complex field, and Cm×n is the vector space of complex m × n matrices. Some
basic definitions are made here in the context of complex matrices. The reader can
fill in the corresponding definitions over R, the field of real numbers.
The matrix pencils A1 + λB1 and A2 + λB2 (or the pairs (A1, B1) and (A2, B2))
in Cm×n are said to be C-strictly equivalent if there exist nonsingular P ∈ Cm×m and
Q ∈ Cn×n such that
P(A1 + λB1)Q = A2 + λB2 for all λ ∈ C. (1.1)
Thus, such a transformation corresponds to changes of bases in the domain and range
spaces of the pencil.
The more restrictive concept of congruence applies to pencils of square matrices.
Thus, pencils A1 + λB1 and A2 + λB2 in Cn×n are said to be C-congruent if there
exists a nonsingular P ∈ Cn×n such that
P(A1 + λB1)P ∗ = A2 + λB2 for all λ ∈ C.
Matrices will frequently be treated as linear transformations on finite-dimensional
vector spaces over R, or C. Thus, the context is frequently either the real euclidean
space of real n-tuple columns, Rn over R, or the space of complex n-tuples, or column
vectors, Cn over C. The standard inner product in these spaces is defined by writing
(x, y) =
n∑
j=1
xjyj .
If A ∈ Cn×n has entries aij , the matrix with entries aji is denoted by A∗ and is
known as the adjoint of A, and may also be written as A¯T where the superscript T
denotes transposition. A matrix A ∈ Cn×n is hermitian (or selfadjoint) if A∗ = A and
unitary if A∗A = In, the identity matrix in Cn×n. A matrix A ∈ Rn×n is, of course,
symmetric if AT = A and (real) orthogonal if ATA = In. The m × n zero matrix
will be denoted 0m×n, or 0m (if m = n), which is sometimes abbreviated to 0, if the
size is clear from the context.
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The block diagonal matrix with the diagonal blocks X1, X2, . . . , Xp (in that
order) will be denoted
X1 ⊕ X2 ⊕ · · · ⊕ Xp or diag(X1, X2, . . . , Xp).
We write σ(X) for the set of eigenvalues of a matrix X (including the nonreal eigen-
values, if any, when X is real).
Whenever it is convenient, an n × n complex matrix is identified with a linear
transformation acting on Cn in the usual way (and similarly for real matrices). With
this understanding, and with the standard inner product, Cn, resp., Rn, becomes a
complex, resp., real, Hilbert space, and A∗, resp., AT, is, indeed, the adjoint of A in
the Hilbert space sense.
The next two sections are devoted to summaries of properties of complex her-
mitian and real skew-symmetric matrices and the real Kronecker canonical form,
respectively. In Section 4, the canonical forms for pairs of complex hermitian matri-
ces under strict equivalence and congruence are reproduced, together with some
immediate corollaries. As outlined above, canonical forms for real pairs in which
skew-symmetry plays a role are studied in the rest of the paper.
2. Hermitian and skew-symmetric matrices
In this section we collect several well-known properties of complex hermitian
matrices and skew-symmetric matrices, for future reference.
Proposition 2.1. If A is a skew-symmetric matrix, i.e., AT = −A, over a field of
characteristic not equal 2, then the rank of A is even.
For a proof see, for example, Gantmacher [17, Section 1.4]. The result also fol-
lows from the following property (which is easily proved by applying suitable trans-
formations A → QTAQ, with invertible matrices Q, and using induction on the size
of A):
QTAQ = 0u×u ⊕
[
0 1
−1 0
]
⊕ · · · ⊕
[
0 1
−1 0
]
,
where Q is a suitable invertible matrix over the same field.
Let X = X∗ ∈ Cn×n be a complex hermitian matrix. The inertia of X consists of
an ordered triple of three nonnegative integers that sum up to n:
In(X) = (In+(X), In−(X), In0(X)),
where In+(X) (resp., In−(X)) is the number of positive (resp., negative) eigen-
values of X, counted with algebraic multiplicities, and In0(X) is the number of zero
eigenvalues of X (again counted with multiplicities). A subspaceM ⊆ Cn is called
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X-neutral if (Xy, z) = 0 for all y, z ∈M. If X is real then X-neutral subspaces in
Rn will also be considered.
Proposition 2.2. Let X ∈ Cn×n be hermitian. Then an X-neutral subspaceM ⊆ Cn
is maximal, in the sense that no subspace properly containing M is X-neutral, if
and only if
dim(M) = min {In+(X) + In0(X), In−(X) + In0(X)}. (2.1)
If X is real, then an X-neutral subspace M ⊆ Rn is maximal, in the sense that no
subspace over the reals that properly contains M is X-neutral, if and only if (2.1)
holds.
For a proof see, for example, Gohberg et al. [18, Section I.1.3] (for the case of
invertible X). The general case is easily reduced to the case of invertible X by using
the decomposition
X =
[
0p 0
0 X0
]
, (2.2)
where X0 is invertible, and by noting that for any X0-neutral subspaceM0, the sub-
spaceM := Cp ⊕M0 is X-neutral. (The decomposition (2.2) is easily achieved by
a suitable congruence X → QTXQ, with an invertible Q.) The proof in the real case
is virtually identical.
The inertia of a hermitian matrix is invariant under small perturbations of the
matrix provided the rank of the matrix does not change. Thus:
Proposition 2.3. For every hermitian matrix X ∈ Cn×n, there exists an ε > 0 with
the following property: If Y ∈ Cn×n is hermitian, ‖Y − X‖ < ε, and rank(Y ) =
rank(X), then In(Y ) = In(X).
Proof. From the equality of ranks of X and Y , we obviously have
In+(Y ) + In−(Y ) = In+(X) + In−(X), In0(Y ) = In0(X).
On the other hand, continuity of eigenvalues (as functions of the entries of a matrix)
yields
In±(Y )  In±(X),
if ε is small enough. The result follows. 
3. The Kronecker form
It will be useful to begin with a catalogue of canonical matrices (from [29] and
elsewhere) which are the building blocks of various canonical forms. In all canonical
matrices the subscript designates the size. Thus, there are the Jordan blocks,
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Jm(λ) =

λ 1 0 · · · 0
0 λ 1 · · · 0
...
...
.
.
.
.
.
. 0
...
... λ 1
0 0 · · · 0 λ
 ∈ C
m×m or Rm×m,
J2m(λ ± iµ) =

λ µ 1 0 · · · 0 0
−µ λ 0 1 · · · 0 0
0 0 λ µ · · · 0 0
0 0 −µ λ · · · ... ...
...
...
...
... 1 0
...
...
...
... 0 1
0 0 0 0 λ µ
0 0 0 0 −µ λ

∈ R2m×2m,
where λ ∈ R and µ ∈ R\{0}, and the real symmetric matrices:
Fm =

0 · · · · · · 0 1
... 1 0
...
...
0 1
...
1 0 · · · · · · 0

= F−1m , (3.1)
Gm =

0 · · · · · · 1 0
... 0 0
...
...
1 0
...
0 0 · · · · · · 0

=
[
Fm−1 0
0 0
]
, (3.2)
G˜m = FmGmFm =
[
0 0
0 Fm−1
]
, (3.3)
and
H2m =

0 1 0
0 −1
1 0
0 −1
· · ·
1 0
0 −1 0

.
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It is easy to verify that, when µ, ν are real and ν /= 0,
(λI2m + J2m(µ ± iν)) F2m = (λ + µ)F2m + νH2m +
[
F2m−2 0
0 02
]
. (3.4)
Define also
Z2m(λ, µ, ν) := (λ + µ)F2m + νH2m +
[
F2m−2 0
0 02
]
. (3.5)
The following formula for the rank of Z2m(λ, µ, ν) will be useful:
Lemma 3.1
rankZ2m(λ, µ, ν) =
{
2m if λ ∈ C\{−µ + iν,−µ − iν},
2m − 1 if λ = −µ ± iν. (3.6)
Proof. Observe that Z2m(λ, µ, ν) is clearly invertible if λ ∈ C\{−µ + iν,−µ − iν}.
For λ = −µ ± iν we write
Z2m(−µ ± iν, µ, ν) =

0 0 · · · F2 X
0 · · · F2 X 0
... · · · · · · ...
F2 X · · · 0 0
X 0 0 · · · 0
 , X =
[
ν ±iν
±iν −ν
]
,
and a Schur complement argument shows that
rankZ2m(−µ ± iν, µ, ν)
= 2m − 2 + rank
[X 0 0 · · · 0]

0 0 · · · F2
0 · · · F2 X
... · · · · · · ...
F2 X · · · 0

−1
X
0
...
0

 .
A computation yields
[
X 0 0 · · · 0]

0 0 · · · F2
0 · · · F2 X
... · · · · · · ...
F2 X · · · 0

−1
X
0
...
0
 = ±X(F2X)m,
(3.7)
and since
X(F2X)
m
[
1
∓i
]
= X
(
(2iν)m
[
1
∓i
])
/= 0,
it follows easily that the matrix in (3.7) has rank 1 and, finally, that (3.6) holds. 
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A canonical form for rectangular pencils in Rm×n under R-strict equivalence is
known as the Kronecker form. To describe this result we must also introduce some
rectangular matrix pencils of special form.
Define pencils in Rε×(ε+1) by
Lε×(ε+1) := Lε×(ε+1)(λ) =

λ 1 0 · · · 0
0 λ 1 · · · 0
...
.
.
.
.
.
.
...
0 0 · · · λ 1
 .
For future reference note that Lε×(ε+1)(λ) is strictly equivalent to Lε×(ε+1)(−λ),
since
diag(−1, 1,−1, . . . ,±1)Lε×(ε+1)(λ) diag(1,−1, 1, . . . ,±1)
= Lε×(ε+1)(−λ). (3.8)
Also, Lε×(ε+1)(±λ) is strictly equivalent to the matrix pencil
ε×(ε+1)(±λ) :=

1 ±λ 0 · · · 0
0 1 ±λ · · · 0
...
.
.
.
.
.
.
...
0 0 · · · 1 ±λ
 .
Indeed,
FεLε×(ε+1)(±λ)Fε+1 = ε×(ε+1)(±λ). (3.9)
The real Kronecker form for real matrix pairs is the subject of:
Theorem 3.2. Every matrix pencil A + λB ∈ Rm×n is R-strictly equivalent to a
matrix pencil having the block diagonal form
0u×v⊕ Lε1×(ε1+1) ⊕ · · · ⊕ Lεp×(εp+1) ⊕ LTη1×(η1+1) ⊕ · · · ⊕ LTηq×(ηq+1)
⊕ (Ik1 + λJk1(0)) ⊕ · · · ⊕ (Ikr + λJkr (0))
⊕ (λI1 + J1(α1)) ⊕ · · · ⊕ (λIs + Js (αs))
⊕ (λI2j1 + J2j1(µ1 ± iν1)) ⊕ · · · ⊕ (λI2jt + J2jt (µt ± iνt )), (3.10)
where ε1  · · ·  εp; η1  · · ·  ηq; k1  · · ·  kr are positive integers, and αw,
µw, νw are real numbers with ν1 > 0, . . . , νt > 0.
Moreover, the integers εi, ηj , ku are uniquely determined by the pair A,B, and
each of the two parts
(λI1 + J1(α1)) ⊕ · · · ⊕ (λIs + Js (αs))
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and
(λI2j1 + J2j1(µ1 ± iν1)) ⊕ · · · ⊕ (λI2jt + J2jt (µt ± iνt ))
is uniquely determined by A and B up to a permutation of the diagonal blocks.
The integers ε1, . . . , εp, resp., η1, . . . , ηq , are called the left indices, resp., right
indices, of A + λB. The indices at infinity of A + λB are, by definition, the integers
k1, . . . , kr . The two parts of the form displayed immediately above constitute the
real Jordan part of A + λB. The reader is referred to Gantmacher [16, Chapter XII]
or [17, Chapter 2] for the proof of this theorem. In the particular case when B = I ,
only the real Jordan part is present in the real Kronecker form; we obtain then the
real Jordan form of A.
The Jordan and Kronecker forms have been well known, especially for complex
matrices, since the late 19th century. The paper of C. Jordan appeared in 1870, and
Kronecker’s work goes back to the 1870s and 1880s [23,25]. Today, there are numer-
ous expositions of the Jordan form and its proof; several of them in textbooks. In
particular, a complete proof of the real Jordan form is given in the books by Lancaster
and Tismenetsky [31], Gohberg et al. [19], and Shilov [46].
4. Canonical forms for pairs of complex hermitian matrices under congruence
For later reference the canonical forms for pairs of complex hermitian matrices
under strict equivalence and congruence are reproduced here from [29]. To assist in
reading Eqs. (4.1) and (4.2), notice that the five rows of canonical blocks refer to the
singular structures, the eigenvalue at infinity, the real eigenvalues, and the nonreal
eigenvalues, in that order. A convention of this kind is observed throughout the paper.
Theorem 4.1. (a) Every hermitian matrix pencil A + λB is C-strictly equivalent to
a hermitian matrix pencil of the form
0u×u⊕
λ
 0 0 Fε10 0 0
Fε1 0 0
+ G2ε1+1

⊕ · · · ⊕
λ
 0 0 Fεp0 0 0
Fεp 0 0
+ G2εp+1

⊕ (Fk1 + λGk1)⊕ · · · ⊕ (Fkr + λGkr )
⊕ ((λ + α1) F1 + G1)⊕ · · · ⊕ ((λ + αq)Fq + Gq )
⊕
([
0 (λ + β1)Fm1
(λ + β¯1)Fm1 0
]
+
[
0 Gm1
Gm1 0
])
⊕ · · · ⊕
([
0 (λ + βs)Fms
(λ + β¯s)Fms 0
]
+
[
0 Gms
Gms 0
])
. (4.1)
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Here, ε1  · · ·  εp and k1  · · ·  kr are positive integers, αj are real numbers,
βj are complex nonreal numbers. The form (4.1) is uniquely determined by A + λB
up to a permutation of blocks, and up to replacing some of the βj ’s by their complex
conjugates.
(b) Every hermitian matrix pencil A + λB is C-congruent to an hermitian matrix
pencil of the form
0u×u ⊕
λ
 0 0 Fε10 0 0
Fε1 0 0
+ G2ε1+1

⊕ · · · ⊕
λ
 0 0 Fεp0 0 0
Fεp 0 0
+ G2εp+1

⊕ δ1
(
Fk1 + λGk1
)⊕ · · · ⊕ δr (Fkr + λGkr )
⊕ η1
(
(λ + α1) F1 + G1
)⊕ · · · ⊕ ηq ((λ + αq)Fq + Gq )
⊕
([
0 (λ + β1)Fm1
(λ + β¯1)Fm1 0
]
+
[
0 Gm1
Gm1 0
])
⊕ · · · ⊕
([
0 (λ + βs)Fms
(λ + β¯s)Fms 0
]
+
[
0 Gms
Gms 0
])
. (4.2)
Here, ε1  · · ·  εp and k1  · · ·  kr are positive integers, αj are real numbers,
βj are complex nonreal numbers, and δ1, . . . , δr , η1, . . . , ηq are signs, each equal
to +1 or −1. The form (4.2) is uniquely determined by A + λB up to a permutation
of blocks, and up to replacing some of the βj ’s by their complex conjugates.
A detailed proof of this theorem is available in many sources, see the authors’
review [29], for example, or the paper of Thompson [48]. The theorem has a long
history, starting with Kronecker [25] and Weierstrass [57], and including a series
of papers (that appeared more or less simultaneously) by Trott [50], Turnbull [51],
Ingraham and Wegner [21,56], and Williamson [58], where the general case was
studied. It was rediscovered later and generalized in several ways. We mention here
just three early works by Williamson [61], Dieudonne´ [10], and Venkatachaliengar
[53].
Let us indicate some immediate consequences of Theorem 4.1 which will be use-
ful in the sequel. Note that a pencil A + λB of complex n × n matrices is said to
have constant real rank if
rank(A + λB) = rank(B) for every λ ∈ R. (4.3)
Corollary 4.2. (a) Let A + λB be a pencil of complex hermitian matrices having
constant real rank. Then, for any pencil A′ + λB ′ of complex hermitian matrices,
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the pencils A + λB and A′ + λB ′ are C-strictly equivalent if and only if A + λB
and A′ + λB ′ are C-congruent.
(b) Let A + λB and A′ + λB ′ be two pencils of complex hermitian n × n matrices
having constant real rank and satisfying the following conditions (1) and (2):
(1)
det(A + λB) = c det(A′ + λB ′) 
≡ 0, (4.4)
where c is a nonzero constant;
(2)
rank(A + λB)  n − 1, rank(A′ + λB ′)  n − 1 (4.5)
for every λ ∈ C.
Then A + λB and A′ + λB ′ are C-congruent.
5. Pairs of real skew-symmetric matrices
In this section we consider canonical forms under strict equivalence and congru-
ence of matrix pencils of the form A + λB, where A and B are real skew-symmetric
n × n matrices: A = −AT, B = −BT.
Theorem 5.1. (i) Every matrix pencil A + λB, where A and B are real skew-sym-
metric matrices, is R-strictly equivalent to a pencil of skew-symmetric matrices of
the form
0u×u⊕
p⊕
j=1
λ
 0 0 Fεj0 01 0
−Fεj 0 0
+
 0 Fεj 0−Fεj 0 0
0 0 0

⊕
r⊕
j=1
([
0 Fkj
−Fkj 0
]
+ λ
[
0 Gkj
−Gkj 0
])
⊕
q⊕
j=1
((
λ + αj
) [ 0 Fj
−Fj 0
]
+
[
0 Gj
−Gj 0
])
⊕
s⊕
j=1
[
0 Z2mj (λ, µj , νj )
−Z2mj (λ, µj , νj ) 0
]
, (5.1)
where the positive integers εj ’s satisfy ε1  · · ·  εp, the numbers αj , µj , νj are
all real and ν1, . . . , νs are positive, and where Z2mj (λ, µj , νj ) are given by (3.5).
The form (5.1) is uniquely determined by A + λB up to permutations of diagonal
blocks in each of the three parts
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r⊕
j=1
([
0 Fkj
−Fkj 0
]
+ λ
[
0 Gkj
−Gkj 0
])
,
q⊕
j=1
((
λ + αj
) [ 0 Fj
−Fj 0
]
+
[
0 Gj
−Gj 0
])
,
and
s⊕
j=1
[
0 Z2mj (λ, µj , νj )
−Z2mj (λ, µj , νj ) 0
]
.
(ii) Two matrix pencils A1 + λB1 and A2 + λB2 with skew-symmetric A1, B1,
A2 and B2 are R-congruent if and only if they are R-strictly equivalent.
Thus, the form (5.1) is a canonical form for real skew-symmetric matrix pencils
under R-congruence.
The result of Theorem 5.1 was obtained by Williamson [60] (without writing
out an explicit matrix form), and rediscovered by Yaglom [62] and Ermolaev [12].
Extensions to more general fields are available; we mention here works of William-
son [60], Dieudonne´ [10], Venkatachaliengar [53], and Klingenberg [22]. Note also
the well-known fact that if a field is algebraically closed (for example, the complex
field), then two pencils of skew-symmetric matrices are congruent over the field if
and only if the pencils are strictly equivalent over the same field; see, e.g., MacDuffee
[34], Mal’cev [35] (for the case when one matrix is invertible), Gantmacher [16], or
Thompson [49].
Before going on to prove Theorem 5.1, observe the following four variations that
can be made in the formulation of (5.1):
(i) In each block of type[
0 Z2mj (λj , µj , νj )
−Z2mj (λj , µj , νj ) 0
]
. (5.2)
the number νj can be replaced by −νj .
Indeed, if D2m = diag[1,−1, 1, . . . , 1,−1], and
D4m =
[
D2m 0
0 −D2m
]
,
then
D4m
[
0 Z2m(λ, µ, ν)
−Z2m(λ, µ, ν) 0
]
D4m
=
[
0 Z2m(λ, µ,−ν)
−Z2m(λ, µ,−ν) 0
]
. (5.3)
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(ii) In each block of type[
0 Fkj
−Fkj 0
]
+ λ
[
0 Gkj
−Gkj 0
]
,
Fkj can be replaced by −Fkj , and[
0 Gkj
−Gkj 0
]
can be replaced by[
0 −Gkj
Gkj 0
]
, or by
[
0 ±G˜kj
∓G˜kj 0
]
. (5.4)
(The matrix G˜kj is defined in (3.3)).
(iii) In each block of type(
λ + αj
) [ 0 Fj
−Fj 0
]
+
[
0 Gj
−Gj 0
]
,
Fj may be replaced by −Fj , and
[
0 Gj
−Gj 0
]
may be replaced by one of
matrices in (5.4), using j in place of kj .
We write down the congruences that make the replacements in (ii) and (iii) ex-
plicit. In the formulas below x, y and z are indeterminates, for which real numbers,
polynomials of the form λ + α, α ∈ R, etc., may be substituted to obtain the desired
formulas. Introduce the standard diagonal matrices
Km =

1 0 . . . 0
0 −1 . . . 0
...
.
.
.
...
0 0 . . . (−1)m+1
 .
Then [
Km 0
0 (−1)m+1Km
] [
0 xFm + yGm
−xFm − yGm 0
]
×
[
Km 0
0 (−1)m+1Km
]
=
[
0 xFm − yGm
−xFm + yGm 0
]
. (5.5)
If Gm is replaced in (5.5) by G˜m, another valid formula is obtained. Furthermore,[
Fm 0
0 Fm
] [
0 xFm + yGm
−xFm − yGm 0
] [
Fm 0
0 Fm
]
=
[
0 xFm + yG˜m
−xFm − yG˜m 0
]
,
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where the general formula[
I 0
0 −I
] [
0 A
−A 0
] [
I 0
0 −I
]
=
[
0 −A
A 0
]
(5.6)
has been used.
(iv) In each block of type[
0 Z2mj (λ, µj , νj )
−Z2mj (λ, µj , νj ) 0
]
, (5.7)
where
Z2mj (λ, µj , νj ) = (λ + µj )F2mj + νjH2mj +
[
F2mj−2 0
0 02
]
,
the blocks F2mj may be replaced by −F2mj , the blocks H2mj may be replaced
by −H2mj , and the blocks[
F2mj−2 0
0 02
]
can be replaced by[−F2mj−2 0
0 02
]
or by
[
02 0
0 ±F2mj−2
]
.
To make the congruences in (iv) explicit, introduce the skew-symmetric matrix
Q2m = diag
([
0 1
−1 0
]
,
[
0 −1
1 0
]
, . . . , (−1)m+1
[
0 1
−1 0
])
= −QT2m,
and let
W2m(x, y, z) = xF2m + yH2m + z
[
F2m−2 0
0 0
]
,
W˜2m(x, y, z) = xF2m + yH2m + z
[
0 0
0 F2m−2
]
.
Then, if necessary, use the following formulas together with (5.6) and property (i)
(for brevity, write m instead of mj ):[
F2m 0
0 F2m
] [
0 W2m(x, y, z)
W2m(−x,−y,−z) 0
] [
F2m 0
0 F2m
]
=
[
0 W˜2m(x,−y, z)
W˜2m(−x, y,−z) 0
]
;
[
Q2m 0
0 (−1)m+1Q2m
] [
0 W2m(x, y, z)
W2m(−x,−y,−z) 0
]
×
[−Q2m 0
0 (−1)mQ2m
]
=
[
0 W2m(−x,−y, z)
W2m(x, y,−z) 0
]
. (5.8)
Another valid formula is obtained on replacing W by W˜ in (5.8).
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We conclude this section with an immediate corollary to Theorem 5.1. This con-
cerns the maximal dimension of a subspace which is simultaneously neutral with
respect to two real skew-symmetric matrices.
Corollary 5.2. Let A and B be two real skew-symmetric n × n matrices. Then there
exists a subspaceM ⊆ Rn whose dimension is equal to the integer part of n+12 such
that
(Ax, y) = (Bx, y) = 0 for every x, y ∈M.
6. Proof of Theorem 5.1
We start with a lemma.
Lemma 6.1. Let A + λB be a matrix pencil of real matrices which is R-strictly
equivalent to −AT − λBT. Then in the real Kronecker form (3.10) of A + λB the
part
0u×u ⊕ Lε1×(ε1+1) ⊕ · · · ⊕ Lεp×(εp+1) ⊕ LTη1×(η1+1) ⊕ · · · ⊕ LTηq×(ηq+1)
(6.1)
is R-strictly equivalent to
0u×u ⊕
p⊕
j=1
λ
 0 0 Fεj0 01 0
−Fεj 0 0
+
 0 Fεj 0−Fεj 0 0
0 0 0
 . (6.2)
Furthermore, replacing in (3.10) the part (6.1) by (6.2) and collecting blocks having
determinants that are powers of the same irreducible polynomial, write (3.10) in the
form
A0 + λB0 = 0u×u ⊕ (M1 + λN1) ⊕ (M2 + λN2)
⊕ · · · ⊕ (Mp+q + λNp+q), (6.3)
where Mj + λNj is nj × nj (j = 1, . . . , p + q), with the following properties:
(i) Mj =
 0 Fεj 0−Fεj 0 0
0 0 0
 , Nj =
 0 0 Fεj0 01 0
−Fεj 0 0
 (j = 1, . . . , p);
(ii) Mp+1 = I, Np+1 is nilpotent, in other words, zero is the only complex eigen-
value of Np+1;
(iii) Np+j = I for j = 2, . . . , q;
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(iv) For j = 2, . . . , q, det(Mp+j + λNp+j ) is, up to a nonzero scalar multiple,
either a power of λ + αj (αj ∈ R) or a power of λ2 + 2λµj + µ2j + ν2j (µj ∈
R, νj > 0);
(v) For j /= k (j, k = 2, . . . , q) the polynomials det(Mp+j + λNp+j ) and
det(Mp+k + λNp+k) are relatively prime.
Then each Mj + λNj is R-strictly equivalent to −MTj − λNTj (j = 1, . . . , p + q).
Proof. It is easy to see that the property of a real matrix pencil A + λB being R-
strictly equivalent to −AT − λBT is invariant under R-strict equivalence. Thus, we
may assume that the real Kronecker form Aˆ0 + λBˆ0 of A + λB given by (3.10) has
this property: Aˆ0 + λBˆ0 is R-strictly equivalent to −AˆT0 − λBˆT0 . By the uniqueness
part of Theorem 3.2 we now have (in the notation of that theorem) u = v; p = q;
εj = ηj (j = 1, . . . , p). Rearranging the blocks Lεj ,εj+1 ⊕ LTεj ,εj+1 it follows that
the part of Aˆ0 + λBˆ0 that contains blocks with determinant identically equal to zero
is R-strictly equivalent to (6.2).
The form (6.3) (which is R-strictly equivalent to a real Kronecker form of A +
λB) is used from now on, and it is assumed that A0 + λB0 is R-strictly equivalent to
−AT0 − λBT0 .
We also denote n0 = u, and Mn0 = Nn0 = 0, for the sake of uniform notation.
Write
T (A0 + λB0) =
(− AT0 − λBT0 )S (6.4)
for some invertible T and S, and partition T and S conformably with (6.3)
T = (T (ij))p+qi,j=0, S = (S(ij))p+qi,j=0,
where T (ij) and S(ij) are ni × nj . We then have from (6.4):
T (ij)Mj = −MTi S(ij); T (ij)Nj = −NTi S(ij) (i, j = 0, . . . , p + q). (6.5)
In particular,
T (0j)Mj = 0, T (0j)Nj = 0 (j = 0, . . . , p + q),
which immediately implies T (0j) = 0 for j = p + 1, . . . , p + q. Since
RangeMj + RangeNj = Rnj (j = 1, . . . , p),
we also obtain T (0j) = 0 for j = 1, . . . , p. Similar arguments show that S(i0) = 0
for i = 1, . . . , p + q. Now clearly the matrices T˜ = [T (ij)]p+q
i,j=1 and S˜ =
[
S(ij)
]p+q
i,j=1
are invertible, and denoting
A˜0 + λB˜0 =
p+q⊕
j=1
(Mj + λNj ),
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it follows that
T˜ (A˜0 + λB˜0) =
(− A˜T0 − λB˜T0 )S˜. (6.6)
Next, consider the equalities (6.5) for i, j = p + 1, . . . , p + q and i /= j. If i >
p + 1 then using (iii) we obtain
T (ij)Mj = MTi T (ij)Nj . (6.7)
If, in addition, j > p + 1, then (6.7) becomes T (ij)Mj = MTi T (ij), and since Mj
and MTi have no common eigenvalues in view of (iv), by a well-known result (see
[31], for example) asserting that a linear matrix equation AX − XB = 0 has only
the trivial solution X = 0 if and only if σ(A) ∩ σ(B) = ∅, we obtain T (ij) = 0. If
i > p + 1 but j = p + 1, then (6.7) leads to
T (ij) = MTi T (ij)Np+1 = (MTi )2T (ij)N2p+1 = · · · = (MTi )wT (ij)Nwp+1 = 0
for sufficiently large w, because Np+1 is nilpotent. Finally, if i = p + 1 (and then
necessarily j > p + 1) (6.5) gives
T (ij) = NTp+1T (ij)Mj ,
and therefore
T (ij) = (NTp+1)wT (ij)Mwj = 0
for sufficiently large w. Thus T (ij) = 0 for i, j = p + 1, . . . , p + q and i /= j. Apply-
ing the same reasoning to the equality
S˜T(A˜0 + λB˜0) =
(− A˜T0 − λB˜T0 )T˜ T,
(which follows from (6.6)), it is found that, also, S(ij) = 0 for i, j = p + 1, . . . , p +
q and i /= j.
Now consider T (ij) and S(ij) for i = 1, . . . , p and j = p + 1, . . . , p + q. As-
sume first j = p + 1. Then (6.5) gives
T (i,p+1) = MiS(i,p+1), T (i,p+1)Np+1 = NiS(i,p+1),
and therefore
MiS
(i,p+1)Np+1 = NiS(i,p+1). (6.8)
Using the form (i) of Mi and Ni , and equating the bottom rows in the left and
right-hand sides of (6.8), we find that the first row of S(i,p+1) is zero. Then consid-
eration of the next to the bottom row of (6.8) implies that the second row of S(i,p+1)
is zero. Continuing in this fashion it is found that the top εi rows of S(i,p+1) consist
of zeros. Applying the above argument to the equality
S˜T(A˜0 + λB˜0) =
(− A˜T0 − λB˜T0 )T˜ T,
it is found that the first εi columns of T (p+1,i) consist of zeros.
Now assume j > p + 1. Then (6.5) gives
T (ij)Mj = MiS(ij); T (ij) = NiS(ij);
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and consequently
NiS
(ij)Mj = MiS(ij). (6.9)
In view of the form (i) of Mi and Ni the (εi + 1)th row in the left-hand side of (6.9)
is zero. But (εi + 1)th row in the right-hand side is the negative of the εi th row
of S(ij). So the εi th row of S(ij) is equal to zero. By considering successively the
(εi + 2)th, (εi + 3)th, etc. row on both sides of (6.9), it is found that the first εi rows
of S(ij) are zeros. As above, it follows that the first εi columns of T (ji) consist of
zeros.
It has been shown that matrix T has the following form:
T =

T (11) · · · T (1p) T (1,p+1) T (1,p+2) · · · T (1,p+q)
...
...
...
...
...
...
...
T (p1) · · · T (pp) T (p,p+1) T (p,p+2) · · · T (p,p+q)
0np+1×
1 ∗ · · · 0np+1×
p ∗ T (p+1,p+1) 0 · · · 0
0np+2×
1 ∗ · · · 0np+2×
p ∗ 0 T (p+2,p+2) · · · 0
...
...
...
...
...
...
...
0np+q×
1 ∗ · · · 0np+q×
p ∗ 0 0 · · · T (p+q,p+q)

.
Letting W = T˜ −1, and partitioning conformably with (6.3):
W = [W(ij)]p+q
i,j=1,
we have
W
(
A˜T0 + λB˜T0
) = (−A˜0 − λB˜0)S˜−1, (6.10)
and a similar argument shows that for i = 1, . . . , p; j = p + 1, . . . , p + q the first
εi columns of W(ji) are zeros. Also, (6.10) implies W(ij) = 0 for i, j = p + 1, . . . ,
p + q and i /= j, which is proved exactly in the same way as T (ij) = 0 (i, j = p +
1, . . . , p + q, i /= j) was proved using (6.6).
Denoting by W˜ (ik) the matrix formed by the (εk + 1) right-most columns of
W(ik), and by S˜(kj) the matrix formed by the (εk + 1) bottom rows of S(kj) (here
i, j = p + 1, . . . , p + q; k = 1, . . . , p) we have
W(ik)(Mk + λNk)S(kj) =
[
0 W˜ (ik)
] [0εk ∗
∗ 0εk+1
] [
0
S˜(kj)
]
= 0,
where the form (i) of Mk and Nk was used.
Hence, using the properties of W and S(ij) obtained above, the following equali-
ties are obtained, where i, j ∈ {p + 1, . . . , p + q}:
p∑
k=1
W(ik)
(− MTk − λNTk )S(kj) + p+q∑
k=p+1
W(ik)
(−MTk − λNTk ) S(kj) = 0
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if i /= j , and (in view of (6.6))
p∑
k=1
W(ik)
(− MTk − λNTk )S(kj) + p+q∑
k=p+1
W(ik)
(− MTk − λNTk )S(kj)
= W(ii)(− MTi − λNTi )S(ii) = Mi + λNi
if i = j . It follows, by a computation starting with (6.6), that
diag
[
Mi + λNi
]p+q
i=p+1
=
 p+q∑
k=p+1
W(ik)
(−MTk − λNTk ) S(kj)
p+q
i,j=p+1
= diag[W(ii)]p+q
i=p+1 diag
[− MTi − λNTi ]p+qi=p+1 diag[S(ii)]p+qi=p+1. (6.11)
Since the determinant of diag
[
Mi + λNi
]q
i=p+1 is a nonzero polynomial, we see
from (6.11) that the matrices W(ii) and S(ii) are invertible. Hence each Mi + λNi is
R-strictly equivalent to −MTi − λNTi (i = p + 1, . . . , p + q). 
A modification of the proof of Lemma 6.1 produces the next result:
Lemma 6.2. Let A + λB be a matrix pencil of real skew-symmetric matrices. Then
A + λB is R-congruent to a matrix pencil of the form
A0 + λB0 = 0u×u ⊕ (M1 + λN1) ⊕ (M2 + λN2)
⊕ · · · ⊕ (Mp+q + λNp+q), (6.12)
where A0 = −AT0 , B0 = −BT0 , and the block Mj + λNj is nj × nj (j = 1, . . . , p +
q) with the following properties:
(i′) Mj + λNj (j = 1, . . . , p) have the form as in (i) of Lemma 6.1;
(ii′) det(Mp+1 + λNp+1) is a nonzero constant;
(iii′) Np+j is invertible for j = 2, . . . , q;
(iv′) For j = 2, . . . , q, det(Mp+j + λNp+j ) is, up to a nonzero scalar multiple,
either a power of λ + αj (αj ∈ R) or a power of λ2 + 2λµj + µ2j + ν2j (µj ∈
R, νj > 0);
(v′) For j /= k (j, k = 2, . . . , q) the polynomials det(Mp+j + λNp+j ) and
det(Mp+k + λNp+k) are relatively prime.
Proof. By Lemma 6.1,
A + λB = P(A0 + λB0)Q,
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where A0 + λB0 appears in (6.3), and P and Q are invertible real matrices. Using
the skew-symmetries A = −AT, B = −BT, we obtain
P(A0 + λB0)Q = A + λB = −AT − λBT = QT
(− AT0 − λBT0 )P T.
Letting
T = (QT)−1P,
it follows that
T (A0 + λB0) =
(− AT0 − λBT0 )P TQ−1 = (− AT0 − λBT0 )T T. (6.13)
Now follow the proof of Lemma 6.1, using (6.13) in place of (6.4), and using T T in
place of S. Partition T and S = T T conformably with (6.3):
T = (T (ij))p+q
i,j=0, S =
(
S(ij)
)p+q
i,j=0.
Then (cf. (6.11))
T (ii)(Mi + λNi) =
(− MTi − λNTi )S(ii), i = p + 1, . . . , p + q,
and T (ii) and S(ii) are invertible. But S(ii) = (T (ii))T, so replacing Mi + λNi with
T (ii)(Mi + λNi) for every i = p + 1, . . . , q, pencils of skew-symmetric matrices
are obtained, as required. 
Lemma 6.3. Let A + λB ∈ Rn×n, where A and B are skew-symmetric. Then:
(1) the left indices of the pencil A + λB coincide with its right indices;
(2) the indices at infinity k1  k2  · · ·  kr of A + λB appear in pairs, in other
words, for every positive integer k the number of indices j (j = 1, 2, . . . , r)
such that kj = k is even;
(3) for every real or nonreal eigenvalue α of A + λB, the indices of A + λB that
correspond to α appear in pairs.
Proof. Part (1) follows from Lemma 6.1. In view of Lemma 6.2, and considering
λMp+1 + Np+1 instead of Mp+1 + λNp+1, it may be assumed that B is invertible,
and that det(A + λB) is, up to a scalar multiple, either (a), a power of λ + α (α ∈ R)
or (b), a power of λ2 + 2λµ + µ2 + ν2(µ ∈ R, ν > 0), where α, µ, and ν are fixed.
Introduce the skew-symmetric inner product
[x, y] := (Bx, y) = yTBx, x, y ∈ Rn.
Since B is invertible, the inner product [·, ·] is nondegenerate, i.e., the zero vector is
the only vector x0 ∈ Rn such that [x0, y] = 0 for every y ∈ Rn. Letting C = B−1A,
we see that C is symmetric with respect to [·, ·]. Thus,
[Cx, y] = (BB−1Ax, y) = (Ax, y) = −(x,Ay)
= −(x, BB−1Ay) = (Bx, B−1Ay) = [x, Cy].
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First consider Case (a) in which
det(A + λB) = const.(λ + α)q. (6.14)
Then α is the only eigenvalue of C (perhaps of high multiplicity). Let m be a positive
integer such that (C − αI)m = 0 but (C − αI)m−1 /= 0, and so there exist vectors
a, b ∈ Rn such that [(C − αI)m−1a, b] = 1. Denote
aj+1 = (C − αI)j a, bj+1 = (C − αI)j b, j = 0, . . . , m − 1.
Thus a1 = a, b1 = b. By the symmetry of C (with respect to [·, ·])
[aj+1, ak+1] = [(C − αI)j a, (C − αI)ka]
= [a, (C − αI)j+ka] = [ak+1, aj+1],
and since [·, ·] is skew-symmetric, we must have
[aj+1, ak+1] = 0, j, k = 0, . . . , m − 1.
Similarly,
[bj+1, bk+1] = 0, j, k = 0, . . . , m − 1.
Next,
[aj+1, bk+1] = [a, (C − αI)j+kb],
which is equal to zero if j + k  m (because (C − αI)m = 0), and equal to 1 if
j + k = m − 1. Thus the Gram matrix
G := [a1 a2 · · · am b1 · · · bm]T
×B[a1 a2 · · · am b1 · · · bm]
has the form
G =
[
0m −G0
G0 0m
]
, G0 =

∗ ∗ · · · ∗ 1
∗ ∗ . . . 1 0
...
... · · · 0 0
1 0 0 . . . 0
 .
Clearly G is invertible and, in particular the vectors a1, . . . , am, b1, . . . , bm form a
basis in the subspace spanned by these vectors; denote this subspace byM. It is easy
to see thatM is C-invariant. Let
M⊥B := {x ∈ Rn | [x, y] = 0 for every y ∈M}
be the B-orthogonal companion ofM. Since the Gram matrix G is invertible, obvi-
ouslyM ∩ (M⊥B ) = {0}, and since the sum of the dimensions ofM andM⊥B is n
(which follows from the invertibility of B), it is found that, in fact,M⊥B is a direct
complement toM in Rn.
Let P be an invertible matrix whose left-most 2m columns are a1, . . . , am, b1, . . . ,
bm and the other n − 2m columns form a basis inM⊥B . Consider
A′ := P TAP, B ′ := P TBP.
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Then B ′ has the form
B ′ =
[
G 0
0 B1
]
, (6.15)
and the 2m left-most columns of A′ have the form
P TA
[
a1 a2 · · · am b1 · · · bm
]
= P TBC[a1 a2 · · · am b1 · · · bm]
= P TB[a1 a2 · · · am b1 · · · bm]X (6.16)
for a suitable matrix X (the latter equality follows in view of the C-invariance ofM).
The choice of P implies that P T0 Bx = 0 for every x ∈M, where P0 is formed by
the n − 2m right-most columns of P; thus, (6.16) has the form
[ ∗
0(n−2m)×2m
]
. Since
A′ is skew-symmetric, we must have
A′ =
[
A2 0
0 A1
]
(6.17)
for some A2 of size 2m × 2m and some A1. Since the matrix C when restricted to
the invariant subspace M clearly has a pair of equal indices m, m (corresponding
to the eigenvalue α), we may use decompositions (6.15) and (6.17) and induction on
the size of matrices A and B to complete the proof in the case that C has only one
real eigenvalue α.
It remains to consider Case (b) in which
det(A + λB) = const.(λ2 + 2λµ + µ2 + ν2)q, µ ∈ R, ν > 0.
Then C has the only eigenvalues µ ± iν. Let m be a positive integer such that
(C2 − 2µC + (µ2 + ν2)I )m = 0, (C2 − 2µC + (µ2 + ν2)I )m−1 /= 0,
and select a, b ∈ Rn such that
[(C2 − 2µC + (µ2 + ν2)I )m−1a, b] = 1.
For k = 1, . . . , 2m, define the vectors ak and bk as follows:
a2j−1 = (C2 − 2µC + (µ2 + ν2)I )j−1a, j = 1, . . . , m;
a2j = (C2 − 2µC + (µ2 + ν2)I )j−1Ca, j = 1, . . . , m;
b2j−1 = (C2 − 2µC + (µ2 + ν2)I )j−1b, j = 1, . . . , m;
and
b2j = (C2 − 2µC + (µ2 + ν2)I )j−1Cb, j = 1, . . . , m.
Then, as in the case (6.14) considered previously, it can be verified that the Gram
matrix
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G˜ := [a1 a2 · · · a2m b1 · · · b2m]T
×B[a1 a2 · · · a2m b1 · · · b2m]
has the form
G˜ =
[
02m −G˜T0
G˜0 02m
]
,
where
G˜0 =

∗ ∗ . . . ∗ L
∗ ∗ . . . L 02×2
...
... · · · 02×2 02×2
L 02×2 02×2 . . . 02×2
 ,
and where
L =
[[a1, b2m−1] [a2, b2m−1]
[a1, b2m] [a2, b2m]
]
.
By construction of the vectors ak and bk , and using the symmetry of C, it follows
that a1 = a and [a1, b2m−1] = 1. Also, [a2, b2m−1] = [a1, b2m]; let us denote the
common value of [a2, b2m−1] and of [a1, b2m] by r . Next,
[a2, b2m] = [C2a1, b2m−1]
= [(C2 − 2µC + (µ2 + ν2)I )a1, b2m−1]
+ 2µ[a1, b2m] − (µ2 + ν2)[a1, b2m−1]
= [a1, (C2 − 2µC + (µ2 + ν2)I )b2m−1] + 2µr − µ2 − ν2,
and since (C2 − 2µC + (µ2 + ν2)I )b2m−1 = 0, we obtain
[a2, b2m−1] = 2µr − µ2 − ν2.
So
L =
[
1 r
r 2µr − µ2 − ν2
]
.
In particular, detL /= 0, and now the proof of Lemma 6.3 can be completed as in the
case when (6.14) holds. 
Using Lemma 6.3, part (i) of Theorem 5.1 is easily proved. Indeed, if[
0 A
−A 0
]
,
A = Fkj + λGkj , or A = (λ + αj )Fj + Gj , or A = Z2mj (λ, µj , νj ),
(6.18)
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is one of the blocks in (5.1) with determinant not identically zero, then the formula[
0 −I
I 0
] [
0 A
−A 0
]
=
[
A 0
0 A
]
shows that the block (6.18) has indices kj , kj at infinity, eigenvalue −αj with indices
j , j , or eigenvalues −µj ± iνj with indices mj ,mj for each of these two eigen-
values, in accordance with the three possibilities for A listed in (6.18). Also,[
Iεj 0
0 −Fεj+1
]λ
 0 0 Fεj0 01 0
−Fεj 0 0
+
 0 Fεj 0−Fεj 0 0
0 0 0

×
[
Iεj 0
0 Fεj+1
]
(6.19)
=
[ 0 Lεj×εj+1
LTεj×εj+1 0
]
, (6.20)
and therefore the block
λ
 0 0 Fεj0 01 0
−Fεj 0 0
+
 0 Fεj 0−Fεj 0 0
0 0 0

has the left and right index εj . By Lemma 6.3, the skew-symmetric real matrix pencil
A + λB has the same left and right indices, the same indices at infinity, the same
eigenvalues, and the same indices corresponding to each eigenvalue, as a matrix
pencil of the form (5.1). Note that
Z2mj (λ, µ, ν)F2mj = λI2mj + J2m(µ ± iν). (6.21)
Now apply Theorem 3.2 to conclude the proof of part (i) of Theorem 5.1.
For the proof of part (ii), we mimic the proof of Theorem 6.1 (existence part) of
[29]. Let A + λB be a skew-symmetric real matrix pencil. Using (i), there exist real
invertible matrices P and Q such that
(A + λB)Q = P (A0 + λB0) , (6.22)
where A0 + λB0 is given by (5.1). It has to be shown that A + λB and A0 + λB0 are
R-congruent.
Without loss of generality assume Q = I . Then we have
PA0 = A0P T, PB0 = B0P T, (6.23)
and
F(P )A0 = A0(F (P ))T, F (P )B0 = B0(F (P ))T. (6.24)
for every polynomial F(λ) with real coefficients.
Assume first that P has only one eigenvalue (necessarily real). Then the proof
proceeds as in Section 7, case 1 of the proof of [29, Theorem 6.1], where we have
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to use the (obvious) fact that A0 + λB0 is congruent to −A0 − λB0 (see (5.6)). If P
has exactly two nonreal eigenvalues (which must be complex conjugates), then the
proof is reduced to the first case as in [29, Section 7]. Finally, in the remaining cases
use the real Jordan form of P , and the following decomposition:
P = S (diag(P1, P2, . . . , Pr)) S−1,
where S is invertible, and P1, . . . , Pr are real matrices of sizes n1 × n1, . . . , nr × nr,
respectively, such that
λ ∈ σ(Pi) ⇒ λ¯ /∈ σ(Pj ) for j /= i, (6.25)
(i.e. any complex conjugate pair of eigenvalues of P is confined to just one block,
Pj ). Then argue as in Section 7, case 3 of the proof of [29, Theorem 6.1]. 
7. Pairs of real skew-symmetric matrices under complex congruence
If A and B are real skew-symmetric matrices, then iA and iB are obviously com-
plex hermitian. Thus, one may take advantage of a canonical form of the hermitian
matrix pencil iA + λ(iB) under complex congruence (as in Theorem 4.1(b)). This is
done in the following theorem. Notice the doubling of the canonical blocks for the
eigenvalues (both finite and infinite).
Theorem 7.1. Let A and B be real skew-symmetric n × n matrices. Then the her-
mitian matrix pencil iA + λ(iB) is C-congruent to a hermitian matrix pencil of the
form
0u×u⊕
λ
 0 0 Fε10 0 0
Fε1 0 0
+ G2ε1+1

⊕· · · ⊕
λ
 0 0 Fεp0 0 0
Fεp 0 0
+ G2εp+1

⊕((Fk1 + λGk1) ⊕ −(Fk1 + λGk1))
⊕· · · ⊕ ((Fkr + λGkr ) ⊕ −(Fkr + λGkr ))
⊕(((λ + α1) F1 + G1)⊕ − ((λ + α1) F1 + G1))
⊕· · · ⊕ (((λ + αq)Fq + Gq )⊕ − ((λ + αq)Fq + Gq ))
⊕
([
0 (λ + β1)Fm1
(λ + β¯1)Fm1 0
]
+
[
0 Gm1
Gm1 0
])
⊕
([
0 (λ + β1)Fm1
(λ + β¯1)Fm1 0
]
+
[
0 Gm1
Gm1 0
])
⊕· · · ⊕
([
0 (λ + βs)Fms
(λ + β¯s)Fms 0
]
+
[
0 Gms
Gms 0
])
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⊕
([
0 (λ + βs)Fms
(λ + β¯s)Fms 0
]
+
[
0 Gms
Gms 0
])
. (7.1)
Here, ε1  · · ·  εp and k1  · · ·  kr are positive integers, αj are real numbers,
and βj are complex nonreal numbers.
The form (7.1) is uniquely determined by iA + λ(iB) up to a permutation of dia-
gonal blocks, and up to replacing some of the βj ’s by their complex conjugates.
Proof. In view of Theorem 5.1 we need to show that every block in (5.1), when
multiplied by i, is C-congruent to the corresponding block in (7.1). The uniqueness of
the form (7.1) will then follow by the uniqueness of the canonical form of (complex)
hermitian matrix pencils under C-congruence (see Theorem 4.1(b)). It will be useful
to note the formula I√2 I√2
I√
2
− I√
2
[0 X
X 0
] I√2 I√2
I√
2
− I√
2
∗ = [X 00 −X
]
, X ∈ Cm×m.
(7.2)
Explicitly, some of the required C-congruences are given by the following formu-
las:
P1
λ
 0 0 iFεj0 01 0
−iFεj 0 0
+
 0 iFεj 0−iFεj 0 0
0 0 0

=
λ
 0 0 Fεj0 0 0
Fεj 0 0
+ G˜2εj+1
P1, (7.3)
where
P1 =
[
0(εj+1)×εj F(εj+1)×(εj+1)
−iFεj×εj 0εj×(εj+1)
]
= (P ∗1 )−1. (7.4)
(The dependence of matrices P1, P2, . . . on their size is suppressed in this notation.)
The equality FkGk = G˜kFk yields
P2
([
0 iFkj
−iFkj 0
]
+ λ
[
0 iGkj
−iGkj 0
])
=
[
0 Fkj + λG˜kj
Fkj + λG˜kj 0
]
P2, (7.5)
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and
P2
(
i
(
λ + αj
) [ 0 Fj
−Fj 0
]
+ i
[
0 Gj
−Gj 0
])
=
[
0 (λ + αj )Fj + G˜j
(λ + αj )Fj + G˜j 0
]
P2, (7.6)
where
P2 =
[
0 Fk
−iFk 0
]
= (P ∗2 )−1. (7.7)
In view of (7.2), the blocks in the right-hand sides of (7.5) and (7.6) are R-congruent
to the corresponding blocks in (7.1).
For the block
(λ) :=
[
0 iZ2m(λ, µ, ν)
−iZ2m(λ, µ, ν) 0
]
, (7.8)
where µ is real and ν is positive, we offer an indirect proof that this block is
C-congruent to
(λ) :=
([
0 (λ + β)Fm
(λ + β¯)Fm 0
]
+
[
0 Gm
Gm 0
])
⊕
([
0 (λ + β)Fm
(λ + β¯)Fm 0
]
+
[
0 Gm
Gm 0
])
, β = µ + iν.
(7.9)
First note that by (3.6), we have
rank(λ) =
{
4m if λ ∈ C\{−µ + iν,−µ − iν}
4m − 2 if λ = −µ ± iν (7.10)
and in addition (λ) has constant real rank (see (4.3) for the definition). But obvi-
ously also
rank(λ) =
{
4m if λ ∈ C\{−µ + iν,−µ − iν}
4m − 2 if λ = −µ ± iν (7.11)
and (λ) has constant real rank.
Now, by Corollary 4.2(a), to prove C-congruence of (λ) and(λ) we need only
to show that (λ) and(λ) are C-strictly equivalent. In turn, it suffices to show that
iZ2m(λ, µ, ν) and
[
0 (λ + β)Fm
(λ + β¯)Fm 0
]
+
[
0 Gm
Gm 0
]
(7.12)
are C-strictly equivalent. The latter property follows easily from the Kronecker form
of complex linear pencils, after noticing that the ranks of each of the two 2m ×
2m matrix pencils in (7.12) are equal to 2m for all λ ∈ C\{−µ + iν,−µ − iν}, and
equal to 2m − 1 for λ = −µ ± iν (cf. (7.10), (7.11)) and that, in addition, the matrix
pencils in (7.12) have constant real ranks. 
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The proof of Theorem 7.1 verifies the converse statement as well as Corollary
7.3:
Corollary 7.2. If M + λN is a hermitian matrix pencil of the form (7.1), then M +
λN is C-congruent to some pencil iA + λ(iB), where A and B are real skew-sym-
metric.
Corollary 7.3. Two matrix pencils A1 + λB1 and A2 + λB2 with real skew-symmet-
ric matrices A1, B1, A2 and B2 are R-congruent if and only if they are C-congruent.
8. Simultaneously neutral subspaces
Let A be a real skew-symmetric n × n matrix. A subspace M ⊆ Rn is called
A-neutral if (Ax, y) = 0 for all x, y ∈M.
Proposition 8.1. An A-neutral subspaceM ⊆ Rn is maximal A-neutral in the sense
that every strictly larger subspaceL ⊇M,L /=M, of Rn is not A-neutral, if and
only if
dimM = n − rankA
2
.
Proof. Let M be A-neutral of dimension k. Letting P be an invertible real matrix
whose first k columns form a basis forM, we obtain
P TAP =
[
0k×k ∗∗ ∗
]
. (8.1)
Then, clearly,
rankA = rank(P TAP)  2(n − k),
or
k  n − rankA
2
.
On the other hand, let M be an A-neutral subspace of dimension k < n − rankA2 .
After applying a real congruence A → P TAP , with P real and invertible, it may be
assumed without loss of generality thatM = Span {e1, . . . , ek}. Then
A =
[
0k×k UT
−U V
]
for a suitable matrix U ∈ R(n−k)×k. Since rankA < 2(n − k), the matrix U has lin-
early dependent rows, and so there exists a real invertible matrix Q such that QU
has the top row equal to zero. Then
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I 0
0 Q
]
A
[
I 0
0 QT
]
=
[
0(k+1)×(k+1) ∗∗ ∗
]
,
and the existence of an A-neutral subspace of dimension k + 1 that contains M is
clear. 
If A and B are real skew-symmetric n × n matrices, a subspaceM ⊆ Rn is called
(A,B)-neutral ifM is simultaneously A-neutral and B-neutral, i.e.,
(Ax, y) = (Bx, y) = 0 for all x, y ∈M.
Now a more precise statement than Corollary 5.2 concerning the dimension of
(A,B)-neutral subspaces can be formulated.
Theorem 8.2. The maximal possible dimension of an (A,B)-neutral subspaceM ⊆
Rn is equal to
n − m
2
, (8.2)
where
m = max {rank(λA + µB) : λ,µ ∈ R, λ2 + µ2 > 0}. (8.3)
The integer m is easily expressed in terms of the canonical form of the matrix
pencil A + λB. Namely,
m = n − u − p,
where u and p are taken from (5.1).
Proof. Since any (A,B)-neutral subspace is also (λA + µB)-neutral, it follows from
Proposition 8.1 that the dimension of an (A,B)-neutral subspace cannot exceed
n − m2 . On the other hand, by observing zero blocks of suitable sizes in the various
components of the canonical form (5.1), the existence of an (A,B)-neutral subspace
of dimension (8.2) is easily seen. 
In contrast with Proposition 8.1, not every (A,B)-neutral subspace is contained
in an (A,B)-neutral subspace of dimension n − m2 . For example, let
A =

0 0 0 1 0
0 0 1 0 0
0 −1 0 0 0
−1 0 0 0 0
0 0 0 0 0
 , B =

0 0 0 0 1
0 0 0 1 0
0 0 0 0 0
0 −1 0 0 0
−1 0 0 0 0
 .
Here, the maximal possible dimension of an (A,B)-neutral subspace is 3, but the 2-
dimensional (A,B)-neutral subspace Span {e1, e2} is not contained in any 3-dimen-
sional (A,B)-neutral subspace.
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9. Canonical forms of selfadjoint matrices with respect to real
skew-symmetric inner products
Consider a skew-symmetric inner product defined on Rn. By definition, it is a
bilinear real valued form [x, y], x, y ∈ Rn such that [x, y] = −[y, x] for all x, y ∈
Rn. It is easy to see that for every such inner product [·, ·] there exists a unique
skew-symmetric matrix H ∈ Rn×n such that
[x, y] = (Hx, y) for all x, y ∈ Rn, (9.1)
where (·, ·) stands for the standard inner product in Rn. In what follows, it is assumed
that the skew-symmetric inner product is regular, i.e., if y ∈ Rn is such that [x, y] =
0 for every x ∈ Rn, then necessarily y = 0. Clearly, [·, ·] is regular if and only if the
corresponding matrix H is invertible; in particular, n must be even (see Proposition
2.1).
A matrix A ∈ Rn×n is said to be selfadjoint with respect to the skew-symmetric
inner product [·, ·], or H -selfadjoint, where H is given by (9.1), if
[Ax, y] = [x,Ay] for all x, y ∈ Rn.
Thus, A is H -selfadjoint if and only if HA = ATH , or equivalently HA is skew-
symmetric.
Selfadjoint matrices with respect to skew-symmetric inner products transform
well under congruence similarity:
(A,H) → (S−1AS, STHS) for some invertible matrix S ∈ Rn×n. (9.2)
In other words, H is skew-symmetric and A is H -selfadjoint if and only if STHS is
skew-symmetric and S−1AS is STHS-selfadjoint, for every invertible S ∈ Rn×n.
Theorem 5.1 yields a canonical form for this congruence similarity:
Theorem 9.1. Let [x, y] = (Hx, y), x, y ∈ Rn, be a regular skew-symmetric inner
product, and let A ∈ Rn×n be H -selfadjoint. Then there exists an invertible matrix
S ∈ Rn×n such that
S−1AS =
[
J1(α1)
T 0
0 J1(α1)
]
⊕ · · · ⊕
[
Jq (αq)
T 0
0 Jq (αq)
]
⊕
[
J2m1(µ1 ± iν1)T 0
0 J2m1(µ1 ± iν1)
]
⊕ · · · ⊕
[
J2ms (µs ± iνs)T 0
0 J2ms (µs ± iνs)
]
, (9.3)
STHS =
[
0 I1−I1 0
]
⊕ · · · ⊕
[
0 Iq
−Iq 0
]
⊕
[
0 I2m1−I2m1 0
]
⊕ · · · ⊕
[
0 I2ms
−I2ms 0
]
, (9.4)
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where α1, . . . , αq are real numbers, and µ1 + iν1, . . . , µs + iνs are complex num-
bers with positive imaginary parts.
The form (9.3), (9.4) is uniquely determined by A and H, up to a permutation of
the blocks
{[
Jj (αj )
T 0
0 Jj (αj )
]}q
j=1
, the same simultaneous permutation of the
blocks
{[
0 Ij
−Ij 0
]}q
j=1
, and up to a permutation of the blocks
{[
J2mj (µj ± iνj )T 0
0 J2mj (µj ± iνj )
]}s
j=1
,
and the same simultaneous permutation of the blocks
{[
0 I2mj
−I2mj 0
]}s
j=1
.
Results of this form are hard to find in the literature, although it is an easy conse-
quence of Theorem 5.1. However, see Djokovic´ et al. [11], Mal’cev [35].
Proof. Note that the pair (A,H) is congruence similar to a pair (A′, H ′) if and
only if the skew-symmetric matrix pencil HA + λH is R-congruent to H ′A′ + λH ′.
Thus, by Theorem 5.1, and using the invertibility of H , we may assume that
HA + λH =
q⊕
j=1
((
λ + αj
) [ 0 Fj
−Fj 0
]
+
[
0 Gj
−Gj 0
])
⊕
s⊕
j=1
[
0 Z2mj (λ, µj , νj )
−Z2mj (λ, µj , νj ) 0
]
.
Multiplying this equality on the left and on the right by
q⊕
j=1
[
Ij 0
0 Fj
]
⊕
s⊕
j=1
[
I2mj 0
0 F2mj
]
,
we reduce the proof to the situation when
HA + λH =
q⊕
j=1
([
0 Jj (αj )
−Jj (αj )T 0
]
+ λ
[
0 Ij
−Ij 0
])
⊕
s⊕
j=1
([
0 J2mj (µj ± iνj )
−J2mj (µj ± iνj )T 0
]
+ λ
[
0 I2mj
−I2mj 0
])
.
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On premultiplication of HA by H−1 = −H , the desired formula for A follows, i.e.
the right-hand side of (9.3).
The uniqueness of (9.3), (9.4), up to the indicated permutations, follows from the
corresponding uniqueness statement in Theorem 5.1. 
Note that an alternative canonical form for the pair (A,H) as in Theorem 9.1
is obtained from (9.3) on interchanging the places of Jj (αj ) and Jj (αj )T, and/or
interchanging the places of J2mj (µj ± iνj ) and J2mj (µj ± iνj )T. Use the following
equalities (9.5)–(9.7) to verify this fact:
FmJm(λ)Fm = Jm(λ)T, (9.5)
F2mJ2m(λ ± iµ)F2m = J2m(λ ± iµ)T, (9.6)
F2 0 . . . 0
0 F2 . . . 0
...
...
.
.
.
...
0 0 . . . F2
 J2m(λ ± iµ)

F2 0 . . . 0
0 F2 . . . 0
...
...
.
.
.
...
0 0 . . . F2

= J2m(λ ± i(−µ)). (9.7)
The next corollary follows immediately from Theorem 9.1:
Corollary 9.2. Let A and H be as in Theorem 9.1. Then there exists a pairM,N ⊂
Rn of n/2-dimensional A-invariant H -neutral subspaces, which are direct comple-
ments to each other, and such that A|M is similar to A|N.
Let A ∈ Rn×n be H -selfadjoint, where H ∈ Rn×n is skew-symmetric and invert-
ible. The n/2-dimensional A-invariant H -neutral subspaces are called Lagrangian in
the paper by Ran and Rodman [41]. The canonical form (9.3), (9.4) was used in that
paper to study stable Lagrangian subspaces i.e., Lagrangian subspaces that depend
continuously (in an appropriate sense) on the pair (A,H); see also Ran and Rodman
[43].
The special case when the skew-symmetric inner product is given by the matrix
H0 =
[
0 In
−In 0
]
(9.8)
is of particular interest and leads to the following definitions. A 2n × 2n real matrix
W =
[
W11 W12
W21 W22
]
, Wij ∈ Rn×n,
is called skew-Hamiltonian if W12 and W21 are skew-symmetric and W11 = WT22. It
is easy to see that W is skew-Hamiltonian if and only if W is H0-selfadjoint, where
H0 is given by (9.8). Thus, Theorem 9.1 can be applied to obtain a canonical form
for skew-Hamiltonian matrices under a suitable class of transformations.
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The transformations that are relevant here are symplectic: A 2n × 2n matrix U
is said to be symplectic if UTH0U = H0, in other words, U is real orthogonal with
respect to the skew-symmetric inner product [x, y] = (H0x, y). A symplectic matrix
is necessarily invertible, and the inverse of a symplectic matrix is again symplectic.
One verifies easily that if W is skew-Hamiltonian, then so is U−1WU , where U is
any symplectic matrix.
Theorem 9.3. Let W be a skew-Hamiltonian matrix. Then there is a symplectic
matrix U such that
U−1WU =
[
KT 0
0 K
]
, (9.9)
where K is a matrix in the real Jordan form
K = J1(α1) ⊕ · · · ⊕ Jq (αq) ⊕ J2m1(µj ± iν1) ⊕ · · · ⊕ J2ms (µj ± iνs),
(9.10)
where the αj ’s and the µk’s are real, and the νk’s are positive. Moreover, the real Jor-
dan form K is uniquely determined by W, up to a permutation of the diagonal blocks.
Variants of the canonical form of this theorem can be obtained: K may be replaced
by KT in (9.9), and some of the νk’s may be replaced by their negatives in (9.10).
Proof. Let S be a real invertible matrix that transforms the pair (W,H0) into the
canonical form (9.3), (9.4). By applying a permutation similarity to the matrix STH0S,
we find a real orthogonal matrix T such that T T(STH0S)T = H0. Now clearly
U := ST is symplectic, and U−1WU has the required form. 
Since the right-hand side of (9.9) is the Jordan form of W (slightly modified,
because of the presence of the transposed Jordan blocks), Theorem 9.3 yields:
Corollary 9.4. If W1 and W2 are similar skew-Hamiltonian matrices, then W1 =
U−1W2U for some symplectic U.
The literature on the class of skew-Hamiltonian matrices and, especially, on the
related class of Hamiltonian matrices (to be treated in Section 16), is extensive. This
is largely a result of applications in differential equations and mechanics. Relatively
recent theoretical papers having to do with canonical forms of skew-Hamiltonian and
symplectic matrices include works of Churchill and Kummer [7], Faßbender et al.
[14], Lin et al. [33], and Mehrmann and Xu [38] (the first of these papers includes
many examples and additional references). Papers concerned with numerical analysis
include Benner et al. [3,2], Watkins [54], and Paige and Van Loan [39].
An important application of real matrices which are selfadjoint with respect to
a regular skew-symmetric inner product concerns minimal factorizations of rational
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n × n matrix functions W(z), z ∈ C, which have double symmetry: First, the matrix
W(z0) is real for every real z0 which is not a pole of W(z) and, second, W(z0) =
−W(z0)T for every z0 ∈ C which is not a pole of W(z). In particular, invariant max-
imal neutral subspaces, as in Corollary 9.2, play a key role in this problem area.
Details of this application cannot be provided here (this would take us too far afield).
A few references to some relevant literature are Alpay et al. [1], Fuhrmann [15], Ran
and Rodman [42], and Ran et al. [44].
10. Symmetric/skew-symmetric pencils: strict equivalence
In this section we consider canonical forms under strict equivalence of matrix
pencils of the form A + λB, where A and B are real n × n matrices, and A is sym-
metric whereas B is skew-symmetric. For brevity, such matrix pencils are said to
be symmetric/skew-symmetric. (The situation when A is skew-symmetric and B is
symmetric will be not be considered separately, as it can be reduced to the case of A
and B symmetric and skew-symmetric, respectively, by interchanging the roles of A
and B.)
In this case the canonical forms are considerably more complicated than in pre-
vious sections. It will be useful, therefore, to first extend our catalogue of canonical
blocks. Introduce the k × k matrix
k =

0 0 0 · · · 0 0 1
0 0 0 · · · 0 −1 0
0 0 0 · · · 1 0 0
...
... · · · ... ... ...
0 1 0 · · · 0 0 0
(−1)k−1 0 0 · · · 0 0 0

= (−1)k−1Tk . (10.1)
Thus, k is symmetric if k is odd, and skew-symmetric if k is even. The primitive
canonical real matrix pencils of symmetric/skew-symmetric type are as follows:
(sss0)
a square size zero matrix.
(sss1)
G2ε+1 + λ
 0 0 Fε0 01 0
−Fε 0 0
 .
(sss2)
Fk + λ
01 0 00 0 Fk−12
0 −Fk−1
2
0
 , k odd.
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(sss3)
Fk + λ

01 0 0 0
0 0 0 Fk−2
2
0 0 01 0
0 −Fk−2
2
0 0
 , k even and k/2 even.
(sss4)
G + λ
[
0 F/2
−F/2 0
]
,  even.
The matrix G˜ of (3.3) can be used in (sss4) in place of G.
(sss5)[
0 G/2
G/2 0
]
+ λ
[
0 F/2
−F/2 0
]
,  even and /2 odd.
(sss6)[
0 αF/2 + G/2
αF/2 + G/2 0
]
+ λ
[
0 F/2
−F/2 0
]
,  even, α > 0.
The matrix G˜/2 can be used in (sss5) and in (sss6) in place of G/2.
(sss7)
0 0 · · · 0 0 νm+12
0 0 · · · 0 −νm+12 −I2
0 0 · · · νm+12 −I2 0
...
... · · · ... ... ...
(−1)m−1νm+12 −I2 0 · · · 0 0

+ λ

0 0 · · · 0 m2
0 0 · · · −m2 0
...
... · · · ... ...
0 (−1)m−2m2 · · · 0 0
(−1)m−1m2 0 · · · 0 0
 , ν > 0.
The pencil in (sss7) is 2m × 2m, where m is a positive integer. Note that the
size 2m × 2m matrices
0 0 · · · 0 0 νm+12
0 0 · · · 0 −νm+12 −I2
0 0 · · · νm+12 −I2 0
...
... · · · ... ... ...
(−1)m−1νm+12 −I2 0 · · · 0 0

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and
0 0 · · · 0 m2
0 0 · · · −m2 0
...
... · · · ... ...
0 (−1)m−2m2 · · · 0 0
(−1)m−1m2 0 · · · 0 0

are symmetric and skew-symmetric, respectively, for every m (and every real
ν).
(sss8)[
0 J2m(a ± ib)T
J2m(a ± ib) 0
]
+ λ
[
0 I2m
−I2m 0
]
,
where a, b > 0. The matrix pencil here is 4m × 4m.
The next result describes the canonical forms of symmetric/skew-symmetric real
matrix pencils under strict equivalence. Although independently interesting, it is also
a stepping stone to the proof of Theorem 12.1 to follow.
Theorem 10.1. Every real symmetric/skew-symmetric matrix pencil A + λB is R-
strictly equivalent to a direct sum of blocks of types (sss0)–(sss8). In this direct sum,
several blocks of the same type and of different sizes may be present. The direct sum
is uniquely determined by A and B, up to a permutation of blocks.
The special properties of invariants of the Kronecker form for real symmetric/
skew-symmetric pencils have been known since the paper by Kronecker [24], and
later Williamson [59]. They appear rarely in books on linear algebra; one exception
is Mal’cev [35] (for the case when the skew-symmetric matrix is invertible).
We remark that in (sss8) any of the following seven matrices can be used in place
of J2m(a ± ib). Of course, the transposed matrix should then be used simultaneously
for J2m(a ± ib)T:
J2m(a ± i(−b)), J2m(−a ± ib), J2m(−a ± i(−b)), (J2m(a ± ib))T,
(J2m(a ± i(−b)))T, (J2m(−a ± ib))T, (J2m(−a ± i(−b)))T.
To verify this, use: (1) the property that every real matrix pencil with equal right and
left indices is strictly equivalent to its transpose (see, e.g., [29, Corollary 3.4], and
compare the proof of Statement (C) in Section 11); and (2) the equalities[
X 0
0 (X−1)T
]([
0 J T
J 0
]
+ λ
[
0 I
−I 0
])[
XT 0
0 X−1
]
=
[
0 J
J T 0
]
+ λ
[
0 I
−I 0
]
,
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where J is one of the matrices J2m(a ± i(−b)), J2m(−a ± ib), J2m(−a ± i(−b)),
and where the invertible real matrix X is such that XJ TX−1 = J . (The existence of
X follows from the well-known fact that every matrix is similar to its transpose.)
11. Proof of Theorem 10.1
Let A + λB be a real symmetric/skew-symmetric n × n matrix pencil, and let
M + λN be the real Kronecker canonical form of A + λB given by (3.10). It will be
convenient to divide the lengthy proof into a number of steps. Steps 1 through 7 deal
with the existence of a direct sum of blocks of types (sss0)–(sss8) to which A + λB
is R-strictly equivalent. The uniqueness (up to a permutation of blocks) is dealt with
in Step 8.
Step 1: Partition into groups of blocks
By Theorem 3.2, we have
P(A + λB)Q = M + λN (11.1)
for some invertible real matrices P and Q. Thus, A = P−1MQ−1, B = P−1NQ−1,
and
P−1MQ−1 = A = AT = (Q−1)TMT(P−1)T,
P−1NQ−1 = B = −BT = −(Q−1)TNT(P−1)T.
Denoting S = QTP−1, we have
S(M + λN) = (MT − λNT)ST. (11.2)
Since the parameters u and v can be identified as
u = dim
⋂
λ∈R
Ker(MT + λNT), (11.3)
v = dim
⋂
λ∈R
Ker(M + λN), (11.4)
it follows from (11.2) that u = v. Also, the strict equivalence of Lε×(ε+1)(λ) and
Lε×(ε+1)(−λ), and that of Lε×(ε+1)(λ)T and Lε×(ε+1)(−λ)T (see (3.8)) imply, in
view of (11.2), that the left and right indices of M + λN coincide. Therefore, the left
and right indices of A + λB also coincide. Moreover,
(
Lε×(ε+1)(λ) ⊕ ε×(ε+1)(−λ)T
)
F2ε+1 = G2ε+1 + λ
 0 0 Fε0 01 0
−Fε 0 0
 .
Since ε×(ε+1)(−λ)T is R-strictly equivalent to Lε×(ε+1)(λ)T (see (3.8), (3.9)), it
follows that the blocks in M + λN that have identically zero determinant, can be put
(using R-strict equivalence) in the form of a direct sum of forms (sss0) and (sss1).
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We now partition M + λN into groups of blocks, as follows:
M + λN = (M0 + λN0) ⊕ (M1 + λN1) ⊕ (M2 + λN2)
⊕(M3 + λN3) ⊕ (M4 + λN4) ⊕ (M5 + λN5), (11.5)
where
M0 + λN0 = 0u×u, (11.6)
M1 + λN1 =
s⊕
j=1
[
0εj×εj L˜εj×(εj+1)(λ)(
L˜εj×(εj+1)(−λ)
)T 0(εj+1)×(εj+1)
]
, (11.7)
where
L˜εj×(εj+1)(λ) =
[
Fεj 0
]+ λ[0 Fεj ],
M2 + λN2 = (Ik1 + λJk1(0)) ⊕ · · · ⊕ (Ikr + λJkr (0)), (11.8)
M3 + λN3 = (λIm1 + Jm1(0)) ⊕ · · · ⊕ (λImv + Jmv (0)), (11.9)
M4 + λN4 = (λI1 + J1(α1)) ⊕ · · · ⊕ (λIw + Jw(αw)),
α1, . . . , αw ∈ R\{0}, (11.10)
M5 + λN5 = (λI2j1 + J2j1(µ1 ± iν1)) ⊕ · · · ⊕ (λI2jt + J2jt (µt ± iνt )),
(11.11)
and where µj , νj ∈ R, νj > 0 (j = 1, . . . , t). Some of the blocks (11.6)–(11.11)
may be absent in (11.5).
Partition the matrix S conformably with (11.5):
S = [Si,j ]5i,j=0.
Step 2: Splitting off the identically zero block
Eq. (11.2) implies for j = 1, 2, 3, 4, 5:
S0,j (Mj + λNj ) =
(
MT0 − λNT0
)
STj,0 = 0, (11.12)
and therefore S0,j = 0 (j = 1, 2, 3, 4, 5); to obtain the equality S0,1 = 0, use (11.12)
together with the property∑
λ∈R
Range(M1 + λN1) = Rm1 ,
where m1 × m1 is the size of M1 + λN1. We now have
S˜(M˜ + λN˜) = (M˜T − λN˜T)S˜T, (11.13)
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where
S˜ = [Si,j ]5i,j=1
is an invertible real matrix, and
M˜ + λN˜ = (M1 + λN1) ⊕ (M2 + λN2)
⊕(M3 + λN3) ⊕ (M4 + λN4) ⊕ (M5 + λN5). (11.14)
Step 3: Structure of the blocks S1, j and Sj,1
For the purpose of the following arguments, it will be convenient to make the
abbreviation
M˜ + λN˜ = (M1 + λN1) ⊕s+1(λ) ⊕ · · · ⊕s+k(λ), (11.15)
where each α(λ) is a βα × βα block in one of the forms Ikj + λJkj (0), λImj +
Jmj (0), λIj + Jj (αj ), λI2jα + J2jα (µα ± iνα), as in (11.8)–(11.11).
We further partition the block
S1,1 =
[
S
(1,1)
i,j
]s
i,j=1
in accordance with (11.7), and write
S
(1,1)
i,j =
[
Ui,j Vi,j
Wi,j Xi,j
]
,
where Ui,j is εi × εj , Xi,j is (εi + 1) × (εj + 1), and Wi,j is (εi + 1) × εj . Also,
partition
[
S1,2 S1,3 S1,4 S1,5
] =

S
(1,·)
1,s+1 S
(1,·)
1,s+2 · · · S(1,·)1,s+k
S
(1,·)
2,s+1 S
(1,·)
2,s+2 · · · S(1,·)2,s+k
...
...
...
...
S
(1,·)
s,s+1 S
(1,·)
s,s+2 · · · S(1,·)s,s+k
 ,
where S(1,·)i,s+j is (2εi + 1) × βs+j , and
S
(1,·)
i,s+j =
[
Ui,s+j
Wi,s+j
]
,
where Ui,s+j is εi × βs+j and Wi,s+j is (εi + 1) × βs+j . Finally, partition
S2,1
S3,1
S4,1
S5,1
 =

S
(·,1)
s+1,1 S
(·,1)
s+1,2 · · · S(·,1)s+1,s
S
(·,1)
s+2,1 S
(·,1)
s+2,2 · · · S(·,1)s+2,s
...
...
...
...
S
(·,1)
s+k,1 S
(·,1)
s+k,2 · · · S(·,1)s+k,s
 ,
where S(·,1)s+j,i is βs+j × (2εi + 1), and
S
(·,1)
s+j,i =
[
Us+j,i Vs+j,i
]
,
where Us+j,i is of size βs+j × εi , and Vs+j,i is of size βs+j × (εi + 1).
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Now analyze Eq. (11.13) using the above partitions. Suppose first that 1  i,
j  s. Then[
Ui,j Vi,j
Wi,j Xi,j
][ 0εj×εj L˜εj×(εj+1)(λ)(
L˜εj×(εj+1)(−λ)
)T 0(εj+1)×(εj+1)
]
=
[
0εi×εi L˜εi×(εi+1)(λ)(
L˜εi×(εi+1)(−λ)
)T 0(εi+1)×(εi+1)
][
UTj,i W
T
j,i
V Tj,i X
T
j,i
]
,
which implies
Wi,j L˜εj×(εj+1)(λ) =
(
L˜εi×(εi+1)(−λ)
)T
WTj,i . (11.16)
Writing out (11.16) using the definitions of L˜εj×(εj+1)(λ) and L˜εi×(εi+1)(−λ), the
following equalities are obtained:[
Wi,jFεj 0
] = [FεiWTj,i0
]
, (11.17)
and [
0 Wi,jFεj
] = − [ 0
FεiW
T
j,i
]
. (11.18)
Comparing columns on the right- and left-hand sides of each of (11.17) and (11.18),
starting with the right-most column in (11.17), we conclude that Wi,j = 0 and WTj,i =
0.
Next, let i and j satisfy 1  i  s, s + 1  s + j  s + k. Then (11.13) gives[
Ui,s+j
Wi,s+j
]
s+j =
[
0εi×εi L˜εi×(εi+1)(λ)(
L˜εi×(εi+1)(−λ)
)T 0(εi+1)×(εi+1)
][
UTs+j,i
V Ts+j,i
]
. (11.19)
Therefore,
Wi,s+js+j =
(
L˜εi×(εi+1)(−λ)
)T
UTs+j,i . (11.20)
Assume first s+j has the form λI + Q, for some Q. Then (11.20) yields
Wi,s+j = −
[
0
Fεi
]
UTs+j,i
and
Wi,s+jQ =
[
Fεi
0
]
UTs+j,i .
So
−
[
0
Fεi
]
UTs+j,iQ =
[
Fεi
0
]
UTs+j,i ,
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and comparing the rows in this equation, starting with the top row, gives FεiUTs+j,i =
0 and Wi,s+j = 0.
Assume next that s+j has the form I + λJ , where J is a nilpotent upper trian-
gular Jordan block. Let Wi,s+j stand for the matrix obtained from Wi,s+j by deleting
its right-most column. Then we obtain from (11.20),[
0 Wi,s+j
]
= Wi,s+j J = −
[
0
Fεi
]
UTs+j,i , (11.21)
Wi,s+j =
[
Fεi
0
]
UTs+j,i . (11.22)
Comparing the columns on the right- and left-hand sides of (11.21), and on the right-
and left-hand sides of (11.22), starting with the left-most column in (11.21), we
obtain FεiUTs+j,i = 0, and therefore Wi,s+j = 0.
Thus, S(1,1)i,j , S
(1,·)
i,s+j , and S
(·,1)
s+j,i actually have the forms
S
(1,1)
i,j =
[
Ui,j Vi,j
0 Xi,j
]
, S
(1,·)
i,s+j =
[
Ui,s+j
0
]
, (11.23)
S
(·,1)
s+j,i =
[
0 Vs+j,i
]
,
for every pair of indices (i, j), where 1  i  s, and s + 1  s + j  s + k. Con-
sequently, the matrix[
Ui,j
]s
i,j=1 (11.24)
is invertible. Indeed, it is square, and if the columns of (11.24) were linearly depen-
dent, then in view of the forms (11.23) the corresponding columns of S˜ would be
linearly dependent as well, a contradiction with the invertibility of S˜.
Step 4: Proof that Si, j = 0 and Sj,i = 0 for i = 2,3 and j > i
Consider the block
S2,2 S2,3 S2,4 S2,5
S3,2 S3,3 S3,4 S3,5
S4,2 S4,3 S4,4 S4,5
S5,2 S5,3 S5,4 S5,5
 ,
and partition in accordance with (11.15):
S2,2 S2,3 S2,4 S2,5
S3,2 S3,3 S3,4 S3,5
S4,2 S4,3 S4,4 S4,5
S5,2 S5,3 S5,4 S5,5
 = [S(·)s+i,s+j ]ki,j=1. (11.25)
Equality (11.13) now gives
S
(·)
s+i,s+js+j (λ) = (s+i (−λ))T
(
S
(·)
s+j,s+i
)T
. (11.26)
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Consider two cases:
(1) s+j (λ) = I + λJ , J a nilpotent upper triangular Jordan block, and
s+i (λ) = λI + Q, for some Q.
Equality (11.26) gives
S
(·)
s+i,s+j = QT
(
S
(·)
s+j,s+i
)T
, S
(·)
s+i,s+j J = −
(
S
(·)
s+j,s+i
)T
. (11.27)
As a result, we obtain
QT
(
S
(·)
s+j,s+i
)T
J = −(S(·)s+j,s+i)T,
and iterating this equality, it follows that (S(·)s+j,s+i )T = 0. Hence also S(·)s+i,s+j = 0.
(2) s+j (λ) = λI + J , J a nilpotent upper triangular Jordan block, and
s+i (λ) = λI + Q, for some invertible Q.
In this case equality (11.26) gives
S
(·)
s+i,s+j = −
(
S
(·)
s+j,s+i
)T
, S
(·)
s+i,s+j J = QT
(
S
(·)
s+j,s+i
)T
. (11.28)
Thus,
(QT)−1
(
S
(·)
s+j,s+i
)T
J = −(S(·)s+j,s+i)T,
and iterating this equality we obtain again
S
(·)
s+j,s+i = 0 and S(·)s+i,s+j = 0.
Returning to the form
S˜ = [Si,j ]5i,j=1,
the previous argument shows that
[
Si,j
]5
i,j=1 =

S1,1 S1,2 S1,3 S1,4 S1,5
S2,1 S2,2 0 0 0
S3,1 0 S3,3 0 0
S4,1 0 0 S4,4 S4,5
S5,1 0 0 S5,4 S5,5
 . (11.29)
Step 5: Structure of S2, 2 and blocks with constant determinant
In this step we focus on the block S2,2. Partition
S2,2 =
[
S
(2,2)
i,j
]r
i,j=1, (11.30)
where S(2,2)i,j is ki × kj , with i, j = 1, . . . , r. Without loss of generality we assume
k1  k2  · · ·  kr . By (11.13) we have
S
(2,2)
i,j (Ikj + λJkj (0)) = (Iki − λJki (0)T)
(
S
(2,2)
j,i
)T
.
Thus,
S
(2,2)
i,j =
(
S
(2,2)
j,i
)T
,
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i.e., the matrix S2,2 is symmetric, and
S
(2,2)
i,j Jkj (0) = −Jki (0)T
(
S
(2,2)
j,i
)T = −Jki (0)TS(2,2)i,j . (11.31)
On comparing the entries on the left- and right-hand sides, the last equation easily
implies that
S
(2,2)
i,j =

[
0ki×(kj−ki ) Di,j
]
if i  j,[
0(ki−kj )×kj
Di,j
]
if i  j,
(11.32)
where
Di,j :=
[
du,v
]min{ki ,kj }
u,v=1 (11.33)
is a min{ki, kj } × min{ki, kj } matrix whose cross diagonals{
du,v : u + v = , 1  u, v  min{ki, kj }
}
are either zero (if   min{ki, kj }) or have sign alternating entries du,v = −du+1,v−1
(if  > min{ki, kj }). (The entries du,v in (11.33) of course depend on i and j ; we
suppress this dependence in our notation.)
We now are ready to prove the following property:
(A) Each even partial multiplicity ki occurs an even number of times, i.e., for all
even integers m, the set{
i : 1  i  r, ki = m
} (11.34)
has even cardinality (perhaps empty).
Proof of Property (A). Argue by contradiction: Suppose there is an even integer m
for which the set (11.34) has an odd number s of elements. Let i0 + 1 be the smallest
index i for which ki = m; thus, ki < m if i  i0 and ki  m if i > i0. Form a matrix
K of size (r − i0) × (r − i0) whose (u, v) entry is the lower left corner of the block
S
(2,2)
u,v , where u, v = i0 + 1, i0 + 2, . . . , r . By (11.32), K has the form
K =
[
K1,1 0s×(r−i0−s)
K2,1 K2,2
]
, (11.35)
where the s × s block K1,1 is skew-symmetric (which follows from the symmetry
of S(2,2), the evenness of m, and the sign alternating property of the cross diagonals
of the matrices Di,j ). Since s is odd, the block K1,1 must be singular by Proposition
2.1, and hence (in view of (11.35)) K is also singular. A contradiction is obtained by
showing that this property implies that S is singular as well.
Let
K

x1
x2
...
x
 = 0,  = r − i0, x1, . . . x ∈ R, not all the xj ’s are zeros.
(11.36)
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Form the vector
x :=

0(k1+···+ki0 )×1
x1
0(ki0+1−1)×1
x2
0(ki0+2−1)×1
...
x
0(kr−1)×1

. (11.37)
The number of components of x is equal to the size of S2,2. Clearly, x /= 0, and
moreover, we have
S2,2x = 0. (11.38)
Indeed, (11.38) follows from (11.36), (11.32), and the structure of matrices Di,j in
(11.33). Next, define
y :=

y1
0(ε1+1)×1
y2
0(ε2+1)×1
...
ys
0(εs+1)×1
x
0w×1

, (11.39)
where w × w is the size of the block
S3,3 S3,4 S3,5S4,3 S4,4 S4,5
S5,3 S5,4 S5,5
, and the vectors
y1 ∈ Rε1 , . . . , ys ∈ Rεs
are to be determined so that
Sy = 0. (11.40)
Using (11.23) we see that (11.40) amounts to the equalities
U1,1 U1,2 · · · U1,s
U2,1 U2,2 · · · U2,s
...
...
...
...
Us,1 Us,2 · · · Us,s


y1
y2
...
ys

+

U1,s+1 U1,s+2 · · · U1,s+k
U2,s+1 U2,s+2 · · · U2,s+k
...
...
...
...
Us,s+1 Us,s+2 · · · Us,s+k

[
x
0w×1
]
= 0. (11.41)
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In view of the invertibility of the matrix (11.24), (11.41) can be solved for y1, . . . , ys ,
thus resulting in a nonzero vector y satisfying (11.40), a contradiction with the
invertibility of S. Thus, Property (A) is proved.
Step 6: Structure of S3, 3 and blocks with determinants that are powers of 
Here we focus attention on the block S3,3. The analysis is parallel to that of Step
5. Partition
S3,3 =
[
S
(3,3)
i,j
]v
i,j=1, (11.42)
where S(3,3)i,j is mi × mj , and suppose without loss of generality that m1  m2 · · ·  mv . By (11.13) we have
S
(3,3)
i,j (λImj + Jmj (0)) =
(− λImi + Jmi (0)T)(S(3,3)j,i )T.
So the matrix S3,3 is skew-symmetric, and
S
(3,3)
i,j Jmj (0) = Jmi (0)T
(
S
(3,3)
j,i
)T = −Jmi (0)TS(3,3)i,j . (11.43)
So we have in complete analogy with (11.32):
S
(3,3)
i,j =

[
0mi×(mj−mi) D˜i,j
]
if i  j,[
0(mi−mj )×kj
D˜i,j
]
if i  j,
(11.44)
where
D˜i,j :=
[
d˜u,w
]min{mi,mj }
u,w=1 (11.45)
is a min{mi,mj } × min{mi,mj } matrix whose cross diagonals{
d˜u,w : u + w = , 1  u,w  min{mi,mj }
}
are either zero (if min{mi,mj }) or have sign alternating entries d˜u,w =−du+1,w−1
(if  > min{mi,mj }). The analogue of Property (A) is:
(B) Each odd partial multiplicity among m1, . . . , mv occurs an even number of
times, i.e., for all odd integers m, the set{
i : 1  i  v,mi = m
} (11.46)
has even cardinality (perhaps empty).
Proof of Property (B). We follow the arguments of the proof of Property (A). Sup-
pose there is an odd integer m for which the set (11.46) has an odd number s of
elements. Let i0 + 1 be the smallest index i for which mi = m, and form a matrix K˜
of size (v − i0) × (v − i0) whose (u,w) entry is the lower left corner of the block
S
(3,3)
u,w , where u,w = i0 + 1, i0 + 2, . . . , v. By (11.44), K˜ has the form
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K˜ =
[
K˜1,1 0s×(v−i0−s)
K˜2,1 K˜2,2
]
, (11.47)
where the s × s block K˜1,1 is skew-symmetric (as it follows from the skew-symme-
try of S(3,3), the oddness of m, and the sign alternating property of the cross diagonals
of the matrices D˜i,j ). Since s is odd, the block K˜1,1 must be singular (Proposition
2.1), and hence K˜ is also singular. From now on the proof proceeds in just the same
way as that of Property (A).
Step 7: Conclusion of the proof of existence
We need an additional property of the Kronecker form M + λN of A + λB:
(C) If a block
λIw + Jw(αw), αw ∈ R\{0},
with fixed w and αw, or a block
λI2jh + J2jh(µh ± iνh), µh ∈ R\{0}, νh > 0,
with fixed jh, µh, and νh, appears in (11.5) a number of times, then the
block λIw + Jw(−αw), or respectively, λI2jh + J2jh(−µh ± iνh), appears
in (11.5) the same number of times.
Indeed, by Corollary 3.4 of [29] we have that M − λN is R-strictly equivalent to
MT − λNT. On the other hand (cf. (11.1)),
MT − λNT = (M − λN)T = QT(A − λB)TP T
= QT(A + λB)P T = QTP−1(M + λN)Q−1P T,
and therefore M − λN , as well as −M + λN , is R-strictly equivalent to M + λN .
On the other hand, λI − Jw(αw) is R-strictly equivalent to λI + Jw(−αw):(
diag(1,−1, . . . , (−1)w−1)) · (λI − Jw(αw))
= (λI + Jw(−αw))(diag(1,−1, . . . , (−1)w−1)),
and λI − J2jh(µh ± iνh) is R-strictly equivalent to λI + J2jh(−µh ± iνh):
diag(F2,−F2, . . . ,±F2)
(
λI − J2jh(µh ± iνh)
)
= (λI + J2jh(−µh ± iνh)) diag(F2,−F2, . . . ,±F2).
Now Property (C) follows from the uniqueness of the Kronecker form of the matrix
pencil M + λN .
We now put together the information obtained in the proof so far. As we saw in
Step 1, the blocks of M + λN that have identically zero determinant, can be trans-
formed by R-strict equivalence to a direct sum of blocks (sss0) and (sss1). In view
of Property (C), the blocks
λIw + Jw(αw) and λIw + Jw(−αw), αw ∈ R\{0}, (11.48)
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as well as the blocks
λI2jh + J2jh(µh ± iνh) and λI2jh + J2jh(−µh ± iνh),
µh ∈ R\{0}, νh > 0, (11.49)
appear in M + λN in pairs. It is easy to see that the pair (11.48) is R-strictly equiva-
lent to a block of type (sss6), and the pair (11.49) is R-strictly equivalent to a block of
type (sss8). Next, the matrix pencil λI2jh + J2jh(±iνh), νh > 0, is R-strictly equiva-
lent to a block of type (sss7). Indeed, multiplying the matrix pencil (sss7), where m
and ν are replaced by jh and νh, respectively, on the right by
0 0 · · · 0 (−1)jh−1−jh2
0 0 · · · (−1)jh−2−jh2 0
...
... · · · ... ...
0 −−jh2 · · · 0 0
−jh2 0 · · · 0 0
 ,
we obtain the matrix pencil λI + E2jh(±iνh), where
E2jh(±iνh) =

νh2 0 0 . . . 0 0
−−jh2 νh2 0 · · · 0 0
0 −jh2 νh2 · · · 0 0
...
...
...
.
.
.
...
...
0 0 0 · · · ±−jh2 νh2
 .
One easily verifies that E2jh(±iνh) and J2jh(±iνh) have the same eigenvalues ±iνh,
with the same algebraic multiplicity jh and geometric multiplicity 1, for each eigen-
value. Thus, using the real Jordan form for E2jh(±iνh), it follows that E2jh(±iνh)
and J2jh(±iνh) are similar over the reals.
It remains to consider the blocks M2 + λN2 and M3 + λN3 of M + λN ; see
(11.5). By Property (A), the blocks with even ki occur in pairs, and the matrix pencil(
Iki + λJki (0)
)⊕ (Iki + λJki (0)) , ki even,
is easily seen to be R-strictly equivalent to (sss3) (with k = 2ki). The pencil Iki +
λJki (0) with ki odd is R-strictly equivalent to (sss2) (with k = ki). By Property (B),
the blocks with odd mi occur in pairs. The matrix pencil(
λImi + Jmi (0)
)⊕ (λImi + Jmi (0)) , mi odd,
is easily seen to be R-strictly equivalent to (sss5) (with  = 2mi). Finally, the pencil
λImi + Jmi (0) with mi even is R-strictly equivalent to (sss4) with  = mi .
This concludes the proof of the existence part of Theorem 10.1.
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Step 8. Proof of uniqueness
The uniqueness follows from the uniqueness (up to a permutation of blocks) of
the real Kronecker from M + λN of A + λB, taking into account the R-strict equi-
valences to various blocks (sss0)–(sss8) indicated in Step 7. 
12. Symmetric/skew-symmetric matrix pencils: congruence
One of the main results of this review is formulated here, namely, the canonical
forms for real symmetric/skew-symmetric matrix pencils under R-congruence. Two
easily proved corollaries are also obtained.
Theorem 12.1. Let A + λB be a real symmetric/skew-symmetric matrix pencil. Then
A + λB is R-congruent to a real symmetric/skew-symmetric pencil of the form
(A0 + λB0)
⊕
r⊕
j=1
δj
Fkj + λ
01 0 00 0 Fkj−12
0 −Fkj−1
2
0

 (12.1)
⊕
p⊕
t=1
ηt
(
Gt + λ
[
0 Ft /2
−Ft /2 0
])
(12.2)
⊕
q⊕
u=1
ζu


0 0 · · · 0 0 νumu+12
0 0 · · · 0 −νumu+12 −I2
0 0 · · · νumu+12 −I2 0
...
... · · · ... ... ...
(−1)mu−1νumu+12 −I2 0 · · · 0 0

+ λ

0 0 · · · 0 mu2
0 0 · · · −mu2 0
...
... · · · ... ...
0 (−1)mu−2mu2 · · · 0 0
(−1)mu−1mu2 0 · · · 0 0

 .
(12.3)
Here, A0 + λB0 is a direct sum of blocks of types (sss0), (sss1), (sss3), (sss5),
(sss6), and (sss8) in which several blocks of the same type and of different and/or
the same sizes may be present, and the kj ’s are odd positive integers, the t ’s are
even positive integers, the νu’s are positive real numbers, and δj , ηt , ζu are signs
±1.
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The blocks in (12.1)–(12.3) are uniquely determined by A + λB up to a permuta-
tion of constituent matrix pencil blocks in A0 + λB0, and a permutation of blocks in
each of the three parts
r⊕
j=1
δj
Fkj + λ
01 0 00 0 Fkj−12
0 −Fkj−1
2
0

 ,
(12.1) and (12.3).
The result of Theorem 12.1 was first proved by Williamson [59], and later by
Yaglom [62] and Ermolaev [12]. More detailed expositions are found in Laub and
Meyer [32], Burgoyne and Cushman [5,6], and particularly in Thompson [49]. Exten-
sions to more general, even noncommutative, fields are also available. See, for exam-
ple, Williamson [59], Dieudonne´ [10], or Venkatachaliengar [53].
It follows from Theorem 12.1 that one can take νu < 0 and/or replace the −I2’s
by I2’s in some blocks in (12.3). Indeed, if A1 + λB1 is the uth primitive block in
(12.3), and A2 + λB2 is obtained from A1 + λB1 by replacing νu with −νu and/or
replacing the −I2’s by I2’s, then the matrix A−12 B2 is easily seen to have the Jordan
form J2mu(±iνu), the same as the Jordan form of A−11 B1. Thus, by Theorem 12.1 the
symmetric/skew-symmetric pencil A2 + λB2 has the canonical form ±(A1 + λB1),
under R-congruence.
The proof of Theorem 12.1 is postponed to the next two sections and, here, two
corollaries are obtained. The first is based on the possibility of having various inde-
pendently chosen signs δj , ηt , ζu in (12.1)–(12.3). The second concerns the interest-
ing cases in which R-strict equivalence can always be replaced by R-congruence.
Corollary 12.2. The R-strict equivalence class of a matrix pencil A + λB, where
A = AT, B = −BT ∈ Rn×n, contains only a finite number of R-congruence classes
of A + λB. In fact, the number m of these congruence classes is bounded above by
a constant C(n) given by
C(n) =
{
3 · 2 n−22 if n is even
2
n+1
2 if n is odd
(12.4)
Moreover, the bound (12.4) for m is achieved.
Indeed, if (12.1)–(12.3) contains si identical blocks of size mi × mi having one
of the types (sss2), (sss4), or (sss7), for i = 1, 2, . . . , p, then, by assigning all pos-
sible non-equivalent combination of signs, we see that the number of R-congruence
classes within the given R-strict equivalent class is equal to (s1 + 1) · · · (sp + 1).
Obviously,
s1m1 + · · · + spmp  n, (12.5)
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where for every odd positive integer k there is at most one index j such that mj = k
(since only blocks of type (sss2) among the types (sss2), (sss4), (sss7) are of odd
size). It is easy to see that the maximum of (s1 + 1) · · · (sp + 1) under the specified
restrictions is achieved when m1 = 1, mj = 2 for j  2, and sj = 1 for all j (if n is
odd), s1 = 2 and sj = 1 for j  2 (if n is even). This leads to formula (12.4).
Corollary 12.3. The following statements are equivalent for a real symmetric/skew-
symmetric matrix pencil A + λB:
(i) Every matrix pencil which is R-strictly equivalent to A + λB is also R-con-
gruent to A + λB;
(ii) In the real Kronecker form (3.10) of A + λB, the three types of blocks
described below are absent: (1) λI2jw + J2jw (µw ± iνw) with µw = 0;
(2) λIw + Jw(αw) with αw = 0 and w even; (3) Ikw + λJkw(0) with kw odd.
If in addition B is invertible, then either statement (a) or (b) is equivalent to the
following condition:
A + λ(iB) is invertible for every λ ∈ R. (12.6)
Proof. The proof of the equivalence of (a) and (b) is based on the absence of signs
δj , ηt , ζu in (12.1)–(12.3), if statement (b) holds true (see also Step 7 in the proof of
Theorem 10.1). If B is invertible, then blocks of types (sss0)–(sss3) are absent in the
canonical form (12.1)–(12.3) of A + λB. Then, one verifies by an easy inspection
that (12.6) holds if and only if blocks of types (sss4) and (sss7) are absent as well.
This implies that the signs δj , ηt , ζu cannot appear. 
13. Proof of Theorem 12.1: existence
The line of argument used in [29, Theorem 6.1] to establish the existence of a
canonical form for hermitian pencils under C-congruence is followed again (see Sec-
tion 7 in [29]). Once again, a lemma attributed to Hua [20] plays an important role
(see [29], for example, for a proof):
Lemma 13.1. Let p(λ) be a real scalar polynomial having one of the forms p(λ) =
λ − a with a > 0, or p(λ) = (λ − a)(λ − a¯) with a ∈ C\R. Then for every positive
integer m there exists a scalar polynomial Fm(λ) with real coefficients such that
λ ≡ (Fm(λ))2(mod(p(λ))m).
Let A + λB be a real symmetric/skew-symmetric pencil. By Theorem 10.1,
A + λB = P(A0 + λB0)Q, (13.1)
where P and Q are real invertible matrices, and A0 + λB0 is a direct sum of blocks of
types (sss0)–(sss8). Replacing A + λB by (QT)−1(A + λB)Q−1 it can be assumed,
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without loss of generality, that Q = I . Then, since A = AT, B = −BT, A0 = AT0 ,
B0 = −BT0 , (13.1) implies that
PA0 = A0P T, PB0 = B0P T,
and therefore
F(P )A0 = A0(F (P ))T, F (P )B0 = B0(F (P ))T (13.2)
for every scalar polynomial F(λ) with real coefficients.
Next, we consider three separate cases.
Case 1. P has only one distinct eigenvalue.
Since P is real, its eigenvalue must also be real. Let (λ − γ )n, γ > 0, be the
characteristic polynomial of P−1, or of −P−1, according as the eigenvalue of P is
positive or negative. By Lemma 13.1 there exists a polynomial Fn(λ) with real coef-
ficients such that λ = (Fn(λ))2(mod(λ − γ )n). Letting R = F(±P), one obtains by
using (13.2), as in [29, Section 7], that
R(A + λB)RT = ±(A0 + λB0).
Thus, to complete the proof of existence of the form (12.1), (12.3) in Case 1, it
remains to show that each of the blocks (sss0), (sss1), (sss3), (sss5), (sss6), and
(sss8) is R-congruent to its negative.
This is trivial for (sss0). For (sss1) we have[
Iε 0
0 −Iε+1
]
Z1
[
Iε 0
0 −Iε+1
]
= −Z1, (13.3)
where
Z1 = λ
 0 0 Fε0 0 0
−Fε 0 0
+ G2ε+1. (13.4)
For the blocks (sss3), (sss5), (sss6), and (sss8), a congruence with the congruence
matrix
[
Ik/2 0
0 −Ik/2
]
(for (sss3)), or with
[
I/2 0
0 −I/2
]
(for (sss5) and (sss6)),
or with
[
I2m 0
0 −I2m
]
(for (sss8)), shows that these blocks are R-congruent to their
negatives.
Case 2. P has exactly two distinct eigenvalues, and they are complex conjugates of
each other.
This case is reduced to Case 1 as in [29, Section 7].
52 P. Lancaster, L. Rodman / Linear Algebra and its Applications 406 (2005) 1–76
Case 3. All other possibilities (not covered in Cases 1 and 2).
Use the real Jordan form of P :
P = S (diag(P1, P2, . . . , Pr)) S−1, (13.5)
where S is an invertible real matrix, and P1, . . . , Pr are matrices of sizes n1 ×
n1, . . . , nr × nr, respectively, such that eachPi has either only one distinct real eigen-
value, or only two distinct nonreal eigenvalues (complex conjugate to each other), and
σ(Pi) ∩ σ(Pj ) = ∅ for j /= i.
We have r  2 (the situations when r = 1 are covered in Cases 1 and 2). Now pro-
ceed as in [29, Section 7].
This completes the proof of the existence part in Theorem 12.1.
14. Proof of Theorem 12.1: uniqueness
In this section we prove uniqueness (up to an allowed permutation of blocks, as
specified in Theorem 12.1) of the form (12.1)–(12.3) under R-congruence, for a given
real symmetric/skew-symmetric matrix pencil A + λB. The proof will be based on
comparison between the form (12.1)–(12.3) of A + λB under R-congruence and the
canonical form of the (complex) hermitian pencil A + λ(iB) under C-congruence,
which is of interest in its own right. The comparison is given in terms of the building
blocks (sss2)–(sss8) (the trivial cases of blocks (sss0) and (sss1) are omitted):
Lemma 14.1. Let A′ + λB ′ be a real symmetric/skew-symmetric matrix pencil given
by one of the forms (sss2)–(sss8). Then the complex hermitian matrix pencil A′ +
λ(iB ′) is C-congruent to the matrix pencil given below by the corresponding form
(sss2′)–(sss8′):
(sss2′) Fk + λGk;
(sss3′) (Fk/2 + λGk/2) ⊕ −(Fk/2 + λGk/2);
(sss4′) G + λF;
(sss5′) (G/2 + λF/2) ⊕ −(G/2 + λF/2);
(sss6′)
[
0 G/2 + (λ + iα)F/2
G/2 + (λ − iα)F/2 0
]
;
(sss7′) (−((λ + ν)Fm + Gm)) ⊕ ((−1)m−1((λ − ν)Fm + Gm)), ν > 0;
(sss8′) With β = ia + b, a, b > 0 :([
0 (λ + β)Fm
(λ + β¯)Fm 0
]
+
[
0 Gm
Gm 0
])
⊕
([
0 (λ − β)Fm
(λ − β¯)Fm 0
]
+
[
0 Gm
Gm 0
])
.
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The proof for (sss2)–(sss6) is by verification. For (sss2) we have
P
Fk + λ
01 0 00 0 iFk−12
0 −iFk−1
2
0

 = (Fk + λGk)P,
where P = (P ∗)−1 is given by
P =
0 0 Q(k−1)/20 −iQT(k−1)/2 0
1 0 0
 ,
and where
Q(k−1)/2 := diag(1,−i, (−i)2, . . . , (−i)(k−1)/2)F(k−1)/2 ∈ C(k−1)/2×(k−1)/2.
The following relations are used:
F(k−1)/2Q(k−1)/2 = QT(k−1)/2F(k−1)/2, (14.1)
F(k−1)/2QT(k−1)/2 = Q(k−1)/2F(k−1)/2.
For (sss3) we have
P
Fk + iλ

01 0 0 0
0 0 0 Fk−2
2
0 0 01 0
0 −Fk−2
2
0 0


=
([
0 Fk/2 + λGk/2
Fk/2 + λGk/2 0
])
P,
where
P =
[
0 Qk/2
QTk/2 0
]
= (P ∗)−1.
In view of (7.2), the hermitian pencil
[
0 Fk/2 + λGk/2
Fk/2 + λGk/2 0
]
is easily seen
to be R-congruent to the hermitian pencil in (sss3′).
For (sss4) we have
P
(
G + iλ
[
0 F/2
−F/2 0
])
= (G˜ + λF)P,
with
P =
[
0 Q/2
−iQT/2 0
]
= (P ∗)−1.
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For (sss5) we have
P
([
0 G/2
G/2 0
]
+ iλ
[
0 F/2
−F/2 0
])
=
([
0 G˜/2 + λF/2
G˜/2 + λF/2 0
])
P, (14.2)
where
P =
[
0 Q/2
−iQT/2 0
]
= (P ∗)−1, (14.3)
and use (7.2) to show that
[
0 G˜/2 + λF/2
G˜/2 + λF/2 0
]
is R-congruent to the
hermitian pencil in (sss5′). To verify (14.2), use equalities (14.1) and
QmGm = G˜m(−iQTm), m positive integer.
For (sss6) we have
P ·
([
0 αF/2 + G/2
αF/2 + G/2 0
]
+ iλ
[
0 F/2
−F/2 0
])
=
([
0 G˜/2 + (λ + iα)F/2
G˜/2 + (λ − iα)F/2 0
])
P,
where P is defined as in (14.3).
To prove Lemma 14.1 for (sss7), it will be convenient to collect the needed infor-
mation in a proposition:
Proposition 14.2. Let
L(λ) =

0 0 · · · 0 0 νm+12
0 0 · · · 0 −νm+12 −I2
0 0 · · · νm+12 −I2 0
...
... · · · ... ... ...
(−1)m−1νm+12 −I2 0 · · · 0 0

+ iλ

0 0 · · · 0 m2
0 0 · · · −m2 0
...
... · · · ... ...
0 (−1)m−2m2 · · · 0 0
(−1)m−1m2 0 · · · 0 0

be a hermitian 2m × 2m matrix pencil, where ν > 0. Then
rankL(λ) =
{
2m if λ ∈ C\{ν,−ν}
2m − 1 if λ = ±ν (14.4)
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and
detL(λ) = ±(λ + ν)m(λ − ν)m. (14.5)
Also, the inertias of L(λ) for real λ are given as follows:
In(L(λ)) :=(In+(L(λ)), In−(L(λ)), In0(L(λ)))
=

(m,m, 0) if |λ| > ν,
(m,m, 0) if m is even and |λ| < ν,
(m − 1, m + 1, 0) if m is odd and |λ| < ν,
(m − 1, m, 1) if |λ| = ν.
(14.6)
Proof. The formula (14.5) is easily verified. Furthermore, partition
L(λ) =
[
02×2 Y
±Y T W
]
,
where W is (2m − 2) × (2m − 2). Evidently, W is invertible, and the Schur comple-
ment formula[
I −YW−1
0 I
]
L(λ)
[
I 0
∓W−1Y T I
]
=
[∓YW−1Y T 0
0 W
]
shows that
rankL(λ) = 2(m − 2) + rank(YW−1Y T).
An easy computation, using the form of W , verifies that
YW−1Y T = ±(νm+12 + iλm2 )m+1 = ±m(m+1)2 (ν2 + iλI2),
which clearly has rank one for λ = ±ν. Thus, (14.4) is proved.
We now prove (14.6). If |λ| is large, then λ−1L(λ) is a small perturbation of an
invertible 2m × 2m hermitian matrix, say D, that has nonzero entries only on the
bottom-left–top-right block diagonal. We see that D has an m-dimensional neutral
subspace, namely Span {e1, . . . , em}. In view of Proposition 2.2, InD = (m,m, 0).
Since the inertia of an invertible hermitian matrix is invariant under small perturba-
tions (see Proposition 2.3), and taking advantage of (14.4), we obtain
In(L(λ)) = (m,m, 0) if |λ| > ν. (14.7)
If m is even, then L(0) has an m-dimensional neutral subspace Span{e1, . . . , em}
and, similarly,
In(L(λ)) = (m,m, 0) if m is even and |λ| < ν.
If m is odd, then L(0) has an (m + 1)-dimensional negative semidefinite subspace
Span{e1, . . . , em+1}, as well as an (m − 1)-dimensional neutral subspace
Span{e1, . . . , em−1}. By Proposition 2.2,
In(L(0)) = (m − 1, m + 1, 0).
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Now, again by Proposition 2.3, the following formula is obtained:
In(L(λ)) = (m − 1, m + 1, 0), where m is odd and |λ| < ν. (14.8)
Finally, consider L(±ν). Write (taking advantage of (14.4))
InL(±ν) = (x, y, 1), x + y = 2m − 1. (14.9)
Since the number of positive (resp., negative) eigenvalues of a hermitian matrix
cannot decrease after a sufficiently small perturbation, a comparison with (14.7) and
(14.8) shows that we must have
x  m − 1, y  m if m is odd.
Thus,
InL(±ν) = (m − 1, m, 1) if m is odd.
Suppose now that m is even; then similarly
x  m, y  m. (14.10)
Consider
M±(ν) = L(±ν)
as a hermitian matrix function of the parameter ν which we now allow to be nonneg-
ative. By inspection,
In(M±(0)) = (m − 2, m, 2).
Thus, for ν > 0 sufficiently small we must have
In−(M±(ν))  m.
Comparing with (14.9), (14.10), it follows that
In(M±(ν)) = (m − 1, m, 1), ν > 0, ν small.
Using Proposition 2.3, we obtain
In(M±(ν)) = (m − 1, m, 1) ∀ν > 0,
and the proof of Proposition 14.2 is complete. 
Return now to (sss7) in Lemma 14.1. Let
N(λ) := (−((λ + ν)Fm + Gm)) ⊕ ((−1)m−1((λ − ν)Fm + Gm)).
Then by an easy inspection of the rank, determinant, and inertia of N(λ) we have
rankN(λ) =
{
2m if λ ∈ C\{ν,−ν}
2m − 1 if λ = ±ν
}
= rankL(λ), (14.11)
detN(λ) = ±(λ + ν)m(λ − ν)m = ±detL(λ), (14.12)
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and
In(N(λ)) = In(L(λ)) ∀λ ∈ R, (14.13)
where L(λ) is taken from Proposition 14.2. Now using Theorem 4.1(b) we see that
N(λ) and L(λ) are C-congruent, as claimed.
Finally consider (sss8). Denoting the pencil in (sss8′) by N˜(λ), and letting
L˜(λ) :=
[
0 J2m(a ± ib)T
J2m(a ± ib) 0
]
+ iλ
[
0 I2m
−I2m 0
]
,
we have
rank N˜(λ) =
{
4m if λ ∈ C\{b + ia, b − ia,−b + ia,−b − ia},
4m − 1 if λ ∈ {b + ia, b − ia,−b + ia,−b − ia}.
(14.14)
On the other hand, a calculation (which we omit) shows that
rank(J2m(a ± ib) − iλI) =
{
2m if λ ∈ C\{−ia + b,−ia − b}
2m − 1 if λ ∈ {−ia + b,−ia − b}
and
rank(J2m(a ± ib)T + iλI) =
{
2m if λ ∈ C\{ia + b, ia − b},
2m − 1 if λ ∈ {ia + b, ia − b},
and therefore also
rank L˜(λ) =
{
4m if λ ∈ C\{b + ia, b − ia,−b + ia,−b − ia},
4m − 1 if λ ∈ {b + ia, b − ia,−b + ia,−b − ia}.
(14.15)
In addition,
det(L˜(λ)) = ±
(
det
[
a − iλ b
−b a − iλ
])m (
det
[
a + iλ −b
b a + iλ
])m
= ±[(λ + ia)2 − b2]m[(λ − ia)2 − b2]m
and
det (N˜(λ)) = ±(λ + ia + b)m(λ − ia + b)m(λ − ia − b)m(λ − ia + b)m.
Thus,
det (L˜(λ)) = ±det (N˜(λ)). (14.16)
Now, in view of (14.14)–(14.16), the canonical forms for the hermitian pencils
L˜(λ) and N˜(λ) imply that L˜(λ) and N˜(λ) are C-congruent, by Corollary 4.2(b).
This concludes the proof of Lemma 14.1. 
Now the uniqueness part of Theorem 12.1 follows easily from Lemma 14.1 and
the uniqueness part of the canonical form for a pair of hermitian matrices under
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C-congruence (up to allowed permutations of blocks). Indeed, arguing by contradic-
tion, assume that A + λB is a real symmetric/skew-symmetric matrix pencil which
is R-congruent to each of two pencils M1 + λN1 and M2 + λN2, where M1 + λN1
and M2 + λN2 have the forms as in (12.1)–(12.3), but M1 + λN1 and M2 + λN2
are not obtained from each other by a permutation of blocks. It then follows from
Lemma 14.1 that the canonical forms of hermitian pencils M1 + iλN1 and M2 +
iλN2 under C-congruence are not obtained from each other by a block permuta-
tion. This is a contradiction with Theorem 4.1, since M1 + iλN1 and M2 + iλN2 are
obviously C-congruent.
15. Real symmetric/skew-symmetric matrix pencils under complex
congruence
If A + λB is a real symmetric/skew-symmetric matrix pencil, then A + λ(iB) is
obviously a complex hermitian matrix pencil. However, not every complex hermitian
matrix pencil is C-congruent to a pencil A + λ(iB), where A is real symmetric and
B is real skew-symmetric. The complex hermitian pencils that have this property
can be characterized in terms of their canonical form (4.2) under C-congruence, as
follows:
Theorem 15.1. A complex hermitian n × n matrix pencil A + λB is C-congruent to
a matrix pencil of the form A˜ + λ(iB˜), where A is a real symmetric matrix and B
is a real skew-symmetric matrix if and only if the canonical form of A + λB has the
following structure:
0u×u⊕
λ
 0 0 Fε10 0 0
Fε1 0 0
+ G2ε1+1

⊕· · · ⊕
λ
 0 0 Fεp0 0 0
Fεp 0 0
+ G2εp+1

⊕δ1
(
Fk1 + λGk1
)⊕ · · · ⊕ δr (Fkr + λGkr )
⊕
(
Fk′1/2 + λGk′1/2
)
⊕ −
(
Fk′1/2 + λGk′1/2
)
⊕· · · ⊕
(
Fk′
r′/2
+ λGk′
r′/2
)
⊕ −
(
Fk′
r′/2
+ λGk′
r′/2
)
⊕η1
(
λF1 + G1
)⊕ · · · ⊕ ηq (λFq + Gq )
⊕
(
λF′1/2 + G′1/2
)
⊕ −
(
λF′1/2 + G′1/2
)
⊕· · · ⊕
(
λF′
q′/2
+ G′
q′/2
)
⊕ −
(
λF′
q′/2
+ G′
q′/2
)
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⊕
[
0 Gu1 + (λ + iα1)Fu1
Gu1 + (λ − iα1)Fu1 0
]
⊕· · · ⊕
[
0 Guv + (λ + iαv)Fuv
Guv + (λ − iαv)Fuv 0
]
⊕κ1
[(
(−1)x1((λ + ν1)Fx1 + Gx1)
)⊕ ((λ − ν1)Fx1 + Gx1)]
⊕· · · ⊕ κw
[(
(−1)xw ((λ + νw)Fxw + Gxw)
)⊕ ((λ − νw)Fxw + Gxw)]
⊕
([
0 (λ + β1)Fm1
(λ + β¯1)Fm1 0
]
+
[
0 Gm1
Gm1 0
])
⊕
([
0 (λ − β1)Fm1
(λ − β¯1)Fm1 0
]
+
[
0 Gm1
Gm1 0
])
⊕· · · ⊕
([
0 (λ + βs)Fms
(λ + β¯s)Fms 0
]
+
[
0 Gms
Gms 0
])
⊕
([
0 (λ − βs)Fms
(λ − β¯s)Fms 0
]
+
[
0 Gms
Gms 0
])
. (15.1)
Here, the real numbers νj , j = 1, . . . , w, and α1, . . . , αv are positive, the complex
numbers β1, . . . , βs have positive real and imaginary parts, and the positive integers
kj , k
′
j , j , 
′
j , and uj have the following properties:
the kj ’s are odd;
the k′j ’s are divisible by 4;
the j ’s are even;
the ′j ’s are even such that ′j /2 are odd.
The proof of Theorem 15.1 is easily obtained as a by-product of the proof of
Lemma 14.1.
16. Canonical form for skew-adjoint matrices with respect to real
skew-symmetric inner products
Recall the definition of a regular skew-symmetric inner product given in
Section 9:
[x, y] = (Hx, y) ∀x, y ∈ Rn,
where H is an invertible real skew-symmetric n × n matrix.
A matrix A ∈ Rn×n is said to be skew-adjoint with respect to the skew-symmetric
inner product [·, ·], or H -skew-adjoint, if
[Ax, y] = −[x,Ay] for all x, y ∈ Rn,
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or equivalently if HA is symmetric. As for selfadjoint matrices with respect to skew-
symmetric inner products (see Section 9), skew-adjoint matrices with respect to
skew-symmetric inner products also transform well under the congruence similarity
of (9.2). A canonical form for H -skew-adjoint matrices under congruence similarity
is presented in the next theorem. The result will follow from Theorem 12.1 after a
rather straightforward manipulation of the fundamental canonical blocks.
Theorem 16.1. Let A be H -skew-adjoint. Then there is an invertible real matrix S
such that S−1AS and STHS are block diagonal matrices
S−1AS = A1 ⊕ · · · ⊕ As, STHS = H1 ⊕ · · · ⊕ Hs, (16.1)
where each diagonal block (Ai,Hi) is of one of the following five types:
(i)
Ai = J2n1(0) ⊕ J2n2(0) ⊕ · · · ⊕ J2np (0),
Hi = κ12n1 ⊕ κ22n2 ⊕ · · · ⊕ κp2np ,
where κj are signs ±1;
(ii)
Ai = J2m1+1(0) ⊕ −J2m1+1(0)T ⊕ · · · ⊕ J2mq+1(0) ⊕ −J2mq+1(0)T,
Hi =
[
0 I2m1+1−I2m1+1 0
]
⊕ · · · ⊕
[
0 I2mq+1
−I2mq+1 0
]
;
(iii)
Ai = J1(a) ⊕ −J1(a)T ⊕ · · · ⊕ Jr (a) ⊕ −Jr (a)T,
Hi =
[
0 I1−I1 0
]
⊕ · · · ⊕
[
0 Ir
−Ir 0
]
,
where a > 0, and the number a, the total number 2r of Jordan blocks, and the
sizes 1, . . . , r may depend on the particular diagonal block (Ai,Hi);
(iv)
Ai = J2k1(a ± ib) ⊕ −J2k1(a ± ib)T ⊕ · · · ⊕ J2ks (a ± ib) ⊕ −J2ks (a ± ib)T,
Hi =
[
0 I2k1−I2k1 0
]
⊕ · · · ⊕
[
0 I2ks
−I2ks 0
]
,
where a, b > 0, and again the numbers a and b, the total number 2s of Jordan
blocks, and the sizes 2k1, . . . , 2ks may depend on (Ai,Hi);
(v)
Ai = J2h1(±ib) ⊕ J2h2(±ib) ⊕ · · · ⊕ J2ht (±ib),
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Hi = η1

0 0 · · · 0 h12
0 0 · · · −h12 0
...
... · · · ... ...
0 (−1)h1−2h12 · · · 0 0
(−1)h1−1h12 0 · · · 0 0

⊕ · · · ⊕ ηt

0 0 · · · 0 ht2
0 0 · · · −ht2 0
...
... · · · ... ...
0 (−1)ht−2ht2 · · · 0 0
(−1)ht−1ht2 0 · · · 0 0
 ,
where b > 0 and η1, . . . , ηt are signs ±1. Again, the parameters b, t, h1, . . . ,
ht , and η1, . . . , ηt may depend on the particular diagonal block (Ai,Hi).
The form (16.1) is uniquely determined by the pair (A,H), up to a simultaneous
permutation of diagonal blocks in the right-hand sides of (16.1).
Proof. We prove in detail only the existence part of Theorem 16.1; the uniqueness of
(16.1) (up to the indicated permutations) will follow immediately from the unique-
ness part of Theorem 12.1.
Consider the symmetric/skew-symmetric matrix pencil HA + λH . Note that a
congruence similarity A → S−1AS, H → STHS is equivalent to a simultaneous
similarity HA + λH → ST(HA + λH)S. Thus, we may replace HA + λH by its
canonical form of Theorem 12.1. Since H is invertible, only blocks of types (sss4)–
(sss8) will be present. It remains to prove Theorem 16.1 for the pairs (A,H), where
HA + λH is one of the blocks (sss4)–(sss8); the blocks (sss4) and (sss7) may appear
with a sign ±1.
Consider each of the blocks (sss4)–(sss8) separately. For (sss4), i.e.,
HA + λH = ε
(
G + λ
[
0 F/2
−F/2 0
])
,  even, ε = ±1,
we have, taking for example ε = 1,
S−1AS = J(0), STHS = −η,
with
S =
[
0 /2
ηF/2 0
]
,
where η = 1 if /2 is odd, and η = −1 if /2 is even. For (sss5):
HA + λH =
[
0 G/2
G/2 0
]
+ λ
[
0 F/2
−F/2 0
]
, /2 odd,
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and we have
S−1AS = J/2(0) ⊕ −J/2(0)T, STHS =
[
0 I/2
−I/2 0
]
,
with
S =
[
0 I/2
−F/2 0
]
. (16.2)
For (sss6):
HA + λH =
[
0 αF/2 + G/2
αF/2 + G/2 0
]
+ λ
[
0 F/2
−F/2 0
]
,  even, α ∈ R\{0},
and we have
S−1AS = J/2(α) ⊕ −J/2(α)T, STHS =
[
0 I/2
−I/2 0
]
,
with S given by (16.2).
Consider (sss8):
HA + λH =
[
0 J2m(a ± ib)T
J2m(a ± ib) 0
]
+ λ
[
0 I2m
−I2m 0
]
.
Then
S−1AS = J2m(a ± ib) ⊕ −J2m(a ± ib)T, STHS =
[
0 I2m
−I2m 0
]
,
where
S =
[
0 −((Q2)T)−1
Q2 0
]
,
and where Q2 ∈ R2m×2m is an invertible matrix such that
Q−12 J2m(a ± ib)TQ2 = J2m(a ± ib).
Finally, for (sss7) we have
HA + λH
= ζ


0 0 · · · 0 0 νm+12
0 0 · · · 0 −νm+12 −I2
0 0 · · · νm+12 −I2 0
...
... · · · ... ... ...
(−1)m−1νm+12 −I2 0 · · · 0 0

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+ λ

0 0 · · · 0 m2
0 0 · · · −m2 0
...
... · · · ... ...
0 (−1)m−2m2 · · · 0 0
(−1)m−1m2 0 · · · 0 0

 ,
ν > 0, ζ = ±1.
In this case, taking for example ζ = 1,
S−1AS = J2m(±iν),
STHS = (−1)m−1

0 0 · · · 0 m2
0 0 · · · −m2 0
...
... · · · ... ...
0 (−1)m−2m2 · · · 0 0
(−1)m−1m2 0 · · · 0 0
 ,
where the matrix S is defined by the equalities
S = diag (ε1, ε2, . . . , εm), εm−j = αj (m2 )−j , j = 0, 1, . . . , m − 1,
and the αj ’s are signs ±1 determined by the rule
αj =
{
1 if j = 0 or j = 1 modulo 4,
−1 if j = 2 or j = 3 modulo 4.
This concludes the proof of Theorem 16.1. 
The results of Theorems 9.1 and 16.1 play a key role in the study of certain in-
variant subspaces of linear transformations that are selfadjoint, or skew-adjoint, with
respect to a skew-symmetric indefinite inner products (see the authors’ paper [26],
and Ran and Rodman [40]). As well as being of independent interest, the subspaces
appearing here arise in the description of minimal factorizations of rational matrix
functions with symmetries. For more details, the reader is referred to the authors’
paper [27] and Ran et al. [44], and Ran and Rodman [42].
In the particular case when
H0 =
[
0 I
−I 0
]
∈ R2n×2n,
the H0-skew-adjoint matrices are called Hamiltonian. One easily verifies that a
partitioned matrix
W =
[
W11 W12
W21 W22
]
, Wij ∈ Rn×n,
is Hamiltonian if and only if
W12 = WT12, W21 = WT21, W22 = −WT11.
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Hamiltonian matrices are a well-studied class. Traditionally, their importance ori-
ginates in the analysis of dynamical systems. More recently, Hamiltonian matrices
have also been studied from the numerical analysis and algorithmic points of view.
A structure theory meeting the needs of numerical analysis has been developed. See,
for example, the papers by Faßbender et al. [14], Lin et al. [33], Mehrmann and Xu
[38], Mehl [36], Mehl et al. [37].
As in the case of skew-Hamiltonian matrices studied in Section 9, if W is Hamilto-
nian and U is symplectic, the product U−1WU is again Hamiltonian. Theorem 16.1
leads to a canonical form of Hamiltonian matrices under symplectic similarity which
is presented in the next theorem. The following notation will be used: E(i,j)m stands
for the m × m matrix with 1 in the (i, j)th position, and zeros everywhere else. For
an odd integer m, we denote by Km(±ib) ∈ Rm×m the top left m × m corner of
J2m(±ib); here b is a nonzero real number. Thus, K1(±ib) = 0, and
J2m(±ib) =
[
Km(±ib) bE(m,1)m + E(m−1,1)m + E(m,2)m
−bE(1,m)m K˜m(±ib)
]
for an odd integer m  3, where the matrix K˜m(±ib) is symmetric to Km(±ib) with
respect to the bottom-left–top-right diagonal.
Theorem 16.2. Let W be a Hamiltonian matrix. Then there is a symplectic matrix
U such that U−1WU has the block form
U−1WU =
[
X
1,1
1 ⊕ X1,12 ⊕ · · · ⊕ X1,1p X1,21 ⊕ X1,22 ⊕ · · · ⊕ X1,2p
X
2,1
1 ⊕ X2,12 ⊕ · · · ⊕ X2,1p −
(
(X
1,1
1 )
T ⊕ (X1,12 )T ⊕ · · · ⊕ (X1,1p )T
)
]
,
(16.3)
where the blocks have the following structure:
Each block X1,1j has one of the six forms
1. Jm(0) with odd integer m,
2. Jm′(0), where m′ can be even or odd,
3. J(a) with positive real number a,
4. J2k(a ± ib) with positive a and b,
5. Jh(±ib) with even integer h and positive b,
6. Kh(±ib) with odd integer h and positive b.
(The parameters m,m′, , k, h, a, b may depend on the block X1,1j ).
Each block X2,1j has the same size as X
1,1
j , and is equal zero, except when X
1,1
j
has the form (6), in which case
X
2,1
j = −εj bE(h,h)h , εj = ±1. (16.4)
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Each block X1,2j has the same size as X
1,1
j , and is equal zero, except when X
1,1
j
has one of the forms (2), (5) or (6), in which cases
X
1,2
j = εjE(m
′,m′)
m′ , εj = ±1,
X
1,2
j = εjE(h,h)h + εjE(h−1,h−1)h , εj = ±1,
or
X
1,2
j = εj bE(h,h)h + εjE(h,h−1)h + εjE(h−1,h)h , εj = ±1, (16.5)
respectively. In the latter case, for a fixed j, the sign εj is the same in (16.4) and
(16.5), and if h = 1, the terms εjE(h,h−1)h + εjE(h−1,h)h are absent in (16.5).
The form (16.2) is uniquely determined by W, up to the same simultaneous per-
mutation of the p blocks in X1,11 ⊕ X1,12 ⊕ · · · ⊕ X1,1p , in X1,21 ⊕ X1,22 ⊕ · · · ⊕ X1,2p ,
in X2,11 ⊕ X2,12 ⊕ · · · ⊕ X2,1p , and in −
(
(X
1,1
1 )
T ⊕ (X1,12 )T ⊕ · · · ⊕ (X1,1p )T
)
.
Various explicit canonical forms of Hamiltonian matrices are known. See, in par-
ticular, a paper of Laub and Meyer [32], where a canonical form is given which
differs from those of Theorem 16.2, Burgoyne and Cushman [5], and Bryuno [4]. See
also the derivation of a canonical form for Hamiltonian matrices using realization
theory given by Fuhrmann [15].
Proof. For the proof we need explicit congruence transformations from the skew-
symmetric 2m × 2m matrices
ε2m = ε
[
0 m
(−1)mm 0
]
, ε = ±1,
and
ε2m := ε

0 0 · · · 0 m2
0 0 · · · −m2 0
...
... · · · ... ...
0 (−1)m−2m2 · · · 0 0
(−1)m−1m2 0 · · · 0 0
 , ε = ±1,
to the standard matrix
[
0 Im
−Im 0
]
. These transformations are given by the follow-
ing formulas:[
0 Im
−Im 0
]
=
[
ST1 0
0 ST2
]
(ε2m)
[
S1 0
0 S2
]
, (16.6)
where S1 and S2 are invertible real m × m matrices such that
S2S
T
1 = ε(m)−1 = ε(−1)m−1m.
Formula (16.6) is verified by a direct computation; in the computation, use the prop-
erties that
(−1m )T = m, (−1)−m2m = −I, for m = 1, 2, . . .
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Next, consider 2m with m even. We have
2m =
[
0 Ym
(−1)m2 Ym 0
]
, (16.7)
where
Ym =

0 0 · · · 0 m2
0 0 · · · −m2 0
...
... · · · ... ...
0 (−1)m2 −2m2 · · · 0 0
(−1)m2 −1m2 0 · · · 0 0
 ∈ Rm×m, (16.8)
and then[
0 Im
−Im 0
]
=
[
ST1 0
0 ST2
]
(ε2m)
[
S1 0
0 S2
]
, (16.9)
with the invertible matrices S1 and S2 satisfying S2ST1 = εY−1m . Verification of (16.9)
is straightforward, using the property
(−1)m2 (Y−1m )TYm = −I for even m.
If m is odd, then write
2m =
[
0 Ym
−Y Tm 0
]
,
(16.10)
Ym =

0 0 · · · 0 m2
0 0 · · · −m2 0
...
... · · · ... ...
0 (−1)m+12 m2 · · · 0 0
1 0 · · · 0 0
 ∈ Rm×m,
and the equality[
0 Im
−Im 0
]
=
[
ST1 0
0 ST2
](
ε
[
0 Ym
−Y Tm 0
])[
S1 0
0 S2
]
(16.11)
holds with S1, S2 satisfying S2ST1 = εY−1m .
We now choose S1 = I in (16.6), (16.9), and (16.11). The corresponding similar-
ity transformations on the block J2m(0) (if S1 = I , S2 are taken from (16.6)), and on
the block J2m(±ib) (b > 0) (if S1 = I , S2 are taken from (16.9) or (16.11)), give[
Jm(0) ε(−1)m−1E(m,m)m
0 −Jm(0)T
]
=
[
S−11 0
0 S−12
]
J2m(0)
[
S1 0
0 S2
]
, (16.12)
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where m is even or odd, and[
Jm(±ib) −εE(m−1,m−1)m − εE(m,m)m
0 −Jm(±ib)T
]
=
[
S−11 0
0 S−12
]
J2m(±ib)
[
S1 0
0 S2
]
(16.13)
if m is even, and[
Km(±ib) εE(m−1,m)m + εE(m,m−1)m + εbE(m,m)m
−εbE(m,m)m −Km(±ib)T
]
=
[
S−11 0
0 S−12
]
J2m(±ib)
[
S1 0
0 S2
]
(16.14)
if m is odd.
Once the transformations (16.6), (16.9), and (16.11) (all with S1 = I ), and
the corresponding (16.12), (16.13), and (16.14) are obtained, the proof proceeds
by applying these transformations to each primitive pair of blocks of types (i) and
(v) in the canonical form of Theorem 16.1, followed by a simple rearrangement of
terms. 
Choosing S1 and S2 in (16.6), (16.9), and (16.11) in other ways, for example by
setting S2 = I , variations of the canonical form (16.3) may be obtained. The details
are omitted.
As a particular case of Theorem 16.2, the next corollary is noteworthy.
Corollary 16.3. (1) Let W be a Hamiltonian matrix with no pure imaginary eigen-
values and only odd partial multiplicities for the zero eigenvalue (if zero is an eigen-
value of W at all). Then there is a symplectic matrix U such that
U−1WU =
[
J 0
0 −J T
]
,
where J is a real Jordan form with all eigenvalues either zero, or having positive
real parts.
(2) If Hamiltonian matrices W1 and W2 with no pure imaginary eigenvalues
and only odd partial multiplicities for the zero eigenvalue are similar, then W1 =
U−1W2U for some symplectic matrix U.
Theorem 16.2 shows that the statement (2) in Corollary 16.3 is not valid if the
hypotheses of the statement are not satisfied.
An important application of the theory of real skew-adjoint matrices with respect
to a skew-symmetric inner product concerns algebraic Riccati equations:
XDX + XA + ATX − C = 0, (16.15)
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where A, D = DT, and C = CT are given real n × n matrices, and X is an unknown
real n × n matrix. For a thorough discussion of Eq. (16.15), including many appli-
cations and complete proofs, see the authors’ monograph [30] (among a multitude
of sources on algebraic Riccati equations, too numerous to be mentioned here).
Here we present without proof a basic result on existence of symmetric solutions
of (16.15).
First, we make a connection with skew-symmetric inner products. Let
H =
[
0 In
−In 0
]
, M =
[
A D
C −AT
]
. (16.16)
One verifies that HM = −MTH . Thus,
[Mx, y] = −[x,My] ∀x, y ∈ R2n,
where [x, y] := (Hx, y) is the skew-symmetric inner product defined by H . In other
words, M is H -skew-adjoint. In the following theorem we refer to the canonical
form of the H -skew-adjoint matrix M , and the associated sign characteristic, as
described in Theorem 16.1. Note that, in the notation of Theorems 6.1 amd 6.2,
the sign characteristics of the corresponding blocks in these theorems may be dif-
ferent.
Theorem 16.4. Assume that D is positive semidefinite, and that the pair (A,D) is
sign controllable, i.e., for every real number α at least one of the two subspaces
Ker((A − αI)n) and Ker((A + αI)n)
is contained in the column space of the n × n2 matrix [D AD A2D · · · An−1D],
and for every complex nonreal number α + iβ, α, β ∈ R, β /= 0, at least one of the
two real subspaces
Ker((A2 − 2αA + (α2 + β2)I )n) and Ker((A2 + 2αA + (α2 + β2)I )n)
is contained in the column space of [D AD A2D · · · An−1D].
Then (16.15) has a real symmetric solution X if and only if all partial multiplici-
ties corresponding to the pure imaginary or zero eigenvalues of M (if any) are even,
and the sign characteristic of the pair (M,H) consists of −1’s, with the exception
of signs corresponding to the partial multiplicities of the zero eigenvalue of M which
are not divisible by 4 (if any), and these signs are all +1’s.
This is Theorem 8.2.2 of the authors’ monograph [30]. The corresponding result
under the more restrictive controllability hypothesis, including the case of complex
Hermitian solutions of the algebraic Riccati equations with complex matrix coeffi-
cients, goes back to ˇCurilov [9], the authors’ paper [28], and Shayman [45]. See also
the paper by Faibusovich [13] for alternative characterizations of the solvability of
(16.15) under the sign controllability hypothesis.
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17. Canonical form for skew-adjoint matrices with respect to real
symmetric inner products
Consider a regular symmetric inner product in Rn:
[x, y] = (Hx, y) ∀x, y ∈ Rn,
where H is an invertible real symmetric n × n matrix. A matrix A ∈ Rn×n is said to
be skew-adjoint with respect to the inner product [·, ·], or H -skew-adjoint, if
[Ax, y] = −[x,Ay] for all x, y ∈ Rn.
It is easy to see that A is H -skew-adjoint if and only if HA is skew-symmetric.
A canonical form of the pair (A,H) with invertible real symmetric H and H -
skew-adjoint A, under congruence similarity, is given in the next theorem. The stan-
dard matrix k given by (10.1) will be used.
Theorem 17.1. Let A be H -skew-adjoint. Then there is an invertible real matrix S
such that S−1AS and STHS are block diagonal matrices
S−1AS = A1 ⊕ · · · ⊕ As, STHS = H1 ⊕ · · · ⊕ Hs, (17.1)
where each diagonal block (Ai,Hi) is of one of the following five types:
(i)
Ai = J2n1+1(0) ⊕ J2n2+1(0) ⊕ · · · ⊕ J2np+1(0),
Hi = κ12n1+1 ⊕ κ22n2+1 ⊕ · · · ⊕ κp2np+1,
where κj are signs ±1;
(ii)
Ai = J2m1(0) ⊕ −J2m1(0)T ⊕ · · · ⊕ J2mq (0) ⊕ −J2mq (0)T,
Hi =
[
0 I2m1
I2m1 0
]
⊕ · · · ⊕
[
0 I2mq
I2mq 0
]
;
(iii)
Ai = J1(a) ⊕ −J1(a)T ⊕ · · · ⊕ Jr (a) ⊕ −Jr (a)T,
Hi =
[
0 I1
I1 0
]
⊕ · · · ⊕
[
0 Ir
Ir 0
]
,
where a > 0, and the number a, the total number 2r of Jordan blocks, and the
sizes 1, . . . , r may depend on the particular diagonal block (Ai,Hi);
(iv)
Ai = J2k1(a ± ib) ⊕ −J2k1(a ± ib)T ⊕ · · · ⊕ J2ks (a ± ib) ⊕ −J2ks (a ± ib)T,
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Hi =
[
0 I2k1
I2k1 0
]
⊕ · · · ⊕
[
0 I2ks
I2ks 0
]
,
where a, b > 0, and again the numbers a and b, the total number 2s of Jordan
blocks, and the sizes 2k1, . . . , 2ks may depend on (Ai,Hi);
(v)
Ai = J2h1(±ib) ⊕ J2h2(±ib) ⊕ · · · ⊕ J2ht (±ib),
Hi = η1

0 0 · · · 0 h1−12
0 0 · · · −h1−12 0
...
... · · · ... ...
0 (−1)h1−2h1−12 · · · 0 0
(−1)h1−1h1−12 0 · · · 0 0

⊕ · · · ⊕ ηt

0 0 · · · 0 ht−12
0 0 · · · −ht−12 0
...
... · · · ... ...
0 (−1)ht−2ht−12 · · · 0 0
(−1)ht−1ht−12 0 · · · 0 0
 ,
where b > 0 and η1, . . . , ηt are signs ±1. Again, the parameters b, t, h1, . . . ,
ht , and η1, . . . , ηt may depend on the particular diagonal block (Ai,Hi).
The form (17.1) is uniquely determined by the pair (A,H), up to a permutation
of the constituent pairs of blocks (A1, H2), . . . , (As,Hs).
Note that the 2h × 2h matrix
0 0 · · · 0 h−12
0 0 · · · −h−12 0
...
... · · · ... ...
0 (−1)h−2h−12 · · · 0 0
(−1)h−1h−12 0 · · · 0 0

is symmetric for every positive integer h.
The canonical form of Theorem 17.1 can be found in several sources. See Djokovic´
[11] or Thompson [49], for example.
Proof. Consider the symmetric/skew-symmetric pencil H + λHA, and note that a
congruence similarity A → S−1AS, H → STHS is equivalent to a simultaneous
similarity H + λHA → ST(H + λHA)S. Now follow the line of argument used in
the proof of Theorem 16.1, and take advantage of the canonical form for H + λHA
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given in Theorem 12.1. Note that since H is invertible, only blocks of types (sss2),
(sss3), (sss6), (sss7), and (sss8) may be present; the blocks of types (sss2) and (sss7)
may have signs ±1 attached to them. We may assume therefore that H + λHA is
given by one of the blocks (sss2) (with a sign ε), (sss3), (sss6), (sss7) (with a sign ε),
or (sss8). Consider each case separately. If
H + λHA = ε
Fk + λ
01 0 00 0 Fk−12
0 −Fk−1
2
0

 , k odd,
then
SH = ε(−1) k−12 kS, SA = Jk(0)S,
where
S =
diag((−1)(k−1)/2,−(−1)(k−1)/2, . . . ,−1) 0 00 1 0
0 0 I(k−1)/2
 ,
and a primitive block as in (i) is obtained for the pair (A,H). If H + λHA is a block
of type (sss3), then A = (−Jk/2(0)) ⊕ Jk/2(0), and in view of the equalities[
0 Ik/2
Fk/2 0
] [
0 Fk/2
Fk/2 0
]
=
[
0 Ik/2
Ik/2 0
] [
0 Ik/2
Fk/2 0
]
and [
0 Ik/2
Fk/2 0
] [−Jk/2(0) 0
0 Jk/2(0)
]
=
[
Jk/2(0) 0
0 −Jk/2(0)T
] [
0 Ik/2
Fk/2 0
]
,
a primitive block as in (ii) is obtained. Let H + λHA be a block (sss6), then
H =
[
0 αF/2 + G/2
αF/2 + G/2 0
]
,
A =
[−(αF/2 + G/2)−1F/2 0
0 (αF/2 + G/2)−1F/2
]
.
Let U be any real invertible matrix such that U(αF/2 +G/2)−1F/2 = J/2(α−1)U .
Then
SA =
[
J/2(α
−1) 0
0 −J/2(α−1)T
]
S, (S−1)TH =
[
0 I/2
I/2 0
]
S,
where
S =
[
0 U
(UT)−1(αF/2 + G/2) 0
]
,
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and we have a primitive block in (iii). If
H + λHA =
[
0 J2m(a ± ib)T
J2m(a ± ib) 0
]
+ λ
[
0 I2m
−I2m 0
]
,
then
SA =
[
J2m((a ± ib)−1) 0
0 −J2m((a ± ib)−1)T
]
S,
(S−1)TH =
[
0 I/2
I/2 0
]
S,
with S =
[
0 U
(UT)−1J2m(a ± ib) 0
]
, where U any invertible real matrix such that
U(J2m(a ± ib)T)−1 = J2m((a ± ib)−1)U.
This gives a primitive block in (iv). Finally, consider H + λHA as in (sss7) (with a
sign):
H + λHA
= ε


0 0 · · · 0 0 νm+12
0 0 · · · 0 −νm+12 −I2
0 0 · · · νm+12 −I2 0
...
... · · · ... ... ...
(−1)m−1νm+12 −I2 0 · · · 0 0

+ λ

0 0 · · · 0 m2
0 0 · · · −m2 0
...
... · · · ... ...
0 (−1)m−2m2 · · · 0 0
(−1)m−1m2 0 · · · 0 0

 , ε = ±1.
We take here ν < 0 (cf. the remark after Theorem 12.1). The proof will be reduced
to using a canonical form for selfadjoint matrices in the complex hermitian inner
product. LetC be the subalgebra (isomorphic to the complex field) of R2×2 generated
by I and 2, and let C2m×2m ⊂ R2m×2m be the algebra of m × m matrices with
entries in C. Clearly, H,A ∈ C2m×2m. A computation shows that
A1 := S−11 AS1 = J2m(∓iν−1) ∈ C2m×2m, (17.2)
for some invertible S1 ∈ C2m×2m. Let
H1 = ST1 HS1 ∈ C2m×2m.
We now identify a matrix X ∈ C2m×2m with X̂ ∈ Cm×m using the isomorphism
between C and C. Then Ĥ1 is hermitian, and Ĥ1(iÂ1) is also hermitian. Thus iÂ1
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is Ĥ1-selfadjoint. So by the well-known canonical form for Ĥ1-selfadjoint matri-
ces (see, for example, Gohberg et al. [19], Chapter I.3, the authors’ paper [29], or
Thompson [49]), using the Jordan form (17.2) for A, we have
S−12 (iÂ1)S2 = Jm(ν−1), S∗2 Ĥ1S2 = ±Fm (17.3)
for some invertible matrix S2 ∈ Cm×m. Let S3 = diag(1, i,−1, . . . , im−1), then
S−13 S
−1
2 Â1S2S3 = Jm(−iν−1),
(17.4)
S∗3S∗2 Ĥ1S2S3 = ±(−1)
m
2

0 0 0 · · · −i
0 0 · · · i 0
0 · · · −i 0 0
...
... · · · · · · ...
i 0 0 · · · 0

if m is even, and
S∗3S∗2 Ĥ1S2S3 = ±(−1)
(m−1)
2

0 0 · · · 1
0 · · · −1 0
... · · · · · · ...
1 0 · · · 0
 (17.5)
if m is odd. Transforming the equalities (17.4) and (17.5) back into C2m×2m, we
obtain a primitive form as in (v). 
The theory of real matrices which are skew-adjoint with respect to a regular
symmetric or skew-symmetric inner product (and, in particular, canonical forms for
such matrices) has been applied elsewhere to the problem of minimal factorizations
of real rational n × n matrix functions W(z), z ∈ C with an additional symmetry:
that W(z0) = W(−z0)T for every z0 ∈ C which is not a pole of W(z), or W(z0) =
−W(−z0)T for every such z0. These important applications will not be discussed
here. Relevant papers are Alpay et al. [1], and Ran and Rodman [42] (which are also
mentioned in the concluding remarks to Section 9).
18. Conclusions
A review of the theory of canonical forms for pairs of matrices (with various
forms of symmetry) under strict equivalence and congruence transformations has
been extended from the authors’ paper [29], where hermitian pairs were considered
(over C and over R), to pairs of matrices in which at least one has skew-symme-
try. In general, these forms are more complex, and several basic canonical matrix
structures are required for their description (see Sections 3 and 10). Here, they have
been integrated into a coherent argument leading to canonical forms for pairs of
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real skew-symmetric matrices (Sections 5 and 7), matrices which are selfadjoint in
skew inner products (Section 9), symmetric/skew-symmetric pairs under strict equiv-
alence (Sections 10 and 11) and congruence (Sections 12–15). Sections 16 and 17
are concerned with canonical forms for skew-adjoint matrices in skew-symmetric
and symmetric inner products, respectively.
Some interesting special cases and applications have been discussed where appro-
priate.
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