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Modern medicine relies on visual data. Until recently, manual inspection was the
only method available, although it introduced a large amount of subjectiveness into
the final diagnosis. Computer-aided medical data processing aims to increase di-
agnosis accuracy. This thesis covers one method to use computers for determining
image directionality, which can be applied in nerve and vessel disease detection.
In particular, a number of directionality evaluation methods for 2-dimensional (2D)
images are examined. For one of the methods, a 3-dimensional (3D) extension is
proposed. This method is based on the Fourier Transform. The relationship between
the spacial domain lines and their frequency domain counterparts and the way it
can be used to define the directionality is covered in the ‘Materials and methods’
part of this thesis.
The proposed extension was implemented using MATLAB and supplied with a
graphical user interface (GUI). It was tested against both test images, such as lines
and volumetric spheres, and real optic nerve MicroCT images. Results of these tests
were analyzed and suggestions were given on the potential usage of the method.
Keywords: directionality, imaging, MATLAB.
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21 Introduction
Modern medicine relies on visual data. Regarding data acquisition, numerous imag-
ing techniques have been developed over the last century. However, until recently
manual human check was considered as the only method of data analysis. Since
most of the modern imaging techniques provide output in digital format, computer-
aided analysis can be applied in addition to the traditional visual check. Moreover,
the imaging system itself may contain additional processing tools used for noise
reduction, artifact removal, reconstruction, etc.
Computer vision techniques for quantitative or objective analysis are the major
strength of computers [1]. Visual analysis of medical images, while it is still the most
common approach, limits the correctness of interpretation due to the human factor.
It includes intrapersonal perception variations, environmental distractive factors,
fatigue originated errors, errors caused by unclear representation of the abnormality
in a screening application, etc. Thus, visual analysis of medical images is always
performed with considerable subjectivity. Common practice is to collect opinions
from multiple experts. The use of computer-aided analysis has the potential to add
objectivity, reproducibility and accuracy to the assessment process. Though it may
not fully substitute the human-performed analysis, it can still become the main tool
of assessment process facilitation.
Medical analysis algorithms development are based on the type of imaging system
in question. Based on the digital data obtained from the imaging equipment either
2D image (X-Ray, MRI, Ultrasound), or a number of 2D projections (Ultrasound,
fMRI) or slices, or 3D image (CT) can be formed. In addition, the acquired data
depend on the applied imaging technique, such as sequential segmentation technique
to detect thin vessels in medical images.
Common features of disorders detected by medical imaging technique are struc-
tural changes of the examined tissue. To illustrate how medical imaging can be used
in practice, let us look at the examples of optic nerve imaging and cerebrovascular
system tomography.
1.1 Optic nerve imaging
Optic nerve (figure 1.1) imaging techniques, such as optical coherence tomography
(OCT), are frequently used to diagnose eye-related disorders. Such images can pro-
vide quantitative information for disease progress screening for all types of glaucoma,
as its main cause is optic nerve degeneration [2].
A healthy optic nerve is composed of approximately one million individual nerve
3Figure 1.1 Eye structure [3]
fibers coming from the retina. The fibers bend about 90 degrees on their way from
retina to the optic nerve head [3]. Normally, the diameter of notch at the front of
the optic nerve head is smaller than the diameter of the optic nerve [4]. In the case
of glaucoma, the diameter of the cup increases due to individual fibers degenerating
along the nerve, and this is visible in the OCT image.
In general, there is a wide range of optic nerve pathologies, such as nutritional,
toxic, and inherited optic neuropathy[4], for which computing analysis of the re-
trieved images might be a useful mean for diagnostics.
1.2 Cerebrovascular system tomography
CT imaging of human cerebrovascular system is another example of a promising
technique to provide a quantitative morphological assessment of vascular structure
at high spatial resolution.
The cerebral vascular network disorder can be a cause of variety of brain patholo-
gies, such as ischemic and hemorrhagic strokes, neurodegenerative diseases, and
brain tumors. Histological imaging of arteries is a standard approach for high res-
olution examination of vascular system. Unfortunately, the technique itself can be
applied as ex vivo analysis only and is unsuitable for macroscopic analysis of vas-
cular morphometry of the whole brain circulation, or for any kind of longitudinal
studies.
The CT and other X-ray based techniques are intended for imaging of live an-
imals. X-ray imaging techniques are do not depend on flow which means that po-
tential issues of non-uniform signal intensity or vessel visibility, caused by variable
blood flow, are eliminated. The high level vessel visibility is a key requirement for
quantitative vascular morphometry. [5].
41.3 Directionality in medical imaging
Both eye and cerebrovascular structure described above transfer either signal or
substance between different parts of the body. Forming the streamlines they show
distinct directionality on medical images. In case when the integrity of a structure
is damaged the defected area is seen as a pattern with orientation different from
healthy areas of the tissue. Therefore, in terms of diagnostic imaging the directional
features can be used for abnormalities detection and for defining the reference in
image alignment.
However, most of image analysis techniques are noise-sensitive. It makes the
preprocessing stage crucial for the analysis validity. General methods of image
processing, such as noise filtering, contrast enhancement, bias correction, etc. are
applied first, followed by more specific techniques.
As it was described previously, directional features can be used for medical images
assessment. However, in order to characterize and assess the underlying pattern
there should be at least one concrete feature defined. For this purpose the term of
directionality was introduced. The directionality of a pattern can be expressed as
an axis along which physical or mechanical properties of the underlying structure
remain unchanged.
It is worth mentioning that there is a significant difference between macro- and
micro-scale image analysis. For macro-scale, the directionality of a blood vessel
image with clearly detectable contours can be easily defined and interpreted. For
micro-scale images, the pattern within the region of interest (ROI) is represented
by mostly homogeneous structures. In this case, directionality vectors can spread
uniformly within 360◦ range. In any case, the presence of a control image is necessary
for directionality assessment of micro-scale images. Basically, the conclusion on
abnormality can be done based on variation between the current directionality value
and the control image [6].
The anterior cross ligament injury case is an illustrative example. figure 1.2
shows anterior cross ligament MRI in healthy (figure 1.2(a)) and teared (figure 1.2(b))
states. On figure 1.2(a) the healthy ligament can be seen as an easily distinguishable
line that connects femur to tibia (see arrows). On figure 1.2(b), the ligament is not
connected to femur, and the directional line observed in figure 1.2(a) is no longer
visible. Directionality patterns of healthy and injured images will differ, and this
difference can be used as abnormality indicator that will suggest further diagnostics
of the injury.
The aim of this thesis is to provide a tool for image directionality evaluation.
As the biological structure can be represented in both ways as a plane image and
as a volume, the feasibility for 2D and 3D analysis is the key requirement to the
5(a) Healthy ligament MRI (b) Injured ligament MRI
Figure 1.2 MRI anatomy of the cruciate ligaments.
Healthy ligament has more distinct directional
features than the injured one
Source: [6]
developed tool. In addition, it should be supplied with GUI to make it available for
end-user. The further application of this tool for assessment of medical images can
be considered as a subject of a separate thesis.
62 Background
The research on image directionality is usually related to structure anisotropy stud-
ies, especially to construction materials properties research. According to [7], struc-
ture anisotropy, or dependence of structure properties on the particular direction
defined by angle α, can be characterized using function f(α) that describes the
total length of collinear components.
One way to define such function, described in [8], is based on 2D Fourier trans-
form. In frequency domain, an image is represented by values of its components
correlating with gradient of image function in spatial domain (see section 3.1). All
components of the Fourier frequency spectrum are compiled in the directional vector
of angle α. The result can be visualized in a polar diagram, which represents an
estimate of the target function f(α) and is called rose of directions. The rose of
direction diagram will be widely used in the following of this thesis (see Sections 4
and 5).
The advantages of this method are its speed and ease of visualization. The
result is immediately available after the algorithm application to an 2D image [8].
The main obstacle in the implementation of this approach is the impossibility to
quantify the result. The only way to perform an assessment is visual comparison
between current image and reference. Sufficient resolution of an image is another
strict condition which assures the correctness of resulting graphical representation
of structural directions distribution.
To evaluate directionality of the image, the conventional Tamura method [9]
or one of its derivatives can be applied. The directional histogram (see example
figure 2.1(a)) is calculated in a way similar to the previous approach. However,
some additional steps described in [10] can help to quantify and evaluate obtained
results.
On figure 2.1, angles in the range of −90◦ to 90◦ are divided into 12 bins, and
vertical axis shows the percentage of pixels with different gradient angles. Assuming
that the edges oriented at −90◦ are similar to those oriented at 90◦, the angles can
be arranged in a circle, as it is described on the figure 2.1(b).
Once the diagram is re-arranged, the method calculates the sharpness value for
each angle using the geometric slope between histogram bins (see figure 2.2). The
sharpness can be derived as a weighted sum of slopes of all linear segments joining
bin tops (see equation 2.1 [10]). The next step is to calculate directionality as
7weighted sum a of sharpness values from all the hills in the histogram.
sharpness =
∑
i
weighti ∗ slopei +
∑
i
weightri ∗ sloperi (2.1)
where
i =
circularDifference(peakpos, bink)
min(circularDifferenceBetweenTwoBins)
(2.2)
Here circularDifference is distance between bins computed on the histogram
once it has been rearranged as a circle (see figure 2.1(b)). It differs from the linear
distance, as left and right bins on figure 2.2 are in fact neighboring after histogram
rearrangement.
weightik = 2
−i+1 (2.3)
Then we can define directionality as
Directionality =
∑
for each hill,h
weighth ∗ sharpnessh (2.4)
Directionality feature is also used in scope of image recognition methods. Local
Directional Texture Pattern (LDTP) is a feature descriptor introduced in [11] which
combines directionality and intensity analysis. This becomes possible to define the
main directions from the local neighborhood, and to extract the information about
a prominent relative intensity. Therefore, while using LDTP, the neighborhood is
characterized by a combination of these two features in one code. Specifically, the
structural information of a local neighborhood is encoded with LDTP via analyses
of its directional information and the intensity values difference for the first and
second maximum edge’s responses.
(a) Original directional histogram (b) Directional histogram rearranged in a
circle
Figure 2.1 Directional histogram
8Figure 2.2 Tamura method slope calculation
The LDTP can be derived by calculating the principal directional numbers of
the neighborhood [12] in eight different directions using the Kirsch compass masks.
The directional number is defined as
P iDir = argmaxi(IIi|0 ≤ i ≤ 7) (2.5)
P iDir is the principal directional number, IIi is the absolute value of the response
of convolution between the image intensity matrix I and i-th Kirsch mask Mi:
IIi = |I ∗Mi| (2.6)
The greatest two directional numbers are taken out of the eight produced by
Kirsch mask application. These directions define the principal axis of the local
texture [11]. The intensity difference of the opposite pixels within the neighborhood
area is calculated in each of principal directions.
d(x,y)n = I(xPndir+, yPndir+)− I(xPndir−, yPndir−) (2.7)
dn is the n-th difference for the pixel (x, y) in the n-th principal direction;
I(xPndir+, yPndir+) corresponds to the intensity of the next pixel in the given prin-
cipal direction (xPndir+, yPndir+), and I(xPndir−, yPndir−) is the intensity value of the the
previous pixel in the given principal direction (xPndir−, yPndir−).
9Then each difference is encoded as
Df (d) = f(x) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
0 −ϵ ≤ d ≤ ϵ
1 −d < −ϵ
2 d > ϵ
(2.8)
Where Df is the encoded intensity difference, d is the actual intensity difference,
and ϵ is a configurable threshold value.
The binary form of the principal direction is concatenated with the two differ-
ences forming the encoded image. It can be represented by the following equation.
LDTP (x, y) = 16P
1(x,y)
dir + 4Df (d
(x,y)
1 ) +Df (d
(x,y)
2 ) (2.9)
The main advantage of this approach is that LDTP includes only principal infor-
mation on the micro-pattern [11]. It avoids risks of errors due to noise appearance
while processing all disposable information.
An image texture can also be analyzed with the wavelet multi-resolution ap-
proach. While the Fourier domain represents only frequencies, the wavelet transform
keeps both frequency and spatial information. The method is based on decomposing
1D signal into a basis of wavelet functions [13].
(Waf)(b) =
∫
f(x)ψ∗a,bdx (2.10)
This kind of a basis is obtained by translation and dilation of a single wavelet ψ.
ψa,b(x) =
1√
a
ψ
x− b
a
(2.11)
To do this, wavelet ψ should be defined in both spatial and frequency domains,
and it should have zero mean. The discrete wavelet transform (DWT) is obtained
once
a = n2, b ∈ Z (2.12)
The efficient implementation of DWT in real space is accompanied with the usage
of quadrature mirror filters [13]. The wavelet decomposition of a 2D image can be
obtained by consecutive filtering along horizontal and vertical directions.
This filtering results in four images per one level of decomposition. Each subim-
age can be subsampled by a factor of two, that is, keeping a possibility of complete
reconstruction. Therefore, the resolution is the same as of original image. The
DWT provides an easily understandable representation. The information of a spe-
cific scale and orientation is conveniently separated and stored in the respective
10
Figure 2.3 One level of a wavelet decomposition in three steps:
1. Low and High pass filtering in horizontal direction,
2. The same in vertical direction,
3. Subsampling
Source: [13]
subimage. Spacial data is also retained within the subimages. In order to obtain
features that reflect scale-dependant properties there is a possibility to extract a
feature from each subimage separately. The drawback of the method is that a large
number of features, makes classification and segmentation much more difficult [13].
This approach is also not optimal for defining a directionality of an image due to its
complexity. Classic DWT has some other drawbacks as well. For image processing,
most notable ones are the shift variance and the artifacts produces for non-axial fea-
tures [14]. To address these issues, additional steps, such as combining two DWTs
with different filters [15], or rotating the original image multiple times while taking
snapshots of the now-axial features for each rotation step, and then combining these
features with their respective angles [16].
Another approach to 3D texture characterization is based on generalized co-
occurrence matrices. The methods based on this approach estimate local anisotropy
directly from the image and not from its local derivatives [17]. One of the oldest
methods was proposed by Longuet-Higgins in [18]. It was made for estimating the
elevation distribution on gaussian moving surfaces, originally for sea waves. Another
method was used by Cooper and Graham in [19] for estimating motion in ultrasound
medical images. This method relies on the optic flow estimation proposed by Heeger
in [20, 21]. Heeger’s method is based on spatiotemporal filtering, involving more
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than one frame into a single algorithm step. Another method, proposed by by
Sato and Cipolla in [22], relies on local texture moments to estimate the orientation
of the surface. Chetverikov [23] and Haralick [24] proposed the usage of features
which were extracted from gray level difference histograms in order to characterize
the anisotropy. However, the gradient-based method tends to be more popular for
micro-texture characterization.
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3 Materials and methods
All methods described in the section 2 work well with 2D images. One of the aims
of this thesis is to provide a tool capable of processing 3D images. For this reason,
one of the methods described in section 2, the FFT-based directionality assessment
method described in [8], was taken as a reference. This method relies on the Fourier
transform feature that each sharp line in spatial domain is transformed into an
orthogonal line in frequency domain.
3.1 Fourier transform of a line in 2D and 3D
Many sources, such as [25] and [26], employ a particular property of Fourier trans-
form that can help to define image directionality. If Fourier transform is applied
to a 2D image, each line of this image in spatial domain will be transformed into
the line orthogonal to it in frequency domain. In most cases, this property is pre-
sented without proper mathematical explanation, which makes it hard to scale it
into higher dimensions.
In this thesis both an intuitive and mathematical explanation will be provided.
Intuitive explanation of this property is quite straightforward. When moving in
direction orthogonal to the line, we will see a sharp edge, and it will take infinite
number of sine waves to describe it. This kind of explanation gives us some insight
on 2D case, but using it for higher dimensions is still questionable, at least because,
even in 3D case, there is an infinite number of lines orthogonal to the given one.
Mathematical proof relies on Fourier transform’s linearity and separability [27].
The proof itself will be done for a 2D case, with a brief explanation of 3D extension
in the end.
Assume some 2D line for which we can easily apply transform. For example,
let us think of a horizontal line at the very top of the image. Such a line can be
described as
f(x, y) =
⎧⎨⎩1 y = 00 y ̸= 0 (3.1)
We can apply 2D Fourier transform as two 1D transforms, this property is called
separability. First, we take transform of each row, and then take yet another trans-
form of each column of the first transform’s result. This is so-called ‘row-column’
method.
1. Rows:
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After applying 1D Fourier transform to each row U ,
F ′(U, V ) =
⎧⎨⎩F (1) = δ(x) U = 0F (0) = 0 U ̸= 0 (3.2)
Expanding the delta function, we can say that
F ′(U, V ) =
⎧⎨⎩∞ U, V = 00 U, V ̸= 0 (3.3)
Which means that we can say we have delta function not only in the first row
U = 0, but also in the first column V = 0, just using the definition of delta
function.
F ′(U, V ) =
⎧⎨⎩δ(V ) V = 00 V ̸= 0 (3.4)
2. Columns:
Following the ‘row-column’ method, let us take the same transform column-
wise,
F (U, V ) =
⎧⎨⎩F (δ) = 1 V = 0F (0) = 0 V ̸= 0 (3.5)
Which is basically a vertical line.
In this way, we proved that the Fourier transform will project a horizontal line
at the very top of the image into a vertical line. Next, we will need to show what
will happen if we will rotate or/and shift this line.
For rotation, we can just say that Fourier transform is linear, thus the frequency
domain image will rotate exactly the same way as the spatial domain one [28]. But
mathematical proof would still be beneficial, especially because it is quite easy to
formulate it not for 2D, but for N-dimensional space in general.
Let us write an N-dimensional Fourier transform for some linear N-dimensional
signal f(X).
F (ξ) =
∫
RN
f(X)e−2πiXξdX (3.6)
Now, let us rotate the signal X using rotation matrix A, and denote the result
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as signal Z.
Z = AX (3.7)
As rotation matrix is orthogonal, we know that |detA| = 1. Then, dZ =
|detA|dX = dX.
From here, we can prepare the transformation of the power of the Euler function
in the transform equation as
Xξ = ATZξ = ZAξ (3.8)
Now, let us calculate Fourier transform for function g(X) = Af(X) = f(AX)∫
RN
f(AX)e−2πiXξdX =
∫
RN
f(Z)e−2πiZAξdZ = F (Aξ) = AF (ξ) (3.9)
F (Af(x)) = AF (ξ) (3.10)
Which means that the Fourier spectrum will rotate the same way as the original
spatial domain signal. Consequently, if the original frequency domain image was
orthogonal to the spatial domain one, it will continue being orthogonal.
Figure 3.1 Fourier domain rotation:
left image - spatial domain, right image - Fourier domain
You can see the DC value that was left out in the upper left corner of the
Fourier domain image. If we swap image quarter-parts to move DC to the center of
the image, we will get a nice orthogonal line.
Next, let us talk about shifting the line. In any Fourier transform standard
transforms table [28] we can find the following property:
f(X −X0)→ e−2πiX0ξF (ξ) (3.11)
When plotting signal or image in Fourier domain, we usually plot its absolute
value. The absolute value of multiplication equals the multiplication of its parts’
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absolute values. The absolute value of this added exponent part is 1, as it is yet
another Euler function. Which means that shift in spatial domain only produces
a phase shift in the frequency domain, but it does not affect frequencies and their
absolute values. The line will always start from the DC value, or, if the image
quarter-parts are shifted, it will go through the center of the image.
With this we can end our proof of having an orthogonal line in frequency domain
for each line in spatial domain. The only addition to make is that due to Fourier
transform linearity we can always represent a transform of set of lines as a set of
transforms of those lines.
F (f(x) + g(x)) = F (f(x)) + F (g(x)) (3.12)
Now let us expand this proof into the third dimension. The 2D Fourier principle
of separability can be used for this purpose. It states that the discrete Fourier
transform in 2D can be obtained in two steps by successive applications of the 1D
Fourier transform. That is, using the separability principle, we can say that 3D
Fourier transform is a 1D Fourier transform of a 2D Fourier transform along each
line orthogonal to the 2D transform plane. This conclusion can be supported with
the visual explanation below.
Visual explanation is given on figure 3.2. The leftmost cube is the original
image in the spatial domain. Let us suppose that there are "ones" along the front
left edge and "zeroes" in the rest volume of the cube. Performing a 2D Fourier
transform for this non-zero edge first along the vertical axis and second, along the
horizontal axis, we will end up with the central image, as it was proven before with
the "row-column" method. We do not consider the rest of the cube volume since
the rest of the volume will be zeroed out, as there is no signal anywhere else except
this non-zero edge.
Figure 3.2 3D Fourier transform explanation.
A line in a spatial domain (the leftmost image) will be transformed
into a N-1 dimensional plane in a Fourier domain with the original
line direction serving as a normal for this plane (the rightmost image)
Furthermore, performing a Fourier transform in third dimension we consider the
line of the central image as a number of single dots. These dots can be considered
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as delta functions divided by some constant. The dots will turn into lines after the
Fourier transform, and altogether will form a plane (grayed out on the rightmost
cube).
With this we can expand the Fourier transform ‘orthogonal line’property a bit
further: a line in a spatial domain will be transformed into a N-1 dimensional plane
in a Fourier domain with the original line direction serving as a normal for this
plane.
In fact, it is easy to prove the duality of this claim: N-1 dimensional plane in
spatial domain will be translated into a line orthogonal to it in Fourier domain. The
formal proof is almost identical.
As it was mentioned previously, strict 3D expansion using 3D Fourier transform
is not the only way of using the proposed method in 3D. Two more methods were
tested in scope of this thesis.
The first way was quite straightforward. A 3D image is essentially a stack of 2D
layers. It is possible to process the image layer-by-layer, and represent the result in
a way similar to how the original image was constructed, as a stack of processed 2D
layers. The main drawback of this method is an inability to process non-horizontal
features. For example, let us imagine a cube with a diagonal line inside, sliced into
multiple horizontal layers. Each slice will contain only a single point at which the
diagonal crosses the slicing plane. A single pixel does not contain any directional
information. Its frequency domain representation will be a constant magnitude in
every point of the slice. Yet, this method might work well if an image has some
distinct axis, such as spinal cord, as we are interested in features strictly orthogonal
to this axis.
Second way was to use 2D slices with a rotating plane. This method is quite
similar to the previous one, with the only difference that layer-by-layer processing is
changed for rotation. It works well to determine radial outliers, for example when
we want to inspect possible knee bone artifacts.
3.2 Reference method
The reference method described in [8] is based on evaluating the power spectrum
density (PSD) of the image using its frequency domain representation. For a 2D
case, the PSD can be described as:
P (u, v) = |F (u, v)|2 (3.13)
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Where F (u, v) is the result of applying Fourier transform to the image.
F (u, v) =
M−1∑
x=0
N−1∑
y=0
f(x, y)e−j2π(
ux
M
+ vy
N
), (3.14)
Here, f(x, y) is the original image represented.
F (u, v) can be divided into real part R(u, v) and imaginary part I(u, v). There-
fore, the |F (u, v)| is defined as:
|F (u, v)| =
√
R(u, v)2 + I(u, v)2 (3.15)
For simplicity the spectrum can be scaled to 8-bit gray levels so the P (u, v) can
take the following form:
P (u, v) = log(1 + |F (u, v)|2) (3.16)
With this we can define directionality as sum of PSD in some direction α.
ρ(α) =
∑
r=0..R
P (r ∗ cos(α), r ∗ sin(α)) (3.17)
We can rephrase this problem as the ‘sum of values of the ray traced from the
center of the image PSD’. In 3D case it will become not a ray but a plane orthogonal
to the original line, which passes through the center of the image.
Ray tracing is a common mathematical problem which has a number of solutions.
In the reference method only one ray tracing algorithm is used. In the applied
method for ray tracing two algorithms are implemented. Inputs and outputs of
both implementations are compatible with each other, and the option to switch
between them is available on the final tool.
More details are mentioned in the ‘Implementation’ part (Section 4).
3.3 Image enhancement techniques
Some additional image enhancements were implemented to increase the algorithm
efficiency. These enhancements include image normalization, edge detection with
hole filling, DC removal (i.e. removal of the image component with 0 Hz frequency),
and windowing [29, 27].
Image normalization
Image normalization performs a simple linear scaling of the image values from
the original value range to [0, 255]. It helps to process low contrast images in some
cases, making edges more visible to the algorithm.
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Edge detection
In this thesis, edge detection relies on Prewitt edge detector algorithm, with a
binary image as a result. After a number of tests it was found that the algorithm
is more suitable for images with sharp edges, and smooth images with blurry edges
yield less accurate results. Use of binary images achieves better results, as they have
no blur.
The influence of edge sharpness is illustrated on figure 3.3. Black and white
image with a sharp edge is blurred with moving average with different kernel sizes.
Note the diagonal line orthogonal to the edge becoming less visible as the kernel
size increases. The nature of cross-shaped artifacts, also visible on the figure, will
be discussed later.
Figure 3.3 Edge blur in spatial and frequency domain.
The developed algorithm is more suited
for images with sharp edges, and smooth
images with blurry edges yield less accurate results
By applying edge detector to the image we can transform it into a binary image
with only sharp edges left. The definition of "sharpness" depends on the edge
detection algorithm. For example, many edge detectors rely on the pixel intensity
gradient to find edges [27].
Hole filling
Hole filling features can be used together with edge detection if the image is too
noisy in terms of edges. This program uses MATLAB internal imfill() function
which closes up all regions with distance between edges lower than the threshold.
This function works with binary images, so one typical application for this option is
setting the edge detector threshold a bit lower on noisy images to prevent noise from
appearing on binary images, and then connecting the edges back together. Having
edges continuous can help reducing the Fourier domain noise caused by the sharp
ends of the broken edge.
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DC removal
DC removal option sets the DC value, located in the cell with coordinates (0,
0) in frequency domain, to zero [27]. Mathematically, the DC value is equal to the
sum of all pixel values of the image. Because of that, DC is usually the biggest
image frequency domain value in most cases, and it can easily saturate all other
directional components, making the rose of directions look like a circle. Removing
it will greatly increase algorithm sensitivity, but it will also make small noise more
visible, which can also saturate the result in case of a noisy image with blurry edges.
Section 5.1.1 gives example of how exactly DC value can affect the result.
Windowing
One of the limitations of the Fourier transform is that it is applicable only to
infinite signals. Fast Fourier Transform (FFT) overcomes this issue by assuming
that the dataset is periodical, or, strictly speaking, is duplicated along its borders
in all directions [27].
Most of the real world images do not have that kind of periodicity (figure 3.4(a)),
which results in the sharp edge on the border, which consequentially transforms into
the cross-shaped artifact in the Fourier domain (figure 3.4(c)). The main idea of
windowing is to downscale the image intensity with the distance from the image
center using some sort of smoothly decreasing function, such as Gaussian. One need
to assure that the informative part of the image is in the center of ROI while using
it. In this thesis, Hamming window is used for 2D images, and Gaussian window is
used for 3D ones.
All image enhancement techniques mentioned can greatly affect the result quality,
which will be shown later in part 5. As some of these techniques require parametriza-
tion, e.g. threshold definition, they add additional complexity to the initial problem.
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(a) Original image w/o windowing (b) Original image with windowing
(c) FFT w/o windowing (d) FFT with windowing
Figure 3.4 Effect of windowing on FFT
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4 Implementation
4.1 Interface
Developing a GUI was one of the key outcomes of this project. The GUI was created
using MATLAB’s internal guide system (see figure 4.1). 2D and 3D image load
buttons were kept separate, since they enable different tools and views. Controls
unavailable in the chosen mode (2D or 3D) are either grayed or hidden.
ROI selection box appears upon checking the ‘Region only’ box. The box can
be dragged by the edge, resized, and removed by un-checking the box.
Figure 4.1 Application main window, 2D mode
After pressing the process button, one more window will appear showing the
computation result. For 3D images, a progress bar will appear first, as processing a
3D image might take a considerable amount of time.
2D spatial domain images are shown as-is, and 3D images are constructed slice-
by-slice. 3D image viewer function has transparency as an additional parameter.
Making the image semi-transparent can greatly improve both visual experience and
readability of the image, but it will consume additional GPU resources.
Result windows for both 2D and 3D images consists of four subplots arranged
into 2-by-2 grid (see figure 4.2). The upper left subplot is the original image after all
spatial domain enhancements were applied. Upper right and lower left images show
shifted FFT and log(1 + abs(FFT )) of the original image. Lower right image show
the rose of directions, which is the result of the computation. FFT images might not
be that relevant to the actual result, but they can be very useful for tracing down
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artifacts and deciding on image enhancement techniques used to mitigate them.
In addition, the result window was intentionally left as a standard MATLAB plot
viewer, as it has Plot Tools as its toolbar’s rightmost button. Plot Tools allows
shaping and styling the image in the preferred way.
Figure 4.2 Processing result window in 2D mode.
Original (top-left), magnitude of the FFT (top-right),
log-scaled magnitude of the FFT (bottom-left),
and the processing result (bottom-right)
For 3D images, the interface slightly differs. First, some features are not sup-
ported in 3D mode. Their checkboxes gray out. Second, it features one more control
panel titled ‘3D visualization control’. This panel serves two different purposes. It
helps to partially adjust the image by setting value thresholds, which might be cru-
cial if the image contains salt and pepper noise or similar artifacts. It also helps
to adjust the visual experience by adding or removing transparency, reducing the
image quality, and using interpolation to make the image smoother. These options
are needed because MATLAB viewer can be resource-demanding when dealing with
3D images.
The second difference is that only the upper hemisphere of the result is shown.
It is done because of performance considerations, as fully rendering completely sym-
metrical data would be too resource-consuming.
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Figure 4.3 Application main window, 3D mode
4.2 Ray tracing algorithm
The main feature to implement, as well as the base of the whole algorithm, was ray
tracing. In 3D we can actually call it ‘plane tracing’, as we fit a plane, not a line.
Two different algorithms were implemented: Bresenham algorithm and Xiaolin Wu
algorithm.
Bresenham algorithm [30] constructs a sharp-edged ladder of pixels following the
line direction. For each x it calculates the y coordinate based on line equation:
y = k ∗ x+ b (4.1)
Or, using two points:
y =
x− x0
x1 − x0 (y1 − y0) + y0 (4.2)
Than the pixel with y coordinate being closest to the computed one is selected.
If the line is too steep, one x step will correspond to several y steps. In this case,
some pixels can be missed. There are two ways to address this issue. The first way
is to repeat the same algorithm with x and y coordinates swapped. The other way,
used by many implementations, is to rotate the plane so that the target line will
move to the first octant. Yet another issue of this algorithm is that it may be not
very accurate, especially on low-resolution images (figure 4.4).
Xiaolin Wu algorithm, first introduced in [31], is a method frequently used to
perform anti-aliasing in computer graphics. It creates not a ladder, but a cloud
of weighted values for each pixel (figure 4.5). The actual line value can then be
reconstructed as the sum of values multiplied by their weights.
The algorithm first rotates the line segment so that it will be inclined to the
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Figure 4.4 Line fitting using Bresenham algorithm
positive direction of the x axis at a positive angle of no more than 45◦. This step is
crucial, otherwise a number of conditions should be introduced to handle different
line directions without skipping any pixels. Then, for each x, the y coordinate is
calculated from the line equation. A fractional part of the y coordinate is then used
to calculate weights for pixels located higher and lower than the actual y value.
cyi = y − floor(y)
cyi+1 = 1− cyi
(4.3)
Result is then presented as a list of paired 3-tuples:
[(xi, yi, cyi), (xi, yi + 1, cyi+1), ...] (4.4)
Figure 4.5 Line fitting using Xiaolin Wu algorithm.
Color intensity denotes weight of each pixel, which shows
how close to the pixel position the original line lied
Both algorithms were originally implemented manually, but later both were
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swapped for 3rd party libraries [32, 33] to increase performance. Libraries were
adapted to return results with similar structure. In particular, Bresenham algorithm
implementation library now returns 3-tuples formed in the same way as Xiaolin Wu
method, with weight coefficient c equal to 1 for all cells.
Using different ray tracing algorithms yields different results for similar images.
It will be shown further in part 5.1.1. In general, Wu algorithm is much more stable
for higher dimensions than the Bresenham algorithm.
4.3 Plane tracing
In 3D case, FFT translates a line in the spatial domain into a plane in the frequency
domain. Thus, 2D ray tracing will become plane tracing in 3D.
The first algorithm implemented was based on Bresenham method. Iterating
over two out of three coordinate axes, it calculates values of the third coordinate
using plane equation:
x = −b ∗ (y − y0) + c ∗ (z − z0)
a
+ x0 (4.5)
Then it chooses the pixel with the center nearest to the actual coordinate value.
Similar equations should be solved for both y and z-axes. Otherwise, there will be
cases when the angle is too sharp and a single x-axis step correspond to multiple
steps on another axis.
The currently used algorithm is based on MATLAB interp3 function. It con-
structs a horizontal plane and rotates it in polar coordinates, interpolating values
or taking the nearest value depending on which mode is used. Bresenham algorithm
is can be roughly approximated with the nearest neighbor method, and Xiaolin Wu
method can be represented as linear interpolation. This method substitution is not
exact, but in 3D case interpolation shows more stable results than the original cell-
based method described in [8]. It also works faster than the manual cell selection as
it relies on MATLAB’s built-in functions.
4.4 Performance considerations
The initial implementation attempt, which closely followed mathematical reasoning,
was made without considering performance as its major goal. Most of the operations
were done as for -loops without any vectorization. On the quad-core Phenom II x4
925 (2.8 GHz) based machine with 6GB RAM, the algorithm took around 2 minutes
to process a 128 x 128 2D images (see section 5.1), and it more than 6 hours were
needed to take on the 351 x 351 x 351 3D image.
The first plane construction algorithm described in Section 4.3 has complexity
that can be roughly estimated as 3 ∗ N2. It takes 3 plane equation solutions to
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project equation-defined plane onto discrete space without losing any intermediate
point. Otherwise, there will be cases when the angle is too sharp and a single x-axis
step correspond to multiple steps on another axis.
Symmetry can be used to reduce the total number of iterations needed to process
the whole image. Because we know that the grid has regular step, and the plane
passes through the center of the grid, we can at least reduce the number of iterations
twice if we flip one of the axes (see figure 4.6).
Figure 4.6 Plane tracing performance improvement.
The performance can be improved by constructing
four planes at a time
For example, we ‘scan’ our 3D FFT image by fitting a plane rotating around
vertical z-axis with constant angle for each major step. Minor steps only change
plane angles for x and y-axes. By flipping x and y-axes will give us 360 − α and
180 − α values. Following the same logic, flipping z-axis should give us −θ angle.
But using the FFT symmetry property, we can say that
F(−θ, α) = F(θ, 180 + α) (4.6)
Thus, we have total 360◦ divided into four parts, which means that plane fitting
is only required in 1 out of 4 cases. In some special cases, namely X = Y = Z, it can
be further simplified by swapping coordinate axes, adding ±90◦ cases and reducing
the required range of plane fitting to 45◦ in both α and θ directions.
The improved algorithm based on the interp3 function still has the N2 com-
plexity, but it only requires a single plane to be constructed, and the rotation in
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applied using rotation matrix. The multiplane construction logic described above
also applies, helping to reduce the computation time even more. Removing plane
construction at every step and using MATLAB built-in functions allowed to decrease
the processing time from original 6 hours to a couple of minutes.
4.5 Bug hunting
A lot of time was spent on bug hunting. A number of bugs were related to the
definition of the center of the image. For example, multiplane construction logic
described in section 4.4 assumes that all four planes intersect at the image center.
But the image center is not always located exactly at size(I)/2 coordinates.
In computer graphics, all images are discrete with the minimal step of one pixel.
It means that image coordinates are all integer, and for the image with odd size in
some direction, the center of the image coordinate in this direction will be rounded.
Yet another obstacle to determine the center coordinate is the fftshift function
call, which shifts zero-frequency component to center of the image spectrum. What
this function does internally is splitting the image in four quadrants and rearranging
them, swapping first quadrant with fourth, and second quadrant with third.
MATLAB indexing brings even more confusion to this matter. For example, let
us consider a 3D volumetric image with the side length of 180 pixels. The first pixel,
which hold the zero-frequency component value, is located at the coordinate (1, 1, 1).
After the shift, it will be moved to the coordinate (91, 91, 91), not (90, 90, 90), as we
need to keep in mind MATLAB indexing. If the image will have the side length of
181 pixel, will be located at the coordinate (91, 91, 91) as well. The reason is that
for odd-sized images MATLAB fftshift function rounds the first quadrant down.
The best way to determine where the new center of the image will be is to strictly
follow the fftshift function logic. Divide the volumetric image into four starting
from the first quadrant, making the first quadrant the smallest one. Rearrange the
quadrants swapping the first quadrant with the fourth. Determine what will be the
location of the top-left corner of the first quadrant after the shift.
Failing to determine the center of the image correctly results in asymmetric
artifacts on symmetric images, such as spheres and vertical lines.
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5 Results and discussion
The algorithm was tested on both 2D and 3D images, with both test and real medical
images. Test images have 128 x 128 pixel resolution for 2D, and 50 x 50 x 50 for
3D, and contain differently oriented lines. For real image tests, 351 x 351 x 351 3D
optic nerve MicroCT image is used. 2D tests use one of the slices of this image.
5.1 2D images
Sample 2D images were taken from [8] (image 5.1(a)), as well as from internet image
stock libraries, such as www.shatterstock.com (image 5.1(b)). A real 2D image is
one of the slices of a MicroCT image used as a real 3D image example.
5.1.1 Sample images
(a) Sample image 1. Source: [8] (b) Sample image 2. Source: Shatter-
Stock
Figure 5.1 2D sample image: originals
Images used as samples are shown on figure 5.1. For each image, two algorithms
were tested, one using Bresenham method, and another using Xiaolin Wu method.
Resulting roses of directions are shown on figure 5.2.
It can be seen from the figure 5.2 that the ray tracing method does not always
provide relevant difference. On figure 5.2(b) the noise near the center has a bit lower
noise magnitude and variance than on figure 5.2(a), 0.08 against 0.1 and 4e−4 against
5e−4 respectively. But the difference is still neglectable. For lower resolutions this
noise dumping effect is usually more visible.
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(a) Sample image 1 rose, Bresenham al-
gorithm
(b) Sample image 1 rose, Wu algorithm
(c) Sample image 2 rose, Bresenham al-
gorithm
(d) Sample image 2 rose, Wu algorithm
Figure 5.2 2D sample image: processing result
The highest difference is obtained by the DC removal modifier. figure 5.3 shows
the result of 5.1(a) processing without DC removal enabled. In comparison with
figure 5.2(a), it has a wide circle in the center of the rose. This circle is in fact a DC
value, which heavily saturates the directions diagram. In case of less sharp images,
DC can saturate the entire rose of directions, making any kind of directionality
invisible.
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Figure 5.3 2D sample image 1: the processing result with disabled DC removal
5.1.2 Real images
For the real image case, one of the slices of optic nerve MicroCT image was used.
This slice had 351 x 351 pixel resolution, is a bit noisy, and had distinguishable,
yet blurry, edges. From the slice, a single directional feature was extracted for the
evaluation using the tool’s ROI feature.
figure 5.4 shows the program main window with image loaded and initial settings
being set. For all iterations ROI was kept the same, an 150 x 130 pixel rectangle.
Figure 5.4 2D real image: settings
Processing result with these settings is shown on figure 5.5. Without any addi-
tional enhancements, we can still see a small 30◦ peak, which is almost completely
saturated by the huge horizontal line. From the image FFT we can easily guess that
this horizontal line is caused by the lack of periodicity.
To remove the cross-shaped artifact caused by image non-periodicity (see Section
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Figure 5.5 2D real image with no enhancements applied.
Original (top-left), magnitude of the FFT (top-right),
log-scaled magnitude of the FFT (bottom-left),
and the processing result (bottom-right)
3.3) we can apply windowing. In addition, we can normalize image to make edges
sharper, and remove the DC component. figure 5.6 shows the processing result
with ‘Normalize’ , ‘DC removal’, and ‘Windowing’ options enabled. The cross on
the FFT image is dimmer than before, and the horizontal line no longer saturates
the 30◦ spike, which is most likely caused by the hard white stripe on the image.
But it is still present, and its power, though much lower, is still on par with the real
value. In addition, in the rose of directions we can see a vertical spike, which is of
the same nature as the horizontal one. Most likely, the cross can be dimmed even
more by applying different window type and/or changing its windowing threshold.
It also worth mentioning that having the same image in better resolution might
significantly improve the result.
We tried one more technique which yields good results in most cases, at least
when a good threshold value is found and set. figure 5.7 shows the same image
processing result with edge detector and hole filling enabled. In this example, Canny
edge detector is used with its threshold set to 0.7.
The result is one very sharp line tilted at approximately 30◦, with almost zero
additional artifacts. Binary images is the domain where FFT-based method has its
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Figure 5.6 2D real image with windowing, DC removal, and normalization applied.
Original (top-left), magnitude of the FFT (top-right),
log-scaled magnitude of the FFT (bottom-left),
and the processing result (bottom-right)
peak efficiency.
The drawback is that a lot of data is lost when edge detector is applied, especially
some blurry edges which we would have naturally thought as being directional ones.
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Figure 5.7 2D real image with edge detector applied.
Original (top-left), magnitude of the FFT (almost uniform, top-right),
log-scaled magnitude of the FFT (bottom-left),
and the processing result (bottom-right)
5.2 3D images
Sample 3D images were made either from sample 2D images shown in section 5.1.1,
or from geometrical primitives, such as lines and spheres. For real image tests, optic
nerve MicroCT image was used.
5.2.1 Test 3D images
While switching to the 3D mode, the algorithm was first checked for correctness.
For this purpose the sphere image was chosen, as it can be assumed that sphere
should have no directionality at all (figure 5.8). One concern was whether or not
to normalize the resulting rose of direction, as it makes the result visually sharper.
The impact of the resulting diagram normalization is shown on the bottom row
pane of figure 5.8. The bottom left pane shows the non-normalized result, which
roughly resembles a sphere. The bottom right pane is the normalized result, which
resembles a cross-shaped artifact mentioned in section 3.3. Based on this result the
decision was made not to use the result normalization, as it might create significant
artifacts.
Another test image was chosen to observe how the resolution affects the result.
Two skew lines were used for this test, one aligned strictly with the grid and one
without such strict alignment. The image itself and its processing result are shown
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Figure 5.8 3D sample image with a sphere: original (top) and two results
without normalization (bottom-left) and with normalization (bottom-right).
This result shows that the result normalization can produce significant
artifacts and therefore should be avoided.
on figure 5.9. The original image, shown on the top pane, is a 50x50x50 pixel 3D
matrix. The resolution is quite low, and we can see a number of visible distortions on
the black line. Its processing result is shown on the bottom pane. The vertical spike
produced from the misaligned line is much wider than the horizontal one produced
from the aligned line. This width difference is caused by the image resolution and
is a direct consequence of the distortions seen on the original image. Similar to the
2D case, the higher the resolution, the sharper the result will be.
Next test image is based on the sine wave intersection. 2D base image and its
processing result are shown on figure 5.10. Two sine waves, one vertical and one
horizontal, intersect on the plane. Their interpolated values are encoded as pixel
intensity values. The formula which made this image was
f(x, y) = (sin(x) + 1)(sin(y) + 1)/4 (5.1)
The Fourier transform for this image returns sine wave frequency components for
each direction.
If we will extrude this image into the third dimension, we will have a structure
resembling a capillary system, with multiple vessels going in the same general di-
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Figure 5.9 3D sample image with skew lines: original (top) and processed (bottom)
The general direction of each line is estimated correctly,
the width of the lines is different due to the resolution
artifacts, which can be seen on the original image as well
rection. The 3D image and its processing result are shown on figure 5.11. While
the general direction in which the base was extruded is clearly visible, the original
planar frequency components from the base image are still visible as well.
The rest of the test 3D images were intended to repeat the test 2D images from
sections 4.1 and 5.1.1. Therefore, the three test 2D images were taken as basis (see
figure 5.12).
The 3D version of the image 5.12(a), shown on figure 5.13 together with its
processing result. The figure itself is quite close to the previous one (figure 5.9.
The original 2D image was transformed to 3D by simply rotating it in the third
dimension. The central line has a slope of 45◦ against all three axes, making it a
perfect diagonal of the cube surrounding the figure. The processing result, shown
on the bottom pane of the image, shows correct directional pattern, similar to the
one seen previously on figure 4.2. It also has a small cross-shape artifact in the
basis.
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Figure 5.10 Base for the sine wave intersection image:
original (top-left) and processed (bottom-right)
The result returns sine wave frequency components
in each direction.
The 3D image 5.14, based on the image 5.12(b) brings more complexity and
represents the "wavy walls". Test image 5.1(b), used previously in section 5.1.1, is a
part of this image. To make a 3D image, the original 2D image was extended along
the third dimension. Black parts of the image were considered solid, while white
parts of the image were considered to have no material.
The result, shown on the right pane of the figure 5.14, is dominated by the
vertical direction. But if we will check the horizontal cross-section of this spike
(figure 5.15), we will see that it resembles the 2D version of this image (figure 5.2(c)).
The result being dominated by a vertical direction shows that the algorithm might
not perform well on the images containing a number of small features in one direction
and almost uniform another. It might be beneficial to use square root or some other
weighted function instead of a simple sum when calculating the result.
The last 3D sample image is based on the figure 5.12(c). It represents a 3D
rectangular grid. The image is shown together with its processing result on figure
5.16. The processing result clearly shows the main directions of this structure. This
example encourages to apply the algorithm to 3D scaffold structures’ assessment.
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Figure 5.11 3D sample image with sine wave intersection image:
original (top) and processed (bottom)
The result returns the general direction plus
sine wave frequency components from the base image.
(a) Sample image 1 (b) Sample image 2 (c) Sample image 3
Figure 5.12 2D sample images which were used as a base for 3D sample images
Some artifacts around the center of the image are most likely produced by both DC
value and imperfect symmetry of the image.
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Figure 5.13 3D sample image made from the image 5.12(a)
by applying rotation around the vertical axis:
original (top) and processed (bottom)
Figure 5.14 3D sample image made from the image 5.12(b)
by extending it along the vertical axis:
original (left) and processed (right)
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Figure 5.15 Cross-section of the right pane of the image 5.14
Figure 5.16 3D sample image based on the image 5.12(c)
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5.2.2 Medical images
The optic nerve MicroCT image was used for the real 3D image testing. This image
is a quite large 351 x 351 x 351 3D structure. A slice of it was used previously in
5.1.2 to evaluate the 2D processing mode.
Figure 5.17 3D real image: settings
The preliminary interface options choice is shown in figure 5.17. The previous
tests with 2D images suggest setting both DC and windowing on from the beginning.
In addition, showing quite a large 3D structure adds additional strain in terms of
visualization, so both visual quality reduction and image interpolation are used here
to save resources.
Figure 5.18 3D real image: processing result
The processing result is shown on figure 5.18. The result is not very clear. It
shows some major direction, most likely belonging to the hard white stripes seen
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before on the 2D slice (see figure 5.4), but the rest is almost indistinguishable. Even
if there is some small internal spike, it might be saturated by much higher amplitude
of the white stripes pair. Similar to the 2D case,the algorithm might yield better
results if the edge detector is used.
Figure 5.19 3D real image with with edge detector applied
The general direction now can be guessed, but it is still not yet clear.
Original (top-left), magnitude of the FFT (almost uniform, top-right),
log-scaled magnitude of the FFT (bottom-left),
and the processing result (bottom-right)
The result of the running the algorithm with edge detection is shown on figure
5.19. We can see a stem in the middle, and a slight tilt to the side. The tilt is most
likely produced by the hard edge at the bottom of the original image, and the stem
corresponds to the number of edges in the center. Yet, it is still not clear which
feature produced which line or inclination.
5.3 Discussion
The acquired results show that the algorithm perform differently on different tasks.
In both 2D and 3D cases, the algorithm performs best when the image contains a
structure made of distinct lines forming a scaffold (figure 5.2 for 2D, figures 5.9,
5.13, and 5.16 for 3D). Images with solid objects, continuous in a single direction,
might produce a heavily saturated result, with a single direction dominating others
(figure 5.14).
Soft tissue images without any sharp edges (figure 5.4 for 2D, figure 5.17 for
3D) might require a lot of additional processing including edge detector application
to achieve best possible results (figure 5.7). Even if the edge detector is applied,
the result might be very difficult to interpret, showing only the general direction
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without any distinguishable features (figure 5.19).
To address this problem, we can try extracting some features, similar to the way
it was done in [17]. For instance, we can take width-to-depth ratio for the result
bounding box. Or we can try to take the plane in which the longest possible axis
of the result lies, fit an ellipse around the result, and then calculate the maximum
outlier distance for the rest of the result slice. There are many different ways to do
feature extraction, and the trial-and-error approach to choose between those is the
most commonly used one.
Using feature extraction might also lead to two major obstacles. One is the
number of training and testing images required to have confidence in the extracted
feature. In general this number can be quite high. Features are usually problem-
specific, so for our case it is required to process multiple images for the same medical
case in order to train the model. Alternatively, we can use our whole result as one
big feature, and then try to combine it with other features extracted from patients’
personal records. This way requires high-level expertise, but it will be the most
proper way in terms of machine learning.
The second obstacle, also discussed in [17], is that the resulting feature is not
always readable by humans. Once again, it is possible to identify some peaks and
stems corresponding to pathological structures or their orientation, but such in-
terpretation will not be obvious. This observation once again pushes us towards
machine learning, where human-readability of the feature is not required.
Performance-wise, the initial implementation was lacking, as it can be seen from
Section 4.4. After adding vectorization, switching to built-in function where it is
possible, and reducing the amount of loops, the algorithm performs much faster. 2D
image processing takes less than 5 seconds, and 3D MRI takes less than 20 minutes.
Plane tracing in 3D is still the slowest part of the algorithm, and improving it will
give a huge speed boost to the whole computation process. Multiplane construction
method described in the same section allowed to improve performance even further.
Another unexpectedly compute-intensive part was the edge detection. 3D mode
edge detector relies on MATLAB edge3() function, which appeared only in R2017
release, which is the latest one to the time this thesis is written. Hand-written 3D
edge detectors, both in-house and 3rd party, were slow and memory consuming.
The only main performance-related limitation of the current implementation is
the visualization of the 3D image. Layer-by-layer visualization with transparency
enabled consumes quite a lot of GPU resources, and viewing the computation result
in the MATLAB embedded viewer might negatively affect the end-user experience.
One way proposed is to export MATLAB 3D figure as 3D XHTML [34]. Mod-
ern web browsers include highly tuned JavaScript processing and rendering engine,
which outperforms MATLAB viewer even on very slow machines. Alternatively,
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it is possible to create a 3D embedded PDF object [35], though embedding pro-
grammable entities inside PDF documents is considered a bad practice due to both
performance and security issues.
44
6 Conclusions
This thesis introduces one way to solve the problem of defining medical image di-
rectionality. The reference method described in [8] was analyzed and extended into
three dimensions. This extension allows additional directionality assessment to rou-
tine 3D medical CT images analysis. Another potential application could be 3D
scaffold’s structure assessment. The extended method was tested on both sample
images and a MicroCT 3D image of the optic nerve.
It was shown that image preprocessing gives a significant boost to the overall
result quality of this method. It works best on binary scaffold-like images, which
can be obtained using an edge detector. Typical example of such image might be a
preprocessed image of a vascular system of a human body.
Still, the result of this method might be hard to interpret if the original image
contains complex structures without distinct sharp edges. One solution proposed
is to use machine learning techniques in addition to the result produced by this
method, which can be used as one of the features for classification.
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