By considering rooted Reeb graphs as a model for phylogenetic networks, using tools from category theory we construct an injection that assigns to each phylogenetic network with n-labelled leaves and s cycles a finite set of phylogenetic trees with (n + s)-labelled leaves. In particular, we show this map is canonical, i.e. it classifies phylogenetic networks up to isomorphism. Finally we discuss some upper bounds for the isomorphism complexity of these networks.
Introduction
The study of evolution originated from the study of the origin of species by Charles, Darwin [13] and continued with the development of the research field of phylogenetics which studies and analyze the evolutionary relationships among biological organisms. Among a plethora of applications include DNA sequences, viral and cancer evolution. The mathematical tool that is often used to model evolutionary relationships among objects is a rooted tree. One often assigns weights on the vertices of these rooted trees and obtains a diagram called dendogram or merge tree [25, 20] . These dendrograms usually are constructed from datasets via hierarchical clustering methods [24, 22, 7] . In biology when we study dendrograms we also require that the leaves of the tree are bijectively labelled by a set of 'taxa' which we think of as a set of integers 1, . . . , n. The resulting structure it is called a phylogenetic tree. Phylogenetic trees have been extensively studied both on their structure [22, 16, 18] as well as on their metric structure [1, 4] . However, in biology when we study time evolving data we often encounter recombinations among objects known as reticulations. Hence we are interested in studying general non tree-like evolutionary relationships among objects. The resulting mathematical structure that we obtain is called a rooted directed acyclic graph. The reticulations corresponds precisely to the (undirected) cycles of the graph. Again, just like the tree-case we require that the leaves of these graphs are bijectively labelled with a set of 'taxa' often represented by the integers 1, . . . , n. This mathematical structure generalizes the notion of a phylogenetic tree and it is known in the literature as a phylogenetic network [17] . In practice one studies weighted variants of these networks. In this paper, however we think of a weighted phylogenetic network as a rooted Reeb graph where its leaves are bijectively labelled by the integers 1, . . . , n and argue why this is an appropriate model. We are particularly motivated by the following problems related to phylogenetic networks:
• The Classification Problem: Find a mathematical model to represent the isomorphic classes of phylogenetic networks with n-labelled leaves.
• The Metric Problem: Find a metric for comparison of the isomorphic classes of phylogenetic networks with n-labelled leaves.
• The Isomorphism Complexity Problem: Given a pair of phylogenetic networks with n-labelled leaves, decide if they are isomorphic.
Related work The Classification problem was solved for the special case of binary phylogenetic trees already in 1857 by Arthur Cayley by considering a correspondence between trees and nested parentheses. This correspondence was later named as the Newick format of a phylogenetic tree. For the general case of a phylogenetic tree with weighted nodes, in 1962 Sokal and Rohlf in [25] constructed an injection between the isomorphism classes of dendograms with n-labelled leaves (which we can also think of as phylogenetic trees) and vectors in R n(n+1)/2 , where the map is given by the half matrix of the weights of joins of leaves of the tree. This injective map which is known in the literature as the cophenetic map [4] . Since every node in a phylogenetic tree T with n-leaves is the join of two leaves one can think of this map as a particular type of an n-motif in the general setting of networks [9, 11] . Using the cophenetic map we can pull back the p -norms to define metrics for comparison of phylogenetic trees [4] . In particular the ∞ -distance can be realized as an interleaving distance-in the setting of topological data analysis-on phylogenetic trees [21] .
For the general case of classifying phylogenetic networks the situation is more complicated. A naive approach to the classification problem is to consider the set of all spanning trees of a phylogenetic network. However these invariants do not completely characterize phylogenetic networks up to isomorphism. That is, one can find a pair of non-isomorphic phylogenetic networks with the same set of spanning trees. A partial answer to the problem was proposed from some biologists by considering a variant of the Newick format known as the extended Newick format [5] . The idea is to consider for a given phylogenetic network with n-labelled leaves and s cycles a phylogenetic tree with (n + s)-labelled leaves where some of the leaves are 'allowed to have repeated nodes' [5] . However, the extended Newick format-in contrast with the tree case-it is also dependent also on a fixed choice of ordering on the reticulation nodes that is taken independent from the ordering of the leaves of the network. Thus the extended Newick format is not able to classify-up to isomorphism-phylogenetic networks where only their leaves are ordered or labelled. In particular, that means that there is no clear way how to use this format to define a metric on the isomorphism classes of phylogenetic networks with n-labelled leaves.
For the metric problem, there are several metrics that have been proposed for special types of networks. The major part of the problem lies on how to properly model the isomorphism classes of these networks that comes back to the classification problem.
For the isomorphism complexity problem the complexity of phylogenetic networks remains unknown. However, it has recently showed that the phylogenetic network isomorphism is GI-complete, namely it is as difficult as solving the graph isomorphism problem (whose complexity is also unknown) [3] .
Our contribution In this paper we focus primarily on the classification problem but discuss potential interactions with the other problems. We propose an alternative approach to the extended Newick format by considering a tree-decomposition for phylogenetic networks. We show that this isomorphism invariant of phylogenetic networks is complete. First, in Sec. 2 and 3 we mention the basic definitions and tools from category theory [19] and the setting of Reeb graphs as studied in [14] which we need in order to formulate properly the classification of phylogenetic networks. In Sec 3 we show that the category of simple rooted Reeb graphs with a fixed edge-labelling forms a thin category. In particular we show that inside this category each simple rooted Reeb graph decomposes as a coproduct of merge trees. In Sec. 4 we provide a classification of phylogenetic networks with n-labelled leaves up to isomorphism by applying carefully the tree-decomposition theorem of simple rooted Reeb graphs of Sec. 3. Finally, we prove two upper bounds to the isomorphism complexity of phylogenetic networks.
Categorical structures
Category theory is a general theory of functions. A general notion of a function is called a morphism and the notion of a set is replaced by an object. An object can be any mathematical construction and its not necessary to be a set. In contrast with set theory the focus is concentrated in the study of morphisms between objects rather than just study the objects themselves. In particular, we require that morphisms between objects to have a composition operation that is associative and unital. The structure we obtain is said to be a category [19] . Category theory is fundamentally a language that formalizes mathematical structure having the capability of bridging together different mathematical constructions or theories. In this section we give the basic definitions and tools from category theory that we need.
Basic definitions
First we define the notion of a category. Here by a class we mean a collection of sets that is unambiguously defined by property that all these sets share in common. A class might not be a set and if that is the case is called a proper class. • for each object X in C an identity morphism IX : X → X,
which is associative and unital, i.e.
Two objects are said to be isomorphic if there exists an isomorphism from X to Y .
If the class of object ObC is a set then C is said to be small. Else, if ObC is a proper class (not a set) then C is said to be large. • the category Set whose objects are sets and morphisms are functions between sets
• the category Top whose objects are topological spaces and morphisms are continuous maps.
• the category Groups whose objects are groups and morphisms are group homomorphisms
• the category Ab whose objects are abelian groups and morphisms are group homomorphisms Definition 2.4. A category D whose objects and morphisms are in C and with the same identities and composition operation as of C is said to be a subcategory of C.
Let C be a category and let S be any subset of ObC. Then we can consider the same sets MorC(X, Y ) of morphisms between X, Y ∈ S. That way we obtain a category with the same morphisms but fewer objects. We say that S forms a full subcategory of C. In a full subcategory we only need to specify what are the objects so we often say S is the full subcategory of C whose objects are in S. For example the category Ab is the full subcategory of Groups whose objects are abelian groups.
Example 2.5. The type of categories we work on are the following:
• slice categories: given a category C and an object X we consider the slice category C ↓ X whose objects are tuples (Y, f ) where Y ∈ ObC and f ∈ MorC(Y, X), and morphisms ϕ :
• thin categories: a category C is called thin if for every pair of objects X, Y in C there exists at most one morphism f : X → Y in C. When a morphism f : X → Y exists we write X ≤ Y . A thin category coincides with the notion of a preorder. Now, we define the notion of maps that preserve the structure of a category. 
such that for any object X and any morphisms f :
When C = D, F is called an endofunctor. A special case is the identity endofunctor IC : C → C that sends each object and morphism to itself.
The collection of all functors from a category C to a category D forms a category on its own called a functor category and it is denoted by [C, D]: the objects are functors F : C → D and the morphisms are natural transformations η : F ⇒ G.
Definition 2.7. A natural transformation η : F ⇒ G consists of a family of morphisms ηX :
In the special case where each ηX is an isomorphism in D, then η is said to be a natural isomorphism and we write F ∼ = G.
Every time we write F ∼ = G we mean there exists a natural isomorphism η : F ⇒ G. 
In the special case where F • G = ID and G • F = IC, the categories C and D are said to be isomorphic.
Remark 2.9.
A category P is a poset if and only if P is both thin and skeletal.
Coproducts
We define the notion of a coproduct of objects in a category C. This is the dual notion of a product. However we focus only on the definition of coproducts since this is the only notion we use.
Definition 2.10. Let X1, . . . , Xn be objects in C. An object is called the coproduct of X1, X2, . . . , Xn, written Xi, if there exist morphisms ιj : Xj → Xi, j = 1, 2, . . . , n satisfying the following universal property: for any object Y and any pair of morphisms fj : Xj → Y , j = 1, 2, . . . , n, there exists a unique morphism f : Xi → Y such that the diagrams
Note that by the universal property of coproducts, the morphisms ιj are uniquely defined up to a unique natural isomorphism. The morphisms ιj : Xj → Xi are called coprojections.
Definition 2.11. An object X is said to be decomposable if it is isomorphic to a coproduct of n objects in C where n ≥ 2. Otherwise X is said to be indecomposable.
Example 2.12. Here we give some basic examples of categorical coproducts.
• If C is the category of all sets Set, then the coproduct is given by the disjoint union of sets.
• If C is the category of groups Groups then the coproduct is given by the free product * of groups.
• If C is the category of abelian groups Ab then the coproduct is the direct sum ⊕ of abelian groups.
Rooted Reeb graphs
In this section we consider the setting of Reeb graphs as developed by V. de Silva, A. Patel and E. Munch in [14] . We define simple rooted Reeb graphs and examine how they relate to rooted directed acyclic graphs. Then we show that simple rooted Reeb graphs with a fixed edge-labelling form a thin category inside of which any simple rooted Reeb graph decomposes as a coproduct of merge trees.
Reeb graphs versus directed acyclic graphs
The main tool we use to visualize relationships among objects is a graph. A graph G = (V, E) consists of a collection V of objects called vertices, e.g. v1, v2, . . . and a set E of connections e1, e2, . . . between vertices called edges. A graph can have multiple edges connecting a pair of vertices and edges connecting a vertex with it self called self loops. A graph with no multiple edges and no self loops is said to be simple. To distinguish the simple graph from the general case of a graph, a graph that is allowed to have multiple edges or self loops is known in the literature as a multigraph. In the literature, however, when we talk about a graph we always assume it is simple. Hence any edge e of a graph always has exactly two incident vertices, say x, y. So, we often denote an edge e by a set with two elements e = {x, y}. If we allow the edges e of a graph to have a direction, i.e. x e − → y then the resulting graph is said to be a digraph and the edges are denoted by an ordered tuple (x, y). A directed path of length n on a digraph is a sequence of arrows (x0, x1), (x1, x2), (x2, x3), . . . , (xn−1, xn) in G. A directed path (x0, x1), (x1, x2), . . . , (xn−1, xn), (xn, x0) that starts and end at the same vertex is called a directed cycle. A digraph with no directed cycles is said to be a directed acyclic graph (DAG). A DAG is said to be rooted if there exists a vertex v0, called the root, such that every vertex v is connected with v0 by a directed path that starts at v0 and ends at v. The vertices that have a directed path with v0 of maximum length are called leaves. Rooted DAGs find a plethora of applications in biology including phylogenetics. A phylogenetic network is a rooted DAG whose leaves are bijectively labelled by a set of integers 1, . . . , n. These networks often arise from biological entities (such as genes) that evolve through time. Thus, it is natural to assume that phylogenetic networks are equipped with a function that keeps in track of the time instances that each evolutionary relationship occurs. Hence, we are interested in considering phylogenetic networks equipped with a 'height function', where the word 'height' stands for time. We believe that a natural mathematical model to describe these 'time-evolving' phylogenetic networks is a Reeb graph.
Reeb graph Reeb graphs have originally studied in the context of Morse theory and recently have found a lot of applications. More generally we can define a Reeb graph as a graph X together with a real valued map f : X → R which is strictly monotone when restricted to edges. However with this definition we are not making precise the exact way X can be constructed in conjunction with the map f being monotone restricted to edges. Making this precise specifically for the rooted case is what we do in this paragraph.
First we need to talk about the general setting of R-spaces. An R-space (X, f ) is a space X together with a real valued continuous map f : X → R. A morphism of R-spaces (X, f ), (Y, g)-also called a function preserving map-is an ordinary continuous map ϕ : X → Y such that g • ϕ = f . The collection of these objects forms the slice category Top ↓ R. Now let us return to Reeb graphs. Specifically we focus on rooted Reeb graphs. Since rooted Reeb graphs can have roots with different heights and we don't want to bound their height we 'extend the root at infinity' in the sense of the following definition.
Definition 3.1. An R-space (X, f ) is said to be a rooted Reeb graph if it is constructed by the following procedure, which we call a structure on (X, f ):
Let S = {a1 < . . . < a k } be an ordered subset of R called a critical set of X.
• For each i = 1, . . . , k we specify a set Vi of vertices which lie over ai,
• For each i = 1, . . . , k − 1 we specify a set of edges Ei which lie over [ai, ai+1]
• For i = k we specify a singleton set E k that lie over [a k , ∞),
• For i = 1, . . . , k, we specify a down map Di : Ei → Vi
The space X is the quotient U/ ∼ of the disjoint union
with respect to the identifications (Di(e), ai) ∼ (e, ai) and (Ui(e), ai+1) ∼ (e, ai+1), with the map f being the projection onto the second factor.
See Fig. 2 for an example of a Reeb graph.
Definition 3.2.
A morphism of Reeb graphs (X, f ) and (Y, g) is any function preserving map ϕ :
Thus, the collection of all rooted Reeb graphs forms a full subcategory RootReeb of Top ↓ R. Given a function preserving map ϕ : (X, f ) → (Y, g) since f and g are by definition the projections to the second coordinate of X and Y respectively, the map ϕ is given by
where Φ = p1 • ϕ 1 and the bracket [ ] denotes an equivalence classes in the quotient space X = U/ ∼. As shown in [14] Reeb graphs can be identified with nice Set-valued cosheaves on R. This equivalence of categories allows us to consider a useful combinatorial description of the morphisms of rooted Reeb graphs.
Proposition 3.3 (Prop 3.12 in [14] ). Let (X, f ), (Y, g) be a pair of Reeb graphs with a common critical set S = {a1, . . . , a k }. Any function preserving map ϕ : (X, f ) → (Y, g) of rooted Reeb graphs is completely determined by Φ = p1 • ϕ which, in turn, is determined by:
Let (X, f ) be a rooted Reeb graph with critical set S = {a1, . . . , a k }.
Definition 3.4.
A point x in X is said to be a node if its function value ('height') is a 'critical value', i.e. f (x) ∈ S.
Given a pair of nodes x1, x2 in X we can define joins and meets.
Definition 3.5. The join x1 ∨ x2 of x1 and x2, if it exists, is the unique node in X such that:
• x1 and x2 are connected with x1 ∨ x2 by two monotone increasing paths,
• the function value of x1 ∨ x2 is minimal. Definition 3.6. The meet x1 ∧ x2 of x1 and x2, if it exists, is the unique node in X such that:
• x1 ∧ x2 is connected with x1 and x2 by two monotone increasing paths,
• the function value of x1 ∧ x2 is maximal.
Let x be a node of X with f (x) = ai. Then an edge e ∈ D • If indeg(x) = 1 and outdeg(x) = 1 then x is said to be a regular-node.
• If indeg(x) = 1 and outdeg(x) ≥ 2 is said to be a tree-node.
• If indeg(x) = 1 and outdeg(x) = 0 then x is said to be a leaf-node.
• If indeg(x) ≥ 2 then x is said to be a reticulation-node. Notation 3.7. We denote by L(X) the set of all leaf-nodes of X and by R(X) the set of all reticulationnodes of X. If we forget the height function f of a Reeb graph, then topologically X is a graph on its own. Rooted Reeb graphs might have multiple edges. However, here we restrict to rooted Reeb graphs whose underlying graph X is simple. See Fig. 1 for an example of a simple rooted graph. In additional to graph simplicity, we also want to 'remove' the regular-nodes: up to isomorphism we can consider that the down and upper maps restricted to regular-nodes are identities, i.e. for each regular-node x with f (x) = ai we have that
The idea is: given a regular-node x with function value ai, located between two non-regular nodes, say u, v, we can consider an isomorphic rooted Reeb graph by replacing x and the values of the singletons U
i (x) by a single 'edge point' (u, v). By doing that for each regular-node, we obtain a new structure for our Reeb graph. Any structure on X of this form is said to be minimal. Definition 3.9. A rooted Reeb graph (X, f ) is said to be simple if its structure is minimal and its underlying graph X is simple.
In the setting of simple rooted Reeb graphs an edge of X although is denoted by (u, v) (where u, v are the source and target nodes respectively of the edge) is considered as a point in some level set of X. So, for convenience we will often call it an edge-point. In a simple rooted Reeb graph all edges are denoted by an ordered tuple (x, y) of non-regular nodes. Furthermore each regular-node is identified with an edge point. To make all of these definitions and facts clear we consider the following toy example.
Example 3.10. Consider the simple rooted graph (X, f ) located on the right side of Fig. 1 . Assume that it is a Reeb graph with critical set {a1, a2, a3, a4} as in Fig. 2 . Now we construct a minimal structure on X. On the right we denote the node-sets Vi in blue color and the edge-sets Ei in green color. In Fig. 2 we describe how the down maps Di and upper maps Ui work. Note that when restricted to regularnodes we consider them as identities, that is: If x is a regular-node inside some edge-point (y, z) then we identify x with that edge-point (y, z). The node-sets are V1 = {l1}, V2 = {l1, r1}, V3 = {(t2, r1), t1} and V4 = {t2}. The edge-sets are E1 = {(r1, l1)}, E2 = {(t2, r1), (t1, r1), (t1, l2)}, E3 = {(t2, r1), (t2, t1)} and E4 = {•}, where the 'infinite' edge we identify with a bullet. Now construct the coproduct U as in Defn. 3.1. Then, to obtain the simple rooted Reeb graph X on the left side of the figure we consider the following identifications on U as in Defn. 3.1 (and ignore the identities):
• (D1((r1, l1) ), a1) ∼ (l1, a1)
• (U1((r1, l1) ), a2) ∼ (r1, a2) ∼ (D2((t2, r1) ), a2) ∼ (D2((t1, r1) ), a2) and (D2((t1, l2) ), a2) ∼ (l2, a2)
• (U2((t1, r1) ), a3) ∼ (U2((t1, l2) ), a3) ∼ (t1, a3) ∼ (D3((t2, t1) ), a3)
• (U2((t2, r1) ), a4) ∼ (U2((t2, t1) ), a4) ∼ (t2, a4) ∼ (D4(•), a4).
The map f is given by the projection of X onto the second coordinate. By construction, the underlying graph X of a simple rooted Reeb graph (X, f ) can be thought of as a rooted directed acyclic graph (V, E), where V and E are the sets of nodes and edges of X. This is important specifically for computing the number of cycles s on a simple rooted Reeb graph X. From the theory of directed graphs we have the degree sum formula By combining the previous equation we obtain the formula for s:
Let r1, . . . , rm be the reticulation nodes of X with indegrees d1, . . . , dm ≥ 2 respectively. Since all the nodes except the reticulation nodes have indegree 1 these nodes vanish in the sumation formula. Thus we have the following simpler formula for computing the number of cycles in X:
Although a simple rooted Reeb graph can be thought of as a rooted DAG, the other direction is not true: not every rooted DAG can be thought of as a simple rooted Reeb graph. Even if we restrict to combinatorial Reeb graphs-that is Reeb graphs that have consecutive critical values represented by integers-there are DAGs that cannot be realized in any way as Reeb graphs as illustrated by Ex. 3.11.
Example 3.11. Consider a rooted DAG, G, with root x1, that has edges e1 = (x1, x2), e2 = (x2, x3) connecting x1 with x2 and x2 with x3 and an edge e3 = (x1, x3) connecting directly x1 with x3 with a single edge. That means, we cannot construct a height function f on G that is strictly monotone when restricted to edges. Hence G cannot be realized as some rooted Reeb graph. So G is a DAG that is not consistent with 'time' in the sense that the edge e2 = (x2, x3) represents a change in the nodes from x2 to x3 that happen instantaneously. In other words the edge e2 is a 'horizontal' edge.
x1 x2 x3
This behaviour for phylogenetic networks is rather unrealistic to arise in real applications. This is one of the main reasons why we consider a simple rooted Reeb graph rather than a rooted DAG as a natural model for phylogenetic networks.
Tree-decomposition of simple rooted Reeb graphs
Fix an ordered subset S = {a1 < . . . < a k } of R. Consider a Reeb graph as in Defn. 3.1 and consider
the associated finite sequence of edge-sets that lie over each closed interval between consecutive elements of S and ∞. We call E an edge-sequence on a rooted Reeb graph. Fix an edge-sequence E and consider the subcategory SimpReeb[E] of RootReeb where:
• the objects are simple rooted Reeb graphs (X, f ) with its associated edge-sequence as in Defn. 3.1:
together with a family µ X = {µ
. . , k, called an E-edge labelling or simply an edge-labelling.
• the morphisms are function preserving maps ϕ : (X, f ) → (Y, g) that preserve the edge-labelings, i.e. µ Y (ϕ(e)) = µ X (e) for all e ∈ E X .
It is straightforward to check that this is indeed a category on its own.
Lemma 3.12. The category SimpReeb[E] is thin.
Proof. Let ϕ, ψ : (X, f ) → (Y, g) be two morphisms in SimpReeb [E] . By Prop. 3.3 we have to show that the maps agree at the edge-points and the nodes. Assume on the contrary that the edges ϕ(e) = ψ(e) for some e ∈ E X i and i = 1, . . . , k. Then µ Y (ϕ(e)) = µ Y (ψ(e)) because µ Y is bijective. Hence µ X (e) = µ X (e) a contradiction. Let v be a node in X, say v ∈ V X i for some i. We claim that ϕ 
• Case 2: x = U X i−1 (e). Proof works the same way.
Theorem 3.13. Fix an edge-sequence E. Let n, s ≥ 0. Inside SimpReeb[E], every simple rooted Reeb graph with n-leaves and s cycles, decomposes into a coproduct of merge trees with (n + s)-leaves, i.e.
for some set of merge trees T (X).
Proof. Let X = (X, f, µ X ) be a rooted Reeb graph with n-leaves and s-cycles and E-edge labelling. Let L(X) = {l1, . . . , lt}, R(X) = {r1, . . . , rm} be its sets of leaves, and reticulation nodes respectively. Let di be the indegree the reticulation node ri for all i = 1, . . . , m. Also for any reticulation node ri, i = 1, . . . , m, let us denote by D −1 (ri) = {e
} the set of all adjacent edges of ri that are above it. We construct a collection of merge trees with (n + s)-leaves T (X) = {(T (w 1 ,...,wm) , f (w 1 ,...,wm) ) : 1 ≤ wi ≤ di, for all i = 1, . . . , m} associated to X by breaking up the reticulation nodes into pieces making a tree, by introducing new leaf-nodes in all possible ways. For simplicity of the proof, we denote an m-tuple (w1, . . . , wm) by w. Let w ∈ m i=1 {1, . . . , di}. We construct a merge tree T = (Tw, fw, µw) with (n + s)-leaves and E-edge labelling by changing the structure of X to make a tree, by taking the following steps: 2. For any j = 1, . . . , k:
• Keep the edge sets Ej as they are; namely we keep the edge-sequence the same, i.e. E Tw = E X .
• If Vj contains no reticulation nodes then set V 
if Uj(e) = ri, for some i = 1, . . . , m 3. Tw is the quotient of the disjoint union
with respect to the identifications (U T j (e), aj+1) ∼ (e, aj+1) and (D T j (e), aj) ∼ (e, aj).
4. fw is the projection of Tw to the second coordinate.
5. µw = µ X = µ, since to obtain the tree Tw we have modified the structure on X only on the reticulation nodes and not on the edges.
By 1-5 we obtain the structure of each of the merge trees (Tw, fw, µw) inside SimpReeb[E].
Each merge tree (Tw, fw, µw) is equipped with the obvious quotient map
, for some i = 1, . . . , m, or
By definition the quotient map qw is identity when restricted to edges and since µw = µ X it follows that qw is E-edge labelling preserving, i.e. it forms a morphism in SimpReeb[E].
Now we claim that the coproduct of all the merge trees (Tw, fw, µ) in SimpReeb[E] is isomorphic to the simple rooted Reeb graph (X, f, µ) with the coprojections morphisms being the quotient maps qw. Let
be a family of morphisms in SimpReeb[E] (function preserving maps such that µ Y (ϕw(e)) = µ(e) for all e in E), where Φw = p1 • ϕw. For convenience we denote by ϕ V w,i and ϕ E w,i the associated functions satisfying the consistency conditions as described in Prop. 3.3. We claim that there exists a morphism
commutes. Since the category SimpReeb[E] is thin, this is equivalent to showing that for every w there exists a morphism ϕw :
commutes. Indeed if we show this, then since SimpReeb[E] is thin we have ϕw = ϕ w for all w = w . That is, we will have a single morphism that is independent of the index w, which we can denote by ϕ, which is exactly what we want.
Pick any w. We claim that there exists a ϕw such that the diagram
commutes. To show the existence of such a map ϕw by the universal property of quotient spaces it suffices to show that ϕw respects the identifications in Tw under the quotient map qw. Assume that (e
t , aj) for some reticulation node ri and some 1 ≤ s = t ≤ di, with s, t = wi, where aj = f (ri) for some j = 1, . . . , k. Then by definition Dj(e (i)
Hence the map ϕw exists. Again by the universal property of quotient maps, the map ϕw is also function preserving. Finally, we show that the function preserving map ϕw is E-edge labelling preserving. Indeed. Let e be an edge in E X . We compute:
= µw(e) = µ(e).
Remark 3.14. By definition, each of the leaves of Tw which are additional to the n-leaves of X that we obtain from the Algorithm at Step. 2 is identified with an edge that is a down-image but not an upper-image, i.e. the 'new' leaves are exactly those edges e such that for some 1 ≤ j ≤ k, D T j (e) = e but e = U T j (e ) for any e ∈ Ej−1. That is, the set of these leaves is equal to the set of all edges that are incident from above of the reticulation nodes but are not equal to e (i) w i for all i = 1, . . . , r. Therefore the cardinality of the set of the leaves that are additional to the n-leaves of X is exactly
which is the number of the cycles in X. Hence each merge tree Tw has (n + s)-leaves.
Phylogenetic networks
Using the tree-decomposition of simple rooted Reeb graphs in Thm. 3.13 we classify phylogenetic networks up to isomorphism. Then we examine this classification from the viewpoint of complexity theory.
Let us define phylogenetic networks. 
Classification of phylogenetic networks
Let us denote by Pow(S) the power set of any set S. Let n, s ≥ 0 be positive integers. Consider the category PhNet(n, s) of isomorphisms of phylogenetic networks with n-labelled leaves and s cycles where only isomorphisms taken as the morphisms. Let k ≥ 0. We denote by PhTree(k) the collection of all isomorphism classes of phylogenetic trees with k-labelled leaves. That is, PhTree(k) = PhNet(k, 0). Our goal is to prove the following theorem. Theorem 4.3. There exists an injection between isomorphism classes of phylogenetic networks with n-labelled leaves and s cycles, and sets of isomorphism classes of phylogenetic trees with (n + s)-labelled leaves, i.e.
PhNet[n, s]
Proof. Let (X, f, ) be a phylogenetic network with n-labelled leaves and s cycles. Let E be its associated edge-sequence. Consider the identity labelling µ : E id − → E. Then Thm. 3.13 applies so that
By construction, the set of leaves of each merge tree Tw contains the set of leaves of X and also another s additional leaves. By Rmk. 3.14 the s additional leaves of Tw are identified with all the edges that are incident from above to the reticulations nodes of X except the edges e 
. . . 
That way we obtain a phylogenetic tree (Tw, fw, w ) with (n + s)-labelled leaves. So naturally, we define the map T as follows:
First we claim the map T is well defined:
j ) is bijection for all j = 1, . . . , di, for all i = 1, . . . , m (*)
, where σ is the permutation induced by ϕ, i.e. T σ(w) = ϕw(Tw) (**)
, and by (*,**) we have σ(w) (ϕ(e
Now we show that T is also injective:
, for some permutation σ and Tw, T σ(w) where 1 ≤ wi ≤ di
, where ϕ is the unique morphism: ϕ • qw = ϕw, for all w
Finally observe that because the rooted Reeb graphs we work on are always simple that means that the isomorphism classes of phylogenetic trees in T (X) are distinct, i.e. T (X) forms a set rather than a multiset of phylogenetic trees with (n + s)-labelled leaves. Hence, T (X) lies indeed in the power set of
Remark 4.4. We believe Thm. 4.3 is of particular importance to mathematical biology since it is the first structural theorem for phylogenetic networks. It is also important for defining and studying metrics on phylogenetic networks. As studied in [25, 4] the cophenetic map injects each isomorphism class of phylogenetic trees as a point in R n(n+1)/2 . That way we can define p -metrics on the isomorphism classes of phylogenetic trees. Combining this fact with the classification theorem, every phylogenetic network with n-labelled leaves and s cycles injects as a finite set of points in R (n+s)(n+s+1)/2 , where we can pull back the Hausdorff metric to define a metric for comparison on these networks. Example 4.5. Consider a phylogenetic network X = (X, f, ) with two labeled leaves and one reticulation node as shown in Fig. 3 . We denote the edges incident from above of the reticulation node by e1 and e2 as in Fig. 3 . By applying Thm. 4.3 we get two phylogenetic trees with 3-leaves in the tree-decomposition Figure 3 : An example showing how, up to isomorphism, phylogenetic networks with n-labelled leaves and s cycles are in one to one correspondence to certain finite sets of phylogenetic trees with (n + s)-leaves. In this case n = 2 and s = 1.
of X. For each of the trees, the one additional leaf to the two leaves of X corresponds to one of the two edges e1 and e2. Thus there are exactly two such phylogenetic trees with 3-leaves.
Isomorphism complexity
We speculate that Thm. 4.3 can help for improving our understanding of the complexity of phylogenetic networks or study the tractability of the isomorphism under some fixed parameter. We have the following results.
Upper bound on the complexity By the classification theorem, two phylogenetic networks with n-leaves and s cycles are isomorphic if and only if their tree-decompositions are equal. Let C(n, s) be the number of steps it takes to decide if two phylogenetic networks with n-labelled leaves and s cycles are isomorphic. To check for isomorphism it takes at worst, as many number of steps as the cardinality of the set T (X) times the complexity of checking if two phylogenetic trees are isomorphic which takes at most n 2 steps. By construction, the cardinality of T (X) of a phylogenetic network X is equal to the product of indegrees of the reticulation nodes ri constructed from Algorithm 2, for i = 1, . . . , m, i.e. Fixed Betti tractability However we want a closed form to bound the complexity that does not depend on the indegrees but purely only depends on n and s alone. The number of cycles s in a graph is known as the first Betti number or simply the Betti number of the graph. By the above upper bound we consider, it is easy to see that phylogenetic networks isomorphism is fixed Betti tractable: Since each of the indegrees of the reticulation nodes is di > 1 we have the bound di ≤ 2 d i −1 . Taking the product over all these equations and since
is the number of cycles of G, we have C(n, s) ≤ n 2 2 s .
That means that by bounding the Betti numbers of two networks then deciding if they are isomorphic it is polynomial in n.
Concluding remarks
We proposed an alternative approach to the extended Newick format that represents the isomorphism classes of phylogenetic networks with n-labelled leaves and s cycles by certain sets of phylogenetic trees with (n + s)-leaves via an injection map. Furthermore, we have showed that with this injection we can pull back the Hausdorff metric to define a metric for comparison of these networks. We speculate that these two results would be useful for developing or enhancing the existing methods on phylogenetics as well as providing new insights on doing statistics or studying probability distributions on phylogenetic networks.
Future work In the near future we would like to expand the work in this paper with a follow up paper which will focus on three metrics on phylogenetic networks and study how they are related. The first two that would be studied are the Hausdorff distance arising from the finite set of points as mentioned in Remk. 4.4 and the network distance in the setting of general networks [11] . For the third one, we speculate that phylogenetic networks-just like Reeb graphs-are equipped with an interleaving distance [15] , an extended pseudo-metric that arised from the field of topological data analysis (TDA) [8, 2] . Although the isomorphism problem of phylogenetic networks is GI-complete there are topological signatures from the field of TDA that are both stable to noise and efficient to compute. They have already been applied on phylogenetics [23] . Such signatures are: zigzag persistence homology [6] and path homology [10, 12] which we are going to exploit in the follow up work as well.
