Abstract. With the rapid development of the power grid, the site construction and operation environment is more extensive and complex, the installation work of the electric energy metering device is heavy, and it is easy to not regulate, and it is very difficult for managers to conduct real-time and effective supervision and testing. Therefore, combined with the successful application of deep learning in target detection, we propose a measuring device component detection method based on deep learning SSD model to detect the installation quality, saving time and manpower. The experimental results show that our method can ensure the detection accuracy and speed, which is of great significance for the implementation and monitoring of power system installation specification.
Introduction
With the continuous development of smart grid, the popularization of electric energy metering devices is also more and more widespread. As an energy metering device, whether the installation is standardized is of great significance to accurate statistics of users and relevant departments. Although the relevant departments have set exact standards for the installation, it may not be fully compliant due to the complex environment at the construction site. In addition, the workers in different circumstances are difficult to comply with the installation of a uniform standard. In the meantime, due to the large amount of installation work, managers cannot conduct real-time and effective supervision and testing.
Therefore, it is necessary to adopt a suitable method to check whether the quality of the on-site installation process of the metering device is in accordance with the specifications. We can judge the installation quality by detecting the energy meter, the collection terminal and the test junction box which are typical. Although these devices have obvious characteristics such as color, shape and relative position, due to the interference information is too large, large amounts of image data and other reasons, to ensure the speed and accuracy of detection poses a greater challenge, making detection more difficult.
In recent years, with the continuous maturation of deep learning technologies, it has brought tremendous development prospects in the field of image processing. Since 2012, Hinton's team has achieved an overwhelming success using the Deep Convolutional Neural Network (CNN) algorithm at the Image Net large-scale visual identity challenge, a thriving deep learning wave has emerged in computer vision field and has achieved great success so far. In the aspect of target detection [1] , deep learning represents the most advanced level currently. The accuracy and speed of target detection have reached a new height from R-CNN, SPP-Net, Fast-RCNN, Faster-RCNN to YOLO, SSD, which has a very good effect to solve the problem of the above components detection.
In view of this, this paper applies the successful method of target detection to the component detection of measuring devices, based on the deep learning SSD model, combined with the characteristics of measuring device, constructs a fast and accurate detection method of components with high performance.
Background and Status Quo
The application of deep learning method in the field of image processing has made great breakthrough and progress in target detection.
In 2014, R. Girshick [2] et al proposed a R-CNN method using the selective search algorithm to extract the region of interest (ROI)from the image, then sent the candidate regions to CNN for feature extraction. Finally, SVM classifies each candidate region. This method can achieve good results, but because of the heavy search process within the cpu and too much double counting in feature extraction process, computational time and computational complexity are high.
In 2015, R. Girshick [3] and others improved Fast-RCNN based on R-CNN: using CNN on the complete picture and forward propagation networks for classification and regression. The method reduces the computational complexity, but still does not solve the problem of slow calculation.
The Faster-RCNN [4] method introduced the RPN network to replace Selective Search, which further accelerated. In short: RPN + Fast + RCNN = Faster-RCNN.
Although the Faster-RCNN has made great progress in calculating the speed, it still cannot meet the requirements of real-time detection. Therefore, a regression-based method is proposed to directly retrieve the position and type of the target object from the picture.
YOLO [5] method discarded the Region proposal phase, which greatly improves the processing speed, but the positioning accuracy is relatively low, resulting a lower classification accuracy.
Based on the YOLO, SSD [6] introduced the archor mechanism of Faster-RCNN to make the target localization and classification accuracy significantly higher than YOLO. SSD draws on the advantages of YOLO and Faster-RCNN two methods, the effect goes beyond the two, mAP reached 75%, the speed reached 58fps.
SSD-based Component Detection Method Network Model
The network model based on the SSD detection method in this paper consists of two parts [6] [7] [8] . The basic network uses the VGG16 network, and the back network is some extra layers added. Additional convolution feature layers are gradually reduced in scale, and different feature layers are obtained to achieve multi-scale target detection. Each newly added layer can be predicted using a series of convolution kernels. For a feature layer of size m * n, p-channel, a convolution kernel of 3 * 3 is used to predict, at a certain position, a value which can be the score of a certain category or relative to default bounding boxes offset, and will produce a value in every position of the image.
Default Boxes and Aspect Ratio
Cover forecasting objectives with different aspect ratios and scales. For an m * n feature graph, each grid predicts K boxes, and all targets whose centers fall on the grid are predicted by the grid. For each box, predict C category scores and 4 offset values relative to a default bounding box, so (C + 4) * K predictors are needed, ie for an m * n size feature map, we can get m * n * (C + 4) * K default bounding boxes.
Target Loss Function
For each real box, there may be multiple default bounding boxes to match (based on IOU> 0.5). The total loss function is the weighted sum of localization loss (loc) and confidence loss (conf), as follows:
confidence loss:
localization loss (loc):
where (gcx, gcy, gw, gh) represents the ground truth box, (dcx, dcy, dw, dh) represents the default box, (lcx, lcy, lw, lh) represents the offset of the predicted box relative to the default box, c is the confidence of the target in the default box, α is the equalization coefficient of both errors, and N is the number of the default box that matches the real box.
Experimental Results

Data Set
In this paper, we adopt the original electricity metering device image dataset (Image-Sets) collected by manual photographing to evaluate the proposed method of component detection. The dataset consists of 1,360 training images and 466 testing images, including a total of 1,844 label objects. All images are in color and jpg format.
Experiment
The experimental environment for this paper is 2.90GHz CPU + 16.04Ubuntu + CUDA + NVIDIA Corporation Device 1b06.
This paper implements this method in the TensorFlow framework. A pre-trained raw SSD network is used, which is a tailored, fully convolutional VGG16 network. We set the initial learning rate to 0.004, the decay factor to 800720, the decay factor to 0.95, the momentum optimization to 0.9, the decay to 0.9, the epsilon to 1.0, and limit the training process to 200k steps and the evaluation process to 10 times.
Results and Analysis
In this paper, we first train the SSD model on the training image set, and then use the trained model to detect the images in the test set. The result is shown in the Figure. 1 (the corresponding predictive value is marked on the test box). Detection speed: 0.0229 seconds/image. From the above results, it can be seen that the detection method adopted in this paper can detect the corresponding components in sharp, clear or blurred images at various angles with high accuracy, while retaining the speed advantage of the SSD model and achieving good effect.
Conclusion
In this paper, aiming at the existing problems of electric energy metering device, a component detection method based on deep learning SSD model is proposed to ensure its installation quality. According to the field data obtained, we train and adjust the network model and then test it on the test data set to determine whether the installation is in line with norms. The experimental verification shows that the method can quickly and accurately detect the target components (the test point), is conducive to test the electrical installation specification in industry or life.
