Abstract Protein-protein interaction (PPI) extraction from published scientific literature provides additional support for precision medicine efforts. However, many of the current PPI extraction methods need extensive feature engineering and cannot make full use of the prior knowledge in knowledge bases (KB). KBs contain huge amounts of structured information about entities and relationships, therefore plays a pivotal role in PPI extraction. This paper proposes a knowledge-aware attention network (KAN) to fuse prior knowledge about proteinprotein pairs and context information for PPI extraction. The proposed model first adopts a diagonal-disabled multi-head attention mechanism to encode context sequence along with knowledge representations learned from KB. Then a novel multi-dimensional attention mechanism is used to select the features that can best describe the encoded context. Experiment results on the BioCreative VI PPI dataset show that the proposed approach could acquire knowledge-aware dependencies between different words in a sequence and lead to a new state-of-the-art performance.
Introduction
The intricate networks of protein-protein interactions (PPIs) contribute to controlling cellular homeostasis and the development of diseases in specific contexts. Understanding how gene mutations and variations affect the cellular interactions provides vital support for precision medicine efforts. Although numerous PPIs are manually curated into structure knowledge databases (KB) by biomedical curators, such as IntAct [1] and BioGrid [2] , many valuable PPIs remain available in the growing amount of scientific articles. However, manually extracting these PPIs from biomedical literature is expensive and difficult to keep up-to-date. Automatically extracting these relations from even increasing volumes of scientific literature is of great importance to expediting database curation.
To promote these issues, the BioCreative VI has proposed a challenging task of applying text-mining methods to automatically extracting interaction relations of protein-protein pairs affected by genetic mutations. The novel challenge for the biomedical natural language processing community generates a lot of interest and participation. Many automatic PPI extraction methods have been proposed, which can be divided into three categories:
rule-based methods, feature-based methods and neural network-based methods.
Rule-based [3] methods are simple and effective, but hard to apply to a new dataset. Feature-based methods extract PPIs or drug-drug interactions based on one-hot represented lexical and syntactic features [4] , [5] , [6] , [7] .
Generally, the PPIs extraction performance relies heavily on the suitable features, which require extensive feature engineering.
Recently, neural network-based methods have been proposed to map word and entity sequences into a lowdimensional vector space, and then learn semantic representations of word sequences for relation extraction without making many feature engineering efforts. Zeng et al. [8] first employ Convolutional Neural Network (CNN) [9] to learn sentence-level representations for relation extraction and it achieves better performance than feature-based methods. As for BioCreative VI PPI extraction task, Tran and Kavuluru [10] employ CNN to extract local semantic features and get 30.11% F1-score. CNN pays more attention to local features by performing convolutions within the varying filter windows. This hierarchical structure is good at presenting local or position-invariant features, but neglects the long-range dependencies.
Some efforts have been put into capturing long-term structure within sequences by using recurrent neural network (RNN) [11] , long short-term memory network (LSTM) [12] and memory network models [13] , [14] . For PPI extraction task, Wang et al. [15] propose a RNNbased method, which makes full use of word, entity and sentence information through attention mechanisms. Zhou et al. [16] use LSTM to model long-distance relation patterns for chemical disease relation extraction. Sahu and Anand [17] propose a joint bidirectional LSTM model with word and position embedding to extract drug-drug interaction relations.
Zhou et al. [18] adopt memory networks for PPI extraction, and show that an external memory are superior to long short-term memory networks with the local memories. However, the memory networks lack the capacity to capture long-range dependencies.
Recently, attention mechanism is used extensively to enhance the representation capability of CNN or RNN, and has succeeded in various NLP tasks [19] , [20] , [21] .
The attention mechanism uses a hidden layer to compute the weight/importance of each element in the input sequence and then defines sequence representations as the weighted sum of element representations. It can thus capture long-range dependencies. However, such attention mechanisms are used in conjunction with CNN or RNN.
To eschew recurrence and convolution, a sole attention mechanism, called "Transformer", is proposed to construct a sequence to a sequence model which achieves a state-of-the-art performance in the neural machine translation task [20] . Transformer relies entirely on selfattention and multi-head attention to compute dependencies between any two context words, which makes it easier to learn long-range dependencies. However, it has not been used for relation classification task.
On the other hand, large-scale KBs usually store prior knowledge in the form of triplet (head entity, relation, tail entity), (also denoted as (h, r, t)). The relation indicates the relationship between the two entities. This prior knowledge driven from KBs is very effective in relation extraction. Some researchers [22] , [23] derive prior knowledge features from knowledge bases, such as Wikipedia and biological knowledge bases, to enhance their models. However, these methods describe knowledge features as one-hot representations, which assume that all the objects are independent from each other. Recently, knowledge representation learning methods have been proposed for encoding the entities and relations into lowdimensional vector space and could find the potential semantic relations between entities and relations. Among these methods, TransE [24] is simple but can achieve the state-of-the-art predictive performance.
To explicitly capture long-range dependencies and introduce the prior knowledge for PPIs extraction, this paper proposes a novel knowledge-aware attention network (KAN) for PPI extraction without using RNN and CNN. Experiment on the BioCreative VI PPI dataset [25] shows that the proposed approach leads to a new state-of-the-art performance.
Background

Knowledge Representation Learning
In order to embed both the entities and relations into a continuous vector space, a variety of knowledge representation learning methods [24] , [26] , [27] , [28] , [29] have been developed. TransE is a typical knowledge representation approach, which represents the relation between the two entities as a translation in a representation space, that is,  h r t when (h, r, t) holds. TransE is simple and efficient, and it can achieve state-of-the-art performance on modeling KBs [24] . This paper employs TransE to learn embeddings of protein entities and relations from KBs. 
Self-attention
where k d is the dimension of Q and K. Self-attention could capture the long-range dependencies without any RNN/CNN structure. Self-attention has been used successfully in a many tasks including reading comprehension, abstractive summarization, textual entailment and learning task-independent sentence representations [30] , [31] , [32] , [33] . This paper introduces a novel DMHA based on self-attention for better capturing the context representations and the knowledge representations.
Method
The PPI extraction task proposed by BioCreative VI [34] Since two components have the same structure, we take one component with respect to one of the protein pair, say 1 m , for example in the following subsections.
Diagonal-disabled Multi-head Attention (DMHA)
Self-attention is an attention mechanism relating different positions of a single sequence by computing the attention weights between each pair of tokens. It is very expressive and flexible for long-range dependencies [21] .
After all, PPI is often reflected by complex global semantic information. The diagonal-disabled self-attention mechanism of DMHA is as follows:
,,
where L is the length of sequence. In addition, we employ a residual connection [36] on DMHA layer, followed by a normalization [37] layer: [37] layer:
As depicted at the beginning of this section, DMHA 
Multi-dimensional Attention (MDA)
To extract the important features from FFN V , a multidimensional attention is employed to compresses the sequence of vectors into a vector representation s.
where the subscript i represents the i-th row of a matrix, s s e is passed to a softmax layer to perform classification.
Classification and Training
We feed 
where ŷ is our prediction, The results of the two baselines are shown in Table 1 .
Experiments and Results
Dataset and Evaluation Metrics
Unsurprisingly, CNN+MDA losses long-range dependency information and achieves a very low recall.
LSTM+MDA has a higher recall than CNN+MDA due to the capacity of modeling variable-length sequences, but it has a relative low precision. Comparing with CNN+MDA and LSTM+MDA, KAN succeeds in capturing the long-rang knowledge-aware dependency information and provides the highest F1-score. and KAN_CNN5, respectively.
The results in Table 2 We report the results of these three variants in Table 3 .
KAN_SC would ignore some more specific information The results of the three variants of KAN are reported in Table 4 . From the table, we could find that knowledge could dramatically improve the performance of PPI extraction.
(1) On the one hand, leveraging TransE-based entity embeddings brings 2.71% improvement in precision and further improves the F1-score by more than 1.27%. This indicates that TransE-based entity embeddings learned from the structural KBs are more effective than implicit word embeddings.
(2) On the other hand, although we employ relation embeddings in a very simple way, then increase both the precision and recall significantly. We believe that relation embeddings provide direct guidance for classification. After all, each kind of relation embeddings represents a specific relation contained in KBs.
(3) We also find that although using an average of constituting word embeddings of the entity mention is less effective than using the entity embed- [18])) for each group individually, as seen in Fig. 2 and Fig. 3 . From Fig. 2 , we can conclude that KAN and KAN_CNN4 outperform MNM in recall. And as the sequence length increased to 30 tokens, the difference of recall between our models and MNM gets bigger, which illustrates that our models can extract more PPIs on longer sequences than MNM. From Fig. 3 , actually, the precision of MNM beats KAN in all five groups. After improving KAN, KAN_CNN4 gets higher precision in all five groups than KAN, resulting in a higher precision than MNM on the whole test dataset. show the average time that models spend on one training epoch in Table 6 . Not surprisingly, our models take more time than MNM because of the larger number of parameters. Nevertheless, our model allows for more parallelization, which could narrow the gap between KAN and
MNM. After replacing the FFN with CNN, KAN_CNNk
(k means the windows size) takes much more time than KAN. In general, KAN can give consideration to both computational complexity and performance. 
Discussion
Comparison with Related Work
We compare our work with related work using both Exact Match evaluation measures in Table 7 and HomoloGene evaluation measures in Table 8 . In order to make a fair comparison with every system and eliminate the influence of the accumulated errors introduced by different named entity recognition tools, all the systems are reported on the test dataset with the entity annotations recognized by GNormPlus [38] toolkits. We only compare Machine Learning-based (ML) methods without the post-processing rules, and divide these relevant systems into two groups: Machine Learning-based methods with or without additional resources, namely ML with KB and ML without KB. In Table 7 , among ML without KB methods, Rios et al.
[42] achieve the best F1-score 36.77% in Exact Match evaluation measures. Rios et al. [42] take advantage of unlabeled data with neural adversarial learning, which gets 4% improvement.
In Table 8 [18] in precision. We also add the same post-processing rule that Zhou et al. [18] applied but the performance is decreased in general. Because our model has already recognized more PPIs, applying the post-processing would introduce more false positives, making a worse performance. between "S100A10" and "TRPV5" is mediated by the coreferential relationship. "S100" in the second sentence refers to the "S100A10" in the first sentence, and the second sentence conveys the interaction relationship.
Attention visualization
Detecting PPI relation in such sentences is beyond the capacity of KAN.
Conclusion
This paper develops a knowledge-aware attention network for PPI extraction task. The two level DMHA mechanism and MDA mechanism are adopted for learn- BioCreative VI PPI dataset.
