Abstract. Let C M denote a Denjoy-Carleman class of C ∞ functions (for a given logarithmically-convex sequence M = (Mn)). We construct: (1) a function in C M ((−1, 1)) which is nowhere in any smaller class; (2) a function on R which is formally C M at every point, but not in C M (R); (3) (under the assumption of quasianalyticity) a smooth function on R p (p ≥ 2) which is C M on every C M curve, but not in C M (R p ).
Introduction
The aim of this article is to provide explicit constructions of several examples of functions illustrating pathologies and subtleties in the theory of Denjoy-Carleman classes. In the following, F will denote either R or C. The first example is of a function in any given Denjoy-Carleman class, but not in any smaller Denjoy-Carleman class. The second example is of a function which is formally in a given Denjoy-Carleman class at all points, but is nonetheless not in that class (the notation f ∈ F M (x, F) indicates that f is formally of class C M at x; see Definition 2.3): Theorem 1.2. Let C M be any Denjoy-Carleman class. Then, there exists f ∈ C ∞ (R, F) satisfying:
We remark that if f ∈ C ∞ (U, F), where U ⊆ R p is open, and f ∈ F (x, F) for all x ∈ U , then there is an open dense subset V of U such that f ∈ C M (V, F) (see Proposition 4.2) .
Like the second example, the third example is "close" to being C M , but is not actually: it is smooth and its composition with every quasianalytic curve of a given quasianalytic Denjoy-Carleman class is in the class, yet is not itself in the class. Theorem 1.3. For any p ≥ 2 and any quasianalytic Denjoy-Carleman class C M , which is not the class of analytic functions, there exists f ∈ C ∞ (R p ) such that for any curve γ ∈ C M (U, R p ) (where
Theorem 1.3 follows easily from the following result:
Theorem 1.4. For any p ≥ 2 and any Denjoy Carleman class C M , which is not the class of analytic functions, there exists f ∈ C ∞ (R p , F) satisfying:
(1) f ∈ C M (R p \ {0}, F); (2) for any a > 0 and integer m ≥ 1, f ∈ C M (S p a,m , F);
where S p a,m := {x = (x 1 , x 2 , . . . , x p ) ∈ R p : x 1 ≥ 0 and x 2 ≥ ax m 1 } and Q p := {x = (x 1 , x 2 , . . . , x p ) ∈ R p : x 1 > 0 and x 2 > 0}.
Denjoy-Carleman classes have been classically studied in their relation to PDE theory, harmonic analysis, and other fields. Recently, there has been renewed interest in these classes from a more analytic-geometric viewpoint. The theory of Denjoy-Carleman classes is usually divided into the study of quasianalytic classes, characterized by an analogue of analytic continuation: all the derivatives at a point of a function in such a class uniquely determines the function (at least locally), and non-quasianalytic classes.
However, despite quasianalytic classes satisfying "quasianalytic continuation", their theory remains not well understood. This is in a large because many standard techniques for analytic functions, namely the Weierstrass division and preparation theorems, fail in general for quasianalytic Denjoy-Carleman classes (see [1, 8, 9, 13] ). This makes deciding whether these classes are Noetherian very difficult, despite the fact that there have been several recent devlopements on the positive side ( [3, 11, 13] ).
In relation to Theorem 1.1, several results are known. It is a classical result that each Denjoy-Carleman class contains functions which are not in any smaller class [13, Thm. 2] . More recently, [12, Thm. 2] shows that there is a function in a given quasianalytic Denjoy-Carleman ring which is nowhere analytic. Theorem 1.1 can be seen as a strenghthening of the conclusion of the first result and as a generalization of the second.
By a classical theorem of Carleman (see [13, Thm. 3] ), there is a smooth function germ which is formally quasianalytic of a given class, but does not correspond to any actual quasianalytic function germ of the same class. Recently, another example of such a non-extendable function was constructed in [1, Thm. 1.2]. Like these examples, the function of Theorem 1.2 is formally of a given Denjoy-Carleman class, yet fails to be of actually of the class. There are two main differences between Theorem 1.2 and both Carleman's function and that of [1, Thm. 1.2]: Theorem 1.2 involves arbitrary Denjoy-Carleman classes instead of quasianalytic classes, but does not consider the question of whether the germ is extendable. In fact, in the so-called strongly non-quasianalytic case, the function must be extendable ( [13, Thm. 4] ). Furthermore, the function constructed in [1] is formally in the given Denjoy-Carleman class only on [0, ∞), whereas that of Theorem 1.2 is formally in the given Denjoy-Carleman class on the entire real line.
Given certain classes C of real-or complex-valued functions of several real variables, it is a natural to consider whether a function f , is of class C provided that f is of class C on every curve of class C. In [6] , Boman considers the question in the case C = C ∞ , and answers it in the affirmative. In [4] , Bierstone, Milman, and Parusiński answered the question in the negative for the class of analytic functions, showing that a function which is analytic on every analytic curve (a so-called "arc-analytic function") is not necessarily even continuous. In fact, their example works for any class of quasianalytic functions. Theorem 1.3 provides an example of a function which is smooth, and quasianalytic of a given class C M , on every C M curve (called "arc-quasianalytic" in [5] ), yet not itself C M . The author's research was conducted as an NSERC Undergraduate Summer Research project under the supervision of Edward Bierstone. The author would like to thank Dr. Bierstone for raising the question treated in Theorem 1.3 and for his numerous suggestions for this article. The author is grateful to both Dr. Bierstone and André Belotto for helping him develop his ideas.
Preliminaries
Below we give several basic definitions. N denotes the set of non-negative integers. For a multi-index α = (α 1 , . . . , α p ) ∈ N p , set:
We also denote by C ∞ (U, F) the F-algebra of smooth (infinitely-differentiable) F-valued functions on an open set U ⊆ R p , and C ∞ the class of all smooth functions. Unless otherwise specified, we write C ∞ (U ) for C ∞ (U, C). Likewise, we denote by C ω (U, F) the corresponding algebra of analytic functions on U , and C ω the class of all analytic functions. Unless otherwise specified, we write (i) for any x ∈ U , there exists some open V ⊆ U containing x and constants A, B > 0 such that, for any multi-index α ∈ N p and y ∈ V (2.1)
(ii) for any compact set K ⊆ R p contained in U , there are A, B > 0, such that for all y ∈ K, (2.1) holds. In this case, we will say that f is of class
of analytic functions. We will call a Denjoy-Carleman class
Definition 2.3. We say that a function f ∈ C ∞ (U, F) is formally C M at a point y ∈ U , if there are A, B > 0 such that (2.1) holds; in this case we write f ∈ F M (y, F) (i.e. the coefficients of the formal power series of f at y satisfy bounds similar to those in (2.1)).
, and, for each x ∈ C, there is an open neighbourhood V containing x, such that 2.1 holds for all y ∈ V ∩ C, with suitable A, B > 0.
For any open or closed
Remark 2.5. Note that in all of the above definitions, the requirement of having upper bounds on all derivatives is actually equivalent to the apparently weaker requirement that there is an upper bound of the same form on all but finitely many of the derivatives.
In order that Denjoy-Carleman classes satisfy useful properties, one imposes the condition that M is logarithmically convex, i.e. the ratios M n+1 /M n form a non-decreasing sequence. This condition implies that the sequence M 1/n n is also non-decreasing (see [13, §1.3] ). Because of the Leibniz rule, logarithmic convexity implies that the sets
For the remainder of this article, we work exclusively work with Denjoy-Carleman classes C M , for M logarithmicallyconvex.
It is also sometimes required that
This condition is equivalent to stablility under differentiation of
, and is, moreover, equivalent to the fact that C M (U, F) is closed under division by a coordinate (see [5, Rk. 2.1]). However, none of the results in this article assume this fact.
For two Denjoy-Carleman classes 
A function in a given Denjoy-Carleman class which is nowhere in any smaller class
The example we construct here is based on the idea Borel used in [7] to construct a class of quasianalytic functions that contains nowhere analytic functions. The example constructed here was inspired by, and uses several ideas in the construction of the non-extendable function of [1, Thm. 1.2]. The idea will be to construct the function as the restriction to (−1, 1) of a series of rational functions
where z n is a sequence of non-real complex numbers accumulating everywhere (−1, 1). Theorem 1.1 will be proved using the following proposition:
Proposition 3.1. For any non-analytic Denjoy-Carleman class C M , there exists f ∈ C ∞ ((−1, 1)) satisfying:
(1) for all j ≥ 0 and x ∈ (−1, 1), |f (j) (x)| ≤ 9 2 j!M j ; (2) for any dyadic rational x ∈ (−1, 1), and large enough j,
for any dyadic rational x ∈ (−1, 1) and large enough j, either
First, we will prove Theorem 1.1 using Proposition 3.1.
Proof of Theorem 1.1. We assume that C M C ω , since C ω is the smallest DenjoyCarleman class. We first prove the case F = C. Let f be the function of Proposition 3.1 for the class C M . Theorem 1.1(1). To prove Theorem 1.1(2), note that if U ⊆ (−1, 1) is open, and f ∈ C N (U ), then, for any x ∈ U , there is some open neighbourhood V of x contained in U and constants A, B > 0 such that
In particular, if x is a dyadic rational in V , then, for all but finitely many j,
. Now consider F = R, and let f be as above. For each dyadic rational x ∈ (−1, 1), and each j large enough, either
We show that g satisfies the required properties. Clearly g satisfies Theorem 1.1 (1) . For each dyadic rational in x ∈ (−1, 1) and for j large enough, either
So g satisfies Theorem 1.1(2) for the same reason above as f does. Now we will prove Proposition 3.1.
Proof of Proposition 3.1. For any real number α > 0, define
A proof of (3.1) can be found in [1, §5 , step 1], but is repeated here for convenience.
By definition, it is required to prove that
The sequence
is therefore non-decreasing for ℓ < n and non-increasing for ℓ > n, and thus attains its supremum at
Mn . Now choose a non-decreasing sequence of integers b n satisfying:
For example, we can define the sequence (b n ) recursively by b 1 = 1, and for all n ≥ 1,
It helpful to picture the poles on the complex plane in (3.2) both as coming in rows of height 1 m k and as columns lying above dyadic rationals in (−1, 1) . We will verify that f satisfies the required properties. First we will prove that (3.2) converges uniformly together with its derivatives of every order. Then, f ∈ C ∞ ((−1, 1)) and we can differentiate (3.2) term-by-term. Note that for any s, t ∈ R, |s − it| ≥ |t|, and that, by the definition of ϕ,
So, for any j ≥ 0,
So the sum converges uniformly and absolutely by the M-test. Differentiating term-by-term, the above computation gives the upper bounds (1) on the derivatives of f .
We prove the lower bounds (2) on the derivatives of f at dyadic rationals, at the same time as (3). The idea is, for any given dyadic rational t = p 2 q ∈ (−1, 1) , to look at those summands in (3.2) which have poles on vertical lines lying above t. Since by construction there are only finitely many rows of poles not containing a pole lying above t, the sum of these summands is analytic when restricted to (−1, 1), and thus will not affect the estimate. For the remaining rows, the sum over the j th derivatives of summands with poles not lying above t is a multiple of the sum over the j th derivatives of the summands with poles which do lie above t, and this multiple can be made arbitrarily small for large j. So, as long as the sum of the j th derivatives of the summands with poles lying above t is large, the j th derivative of f at t will be large too.
To show this explicitly, fix some dyadic rational t = p 2 q ∈ (−1, 1). Then, for some large
q for all k ≥ K. Thus, we can write
Call the first sum f 1 (x) and the second sum f 2 (x). f 1 is clearly holomorphic in an open neighbourhood of (−1, 1) in C, and is thus in particular analytic on (−1, 1). So, there are E, F > 0 such that |f (j) 1 (t)| ≤ EF j j!, for all j ≥ 0. Since we can differentiate the series for f (x) term-by-term, we can also differentiate the series for f 2 (x) term-by-term. In particular,
Call the first of these sums S 1,j , and the second S 2,j . Clearly, for j ≥ K,
by (3.1). If j is odd, then | Re(S 1,j )| = |S 1,j |, and | Im(S 1,j )| = 0, with the roles of the real and imaginary parts reversed if j is even.
Remembering that b k ≤ m k for all k, and that b k is a power of 2 bigger than 2 q for all k ≥ K (and hence tb k − a ∈ Z for all a ∈ Z) we also have that
The second factor is just |S 1,j |. Call the first factor C j . Then, for j ≥ K odd,
with the roles of the real and imaginary parts reversed if j ≥ K is even. Since for large enough j, EF j ≤ 1 8 1 3 j M j (since M j grows more quickly than any exponential), if for large enough j, C j ≤ 1 8 , we would have
1 3 j j!M j for sufficiently large odd j. This would mean both that
If j is even, then the roles of the real part and imaginary part are reversed. So it suffices to prove that C j → 0 as j → ∞. Indeed
as desired.
A function formally in a given Denjoy-Carleman class at every point, yet not in the class
The idea for the construction of such a function will be to build it as a series of functions f k whose k th derivatives at points a k are large, where (a k ) is a sequence tending to 0, and whose derivatives at points other than a k are sufficiently nice. The following proposition is in some sense a simplified version of the example constructed in Theorem 3.1, and will provide the building blocks of our example. (1) for all j ≥ 0, and all x ∈ R, |f (j) (x)| ≤ j!M j ; (2) for all j ≥ 0, and all x = 0, |f
as in the proof of Proposition 3.1. Define
We will prove that f satisfies all the required properties. First we will show that (4.1) converges uniformly together with its derivatives of every order. Then, f ∈ C ∞ (R) and we can differentiate term-by-term. Indeed,
We next prove (2) . Note that for all k, ϕ(m k ) ≥ 1. Indeed,
So, for all x = 0,
To prove the lower bounds (3) on the derivatives at 0, note that for j ≥ 1,
Proof of Theorem 1.2. The case
satisfies all the necessary propeties. Assume from now on that C M = C ω . The function in the construction below is complex-valued. The case F = R follows from the case F = C by considering real and imaginary parts. For the case F = C, the idea is to construct f as an infinite sum of functions described in Proposition 4.1, but shifted so that the points at which we have a lower bound on the derivatives, analogous to those of Proposition 4.1(3), are on a sequence tending to 0. Consider the sequence (M
are not distinct, it will be convenient to introduce a variant of the sequence whose terms are. Namely, we want a sequence b n satisfying the following properties
One can define such a sequence is recursively by b 1 = M 1 and for n ≥ 2, by
Then, define a n := 1 √ bn for all n, so that a n → 0. We also define a family of non-decreasing, logarithmically-convex sequences in-
for all k ≥ 1, where c k ≥ 1 are large constants to be determined later, but which will depend only on the sequence (a n ).
Notice that
Let h k be the function given by Proposition 4.1 applied to the sequence M k , and set f k (x) = h k (x − a k ), for all k. Then the f k ∈ C ∞ (R) and satisfy:
(i) for all j ≥ 0 and all x ∈ R, |f
We will verify that f satisfies all of the necessary properties. First we prove that (4.2) converges uniformly together with its derivatives of every order. Then, f ∈ C ∞ (R) and we can differentiate term-by-term. We compute
So the sum converges uniformly and absolutely by the M-test.
To prove (1), we show that for each x = 0, there is some neighbourhood U containing x and constants A, B such that, for all j and all y ∈ U ,
We distinguish two cases: x = a n for all n, and x = a n , for some n. In the first case, there is a neighbourhood U of x and a δ > 0 such that inf k |y − a k | > δ for all y ∈ U . Then we see that, for y ∈ U and j ≥ 0,
In the second case, suppose x = a n . Then there is a neighbourhood U of a n and δ n > 0 such that inf k =n |y − a k | > δ for all y ∈ U . Let A = max(δ −1 , 1). We see that, for y ∈ U and j ≥ 0,
Showing (2) is an easy computation. Recall that, by the logarithmic convexity of M , for any positive integers j, k with k ≤ j, M
In order to show (3), we will need to pick appropriate c n . Note that for all n ≥ 1
So, if f ∈ C M (R), then there would be some ε > 0 and constants A, B > 0 such that for |x| < ε |f (n) (x)| ≤ AB n n!M n .
In particular, for all but finitely many n, |a n | < ε and
which is impossible, since n n grows more quickly than any exponential.
Proof. 
By assumption, since for each
Considering the cases P x /A ′ ≤ 1 and P x /A ′ > 1 seperately, it is easy to see that for each x ∈ W ′ , there is some B > 0 such that x ∈ S B . It follows that
Since for each α, D α f is a continuous function of x, each S N is closed (with respect to the subspace topology on W ′ ). Since W ′ is locally compact and Hausdorff the Baire category theorem provides at least one N 0 such that S N0 has non-empty interior (with respect to the subspace topology on W ′ ). Let W 2 be the interior of S N0 . By definition f ∈ C M (W 2 , F), and W 2 ⊆ W 1 is open, as desired.
5.
A smooth function which is quasianalytic on every curve (of a given quasianalytic Denjoy-Carleman class), yet not in the class
The idea for constructing this function is similar in spirit to the idea for the function constructed in §4. The idea is to construct f as a series of functions f k whose (2k) th derivatives at points a k is large, where (a k ) is a sequence tending to 0 on some flat curve such, and whose derivatives at points other than a k is sufficiently nice. Since there are no quasianalytic flat curves, this will imply that the function will be quasianalytic on each quasianalytic curve, but will not be quasianalytic.
We first give an analogue of Proposition 4.1 for dimension > 1; this is Proposition 5.2, below. The proof of the latter uses the following lemma, which provides a way of passing a function in one variable with given derivative bounds to a function in many variables with similar derivative bounds.
Lemma 5.1. Let p ≥ 2, and let g ∈ C ∞ (R) denote a function such that
where C t,j is a non-decreasing sequence for each t ∈ R. Set
(2) for all 1 ≤ i ≤ p and n ≥ 0,
where B depends only on p (not on g, α, or x).
Proof. By a multivariate version of Faà di Bruno's formula (see, for instance, [3, Prop. 4.3] ) applied to g(||x|| 2 ),
where n = k 1,1 + k 1,2 + · · · + k p,1 + k p,2 and the sum is taken over all 2p-tuples of non-negative integers (k 1,1 , k 1,2 , . . . , k p,1 , k p,2 ) such that (5.2) α = (α 1 , . . . , α p ) = (k 1,1 + 2k 1,2 , . . . , k p,1 + 2k p,2 ).
Since n = k 1,1 + · · · + k p,2 ≤ α 1 + · · · + α p = |α| whenever k i,j satisfy (5.2) (1 ≤ i ≤ p, j = 1, 2), we see that We will show that f satisfies all the required properties. The proof that f ∈ C ∞ (R p ) and that we can differentiate term-by-term is the same, mutatis mutandis, as the proof of Theorem 1.2(1) (the difference being that here the estimates must be made on compact sets and that there are more coefficients and several extra terms to keep track of).
The proof of (1) is also the same, mutatis mutandis, as the proof of Theorem 1.2(1) (with the same differences as above).
The proofs of (2) . Fix x ∈ S. Then, there is a bounded neigbhourhood U of x in S (i.e. the intersection of a neighbourhood of x in R p with S) such that, for all y ∈ U and k < j, ||y −a k || > δ. Set C := max(δ −1 , 1). Let K be any compact set containing U . Then, for any α with |α| ≥ 1, and any y ∈ U , 
