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SCHATTEN-VON NEUMANN PROPERTIES IN THE WEYL
CALCULUS
ERNESTO BUZANO AND JOACHIM TOFT
Abstract. Let Opt(a), for t ∈ R, be the pseudo-differential operator
f(x) 7→ (2pi)−n
Z Z
a((1 − t)x+ ty, ξ)f(y)ei〈x−y,ξ〉 dydξ
and let Ip be the set of Schatten-von Neumann operators of order p ∈ [1,∞] on
L2. We are especially concerned with the Weyl case (i. e. when t = 1/2). We
prove that ifm and g are appropriate metrics and weight functions respectively,
hg is the Planck’s function, h
k/2
g m ∈ L
p for some k ≥ 0 and a ∈ S(m, g), then
Opt(a) ∈ Ip, iff a ∈ L
p. Consequently, if 0 ≤ δ < ρ ≤ 1 and a ∈ Srρ,δ, then
Opt(a) is bounded on L
2, iff a ∈ L∞.
0. Introduction
The aim of the paper is to continue the discussions in [10, 12, 27] on general
continuity and compactness properties for pseudo-differential operators, especially
for Weyl operators, with smooth symbols which belongs to certain Ho¨rmander
classes. We are especially focused on finding necessary and sufficient conditions
on particular symbols in order for the corresponding pseudo-differential operators
should be Schatten-von Neumann operators of certain degrees.
If V is a real vector space of finite dimension n, V ′ its dual space, t ∈ R is
fixed and a ∈ S ′(V × V ′) (we use the same notation for the usual functions and
distribution spaces as in [18]), then the pseudo-differential operator Opt(a) of a is
a continuous linear map from S (V ) to S ′(V ) defined by
(0.1) Opt(a)f(x) = (2π)
−n
∫∫
V×V ′
a((1− t)x+ ty, ξ)f(y)ei〈x−y,ξ〉 dydξ.
(In the case when a is not an integrable function, Opt(a) is interpreted as the
operator with Schwartz kernel equal to (2π)−n/2F−12 a((1− t)x+ ty, x− y), where
F2U(x, ξ) denotes the partial Fourier transform F on U(x, y) with respect to the
second variable. Here F is the Fourier transform which takes the form
(0.2) Ff(ξ) = f̂(ξ) = (2π)−n/2
∫
f(x)e−i〈x,ξ〉 dx,
when f ∈ S (V ). See also Section 18.5 in [18].) The operator Op1/2(a) is the Weyl
operator of a, and is denoted by Opw(a). (See (0.1)′ in Section 1.)
A family of symbol classes, which appears in several situations, concerns Srρ,δ(R
2n),
for r, ρ, δ ∈ R, which consists of all smooth functions a on R2n such that
|∂αx ∂βξ a(x, ξ)| ≤ Cα,β 〈ξ〉r+|α|δ−|β|ρ .
Here 〈ξ〉 = (1 + |ξ|2)1/2. By letting st,∞ be the set of all a ∈ S ′ such that the
definition of Opt(a) extends to a continuous operator on L
2, the following is a
consequence of Theorem 18.1.11 and the comments on page 94 in [18]: Assume that
0 ≤ δ ≤ ρ ≤ 1 and δ < 1. Then Srρ,δ ⊆ st,∞ if and only if r ≤ 0. The latter
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equivalence can also be formulated as
(0.3) Srρ,δ ⊆ st,∞ ⇐⇒ Srρ,δ ⊆ L∞.
A similar property holds for any “reasonable” family of symbol classes. This is a
consequence of the investigations in [2,3,16,18]. For example, in [16,18], Ho¨rmander
introduces a family of symbol classes, denoted by S(m, g), which is parameterized
by the weight function m and the Riemannian metric g. (See Section 1 for strict
definition.) By choosing m and g in appropriate ways, it follows that most of those
reasonable symbol classes can be obtained, e. g. Srρ,δ is obtained in such way. If m
and g are appropriate, then (0.3) is generalized into:
(0.3)′ S(m, g) ⊆ st,∞ ⇐⇒ S(m, g) ⊆ L∞.
(Here we remark that important contributions for improving the calculus on S(m, g)
can be found in [6–9]. For example in [7], Bony extends parts of the theory to a
family of symbol classes which contains any S(m,g) when m and g are appropriate.)
In [10,27], the equivalence (0.3)′ is extended in such way that it involves Schatten-
von Neumann properties. More precisely, let st,p(V × V ′) be the set of all a ∈
S ′(V × V ′) such that Opt(a) belongs to Ip, the set of Schatten-von Neumann
operators of order p ∈ [1,∞] on L2(Rn). (Cf. Section 1 for a strict definition of
Schatten-von Neumann classes.) Then in Theorem 1.1 in [10] equivalence (0.3)′ is
generalized into
(0.3)′′ S(m, g) ⊆ st,p ⇐⇒ S(m, g) ⊆ Lp.
provided certain extra conditions are imposed on g comparing to [16–18]. In [27],
Theorem 1.1 in [10] is improved, in the sense that the equivalence (0.3)′′ still holds
without these extra conditions on g (cf. Theorem 4.4 in [27]).
Obviously, (0.3)′′ completely characterizes the symbol classes of the form S(m, g)
that are contained in st,p. Consequently, a complete characterization of operator
classes of the form Opt(S(m, g)) to be contained in Ip follows from (0.3)
′′. On the
other hand, (0.3)′′ might give rather poor information about Schatten-von Neumann
properties for a particular pseudo-differential operator Opt(a), when a belongs to
a fixed but arbitrary symbol class S(m, g). For example, if a ∈ S(m, g) * Lp, then
(0.3)′′ does not give any information whether Opt(a) belongs to Ip or not.
In this context, Theorem 3.9 in [17] seems to be more adapted to particular
pseudo-differential operators with symbols in S(m, g), instead of whole classes of
such operators. The theorem can be formulated as:
(0.4) Assume that hN/2g m ∈ Lp holds for some N ≥ 0 and a ∈ S(m, g),
for p = 1. Then
(0.5) a ∈ Lp =⇒ Opt(a) ∈ Ip,
for p = 1 and and t = 1/2. Equivalently, if (0.4) holds for p = 1, then
(0.5)′ a ∈ Lp =⇒ a ∈ st,p,
for p = 1 and and t = 1/2. Theorem 3.9 in [17] is extended in [27], where it is proved
that if (0.4) holds for some p ∈ [1,∞], then (0.5) and (0.5)′ hold for arbitrary p
and t. (Cf. Theorem 4.4′ and Remark 6.4 in [27].)
In Section 2 in the present paper we prove that if (0.4) holds, then (0.5) and
(0.5)′ holds with the oposite implication. Consequently, if (0.4) holds, then
(0.6) a ∈ Lp ⇐⇒ Opt(a) ∈ Ip.
(See Theorem 2.1 and Theorem 2.8.) Here we note that a different proof of (0.6)
in the case p =∞ can be found in [12].
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In Section 3 we also give some further remarks on embeddings of the form (0.5)
in the case p ∈ [1, 2] and t = 1/2 (the Weyl case). More precisely, Theorem
3.9 in [17] was generalized in Proposition 4.5′ in [27] as remarked at the above.
On the other hand, the proof of Theorem 3.9 in [17] contains some techniques
which are not available in [27]. In Section 3 we combine these techniques with
arguments in harmonic analysis to prove some stressed estimates of the st,p norm of
compactly supported elements in CN . (See Lemmas 3.2–3.4, which might be useful
in other problems in the future as well.) Thereafter we combine these estimates
with arguments in the proofs of Theorem 4.4′ and Proposition 4.5′ in [27]. These
investigations lead to Theorem 3.1, where slight different sufficiency conditions on
the symbols comparing to Theorem 4.4′ and Proposition 4.5′ in [27] are obtained
in order for the corresponding pseudo-differential operators should be Schatten-von
Neumann operators of certain degrees. Roughly speaking, the main differences
between Proposition 4.5′ (or Theorem 4.4′) in [27] and Theorem 3.1 is that less
regularity is imposed on the symbols in Theorem 3.1, while weaker assumptions are
imposed on the parameterizing weight functions in Proposition 4.5′ in [27].
Finally, in Section 4 we apply our results to symbol classes, which are related to
Srρ,δ.
1. Preliminaries
In this section we recall some well-known facts which are needed. After a short
review about integration over vector spaces, we continue with discussing certain
facts on symplectic vector spaces. Thereafter we recall the definition of the symbol
classes, and discuss appropriate conditions for the Riemannian metrics and weight
functions which parameterize these classes.
1.1. Integration on vector spaces.
In order to formulate our problems in a coordinate invariant way, we consider,
as in [24,26,27], integration of densities on a real vector space V of finite dimension
n. A volume form on V is a non-zero mapping µ : ∧nV \ {0} → C which is positive
homogeneous of order one, i. e. such that µ(tω) = |t|µ(ω), when t ∈ R \ {0} and
ω ∈ ∧n(V ) \ {0}. Since ∧nV has dimension 1, the volume form µ is completely
determined by µ(e1 ∧ · · · ∧ en), where e1, . . . , en is a basis of V .
If we fix a volume form µ, it is possible to associate to each function f : V → C
a density fµ and define
(1.1)
∫
V
fµ dx ≡
∫
· · ·
∫
Rn
f(x1e1 + · · ·+ xnen)µ(e1 ∧ · · · ∧ en) dx1 · · · dxn,
where e1, . . . , en is any basis of V and x =
∑n
i=1 xiei. In fact, it is easy to prove
that the integral
∫
V
fµ dx does not depend on the choice of the basis e1, . . . , en of
V , even though it depends on the volume form µ.
If we consider only bases e1, . . . , en for V such that
µ(e1 ∧ · · · ∧ en) = 1,
(1.1) assumes the simpler form∫
V
fµ dx =
∫
· · ·
∫
Rn
f(x1e1 + · · ·+ xnen) dx1 · · · dxn,
and therefore we can omit µ in the left hand side, i. e.∫
V
f dx =
∫
· · ·
∫
Rn
f(x1e1 + · · ·+ xnen) dx1 · · · dxn,
3
Definition (1.1) allows to consider invariant Lp(V ) spaces. Since invariant defi-
nition of spaces of differentiable functions like C∞0 (V ) and S (V ) is not a problem,
we can also consider the dual spaces of distributions as D ′(V ) and S ′(V ).
If f and g belong to S (V ), we consider the pairing
〈f, g〉 ≡
∫
V
fgµ dx,
which extends to the dual pairing between S (V ) and S ′(V ). We also let
(f, g) = 〈f, g〉
for admissible f and g. The extension of ( · , · ) from S (V ) to L2(V ) is then the
usual scalar product.
1.2. Symplectic vector spaces.
Next we recall some facts about symplectic vector spaces. A real vector space
W of finite dimension 2n is called symplectic if there exists a non-degenerate anti-
symmetric bilinear form σ on W , i. e.
σ(X,Y ) = −σ(Y,X), for all X,Y ∈ W ,
and
σ(X,Y ) = 0, ∀ Y ∈ W =⇒ X = 0.
The form σ is called the symplectic form of W .
A basis e1, . . . , en, ε1, . . . , εn for W is called symplectic if it satisfies
σ(ej , ek) = σ(εj , εk) = 0, σ(ej , εk) = −δjk,
for j, k = 1, . . . , n. In some situations we use the notation en+1, . . . , e2n for the
vectors ε1, . . . , εn. Then, with respect to this basis, σ is given by
σ(X,Y ) =
n∑
j=1
(yjξj − xjηj),
where
X =
n∑
j=1
(xjej + ξjεj) and Y =
n∑
j=1
(yjej + ηjεj).
We refer to [18] for more facts about symplectic vector spaces.
In order to have invariant measure and integration on the symplectic vector space
W , we choose |σ∧n| /n! as symplectic volume form. Since
σ∧n(e1 ∧ · · · ∧ en ∧ ε1 ∧ · · · ∧ εn) = n!
for a symplectic basis e1, . . . , en, ε1, . . . , εn (which we sometimes abreviate as e1, . . . , εn),
when we integrate on W , we can omit the symplectic volume form:∫
W
a(X) dX =
∫∫
R2n
a(x1e1 + · · ·+ xnen + ξ1ε1 + · · ·+ ξnεn) dxdξ
=
∫∫
R2n
a(x1e1 + · · ·+ ξnεn) dxdξ.
With this choiche of volume form, the measure of subsets of W coincides with the
standard Lebesgue measure:
|U | =
∫
W
χU dX =
∫∫
R2n
χU (x1e1 + · · ·+ ξnεn) dxdξ,
where χU is the characteristic function of U ⊆W .
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The symplectic Fourier transform Fσ on S (W ) is defined by the formula
Fσa(X) ≡ π−n
∫
W
a(Y )e2iσ(X,Y ) dY,
when a ∈ S (W ). Then Fσ is a homeomorphism on S (W ) which extends to
a homeomorphism on S ′(W ), and to a unitary operator on L2(W ). Moreover,
(Fσ)
2 is the identity operator. Also note that Fσ is defined without any reference
of symplectic coordinates.
By straight-forward computations it follows that
Fσ(a ∗ b) = πnFσaFσb, Fσ(ab) = π−nFσa ∗Fσb,
when a ∈ S ′(W ), b ∈ S (W ), and ∗ denotes the usual convolution. We refer
to [14, 22–24] for more facts about the symplectic Fourier transform.
Next we recall the definition of the Weyl quantization. Let V be a real vector
space of finite dimension n, V ′ its dual space and let W = V × V ′. The vector
space W has a natural symplectic structure given by the symplectic form
(1.2) σ(X,Y ) = 〈y, ξ〉 − 〈x, η〉 ,
where
X = (x, ξ) ∈ V × V ′, Y = (y, η) ∈ V × V ′,
and 〈·, ·〉 is the duality pairing between V and V ′.
Remark 1.1. Observe that when W = V × V ′, and σ is defined as in (1.2), then a
symplectic basis for W is given by any basis e1, . . . , en for V × {0} together with
its dual basis ε1, . . . , εn for {0} × V ′. We call such a symplectic basis splitted.
Obviously, there are symplectic bases which are not splitted.
On the other hand, assume that W is an n-dimensional symplectic vector space,
e1, . . . , en, ε1, . . . , εn is a fix symplectic basis, and V and V
′ are the vector spaces
spanned by e1, . . . , en and ε1, . . . , εn respectively. Then V
′ is the dual of V , with
symplectic form as the dual form, and W can be identified with V × V ′, in which
the symplectic basis e1, . . . , εn is splitted.
The Weyl quantization Opw(a) of a symbol a ∈ S ′(W ) is equal to Opt(a) for
t = 1/2 (cf. the introduction). In particula, if a ∈ S (W ) and f ∈ S (V ), then
(0.1)′ Opw(a)f(x) = (2π)−n
∫∫
V×V ′
a
(
(x+ y)/2, ξ
)
f(y)ei〈x−y,ξ〉 dydξ,
where f ∈ S (V ) and the integration is performed with respect to a splitted sym-
plectic basis for W = V × V ′.
The definition of Opw(a) extends to each a ∈ S ′(W ), giving a continuous op-
erator Opw(a) : S (V ) → S ′(V ). (See [18, 22–24].) We also note that Opw(a) =
Op1/2(a), when Opt(a) is given by (0.1).
1.3. Operators and symbol classes.
We recall the definition of symbol classes which are considered. (See [18].) As-
sume that a ∈ CN (W ), g is an arbitrary Riemannian metric onW , and that m > 0
is a measurable function on W . For each k = 0, . . . , N , let
(1.3) |a|gk(X) = sup |a(k)(X ;Y1, . . . , Yk)|,
where the supremum is taken over all Y1, . . . , Yk ∈ W such that gX(Yj) ≤ 1 for
j = 1, . . . , k. Also set
(1.4) ‖a‖gm,N ≡
N∑
k=0
sup
X∈W
(
|a|gk(X)/m(X)
)
,
5
let SN (m, g) be the set of all a ∈ CN (W ) such that ‖a‖gm,N <∞, and let
S(m, g) ≡
⋂
N≥0
SN (m, g).
Next we recall some properties for the metric g on W (cf. [26, 27]). It follows
from Section 18.6 in [18] that for each X ∈ W , there are symplectic coordinates
Z =
∑n
j=1(zjej + ζjεj) which diagonalize gX , i. e. gX takes the form
(1.5) gX(Z) =
n∑
j=1
λj(X)(z
2
j + ζ
2
j ),
where
(1.6) λ1(X) ≥ λ2(X) ≥ · · · ≥ λn(X) > 0,
only depend on gX and are independent of the choice of symplectic coordinates
which diagonalize gX .
The dual metric gσ and Planck’s function hg with respect to g and the symplectic
form σ are defined by
gσX(Z) ≡ sup
Y 6=0
σ(Y, Z)2
gX(Y )
and hg(X) = sup
Z 6=0
(gX(Z)
gσX(Z)
)1/2
respectively. It follows that if (1.5) and (1.6) are fulfilled, then hg(X) = λ1(X) and
(1.5)′ gσX(Z) =
n∑
j=1
λj(X)
−1(z2j + ζ
2
j ).
In most of the applications we have that hg(X) ≤ 1 everywhere, i. e. the uncertainly
principle holds.
The metric g is called symplectic if gX = g
σ
X for every X ∈W . It follows that g
is symplectic if and only if λ1(X) = · · · = λn(X) = 1 in (1.5).
We recall that parallel to g and gσ , there is also a canonical way to assign a
corresponding symplectic metric g0 . (See e. g. [27].) More precisely, let Mg =
(g + gσ)/2 and define
g0X = lim
k→∞
Mkg.
Then g0 is a symplectic metric, defined in a symplectically invariant way and if
Z =
∑n
j=1(zjei + ζjεj) are symplectic coordinates such that (1.5) is fulfilled, then
g0X(Z) =
n∑
j=1
(z2j + ζ
2
j ).
The Riemannian metric g on W is called slowly varying if there are positive
constants c and C such that
(1.7) gX(Y −X) ≤ c =⇒ C−1gY ≤ gX ≤ CgY .
More generally, assume that g and G are Riemannian metrics on W . Then G is
called g-continuous, if there are positive constants c and C such that
(1.7)′ gX(Y −X) ≤ c =⇒ C−1GY ≤ GX ≤ CGY .
By duality it follows that g is slowly varying if and only if gσ is g-continuous, and
that (1.7) is equivalent to (1.7)′, when G = gσ.
A positive function m on W is called g-continuous if there are constants c and
C such that
(1.8) gX(Y −X) ≤ c =⇒ C−1m(Y ) ≤ m(X) ≤ Cm(Y ).
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We observe that if g is slowly varying, N ≥ 0 is an integer and m is g-continuous,
then SN (m, g) is a Banach space when the topology is defined by the norm (1.4).
Moreover, S(m, g) is a Freche´t space under the topology defined by the norms (1.4)
for all N ≥ 0.
The Riemannian metric g onW is called σ-temperate, if there is a constant C > 0
and an integer N ≥ 0 such that
(1.9) gY (Z) ≤ CgX(Z)(1 + gσY (X − Y ))N , for all X,Y, Z ∈ W .
We observe that if (1.9) holds, then (1.9) still holds after the term gσY (X − Y ) is
replaced by gσX(X − Y ), provided the constants C and N have been replaced by
larger ones if necessary. (See also [18].)
More generally, if g and G are Riemannian metrics on W , then G is called
(σ, g)-temperate, if there is a constant C and an integer N ≥ 0 such that
(1.9)′
{
GX(Z) ≤ CGY (Z)(1 + gσX(X − Y ))N ,
GX(Z) ≤ CGY (Z)(1 + gσY (X − Y ))N , for all X,Y, Z ∈W.
By duality it follows that G is (σ, g)-temperate, if and only if Gσ is (σ, g)-temperate.
In particular, g is σ-temperate, if and only if gσ is (σ, g)-temperate. We also note
that if g is σ-temperate and one of the inequalities in (1.9)′ holds, then G is (σ, g)-
temperate.
The weight function m is called (σ, g)-temperate if (1.9)′ holds after GX(Z) and
GY (Z) have been replaced by m(X) and m(Y ) respectively.
In the following proposition we give examples on important functions related to
the slowly varying metric g and which are symplectically invariantly defined. Here
we set
(1.10) Λg(X) = λ1(X) · · ·λn(X),
when gX is given by (1.5).
Proposition 1.2. Assume that g is a Riemannian metric on W , and that X ∈ W
is fixed. Also assume that the symplectic coordinates are chosen such that (1.5)
holds. Then the following are true:
(1) λj for 1 ≤ j ≤ n and Λg are symplectically invariantly defined;
(2) if in addition g is slowly varying, then λj for 1 ≤ j ≤ n and Λg are g-
continuous;
(3) if in addition g is σ-temperate, then λj for 1 ≤ j ≤ n and Λg are (σ, g)-
temperate.
Proof. The assertion follows immediately from the fact that
λj(X) = inf
Wj
(
sup
Y ∈Wj\0
(gX(Y )
gσX(Y )
)1/2)
,
where the infimum is taken over all symplectic subspaces Wj of W of dimension
2(n− j + 1). 
We note that an alternative proof of (1) in Proposition 1.2 can be found in
Section 18.5 in [18].
The following definition is motivated by the general theory of Weyl calculus.
(See Section 18.4–18.6 in [18].)
Definition 1.3. Assume that g is a Riemannian metric on W . Then g is called
(i) feasible if g is slowly varying and hg ≤ 1 everywhere;
(ii) strongly feasible if g is feasible and σ-temperate.
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Note that feasible and strongly feasible metrics are not standard terminology.
In the literature it is common to use the term “Ho¨rmander metric” or “admissible
metric” instead of “strongly feasible” for metrics which satisfy (ii) in Definition
1.3. (See [6–10].) An important reason for us to follow [26, 27] concerning this
terminology is that we permit metrics which are not admissible in the sense of [6–10],
and that we prefer similar names for metrics which satisfy (i) or (ii) in Definition
1.3.
Remark 1.4. We note that if g is strongly feasible, then g0 is strongly feasible, and
g and h−sg g are (σ, g
0)-temperate when 0 ≤ s ≤ 1 (cf. [27]). In particular, h−sg g
is strongly feasible which is also an immediate consequence of Proposition 18.5.6
in [18].
Remark 1.5. Assume that g is slowly varying on W and let c be the same as in
(1.7). Then it follows from Theorem 1.4.10 in [18] that there is a constant ε > 0,
an integer N ≥ 0 and a countable sequence {Xj}j∈N in W such that the following
is true:
(1) there is a positive number ε such that gXj (Xj −Xk) ≥ ε for every j, k ∈ N
such that j 6= k;
(2) W =
⋃
j∈N Uj , where Uj is the gXj -ball
{
X ; gXj (X −Xj) < c
}
;
(3) the intersection of more than N balls Uj is empty.
Remark 1.6. It follows from Section 1.4 and Section 18.4 in [18] that if g is a slowly
varying metric on W , and (1)–(3) in Remark 1.5 holds, then there is a sequence
{ϕj}j∈N in C∞0 (W ) such that the following is true:
(1) 0 ≤ ϕj ∈ C∞0 (Uj) for every j ∈ N;
(2) supj∈N ‖ϕj‖
gXj
1,N < ∞ for every integer N ≥ 0 (i. e. {ϕj}j∈N is a bounded
sequence in S(1, g));
(3)
∑
j∈N ϕj = 1 on W .
1.4. Schatten-von Neumann operators.
Next we recall some facts about Schatten-von Neumann operators. (see [20].)
Let ON0(V ) be the set of all finite orthonormal sequences {fj}j∈J in L2(V ) such
that fj ∈ S (V ) for every j ∈ J . Then the linear operator T from S (V ) to S ′(V )
is called a Schatten-von Neumann operator of order p ∈ [1,∞] (on L2(V )), if
(1.11) ‖T ‖
Ip
≡ sup
(∑
j∈J
|(Tfj, gj)|p
)1/p
<∞,
where the supremum is taken over all sequences {fj}j∈J and {gj}j∈J in ON0(V ).
The set of Schatten-von Neumann operators of order p is denoted by Ip. Then
Ip is a Banach space under the norm ‖ · ‖Ip , and I1, I2 and I∞ are the spaces
of trace-class, Hilbert-Schmidt, and continuous operators on L2(V ) respectively.
Moreover, Ip increases with p, ‖·‖Ip decreases with p, and if T ∈ Ip for p < ∞,
then T is compact on L2(V ). We refer to [20] for more facts about Schatten-von
Neumann spaces.
For each p ∈ [1,∞] and t ∈ R, we let st,pp (W ) be the set of all a ∈ S ′(W ) such
that Opt(a) ∈ Ip. We also let st,♯(W ) be the subspace of st,∞(W ) consisting of
all a such that Opt(a) is compact on L
2(V ). The spaces st,p(W ) and st,♯(W ) are
equipped by the norms ‖a‖st,p ≡ ‖Opt(a)‖Ip and ‖·‖st,∞ respectively. It follows
that the map a 7→ Opt(a) is an isometric homeomorphism from st,p(W ) to Ip, for
every p ∈ [1,∞] (see [22–24]). Since the Weyl case is particularily interesting we
also use the notation swp and s
w
♯ instead of st,p and st,♯ when t = 1/2.
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In the following propositions, we recall some facts for the swp -spaces. The proofs
are omitted since the results are restatements of certain results in [22–24]. Here
and in what follows, p′ ∈ [1,∞] denotes the conjugate exponent of p ∈ [1,∞], i. e.
1/p+1/p′ = 1. We also use the notation L∞0 (W ) for the set of all a ∈ L∞(W ) such
that
lim
R→∞
(
ess sup
|X|≥R
|a(X)|
)
= 0,
where | · | is any euclidean norm on W . We refer to [25] for more facts about the
st,p spaces for general t ∈ R.
Proposition 1.7. Assume that p, p1, p2 ∈ [1,∞] are such that p1 ≤ p2 <∞. Then
swp (W ) and s
w
♯ (W ) are Banach spaces with continuos embeddings
S (W ) →֒ swp1(W ) →֒ swp2(W ) →֒ sw♯ (W ) →֒ sw∞(W ) →֒ S ′(W ).
Moreover, sw2 (W ) = L
2(W ).
If a ∈ S ′(W ) and T is an affine symplectic map, then Fσ and the pullback T ∗
are homeomorphisms on swp (W ) and on s
w
♯ (W ), and
‖a‖swp2 ≤ ‖a‖swp1 , ‖a‖swp = ‖T
∗a‖swp = ‖Fσa‖swp ,
‖a‖L∞ ≤ 2n ‖a‖sw1 , ‖a‖sw2 = (2π)
−n/2 ‖a‖L2 .
Proposition 1.8. Assume that p ∈ [1,∞]. Then the following is true:
(1) the bilinear form 〈 · , · 〉 on S (W ) and the L2-form ( · , · ) on S (W ) ex-
tend uniquely to the duality between swp (W ) and s
w
p′(W ), and for every
a ∈ swp (W ) and b ∈ swp′(W ) it holds
|〈a, b〉| ≤ ‖a‖swp ‖b‖swp′ , |(a, b)| ≤ ‖a‖swp ‖b‖swp′
and
‖a‖swp = sup |〈a, c〉| = sup |(a, c)|
where the supremums are taken over all c ∈ swp′(W ) such that ‖c‖sw
p′
≤ 1;
(2) if p < ∞, then the dual space for swp can be identified with swp′ through the
form 〈 · , · 〉 or ( · , · ).
In what follows we let Br(X) denote the open ball with center at X ∈ W and
radius r, provided there is no confusion about the euclidean structure in W . For
future references we also set B(X) = B1(X).
Proposition 1.9. Assume that p ∈ [1,∞] and r ∈ (1,∞). Then
swp (W ) ∩ E ′(W ) = Fσ
(
Lp(W )
) ∩ E ′(W ),
and for some constant C which only depends on r and n it holds
(1.12) C−1 ‖Fσa‖Lp ≤ ‖a‖swp ≤ C ‖Fσa‖Lp ,
for all a ∈ E ′(Br(0)). Here the open ball Br(0) is taken with respect to any euclidean
metric.
The next proposition concerns interpolation properties. Here and in what follows
we use similar notations as in [5] concerning interpolation spaces.
Proposition 1.10. Assume that p, p1, p2 ∈ [1,∞] and 0 ≤ θ ≤ 1 such that 1/p =
(1 − θ)/p1 + θ/p2. Then the (complex) interpolation space (swp1 , swp2)[θ] is equal to
swp with equality in norms.
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2. Necessary and sufficient conditions for symbols to define
Schatten-von Neumann operators
2.1. Necessary and sufficient conditions for symbols in the Weyl calculus.
In this subsection we continue the discussion from [10,27] concerning Schatten-
von Neumann properties for pseudo-differential operators. We discuss necessity
for symbols in S(m, g) in order to the corresponding Weyl operators should be
Schatten-von Neumann operators of certain degrees. We essentially prove that the
sufficiency results in Section 6 in [27] are to some extent also necessary. More
precisely we have the following result.
Theorem 2.1. Assume that p ∈ [1,∞], g is strongly feasible, m is g-continuous,
and that a ∈ S(m, g). Then the following is true:
(1) if h
N/2
g m ∈ Lp(W ) for some N ≥ 0, then a ∈ swp (W ) if and only if a ∈
Lp(W );
(2) if h
N/2
g m ∈ L∞0 (W ) for some N ≥ 0, then a ∈ sw♯ (W ) if and only if
a ∈ L∞0 (W ).
Using completely different techniques, Theorem 2.1 has already been proved
in [12] when p = ∞ and m is (σ, g)-temperate. Here we prove it as an immediate
consequence of Proposition 2.2 and Proposition 2.3 below. The proof of Proposition
2.2 is omitted since the result is the same as Proposition 4.5′ in [27].
Here and in what follows we set
(2.1) κp =
{
2[2n(1/p− 1/2)] + 1, for p ∈ [1, 2),
0, for p ∈ [2,∞],
where [x] denotes the integer part of the real number x.
Proposition 2.2. Assume that g is slowly varying when p ∈ [1, 2] and strongly
feasible when p ∈]2,∞]. Then the following is true:
(1) if h
N/2
g m ∈ Lp(W ) for some N ≥ κp, then we have
(2.2) SN(m, g) ∩ Lp(W ) ⊆ swp (W ),
and
(2.3) ‖a‖swp ≤ C
(
‖a‖Lp + ‖a‖gm,N
∥∥∥hN/2g m∥∥∥
Lp
)
,
for some constant C which is independent of a;
(2) if h
N/2
g m ∈ L∞0 (W ) for some N ≥ 0, then
(2.4) SN (m, g) ∩ L∞0 (W ) ⊆ sw♯ (W ).
The next result is the needed converse of Proposition 2.2.
Proposition 2.3. Assume that g is strongly feasible when p ∈ [1, 2) and feasible
when p ∈ [2,∞], and that m is g-continuous. Then the following is true:
(1) if h
N/2
g m ∈ Lp(W ) for some N ≥ 0, then
(2.5) S(m, g) ∩ swp (W ) ⊆ Lp(W );
(2) if h
N/2
g m ∈ L∞0 (W ) for some N ≥ 0, then
(2.6) S(m, g) ∩ sw♯ (W ) ⊆ L∞0 (W ).
We need some preparations for the proof and start with the following lemma,
which is essentially the same as Lemma 3.1 of [19].
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Lemma 2.4. Assume that f ∈ C2([0, r]). Then
|f ′(0)| ≤ 4(r−1 + 1)
(
max
t∈[0,r]
|f(t)|+ max
t∈[0,r]
|f ′′(t)|
)
.
Proof. We may assume f ′(0) 6= 0. Set
Mj = max
t∈[0,r]
|f (j)(t)|, for j = 0, 2.
By the mean value theorem we have |f ′(t)− f ′(0)| ≤M2t, for all t ∈ [0, r]. Then
|f ′(0)|/2 ≤ |f ′(t)| for 2M2t ≤ |f ′(0)| and 0 ≤ t ≤ r.
Let δ = min{r, |f ′(0)|/(2M2)}. Then using the mean value theorem again it
follows that f(δ)− f(0) = f ′(s)δ for some s ∈ [0, δ]. This gives
|f ′(0)|/2 ≤ |f ′(s)| ≤ |f(δ)− f(0)|/δ ≤ 2M0/δ.
Then either
|f ′(0)|/2 ≤ 2M0/r or |f ′(0)|/2 ≤ 4M0M2/|f ′(0)|.
The result now follows by combining these inequalities. 
Lemma 2.5. Assume that g is slowly varying, N ∈ N, and consider the open ball
UX = {Y ∈W ; gX(Y −X) < c } ,
where c is the same as in (1.7). Then there exists a positive constant C0, depending
only on N , n and the constants in (1.7) such that
sup
k≤N
sup
Y ∈UX
|a|gk(Y ) ≤ C0
(
sup
Y ∈UX
|a(Y )|+ sup
Y ∈UX
|a|gN (Y )
)
,
for all X ∈W and all a ∈ CN (W ).
Proof. By induction we may assume N = 2. Let X0 ∈ UX be fixed. We shall find
an appropriate basis e1, . . . , e2n, orthonormal with respect to gX , and such that
(2.7) X0 + tej ∈ UX , for 0 ≤ t <
√
c/2n.
Let us first show that it is always possible to find e1, . . . , e2n such that (2.7) is
fulfilled. Since this is obviously true for X0 = X , we may assume X0 6= X . Let
g˜X(Y, Z) =
(
gX(Y + Z)− gX(Y − Z)
)
/4
be the polarization of g and choose the basis e1, . . . , e2n such that
g˜X(X0 −X, ej) = −
√
gX(X0 −X)/(2n), for j = 1, . . . , 2n.
This is possible if we choose e1, . . . , e2n in such way thatX0−X = −t0(e1+· · ·+e2n)
for some t0 > 0. Then we have
gX(X0 + tej −X) = gX(X0 −X)− 2t
√
gX(X0 −X)/(2n) + t2
= (t−
√
gX(X0 −X)/(2n))2 + (1 − (2n)−1)gX(X0 −X) < c,
since it follows from the assumptions that
−
√
c/(2n) ≤ t−
√
gX(X0 −X)/(2n) ≤
√
c/(2n) and gX(X0 −X) < c.
Since g˜X(Z, ej) ≤ 1, for gX(Z) = 1, we have
|a|g1(X0) ≤ C sup
gX (Z)=1
∣∣∣a(1)(X0;Z)∣∣∣ ≤ C 2n∑
j=1
|a(1)(X0; ej)|,
where C is the same as in (1.7).
If we let f(t) = a(Z + tei) and r =
√
c/2n, Lemma 2.4 shows that
(2.8) |a(1)(X0; ei)| ≤ 4(
√
2n/c+ 1)
(
max
Y ∈UX
|a(Y )|+
2n∑
j=1
max
Y ∈UX
|a(2)(Y ; ej, ej)|
)
,
for i = 1, . . . , 2n. The result now follows from (2.8) and
2n∑
j=1
max
Y ∈UX
|a(2)a(Y ; ej , ej)| ≤ 2n max
Y ∈UX
|a|g2(Y ),
which completes the proof. 
Proof of Proposition 2.3. We only prove (1) in the case p < ∞. The case p = ∞
and assertion (2) follow by similar arguments and are left for the reader.
Assume that a ∈ S(m, g), a /∈ Lp(W ) and set GX = hg(X)−1/2gX . Furthermore,
since hg ≤ 1, it follows from Remark 1.4 that G is feasible (strongly feasible) when
g is feasible (strongly feasible), and that the hypothesis still holds after N has
been replaced by a larger number. Hence, (2.9) and Proposition 2.2 give that
h
N/2
G m
p−1 ∈ Lp′ and
(2.3)′ ‖b‖sw
p′
≤ C
(
‖b‖Lp′ + ‖b‖Gmp−1,N
∥∥∥hN/2G m∥∥∥
Lp′
)
,
is fulfilled when b ∈ S(mp−1, G), provided that N has been replaced by a larger
number if necessary. In particular we may assume that
(2.9) h
N/2
G m
p−1 ∈ Lp′(W ), with N ≥ κp′ and SN (mp−1, G) ∩ Lp
′ ⊆ swp′ .
Next let Uj and Xj for j ∈ N be the same as in Remark 1.5 after g has been
replaced by G, and let ε0 and N0 be the same as ε and N respectively in Remark
1.5. Also let I0 be the set of all j ∈ N such that 2hg(X)N/2m(X) ≤ |a(X)| for
some X ∈ U j , and set for each J ⊆ N, ΩJ = ∪j∈JUj . For each j ∈ N we choose a
point Yj ∈ U j such that |a(X)| ≤ |a(Yj)| when X ∈ U j . Then it follows that I0 is
an infinite set and that ‖a‖Lp(ΩI0 ) = +∞, since a ∈ L
p
loc(W ) \ Lp(W ).
In a moment we shall prove that there are constants C and r0 > 0, and a sequence
{X0j }j∈I0 such that for any j ∈ I0 it holds
U0j =
{
Y ∈ W ; GXj (Y −X0j ) < 4r20
} ⊂ Uj ,(2.10)
and
hg(X)
N/2m(X) ≤ |a(Yj)|/2 ≤ |a(X)| ≤ |a(Yj)|,
|a|Gk (X) ≤ C|a(X)|,
(2.11)
for all X ∈ U0j and k ≤ N .
Admitting this for a while we may proceed as follows. Let U1j be the open ball
with center at X0j and radius r0 (with respect to the metric GXj ), and choose a
bounded sequence {ϕj}j∈I0 in S(1, G) such that 0 ≤ ϕj ≤ 1, ϕj ∈ C∞0 (U0j ) and
ϕj = 1 in U
1
j . Also let J be an arbitrary finite subset of I0. Then it follows from
(2.10) and (2.11) and the fact that there is a bound of overlapping Uj, that for
some constant C which is independent of j ∈ I0 and J it holds
|U1j | ≤ |U0j | ≤ |Uj| ≤ C|U1j |, j ∈ I0
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and (∑
j∈J
|a(Yj)|p|U1j |
)1/p
≤ C
(∑
j∈J
‖a‖pLp(U1j )
)1/p
(2.12)
≤ C2 ‖a‖Lp(ΩJ ) ≤ C3
(∑
j∈J
|a(Yj)|p|U1j |
)1/p
.
Now we let
bJ(X) =
(∑
j∈J
a(X)|a(X)|p−2ϕj(X)
)
/ ‖a‖p−1Lp(ΩJ ) .
Then it follows from (2.12) that
sup
J
‖bJ‖Lp′(ΩJ ) <∞.
In fact, since there is a bound of overlapping Uj , we have
‖bJ‖Lp′ ≤
1
‖a‖p−1Lp(ΩJ )
((∑
j∈J
|a(X)|p−1ϕj(X)
)p′
dX
)1/p′
≤ C1 1‖a‖p−1Lp(ΩJ )
((∑
j∈J
∫
Uj
|a(X)|p dX
))1/p′
≤ C2 1‖a‖p−1Lp(ΩJ )
(∫
ΩJ
|a(X)|p dX
)(p−1)/p
Lp(ΩJ ) = C2,
for some constants C1 and C2.
Furthermore, by (2.11) it follows that the set of all bJ is a bounded subset of
SN (m
p−1, G). Hence (2.3)′ and (2.9) give
sup
J
‖bJ‖sw
p′
<∞.
By Proposition 1.8 (1) and (2.12) it follows now that there are positive constants
C1 and C2 which are independent of J such that
‖a‖swp ≥ C1|(a, bJ)| ≥ C2 ‖a‖Lp(ΩJ ) .
By letting J increase to I0 we therefore obtain ‖a‖swp ≥ C2 ‖a‖Lp(ΩI0 ) =∞, which
proves the assertion.
It remains to prove (2.10) and (2.11). From Lemma 2.5 we have that
sup
X∈Uj
|a|Gk (X) ≤ C
(
sup
X∈Uj
|a(X)|+ sup
Y ∈Uj
|a|GN (X)
)
(2.13)
≤ C
(
|a(Yj)|+ sup
Y ∈Uj
|a|GN (X)
)
, for all j ∈ I0 and k ≤ N .
On the other hand we have
(2.14) |a|GN (X) = hN/2g (X)|a|gN (X) ≤ ChN/2g (X)m(X) ≤ C|a(Yj)|,
for all X ∈ Uj . From (2.13) and (2.14) we obtain
(2.15) sup
X∈Uj
|a|Gk (X) ≤ C|a(Yj)|, for all j ∈ I0 and k ≤ N .
Next we consider the Taylor expansion
a(X) = a(Yj) +
∫ 1
0
a(1)
(
Yj + t(X − Yj);X − Yj
)
dt,
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which, together with (2.15), yields the estimate
|a(Yj)| ≤ |a(X)|+ C|a(Yj)|GXj (X − Yj)1/2,
for all X ∈ Uj and j ∈ I0. But then we can choose ε1 > 0 so small that
|a(Yj)| ≤ 2|a(X)|, for X ∈ Uj, GXj (X − Yj) < ε21 and j ∈ I0.
Let ε2 =
√
c, with c as in Remark 1.5 and define
X0j =
1
2
ε1
ε1 + ε2
Xj +
1
2
ε1 + 2ε2
ε1 + ε2
Yj
and
r0 =
1
4
ε1ε2
ε1 + ε2
.
Then it is easy to check that (2.10) and (2.11) are satisfied and this completes the
proof. 
2.2. Necessary and sufficient conditions for symbols in other pseudo-
differential calculi.
In this subsection we extend the the results of Subsection 2.1 to other calculi
of pseudo-differential operators, whose definition is a natural generalization of the
Weyl quantization (0.1)′.
As in the definition of the Weyl quantization given in Subsection 1.2, let V be
a real vector space of finite dimension n, V ′ its dual space, and W = V × V ′ the
symplectic vector space with the symplectic form (1.2). Let t ∈ R be fixed, and
assume that a ∈ S (W ). Then the pseudo-differential operator Opt(a) is defined by
the formula (0.1) when f ∈ S (V ). We recall that the operator Opt(a) is continuous
on S (V ), and the definition of Opt(a) extends to each a ∈ S ′(W ), and then Opt(a)
is a continuous operator from S (V ) to S ′(V ). Moreover, the map a 7→ Opt(a)
from S ′(W ) to the set of linear and continuous operators from S (V ) to S ′(V ) is
bijective. (See [18].)
We note that a(x,D) = Op0(a) is the standard representation (Kohn-Nirenberg
representation) and Opw(a) = Op1/2(a) is the Weyl quantization. We also recall
that if s, t ∈ R and a, b ∈ S ′(W ) are arbitrary, then
(2.16) Ops(a) = Opt(b) ⇐⇒ a(X) = ei(s−t)Φ(D)b(X),
where Φ(X) = 〈x, ξ〉, X = (x, ξ) ∈ V × V ′, and the right-hand side of (2.16) is
equivalent to
ei(s−t)Φ(X)F b(X) = (X).
(See the introduction for the definition of the Fourier transform F .) In particular,
eitΦ(D) is a bijective and continuous mapping on S (W ) which extends uniquely to
bijective and continuous mapping on S ′(W ), and to a unitary operator on L2(W ).
The extension of the symbolic calculus to pseudo-differential operators of the
kind (0.1) requires that the metric g has to be splitted (see [8]), i. e. g should
satisfy the following identity
(2.17) gX(z, ζ) = gX(z,−ζ),
for all X ∈ W , z ∈ V , and ζ ∈ V ′. (cf. the discussion after Theorem 18.5.5 and
before Theorem 18.5.10 in [18].), Observe that (2.17) is equivalent to
(2.18) gX(z, ζ) = g1,X(z) + g2,X(ζ),
where g1 and g2 are positive definite quadratic forms on V and V
′ respectively.
The diagonalization of the metric assume a special form when g is splitted. Recall
that the definition of splitted symplectic basis is given in Remark 1.1.
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Lemma 2.6. Assume that g is splitted on W = V ×V ′. Then for all X ∈ W there
exists a splitted symplectic basis e1, . . . , en, ε1, . . . , εn such that
gX(Z) =
n∑
j=1
λj(X)(z
2
j + ζ
2
j )
for all Z = (z, ζ) =
∑n
j=1(zjej + ζjεj).
Proof. Since it is well-known that it is possible to diagonalize two quadratic forms, it
follows from (2.18) that there exists a splitted symplectic basis e˜1, . . . , e˜n, ε˜1, . . . , ε˜n
such that
gX(Z) =
n∑
j=1
(z˜2j + µj(X)ζ˜
2
j ),
where Z =
∑n
j=1(z˜j e˜j + ζ˜j ε˜j), and µ1 ≥ · · · ≥ µn > 0. Then it suffices to set
λj = µ
1/2
j , ej = µ
1/4e˜j, and εj = µ
−1/4
j ε˜j , for j = 1, . . . , n. 
The following proposition is contained in Proposition 18.5.10 of [18].
Proposition 2.7. Assume that g is strongly feasible and splitted, and that m is g-
continuous and (σ, g)-temperate. Also assume that t ∈ R. Then ei tΦ(D) on S ′(W )
restricts to a homeomorphism on S(m, g). Furthermore, for every integer N ≥ 0
and a ∈ S(m, g) it holds
(2.19) eitΦ(D)a−
∑
k<N
(
itΦ(D)
)k
a/k! ∈ S(hNg m, g).
Now we can state the extension of Theorem 2.1:
Theorem 2.8. Assume that p ∈ [1,∞], g is strongly feasible and splitted, m is
g-continuous and (σ, g)-temperate, and that a ∈ S(m, g). Then the following is
true:
(1) if h
N/2
g m ∈ Lp(W ) for some N ≥ 0, then a ∈ st,p(W ) if and only if
a ∈ Lp(W );
(2) if h
N/2
g m ∈ L∞0 (W ) for some N ≥ 0, then a ∈ st,♯(W ) if and only if
a ∈ L∞0 (W ).
Theorem 2.8 is an immediate consequence of (2.16), Theorem 2.1 and the fol-
lowing result.
Proposition 2.9. Assume that p ∈ [1,∞], g is strongly feasible and splitted, and
that m is g-continuous, (σ, g)-temperate and satisfies h
N/2
g m ∈ Lp(W ) (hN/2g m ∈
L∞0 (W )) for some N ≥ 0. If t ∈ R is fixed, then ei tΦ(D) on S ′(W ) restricts to a
continuous isomorphism on S(m, g) ∩ Lp(W ) (S(m, g) ∩ L∞0 (W )).
Proof. We only prove the result for p <∞. The remaining cases follow by similar
arguments and are left for the reader.
We need to prove that b = eitΦ(D)a ∈ Lp(W ) whenever a ∈ S(m, g) ∩ Lp(W ).
Let N0, {Xj}j∈N, {Uj}j∈N and G be as in the proof of Proposition 2.3, and let
{ϕj}j∈N be as in Remark 1.6. Also let {ψj}j∈N be a bounded set of non-negative
functions in S(1, G) such that suppψj ⊆ Uj and ψj = 1 on suppϕj . Then G is
strongly feasible. Since hG = h
1/2
g , it follows from Proposition 2.7 that
eitΦ(D)a−
∑
k<N
(
itΦ(D)
)k
a/k! ∈ S(hNGm,G) ⊆ Lp(W ).
We therefore need to prove that Φ(D)ka ∈ Lp(W ) when k < N .
15
By Lemma 2.6 there exists a splitted symplectic basis e1, . . . , en, ε1, . . . , εn such
that
GXj (Z) =
n∑
i=1
λi(Xj)(z
2
i + ζ
2
i )
for all Z = (z, ζ) =
∑n
i=1(ziei + ζiεi). Let aj = ϕja and j ∈ N and
Hj(z1, . . . , zn, ζ1, . . . , ζn) = aj(Xj + z1e1 + · · ·+ znen + ζ1ε1 + · · ·+ ζnεn).
By Theorem 4.13 of [1] or Lemma A.1 in the appendix there exists a positive
constant C depending only on N , n and p, and such that∥∥∥∂αz ∂βζHj∥∥∥
Lp
≤ C
(
‖Hj‖Lp +
∑
|γ+δ|=N
∥∥∥∂γz ∂δζHj∥∥∥
Lp
)
,
when |α+ β| ≤ N . In particular we obtain
(2.20)
∥∥∥〈Dz, Dζ〉kHj∥∥∥
Lp
≤ C
(
‖Hj‖Lp +
∑
|γ+δ|=N
∥∥∥∂γz ∂δζHj∥∥∥
Lp
)
,
for k < N .
Since
∂ziHj(z1, . . . , zn, ζ1, . . . , ζn) = a
(1)(X + Z; ei)
and
∂ζiHj(z1, . . . , zn, ζ1, . . . , ζn) = a
(1)(X + Z; εi)
for j = 1, . . . , n, we have
〈Dz, Dζ〉kHj(z1, . . . , zn, ζ1, . . . , ζn) = Φ(D)kaj(Xj + Z)
and
|∂αz ∂βζHj(z1, . . . , zn, ζ1, . . . , ζn)| ≤ Cλ(Xj)α+βm(Xj)
≤ hG(Xj)Nm(Xj) = hg(Xj)N/2m(Xj),
where |α+ β| = N and the constant C does not depend on (z, ζ) nor on j ∈ N.
From (2.20) it follows that∥∥Φ(D)kaj∥∥Lp ≤ C(‖aj‖Lp + ∥∥∥hN/2g mψj∥∥∥Lp),
where the constant C does not depend on j.
Since there is a bound of overlapping Uj we therefore obtain∥∥Φ(D)ka∥∥
Lp
≤ C1
(∑
j∈N
∥∥Φ(D)kaj∥∥pLp )1/p
≤ C2
(∑
j∈N
(
‖aj‖pLp +
∥∥∥hN/2g mψj∥∥∥p
Lp
))1/p
≤ C3
( ‖a‖Lp + ∥∥∥hN/2g m∥∥∥
Lp
)
<∞,
for some constants C1, C2, C3, and the result follows. 
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3. Further sufficient conditions for symbols to define Schatten-von
Neumann operators in the Weyl calculus
In this section we combine techniques in [17] with arguments in the proof of
Theorem 4.4′ in [27]. These investigations lead to Theorem 3.1 below, where other
sufficient conditions on N , m and g comparing to Theorem 4.4′ and Proposition
4.5′ in [27] are presented in order for the embedding
(3.1) SN(m, g) ∩ Lp(W ) ⊆ swp (W ),
should hold.
Set
(3.2) κ′p =
{
[2n(1/p− 1/2)] + 1, if 1 ≤ p < 2,
0, if p = 2,
i. e. κ′p = (κp + 1)/2 when 1 ≤ p < 2 and κ′p = κp = 0 when p = 2, where the
definition of κp is given by (2.1).
The following result, parallel to Proposition 4.5′ (1) in [27], also generalizes The-
orem 3.9 in [17]. Recall (1.10) for the definition of Λg.
Theorem 3.1. Assume that p ∈ [1, 2] and that N ≥ κ′p. Also assume that g is
slowly varying on W , G = g+g0, and that m is g-continuous such that Λ
1/p
G h
N/2
g m ∈
Lp(W ). Then (3.1) holds.
We need some preparation for the proof. The first result is a generalization of
the estimate (3.9) in [17].
Lemma 3.2. Assume that p, q ∈ [1,∞] are such that p′ ≤ q when p ≥ 2, and that
N ≥
{[
2n(1/p− 1/q′)]+ 1, if p < 2,
0 if p ≥ 2,
Then there is a constant C such that
(3.3) ‖a‖swp ≤ C
2n∑
j=1
∥∥DNj a∥∥Lq ,
when a ∈ CN0 (W ) is supported in a ball of radius one.
For the proof we recall that for all 1 ≤ p ≤ ∞, R > 0, and multi-index α such
that |α| ≤ N we have
(3.4) ‖a‖Lp ≤ (2R)|α| ‖Dαa‖Lp , for all a ∈ CN0 (BR(X)).
Proof. We may assume that a is supported in a ball with center at X = 0. First
assume that 1 ≤ p < 2, and let a ∈ CN0 (B(0)). By Ho¨lder’s inequality it follows
that is no restriction to assume that q < 2, which in particular implies that q < p′.
Let Ω0 = B2(0) and let
Ωj =
{
X ∈ R2n ; |X | ≥ 1, |Xj | > |X |/(4n)
}
,
for j = 1, . . . , 2n, and choose {ϕj}j=0,...,2n ⊆ S00,0 such that suppϕj ⊆ Ωj and∑2n
j=0 ϕj = 1. Then it follows from (1.12) that
‖a‖swp ≤ C ‖Fσa‖Lp ≤ C
2n∑
j=0
‖ϕjFσa‖Lp .
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We have to estimate ‖ϕjFσa‖Lp for j = 0, . . . , 2n. First assume that j = 0.
By (3.4), and Haussdorf-Young’s and Ho¨lder’s inequalities it follows that for some
constants C1, C2 and C3 it holds
‖ϕ0Fσa‖Lp ≤ ‖ϕ0‖Lp ‖Fσa‖L∞ ≤ C1 ‖ϕ0‖Lp ‖a‖L1(3.5)
≤ C2 ‖a‖Lq ≤ C3
2n∑
j=1
∥∥DNj a∥∥Lq .
The last inequality follows from (3.4).
Next assume that j ≥ 1. Since q′ > p, it follows that we may choose r ∈ [1,∞]
such that 1/r = 1/p− 1/q′. Then ψj(X) ≡ X−Nj ϕj(X) belongs to S00,0 ∩Lr(R2n).
Hence by integration by parts and Ho¨lder’s inequality it follows that
‖ϕjFσa‖Lp =
∥∥∥ϕj ∫
R2n
a(X)e2iσ( · ,X) dX
∥∥∥
Lp
= 2−N
∥∥∥ψj ∫
R2n
(DNj a)(X)e
2iσ( · ,X) dX
∥∥∥
Lp
≤ ‖ψj‖Lr
∥∥Fσ(DNj a)∥∥Lq′ .
Hence the fact that q′ > 2 and Haussdorf-Young’s inequality give
(3.6) ‖ϕjFσa‖Lp ≤ C
∥∥DNj a∥∥Lq , for j = 1, . . . , 2n,
where C = ‖ψj‖Lr is finite in view of the assumptions. The assertion now follows
in this case by combining (3.5) and (3.6).
Next assume that p ≥ 2. Then (1.12) and Haussdorf-Young’s and Ho¨lder’s
inequalities give
‖a‖swp ≤ C1 ‖Fσa‖Lp ≤ C2 ‖a‖Lp′ ≤ C3 ‖a‖Lq .
The assertion now follows from (3.4) and the proof is complete. 
Certain parts and ideas of the next result can be found in the proof of Lemma
3.8 in [17]. We set, as in [27],
|a|WpN (Ω) =
∑
|α|=N
‖∂αa‖Lp(Ω), and ‖a‖WpN (Ω) =
∑
|α|≤N
‖∂αa‖Lp(Ω).
Lemma 3.3. Assume that Ω ⊆ R2n is open, bounded and convex, p ∈ [1,∞],
N ≥ κ′p, and that ϕ ∈ CN0 (Ω). Then there exists a positive constant C such that
(3.7) ‖ϕa‖swp ≤ C
( ∑
|α|≤N−1
|a(α)(Y )|+ |a|W∞N (Ω)
)
,
for all Y ∈ Ω and all a ∈ CN (Ω).
Furthermore, if q ∈ [1,∞], and Ω0 ⊆ Ω is open and non-empty, then
(3.8) ‖ϕa‖swp ≤ C
(‖a‖Lq(Ω0) + |a|W∞N (Ω)),
for all a ∈ CN (Ω).
Proof. By choosing a finite numbers of appropriate open balls Bk ⊂ Ω and ψk ∈
C∞0 (Bk), k ∈ I such that
suppϕ ⊆
⋃
k∈I
Bk,
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and ∑
k∈I
ψk = 1, on suppϕ,
we reduce ourself to the case that suppϕ ⊆ B ⊆ Ω, for some open ball B.
Let Y ∈ Ω be arbitrary. By Taylor expansion it follows that a = b+ c, where
b(X) = Ta,N−1(X) ≡
∑
|α|≤N−1
a(α)(Y )
α!
(X − Y )α
is the Taylor polynomial of a at Y to the order N − 1, and
c(X) = Ra,N−1(X)
≡
∑
|α|=N
N
α!
∫ 1
0
(1− t)N−1a(α)(Y + t(X − Y ))(X − Y )α dt
is the remainder term. The inequality (3.7) follows if we prove that
‖ϕb‖swp ≤ C
∑
|α|≤N−1
|a(α)(Y )|,(3.9)
and
‖ϕc‖swp ≤ C|a|W∞N (Ω),(3.10)
for some constant C which is independent of Y and a.
First we prove (3.9). By straight-forward computations we get
‖ϕb‖swp ≤ C1
∑
|α|≤N−1
∥∥∥a(α)(Y )( · − Y )αϕ∥∥∥
swp
= C1
∑
|α|≤N−1
|a(α)(Y )| ‖( · − Y )αϕ‖swp
≤ C2
∑
|α|≤N−1
|a(α)(Y )|,
for some constants C1 and C2. This proves the assertion.
Next we prove (3.10). We have that ∂αc(Y ) = 0 when |α| ≤ N − 1, and that
∂αc(X) = ∂αa(X) when |α| = N , since c = a − Ta,N−1 and ∂αX(Ta,N−1) = 0 for
|α| = N . Hence for any multi-index β such that |β| < N , it follows that
∂βc(X) = Rc(β),N−|β|−1(X)
=
∑
|γ|=N−|β|
N − |β|
γ!
∫ 1
0
(1 − t)N−|β|−1c(β+γ)(Y + t(X − Y ))(X − Y )γ dt
=
∑
|γ|=N−|β|
N − |β|
γ!
∫ 1
0
(1 − t)N−|β|−1a(β+γ)(Y + t(X − Y ))(X − Y )γ dt.
Hence, there is a constant C which is independent of Y such that
‖c‖W∞N (Ω) ≤ C|a|W∞N (Ω),
which implies that
|ϕc|W∞N (Ω) ≤ C|a|W∞N (Ω).
An application of Lemma 3.2 with q = 2 and Ho¨lder inequality now give
‖ϕc‖swp ≤ C1|ϕc|W 2N (Ω) ≤ C2|ϕc|W∞N (Ω) ≤ C3|a|W∞N (Ω),
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which proves (3.10).
It remains to prove (3.8). By Ho¨lder’s inequality, it suffices to prove the result
for q = 1, since Ω0 is bounded. Let Ω1 be a non-empty open ball such that Ω1 ⊆ Ω0.
By applying the L1(Ω1)-norm with respect to the Y -variables in (3.7), and using
Theorem 4.14 of [1] or Lemma A.1 in the appendix, we get
‖ϕa‖swp ≤ C1
(
‖a‖W 1N−1(Ω1) + |a|W∞N (Ω)
)
≤ C2
(
‖a‖L1(Ω0) + |a|W 1N (Ω0) + |a|W∞N (Ω)
)
≤ C3
(
‖a‖L1(Ω0) + |a|W∞N (Ω)
)
,
for some constants C1, . . . , C3. This proves (3.8). 
In order to generalize Lemma 3.8 in [17], it is convenient to use particular classes
of modulation spaces, introduced by Feichtinger in [13]. Assume that ϕ ∈ S (Rn)\0
is fixed and that p ∈ [1,∞]. Then the (classical) modulation space Mp(Rn) is the
set of all f ∈ S ′(Rn) such that
‖f‖Mp ≡
( ∫∫
|F (f ϕ( · − x))(ξ)|p dxdξ
)1/p
is finite. (With obvious interpretation when p =∞.) Here recall (0.2) for the defini-
tion of the Fourier transform F . We note that the definition of Mp is independent
of ϕ ∈ S (Rn) \ 0 and that different ϕ gives rise to equivalent norms.
The Mp spaces fulfill the usual (complex) interpolation properties, i. e.
(3.11) (Mp1 ,Mp2)[θ] = M
p,
1− θ
p1
+
θ
p2
=
1
p
, 1 ≤ p1, p2 <∞, 0 ≤ θ ≤ 1.
(Cf. [5, 13, 24].)
The next result generalizes Lemma 3.8 in [17]. Here it is convenient to set
(3.12) |a|Ω,N (X) = sup
Y ∈Ω, |α|=N
|Dαa(X + Y )|,
when Ω ⊆ R2n, N ≥ 0 is an integer and a ∈ CN (R2n).
Lemma 3.4. Assume that p ∈ [1, 2], and that N ≥ κ′p. Then there is a constant
C such that
(3.13) ‖a‖swp ≤ C
(‖a‖Lp + ∥∥|a|B(0),N∥∥Lp),
for all a ∈ CN (R2n).
Proof. Let ϕ ∈ C∞0 (B(0)) be fixed such that
∫
ϕdX = 1, and set aX(Y ) = ϕ(Y −
X)a(Y ). By Lemma 3.3 it follows that
(3.14) ‖aX‖swp ≤ C
(‖aX‖Lp + |a|B(0),N(X)),
for some constant C. We claim that
(3.15) ‖a‖swp ≤ C
(∫
R2n
‖aX‖pswp dX
)1/p
.
Admitting this for a while, we obtain
‖a‖swp ≤ C1
( ∫
R2n
‖aX‖pswp dX
)1/p
≤ C2
(∫
R2n
(‖aX‖Lp + |a|B(0),N (X))p dX)1/p
≤ C3
(‖a‖Lp + ∥∥|a|B(0),N∥∥Lp),
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for some constants C1, C2, C3, and the result follows.
It remains to prove (3.15). First we note that for some constant C we have
C−1 ‖Fσ(aϕ( · −X)‖Lp ≤ ‖aX‖swp ≤ C ‖Fσ(aϕ( · −X)‖Lp
in view of Proposition 1.9, since ϕ has compact support. This implies that
(3.16) C−1 ‖a‖Mp ≤
( ∫
‖aX‖pswp dX
)1/p
≤ C ‖a‖Mp .
Hence it suffices to prove that
(3.17) ‖a‖swp ≤ C ‖a‖Mp , when 1 ≤ p ≤ 2.
A proof of (3.17) can be found in [15,25]. In order to be self-contained we present
an explicit proof here. First assume that p = 1. By (3.16) we have
‖a‖sw1 =
∥∥∥∫
R2n
aX dX
∥∥∥
sw1
≤
∫
R2n
‖aX‖sw1 dX ≤ C ‖a‖M1 .
This proves the result in this case. Next we consider the case p = 2. We have
‖a‖2sw2 = (2π)
−n ‖a‖2L2 = (2π)−n
∫
R2n
(∫
R2n
|a(Y )ϕ(Y −X)|2 dY
)
dX
= (2π)−n
∫
R2n
‖aX‖2L2 dX = (2π)−n
∫
R2n
‖Fσ(aX)‖2L2 dX ≤ C ‖a‖2M2 ,
for some constant C, and the result follows from this case as well. The inequality
(3.17) now follows for general p ∈ [1, 2] by interpolation, using Theorem 5.1.2 of [5],
Proposition 1.10 and (3.11). This proves the assertion. 
Proof of Theorem 3.1. Let ϕj and Uj for j ∈ N be as in Remark 1.5 and Remark
1.6, and let {ψj}j∈N be a bounded sequence in S(1, g) such that ψj ∈ C∞0 (Uj) and
ψj = 1 in the support of ϕj . Also let a ∈ SN (m, g) ∩ Lp(W ), and set aj = ϕja.
For each j ∈ N, we choose symplectic coordinates such that gj ≡ gXj attains its
diagonal form. Then g0j ≡ g0Xj and Gj ≡ GXj are also given by their diagonal
forms, and these coordinates form an orthonormal basis for W with respect to g0j .
Also set
Kj =
{
X ; gj(X + Y −Xj) ≤ c, g0j (Y ) ≤ 1
}
,
where c is the same as in (1.7). Since ψj is equal to 1 on the support of aj , Lemma
3.4 gives
‖aj‖pswp ≤ C(‖aj‖
p
Lp + Ij),
where
Ij ≡
∫
R2n
(
sup
g0j (Y )≤1
|aj |g
0
j
N (X + Y )
)p
dX
≤ C1
∫
R2n
(
sup
g0j (Y )≤1
|aj |gjN (X + Y )hN/2gj
)p
dX
≤ C2(hN/2gj mj)p|Kj| ≤ C3(hN/2gj mj)pΛGj |Uj |,
for some constants C, C1, C2 and C3 which are independent of j ∈ N.
Since there is a bound of overlapping Uj, and the fact that ΛGj is g-continuous
in view of Proposition 1.2, it follows that∑
j∈N
(mjh
N/2
gj )
pΛGj |Uj | ≤ C
∥∥∥Λ1/pG hN/2g m∥∥∥p
Lp
,
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and ∑
j∈N
‖aj‖pLp ≤ C ‖a‖pLp ,
for some constant C. The result is now a consequence of the estimate
(3.18) ‖a‖pswp ≤ C
∑
j∈N
‖ϕja‖pswp
(see Corollary 4.2 in [27]). The proof is complete. 
4. Consequences for a particular class of symbols
In this section we apply the results from the previous sections on pseudo-differential
operators, where the symbols belong to a certain types of symbol classes which are
defined in a similar way as Srρ,δ (cf. the introduction).
For each r, s ∈ R and ρ, δ ∈ R2n, we let Sr,sρ,δ(R2n) be the set of all a ∈ C∞(R2n)
such that ∣∣∣∂αx ∂βξ a(x, ξ)∣∣∣ ≤ Cα,β 〈x〉s−〈Π2ρ,α〉+〈Π2δ,β〉 〈ξ〉r−〈Π1ρ,β〉+〈Π1δ,α〉 ,
for some constants Cα,β which are independent of x and ξ. Here Πj : R
2n → Rn
are the projections
Π1(ρ1, . . . , ρn, ρn+1, . . . ρ2n) = (ρ1, . . . , ρn)
and
Π2(ρ1, . . . , ρn, ρn+1, . . . ρ2n) = (ρn+1, . . . , ρ2n).
We note that if r, ρ0, δ0 ∈ R,
ρj =
{
ρ0 1 ≤ j ≤ n
0 n+ 1 ≤ j ≤ 2n
and δj =
{
δ0 1 ≤ j ≤ n
0 n+ 1 ≤ j ≤ 2n,
then Sr,sρ,δ = S
r
ρ0,δ0
.
A simple computation shows that S(m, g) = Sr,sρ,δ when
(4.1) gx,ξ(y, η) =
n∑
j=1
〈x〉−2ρn+j 〈ξ〉2δj y2j +
n∑
j=1
〈x〉2δn+j 〈ξ〉−2ρj η2j ,
and
(4.2) m(x, ξ) = 〈x〉s 〈ξ〉r ,
Here we recall that 〈x〉 = (1 + |x|2)1/2.
The proof of the following lemma is omitted, since the result follows by similar
arguments as in Section 18.4 in [18]. Here and in what follows it is convenient to use
the following convention. Assume that µ, ν ∈ Rn and that r ∈ R. Then ν < µ and
ν ≤ µ mean that νj < µj and νj ≤ µj respectively, for all j = 1, . . . , n. Moreover
r < µ, r ≤ µ, µ < r and µ ≤ r
mean that
r < µj , r ≤ µj , µj < r and µj ≤ r
respectively, for all j = 1, . . . , n.
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Lemma 4.1. Assume that m and g are given by (4.2) and (4.1), respectively. Then
g is splitted,
gσx,ξ(y, η) =
n∑
j=1
〈x〉−2δn+j 〈ξ〉2ρj y2j +
n∑
j=1
〈x〉2ρn+j 〈ξ〉−2δj η2j ,
and
hg(x, ξ) = max
1≤j≤n
〈x〉δn+j−ρn+j 〈ξ〉δj−ρj .
Moreover,
(1) if ρ ≤ 1 and 0 ≤ δ, then g is slowly varying;
(2) if 0 ≤ δ ≤ ρ ≤ 1, then g is feasible;
(3) if 0 ≤ δ ≤ ρ ≤ 1 and δ < 1, then g is strongly feasible;
(4) if ρ ≤ 1 and 0 ≤ δ, then m is g-continuous.
The following result now follows from Theorem 2.8 and Lemma 4.1.
Proposition 4.2. Assume that t ∈ R, p ∈ [1,∞), r, s ∈ R, ρ, δ ∈ R2n are such
that 0 ≤ δ ≤ ρ ≤ 1 and δ < 1, and that a ∈ Sr,sρ,δ(R2n). Then the following is true:
(1) if either r < −n/p or Π1δ < Π1ρ, and either s < −n/p or Π2δ < Π2ρ, then
a ∈ st,p if and only if a ∈ Lp(R2n);
(2) if either r ≤ 0 or Π1δ < Π1ρ, and either s ≤ 0 or Π2δ < Π2ρ, then a ∈ st,∞
if and only if a ∈ L∞(R2n);
(3) if either r < 0 or Π1δ < Π1ρ, and either s < 0 or Π2δ < Π2ρ, then a ∈ st,♯
if and only if a ∈ L∞0 (R2n).
Next we focus on the case when g in (4.1) is not necessarily feasible and illustrate
the differences between Theorem 3.1 and Proposition 2.2 (1). Set
np = [2n(1/p− 1/2)].
The following result is an immediate consequence of Proposition 2.2 and Lemma
4.1.
Proposition 4.3. Assume that 1 ≤ p ≤ 2, ρ, δ ∈ R2n are such that ρ ≤ 1, 0 ≤ δ
and ρ ≤ δ, and that a ∈ Sr,sρ,δ. Also assume that
(4.3)

r < −n− p(np + 1/2) max
1≤j≤n
(δj − ρj),
s < −n− p(np + 1/2) max
1≤j≤n
(δn+j − ρn+j),
and that a ∈ Lp(R2n). Then a ∈ swp .
In order to apply Theorem 3.1 we need to analyze ΛG (cf. (1.10)) with G = g+g
0.
The symplectic transformation{
yj = 〈x〉δn+j+ρn+j 〈ξ〉−δj−ρj zj,
ηj = 〈x〉−δn+j−ρn+j 〈ξ〉δj+ρj ζj ,
with j = 1, . . . , n, puts G in diagonal form
Gx,ξ(z, ζ) =
n∑
j=1
(
〈x〉δn+j−ρn+j 〈ξ〉δj−ρj + 1
)
(z2j + ζ
2
j ),
so that
(4.4) ΛG(x, ξ) =
n∏
j=1
(
〈x〉δn+j−ρn+j 〈ξ〉δj−ρj + 1
)
.
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The following result is an immediate consequence of Theorem 3.1, Lemma 4.1
and (4.4).
Proposition 4.4. Assume that 1 ≤ p ≤ 2, ρ, δ ∈ R2n are such that ρ ≤ 1, 0 ≤ δ
and ρ ≤ δ, and that a ∈ Sr,sρ,δ. Also assume that
(4.5)

r < −n− p(np + 1) max
1≤j≤n
(δj − ρj)/2−
∑
1≤j≤n
(δj − ρj),
s < −n− p(np + 1) max
1≤j≤n
(δn+j − ρn+j)/2−
∑
1≤j≤n
(δn+j − ρn+j),
and that a ∈ Lp(R2n). Then a ∈ swp .
Remark 4.5. We note that Propositions 4.3 and 4.4 do not contain each others.
Consequently, Proposition 2.2 (1) and Theorem 3.1 do not contain each others as
well. In fact, as simple examples show, the conditions imposed on r and s in (4.3)
can be stronger, weaker or not comparable with those in (4.5).
Appendix A.
In this appendix we consider some of the key estimates of Lp-type in Sections 2
and 3 again, and prove that they can be obtained by using techniques as in [11].
We start to consider n-sectors in Rn. For each n-sector H in Rn, there is a
linear and bijective T = TH on R
n such that
H = HT = {T (x) ; xj ≥ 0, j = 1, . . . , n } .
We note that different T might give raise to the same sector, and hence, TH is not
unique. On the other hand, if AT is the matrix for the linear map T , then
Υ(H) ≡ | det(TH)|
is independent of the choice of TH .
For any set Ω ⊆ Rn, ε ≥ 0 and n-sector H , we set
ΩH,ε ≡ {x+ y ; x ∈ Ω, y ∈ H ∩Bε(0) } .
The following lemma is, to some extent, a stressed version of Theorem 4.10 in
Chapter 5 in [4].
Lemma A.1. Assume that Ω ⊆ Rn is a closed convex set, N ≥ 0 is an integer, H
an n-sector, ε > 0, and that p ∈ [1,∞]. Then there is a constant C, depending on
n, N , ε and Υ(H) only such that
(A.1) ‖∂αf‖Lp(Ω) ≤ C
(
‖f‖Lp(ΩH,ε) +
∑
|β|=N
∥∥∂βf∥∥
Lp(ΩH,ε)
)
,
when |α| ≤ N and f ∈ CN (ΩH,ε).
For the proof we recall some facts on difference operators and B-splines in Section
5.4 in [4].
Let χ(0,1) be the characteristic function for the interval (0, 1). Then the function
Hj , for j ≥ 1, defined inductively on the real line by
H1 = χ(0,1), Hj+1 = H1 ∗Hj , j ≥ 1,
is called the B-spline of order j.
For any h ∈ Rn, let {T jh}j≥1 be a sequence of operators on C(Rn) which is
inductively defined by
T 1hf(x) = f(x+ h)− f(x), T j+1h = T jh ◦ T 1h
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when f ∈ C(Rn). An important relation for the B-splines and the operator T jh
when n = 1 is the relation
(A.2) T jhf(x) =
∫
f (j)(x+ th)hjHj(t) dt.
Proof of Lemma A.1. We shall mainly follow the proof of Theorem 4.10 in Chapter
5 in [4]. We may assume that ε ≤ 1. Furthermore, by making a change of variables,
we may assume that
H = { x ∈ Rn ; xj ≥ 0, j = 1, . . . , n } .
The result is obviously true when |α| = 0 and |α| = N . We may therefore assume
that 0 < |α| < N . First we consider the case n = 1. Since the support of Hj is
equal to [0, j] and that the integral of Hj is equal to 1, the mean-value theorem
and (A.2) give
(A.3)
T jε/N2f(x) = ε
jN−2j
∫
f (j)(x+ εt/N2)Hj(t) dt
= εjN−2jf (j)(x+ θ),
for some 0 ≤ θ ≤ ε/N . Furthermore,
f (j)(x) = f (j)(x+ θ)−
∫ θ
0
f (j+1)(x+ y) dy,
and combining this equality with (A.3) gives
f (j)(x) = ε−jN2jT jε/N2f(x)−
∫ θ
0
f (j+1)(x+ y) dy.
By applying the Lp(Ω) norm on the latter equality, and using the fact that∣∣∣ ∫ θ
0
f (j+1)(x+ y) dy
∣∣∣ ≤ ( ∫ θ
0
|f (j+1)(x+ y)|p dy
)1/p
,
by Ho¨lder’s inequality, we get∥∥∥f (j)∥∥∥
Lp(Ω)
≤ (2N2/ε)j ‖f‖Lp(ΩH,jε/N2 ) + ε
∥∥∥f (j+1)∥∥∥
Lp(ΩH,ε/N )
/N.
Iteration of this result gives (A.1).
Next assume that n ≥ 1 is arbitrary. From the first part of the proof we get
(A.4)
∥∥∥∂jkf∥∥∥
Lp(Ω)
≤ C(‖f‖Lp(ΩH,ε/n) +
∥∥∂Nk f∥∥Lp(ΩH,ε/n)).
For any arbitrary multi-index α we also let gk = ∂
αk
k · · · ∂αNN f and rk = r −∑n
i=k+1 αi. From (A.4) we get
‖gk‖Lp(ΩH,(k−1)ε/n) ≤ C(‖gk+1‖Lp(ΩH,kε/n) + |f |WpN (ΩH,kε/n)).
This gives
‖∂αf‖Lp(Ω) = ‖g1‖Lp(Ω) ≤ C1(‖g2‖Lp(ΩH,ε/n) + |f |WpN (ΩH,ε/n)) ≤ · · ·
≤ Cn−1(‖gn‖Lp(ΩH,(n−1)ε/n) + |f |WpN (ΩH,(n−1)ε/n))
≤ Cn(‖f‖Lp(ΩH,ε) + |f |WpN (ΩH,ε)),
for some constants Ck which only depend on ε, n andN . The proof is complete. 
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Next we apply Lemma A.1 to a family of subsets of Rn which contains each
convex sets. A subset Ω of Rn is called conistic (of order ε > 0) if for each x ∈ Ω,
there is an n-sector H in Rn such that
(A.5) Υ(H) ≥ ε and x+ (H ∩Bε(0)) ⊆ Ω.
By straight-forward computations it follows that any convex set is conistic. Con-
sequently, since the euclidean structure in Lemma 2.5 is completely determined by
the euclidean metric gX (note here that X is fixed), Lemma 2.5 is a consequence
of the following result.
Proposition A.2. Assume that Ω ⊆ Rn is bounded and conistic of order ε > 0,
and that N ∈ N. Then there exists a positive constant C, depending on n, N and
ε only such that
‖∂αf‖L∞(Ω) ≤ C
( ‖f‖L∞(Ω) + ∑
|β|=N
∥∥∂βf∥∥
L∞(Ω)
)
, |α| ≤ N, f ∈ CN (Rn).
Proof. We may assume that Ω is a closed set. Let x0 ∈ Ω be chosen such that
|∂αf(x0)| = ‖∂αf‖L∞(Ω) ,
and let the sector H be chosen such that (A.5) is fulfilled for x = x0. If ω =
x0 + (H ∩Bε/2(0)), then it follows that
ωH,ε/2 = x0 + (H ∩Bε(0)) ⊆ Ω.
Hence Lemma A.1 gives
‖∂αf‖L∞(Ω) = |∂αf(x0)| = ‖∂αf‖L∞(ω)
≤ C
(
‖f‖L∞(ωH,ε/2) +
∑
|β|=N
∥∥∂βf∥∥
L∞(ωH,ε/2)
)
C
(
‖f‖L∞(Ω) +
∑
|β|=N
∥∥∂βf∥∥
L∞(Ω)
)
,
when f ∈ CN , and the result follows. 
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