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Preface 
 
The Institute of Safety Research (ISR) is one of the six Research Institutes of 
Forschungszentrum Dresden-Rossendorf e.V. (FZD e.V.), which is a member institution of 
the Wissenschaftsgemeinschaft Gottfried Wilhelm Leibniz (Leibniz Association). 
Together with the Institute of Radiochemistry, ISR implements the research programme 
„Safety and Environment“, which is one of the three scientific programmes of FZD. In the 
framework of this research programme, the institute is responsible for the programme areas 
“Plant and Reactor Safety” and “Thermal Fluid Dynamics”, respectively (see Table 1). By 
participating in the development and operation of a pulsed photo-neutron source at the 
radiation source ELBE (Electron linear accelerator for beams of high brilliance and low 
emittance), we also contribute to the project “Neutron Induced Processes”, which is part of 
the FZD programme dedicated to the structure of matter. 
 
The research of ISR aims at assessing and enhancing the safety of industrial plants and at 
improving the environmental sustainability of the processes involved. The applications are 
mainly related to nuclear power plants of present and future designs.  
To achieve the goals that were previously mentioned, the institute performs research in 
nuclear reactor physics, thermal fluid dynamics including magneto-hydrodynamics (MHD), 
and in materials sciences.  
The activities in materials are related to the irradiation induced ageing of nuclear reactor 
components. The thermal fluid dynamics research work is essentially based on the 
experiments performed at the Transient Two-Phase Flow Test Facility, TOPFLOW. 
TOPFLOW is one of the large research and user facilities of FZD and represents the reference 
thermal hydraulic experiment of the so-called “German CFD (Computational Fluid 
Dynamics) Initiative” in nuclear reactor safety research. The development and validation of 
our reactor dynamics code DYN3D coupled to thermal hydraulic computation models for the 
safety analyses of current and future nuclear reactors is a further asset of ISRs portfolio. 
DYN3D became an integral part of the European software platform NURESIM for the 
numerical simulation of nuclear reactors. There are about 12 organisations using DYN3D in 
seven European countries and Russia. 
 
 Programme / Programme area Project / User facility 
Accident analysis of nuclear reactors 
Safety of materials and components 
Safety and environment / Plant and reactor 
safety 
Particle and radiation transport 
Magneto-Hydrodynamics Safety and environment / Thermal fluid 
dynamics Thermal fluid dynamics of multi-phase flows 
Safety and environment / User facility 
TOPFLOW 
Transient two-phase flow test facility 
Structure of matter / Sub-atomic physics Neutron induced processes 
Table 1. Research projects and user facility of the Institute of Safety Research, 2007 
 
Our work is financed through the basic funding of FZD, as well as by external funds from 
public research grants and from contracts with the industry. In 2007, 43 % (3.173 k€) of our 
total expenditure were covered by such external funds with 13 % from research grants of the 
Federal Government, 15 % originated from Deutsche Forschungsgemeinschaft, 6 % from the 
EU, and 9 % from research contracts mainly with the industry (see Fig.1). The deployment of 
the total budget on the different projects and the user facility TOPFLOW (see Table 1) is 
illustrated in Fig. 2. 
 
Together with the Dresden Technical University and with the Zittau University of Applied 
Sciences, the ISR represents the East German Centre of Competence in Nuclear Technology 
(Kompetenzzentrum Ost für Kerntechnik) which in turn is a member of the German Alliance 
for Competence in Nuclear Technology (Kompetenzverbund Kerntechnik). As such, the ISR 
also takes care to keep and promote the expertise in nuclear engineering. For that end, a 
strategic partnership was established between Kompetenzzentrum Ost and Vattenfall Europe 
Nuclear Energy (VENE).  
Beyond this, ISR in general cares for the next generation of young scientists by supervising 
PhD, Master, and Diploma students for example. The quality of the education at ISR is 
underlined by the prizes awarded to our PhD students. Hans-Georg Willschütz was awarded 
the Karl-Wirtz-Preis 2007 of the German Nuclear Society for his theses on the thermo-
mechanical analysis and simulation of a reactor pressure vessel during the late phase of a core 
melt accident. André Bieberle became award winner of the ICONE-15 (15th International 
Conference on Nuclear Engineering) Students Competition in Nagoya/Japan for his 
presentation on the measurement of the void distribution in BWR fuel elements by gamma ray 
tomography which was performed in close collaboration with AREVA.  
 
Amongst the many excellent results obtained in 2007, two deserve particular reference. 
 
Nuclear reactor pressure vessels (RPV) are subject to ageing due to fast neutron irradiation 
during operation. This effect is of growing importance in the context of the utilities efforts for 
lifetime extension of their reactors up to 60 years. The assessment of the margins to brittle 
fracture relies on the irradiation of so-called surveillance specimens which are exposed to 
higher fast neutron flux than the RPV. The influence of the neutron flux on the materials 
damaging at equal fluence has been insufficiently studied. To cope with this problem, 
additional safety factors are often applied when transferring the fracture mechanical properties 
obtained for the surveillance specimens to the RPV. Therefore, a typical weld material was 
exposed to the same fluence at neutron fluxes which differed by a factor of 34. Small angle 
neutron scattering analyses revealed that the sizes of the irradiation induced defects 
containing vacancies and foreign atoms (e.g. Cu) differ by factor 2 whilst the integral defect 
contents of the material is almost identical. Applying a rate theoretical model to the growth 
kinetics of the defects, it became clear that the growth rate is almost flux independent at low 
flux φ while it goes with 1/√φ at higher fluxes (Bergner, F., et al., Flux dependence of cluster 
formation in neutron irradiated weld material, J. of Physics: Condensed Matter 20 (2008) 
104262). The theory also provided the transitional flux φt separating those two typical ranges. 
The comparison with that value showed that for the given irradiation conditions the lower flux 
was less than φt and the higher one being far above that value. Nevertheless, the different 
defect sizes had no significant influence on the mechanical properties of the weld material. 
This fact substantiates the hypothesis that the mechanical properties are mainly determined by 
the integral volume content of the defects, whereas the defect sizes seem to be of minor 
influence. However, this hypothesis has to be underpinned by further studies. 
 
In the field of thermal hydraulics, the Rossendorf wire mesh sensors have been the standard 
technology for the tomography of two-phase flows at high volumetric void contents. The 
disadvantage of this technology is that it is intrusive and therefore leads to slight disturbances 
of the flow. This disadvantage can now be overcome by our ultra fast electron beam X-ray 
computed tomography. The innovative technology is based on a deflected electron beam 
scanning a circular tungsten target which surrounds the pipe flow. The resulting scanned X-
ray spot radiates through the flow covering an angle range of almost 360°, as the spot travels 
across the target. The detectors are also azimuthally arranged around the flow with a slight 
axial displacement from the tungsten target. This arrangement allows image rates of up to 7 
kHz with a spatial resolution in the millimetre range (Bieberle, M., et al., Ultra fast limited-
angle type X-ray tomography, Appl. Phys. Lett. 91, 123516, 2007). The new technology 
provides unique insights into the dynamic structure of two-phase flows. The patented 
technique (Hampel, U. et al., Anordnung zur Röntgen-Computertomographie mit 
abgelenktem Elektronenstrahl, Patent DE 102007040778.7-54) represents the world record in 
flow tomography. 
 
During the reporting period, the ISR organised important meetings and workshops with 
international participation, such as the international workshop on “Multi-Phase Flow: 
Simulation, Experiment and Application”, which was jointly hosted by ISR and 
ANSYS/CFX®, and which continues the series of meetings on that topic in Dresden-
Rossendorf. Moreover, we organised and hosted the “2nd International Workshop on 
Measuring Techniques for Liquid Metal Flows”, which was supported by Deutsche 
Forschungsgemeinschaft in the framework of the Collaborative Research Centre SFB 609 
“Electromagnetic flow control in metallurgy, crystal growth, and electro-chemistry”. Finally, 
it is worth mentioning the “International Conference on Multi-Phase Flow” (ICMF) that took 
place in Leipzig in July 2007. The ISR supported this conference as member of the Local 
Organising Committee.  
Meetings such as these underline the national and international scientific reputation of the 
Institute of Safety Research. 
 
In November 2007, the scientific quality of FZD was evaluated by the “Deutscher 
Wissenschaftsrat”. The result of this evaluation will also constitute the base for the decision 
about the future assignment of FZD to one of the German Science Associations. The staff 
members of the ISR excellently presented their results and prospective research programmes 
to the evaluation committee, which was impressed by the quality of the work performed at 
FZD. The first response of the committee members gives rise to hope for a very positive 
result of the evaluation.  
I would like to thank all staff members of the institute for their high quality work and for 
making the year 2007 another successful one for ISR.  
 
 
 
F.-P. Weiß       Rossendorf, 7 April 2008 
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3 
EXPERIMENTS AND CFD-MODELLING OF INSULATION DEBRIS 
TRANSPORT PHENOMENA IN WATER FLOW—DEVELOPMENT 
AND VALIDATION OF A CFD-STRAINER MODEL 
Alexander Grahn, Gregory Cartland-Glover, Eckhard Krepper, Sören Alt1, Wolfgang 
Kästner1, and André Seeliger1 
1. Introduction 
The investigation of insulation debris generation, transport and sedimentation becomes 
important with regard to nuclear reactor safety, when considering the long-term behaviour of 
emergency core cooling systems during all types of loss of coolant accidents (LOCA). The 
insulation debris released near the break during a LOCA incident can be transported into the 
containment sump and obstruct the suction strainer plates of the emergency core cooling 
system (Fig. 1). 
 
 
Fig. 1: Loss of coolant accident 
 
A joint research project performed in cooperation between the University of Applied Science 
Zittau/Görlitz and Forschungszentrum Dresden-Rossendorf deals with the experimental 
investigation of particle transport phenomena in coolant flow and the development of CFD 
models for its simulation [1]. The present paper reports on efforts in modelling the pressure 
drop buildup at strainers obstructed by fibrous materials and the implementation of the 
strainer model into the commercial, general-purpose CFD code ANSYS-CFX. 
2. Theoretical strainer model 
Filter cakes composed of fibrous materials have two particular features: (1) They are of very 
high porosity, and (2), due to the deformability of the fibers, such cakes can be easily 
compressed under the action of fluid drag forces or an external compacting pressure. A semi-
empirical model has been developed for calculating the pressure drop across beds of this class 
of materials as a function of superficial velocity and material properties [2]. 
                                                 
1 University of Applied Sciences Zittau/Görlitz 
break
reactor 
strainer
pump
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The general relationship between superficial velocity U of the continuous phase and the 
pressure drop Δp over a layer of porous material of thickness L in streamwise direction reads 
 
 ( )2UbUa
L
p ρμ +−=Δ  (1) 
 
where μ and ρ are dynamic viscosity and density of the continuous phase. Hence, the flow 
resistance of a porous layer is made up of two parts. The first one, which results from viscous 
forces, depends linearly on velocity, while the second one, resulting from inertial effects, is 
proportional to the square of velocity. The relative importance of both parts is weighted by 
empirical coefficients a and b. Even at Reynolds numbers less than 1, based on the pore 
diameter, inertial effects become significant. 
 
For flow through beds of fibrous material with constant porosity Davies [3] suggested 
 
 ( ) ( ) ( )[ ] ⎭⎬⎫⎩⎨⎧ −+−+−−=Δ 23305.12 )1(111 UAbUaAaLp SSSS ρε ερμεερ  (2) 
 
where AS is the mass specific surface of the fibers, ρS their material density and ε the bed 
porosity (index “s” denotes “solid”). Based on a large amount of experimental data, 
Ingmanson et al. [4] found universal values of 3.5 and 57 for coefficients a and a0, while b 
takes a value of 0.66. 
 
A simple force balance shows that the compacting pressure resulting from fluid drag increases 
in streamwise direction along the fiber bed. As fiber beds are compressible, this leads to a 
porosity distribution with a maximum at the upstream and a minimum at the downstream end, 
Fig. 2. Therefore, Eq. (2) can only be used to calculate the differential pressure drop d(Δp)/dx 
from local porosity values ε(x). Hence, integration of Eq. (2) in streamwise direction is 
required to obtain the total pressure drop Δp over the fiber bed length L. 
 
 
Fig. 2: Fiber bed at a strainer 
 
The local change in compacting pressure dpk/dx and the pressure drop d(Δp)/dx of the flow 
have the same absolute value but are opposite in sign. For dpk/dx it follows from eq. (2) 
 
 
2 1.5 3 2s sk
s s 0 3
(1 )d d( ) ( ) (1 ) 1 (1 )
d d
Ap p a A a U b U
x x
ρ ερ ε ε μ ρε
−Δ ⎡ ⎤= − = − + − +⎣ ⎦  (3) 
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As stated above, porosity itself is a function of the compacting pressure. For a given 
insulation material this relationship must be determined experimentally. The measurement 
principle is depicted in Fig. 3. 
 
 
 
Fig. 3: Compacting measurement principle 
 
A known quantity mS of insulation material, placed into a vertical cylinder with cross 
sectional area A, is subject to a uniform compacting pressure pk, resulting from an externally 
applied force Fk. 
 
The porosity ε is calculated from height h as 
 
 s
s
1 m
Ah
ε ρ= −  (4) 
 
The four parameter empirical equation 
 
 
DCpep −∞∞ −+= )()( 0 εεεε  (5) 
 
has proved to reproduce measured profiles ε(pk) especially well. Fig. 4 illustrates the expected 
profile as well as two of the parameters, the porosities and at zero and infinite compacting 
pressures. 
 
 
Fig. 4: Typical compaction curve ε(pk) 
 
Differential equation (3), material equation (5) and a differential equation for the local mass 
load change 
 
 
s
s (1 )
dN
dx
ρ ε= −  (6) 
 
constitute an initial value problem with initial conditions pk = 0, ε = ε0 and NS = 0 at the 
upstream end of the fiber bed. The initial value problem has been solved by numerical 
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integration with respect to x. Integration stops as soon as the prescribed fiber mass load NS of 
the strainer has been reached, yielding the total length (streamwise thickness) L of the 
compressed fiber bed. The pressure difference over the entire fiber bed follows directly from 
the compacting pressure at the strainer position as 
 
 k ( ).p p LΔ = −  (7) 
 
3. Validation of the strainer model 
The system of equations (3), (5) and (6) was implemented and solved numerically by means 
of GNU Octave [5]. Compaction properties of the mineral wool material MD2-1999 were 
experimentally determined using the technique described above and values of ε0 = 0.9833, 
∞ε  = 0.9147, C = 0.00712467 Pa-0.5197 and D = 0.5197 of the parameters in Eq. (5) were 
found. The mass specific surface AS of the fibrous material was estimated to be 160 m2/kg and 
water at room temperature was assumed as liquid phase. The total pressure drop Δp was 
determined, both numerically and experimentally, as a function of the superficial velocity. 
The curves shown in Fig. 5 represent different experimental conditions, i. e. strainer mass 
loads and fluid properties, which are summarized in Table 1. Although pressure drops tend to 
be underestimated for lower and overestimated for higher strainer mass loads, the non-linear 
relationship between pressure drop and superficial velocity could be qualitatively reproduced. 
The result may be improved by replacing empirical parameters a, a0 and b in Eq. (3) by more 
appropriate values found in experiments. 
 
 
Fig. 5: Pressure drop vs. superficial velocity at different experimental conditions, experiments 
(points), computed profiles (lines) 
 
 
 Tab. 1: Experimental conditions 
 
 
 
 
 
 
 
Run sN  / kg m-2 T / °C ρ / kg m-3 μ / mPa s 
1 6.01 44.6 990.4 0.601 
2 6.01 59.0 983.7 0.474 
3 3.87 58.9 983.8 0.475 
4 1.96 59.7 983.4 0.469 
5 0.32 59.7 983.3 0.469 
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4. Implementation into ANSYS-CFX 
The implementation of the model into a general purpose code such as ANSYS-CFX requires 
the transition from a point-like to a two-dimensional representation of the strainer plate. 
Moreover, the model should be applicable to the simulation of transient flows. The former 
task is addressed by placing a subdomain of fixed thickness d into the flow geometry. It 
represents the filter cake and the strainer plate and separates the upstream from the 
downstream region, as illustrated in Fig. 6. The cross-stream distribution of the strainer 
resistance is made up by a parallel connection of multiple resistances, the magnitude of each 
depending on the local particle mass load and superficial velocity values. 
 
 
Fig. 6: Strainer represented as CFX subdomain 
 
In order to make allowance for transient flows, the strainer mass load distribution Ns at time t 
has to be calculated by integrating the particle phase mass flow passing through the strainer 
subdomain with respect to time. Based on Ns distributions the pressure drop Δp across the 
fibre bed is computed from the local superficial velocity by solving Eqs. (3), (5) and (6). The 
flow resistance the liquid phase experiences within the strainer subdomain is modelled as 
source Sm in the momentum transport equation using the ‘Linear Directional Loss Model’ of 
CFX: 
 
 ⊥−= uCSm μ , (8) 
 
where ⊥u denotes the strainer normal velocity. The coefficient C is obtained from the 
previously determined pressure drop Δp as 
 
 
du
pC
⊥
Δ= μ . (9) 
 
5. 3D simulation with ANSYS-CFX 
A step-like flow geometry, Fig. 7, was constructed that allows for three dimensional flow 
fields and a non-uniformly distributed particle phase leading to partially or at least unevenly 
loaded strainers. The channel segments are discretized by cubic elements of 1 cm edge length, 
whereas the strainer is discretized into three layers of elements of size 1×1×1/3 cm3. 
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Fig. 7: Flow geometry Fig. 8: Flow field (streamlines) in the channel 
mid plane after 40 s of simulation time 
 
The flow field in the channel mid-plane, visualized by streamlines, is shown in Fig. 8. In this 
particular run, a linear volume fraction profile of the particle phase with zero volume fraction 
at the top and a value of 0.015 at the bottom of the channel inlet was maintained in order to 
achieve a non-uniform impingement onto the strainer. The inlet water velocity was set to 4 
cm/s. The particle laden strainer acts like a rectifier which forces the flow into the vertical 
direction while smoothing out velocity differences. This becomes clearer in Fig. 9 which plots 
flow velocity profiles along the strainer for different simulation times. The velocity maximum 
at the right end of the strainer decreases during the simulation. This rectifying effect is caused 
by the high pressure drop across the clogged strainer, Fig. 10, leading to a pressure gradient 
whose maximum is in the strainer normal direction. 
 
Fig. 9: Flow velocity distribution along the 
strainer at the channel mid plane 
Fig. 10: Pressure drop distribution along 
the strainer at the channel mid plane 
 
6. Summary 
A method was developed that allows to calculate the pressure drop in compressible beds of 
mineral fibrous materials. The system of model equations constitutes an initial value problem 
which is solved numerically for given strainer mass load, flow velocity and static compaction 
properties of the fibre material. The model is well suited for implementation into system 
codes for nuclear reactor and containment simulation. 
 
The model has been successfully implemented as an extension to the general-purpose CFD 
code ANSYS-CFX. Its capability to simulate the transient pressure drop build-up at non-
uniformly loaded strainers in arbitrary three-dimensional geometries has been demonstrated 
using a step-like flow geometry with a horizontally embedded strainer plate. 
9 
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ANALYSIS OF ANTICIPATED TRANSIENTS WITHOUT SCRAM AT 
PWR USING THE COUPLED CODE SYSTEM DYN3D/ATHLET 
Sören Kliem, Siegfried Mittag, and Ulrich Rohde  
1. Introduction 
The complete failure of the reactor scram system upon request during an operational transient 
is called anticipated transient without scram (ATWS). This mechanical failure of control-rod 
insertion is very unlikely and does not belong to the design basis accidents. The long-term 
subcriticality of the reactor during such transients is ensured by the injection of highly borated 
water from an auxiliary system actuated by a signal introduced specifically for ATWS 
purposes. According to the guidelines of the German Reactor Safety Commission (RSK), 
postulated ATWS events have to be analyzed with regard to their consequences on the safety 
of the nuclear power plants [1]. Such analyses are carried out in order to show that the 
mechanical integrity of the primary circuit and the coolability of the reactor core are ensured, 
at any time. 
 
Since the course of ATWS transients is determined by a strong interaction of the neutron 
kinetics with the thermal hydraulics of the system, coupled 3D neutron kinetic/thermal 
hydraulic code systems are adequate tools for the analysis of such transients. In the following, 
the coupled code system DYN3D/ATHLET is applied to the analysis of an ATWS transient. 
It is the objective of the present work to quantify differences in the course and the results of 
transients, which arise from the variation of neutron-physical conditions.  
 
The presented calculations are methodical studies - not licensing calculations. 
2. Scenario and neutronic conditions of the analysis 
Typically, the complete failure of the main feed water supply is assumed to be the bounding 
ATWS event with regard to the maximum primary coolant pressure, which can be reached 
during the transient. The situation is aggravated if the main coolant pumps remain in 
operation. For this particular transient, the influence of different neutron-physical conditions, 
i.e. core loadings, was analyzed. 
 
An input data set for a generic four-loop PWR at the nominal power of 3750 MW was 
created. All four loops with their primary and secondary sides were modeled separately.  
 
Table 1: Core loading patterns for the analyses 
Legend 193 UO2 /0 MOX FA 129 UO2 /64 MOX FA 0 UO2 /193 MOX FA
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Three different core loading patterns were generated for the analyses by varying the number 
of MOX (mixed oxide) fuel assemblies (FA) in the core [2]. In standard FA, 235U is the fissile 
material, whereas 239Pu is used in MOX fuel. This plutonium either comes from dismantled 
nuclear weapons or is produced by reprocessing spent fuel. In both types of FA, the fissile 
material is embedded into a matrix of 238U, which is not the subject to fission in the reactor 
type under consideration. Usually, the share of fissile material is not higher than 5 %. 
 
The first core configuration studied does not contain any MOX elements; the second one has 
64 MOX FA and the third configuration is a full MOX loading. Table 1 shows the three core 
loadings.  
 
In the calculations, all 193 FA were modeled in neutron kinetics as well as in thermal 
hydraulics [3]. 
3. Analysis of the core loading patterns 
In a first step, the reactivity effects of the three core loading patterns were examined. All 
corresponding stationary calculations have been carried out for the beginning of cycle (BOC), 
at full power, i.e. for the initial state of the transient. Assuming the same nodal burnup 
distribution in all three cases, the three core loadings would have different values of critical 
boron concentration at BOC. To be able to compare the results, it was decided to use the same 
boron concentration of 1000 ppm in all calculations. For this reason, the three curves in 
Figs. 1 and 2, which show the reactivity response of the three cores under investigation, do 
not start from the same initial value. The range of the coolant density and the fuel temperature 
shown in these figures corresponds to the range reached by these parameters during the 
transient. 
 
Different core loadings cause differences in the reactivity dependence on moderator density, 
as seen in Fig. 1. With increasing density, the reactivity growth is the smallest in case of the 
core without MOX. Thus, a reactivity reduction due to moderator expansion or voiding is 
stronger in the case of MOX. This behavior can be explained by the fact that MOX fuel 
provides a harder neutron spectrum, which means that, for the given configuration, MOX is 
deeper under-moderated than UO2 fuel. Stronger under-moderation results in stronger 
dependence of reactivity on the density of moderating nuclei (see also Tab. 2). Both Fig. 2 
and Tab. 2 depict a stronger negative fuel temperature coefficient for MOX. The physical 
reason is found in the fact, that Pu-239 and Pu-240 own strong absorption resonances at 
0.3 eV and 1 eV, respectively, increasing the Doppler feedback in comparison to U-235. 
 
 
Fig. 1: Dependence of the reactivity on the 
moderator density 
Fig. 2: Dependence of the reactivity on the 
fuel temperature 
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The last column in Tab. 2 gives the boron efficiency. The harder spectrum of MOX fuel is the 
reason that boron-10, being a strong absorber for thermal neutrons, contributes less to the total 
neutron absorption in MOX than it does in UO2. Thus, the boron efficiency decreases with 
increasing MOX share in the core.  
 
Tab. 2 (third column) also shows the weak influence of the pure moderator temperature on 
reactivity, not including the moderator density effect given in the second column. This 
moderator-temperature reactivity coefficient, which is also called “spectral” moderator 
coefficient, may be estimated not very accurately by a two-group diffusion code like DYN3D. 
However, at a boron concentration of 1000 ppm, typical for BOC, it is always clearly positive, 
without remarkable dependence on the MOX content of the core. As the average energy of 
thermalized neutrons increases with moderator temperature, boron-10 and hydrogen-1 
absorption rates will decrease, due to the 1/v dependence of the respective cross sections, 
which leads to a reactivity growth. 
 
Table 2: Global reactivity coefficients for the core loadings in the initial state of the transient 
(beginning of cycle, full power, boron concentration: 1000 ppm) 
Reactivity coefficient Loading 
(Number of 
MOX FA) 
Moderator 
density 
[pcm/kg/m3] 
Moderator 
temperature 
[pcm/K] 
Fuel temperature 
[pcm/K] 
Boron concen-
tration [pcm/ppm]
1 (0) 15.09 3.267 -2.441 -7.051 
2 (64) 18.94 3.186 -2.632 -5.479 
3 (193) 23.64 3.043 -2.882 -3.810 
 
4. Results of the ATWS calculations 
Transient calculations for the loss-of-feed-water accident were carried out, using the three 
core loading patterns described above. All thermal hydraulic conditions as well as the 
modeling and settings of all systems are identical in the calculations.  
 
At t = 0 s, the main feed water supply fails. This loss of feed water causes a trip of the turbine 
and a steam release through the bypass station. As a consequence, the core produces more 
heat than can be removed by the steam generators. The coolant pressure and primary-circuit 
steam-generator-outlet temperature begin to rise. The pressure growth takes effect 
immediately in the whole primary circuit, while the coolant temperature in the core rises with 
a delay of several seconds. The higher pressure compresses the coolant/moderator to a higher 
density. Thus, due to the moderator-density reactivity coefficient (Tab. 2), reactor power goes 
up during the first seven seconds. The increase of about 45 MW is nearly identical in all three 
calculations (Fig. 3). 
 
The described processes can be explained by the time course of the single reactivity 
contributions, shown in Fig. 4. Starting from the stable initial state the total reactivity 
increases slightly, due to the moderator density effect. The reactivity change caused by the 
growth of power and, therefore, fuel temperature, is negative, which attenuates the increase of 
total reactivity. About five seconds after the transient started, hotter coolant, coming from the 
steam-generator, reaches the reactor core. On the one hand, this temperature rise is 
accompanied by an additional (small) positive reactivity insertion, because the “spectral” 
reactivity coefficient of the moderator temperature is positive for all three loadings (see 
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Tab. 2). On the other hand, the moderator density decrease, connected with the temperature 
growth, becomes the dominating effect, and the reactivity contribution from the moderator 
density starts to decrease. Some nine seconds after the transient was initiated, the total 
reactivity reaches the zero line, and power drops below its initial value. 
 
  
Fig. 3: Core power (first part of the 
transient) 
Fig. 4: Reactivity contributions (core 
loading with 64 MOX FA) 
 
First remarkable differences between the three calculations begin to develop at about t = 18 s. 
From this time on, differences in the moderator-density influence on reactivity are seen 
(Fig. 5). As expected from the steady-state reactivity curves, the MOX-free calculation 
provides a smaller reactivity drop for the same density change. For this reason, the power 
does not decrease that strong; and in the following, the density goes further down than in a 
core with MOX (Fig. 6). 
 
 
Fig. 5: Moderator density reactivity effect Fig. 6: Core average moderator density 
 
Decreasing power in all calculations leads to dropping average fuel temperature. The 
differences in the Doppler coefficient counteract the differences in the moderator density 
coefficient, thus reducing the deviations in power.  
 
The lowest moderator density, observed in the calculation for the MOX-free core, is the result 
of the highest moderator temperature (at roughly the same pressure). As the moderator-
temperature (“spectral”) reactivity effect is also nearly identical in the three cases (Tab. 2), the 
largest temperature increase leads to the biggest positive moderator spectral effect in the 
MOX-free core.  
 
The sum of the three reactivity effects leads to the power behavior shown in Fig. 7, left part, 
where the full-MOX-core power decreases to the lowest level. This lowest power level in the 
full-MOX case would have persisted until the end of the transient, if the boron concentration 
in the reactor core would not change. However, a small amount of highly borated water is 
slowly injected through the auxiliary borating system, the boron concentration increasing 
from the initial value of 1000 ppm to 1063 ppm within 300 s. This injection is identical in all 
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three calculations. The increase in the average boron concentration results in the biggest 
power-reducing effect in the MOX-free core, due to the remarkably higher boron efficiency 
there (Tab. 2). Thus, after about t = 150 s, the full-MOX calculation provides the highest 
power and the MOX-free core shows the lowest one (Fig. 7). 
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Fig. 7: Reactor power 
 
One of the most relevant safety parameters in ATWS is the coolant pressure in the primary 
circuit. It is clear that a too high pressure has a direct influence on the mechanical integrity of 
the primary circuit, which must not be affected as mentioned above. 
 
The transient history of the pressure is shown in Figs. 8 and 9. The pressure increases 
immediately after the start of the transient was discussed above. During the next tens of 
seconds the pressure behavior is controlled by the opening and closing of the pressurizer relief 
and safety valves. The emergency feed water injected into the steam generators is not able to 
prevent the full evaporation of the steam generator inventory, which takes place some 90 s 
after the start of the transient. The heat removal by the steam generators descents further and a 
second pressure peak occurs in the primary circuit. 
 
  
Fig. 8: Primary pressure Fig. 9: Primary pressure (zoom) 
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The first pressure peak shortly after the start of the transient is nearly identical in all 
calculations, differences resulting from the different core loadings are not observed. But the 
second pressure peak shows remarkable influences of the core design. The MOX–free 
calculation gives the highest pressure peak (19.0 MPa). The height of this peak decreases with 
increasing number of MOX FA. In the calculation for the full MOX core, the second pressure 
peak is even slightly lower than the first one. The differences in the pressure peak are related 
to the different core powers. As discussed above, during the respective time of the second 
pressure peak, the power level will be the higher, the smaller the MOX portion in the core is. 
Although the differences in the power are relatively small (at t = 92 s the three values differ 
by 80 MW only) they cause the corresponding differences in the pressure peak. 
5. Conclusion 
The ATWS transient “Loss of main feed water supply” was analyzed using the coupled code 
system DYN3D/ATHLET. It was shown that the variation of the number of MOX FA in the 
core has a remarkable influence on the reactivity coefficients of the fuel temperature and the 
moderator density. These two parameters mainly influence the behavior of the coolant 
pressure in the first part of the transient. It has been demonstrated that the pressure maximum 
decreases with increasing number of MOX FA in the core.  
 
The second safety goal mentioned above, the coolability of the reactor core, is not affected 
during the analyzed transient. The mass flow rate through the reactor core is so high during 
the whole time span, that the coolant does not boil and a heat transfer crisis cannot occur.  
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FRACTURE MECHANICAL ANALYSIS OF A VVER-440 PTS 
SCENARIO 
Martin Abendroth and Eberhard Altstadt 
1. Introduction 
The paper describes the modelling and evaluation of a pressurized thermal shock (PTS) 
scenario in a VVER-440 reactor pressure vessel due to a safety injection. An axially oriented 
semi-elliptical crack is assumed to be located in the core welding seam. Two versions of 
fracture mechanical evaluation are performed: the analysis of a sub-cladding crack and of a 
surface crack. Three-dimensional finite element (FE) models are used to compute the global 
transient temperature and stress-strain fields. By using a three-dimensional submodel, which 
includes the crack, the local crack stress-strain field is obtained. Within the subsequent 
postprocessing using the J-integral technique the stress intensity factors KI along the crack 
front are obtained. The FE results are compared to analytical calculations proposed in the 
VERLIFE code. The stress intensity factors are compared to the fracture toughness curve of 
the weld material. 
2. Description of the scenario 
The PTS scenario caused by a LOCA is characterised by a sudden cool down of the inner 
surface of RPV wall due to cold water injection while the system pressure is still at a high 
level. Such a situation can occur through various event sequences. The scenario, which is 
discussed here, starts with a stuck open pressurizer relief valve. The pressure drop leads to the 
initiation of the emergency core cooling system i.e. to a cold water injection through two the 
main coolant pipes. After one 
hour, the relief valve is closed 
inadvertently, which leads to a 
quick re-increase of the 
primary pressure (see Fig. 1). 
 
The quenched region includes 
the core welding seam, which 
is supposed to be one of the 
most embrittled regions of the 
RPV due to neutron 
irradiation. Additionally, weld 
lines are also likely locations 
for cracks or flaws. Therefore, 
the scenario postulates an axially oriented semi-elliptical underclad crack. The axial 
orientation is chosen because the maximum principal stress in a pressurized cylindrical vessel 
is acting in circumferential direction and so perpendicular to the faces of the postulated crack. 
The cooled inner surface of the RPV including the crack are exposed to tensile stress. The re-
pressurization of the RPV after 3600 seconds will suddenly increase the tensile stress and is 
assumed to be the crucial phase of the scenario. The scenario is specified in [3]. 
 
The main questions of the investigation are: i) what is the loading of the crack region (stress 
intensity factor KI) during the scenario and ii) what is the maximum allowable temperature of 
   Fig. 1: Primary pressure vs. time 
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brittleness of the material at which the RPV would just not fail by brittle fracture? Or the 
other way round: What is the allowable stress intensity factor at a given state of the material’s 
embrittlement (ductile to brittle transition temperature)? 
 
The component of interest is a VVER-440/V-213 RPV, which has an inner radius of 
1771 mm. The inner surface has an austenitic cladding with a thickness of 9 mm. The 
thickness of the base material in the cylindrical part of the vessel is 140 mm. The geometry of 
the two opposite cold plumes (see Fig. 2) were obtained by a thermal hydraulic simulation, 
which was performed with RELAP5 in [1]. 
3. Modelling 
We developed a three-dimensional finite element (FE) model of one quarter of the RPV using 
the code ANSYS®. Since the region of interest (core weld 5/6) is far away from the in- and 
outlets, these nozzles have been neglected in the model. This global model does not contain 
any crack so far. It is used to compute the transient thermal field and the stress and strain 
field. The subsequent fracture mechanical analysis is done with a 
submodel which contains the detailed crack geometry. The boundary 
conditions for the submodel are obtained from the solutions of the 
global model. 
 
The thermal calculation is based on the fluid temperatures and the 
heat transfer coefficients. Due to the thermal isolation of the RPV it 
can be assumed that the outer surface is adiabatic. The stress free 
temperature of the clad vessel is 267°C. Figure 2 shows the computed 
thermal field at the time t = 1000 s. On the right part of the figure the 
cold plume is clearly to be seen. The injected cold water leads to a 
general cool down of the inner surface of the RPV, but especially in 
the cold plum region the temperatures are up to 50 K lower than in the 
ambient region. This leads to elevated tensile stresses in 
circumferential and vertical direction in the cold plum region of the 
inner surface of the RPV. 
 
The subsequent mechanical solution is obtained by using the thermal 
field as a body load and by applying the time dependent internal 
pressure, the gravity, and the initial residual stresses in the welds. The 
weld material has the same thermal-physical and tensile properties as 
the base material but is supposed to have residual stresses both in 
axial and circumferential orientation. These residual stresses result 
from the welding process. The postulated semi-elliptical underclad 
crack is located at the core weld 5/6 at a level of 3.485 m below the 
inlet nozzle. The supposed axially oriented crack is 15 mm deep (1/10 of the wall thickness) 
and the aspect ratio is 0.3. Figure 3 shows the computed hoop stress at t = 1000 s. It can be 
seen that in general the highest hoop stresses are located in the cladding which is directly in 
contact with the coolant. In the upper part, where the vessel wall thickness is greater than in 
the lower part, in general we obtain higher hoop stress values than in the lower part. 
Moreover, the cold plum region in the lower part is also a region with elevated hoop stress.  
Fig. 2: Temperature
field at t = 1000 s 
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To perform the fracture mechanical analysis we use a 
sub-modelling technique. Two different cracks are 
assumed, an underclad crack as defined in [3] and a 
surface crack (see Fig. 4). Only the crack and a 
reasonable large surrounding is modelled. At the cut 
boundaries of the submodel the interpolated degree of 
freedom results (displacements) of the global (coarse) 
model are applied. The thermal field and the gravity 
loads are used as body loads, the pressure (see Fig. 1) is 
applied at the inner surface. 
 
In case of the underclad crack there is a principal 
problem, since the cladding itself contains no crack and 
has common nodes with the base material, the crack 
mouth is virtually clamped close, which results in a 
second straight and sharp crack front at the interface 
between cladding and base material. 
 
  
Fig. 4: Two types of crack in the core weld seam: underclad crack (left) and surface crack 
(right) 
 
To evaluate the consequences resulting from a non-intact cladding (as assumed in [2]) a 
second submodel is used, which includes a surface crack which goes through the cladding. 
Fig. 5 shows the hoop stress at t = 1000 s. Here, the crack face (dark blue) is clearly 
distinguishable from the rest of the model and we note the high (red) stresses at the crack tip. 
4. Stress intensity factors and critical temperatures of brittleness 
The computation of the stress intensity factors (SIF) is done in the postprocessing. The 
procedure is based on the J-integral concept: 
 
 2
1
I 1
JEK ν−
⋅=  (1) 
The details of the calculation of J1 are described in [4] and [5]. Fig. 6 shows the variation of 
the stress intensity factor KI computed for the deepest point of the underclad crack 
(a = 15 mm) and a point (a = 2 mm) below the cladding-base material interface. The point at 
a = 2 mm is already located outside of the weld, since the length of the crack front is larger 
Fig. 3: Hoop stress [Pa] at 
t = 1000 s 
 19
than the height of the weld seam. Therefore it was assumed, that in this location there are no 
residual stresses. 
 
  
Fig. 5: Hoop stress [Pa] in the crack region calculated with the submodel (surface crack) 
 
There is a slight decrease of KI at the beginning due to the pressure reduction, then an 
increase up to the maximum at 1000 seconds due to the thermal shock effects. It follows a 
decrease again, as the temperature gradient through the vessel wall decreases. The re-
pressurization is the critical phase for this scenario, a sudden increase of KI can be noted. To 
judge these results, KI has to be compared to the fracture toughness of the material, which is 
described by the following equation [2]: 
 
 [ ] ( )[ ]{ } mMPa200;TT02.0exp3626min)T(K K3IC −⋅⋅+=  (2) 
where TK is the critical temperature of brittleness (ductile to brittle transition temperature). TK 
has to be determined experimentally for given material, e.g. via the master curve concept. 
Equation 2 corresponds to a fracture probability of 1%. In Fig. 7, KI is plotted as a function of 
the crack tip temperature for all computed pairs of KI and T together with the critical [KIc]3-
curve. It is obvious that the re-pressurization causes the critical KI = 40.2 MPa√m at a crack 
tip temperature of T = 68.9°C. The maximum value of KI=43 MPa√m occurs at t = 1000 s 
where the crack tip temperature is T = 170 °C, which is an uncritical state. The allowable 
critical temperature is obtained from: 
 
 KI
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The results for the surface crack are shown in Fig. 8. As expected we obtain higher values for 
the stress intensity factors. Here also the re-pressurization of the RPV causes the critical value 
of KI = 67 MPa√m at a crack tip temperature of T = 68.9 °C. 
 
Table 1 summarizes the main results, as there are the maximum KI(T) and aKT  values for the 
underclad and the surface crack located in the most embrittled weld line of a WWER-440 
RPV during a thermal shock scenario. For comparison additional values are given, which are 
obtained using a simplified analytical approach given in the VERLIFE code [2], which 
however does not take into account the existence of the cladding. The VERLIFE simplified 
engineering approach uses the stress components normal to the crack face for KI computation. 
These stresses were taken from the calculation with the global FE model. 
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Fig. 6: KI vs. time fort two positions at the crack front, underclad crack 
 
Fig. 7: SIF vs. temperature and fracture toughness curve for TK=115.5 °C, underclad crack 
 
Fig. 8: SIF vs. temperature and fracture toughness curve for TK=62.4 °C, surface crack 
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Table 1: Maximum stress intensity factors and allowable critical temperatures for the 
underclad crack and the surface crack. 
Underclad crack Surface crack  
ANSYS Analytical [2] ANSYS Analytical [2] 
KI [MPa√m] 40.2 51.8 67.0 67.6 
TK [°C] 115.5 85.0 62.4 61.7 
5. Conclusions 
A PTS scenario for a VVER-440/213 RPV was investigated. Based on the stress calculations 
with a global FE model the SIFs were evaluated with two methods: a fracture mechanical 
analysis by a FE submodel and by using an engineering approach. Two limiting assumptions 
concerning the crack were investigated: underclad and surface crack. The results show that 
the engineering approach provides a strongly conservative value for the underclad crack. For 
the surface crack the KI value is only slightly conservative, compared to the one obtained with 
the j-integral method. 
 
The finite element crack modelling for the underclad crack 
is a crucial point. The VERLIFE code allows to assume a 
completely intact cladding, if the cladding integrity is 
assured by non destructive testing. As mentioned in the 
sections above the common nodes of the cladding and the 
base material cause an artificial crack mouth clamping, 
which results in an underestimation of KI for an underclad 
crack. A better approach might be to define a crack, which 
affects both cladding and base material (Fig. 9). The 
postulation of a surface crack leads to more conservative 
results. 
 
A critical TK of about 60 °C is not unusual for VVER-440 reactors. Therefore, the integrity in 
a PTS scenario might be only be ensured, if the cladding is proved to be intact, or if the RPV 
is regularly annealed to guarantee a low transition temperature. 
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Fig. 9: Crack with partially 
affected cladding 
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ULTRA FAST SCANNED ELECTRON BEAM X-RAY CT FOR TWO-
PHASE FLOW MEASUREMENT 
Uwe Hampel, Frank Fischer, Eckhard Schleicher, and Dietrich Hoppe 
1. Introduction 
Multiphase flows occur in many industrial areas, such as light water nuclear reactors, chemi-
cal reactors, hydrodynamic machines, mineral oil exploration, biochemical processing and 
water resource management. A key issue to improve our knowledge of multiphase flow phys-
ics is the availability of an adequate measurement technology. Though there are many physi-
cal parameters which may be of interest in multiphase flow, e. g. phase holdup, interfacial 
area density, species concentration, temperature, velocity and pressure fields, there are some 
common features which are to be attributed to an ideal measurement technique. First of all, 
these are high spatial and temporal resolution, secondly non-intrusiveness. In the past, differ-
ent measurement techniques have been proposed for multiphase flow measurement but not all 
of them account for high spatial and temporal resolution. Most commonly applied today is 
high speed optical video imaging using advanced CMOS camera technology. Such devices 
enable flow imaging at frame rates of more than 100,000 Hz. They are, however, restricted to 
optically transparent media, require optical access to the flow and fail to provide quantitative 
data at presence of multiple phases. Tomographic techniques which have been proposed by 
some groups are electrical tomography, magnetic resonance imaging, gamma and X-ray to-
mography and radioactive particle tracking. 
 
Electrical tomography, either based on resistance, capacitance or impedance measurement, 
has long been considered as the most potential candidate since it can be made very fast (1 kHz 
frame rate or higher) and is comparatively inexpensive [1, 2]. Spatial resolution, however, is a 
major limitation. MRI has first been investigated and used by Gladden et al. [3]. It can 
achieve frame rates of up to 50 Hz and spatial resolution below 1 mm. Moreover, it can dis-
criminate chemical species and is capable of measuring local flow velocity. It cannot be used 
with magnetic materials and is therefore hardly applicable to pressurized vessels. Fast tomo-
graphic techniques based on isotopic or X-ray sources have also been introduced in the past. 
Thus, Johansen et al. built an isotopic scanner with 5 stationary Am-241 sources which 
achieves a frame rate up to 100 Hz [4]. Misawa [5] and Hori [6] introduced pulsed multi-
source X-ray scanners which run at frame rates of up to 2 kHz. Particle tracking techniques 
have been developed both for single photon emitters [7] and positron emitters [8]. Especially 
the latter, called positron emission particle tracking (PEPT) is suited to track the motion of 
single particles in opaque flow with millisecond time resolution. 
 
In the medical field the fastest tomographic hard field modality today is electron beam CT [9] 
which is widely used in cardiac diagnostics, e. g. detect non-invasively coronary artery calci-
fications or to measure ventricular volume. Though in medicine frame rates do not exceed 30 
Hz this technology presents by far the greatest versatility to be used in fast multiphase flow 
measurement. Besides fast 2D imaging it offers capabilities for phase velocity measurement, 
fast volume imaging as well as high energy X-ray CT. 
 
In 2007 developers at Institute of Safety Research  accomplished the implementation of a fast 
scanned electron beam X-ray CT scanner with primary application in two-phase flow meas-
urement. The scanner is operated at an electron energy of up to 150 keV and electron beam 
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Fig.1: Principle of fast scanned electron 
beam X-ray CT 
power up to 10 kW. It reaches a spatial resolution of about 1 mm and frame rates up to 7 kHz. 
First tests of the scanner have been performed on a simple vertical column operated in two-
phase flow mode. 
2. Design of the fast electron beam CT scanner 
The working principle of the fast scanned elec-
tron beam X-ray CT is illustrated in Fig. 1 
along with a scheme of its major components in 
Fig. 2. The electron gun produces an electron 
beam by electrostatic acceleration of electrons 
emitted from a heated tungsten cathode. The 
electron beam passes an electromagnetic lens 
system for beam focusing and centering. Fur-
ther down the beam path an electromagnetic 
deflection unit consisting of quadrupole coils 
provides two-dimensional beam deflection 
capability. The electron beam is steered onto a 
semicircular metal target placed about 1 m 
away from the gun. On the target the electrons 
are stopped producing X-rays. Via the 
electromagnetic beam deflection the focal spot 
can be swept rapidly along the target on a cir-
cular path. A fast X-ray detector consisting of 
multiple zinc-cadmium-telluride detector 
crystals which is enclosed by the target 
measures the intensity of X-rays passing 
through the object inside this arrangement. In 
this way radiographic projection data is 
generated which is eventually processed to 
cross-sectional slice images by tomographic 
image reconstruction software. As a matter of 
course, all components required to form and 
guide the electron beam are inside a vacuum 
enclosure, which is not shown in Fig. 1. Also 
not shown are further assisting components and 
circuits such as vacuum pump, target cooling 
and beam monitoring equipment. The electron 
gun and the high voltage generator enable to 
continuously generate electron beams of maxi-
mum 150 kV tube voltage, 65 mA beam current and thus about 10 kW beam power. The tar-
get has an optimized design to dissipate the 10 kW heating power transferred by the electron 
beam. The beam deflection system can be operated up to 15 kHz, however, the required ellip-
tical deflection pattern has a limiting frequency of 7 kHz, which is the maximum frame rate 
achievable with the current device. 
 
The detector comprises 240 elements with an active area of 1.5 x 1.5 mm² for each pixel. The 
detector elements are coupled to fast amplifier and digitizer circuits and a special design digi-
tal data acquisition hardware that enables to read out the detector at 1 MHz fully synchro-
nously. With 1 MHz detector sampling we acquire 142 projections per full focal spot revolu-
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tion at 7 kHz and 1000 projections at 1 kHz scan rate. The focal spot on the target is about 1 
mm in diameter. One particular problem associated with the target-detector arrangement is the 
axial offset between the focal spot plane and the detector plane. This problem is also known 
from medical electron beam X-ray CT and produces small artifacts especially for small ob-
jects such as bubbles or particles. However, to some degree this problem can be tackled by 
suitable image processing algorithms. 
 
 
 
Fig. 2: Components of the fast scanned electron beam X-ray CT scanner 
 
For measurement along larger vertical pipes a special gantry has been built which allows con-
tinuous vertical positioning of the scanner (Fig. 3). Beside the scanner, which includes elec-
tron beam generator, vacuum system, target, and detector, the CT system further comprises a 
separate high-voltage generator and a rack with all control electronics, such as vacuum con-
troller, coil current amplifiers, detector electronics and control PC (Fig. 4).  
 
Image reconstruction is performed offline on a separate PC. After appropriate calibration and 
conversion steps for the raw data we use the filtered backprojection technique for image re-
constructions. A sequence of 1000 images takes about 3 minutes to download from the detec-
tor hardware to the PC and then about two minutes to perform full reconstruction. The soft-
ware also includes algorithms for data binarization and extraction of parameters, such as bub-
ble size and integral phase holdup. 
3. Application 
Among other objects we tested the new scanner on a bubble column of 60 mm inner diameter 
and 500 mm height made of Perspex. Gas was injected at different flow rates from the bottom 
by a single injector needle. Measurement was taken 150 mm above bottom. Fig. 4 shows re-
constructed cross-sectional images along with synthesized central axial cut images at three 
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different flow rates scanned at 1000 frames per second for 0.5 s scan duration. As it can be 
seen the gas accumulates in the centre and for high gas rates plug flow is not yet developed at 
this measurement position. The example serves as a test case for the scanner. Bubbles are well 
resolved and even the thin liquid film between the single bubbles can be recognized. The 
noise figure in the images has been estimated to be about 3% in standard deviation from the 
mean foreground and background pixels values, which permits reliable bubble detection and 
discrimination for further processing. 
 
 
 
   
   
 
Fig. 3: Scanner mounted at a vertical test 
section at FZD’s TOPFLOW facility 
Fig. 4: Cross-sectional images (top) and 
central axial section images (bottom) of two-
phase flow in a bubble column (the vertical 
axis has the dimension of time) 
4. Conclusions 
We reported on the development, implementation, and test of a new fast scanned electron 
beam X-ray CT scanner for two-phase flow measurement. The scanner achieves frame rates 
of up to 7 kHz and 1 mm spatial resolution. As a first test case two-phase flow in a bubble 
column could be visualized. One upcoming application for this new device will be two-phase 
flow measurement in vertical pipes. 
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A NEW CAPACITANCE WIRE-MESH SENSOR FOR TWO-PHASE 
FLOW MEASUREMENT  
Marco Jose Da Silva, Eckhard Schleicher, and Uwe Hampel 
1. Introduction 
The experimental investigation of multiphase flows plays an important role in many research 
and industrial applications. Some examples of that are found in the safety assessment of 
nuclear reactors, device optimization in the chemical industry or in decision making for 
control strategies of industrial plants. 
 
Wire-mesh sensors allow the study of flows with high spatial and temporal resolution. This 
type of sensor was introduced about ten years ago [1] and since then it has been employed to 
investigate a number of two-phase flow phenomena. Two sets of wires are crosswise spanned 
in a pipe forming an angle of 90° and having a small separation between them. An associated 
electronics measures the local conductivity through the gaps at all crossing points. This 
technique allows void fraction and bubble size measurements with temporal resolution of up 
to 10,000 frames per second (fps) and spatial resolution of up to 2 mm [2]. 
 
Since the measuring principle of a conductivity wire-mesh sensor requires at least one 
continuous conductive phase, wire-mesh sensors have almost exclusively been used for the 
investigation of air-water or steam-water systems. Nevertheless, non-conducting fluids such 
as oil or organic liquids often occur in industrial applications, for instance, in chemical and 
petrochemical industry. The experimental investigation of multiphase flows involving non-
conducting fluids is therefore of large interest. For this reason we developed a novel wire-
mesh sensor based on the measurements of the electrical permittivity (capacitance) which is 
suitable for the investigation of non-conducting fluids.  
2. System description 
For verification of the capacitance measurement technique we have used a laboratory wire-
mesh sensor with rectangular section (50 mm x 50 mm), which has previous been employed 
for conductivity measurements. The sensor is made of two layers with 16 stainless steel wires 
(diameter 0.12 mm) having 1.5 mm axial plane distance. The distance between the wires in 
one layer is 3.12 mm. The wires are mounted in a rectangular acrylic frame that itself is part 
of a rectangular flow channel. 
 
The time-multiplexed excitation scheme used in previous conductivity wire-mesh systems [1] 
has been maintained, i.e. the transmitter electrodes are activated consecutively, while the 
receiver electrodes are measured in parallel. However, while the conductivity wire-mesh 
sensor is excited by bipolar voltage pulses and currents are measured with a dc measuring 
scheme, for the capacitance wire-mesh sensor an appropriate ac excitation and measuring 
scheme was employed. That is, we now apply a sinusoidally alternating voltage for excitation. 
Figure 1 depicts the block diagram of the novel electronics design. 
 
The excitation voltage is generated by means of a direct digital synthesizer (DDS) circuit with 
selectable frequency in the range of 0.1 to 10 MHz. This signal is then time-multiplexed to 
each of the excitation electrodes by means of an analog multiplexer (MAX396). In order to 
create a low impedance path, the outputs of the switches are buffered by operational 
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amplifiers (opamp). Furthermore, when the multiplexer output is not activated, i.e. it is in a 
high impedance state, a resistor (470 Ω) grounds the opamp input, thus grounding the 
corresponding electrode wire. The currents flowing from transmitter to receiver electrodes are 
converted to voltages by means of transimpedance amplifiers (OPA656 based). These sine 
wave voltages are demodulated using logarithmic detectors (AD8307), i.e. converting them 
into dc proportional voltages. In addition the dc voltages carrying the information about the 
permittivity are digitized by the USB data acquisition card (Measuring Computing Inc., 
USB1616FS, 16 bit resolution, max. 10 kHz sampling rate per channel by simultaneous 
sampling of the 16 channels). A PIC microcontroller operates the multiplexer, programs the 
DDS and controls the analog-to-digital conversion (ADC) timing. The USB data acquisition 
card is connected to a computer, where the measured data are processed and visualized. The 
maximum frame rate which can currently be achieved is 625 fps. It is determined by the 
maximum sampling rate per channel of the data acquisition card divided by the total number 
of receiver wires, i.e. 10,000/16. Thus, the actual frame rate is still low due to the 
comparatively slow data acquisition card, but it will be increased to above 10,000 fps in the 
future by integration of a faster ADC and digital processing electronics. 
 
 
Fig.1: (a) Block diagram of the wire-mesh sensor electronics. (b) Excitation scheme of the 
wire-mesh sensor electronics. 
 
To achieve an independent local phase fraction measurement in each crossing point, i.e. to 
suppress the crosstalk between the individual sub-regions, the following excitation scheme is 
employed, as exemplified in figure 1b. The transmitter electrodes are activated consecutively, 
while keeping all other transmitter electrodes at ground potential. All currents flowing from 
transmitter to receiver electrodes at the other wire plane are measured in parallel as described 
above. Since the receiver electrodes are also at ground potential by the opamp’s virtual 
ground, the electrical field is concentrated along the active transmitter wire and the current 
measured at one receiver wire is only proportional to the capacitance (permittivity) of the 
surrounding flow phase at the crossing point. 
3. Permittivity measurement 
For the permittivity measurement of the crossing points we have employed an ac-based 
capacitance measuring method. This method has been successfully employed in electrical 
capacitance tomographs [3]. It gives a high signal-to-noise ratio and stray capacitance 
immunity. Figure 2 shows an equivalent circuit for one crossing point, where Vi is the input 
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voltage, Cx represents the crossing point capacitance, Cs1 and Cs2 represent the stray 
capacitances to ground generated for instance by the cables or the other grounded electrodes, 
and Cf and Rf represent the feedback network.  
 
 
Fig. 2: Equivalent capacitance measuring circuit for one crossing point. 
 
Assuming that the opamp is ideal and that the internal resistance of the analog multiplexer is 
zero, the output voltage Vo is determined by [3] 
 
 xo i
f
CV V
C
= − ⋅ . (1) 
 
In principle, the stray capacitances have no influence in the circuit, since Cs1 is directly driven 
by the source voltage and Cs2 is virtually grounded by the opamp. The ac output voltage Vo is 
thus directly proportional to the unknown capacitance of the crossing point. Furthermore, the 
capacitance of a crossing point is proportional to the relative permittivity εr of the phase 
between the transmitter and receiver wires and can be calculated by 
 
 x r 0 gC kε ε= ⋅ . (2) 
 
where ε0 is the permittivity of vacuum (8.85 pF/m) and kg is a geometry factor, which depends 
on the geometry of the problem. Hence, from (1) and (2), it can be stated that Vo is 
proportional to the relative permittivity of the phase at the crossing point. We expect a high 
signal dynamics in the voltage Vo by measurements on different substances, therefore a 
logarithmic detector scheme was employed in the system for the demodulation of this ac 
signal. Even very small changes in the capacitance or permittivity (and consequently in Vo) 
can be measured by maintaining a fast response time. The log-detector output is in the form 
 
 olog a
b
ln VV V
V
⎛ ⎞= ⋅ ⎜ ⎟⎝ ⎠
 (3) 
 
where Va and Vb are constants of the integrated circuit. Rearranging (1)-(3) it is possible to 
demonstrate that 
 ( )log rlnV a bε= ⋅ +  (4) 
 
where a and b are constants that encompass the geometry factor kg, feedback components, the 
log-detector constants, the measuring frequency f and the input voltage Vi. It is obvious that 
some of these parameters are not necessarily the same for each crossing point or transmitter 
and receiver circuits due to, for instance, the small differences in the geometry factor or the 
tolerance of electronic components. In order to compensate this variance, application of a 
calibration routine is required, which is described as follows. 
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The measured voltages Vlog of all crossing points for each frame are saved in a 16 × 16 × Nt 
data matrix, where Nt is the number of acquired time steps. In the calibration routine, first the 
cross section is filled up with a substance with low permittivity εrL and for this situation a data 
matrix VL(i,j) is acquired. Normally average values over a certain time are used to reduce 
statistical signal fluctuations. In a second situation, the entire cross section is covered with 
another substance having a higher permittivity εrH and the same procedure is repeated, getting 
the data matrix VH(i,j). In this fashion, applying equation (4) for both calibration data matrixes 
is possible to calculate the constants of (4) as 
 
 ( ) ( ) ( )( ) ( )H Lr r
, ,
,
ln ln
H LV i j V i j
a i j ε ε
−= − , (5) 
 ( ) ( ) ( ) ( ) ( )( ) ( )
H L
r r
H L
r r
, ln , ln
,
ln ln
L HV i j V i j
b i j
ε ε
ε ε
−= − . (6) 
 
Finally, we can calculate the relative permittivity distribution over the sensor cross section by 
inverting (4) and applying it for every crossing point, thus 
 
 ( ) ( )( )
log
r
,
, exp
,
V b i j
i j
a i j
ε ⎛ ⎞−= ⎜ ⎟⎜ ⎟⎝ ⎠
 (7) 
 
For the calculation of the local phase fraction distribution α(i,j), a linear relationship between 
the measured permittivity and the phase fraction is assumed 
 
 ( ) ( )Hr rH L
r r
,
,
i j
i j
ε εα ε ε
−= − . (8) 
4. Results 
4.1. System accuracy and noise 
The newly developed wire-mesh sensor was initially investigated regarding its accuracy and 
ability of distinguishing different substances. For this purpose the wire-mesh sensor was 
entirely covered by some selected substances and 10 frames at the maximum sampling 
frequency of 625 fps were recorded and averaged in order to suppress random noise. The 
excitation frequency was set to 5 MHz and the input voltage amplitude to 3 Vpp. Since we 
have five substances and not two as described in section 3, the calibration routine was slightly 
modified. Instead of using a two point calibration we perform a linear least-square regression 
of (4) for each crossing point. That means (5) and (6) were replaced for their least-squares 
versions. Table 1 shows the selected substances and their reference relative permittivity (taken 
from [4]), as well as the measured mean value of all crossing points rε . A good agreement is 
found in the permittivity measurements with deviations below 10%. 
 
In order to investigate the individual crossing points, the measured voltage for all crossing 
points Vlog in dependence of the relative permittivity for the measured substances was plotted 
(figure 4). From that, the linear dependence of Vlog over the logarithm of εr becomes evident, 
as anticipated by (4). The individual lines obtained represent different linear and angular 
coefficients, i.e. parameters a and b in (4), thus indicating the need of a calibration routine. 
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There is a group of lines which are dislocated from the most of the other lines. These outliers 
all come from the same receiver channels and may be attributed to a larger component 
tolerance deviation. Even so, after calibration, these lines produced permittivity values under 
the 10% tolerance.  
 
Table 1: Results for the measurement with different substances. 
Substance reference εrref (-) measured rε (-) deviation (%) 
ref
r r
ref
r
ε ε
ε
−  
Air 1.0 1.02 1.68 
Silicone Oil 2.0 1.92 -3.91 
2-propanol 20.1 20.27 0.85 
Glycol 41.1 45.18 9.92 
Deionized water 80.1 73.98 -7.64 
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Fig. 4: Measured logarithmic voltage Vlog in dependence of the relative permittivity εr. 
 
The system was then investigated regarding instrumental noise. The wire-mesh sensor was 
covered with silicone oil and 1000 frames were recorded at 625 fps. Again, voltage amplitude 
of 3 Vpp and excitation frequency of 5 MHz were used. The standard deviation of the 
measured relative permittivity over the 1000 frames was used to estimate the instrumental 
noise. A maximum value of the standard deviation over all 256 crossing points of 0.27% was 
obtained. This noise level is much smaller than the maximum deviation as shown in table 1 
and can therefore be neglected. 
4.2. Bubbly flow measurement  
The capacitance wire-mesh sensor has been employed to measure a silicone oil/air stagnant 
two-phase flow. The vertical flow channel with the integrated wire-mesh sensor was filled 
with silicone oil (εr = 2.8) and air was injected at the bottom of the column through a set of 
holes located in the bottom of the channel. The wire-mesh sensor was set up to acquire data at 
the maximum frame rate possible of 625 fps. Two reference images for the calibration routine 
with 100% gas and 100% liquid were acquired at the beginning of the experiments. Figure 5 
shows images of the void fraction distribution obtained after calibration. The four cross-
section images show details of one single bubble for selected time frames. The image on the 
left is an axial slice image taken from electrode number 8, i.e. along a central chord of the 
channel showing two larger bubbles. Note that the vertical axis has the dimension of time and 
not space. For known gas velocities the time coordinate may however be transformed into an 
spatial coordinate. 
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Fig. 5: Axial (left) and cross-sectional (right) slice images of an oil/air bubbly two-phase flow 
acquired with the capacitance wire-mesh sensor.  
5. Conclusions 
We developed and tested a novel wire-mesh sensor based on capacitance (permittivity) 
measurements. The sensor can measure the phase fraction distribution in a flow cross-section 
with high spatial and temporal resolution. Further, this new sensor is capable of measuring in 
non-conducting and slightly conducting fluids. Beside the improved range of measurable 
substances another special advantage of the capacitance wire-mesh sensor is the possibility to 
use electrically isolated wires, which enables to operate a sensor with protective wire 
coatings, for instance in aggressive media. The evaluation of the prototype wire-mesh sensor 
system has shown good reproducibility and accuracy in permittivity measurements even at a 
rather fast response time, thus allowing the system to be employed in the investigation of a 
wide range of substances even with close relative permittivity values, such as for air and oil. 
The actual maximal frame rate of 625 fps can be easily increased by using an improved digital 
signal processing electronics. Frame frequencies above 10,000 fps are expected to be reached 
in the future. 
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ANALYSIS OF SAFETY VALVE CHARACTERISTICS USING 
MEASUREMENTS AND CFD SIMULATIONS 
Thomas Höhne, Davide Moncalvo1, and Lutz Friedel2 
1. Introduction 
The main purpose of the safety valve (Fig. 1) in 
nuclear plants is to protect the primary loop of a 
pressurized water reactor against over-pressure: 
at a given set pressure the valve opens and 
releases the medium (steam, water) from the 
reactor into the flash tank. Additional valves are 
installed in the primary loop to relieve pressure 
at a level below the set pressure of the safety 
valve to release steam to the flash tank. Valves 
are also mounted in the main steam system to 
protect the steam generator from over-pressure.  
 
The basic elements of the design (Fig. 1) 
consist of a mutually perpendicular valve body 
with the valve inlet or nozzle, mounted on the 
pressure-containing system. The outlet 
connection may be attached to a piping 
discharge system. However, in some 
applications, such as compressed air systems, 
the safety valve may not have an outlet 
discharge line and the fluid may in those cases 
be directly vented into the atmosphere. 
 
The disc is held against the nozzle seat (under 
normal operating conditions) by the spring, 
which is housed in an open or closed 
arrangement (or bonnet) mounted on top of the 
body. The discs used in the rapid opening (pop 
type) safety valves are surrounded by a shroud, disc holder or huddling chamber which helps 
to produce the rapid opening sequence. 
 
A nuclear power plant has several safety valves. Failure of a valve can cause inability of a 
train to operate as designed. If the safety system has redundancy, then such a train failure 
reduces (or eliminates) the inherent redundancy. Safety valves might also fail due to a 
common-cause failure. Therefore, continuous improvements are needed through tests and 
surveillance [1]. For that reason the OECD-CSNI GAMA Report of WG3 “Extension of CFD 
to Two-Phase Flow Safety Problems” contains the flow in safety valves as a nuclear reactor 
safety issue [2]. 
 
                                                 
1 LESER GmbH & Co. KG, Technisches Büro 
2 TU Hamburg-Harburg, Institut für Strömungsmechanik 
Fig. 1  Safety valve. Courtesy of Leser 
GmbH 
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Computational fluid dynamics (CFD) codes can help to improve the design and sizing of 
safety valves. In order to validate the ANSYS CFX code measurements were conducted at the 
Institut für Strömungsmechanik of the TU Hamburg-Haburg (TUHH). Due to the continuous 
improvement of the physical models and numerics of the CFD codes it is now possible to 
simulate the very complex flow in safety valves. This is a combination of complex 
phenomena like jets, stream separation, dead zones and also supercritical flows. The test rig at 
the Institut für Strömungsmechanik at the TUHH can be operated in single as well as in two-
phase flow regimes. The gaseous phase is dried ambient air, while the liquid component 
ranges from tap water to aqueous solutions of glycerin, glucose and polyvinylpyrrolidone K90 
at several viscosity levels. Measurements are recorded only when the facility operates steadily 
to allow a repeatable assessment of safety valve flow capacity. 
2. CFD Simulation 
ANSYS CFX [3] was used for simulating the flow in a safety valve. ANSYS CFX is an 
element-based finite-volume method with second-order discretisation schemes in space and 
time. It uses a coupled algebraic multigrid algorithm to solve the linear systems arising from 
discretisation. The discretisation schemes and the multigrid solver are scalably parallelized. 
ANSYS CFX works with unstructured hybrid grids consisting of tetrahedral, hexahedral, 
prism and pyramid elements. In the 
calculations shown below, the High-
Resolution (HR) discretisation scheme 
of ANSYS CFX was used to discretise 
the convective terms in the model 
equations. The non isotropic Reynolds 
stress model (RSM) proposed by 
Launder et al. [4], which is based on 
the Reynolds Averaged Navier-Stokes 
Equations (RANS), was applied in 
combination with an ω-based length 
scale equation (BSL model) to model 
the effects of turbulence on the mean 
flow. Steady state calculations were 
performed using different pressure 
conditions at the inlet and outlet. The 
calculations were performed on the 
FZD LINUX cluster and they took 2 
weeks to complete. Four processors 
were used for the above mentioned simulations in a parallel mode with the partitioning 
algorithm pvm (parallel virtual machine). The geometric details of the safety valve internals 
have a strong influence on the flow field. Therefore, an exact representation of the inlet 
region, the seat and disc region and the shape of the valve body were necessary (Fig. 2). In the 
current study, these geometric details were modeled using the ANSYS CFX Meshbuild 
software. Different mesh densities were studied according to the Best Practice Guidelines [5]. 
Finally, the production mesh contained one million hexahedral elements (Fig. 2). Hexahedral 
elements were selected instead of tetrahedral elements to reduce the numerical diffusion and 
to minimize the numerical effort. To have the same grid density as the final production mesh 
approximately five to seven times more tetrahedral elements would be necessary. The mesh 
was refined at the regions of possible high velocity gradients. According to the experiments, 
four different types of fluid composition were used with a constant disc hub of 5.5 mm: 
Fig. 2: Grid model Leser 441 safety valve 
Inlet
Outlet 
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• Water at a stagnant pressure range from 2.07 bar to 6.98 bar (temperature: 17°C) 
• Air at a stagnant pressure range from 1.34 bar to 3.06 bar (temperature range: from 
15.86°C to 18°C) 
• Aqueous glucose at a stagnant pressure range from 2.57 bar to 9.74 bar (temperature 
range: from 17°C to 18.76°C) 
• Air/Water two phase mixture at a stagnant pressure range from 5.52 bar to 8.55 bar 
(temperature range: from 18.96°C to 19.57°C) 
In addition two different disc hub positions for water flow were compared 5.4 mm (2.07 bar 
to 7.3 bar) and 5.9 mm (2.35 bar to 6.35 bar). The following initial and boundary conditions 
were applied: 
• pressure at the inlet and at the subdomain (inlet part volume until the disc) taken from 
experiments 
• pressure at outlet of flow domain taken from experiments 
• measured temperature in the whole domain 
• in addition for the two phase flow calculations the volume fraction of the mixture of air 
and water at the inlet was taken from the experiments 
• density and viscosity according to experimental values for calculations with aqueous 
glucose 
 
For comparison two numerical grids were generated with different disc hub positions. The 
CFD calculations were performed in accordance with the experiments as steady state 
calculations; transient processes, like the opening or closing of the valve, were not part of this 
investigation. 
3. Results 
  
Fig. 3: Pressure distribution at 14 bar over- 
pressure 
Fig. 4: Velocity distribution at 14 bar over- 
pressure ( 3D view with streamlines) 
 
A reference calculation with the fluid water was performed at 14 bar over-pressure. The 
pressure contours at the center plane of the valve are shown in Fig. 3, while Fig. 4 represents 
the 3D velocity distributions using streamlines. Jets, flow separation, dead water and 
recirculation regions and highly dissipative zones with larger decelerations and 
depressurizations are present. From the observation of the streamlines it can be discerned that 
the flow presents two main recirculation areas, one above and the other below the disc. A 
third smaller one is also found in the upper most part of the valve. The disc lift influences the 
velocity and pressure gradients. 
1.5106 
 
 
 
 
 
 
 
 
 
 
0  
[Pa] 
50 
 
 
 
 
 
 
 
 
 
 
0 
[m/s] 
 36 
Fig. 5 shows the quantitative comparison of characteristics for different fluids and valve lifts 
used in the experiments and calculated using CFD methods. In most of the diagrams the 
stagnation pressure is used. The stagnation (total) pressure is the pressure at a stagnation point 
in a fluid flow, where the kinetic energy is converted into pressure energy; it is the sum of the 
dynamic pressure and static pressure. The quantitative validation of the CFD calculations 
against experiments in the case of water flows with 5.5 mm lift is shown in Fig.5a for five 
cases. For all of them the agreement between experimental and numerical results is very good 
with deviations between 0.02% and 4%. Fig. 5b represents the validation of the numerical 
calculations in case of air at the same lift. The calculations show good agreement with the 
measured mass capacities at lower stagnation pressures with a deviation of around 0.9% but it 
also shows bigger discrepancies at higher pressure levels with a maximum of 27%.  
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Fig. 5c displays the validation of the CFD calculation in case of aqueous glucose: the 
numerical results approach the measurements but at a closer detail the CFD code 
underestimates the effective rate of mass flow increment with the stagnation pressure. At 
lower pressures the mass flow rate is over predicted with a modest deviation of 3.2% and 
underestimated at higher pressures with a deviation of 15%. In Figures 5d and 5e the 
calculated and measured total mass flow capacities are compared for the two phase flow of air 
and water at different stagnant pressures and inlet air mass fractions for six steady-state cases. 
The maximum deviation reaches 4.6%. Finally, in Fig. 5f the quality of the grid adaptation of 
the CFD code on the exactness of results is validated for five water flows at the disc lifts of 
5.4 and 5.9 mm. The overall agreement between experimental and numerical results is 
acceptable with a maximum deviation of 9% for the 5.9 mm lift and 24% for the 5.4 mm. 
Measurements and calculations agree that with a wider lift of 5.9 mm larger mass flow rates 
are obtained when the same stagnation conditions are imposed. 
4. Summary 
Thanks to the constant improvement of the physical models and numerics of the CFD codes it 
is now possible to simulate very complex situations, particularly flows in control and safety 
valves. In order to validate the CFD-code ANSYS CFX, measurements were performed with 
the fluids air, water, aqueous glucose and the two-phase mixture air/water at the Institut für 
Strömungsmechanik at the Technical University Hamburg-Haburg (TUHH). Since, the 
geometric details of the safety valve have a strong influence on the dissipations and the 
velocity distribution, an exact representation of the inlet region, the seat and disc zones and 
the shape of the valve body cavity were necessary. The computational grid for the whole 
geometry contained around one million nodes. For code validation purposes the influence of 
the different disc lifts was studied as well. In all tested cases a good agreement between 
measurements and numerical results could be achieved with existing models within the CFD 
code. Bigger discrepancies using the fluid air were found at higher pressure levels. As a result 
the CFX input deck can be used at lower pressure levels for further optimization and safety 
studies of safety valves. 
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COUNTER-CURRENT FLOW LIMITATION EXPERIMENTS IN A 
MODEL OF THE HOT LEG OF A PRESSURISED WATER REACTOR 
Christophe Vallée, Deendarlianto, Dirk Lucas, Matthias Beyer,  
Heiko Pietruske, and Helmar Carl 
1. Introduction 
In pressurised water reactors (PWR), different scenarios of small break Loss of Coolant 
Accident (LOCA) lead to the reflux-condenser mode in which steam enters the hot leg from 
the reactor pressure vessel (RPV) and condenses in the steam generator. A part of the 
condensate flows back towards the RPV in counter current to the steam. During the reflux-
condenser mode, a counter-current flow limitation (CCFL, also referred to as flooding) could 
occur, compromising the core cooling. The simulation of CCFL conditions, which is 
dominated by 3D effects, requires the use of a computational fluid dynamics (CFD) approach. 
These methods are not yet mature and have to be validated against sound experiments before 
they can be applied to nuclear reactor safety analyses. Therefore, dedicated experimental data 
is needed with high resolution in space and time. 
 
In order to investigate the two-phase flow behaviour in a complex reactor-typical geometry 
and to supply suitable data for CFD code validation, a model of the hot leg of a pressurised 
water reactor (PWR) was built at Forschungszentrum Dresden-Rossendorf (FZD). 
Experiments were performed during air/water counter-current flow before and around the 
onset of flooding. The measured global parameters like water levels and pressure drop will be 
analysed in order to characterise the flow. Furthermore, the comparison with detailed visual 
observations will be used to explain this behaviour. Finally, the onset of flooding as revealed 
by the data will be discussed in comparison to proposals of other investigators. 
2. The hot leg model 
The hot leg model (Figs. 1 and 2) shall allow the application of optical measurement 
techniques, therefore, a flat test-section design was chosen with a width of 50 mm. The test-
section represents the hot leg of the German Konvoi PWR at a scale of 1:3, which corresponds 
to a channel height of 250 mm in the straight part of the hot leg. The test-section is mounted  
 
 
Fig. 1: Schematic view of the hot leg model test section (dimension in mm) 
water inlet 
air inlet 
air 
outlet
glass window 
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between two separators, one simulates the reactor pressure vessel and the other is connected 
to the steam generator inlet chamber. This allows to perform co-current as well as counter-
current flow experiments. Moreover, the hot leg model is built in in the pressure chamber of 
the TOPFLOW facility of FZD (Fig. 2), which is used to perform high-pressure experiments 
under pressure equilibrium between the test-section inside and the chamber atmosphere. 
Therefore, the test section can be designed with thin materials and equipped with big size 
windows like in the hot leg model. The presented air/water experiments focus on the flow 
structure observed in the region of the riser and of the steam generator inlet chamber during 
counter-current flow at room temperature and pressures up to 3 bars. 
 
Fig. 2: Schematic view of the experimental setup 
3. Experiments and results 
During the experiments, a constant water flow rate was injected into the SG separator, while 
the air flow rate injected into the RPV simulator was stepwise increased to reach the flooding 
conditions. The measurement of global parameters (e.g. flow rates, water levels, pressures) 
was complemented by video observations for local information on the flow structure. As an 
example, one of the experiments is chosen to explain the methodology used to analyse the 
measured data. This run was performed at the following boundary conditions: a system 
pressure of 1.58 bar, a water flow rate of 0.59 kg/s at a temperature of 21.0°C and an air 
temperature of 18.5°C. 
3.1. Characterisation of the counter-current flow limitation from global parameters 
The measured global parameters include the injected flow rates of air and water, the system 
pressure, the water levels inside both separators and the pressure drop over the test-section, 
which were acquired at 1 Hz. The analysis of the evolution of the global parameters over time 
(Fig. 3) allows to characterise the flow behaviour. Especially the water levels measured in the 
separators and the pressure difference between them give indication of the flow regime. 
Furthermore, the increase of the water level in the RPV simulator allows to determine the 
water flow rate streaming through the test-section, which quantifies the intensity of the CCFL. 
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Fig. 3: Variation of the air mass flow rate (top diagram, red curve), of the pressure drop over 
the test-section (top diagram, green curve), of the water level in the RPV simulator (bottom 
diagram, blue curve) and in the SG separator (bottom diagram, green curve) 
 
In the diagrams shown in Fig. 3, linear interpolations and envelope lines were added. Based 
on the trend indicated by these lines, the experiment was divided into 4 regions: 
 I. At an air flow rate of 0.182 kg/s (for t < 27 s), the water level in the SG separator is 
constant and the slope of the water level increase in the RPV simulator corresponds to a water 
flow rate of 0.57 kg/s, which is very close to the mass flow rate injected in the SG separator. 
This indicates a stable counter-current flow, confirmed by the constant and very low pressure 
drop over the test-section (0.15 kPa). 
 II. After the first increase of the air flow rate to 0.197 kg/s (27 < t < 43 s), the pressure 
drop over the test-section increases to about 0.6 kPa and the slope of the water level in the 
RPV decreases indicating a reduction of the water flow rate through the test-section. At this 
stage, the counter-current flow limitation starts. 
 III. For 43 < t < 65 s, the air flow rate is increased to 0.214 kg/s. This provokes a 
significant water level increase in the SG separator, showing the effect of the CCFL at the 
other end of the test-section. As a consequence, the water level increase in the RPV simulator 
is slowing down. Furthermore, the pressure difference between the separators becomes 
unstable and fluctuates between 1 and 2 kPa. 
 IV. With a further increase of the air flow rate to 0.232 kg/s (for t > 65 s), the averaged 
water level in the RPV simulator keeps constant and the zero penetration point is reached. The 
pressure drop over the test-section is strongly fluctuating between 1.5 and 4.7 kPa. The last 
increase of the air flow rate to 0.250 kg/s has almost no influence on the flow behaviour. 
skg57,0m d,L =&
skg56,0m =&
skg0,0m d,L =&
region I region IV region II region III
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3.2. High-speed video observations 
The two-phase flow in the region of the riser and of the steam generator inlet chamber was 
captured at a frame rate of 100 Hz with a high-speed video camera. The camera was 
synchronised with the data acquisition system and was recording in the time from 0 to 110 s 
(time reference of Fig. 3). Pictures were selected to show the typical flow behaviour in each 
region defined in the previous section (Fig. 4). The pictures show the evolution of the 
distribution of the stratified interface and of the two-phase mixture (droplet and bubbles) in 
each region of the experiment: 
 I. Stable counter-current flow: a thin supercritical water layer (i.e. Fr > 1) flows down 
the riser to the RPV simulator. Just small waves are observed, which do not affect the flow. 
 II. Start of the counter-current flow limitation: water accumulates in the horizontal part 
of the channel due to a flow reversal at the interface. The high air velocity generates waves at 
the water surface with spume at the crest. A hydraulic jump appears at the transition between 
the down flowing water from the SG separator and the accumulated water. 
 III. Counter-current flow limitation: the first slugs blocking an important part of the 
cross-section are observed, which explains the high pressure fluctuations mentioned in the 
previous section. The slugs collapse in the riser but droplets detach at the slug front, 
transporting water to the SG inlet chamber. At the junction between horizontal channel and 
riser, a recirculation zone emerges: the water flowing down the riser from the SG inlet 
chamber is deflected by the slugs arriving from the other direction. 
 IV. Zero penetration: the interface has a pronounced 3-dimensional shape and the flow 
shows highly mixed two-phase zones. Big slugs are observed which flow up the riser and shift 
water into the SG separator. 
  
(I) t = 10.00 s (II) t = 34.60 s 
  
(III) t = 55.00 s (IV) t = 76.00 s 
Fig. 4: Flow behaviour during air/water counter-current flow at Lm&  = 0.59 kg/s and  
p = 1.58 bar 
water
air 
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3.3. Comparisons of the present CCFL data with previous work 
The plot of the air flow rate versus the water flow rate to the RPV simulator for each region of 
the experiment leads to the flooding graph. The data obtained in this way was compared with 
different empirical correlations (Fig. 5) for hot leg typical geometries (i.e. a horizontal conduit 
connected to a riser) available in the literature: Richter et al. [1], Ardron & Banerjee [2], 
Ohnuki et al. [3], Lopez-De-Bertodano [4], Kang & No [5], Kim & No [6] and Navarro [7]. 
Since all the mentioned correlations are for circular pipes, the Wallis parameter J* was used 
for the comparison with the present data. For the phase i, this non-dimensional parameter is 
defined as follows: 
 
)(Dg
jJ
GL
i
i
*
i ρ−ρ⋅⋅
ρ⋅=       (i = L, G) (1) 
with j the superficial velocity, g the acceleration of gravity, D the pipe diameter and ρ the 
fluid density. The subscripts L and G stand for the liquid and gaseous phase respectively. 
In order to calculate the Wallis parameter for a horizontal channel with rectangular cross-
section, the length term D is substituted by the duct height H. This was done by Hihara et al. 
[8], who examined the slugging of counter-current gas/liquid in a horizontal rectangular 
channel. Furthermore, this way is supported by Zapke & Kröger [9], who investigated 
counter-current flows in rectangular ducts. From experiments in channels with different 
rectangular cross-sections, they concluded that the flooding gas velocity depends only on the 
height of the channel and not on its width. 
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Fig. 5: Comparison of the present data with different CCFL correlations obtained for hot leg 
typical geometries 
 
As shown in Fig. 5, the present data come closer together with the correlations reported by 
Ohnuki et al., Lopez-De-Bertodano, Kang & No, and Kim & No, especially at higher liquid 
discharge flow rates. The trend indicated by the experimental points is similar to those found 
by previous investigators, but the slope is lower. Therefore, the zero liquid penetration was 
obtained at lower values of the gaseous Wallis parameter. One main difference could explain 
this deviation: all the flooding correlations found in the literature are based on pipe 
experiments, whereas the hot leg model has a rectangular cross-section. Therefore, the 
deviation revealed in Fig. 5 is probably caused by these geometrical differences. 
43 
4. Summary and conclusions 
The counter-current flow limitation was investigated experimentally in a flat model of the hot 
leg of a pressurised water reactor. Counter-current flow limitation, or the onset of flooding, 
was found by analysing the water levels measured in the separators. A confrontation with the 
high-speed observation images indicates that the initiation of flooding coincides with the 
reversal of the flow in the horizontal part of the hot leg due to high air velocities. 
Furthermore, the CCFL data was compared with empirical correlations for hot leg typical 
geometries available in the literature. This comparison shows that the Wallis-parameter can be 
applied to rectangular cross-sections by using the channel height as typical length, instead of 
the diameter. The obtained flooding curve is similar to those reported by other investigators, 
but its slope and the gaseous Wallis parameter for zero penetration are lower. This can be 
attributed to the rectangular cross-section of the hot leg model. 
 
Nevertheless, this analysis of the data shows that it is suitable for CFD code validation. Image 
processing methods will be applied in order to extract local quantitative information from the 
high-speed camera images. This will be used for comparison with CFD simulations. 
Furthermore, similar experiments are planned with steam and water at saturation in order to 
investigate the phenomenon at reactor typical boundary conditions. 
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A NEW DATABASE ON TWO-PHASE FLOWS IN A VERTICAL PIPE 
Johannes Kussin, Matthias Beyer, and Dirk Lucas 
1. Introduction 
A new high quality database suitable for CFD-code development and validation for two-phase 
flows, especially regarding models for bubble coalescence and break-up, was generated. It 
presents the evolution of air/water flow in a vertical pipe with a nominal diameter of 200 mm. 
Based on experiences of preceding experimental series [1,2] special attention was paid to the 
consistency of the data regarding the evolution of the flow. 
 
In the experiments with variable gas injection, the measurement plane is always at the upper 
tube end while the gas is injected through orifices in the tube wall at different distances to this 
measurement plane (see Fig. 1). For the preceding experimental series the pressure was al-
most constant at the measurement plane. This causes different pressures at the individual posi-
tions of the gas injection due to the pressure drop along the test section height. At a relatively 
small void fraction (gas fraction) the effect of the increase in bubble size, which is caused by 
the decrease of pressure with increasing test section height, can have a larger influence on the 
bubble size distribution than coalescence and fragmentation effects. Therefore, in the new 
series the pressure was kept constant at the respective gas injection (p = 0.25 MPa (abs.)). The 
measurement data represent the development of the flow along the pipe, as it would be ob-
served during an injection at a constant height position with an associated shift of the 
measurement plane. Moreover, contrary to the past measurements, the temperature was con-
stant at all measurements (T = 30 °C +/- 1 K). This is important because the coalescence rate 
and break-up frequency sensitively depend on the temperature dependent surface tension. In 
addition, the number of the measured combinations of air and water volume flows was in-
creased in comparison to former measurements.  
 
The plausibility of the data was examined with the help of the continuous development of 
time averaged radial void profiles and the bubble size distribution with increasing relative 
height scale L/D. Moreover, the gas volume flow rates derived from the measured data were 
compared with injected gas flow rates. This allows to perform an overall error evaluation. 
2. Experiments 
To analyse the development of the flow, especially bubble size distributions and gas fraction 
profiles, a particular design of the vertical test section DN200 with an inner diameter of 
195.3 mm was chosen. It is the so-called variable gas injection at the thermal-fluid dynamic 
test facility TOPFLOW, which has been built and installed in a previous project [1,3]. Fig. 1 
shows the construction of the variable gas injection with six injection modules distributed 
logarithmically over the total height. The distance between the modules and the sensor varies 
from 0.2 m to 7.8 m. Gas is injected through orifices in the pipe wall. Injection chambers with 
two different diameters of the orifices (1 and 4 mm) are available to vary the initial bubble 
size distribution. The injection through wall offers the advantage that the two-phase flow is 
almost not influenced by the injection devices within the tube at other height positions. 
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For the experiments, a new low temperature wire-
mesh sensor with two measuring planes was used. 
Each plane is composed of 64 x 64 wires. It consists 
of two printed circuit boards (material thickness: 2.5 
mm). Both of them are equipped with pre-stressed 
wire electrodes being soldered at a 90° angle to each 
other on the upper and lower surface. The wires have 
a lateral distance of 3 mm. In order to make the me-
chanical sealing of the sensor possible, the wire elec-
trodes with a diameter of 0.125 mm were mounted in 
approx. 0.3 mm deeply in-milled slots on the printed 
circuit board. As a result of this construction form, 
the distance between the two grid levels is approxi-
mately 2 mm. Data were obtained with a measuring 
frequency of 2500 frames/s over a total measure-
ment time of 10 s. References [4,5] give further in-
formation on the construction of wire-mesh sensors. 
 
The experiments were done for 48 combinations of 
superficial air and water velocities varying from 0.04 
m/s to 1.6 m/s for the liquid and between 0.0025 m/s 
to 3.2 m/s for the air. The combinations can be 
grouped into four test series, with the superficial 
velocities of the liquid JL or gas phase JG remaining 
constant in two test series each (0.405 m/s and 1.017 
m/s for JL and 0.0096 m/s and 0.219 m/s for JG). 
This selection has the advantage that the flow phe-
nomena dependents only on one of these parameters. 
So the effect of this parameter on the phase transport 
can be separated. Data were obtained for 12 different 
values of L/D in case of the 1 mm orifices and for 6 
different L/D in case of the 4 mm orifices.  
3. Results 
3.1. Experimental data 
From the 3-dimensional matrix of instantaneous void 
fraction values quantitative data suitable for CFD 
code development and validation were obtained by 
time averaging. Most important data are radial gas 
volume fraction profiles, radial profiles of the gas velocity, bubble size distributions and ra-
dial volume fraction profiles decomposed according to the bubble size. In Fig. 2 examples of 
such results are given. Fig. 2a) shows the evolution of the radial gas fraction profile along the 
test section height. While a wall maximum of the gas fraction can be identified close to the 
gas injection, for this special case, a core maximum of the gas fraction is formed with increas-
ing distance due to the action of lateral bubble forces. The radial profile of the gas velocity 
presented in Fig. 2b) has a maximum at the wall close to the injection, caused by the accelera-
tion of the liquid by the injected bubbles. As the bubbles distribute of the pipe cross section 
with increasing L/D the maximum gas velocity is found in the pipe centre. The bubble size 
distribution is broad near the gas injection and develops into a mono-modal narrow distribu-
Fig. 1: Vertical test section of the 
TOPFLOW facility with variable gas 
injection system (DN 200) 
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tion (Fig. 2c). All data show a high consistency regarding the evolution with increasing L/D, 
but also regarding the trends due to variations of the superficial velocity. This makes the data 
suitable for the development and validation of closure models, e.g. for bubble coalescence and 
breakup. 
 
 
 
 
 
 
3.2. Accuracy check based on superficial gas velocities 
For the global error assessment, the value JG,in calculated from the measured void fraction 
ε (r) and the velocity of the gas phase uG (r) is compared with the set value of the injected gas 
flow rate JG. The superficial gas velocity JG,S at the sensor position integrated over the cross-
section can be calculated from: 
 >⋅ε<=⋅⋅ε⋅== ∫ GR GGS,G Udrr)r()r(uRAVJ 02
2&  (1) 
where R is the pipe radius, A the cross-sectional area and GV& the gas volume flow rate. The 
superficial gas velocity at the injection is obtained by the Boyle-Mariotte`s law: 
 
in
Sensor
S,Gin,G p
pJJ ⋅=  (2) 
with the pressure at the wire-mesh sensor pSensor and the pressure at the gas injection pin. Fig. 3 
shows the comparison for the test series I at the maximum relative test section height. 
 
Fig. 2: Examples for the results of the 
evaluated data:  
a) radial gas fraction profiles,  
b) radial profiles of the gas velocity 
c) bubble size distributions 
 
Evolution with creasing L/D (B: 1.4, E: 
2.8, H: 7.7, K: 13.0, N: 22.9, Q: 39.7) 
 
JL = 0.405 m/s and JG = 0.0235 m/s, 
DOrifices= 4 mm 
a) b) 
c) 
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Fig. 3: Comparison of the 
calculated superficial gas 
velocity JG,in with the set 
value JG at maximum L/D 
for the test series I 
(JL = 1.017 m/s) with dif-
ferent injection diameter 
DOrifice = 1 and 4 mm 
In the logarithmic representation, a good agreement between the set value and the superficial 
gas velocity becomes visible. Only in the range of the smallest superficial velocities 
JG < 0.2 m/s, the measured values overestimate the set values. Based on the superficial gas 
velocities, the accuracy check can be performed in a wide range of 
0.0025 m/s ≤  JG≤  3.2 m/s.  
 
 
 
3.3. Drift velocity and integral void fraction  
For the further evaluation of the plausibility of the measured values, theoretically expected 
void were calculated using drift velocity correlations available in the literature, and compared 
to measured values. Starting from the definition of the drift velocity: 
 
 )JJ(/JJUU LGGGD +−ε=−=  (3) 
 
with the total superficial velocities J ( = JG + JL), the void fraction reads: 
 
 
DLG
G
UJJ
J
++=ε  (4) 
 
To check the plausibility of this data, two different assumptions about the drift velocity were 
introduced: 
• a constant value of UD = 0.235 m/s that applies to single bubbles with an equivalent di-
ameter of approx. 6.5 mm, in spite the characteristic size range of the bubbles is approx. 
between 4 mm to 10 mm (calculation A) 
• a "weighted“ value, which considers both the measured radial gas fraction profiles and the 
bubble size distributions (calculation B).  
 
These two gas fraction curves are presented together with the measured curves in dependence 
on the distance between gas injection and the measuring plane (Fig. 4) for JL = 1.017 m/s and 
two different superficial gas velocities. The dependence of the gas fraction on L/D is, on the 
one hand, due to the pressure change, and, on the other hand, due to a change of the drift ve-
 48
Fig. 4: Development of the measured and calculated gas volume fractions with increasing L/D. 
1mm injection, JL = 1.017 m/s, a) JG = 0.023 m/s, b) JG = 0.219 m/s 
locity. Calculation A with the fixed drift velocity assumption considers only the first effect. 
Accordingly the gas fraction increases about linearly along the tube height. For large L/D the 
slope of the curve corresponds to that of the experimental values, but there are significant 
deviations within the range of small L/D, which are caused by injection effects. For small and 
medium gas fractions (i.e. measurement points with small superficial gas velocity and large 
superficial liquid velocity), the gas fraction decreases with increasing L/D until approx. 
L/D = 7 and rises about linearly with further increase of L/D (Fig. 4a). The behavior of the 
gas fraction at small L/D results from the wall injection of the bubbles. At small gas fraction, 
the profile of the liquid velocity is only little affected, i.e. within the near wall region the liq-
uid velocity is clearly smaller than in the centre. Therefore, assuming that the relative velocity 
depends only on the bubble size, the cross-section averaged drift velocity is also smaller com-
pared to equally distributed bubbles or a flow with a core peak of the gas volume fraction. 
The smaller drift velocity causes higher gas fraction values close to the injection, which af-
terwards drops with increasing L/D and rises linearly due to the decreasing pressure. 
 
In contrast to that, at large gas fractions (i.e. measurement points with large superficial gas 
velocities and small superficial liquid velocities), there is a substantial influence of the in-
jected gas upon the profile of the liquid velocities. The liquid near to the wall is accelerated 
causing also higher gas velocities (compare Fig. 2b) and a more effective transport of the gas. 
Consequently the cross-section averaged drift velocity is larger near to the injection and the 
gas fraction is smaller (see Fig. 4b).  
 
 
4. Summary 
The results of the latest test series in the vertical pipe DN200 are characterized by high quality 
and consistency. The results can be used for the validation of CFD models for two-phase 
flows and especially for models on bubble coalescence and break-up. Shortcomings of previ-
ous measuring series could be overcome by operating the test section at constant inlet tem-
perature of water and setting the pressure to a constant value at the position of the respectively 
activated injection chamber. Resulting from the high number of measurement points, as well 
as from the change of the combinations of superficial air and water velocities, various charac-
teristical flow patterns were adjusted. Detailed plausibility checks and error assessments of 
the measured data were done. The results essentially show a good quality of the measurement 
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methods and establish the basis for extensive analyses of the obtained data. A detailed meas-
urement report discusses all details of the facility, instrumentation, calibration, data evalua-
tion, results, error assessment and conclusions [6]. 
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INVESTIGATION OF HYDRODYNAMICS IN ELECTROLYTIC 
CELLS  
Markus Schubert, Holger Kryk, Günther Hessel, and Vinod V. Kumar 
1. Introduction 
The continuous progress of electrochemical engineering involves studying and designing 
more and more efficient electrochemical reactors. In electrolytic capillary gap cells with an-
ode and cathode compartment separated by a membrane, it is necessary to obtain high mass 
transfer rates of the relevant species through the membrane and thus high conversion of these 
compounds. Therefore, it is evident to operate at such hydrodynamic conditions which lead to 
optimized residence time distribution (RTD) inside the cell. The key factor for reliable de-
signing of an optimally operating electrolytic cell is the velocity distribution and the backmix-
ing, which affect the area-specific electricity yield and the overall performance of the electro-
lytic cell. In addition, the structures of membrane stabilizing spacers, of the electrodes, and of 
the liquid distributors clearly affect the flow structure in the compartments. 
 
It was the main objective of a previous project to develop reliable measuring technique for the 
study of the effects of spacer grid and pressure drop between the compartments on the RTD in 
electrolytic cells. RTD analyses for the overall cell as well as at selected individual regions 
were conducted using different cell configurations. The characterization of the overall mixing 
behavior was based on the axial dispersion coefficient and the mean velocity. The measure-
ments provided the base for optimization of the flow structures that diverge from the expected 
symmetric flows. The aim of the research was to get a better understanding regarding the 
RTD behavior and to draw conclusions on the cell behavior. 
 
Contrary to classical conductometric measurement methods which cannot by applied in elec-
trochemical systems, this work dealt with the investigation of the liquid RTD using laser in-
duced fluorescence (LIF) visualization which is an alternative and reasonable technology [1]. 
2. Experimental setup and measurement procedure 
2.1. Electrolytic cell configuration 
The electrolytic cell (see Fig. 1) used for the RTD measurements consisted of an anode com-
partment and a cathode compartment. Both volumes were separated by an anion-exchange 
membrane with an area of 0.11 m2. The anode was a plane metal grid while the cathode was 
segmented into stainless steal plates each of 0.02 m2 arranged one upon the other with a gap 
of 0.01 m between the plates to ensure observability of the fluorescent light. The cathode seg-
ments were embedded in an acrylic glass frame which contains the cathode volume as well. A 
plastic grid (4 cells per square centimeter; total grid thickness of 1 mm) between the cathode 
segments and the membrane can serve as spacer to avoid direct contact that would compro-
mise the membrane performance. The whole electrolytic active cell length was 1.11 m. The 
spotlighted cathode compartment had a width of 0.105 m and a depth of 4 mm. The inlet dis-
tributor of the cathode volume consisted of 7 equispaced holes. 
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Fig. 1: Experimental setup and measurement principle (1 – segmented cathode, 2 – cathode 
compartment, 3 – spacer grid, 4  – anode compartment, 5  – anode, 6 – membrane, 7– CCD 
camera, 8 – laser, 9 – inlet distributor, 10 – laser beam) 
2.2. LIF setup and detection principle 
The principle of the LIF is the measurement of the fluorescence intensity of a dye tracer ex-
cited by a laser beam. The measurement system employed in this study consisted of a laser 
system (laser modules GLM-5 by Roithner Lasertechnik, 532 nm, 5...10 mW) and a digital 
imaging system (Panasonic NV-GS400). The lasers were horizontally justified and arranged 
at different heights to expose the respective volume laterally by the laser beam (as shown in 
Fig. 1). The temporal laser induced fluorescence intensity was recorded frontally as a se-
quence of red-green-blue color signal (RGB) pictures.  
 
Sulforhodamine B (SRB) was used as the chemical fluorescent dye, which fluoresces when 
induced by a green laser beam. SRB is a suitable dye as it is photo-stable, pH-stable and the 
sorptivity of SRB on the membrane material is low. Signal separation is easily possible due to 
the emission maximum at a wave length of 583 nm that differs from excitation wave length. 
To enhance the signal isolation, a long-pass filter (type 550FH90-50 by L.O.T.-Oriel, cut 
wavelength 550 nm) was mounted in front of the camera lens so that only fluorescence emis-
sions were recorded.  
 
Preliminary experiments using different SRB concentrations and aperture values were carried 
out in a cell with dimensions comparable to the electrolytic cell to determine the range of lin-
ear response between the fluorescence intensity and SRB concentration which is a require-
ment for the application of LIF. The fluorescent dye concentration was adjusted to approxi-
mately 6.7⋅10-10 molSRB/molwater. 
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2.3. Measurement procedure and data analysis 
The RTD measurements using laser-induced fluorescence were performed at different heights 
downstream from the bottom entrance into the cathode volume. The effect of the liquid flow 
rate was investigated in the range from 60 to 90 l⋅h-1. For each flow rate, laser-induced fluo-
rescence reference images were recorded for the cell perfused by the water and by the concen-
trated tracer solution, respectively. The images for the pure liquid represent the noise back-
ground IB. The tracer solution image gives the reference intensity IREF for the red light. Square 
wave tracer solution pulses of 10 sec were introduced. RGB pictures of the tracer response 
were recorded with a frame rate of 25 fps and analyzed using an in-house software package in 
order to get the exact position of the beams and the red light intensity I(t). The response 
curves were read out an average response considering sections of the fluorescent beam (see 
sp1…17 in Fig. 1). As a two-point measurement method was implemented, the response 
curves E(t) were calculated by Equation (1) at each height level. 
 
 ( )( ) B
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I t IE t
I I
−= −  (1) 
 
The tracer response functions E(t) were analyzed by curve fitting in the time domain. The 
axial dispersion model (ADM) was used to obtain mean residence time (mean liquid velocity) 
and axial dispersion coefficients. The governing differential equation for the tracer in the cell 
that has an advective transport and dispersion in flow direction x is given in Equation (2). 
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Dax is the axial dispersion coefficient and u the liquid velocity. The closed-closed boundary 
conditions were chosen (Danckwerts boundary conditions) [2]. The calculation of Dax based 
on the least squares minimization method was done by in MatLab7.  
3. Results and discussion  
3.1. Typical residence time distributions 
An example of the measured normalized response curves at different heights of the cathode 
compartment without spacer grid at a flow rate of 70 l⋅h-1 is shown in Fig. 2. Simulated and 
measured response functions match quite well for the onset part and for the amplitude, which 
makes the dispersion model applicable to the characterization of the liquid flow in the electro-
lytic cell. Small deviations are found only for the decay with a longer tail of the response 
curve (see Fig. 2a).  
 
Furthermore, Fig. 2 shows the comparison between the measured response functions and the 
residence-time-corrected inlet pulses representing ideal plug flow behavior for each height 
level (a – d).  
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Fig. 2: Response functions of the tracer injection compared to the plug flow behavior (without 
grid, 70 l⋅h-1) 
3.2. Effect of liquid velocity and spacer grid 
Estimated cross-section-averaged RTD curves were analyzed and axial dispersion coefficients 
plotted as a function of the experimental determined liquid mean velocity (Fig. 3a).  
 
Fig. 3: (a) axial dispersion coefficient and liquid mean velocity based on ADM, (b) parity plot 
 
A linear correlation between axial dispersion coefficients and liquid mean velocity is assumed 
in the range investigated. Higher dispersion was measured using a spacer grid, indicating 
small stagnant liquid ratio and dead zones. 
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Based on the mass balance, measured liquid mean velocities cannot go below the theoretical 
liquid velocities assuming plug flow since the minimal velocity is determined by the geome-
try of the cathode compartment. Thus, the parity plot (Fig. 3b) shows a maximum deviation of 
10 %. The slightly reduced cross section due to the spacer grid was considered. 
3.3. Spatial analysis, velocity profiles 
Even though global analysis (cross-section-averaged RTD curves) provided good results, 
visually observed temporal development of the fluorescent beam led to the conclusion that a 
spatial analysis could provide additional 
information. Therefore, response func-
tions from individual zones of the hori-
zontal beam were calculated at 17 equi-
distantly located positions beginning 
close to the walls (see sp1 to sp 17 in 
Fig. 1). The red value is averaged over an 
area of 3 pixels width and 10 pixels 
height. All 17 spatial distributed response 
functions are illustrated exemplarily in 
Fig. 4 for the cathode compartment with-
out spacer grid measured at a liquid flow 
rate of 70 l⋅h-1 at a height of 0.745 m. To 
get a general idea about the spatial distri-
butions, three arrays (see Fig. 1) are de-
fined which are drawn with the same 
colour. 
 
Fig. 4: Horizontally distributed response function at 70 l⋅h-1 without spacer grid 
 
The response functions of the central array (tagged with red symbol) start at first, followed by 
the middle arrays (tagged with green symbols). The response functions of the outer arrays 
(tagged with blue symbols) appear with a delay of up to 5 seconds, indicating a lower flow 
rate in wall region. Additionally, the amplitude is clearly lower compared to the central part.  
 
 
Fig. 5: Liquid velocity profile at 70 l⋅h-1, (a) without spacer grid, (b) with spacer grid 
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For the spatial distributed response functions, liquid velocity (see Fig. 5) was calculated using 
the dispersion model. Velocity profiles obtained without spacer grid indicate clear asymmetric 
behaviour. Application of the spacer damps the profile. The velocity profile changes only 
slightly over the height of the cell. 
3.4. Effect of the membrane positioning  
In contrast to the fixed cathode volume in the single compartment measurements, the mem-
brane installation resulted in flexible volumes of both compartments due to pressure forced 
membrane positioning. Fig. 6 shows the effect of the membrane position on the RTD in the 
cathode compartment at a differential pressure of 100 mbar (pcathode>panode). 
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Fig. 6: Effect of membrane on the tracer response functions (without grid, 90 l⋅h-1) 
 
The tracer response onset starts clearly later indicating a higher cathode volume and convex 
bent membrane. The determined axial dispersion coefficients do not follow the linear equa-
tions shown in Fig. 3a. 
4. Conclusions 
The study mainly concerned the hydrodynamic investigation of the liquid flow in an electro-
lytic capillary gap cell. Tracer response functions were measured using a new laser induced 
fluorescence method and analysed using the axial dispersion model.  
 
The dispersion behaviour was correlated with a linear function based on the liquid mean ve-
locity. A spacer grid clearly enhances the dispersion. However, application of the spacer grid 
damps the velocity profile and prevents strong profile changes. 
 
For the design of cells with membrane a stable membrane positioning should be realized to 
avoid non-reproducible hydrodynamic effects due to a moving membrane. 
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LORENTZ FORCE DRIVEN FLOWS IN ELECTROCHEMICAL 
SYSTEMS 
Tom Weier, Christian Cierpka, Gerd Mutschke, and Gunter Gerbeth 
1. Introduction 
Research on magnetic field effects in electrochemical systems has a relatively long history. 
Bucherer [1] gives an overview of the early attempts. About 40 years ago renewed interest in 
this area arose, namely with the work of Gak [2] and Fahidy and colleagues [3]. The state of 
the art has been reviewed from time to time [4-7]. 
 
While the influence of magnetic fields on material properties and electrode kinetics is dis-
cussed controversially, an influence of the magnetic field on mass transport is widely ac-
cepted and commonly referred to as “MHD effect”. In this context MHD is an abbreviation 
for magnetohydrodynamics. 
 
For a binary system with excess of supporting electrolyte, mass transport is described by the 
convection-diffusion equation [8] 
 iiii cDct
c 2)( ∇=∇⋅+∂
∂ u  (1) 
 
That is, the distribution of the concentration ci of the electroactive component i depends on its 
diffusion coefficient Di and on the velocity field u. The momentum balance given by the Na-
vier-Stokes equation for incompressible flow 
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Δρνρ ρ ρ
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u u u u g F  (2) 
 
contains body force terms for buoyancy Δρg and other force densities like for instance the 
Lorentz force FL. Mass conservation is expressed by the continuity equation 
 
 0=⋅∇ u  (3) 
 
In the above equations p stands for pressure, t for time, and ρ and ν for the density and kine-
matic viscosity of the fluid, respectively. Concentration variations cause density differences 
Δρ, which in turn give rise to free convection due to the presence of gravity g. Under condi-
tions of common electrochemical processes, the current density is determined solely by the 
faradaic current to a very good approximation. In our case, the current density, 
 
 iii cFDn ∇−×+= )( BuEj σ  (4) 
 
with E denoting the electric field strength and σ  the electric conductivity contains a term 
σ(u × B) accounting for currents induced by the flow. For moderate magnetic induction 
B(~1T), induced currents can usually be neglected compared to faradaic ones (see, e.g., [9]). 
The rightmost term in equ. (4) (details of the derivation can be found in [8]) accounts for the 
charge transport by diffusion of the electroactive species. ni denotes the charge number of the 
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electroactive species and F the Faraday constant. Charge transport by diffusion becomes im-
portant in case of concentration gradients, which typically evolve at electrodes and may lead 
to a limitation of the current by mass transfer. From equations (1) to (4), it becomes apparent 
that current distribution, flow field and mass transfer are strongly coupled. The velocity field 
and the current are connected through the Lorentz force, 
 
 BjF ×=L  (5) 
occurring in equ. (2). 
 
Depending on the material properties, additional body forces of magnetic origin may exist in  
the solution [9]. At present, the relative importance of the Lorentz force, the paramagnetic 
force due to concentration gradients (concentration gradient force) 
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and the field gradient force imposed by gradients of the magnetic field, is discussed in the 
literature, e.g. [11-16]. In equ. (6) χm denotes the molar susceptibility, B the magnitude of the 
magnetic induction, and μ0 the vacuum permeability, respectively.  
 
This paper aims to demonstrate that a Lorentz force is most likely to be present when mag-
netic fields are applied to electrochemical systems, even in situations, where it appears to be 
absent at a first glance. 
2. Primary and secondary flow in a cylindrical cell 
Krause et al. [14] have observed limiting current, i.e. mass transfer, increases in case of per-
pendicular as well as in case of seemingly parallel electric and magnetic fields. While the 
former is in line with the common understanding of the “MHD effect”, the latter finding was 
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Fig. 1: Sketch of the cell      Fig. 2: Lorentz force distribution in the cell 
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somewhat unexpected and caused speculations about the role of F∇c in the process. 
 
In order to properly assess the contribution of the Lorentz force, the force field acting in a 
cylindrical cell modeled after that used by Krause et al. [14] has been computed using the 
commercial finite element code Opera from Vector Field Ltd. Fig. 1 shows the experimental 
setup and Fig. 2 the Lorentz force distribution in a meridional plane of the cell. The magnetic 
field is relatively homogeneous and has mainly a z-component [17]. The primary current den-
sity distribution can be calculated by solving a Laplace equation for the electric potential with 
Dirichlet boundary conditions at the working electrode (WE) and counter electrode (CE). As 
can be expected, the current density is as well mainly axially directed. However, at the rim of 
the sinking containing the WE, the electric field lines spread radially outwards. According to 
equ. (5), an azimuthal Lorentz force results from the axial component of the magnetic induc-
tion and the radial currents. Since the radial currents are relatively strong, the Lorentz force 
density at the edge of the sinking is quite strong as well and dominates the force field. The 
remaining inhomogeneities of the force field are due to the not perfectly axial magnetic induc-
tion generated by the permanent magnet and radial currents in the top of the cell caused by the 
CE ring. These features are discussed in detail in [17]. The essential, though not unexpected, 
result of the calculations in the “parallel” field case is the presence of a strong circumferential 
Lorentz force near the WE. 
 
As well known from natural convection, the presence of a body force in a fluid usually gener-
ates a flow. The flow driven by the Lorentz force in the cell shown in Fig. 1 has been meas-
ured by Particle Image Velocimetry (PIV) as well as calculated using the commercial Navier-
Stokes solver FLUENT. In the experiments, an aqueous CuSO4/Na2SO4 solution has been 
 
Fig. 3: Calculated (right) and measured (left) distribution of the azimuthal velocity compo-
nent in the cell. Streamlines are added to the numerical results in order to visualize the sec-
ondary flow structure. Note that measurements were impossible for z<3.5mm and z>27mm.  
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used as electrolyte. Copper was either deposited at the cathodically polarized WE, or the cop-
per of the WE has been dissolved in case of anodic polarization. Fig. 3 shows contours of the 
measured circumferential velocity component for the latter case. It corresponds to a stable 
density stratification. The copper depleted and therefore less dense solution from the CE 
flows on top of the copper rich, i.e. high density, solution at the WE. As expected, the flow 
velocity is largest near the location of the highest Lorentz force density at the rim of the WE 
sinking. However, the fluid is nowhere at rest. Instead, a relatively complicated flow structure 
can be found. Firstly, the primary azimuthal flow drives a secondary flow in the meridional 
plane. The action of the Lorentz force density distribution in the cell center can be understood 
in analogy to that of a small rotating disc. Rotating disc driven flows, sometimes also termed 
“von Karman swirling flows” [18], are quite common in turbomachinery and find application 
at “rotating disc electrodes” [19] in electrochemical investigations as well. As described e.g. 
by Schlichting [20], the rotation imposed on the fluid in the vicinity of the WE exerts a cen-
trifugal force which throws the fluid radially outwards. Due to continuity expressed in equ. 
(3), the fluid is replaced by an axially downward motion in the centre of the cell. At the end, a 
secondary flow in the form of a toroidal vortex forms in the lower half of the cell. The re-
maining part of the flow structure can be explained by additional features of the Lorentz force 
field shown in Fig. 2. For this somewhat lengthy discussion, we refer to [17]. Despite the fact 
that density effects have not been included in the calculations, numerical and experimental 
results fit quite well. 
 
Considering limiting current conditions, i.e. electrochemical reaction rates, in the cell, they 
are of course influenced by the Lorentz force driven flow shown in Fig. 3. Thus, there is no 
need to refer to additional forces of magnetic origin in order to explain limiting current 
changes, when a magnetic field is applied “parallel” to the electric field in the cell. Since on 
closer inspection, magnetic and electric field are very seldom really parallel. 
3. Flow field and concentration distribution at circular electrodes 
Similar conclusions can usually be drawn for other cell geometries. Fig. 4 shows electric field 
and Lorentz force distribution in the lower half of a rectangular cell equipped with a disk elec-
trode sitting on the tip of a rod. Again, the assumption of parallel electric and magnetic fields 
has been used in the literature [12] to justify the a priori negligence of Lorentz forces. 
 
 
 
 
 
 
Fig. 4: Lorentz force distribution due to a homo-
geneous magnetic field and radial currents near 
the WE (only the lower part of the cell is shown). 
Fig. 5: In-plane velocity components in 
the midplane of the cell (secondary flow). 
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However, the electric field in the gap between the small WE and the much larger CE depicted 
in Fig. 4 – because of symmetry around the WE axis, only the lower part of the cell is shown 
– has not only components parallel to the WE axis. Radial currents arise again at the WE rim 
and generate together with the axially oriented magnetic induction a strong circumferential 
Lorentz force density there. This force density drives a primary flow in azimuthal direction 
which in turn gives rise to a secondary flow in the meridional plane. This secondary flow, PIV 
measurements are shown in Fig. 5, features an impinging jet and stagnation point at the WE. 
Thus, flow velocities in the direct vicinity of the WE are low. The WE is surrounded by a 
region of almost stagnant fluid. Reaction products will therefore accumulate at the WE. This 
is indeed the case as can be concluded from Fig. 6a. It shows a synthetic schlieren picture of 
the cell 44 s after applying a cathodic potential to the WE. Synthetic schlieren [21] or back-
ground oriented schlieren (BOS, [22]) measures the first spatial derivative of the refractive 
index. In simple chemical systems, like the one considered here, the refractive index is di-
rectly proportional to the concentration of the electroactive species. The contours shown in 
Fig. 6 are therefore similar to contours of the concentration field gradient.  
 
This accumulation of reaction products at the WE has formerly been attributed to the concen-
tration gradient force by Leventis and Dass [12]. As can be seen from equ. (6) the concentra-
tion gradient force does not depend on the current density at all. However, switching back to 
open circuit potential, i.e. turning off the applied electric field, results in the image shown in  
 
 
Fig. 6b. The copper depleted solution does not stick to the WE, but rises upwards following a 
slightly curved path. Obviously, the behaviour of the solution depends on the current and can 
therefore not be attributed to the action of the concentration gradient force. In contrast, the 
Lorentz force induced flow is able to easily explain all observed features. It decays relatively 
quickly due to viscous dissipation if the current and thereby the driving Lorentz force van-
ishes. The stagnation point flow ceases to exist and buoyancy shifts the copper depleted solu-
tion upwards. The decaying azimuthal flow slightly deforms the plume path. 
 
In addition, in the copper deposition case, the concentration gradient force would repel the 
solution from the WE. A detailed discussion of this additional effect can be found in [23]. 
 
Fig. 6: BOS images of copper deposition at the WE. 44 s after the potential step (a) and 5 s 
after switching back to open cicuit potential (b). 
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4. Conclusions  
Complex Lorentz force density distributions may arise from seemingly simple constellations 
of electric and magnetic fields. These Lorentz force distributions in turn lead to complex flow 
structures. It is particularly emphasized that the Lorentz force-induced motion of the electro-
lyte dominates even in such configurations where the electric and magnetic fields are, in a 
first sight, seemingly parallel. Simple field inhomogeneities, such as the edges of electrodes, 
give rise to a nonvanishing Lorentz force, which to a large extend determines the flow field in 
the whole cell. 
 
The experiments brought strong evidence that the confinement of paramagnetic ions at circu-
lar electrodes is caused by Lorentz force driven convection and not by the action of the con-
centration gradient force. 
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VISUALISATION OF THE CONCENTRATION DISTRIBUTION AND 
THE FLOW FIELD IN SOLIDIFYING METALLIC MELTS BY MEANS 
OF X-RAY RADIOSCOPY 
Stephan Boden, Sven Eckert, Bernd Willers, and Gunter Gerbeth 
1. Introduction 
It is well-known that the solidification of metallic alloys is significantly affected by the melt 
convection; see for instance [1-4]. A sufficient understanding of the interactive dynamics 
between the melt flow and the structure formation during solidification requires authentic 
knowledge of the velocity field especially in the vicinity of the solidification front. Velocity 
measurements in liquid metals are complicated by the specific material properties; especially 
the powerful optical methods as used for measurements in transparent liquids are obviously 
not available because of the opaqueness of the considered melts. Direct observation of the 
solidification process and the impact of convection thereon have been performed using 
transparent organic alloys (TOA) as model liquids [5, 6]. Such TOA’s show similar interfacial 
characteristics during solidification as metals, however, significant differences in fundamental 
physicochemical properties restrict the full comparability. 
 
The Ultrasound Doppler method has been applied to measure the melt convection in a 
solidifying Sn-15wt%Pb alloy [7]. It was demonstrated that this technique provides 
instantaneous profiles of the bulk flow, however, the spatial resolution of the method is not 
sufficient to reveal details of the flow structure just ahead of the solidification front. 
 
Thermal convection in liquid tin and liquid lead in a thin rectangular mould was studied using 
radioactive tracer techniques [8]. A rapid quenching locks the tracer distribution which 
represents the flow pattern that occurred just at that moment. This method does not allow for 
a continuous observation of the process. Quantitative data with respect to the velocity field 
can hardly be derived. 
 
Recently, X-ray radioscopic methods became an important diagnostic tool for solidification 
studies in metallic alloys. The technique enables real-time and in-situ observations of the 
solidification front with a spatial resolution of a few microns [9, 10]. The dimension of the 
solute boundary layers ahead of the solidification front can also be derived from image 
processing. A real-time X-ray radioscopic density visualisation system has been used to study 
natural convection in liquid gallium and gallium alloys [11, 12]. Based on local density 
differences arising from temperature gradients or gravitational stratification this technique 
delivers qualitative pictures of the flow pattern. 
 
This paper presents an experimental investigation of solidifying Ga-In alloys using a 
microfocus X-ray tube. The X-ray facility provides a two-dimensional visualisation showing 
transient modifications of the local composition in the solidifying binary alloy. An estimate of 
the flow field ahead of the solidification front has been obtained by analysing the motion of 
brightness contours corresponding to gradients of the solute distribution. 
2. Experimental set-up 
The experimental setup is schematically depicted in Fig. 1 (right). The solidification 
experiments were carried out using a Ga-30wt%In alloy (TLiquidus = 35 °C, TSolidus = 15.3 °C) 
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prepared from 99.99% Ga and 99.99% In. The alloy was confined in a capillary slit container 
made from quartz glass. Two glass plates (25 mm x 35 mm) are aligned parallel with a gap of 
150 µm. The container is equipped with two pouring nozzles where the liquid alloy is filled 
into the container by generating a suction pressure. This procedure avoids the occurrence of 
gas bubbles in the thin metallic film. An infrared lamp was applied to heat up the metal alloy 
above the liquidus temperature. The bottom part of the quartz glass container is in contact 
with a cooling system made from copper. A coolant flows through this heat sink whose 
temperature is controlled by a thermostat enabling both heating and cooling of the container 
bottom. Series of experiments have been realised applying multiple cycles of solidification 
and remelting processes. 
 
The X-ray radioscopy setup is shown in Fig. 1 (left). A microfocus X-ray tube equipped with 
a tungsten target (phoenix X-ray XS225D-OEM) has been utilised. The X-ray tube generates 
a horizontally aligned divergent beam which penetrates the measuring volume through the 
container gap. After passing the measuring volume the attenuated X-ray beam impinges an X-
ray image intensifier (Thales TH9438HX 9”), where the X-rays are converted into a two-
dimensional visible light distribution which is recorded by a CCD camera (Kappa CF8/1 BV-
3) with a scan rate of 50 half frames per second. The camera signal is digitalised by a 
computer based frame grabber card. Consecutively acquired image frames are directly 
transferred into the computer for data processing. Single frames were integrated to reduce the 
noise level of the particular images. In our experiments presented here an integration time of 
440 ms was found to be sufficient to ensure an appropriate temporal sampling rate while 
keeping the amount of stored data manageable. Before post processing, each image frame was 
corrected taking into account the cameras dark current signal. Parallel to the image acquisition 
the CCD camera also delivers a live frame allowing an online control of the process. 
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Fig. 1: Schematically drawing of the measurement setup: X-ray source (1), lead aperture (2), 
X-ray image intensifier with CCD camera (3), computer (4), translation stage (5), infrared 
heater (6), specimen (7) (left). Schematical drawing of the solidification experiment (right). 
 
In the present experiments a tube voltage of 60 kV was chosen. Tube power was limited to 
8 W to ensure a high spatial resolution, which is ultimately limited by the extent of the focal 
spot size. These specific parameters lead to a spatial resolution of 10 µm which has been 
verified by an additional reference measurement (not shown here). 
 
The container position with respect to the beam was adjusted by means of a computer 
controlled three axis translation stage. The size of the measuring volume and the 
magnification ratio can be controlled by a suitable choice of the distances between the X-ray 
tube, the glass container and the X-ray image intensifier. In our experiments the field of view 
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was 5.8 mm by 5.8 mm field allowing the observation of both the dendrite structure of the 
solidifying alloy as well as the flow pattern appearing on a macroscopic scale. 
 
The solidification experiment was carried out as follows. At first, the binary Ga-30wt%In 
alloy was melted and heated above the liquidus temperature. The melting process was 
controlled by real-time radioscopic observation to ensure a completely melted and 
homogenously distributed material before starting the solidification experiment. A 
homogeneous melt is considered to be achieved, if transient changes of local intensities in the 
live frame have been disappeared. Then, a reference image is computed by averaging the 
frames captured during this quasi-steady state. Thereafter, the cooling of the melt and the 
image acquisition was started. 
3. Results and Discussion 
The X-ray radioscopy delivers a two-dimensional projection of the local density in the slit 
container corresponding to the distribution of the relative brightness P in the acquired images. 
The two-dimensional scalar field P is defined as follows 
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whereas I0 and I denote the intensities at the respective pixel location obtained from the 
reference measurement before initialising the solidification and from the consecutively 
recorded images, respectively. The use of a relative brightness prevents artefacts arising from 
marginal insufficiencies of the experimental configuration such as slight ripples of the glass 
container and compensates local beam brightness and detector efficiency variations. 
 
Fig. 2 displays six frames of a typical dendrite solidification series of the Ga-30wt%In alloy. 
The dark dendrite structure corresponds to the In-2wt%Ga crystals growing from the bottom 
of the container antiparallel with respect to gravitation. Zones with Ga enriched melt can be 
observed in the vicinity of the dendrite front which is less dense as compared with the initial 
composition. Therefore, an unstable density stratification occurs ahead of the solidification 
front resulting in the formation of ascending plumes containing Ga enriched melt. The frame 
sequence reveals the buoyancy-driven evolution and motion of the plumes. In the following 
we present an approach to derive information about the velocity field in the melt from the 
observed displacement of the brightness pattern. 
 
Optical flow is a concept for calculating the motion of objects within a visual depiction. Horn 
and Schunck [13] define the optical flow as a distribution of apparent velocities describing the 
movement of brightness pattern in a digital image sequence. This definition gives the 
velocities of objects projected onto the image plane. The solidification process creates 
differences of the local composition within the melt leading to characteristic pattern of the 
transmitted light intensity. Here, the optical flow approach can also be applied to recover the 
flow structure in the melt. Several assumptions are necessary to compute the velocity field. 
The velocity measurement relies on the local information concerning the temporal and spatial 
gradients of the brightness distribution at each pixel. Assuming a solely two-dimensional 
motion parallel to the image plane, that analysis delivers in a first step the velocity component 
in the direction of the brightness gradient. Further constraints derived from physical 
considerations have to be imposed to compute the two-dimensional velocity field. 
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It is necessary to derive an equation relating the brightness changes occurring at the singular 
image pixels to the motion of the brightness pattern. We assume that the brightness of a 
particular point belonging to the pattern is constant, 
 
 0=
dt
dP
 (2) 
 
During the cooling of the sample it was observed that the mean brightness of frames 
decreases almost linearly with time. Corresponding corrections of the local brightness at each 
image point have been carried out to fulfil equ. (2). Furthermore, deformations of the pattern 
due to diffusion processes are considered to be negligible between two time steps of our 
analysis. Equ. (2) can also be written as 
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with u = dx/dt and v = dy/dt. 
Another physical constraint coming from fluid mechanics is the assumption that the 
neighbouring points in the image should have similar velocities. This so-called smoothness 
constraint of the velocity field can be enforced by minimizing the square of the gradient of the 
optical flow velocity, 
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Our analysis of the flow field in the present paper followed the method proposed by Horn and 
Schunck [13] by minimizing 
 ( ) min22 →+∫
Ω
dxdycc sc λ  (5) 
 
whereas λ  weights the influence of the regularisation term. In practice, appropriate 
spatiotemporal Gaussian smoothing was applied on the brightness measurements before 
solving relation (5) to obtain the velocity field with reasonable error. More details concerning 
the optical flow approach and its implementation to derive velocity field information can be 
found in [13-17]. 
 
The optical flow approach has been applied on the data obtained from the solidification 
experiment already presented in Fig. 2. Fig. 3 shows the results for the same time steps 
containing contour lines of the brightness and vectors of the optical flow velocity. A strong 
correlation between the concentration distribution and the flow field can be observed. An 
upwards velocity can be found in the bright plumes. The ascending plumes trigger the 
formation of durable vortices showing typical velocities of about 40 µm/s. It becomes 
apparent that the solidifying front at the plume positions falls behind the neighbouring 
regions. The feeding of the plumes from the circumjacent solute layers leads to a downsizing 
of the layer and an accelerated growth of the dendrites there. 
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Fig. 2: Dendritic growth in Ga-30wt%In solidified directionally: a series of selected image 
frames obtained at different time steps applying an integration time of 8.8 seconds. 
 
 
 
Fig. 3: Calculated instantaneous optical flow field (vector plot) at the given time offsets 
relative to the first image. Contour lines correspond to lines of constant brightness in the 
smoothed images. 
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4. Conclusions 
The radioscopic technique was successfully applied to visualise concentration distribution 
variations and to estimate melt flow velocities as well as growth rates in solidifying binary 
Ga-30wt%In alloy. The applied algorithm to calculate the optical flow from the X-ray images 
delivers reliable information concerning the velocity field in regions where sufficiently large 
brightness gradients occur. On the other hand, an accurate measurement of the fluid velocity 
in zones with an almost homogeneous solute concentration appears as difficult. Moreover, the 
momentum and mass transport across the boundary of the field of view is not taken into 
account by the algorithm in the present form. Further investigations will be focussed on an 
improvement of the algorithm allowing a realistic mapping of the melt flow also at larger 
distances from the solidification front. The further work requires the consideration of 
additional constraints and the development of improved physical models to achieve a better 
adaptation of the optical flow approach to the solidification process. 
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APPLICATION OF RATE THEORY MODELING TO CLUSTER 
EVOLUTION IN BINARY FE-CU ALLOYS 
Uwe Birkenheuer, Frank Bergner, Andreas Ulbricht, Alexander Gokhman1, and 
Abderrahim Almazouzi2 
1. Introduction 
The degradation of the mechanical properties of reactor pressure vessel steels caused by the 
irradiation with fast neutrons is a phenomenon, in which processes on a multitude of time and 
length scales are involved. It is not efficient and, in particular at the sub-nm and sub-µs scales, 
not even possible to cover all the important constituents of the damage process by means of 
experiments. Therefore, a multi-scale modeling approach has been adopted in recent years. 
This kind of approach is based on an interplay of models on different time scales, scale-
bridging concepts as well as modeling oriented experiments.  
 
Within the integrated project PERFECT of the 6th European Framework program (FP6) a set 
of well-defined model alloys was fabricated and neutron-irradiated under different irradiation 
conditions [1]. These samples were investigated by a series of complementary experimental 
techniques, including TEM (transmission electron microscopy), PAS (positron annihilation 
spectroscopy) and SANS (small-angle neutron scattering). The latter experiments were carried 
out at the SCK⋅CEN in Mol and evaluated at the FZD in Rossendorf. Four different neutron 
fluences were investigated at one and the same neutron flux. The material matrix comprises 
pure iron and a set of binary, ternary and quaternary model alloys such as Fe-1.2%Mn-
0.7%Ni-0.1%Cu with compositions already quite near to real reactor pressure vessel (RPV) 
steels. We will focus on the two binary Cu-Fe model alloys Fe-0.3%Cu and Fe-0.1%Cu here. 
The aim of the present paper is to present a rate theory (RT) model which is able to reproduce 
the complete set of SANS data, in particular the volume fraction of the defect clusters and the 
peak radius of the size distribution function (SDF), for both model alloys and all four irradia-
tion conditions (see Table 1). The dependence of the SANS data on the neutron fluence was 
found to be quite complex, suggesting that a pure Cu precipitation model might not be enough 
to explain the observations. And in fact, we were not able to find a suitable parameter set for a 
rate theory model based on pure Cu precipitates which could reproduce the experimental re-
sults even qualitatively. Therefore, we explicitly take into account the absorption of iron va-
cancies by the copper-rich precipitates for the simulation of the defect cluster evolution in our 
new Vacancy-Coupled Copper Clustering (V3C) model. 
 
 
Table 1: Irradiation conditions for the Fe-0.1%Cu and Fe-0.3%Cu model alloys. 
Parameter Value 
Temperature, T 300 °C 
Neutron flux, ϕ    (E > 1 MeV) 0.95 x 1018 n/m2s 
Dose rate, dpaG     (E > 1 MeV) 1.40 x 10
-7 dpa/s 
Dose 0.026, 0.051, 0.10, 0.19 dpa 
 
                                                 
1 Department of Physics, South Ukrainian Pedagogical University, 65020 Odessa, Ukraine. 
2 Structural Materials Expert Group, Nuclear Materials Science Institute, SCK⋅CEN, B-2400 Mol, Belgium 
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2. The rate theory model 
Standard rate theory models for the formation of copper-rich precipitates in irradiated reactor 
pressure vessel steels as describe, for example, in Ref. [2] consist of the following three es-
sentials: a balance equations for the evolution of each of the mobile point defects, vacancies 
and self-interstitial atoms (SIAs), a set of master equations for the evolution of the immobile 
defect clusters up to a given maximum size, and a model for the irradiation enhancement of 
the Cu mobility in the iron matrix. The balance equations read 
 
 ,i,v,ivvi =−−= ACkCCkGdt
dC
AAA
A  (1) 
 
where  Cv   and  Ci  are the concentrations of the vacancies and SIAs, respectively, measured in 
point defect per lattice site. Here,  GA  are the generation rates of the point defects due to irra-
diation,  kvi Cv Ci  is the recombination rate of the vacancies and self-interstitials, and  kA CA  
the loss rates of each type A of point defect at the dislocations in the iron matrix with the de-
cay rates  kA  being proportional to the dislocation density  ρ . The classical master equations 
are of the general form (e.g. Refs. [2,3]) 
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where  Cn  is the concentration of the n-atomic defect clusters, measured in cluster per lattice 
site. Besides the concentration  CCu  of the Cu atoms in the iron matrix and the number of clus-
ters per lattice site of given size n and adjacent sizes n ± 1, the reaction rate ndtd C  also depends 
on a couple of material parameters  p1, p2, … , the most important ones being the coherent spe-
cific Cu-Fe interface energy γ Cu-Fe  and the irradiation enhanced Cu diffusion coefficient ∗CuD . 
Assuming a vacancy assisted diffusion mechanism for the Cu atoms the irradiation enhance-
ment of the Cu diffusivity can be modeled by [4] 
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where  Cv  is the actual, irradiation-induced concentration of the vacancies in the iron matrix, 
while eqvC  and  DCu  are the thermal vacancy concentration and the copper diffusion coeffi-
cient in the unirradiated material, respectively. 
 
Often [4,5], the system of point defects and the copper subsystem can be treated independ-
ently, by replacing  Cv (t)  by the steady-flux solutions sfvC  of the balance equations (1) and 
(2). This is justified by the fact, that the typical time-scale of the point defect system is orders 
of magnitudes smaller than that of the copper system. Yet, as already mention above, there is 
quite some evidence for the copper precipitates in RPV steels and Cu-Fe model alloys of 
moderate Cu content actually being mixed defect clusters which contain both, Cu and vacan-
cies (and other alloying elements). To allow for such mixed compositions, the defect clusters 
must be able to absorb vacancies. This is explicitly taken into account in our V3C (Vacancy-
Coupled Cu-Clustering) model by letting the defect clusters act as additional vacancy sinks.  
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To this end, the simple decay rate  kv  in Eq. (1) is replaced by  
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Here,  Dv  is the diffusion coefficient of the vacancies in the iron matrix,  zv  the dislocation 
sink strength bias for vacancies,  Rn  the radius of a defect cluster of size n, and  VFe  the atomic 
volume of bcc iron. The new sink term  Sv = kv (t) Cv  consists of a static contribution 
v
0
v
0
v CkS =  due to the given dislocation network in the material, and a dynamic contribution  
ΔSv = Δkv (t) Cv  which depends on the actual defect cluster distribution. Because the latter 
term imposes the time modulation of the copper subsystem onto the point defect system, the 
balance equations cannot be solved independently of the copper subsystem anymore. Actu-
ally, the balance equations can still be solved in an adiabatic fashion with a slowly varying 
quasi-steady-flux solution )(sf-qv tC  being used in Eq. (3). However, regardless of this detail, 
the new V3C model constitutes a two-fold coupling between the point defect and the copper 
subsystem, a forward coupling which is mediated via the vacancy-dependence of the diffusion 
coefficient ∗CuD  entering the master equations (2) and a backward coupling which is caused 
by the Cu-cluster-dependence of the vacancy decay rate  kv (t)  entering the balance equations 
(1). For the self-interstitial atoms only a static contribution term  Si = ki Ci  to the sink term is 
considered, because the (oversized) Cu clusters are assumed not to be able to absorb SIAs to a 
relevant amount. 
 
Table 2: Material parameters adopted for the rate theoretical simulation. Here k is the 
Boltzmann constant and T the irradiation temperature (in K). 
Parameter Value Reference 
Interstitial diffusion coefficient at 300 °C, iD  1.52 × 10-9 m2/s [9] 
Vacancy diffusion coefficient at 300 °C, vD  1.85 × 10-16 m2/s [9] 
Copper migration energy, Cum,E  2.29 eV [4] 
Copper pre-exponential factor, Cu0 ,D  7.2 × 10-6 m2/s this work 
Copper diffusion coefficient at 300 °C, CuD  5.27 × 10-26 m2/s )/exp( Cum,Cu0, kTED −  
Vacancy formation energy, vf,E  1.64 eV 
a 
Non-configurational vacancy entropy, vSΔ  3 k a 
Thermal vacancy concentration at 300 °C, eqvC  7.62 × 10-14 )//exp( vf,v kTEkS −Δ  
Copper demixing temperature, Ω  6255 K [4] 
Non-configurational copper entropy, CuSΔ  0.866 k [4] 
Recombination rate constant, vik  9.31 × 1011 / s [9] 
Dislocation density, ρ  0.9 × 1014 / m2 [10] 
Interstitial sink strength bias, iz  1.2 [4] 
Vacancy sink strength bias, vz  1.0 [4] 
Point defect production rate, AG  2.56 × 10-8 / s [11,12,13] 
a  For T around 300 °C essentially equivalent to vf,E = 1.6 eV [4] and vSΔ = 2.2 k [14]. 
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3. Computations 
The irradiation conditions of the investigated model alloys Fe-0.1%Cu and Fe-0.3%Cu are 
summarized in Table 1, the material parameters adopted for the RT simulation in Table 2. The 
bcc lattice constant  aFe  of Fe is chosen to 2.8665 Å, that of Cu to  aCu = 2.9607 Å [6]. The 
parameters listed here are essentially the same as those used in our previous studies on Cu 
precipitation [7,8]. 
 
The thermodynamic data for the Cu precipitation is taken from Ref. [4]. However, the pre-
exponential factor for Cu diffusion suggested therein (0.63 × 10-4 m2/s) had to be reduced by 
about one order of magnitude, in order to find the Ostwald ripening stage of the defect clus-
ters to start at the experimentally observed cluster radii. The resulting value of 5.27 × 10-26 
m2/s for the irradiation enhance copper diffusion coefficient ∗CuD  is reasonably close to the 
values obtained from the Arrhenius parameters used in other simulation studies, but still con-
sistently larger than the extrapolations of the available experimental data down to 300 °C (see 
Table 3 for details). In particular, our Cu diffusion parameters are very close to ones obtained 
from MD (molecular dynamics) simulations on the vacancies assisted Cu diffusion in bcc iron 
based on the ACKLAND97 embedded atom potential for Fe-Cu [6]. 
 
The interface energy γ Cu-Fe  of the defect clusters in the Cu-rich model alloy with 0.3wt% Cu 
are calculated using the entropy extended version of the Cahn-Hilliard expression suggested 
by Mathon et al. [2], 
 
 [ ] ,/)1(08.1: 2CuCu21CH%3.0 Cu-Fe aSTk k Δ+−Ω== γγ  (5) 
 
where Ω  and CuSΔ  are the demixing temperature and the non-configurational substitution 
entropy of Cu in Fe which are also used to calculated the solubility limit 
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of Cu in iron. With the parameters given in Table 2 this results in %3.0 Cu-Feγ  = 0.39 J/m2 and 
eq
CuC  = 4.33 x 10
-5 at 300 °C. The interface energy of the Cu-poor model had to be fitted. 
 
 
Table 3: Thermal diffusivity of Cu in a-Fe extrapolated to 300 °C (for the meaning of 
the symbols see Table 2). 
Method Cum,E [eV] Cu0 ,D [m
2/s] C300Cu
°D [m2/s] Reference 
RT simulation 2.29 0.63   × 10-4 46.0 × 10-26 [4] 
RT simulation 2.29 0.072 × 10-4 5.27 × 10-26 this work 
RT simulation 2.53 7.08   × 10-4 4.01 × 10-26 [15] 
MD simulation 2.31 0.052 × 10-4 2.54 × 10-26 [16] 
Exp., α-Fe(ferro) 2.53 0.47   × 10-4 0.26 × 10-26 [17] 
Exp., α-Fe(para) 2.94 300    × 10-4 0.04 × 10-26 [18] a 
a No Arrhenius-like behavior was observed for α-Fe(ferro) in that study. 
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4. Results 
While distinct maxima showed up in the simulated cluster size distribution functions of the 
Cu-rich model alloy Fe-0.3%Cu at all four neutron fluences, with peak radii and volume frac-
tions quite close to the experimental values, no copper precipitation could be observed with 
the Cahn-Hilliard interface energy  γ CH  for the Cu-poor model alloy Fe-0.1%Cu model alloy. 
Instead, the concentration of the Cu clusters at the critical nucleation size of about 25 Cu at-
oms turned out to be seven 
orders of magnitude smaller 
than for Fe-0.3%Cu (with a 
critical nucleation size of 
about 10 atoms), in total 
agreement with classical 
nucleation theory, and the 
simulated system remained 
in the deterministic growth 
stage until cluster sizes far 
larger than the experimen-
tally observed ones were 
reached. The only way to 
overcome this discrepancy 
within our vacancy-coupled 
Cu clustering model was to 
let the interface energy de-
pend on the composition of 
the model alloy. 
 
By reducing the Fe-Cu interface energy for Fe-0.1%Cu to 73% of the Cahn-Hilliard value, i.e. 
to 0.29 J/m2 at 300 °C, it is possible to reproduce the experimentally observed peak radii and 
volume fractions at all four neutron fluences for the Fe-0.1%Cu system as well (see Figs. 1 
and 2). All other parameters 
are the same as for Fe-
0.3%Cu. In particular, there 
is only one further adjusted 
parameter beside the inter-
face energy reduction for 
Fe-0.1%Cu, the common 
pre-factor factor  D0,Cu  for 
the thermal Cu diffusivity in 
both alloys. A total of six-
teen independent experi-
mental data points could be 
reproduced this way (see 
Figs. 1 and 2) giving confi-
dence that the chosen 
parameterization is reason-
able. Based on the above 
observations we suggest, to 
model the temperature and 
 
Fig. 1: Calculated peak radius of the Cu cluster distribution 
as a function of dose and comparison with experimental re-
sults obtained by SANS for both model alloys 
Fig. 2: Calculated volume fraction the Cu clusters as a func-
tion of dose and comparison with experimental results ob-
tained by SANS for both model alloys. 
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composition dependence of the Fe-Cu interface energy in a multiplicative way, by following 
Mathon et al. [2] for the temperature dependence but adopting a linear dependence on the 
weight percentage w of Cu in the material: 
 
 ( )595.035.1)()( CH%Cu-Fe +×= wTTw γγ  (7) 
 
with  γ CH  as defined in Eq. (5).  
 
Taking into account that both model alloys were subject to the same irradiation-induces va-
cancy production rate it is likely that in average the defect clusters of the Cu-poor model alloy 
take up more vacancies than the defect clusters in the Cu-rich material. Thus, in view of the 
quite substantial oversize of copper compared to iron the suggested reduction of the repulsive 
interface energy with increasing amount of vacancies in the defect clusters seems reasonable. 
5. Conclusions and Discussion 
A vacancy-coupled rate theory model (RT) for Cu clustering (V3C) was established which 
explicitly takes into account the absorption of vacancies by Cu-rich precipitate clusters. Only 
two parameters, the Cu thermal diffusivity in iron and the reduction of the coherent interface 
energy in Fe-0.1%Cu compared to Fe-0.3%Cu were used in order to adjust the new RT 
model. Since the obtained value for the thermal Cu diffusion coefficient is the same for both 
materials and lies well in the range of reported diffusivities, effectively only one parameter 
was required, to reasonably reproduce the entire set of experimental data obtained by means 
of SANS for two neutron-irradiated Fe-Cu model alloys at four different doses. An analytical 
expression for the interface energy as a function of temperature and Cu content of the iron 
matrix is given. The suggested reduction of the interface energy between iron and mixed de-
fect clusters of increasing vacancy content can easily be rationalized by the oversize of bcc 
copper compared to bcc Fe and is also corroborated by a more sound thermodynamic analysis 
of the underlying copper exchange processes. 
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FRACTURE MECHANICS EVALUATION OF THE CORE WELDING 
SEAM OF THE NPP GREIFSWALD UNIT 1 WWER-440 REACTOR 
PRESSURE VESSEL 
Hans-Werner Viehrig, Jan Schuhknecht, Udo Rindelhardt, and Frank-Peter Weiss 
1. Introduction 
Nuclear plant operators must demonstrate that the structural integrity of the nuclear reactor 
pressure vessel (RPV) is assured during routine operations or under postulated accident 
conditions. The sampling of trepans from the four WWER-440/230 Greifswald NPP units 
offers the unique opportunity to investigate RPV steel aged under real operation conditions. 
The operation characteristic of the four Greifswald units and the applied trepanning procedure 
were described in detail in the Annual Report 2006 [1]. This paper presents the first fracture 
toughness test results. The investigated trepan 1-1 (A1 in [1]) originates from the Unit 1 RPV 
core welding seam SN0.1.4. Unit 1 was in operation over 13 cycles from 1974 to 1988, then 
thermally annealed and continuing operated for two years till 1990. It represents an annealed 
and re-irradiated condition. The main focus is laid on Master Curve testing according to the 
test standard ASTM E1921 [2]. In addition Charpy-V tests were performed. 
2. Material and specimens 
First the trepan 1-1 representing the 
irradiated, annealed and re-irradiated (IAI) 
condition of the welding seam SN0.1.4 was 
investigated. Fig. 1 illustrates the location of 
the welding seam SN0.1.4 in the WWER-440 
RPV. The welding seam is a multilayer 
submerged weld and consists of a welding 
root welded with an unalloyed Sv-08A wire 
and the filling material welded with the 
alloyed Sv-10KhMFT wire. Table 1 gives the 
chemical composition of the filling layer weld 
metal within trepan 1-1 at different thickness 
locations and the specifications of the 
manufacturing protocol [3]. The chemical 
compositions generally agree with the given 
information in the manufacturing protocol. 
The copper and phosphorus contents are 
within the range as specified in the 
manufacturing guidelines of the WWER-
440/230, but both are clearly higher than in 
the specifications for the next generation (model 213) with maximum allowed P and Cu 
contents of 0.01% and 0.1%, respectively [4]. 
 
The trepan 1-1 was cut into discs with a thickness of 10 mm using a wire travelling electro-
erosion discharging machine (EDM). From a single disc 10 Charpy size SE(B) specimens 
with TS orientation were machined. TS orientation means specimen axis vertical to the RPV 
axis and crack extension direction through the RPV wall (welding seam). Fig. 2 shows the 
trepan and Fig. 3 exemplifies the cutting scheme of the disc 1-1.1. The location of the welding 
 
Fig. 1: RPV Greifswald Unit 1 and locations 
of the sampled trepans 
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seam within trepan 1-1 was metallographically examined and is schematically depicted in Fig. 
2. The welding root is located within a distance of about 60 mm to 80 mm relative to the inner 
surface of the RPV wall. 
 
Table 1: Chemical composition of Trepan 1-1 (Mass %) 
Code disc Thickness location
a 
mm C Si Mn Cr Ni Mo V P Cu 
protocolb  0.05 0.47 1.22 1.48 0.23 0.41 0.16 0.037 0.103
1-1.1 8.3   1.06 1.49 0.22 0.40 0.14 0.038 0.125
1-1.3 21.9   0.97 1.35 0.19 0.43 0.14 0.030 0.141
1-1.12 93.8   0.93 1.23 0.22 0.40 0.09 0.028 0.141
a: distance from inner surface ; b: manufacturing protocol of the RPV Unit 1 welding seam SN0.1.4 [2] 
 
   
Fig. 2: Trepan 1-1 with the location of the 
welding seam. 
 Fig. 3: Cutting scheme of disc 1-1.1 
 
3. Testing and evaluation 
The test program to be performed on the trepans from the Greifswald RPV’s is described 
elsewhere [1]. At first SE(B) specimens from discs with thickness locations shown in Table 2 
were tested and evaluated according to ASTM E1921-05 [2]. The pre-cracked and side-
grooved Charpy size SE(B) specimens were monotonously loaded until they failed by 
cleavage instability. Standard MC reference temperatures T0 were evaluated with the 
measured J integral based cleavage fracture toughness values, KJc, applying the multi 
temperature procedure of ASTM E1921-05 [2]. In addition, the “Structural Integrity 
Assessment Procedures for European Industry”, SINTAP, providing a modification of the MC 
analysis were used for the evaluation of the measured KJc- values. The SINTAP lower tail 
analysis consists of three steps and guides the user towards the most appropriate estimate of 
the reference temperature, T0SINTAP, describing the population having the lower toughness 
[5,6]. 
 
Instrumented Charpy V-notch impact tests on reconstituted specimens were performed 
according to DIN EN 10045-1 [7] and EN ISO 14556 (2000) [8]. The impact energy, lateral 
expansion and fracture appearance temperature curves were fitted by tanh approach. 
Charpy-V parameters as transition temperatures and the upper shelf energy were evaluated on 
specimens from 3 thickness locations. 
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4. Results and discussion 
Table 2 summarises the Master Curve (MC) and Charpy-V test results of the investigated 
discs of trepan 1-1. The table also contains the location of the discs within the trepan and the 
calculated neutron fluencies in the centre of the discs. The test results comprise the reference 
temperatures, T0, evaluated according to ASTM E1921-05 [2] and the SINTAP procedure 
[5,6], T0SINTAP, as well as the Charpy-V parameters transition temperature related to a 
Charpy-V energy of 41J, TT41J, and upper shelf energy, USE, of three thickness locations. T0 
data presented in Table 3 and depicted in Figure. 4 vary through the thickness of the trepan 1-
1 and, thus, the welding seam. Through the wall thickness, T0 shows a wavelike behaviour. 
After an initial increase of T0 from 10°C at the inner surface to 50°C at 22 mm distance from 
it, T0 again decreases to -41°C at a distance of 70 mm, finally increasing again to maximum 
67°C towards the outer RPV wall. The lowest T0 value was measured in the root region of the 
welding seam representing a uniform fine grain ferritic structure. Beyond the welding root T0 
shows a span of about 50 K. Fig. 5 shows the KJc values versus the test temperature 
normalised to T0 of the individual discs. The KJc values generally follow the course of the 
MC, though the scatter is large. Nevertheless, the KJc values are close to or above the 2% 
fracture probability line. However, more than 5% of the KJc data fall below the 5% fracture 
probability lower bound (KJc(0.05)1T) curve. That strongly indicates that the material is not fully 
homogeneous, which is not unusual for the investigated multilayer weld metal. 
 
Table 2: Location of the investigated discs within trepan 1-1, neutron fluences, MC test 
results according to ASTM E1921-05, SINTAP and Charpy-V parameter. 
           * annealing 
 
The SINTAP MC evaluation enables conservative lower bound type fracture toughness 
estimates also for inhomogeneous materials. As shown in Table 2 the SINTAP MC evaluation 
gives reference temperatures T0SINTAP for the discs 1-1.1, 1-1.8, 1-1.9, 1-1.11 and 1-1.12 
clearly higher than the standard T0. The course of T0SINTAP through the welding seam SN0.1.4 
in Fig.4 also shows the lowest values in the root region and an increase from the inner surface 
to 22 mm distance within the filling layers. The filling layer (disc 1-1.12) beyond the root has 
a T0SINTAP value comparable with that of disc 1-1.3. 
ΝE>0.5MeV ASTM E1921 - 05 SINTAP Charpy-V distance from inner surface 
(centre disc) before* after* T0 σT0 T0SINTAP TT41J USE
code 
disc 
mm 1019 n/cm2 1019 n/cm2 °C K °C °C J 
1-1.1 8 3.90 0.182 10.3 6.4 32.5 51.4 130.8
1-1.3 22 3.66 0.113 49.1 6.3 49.1 32.6 153.4
1-1.5 36 3.32 0.103 33.8 6.6 33.8   
1-1.6 42 3.13 0.098 -5.0 6.4 -5.0   
1-1.8 60 2.66 0.085 -4.5 6.0 5.0   
1-1.9 70 2.40 0.077 -40.7 6.4 -13.6   
1-1.11 84 2.07 0.068 -28.4 6.0 18.6   
1-1.12 94 1.85 0.061 19.8 6.3 45.1 20.1 120.3
1-1.14 107 1.59 0.053 -32.5 6.8 -32.5   
1-1.15 118 1.40 0.047 -7.0 6.3 -7.0   
1-1.17 131 1.16 0.040 63.1 6.6 63.1   
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Table 2 also contains the Charpy-V parameters ductile-to-brittle transition temperatures TT41J 
and upper shelf energies from the filling layers of the welding seam. The evaluated TT41J is 
51°C at the location near the inner RPV wall and thus, close to the reported temperature of 
brittleness for the unirradiated condition, TK0, of 46°C [3,10]. 
    
Fig. 4: Reference temperature T0, T0SINTAP and Charpy-V transition temperature TT41J 
through the welding seam SN0.1.4 
 
 
Fig. 5: KJc measured on Charpy size SE(B) specimens versus the test temperature normalised 
to T0 of the appropriate disc. 
 
In comparison with the standard MC evaluation Fig. 6 shows KJc values versus the test 
temperature normalised to T0SINTAP of the individual discs. With the reference temperature 
T0SINTAP representing the brittle fraction of a dataset all KJc values were enveloped with the 
fracture toughness curve for 5% fracture probability, KJc0.05. 
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Fig. 6: KJc measured on Charpy size SE(B) specimens versus the test temperature normalised 
to T0SINTAP of the appropriate disc. 
5. Summary and conclusion 
The paper presents first results of the post mortem investigations performed into the reactor 
pressure vessels (RPV) of the Russian WWER-440 type reactors. Trepans were taken from 
the beltline weld and the base metal of the unit 1 RPV. This RPV was annealed after 15 years 
of operation and operated for two more years. At first the trepan of the beltline welding seam 
was investigated by Master Curve (MC) and Charpy V-notch testing. Specimens with TS 
orientation from 11 locations through the thickness of the welding seam were tested according 
to ASTM E1921-05 [2]. The reference temperature T0 was calculated with the measured 
fracture toughness values, KJc, at brittle failure of the specimen. Generally the KJc values 
measured on pre-cracked and side-grooved Charpy size SE(B) specimens of the investigated 
weld metal follows the course of the Master Curve. The KJc values show a remarkable scatter. 
More values than expected lie below the 5% fractile. T0 shows a wavelike behaviour through 
the welding seam. It increases from 10°C at the inner surface to 49°C at 22 mm distance and 
again decreases to -41°C at a distance of 70 mm, finally increasing again to maximum 67°C 
towards the outer RPV wall. The lowest T0 value was measured in the root region of the 
welding seam. Beyond the welding root T0 shows a span of about 50 K. The differences in T0 
through the beltline welding seam are not the result of the low re-irradiation but, rather caused 
by the non-homogenous structure of the multilayer welding seam. With the application of the 
MC modification in the SINTAP procedure [5,6] a reference temperature T0SINTAP can be 
evaluated which is based on the brittle constituent of a dataset. There are remarkable 
differences between T0 and T0SINTAP indicating macroscopic inhomogeneous weld metal for 
some thickness locations. The fracture toughness curve for 5% fracture probability indexed 
with the SINTAP reference temperature RT0SINTAP envelops the KJc values. 
 
Generally the effect of the recovery annealing was confirmed with the fracture toughness and 
Charpy-V testing. The TT41J estimated with sub size KLST impact specimens [10] after the 
annealing was confirmed by the testing of standard Charpy V-notch specimens. 
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Accident analysis of nuclear reactors 
The research is aimed at the enhancement of the predictive capability of computer simulations 
of accident scenarios in nuclear reactors. This is achieved by improvements of the neutron 
kinetics methods and by coupling of the FZDs reactor dynamics core model DYN3D to 
thermo-hydraulics system codes and to computational fluid dynamics (CFD) simulations. In 
particular, it is the objective to promote the basic understanding of coolant mixing phenomena 
relevant for boron dilution and pressurised thermal shock scenarios in Light Water Reactors 
(LWR). Moreover, the field of applicability of the reactor dynamics simulations is going to be 
extended to innovative reactor concepts. Concerning severe accidents in LWRs, the aim is to 
better ascertain the capabilities of measures for in vessel retention of corium melt during 
severe LWR accidents. 
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Development, Validation and Application of the Code Complex 
DYN3D - ATHLET 
In the course of the continuous improvement of the Rossendorf reactor 
dynamics code DYN3D, a multi-group transport approach was 
implemented for the improved description of spectral effects and to 
overcome the limitations of the diffusion approximation. Within this 
approach, even a pin-wise calculation of the power distribution is 
offered. To validate the new version of DYN3D, an OECD benchmark 
on mixed-oxide (MOX) cores was calculated. It was shown that the 
accuracy of the pin-wise power distribution was increased using the new 
models. A new, more effective numerical solution scheme was 
implemented, and the feasibility to perform even time-dependent 
kinetics calculations with pin-wise resolution in SP3 transport 
approximation was shown. The extended code version was integrated 
into the European code platform NURESIM. An interface to the 
platform was developed based on the NURESIM software environment 
SALOME. Based on SALOME, an inter-active graphical pre-processor 
to elaborate DYN3D input decks and tools for the visualisation of the 
results were developed. The coupled code systems DYN3D-ATHLET 
and DYN3D-RELAP5 were validated on international benchmarks. In 
co-operation with the IPPE Obninsk in Russia, DYN3D and the coupled 
code complexes are used for analyses of alternative water cooled 
reactors. The expertise of the institute on thermo-hydraulic system codes 
is increasingly appreciated by industry. For example, thermo-hydraulic 
analyses were performed in charge of Vattenfall for a transient that had 
occurred at NPP Krümmel and for a hypothetical accident with 
emergency boron injection into Boiling Water Reactors. The code 
DYN3D is used by 12 organisations in 7 European countries and Russia. 
Several commercial licenses for DYN3D were granted to users in 
Germany and Europe. Concerning methodical developments in reactor 
theory, an analytical time-dependent neutron transport model was 
developed allowing a more accurate interpretation of measurements in 
pulsed sub-critical systems (ADS). 
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Analysis of deboration transients 
The modelling of coolant mixing is highly relevant for nuclear reactor 
safety, because mixing is the decisive only inherent mechanism to 
prevent serious consequences of boron dilution accidents. Experimental 
investigations on coolant mixing in PWR at the ROCOM test facility 
and accompanying CFD simulations were performed. Measured and 
calculated boron concentration distributions at the reactor core inlet 
were used directly as boundary conditions for the analysis of boron 
dilution transients by applying the DYN3D code. This expertise in 
mixing phenomena is used e.g. within a European TACIS project on 
boron dilution and overcooling transients in VVER type reactors. 
ROCOM is going to be involved in an OECD project, as reference 
facility for mixing tests. 
A PhD thesis was completed on the development of advanced turbulence 
models for buoyancy driven mixing and their validation against 
experiments with well defined boundary conditions. This so-called 
VEMIX experiment represents a dedicated test facility of simple 
geometry delivering, by advanced instrumentation, data for CFD code 
validation. 
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Simulation of sedimentation and re-suspension of insulating 
material in the reactor sump 
Insulating material (mineral wool) may be released from pipes and 
components during loss-of-coolant accidents in NPP and will be 
transported with the coolant towards the reactor sump. There it might 
lead to blockage of the sieves separating the suction chambers of the 
safety injection pumps from the sump leading to failure of the late phase 
emergency core cooling.  
Within a research project funded by BMWi aimed at the simulation of 
the behaviour of mineral wool particles in the sump pool flow, models 
were developed for the re-suspension of sedimented isolation material. 
These models are based on different CFD approaches (e.g. particle 
tracking, solidification models) and also consider the effect of an 
impinging water jet, which can re-mobilise sedimented material. The 
work is done in co-operation with the University of Applied Sciences 
Zittau/Görlitz, where the experiments are performed, while FZ Dresden-
Rossendorf is responsible for the CFD modelling. Up to now, the 
development was focussed on the elaboration of the single effect 
models. Recently, the complex interaction of the various models in 
simulation of a particle loaded sump flow in realistic sump geometry 
was demonstrated. CFD models developed by FZD were implemented 
into the CFD code ANSYS CFX and are successfully used by GRS and 
TÜV Süd. 
 
H.-G. Willschütz, 
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In-vessel corium melt retention in LWRs 
For a KONVOI reactor, the fracture mechanical investigation of the 
RPV with a postulated crack during thermal shock was finalised. The 
analyses show that crack growth is not to be expected. 
An uncertainty and sensitivity analysis was started for the scenario with 
external flooding and homogeneous melt pool. Different input 
 87 
 
 
 
 
Supported by 
BMWi and EC 
parameters as for example the time of melt relocation, the emission 
coefficient for heat radiation or the liquidus temperature of the melt 
were varied. It was shown that the melt pool temperature depends most 
sensitively on the liquidus temperature. Due to crust formation, the 
material mass ablated from the RPV wall is decreasing with increasing 
liquidus temperature of the corium.  
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Materials and Components Safety 
The change in the toughness behaviour of reactor pressure vessel materials is investigated as 
it results from neutron and gamma irradiation. The consequences are evaluated with respect to 
the safety of light water reactors (LWRs). For this purpose, material and fracture mechanical 
parameters of irradiated specimens have to be measured under hot cell conditions. The 
interpretation of the experiments is supported by finite element calculations. The micro-
structural reasons and mechanisms of the neutron embrittlement are studied by small angle 
neutron scattering experiments and by nano-scaled modelling. 
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Investigation of reactor pressure vessel material of the dismantled 
Greifswald NPP 
Specimens with Charpy geometry were manufactured from the trepan of 
the core weld of unit 1. The material is irradiated, annealed and re-
irradiated. Fracture resistance curves, impact toughness values and 
reference temperatures T0 according to the master curve concept were 
measured. The fracture toughness values exhibit a significant scattering, 
which is typical for multi layer welds. The course of T0 versus the wall 
thickness is rather irregular. The highest T0 (+49.5 °C) is located at ¼ of 
the wall thickness while the lowest one (-61 °C) was found in the wall 
centre. For the irradiation conditions the highest T0 was expected near 
the inner surface. Microstructural investigations are necessary to clarify 
the reason for the observed T0 behaviour.  
 
H.-W. Viehrig,  
C. Zurbuchen, 
E. Altstadt 
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Application of the Master Curve Concept for irradiated material 
A collaboration was established between the Swiss HSK and FZD to 
verify the master curve concept. The influence of specimen size, crack 
geometry and load rate is to be investigated. The specimens were made 
from a German pressure vessel steel (22 NiMoCr 3-7) originating from 
the NPP Biblis C which was never put into operation. It could be shown 
that T0 is about 40 K lower for specimens with eroded notches (notch 
radius 0.6 mm) in comparison to specimens with fatigue crack. 
Therefore specimens with eroded notches provide non-conservative 
results. 
 
H.-W. Viehrig, 
J. Schuhknecht, 
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Small-Punch-Test (SPT) for characterisation of irradiated reactor 
materials 
A joint BMWi project together with TUBA Freiberg was finished. In 
total 600 SPT-specimens from 3 RPV steels in 4 different irradiation 
conditions were tested. Using the measured load-displacement-curves 
the yield strength and the ultimate strength were recalculated. The 
deviation from values measured with the classical tension test was less 
than 5%. The available SPT technology now allows the investigation of 
highly irradiated materials. 
 
F. Bergner,  
A. Ulbricht,  
C. Heintze,  
R. Küchler  
 
 
Analysis of the irradiation induced micro-structural changes 
Small angle neutron scattering (SANS) experiments were performed at 
Cu containing weld material. Two irradiation conditions were 
investigated, where the final neutron fluence was the same but the flux 
differed by a factor of 34. It was shown that the size distribution of the 
defect clusters significantly depends on the neutron flux. 
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SANS measurements at irradiated Fe-Cr alloys revealed that the 
incoherent scattering part depends systematically on the Cr content and 
that the irradiation provokes the development of the α’ phase. These 
measurement were done in preparation of an EU project dedicated to 
Gen-IV materials. 
 
C. Heintze,  
C. Recknagel 
 
Characterisation of ion irradiated Gen-IV materials 
In cooperation with the FZD Institute of Ion Beam Physics and 
Materials Research we started to simulate neutron irradiation induced 
damage by irradiation with ions. Using depth sensing nano hardness 
measurements it could be shown that the hardness in the thin damaged 
layer is significantly increasing with increasing ion fluence. 
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A. Gokhman, 
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Supported by EU 
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Modelling of the irradiation induced embrittlement  
Within a BMWi project the development of a new modular software 
package which is used to evaluate RPV steel embrittlement was 
finished. The rate theory models for Cu-vacancy clusters were validated 
using SANS data of Fe-Cu alloys with 0.1% and 0.3% Cu.  
Furthermore, the flux effect observed in the SANS measurements of a 
weld material (see “Analysis of the irradiation induced micro-structural 
changes” above) was confirmed with a RT calculation. In this way a 
physical interpretation of the observed flux effect could be given. 
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Particle and radiation transport 
The research project aimed at the development, verification and application of computational 
methods for particle and radiation transport. In recent years, the focus was on 
neutron/gamma/electron transport with applications in reactor physics, shielding and radiation 
physical experiments. The research project was terminated at the end of 2007. 
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Calculations of the neutron/gamma irradiation load of the support 
structure of a VVER-440/230 reactor 
Within the framework of the German-Russian scientific-technical 
collaboration, for the first time neutron and gamma fluences were 
calculated in the region of the reactor support structure of a Russian 
VVER-440 reactor of the first generation. Like the pressure vessel, the 
support structure is a not replaceable component. Since those reactors 
are approaching their projected lifetimes, the Russian Nuclear Safety 
Authority has to decide on termination or continuation of their 
operations. For that the accumulated radiation load is a decisive quantity 
because it allows to assess the material conditions. Neutron/gamma 
transport calculations were carried out with the Rossendorf Monte Carlo 
code TRAMO (FZD) and with the deterministic Sn-code DORT (SEC 
NRS Moscow). Both codes and their calculation models were validated 
by means of neutron activation measurements that were especially 
carried out in the region of the support structure. The results of both 
calculations show that the maximum value of the neutron fluence (En > 
0.5 MeV) accumulated during nominal reactor operation over the 
lifetime of forty full power years clearly exceeds the value 1x1018 n/cm2. 
For this case the Russian reactor operation rules lay down that the 
operating company has to re-evaluate the mechanical stresses occuring 
in the support construction during normal reactor operations as well as 
during certain accident conditions and to prove that given limiting 
values are not exceeded. The calculation results obtained with TRAMO 
and DORT deviate considerably (up to 20%) in certain regions of the 
support structure. To unambiguously clear up the reason of the 
deviations the analysis must be continued. 
 
K. Noack,  
U. Rindelhardt, 
A. Rogov 
 
 
 
 
 
 
 
 
 
 
 
Funded by EU 
Within the framework of the Integrated Project EUROTRANS a 
project was developed for a new zero-power experimental facility 
(GUINEVERE) of a subcritical accelerator driven system (ADS) has 
been developed. The GUINEVERE facility consists of the accelerator, 
the beam guiding system and the lead-reflected small core with the 
composition of a lead-cooled fast reactor. By means of the Monte Carlo 
code MCNP5 FZD carried out both the shielding calculations for the 
whole building and the criticality calculations for the fuel storage. The 
neutron/gamma doses in the building and the criticality level of the fuel 
storage must meet the demands, which are defined by the Belgian 
Nuclear and Radiation Safety Authority. Based on the calculation results 
the final designs of several technical details could be determined. The 
report on the calculations was included in the application documents, 
which were forwarded to the Belgian Safety Authority to obtain the 
license of the GUINEVERE facility. 
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Thermal fluid dynamics of multiphase systems 
It is the general aim of the work done in the field of thermal fluid-dynamics to qualify 
Computational Fluid Dynamics (CFD) codes for the simulation of complex two-phase flows 
that are relevant in industrial applications. To achieve this goal, closure models are needed for 
the interaction between the phases, i.e. mass, momentum and energy transfer. For the special 
case of dispersed bubbly flow, all these transfers strongly depend on the local bubble size 
distribution. For this reason, the gas phase has to be split into a number of size groups in case 
of poly-dispersed flows. Transfers between these groups are amongst others determined by 
bubble coalescence and fragmentation. The theoretical work is based on sound experiments at 
the TOPFLOW test facility using advanced two-phase measuring instrumentation, which is 
developed in the framework of the present project. 
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Qualification of CFD models 
The validation of the Inhomogeneous MUSIG (MUlti Bubble SIze 
Group) model was continued relying on experimental data obtained at 
the TOPFLOW facility for upwards flow in vertical pipes as well as for 
3D flow around an obstacle. In the result, the suitability of the model 
concept to poly-dispersed flows was confirmed. The implemented 
models for bubble forces are applicable in a wide range of parameters, 
while the transferability of the presently available models for bubble 
coalescence and fragmentation is still limited. One of the reasons is the 
limited quality of the predicted turbulence parameter in case of two-
phase flows. To improve the simulations a turbulence model was 
implemented into the test solver, which considers additional source 
terms in the k-ε equation for bubble induced turbulence. In addition, a 
new extensive experimental database was generated on air-water flow in 
a vertical pipe which is an excellent basis for the improvement, test and 
validation of models for bubble coalescence and fragmentation. New 
model equations for the extension of the model were proposed which 
allow to consider flows with variable density and phase transfer. 
 
Ch. Vallee,  
T. Höhne 
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Experiments and CFD-simulations for stratified flows 
The new horizontal channel with rectangular cross-section (HAWAC) 
was used for investigations on the hydraulic jump phenomenon. The 
experiments showed, that the position as well as the profile of the jump 
sensitively depend on the air flow rate. These data are suitable to 
validate CFD models for momentum transfer and coupling of the 
turbulence fields at a free surface. Pre-test CFD-simulations were done 
for the hot leg experiments using ANSYS-CFX. After completing an 
extensive series of air-water experiments with the pressure up to 
0.5 MPa, first steam-water experiments were successfully performed at 
the hot leg model. They provide world-wide unique data including high-
speed video observations of complex steam-water flows using the new 
developed pressure chamber technology. Data were obtained for co-
current as well as for counter current flows. Special attention was paid to 
investigation of the Counter-Current Flow Limitation (CCFL) which is a 
safety-relevant phenomenon. 
 
M. Schmidtke,  
T. Höhne,  
CFD-Simulations on the bubble entrained caused by a liquid jet 
In the frame of the European project NURESIM, a new modelling 
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strategy was applied to the simulation of bubble entrainment caused by 
the impingement of a liquid jet into a liquid pool. For practical 
applications, questions have to be answered as the mixing between hot 
water in a pool with cold water from the jet (e.g. in case emergency core 
cooling injection into the cold leg of a Pressurised Water reactor), or re-
suspension of particles in the pool. In such a flow situation, the gas 
phase simultaneously occurs as continuous phase (gas above the pool 
surface) and dispersed phase (entrained bubbles). The Algebraic 
Interfacial Area Density Model allows applying different closure 
models, e.g. drag models, according to these different flow situations. 
The applicability of the model to control the bubble entrainment was 
demonstrated. 
 
U. Hampel, 
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Ultra fast X-ray tomography 
Within the project „Ultra fast X-ray tomography“ funded by the DFG 
unique experiments were conducted using the device installed at IKE 
Stuttgart. For the first time, two-phase flows in a fluidised bed were 
visualised with a time resolution of 5000 frames per second. In the 
frame of the TOPFLOW-II project, the electron beam tomography 
device was completed (max. 150 kV tube voltage, max. 65 mA beam 
current and xy-deflection unit for tomography of two-phase flows). It 
achieves up to 10.000 frames per second with a spatial resolution of 1 
mm. The device was used to record a two-phase flow in a bubble 
column. Such measurements are unique world-wide. 
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High resolution measurement of flow patterns in a hydrodynamic 
coupling 
Within the frame of an industrial project with Voith Turbo GmbH in 
Crailsheim, measurements within a rotating hydrodynamic coupling 
were performed using the surface conductivity sensor. This sensor was 
developed at FZD and is able to measure two-dimensional boundary 
flow patterns at the suction respectively pressure side of a chamber wall 
with 10.000 frames per second. In addition, high resolution gamma ray 
tomography was used to measure three dimensional phase distributions 
within the coupling chambers at approximately 3 mm spatial resolution. 
The unique data with high resolution in space and time provide new 
insights for future improvements of the coupling design as well as for 
CFD code development and validation. 
U. Hampel,  
A. Bieberle,  
D. Hoppe,  
E. Schleicher,  
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Optimisation of the gamma ray tomography for void fraction 
measurements in fuel rod assemblies 
The void fraction distributions in electrically heated BWR fuel rod 
assemblies was measured by gamma ray tomography at the KATHY test 
loop of AREVA NP GmbH in Karlstein (Germany). The high-resolution 
gamma ray tomography device was developed at FZD. A reduction of 
the counting error caused by temperature drift down to 0.5 % was 
achieved by a redesign of the detector array. This gamma ray device is 
the only one world-wide which is able to measure the spatial distribution 
of the void fraction in a fuel element. 
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Investigations on air-water and oil-water two phase flows 
Within the frame of a co-operation with the University of Nottingham 
comparative measurements were done for air-water and oil-water two-
phase flows in inclined pipes. For the first time, the new developed 
capacitance wire mesh sensor was used for measurements of highly 
transient oil-water flows. The sensor comprises two wire planes of 32 
wires each and provides up to 10.000 frames per second. The sensor is 
able to discriminate differences in the relative dielectric constant of Δεr 
up to 1. 
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Desulphurisation of acid mining effluents 
Crucial factors for the efficiency of systems for electrochemical 
treatment of acid mine effluents are the residence time distributions 
(RTD) of the liquids within the compartments of the electrolytic cell. 
Therefore, the influences of internals and flow rates on the RTD were 
investigated using laser induced fluorescence (LIF) visualisation. It 
turned out, that residence time as well as back-mixing is strongly 
influenced by the pressure conditions in the compartments due to 
membrane positioning effects. The measurements are preconditions for 
the optimisation of the fluid flow within the cell. 
 
M. Schubert,  
U. Hampel,  
G. Hessel,  
C. Zippe 
 
Measurement of phase distributions in chemical reactors 
A real high-resolution gamma ray tomography technique was applied to 
the quantitative analysis of the liquid flow texture in a laboratory cold 
flow trickle bed reactor for the first time. The phase distribution and thus 
the reactor performance are primarily influenced by the fluid distribution 
as well as by the surface properties of the filling material. It was shown, 
that the optimisation of feed-in components as well as of process 
parameters strongly depends on the properties of the reactor bed. 
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Liquid metal magnetohydrodynamics 
Magnetohydrodynamics investigates the interaction of electrically conducting fluids (liquid 
metals and semiconductors, electrolytes) with magnetic fields. In various applications, the use 
of magnetic fields provides a comfortable contact-less possibility to control the transport 
processes in such melts. Moreover, problems as MHD turbulence, the homogeneous dynamo 
or the magnetorotational instability are the subject of intense basic research.  
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Basics of MHD flows and Experiments at MULTIMAG 
The temperature fluctuations in turbulent buoyancy driven flows could 
be reduced by more than one order of magnitude by application of a 
rotating magnetic field (RMF). This flow control is attractive for the 
Czochralski (Cz) crystal growth process. With that background, a patent 
application has been submitted. For a further optimisation of the melt 
flow in the Cz configuration, a new experiment has been set up where 
various magnetic fields are superimposed in order to achieve a 
predefined temperature distribution in the melt. Already with an RMF 
alone the temperature gradients could be significantly influenced: 
depending on the field strength the ratio of horizontal to vertical 
temperature gradients could be varied between 0.5 and 20 at the triple 
point melt-crystal-gas.  
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Experiments on the Magneto-Rotational Instability (MRI) 
The necessary transport of angular momentum during the creation of 
stars or black holes in accretion disks can only be explained by a 
magnetically caused transition to turbulence. In the laboratory 
experiment this effect was observed in form of a travelling wave in an 
otherwise laminar rotating flow when an external helical magnetic field 
was applied. The MRI experiment was modified in such a way that 
symmetric boundary conditions emerge at the lower and upper end of 
the melt in order to minimize the influence of the end plates. In this way 
it became possible to distinguish between convective and absolute 
instabilities in the MRI experiment. 
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Boundary layer control in electrolytes 
The PIV measurement of the flow and the drag measurements at the 
electrolyte channel were synchronised. This enables to relate the 
detached vortex structures to the lift force acting on the profile, thus 
allowing to identify the optimal electromagnetic flow control with 
respect to the resulting forces. For the copper deposition in an 
electrolytic cell the flow field was measured by PIV, whereas the 
concentration distribution was determined by a background Schlieren 
method. It turned out that the so-called concentration gradient force, 
which in the literature is made responsible for the observed 
concentration distribution, is almost negligible. Instead, the resulting 
concentration field can consistently be explained if the flow field in the 
cell is correctly taken into account.  
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Modelling of the steel casting process  
Extensive preparations were done for a new liquid metal loop working 
with tin-bismuth alloy. It represents a model of the continuous steel 
casting process, in particular of the related flow in the nozzle and in the 
mold. Building up of this facility was delayed due to the necessary 
reconstruction of the experimental hall which, however, provides now 
ideal conditions for all experimental works in the future. The 
construction of the new CONCAST facility was started in December. 
 
S. Boden,  
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B. Willers 
 
 
 
 
 
Supported by  
DFG 
Radiography of solidifying metal melts 
Using a microfocus X-ray tube the solidification of Ga-In alloy has been 
visualised for the first time. The flow in the melt has a strong impact on 
the heat and mass transfer, thus influencing significantly the 
concentration and temperature fields ahead of the solidification front. 
Eventually this has a determining influence on the macroscopic 
properties of the solidified alloy. Using the optical flow approach, the 
flow field in the melt was reconstructed from X-ray measurements. It 
turned out that the solutal convection modifies the concentration field 
and has, in this way, a strong influence on the dendrite growth.  
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TOPFLOW thermal hydraulic test facility 
The acronym TOPFLOW stands for Transient Two Phase Flow Test Facility. This 
multipurpose thermal hydraulic facility is mainly used for the investigation of generic and 
applied steady state and transient two phase flow phenomena in either steam-water or air-
water-mixtures. TOPFLOW has a maximum heating power of 4 MW and allows operation at 
pressures up to 7 MPa and temperature up to 285 °C in pipes and vessel geometries of 
industrial relevance. It has become the major experimental facility of the German CFD 
(Computational Fluid Dynamic) Research Alliance. In 2006, a contract was signed with 
Commissariat à l’Energie Atomique (CEA) France, Electricité de France (EDF), AREVA NP 
France, Institut de Radioprotection et de Sûreté Nucléaire (IRSN) France, and Paul Scherrer 
Institute (PSI) Switzerland, for a comprehensive experimental programme aiming at the 
investigation of pressurised thermal shock phenomena (PTS) using TOPFLOW.  
To support the theoretical model development and the CFD code validation, a series of 
experiments was conducted at TOPFLOW at different test rigs in 2007. 
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Stratified two-phase flows experiments in the hot leg model of a 
pressurised water reactor during loss of coolant accident conditions 
Co-current as well as counter current flow air water experiments were 
conducted at pressures up to 0.5 MPa. To enable steam-water 
experiments new materials for the thermal insulation of the test section 
inside the pressure tank were successfully tested. Additionally, a new 
technical solution for the lightening of the hot leg model was installed. 
Nitrogen is used for the inertisation of the atmosphere in the tank. After 
these preparations, the steam water hot leg experiments started in 
December 2007. Up to the end of 2007 different co-current and counter 
current flow experiments up to a pressure of 1.5 MPa and a temperature 
of 200 °C were carried out. The obtained results show a good agreement 
with the results of other investigations which can be found in the 
literature. 
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Two phase flow experiments in the vertical test section DN200 with 
phase transfer  
A new module was put into operation for the degassing of the feed-water 
to reduce the concentration of non-condensible gases in the two phase 
flow during the experiments with condensation and de-pressurisation. 
This module decreases the concentration of oxygen from 80% down to 
3% (related to the maximum solubility).  
All components needed for condensation experiments were 
manufactured. The facility extension for these tests will start in 2008. 
The equipment design for the experiments with de-pressurisation 
conditions was finished.  
 
U. Hampel,  
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Experiments with a new vertical test tube DN50 using ultra fast X-
ray tomography 
The tube made from a special Ti-alloy was installed, checked and 
connected to the media supply pipes of TOPFLOW. After pressure test, 
this new module is ready for the experiments. The X-ray scanner was 
successfully put into operation. Also the software for data evaluation 
was implemented and the scanner was finally tested on a simple bubble 
column. For the first time, images of the gas distribution in a column 
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were obtained with a frequency of 5 kHz. The image processing 
software provides bubble recognition and bubble size measurement. 
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Switzerland. 
 
TOPFLOW- pressurised thermal shock phenomena (PTS) 
In January 2006, the TOPFLOW-PTS project was started. This project 
aims at the investigation of thermal hydraulic phenomena occurring in 
an emergency core cooling (ECC) scenario at French pressurised water 
reactors of the CPY type. The project is commissioned and run by a 
consortium of international industry and scientific partners, including 
Commissariat à l’Energie Atomique (CEA) France, Electricité de France 
(EDF), AREVA NP France, Institut de Radioprotection et de Sûreté 
Nucléaire (IRSN) France, and Paul Scherrer Institute (PSI) Switzerland. 
Experiments will be conducted in the TOPFLOW pressure tank on a 
1:2.5 model of a reactor cold leg section, comprising main coolant 
pump, cold leg, ECC line and downcomer. In 2007, the test rig was 
finally designed and manufactured. The necessary TOPFLOW facility 
extensions were carried out such as media supply and cooling system. 
The required special instrumentation such as thermocouple lances, 
different wire mesh sensors, thermo needle probes and optical and IR 
observation techniques together with specialised data acquisition 
electronics was finally designed, built and successfully checked.  
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H.; Pietruske, H.; Schütz, P.; Zaruba, A.; Al Issa, S.; Shi, J.-M.; Weiß, F.-P. 
Aufbau und Durchführung von Experimenten an der Mehrzweck-
Thermohydraulikversuchsanlage TOPFLOW für generische Untersuchungen von 
Zweiphasenströmungen und die Weiterentwicklung und Validierung von CFD-Codes - 
Abschlussbericht 
Wissenschaftlich-Technische Berichte / Forschungszentrum Dresden-Rossendorf; FZD-480 
2007 
 
 137 
Shi, J.-M.; Rohde, U.; Prasser, H.-M. 
Turbulent dispersion of bubbles in poly-dispersed gas-liquid flows in a vertical pipe 
Wissenschaftlich-Technische Berichte / Forschungszentrum Dresden-Rossendorf; FZD-487 
2007 
 
Shi, J.-M.; Rohde, U.; Prasser, H.-M. 
Validation of the multiple velocity multiple size group (CFX10.0 N x M MUSIG) model 
for polydispersed multiphase flows 
Wissenschaftlich-Technische Berichte / Forschungszentrum Dresden-Rossendorf; FZD-487 
2007 
 
Vallée, C.; Höhne, T.; Prasser, H.-M.; Sühnel, T. 
Experimental investigation and CFD simulation of slug flow in horizontal channels 
Wissenschaftlich-Technische Berichte / Forschungszentrum Dresden-Rossendorf; FZD-485 
2007 
 
Vallée, C.; Prasser, H.-M.; Sühnel, T. 
Experimentelle Untersuchung von geschichteten Luft/Wasser Strömungen in einem 
horizontalen Kanal 
Wissenschaftlich-Technische Berichte / Forschungszentrum Dresden-Rossendorf; FZD-484 
2007 
 
Viehrig, H.-W.; Zurbuchen, C. 
Anwendung des Master Curve-Konzeptes zur Charakterisierung der Zähigkeit 
neutronenbestrahlter Reaktordruckbehälterstähle 
Wissenschaftlich-Technische Berichte / Forschungszentrum Dresden-Rossendorf; FZD-476 
2007 
 
Weiß, F.-P.; Rindelhardt, U. (Editors) 
Annual Report 2006 - Institute of Safety Research 
Wissenschaftlich-Technische Berichte / Forschungszentrum Dresden-Rossendorf; FZD-465 
2007 
 
Kliem, S. 
Realistische Simulation von Reaktivitätsstörfällen mit gekoppelten neutronenkinetisch-
thermohydraulischen Systemcodes - Abschlussbericht 
Forschungszentrum Rossendorf 2007; FZD\FWS\2007\11 
 
Laczkó, G.; Kliem, S.; Rohde, U. 
Erweiterung des ATHLET – Datensatzes des KKK um das 4-Quadranten-Modell des 
Rückströmraumes und Ergebnisse der Simulation der Transiente vom 28.06.2007 
Forschungszentrum Rossendorf 2007; FZD/FWS/2007/10 
 
Al Issa, S. 
Two phase flow 1D turbulence model for poly disperse upward flow in a vertical pipe 
Forschungszentrum Rossendorf 2007; FZD\FWS\2007\09 
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Kliem, S. 
Entwicklung und Anwendung einer Methodik zur Analyse unterstellter 
Borverdünnungsstörfälle im Nachkühlbetrieb 
Forschungszentrum Rossendorf 2007; FZD\FWS\2007\08 
 
Altstadt, E. 
Bestimmung der Eigenfrequenzen von Brennelementen 
Forschungszentrum Rossendorf 2007; FZD\FWS\2007\04 
 
Kryk, H.; Schubert, M.; Hessel, G. 
Begleitende Untersuchungen zur Pilotierung eines Verfahrens zur elektrochemischen 
Aufbereitung saurer Wässer aus Tagebaurestseen (Zwischenbericht) 
Forschungszentrum Rossendorf 2007; FZD\FWS\2007\06 
 
Bieberle, A.; Hampel, U.; Hoppe, D. 
Gammatomographie zur Messung von Voidverteilungen im SWR-Bündel am KATHY-
Versuchsstand in Karlstein, Abschlussbericht 2007 
Forschungszentrum Rossendorf 2007; FZD\FWS\2007\07 
 
Lucas, D. 
Synthesis report on work package 2.1: Pressurized Thermal Shock (PTS) - T0+24 
Forschungszentrum Rossendorf 2007; FZD\FWS\2007\05 
 
Kliem, S.; Sühnel, T. 
Experimente an der Versuchsanlage ROCOM zum Einfluss der Dichtedifferenz auf die 
Kühlmittelvermischung bei postulierten Störfällen mit kleinem Leck im heißen Strang 
Forschungszentrum Rossendorf 2007; FZD\FWS\2007\02n 
 
Stefani, F.; Gerbeth, G.; Gundrum, Th.; Avalos-Zuniga, R. 
The missing link: what can dynamo simulation learn from dynamo experiments? 
Forschungszentrum Rossendorf 2007; FZD\FWS\2007\03 
 
Heintze, C. 
Metallographic examination, depth-sensing microhardness and modulus of Eurofer'97 
Forschungszentrum Rossendorf 2007; FZD\FWS\2007\01 
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Granted patents 
 
Dietrich Hoppe, Michael Christen 
Anordnung zur quantitativen Bildrekonstruktion 
DE 10144261B4 
 
Jochen Zschau 
Anordnung und Verfahren zur Bestimmung der Phasenverteilung in strömenden 
Mehrphasenmedien 
DE 10318548B4 
 
Horst-Michael Prasser, Dr. Dudlik, Andreas, Alexander Apostolidis, Stefan Schlüter, Günter 
Wickl 
Vorrichtung zur Vermeidung von Druckstößen in Rohrleitungssystemen 
DE 102004025983B4 
 
 
Eckhard Schleicher, Marco Jose da Silva 
Anordnung zur Messung der lokalen elektrischen Impedanz und der Temperatur in 
Fluiden 
DE 102005046663B3 
 
 
Frank Stefani, Gunter Gerbeth, Thomas Gundrum, Sven Eckert, Andreas Cramer 
Verfahren und Anordnung zur kontaktlosen Bestimmung von räumlichen 
Geschwindigkeitsverteilungen in elektrisch leitfähigen Flüssigkeiten 
EP 1285277B1 
 
 
Janis Priede, Gunter Gerbeth, Regina Hermann, Günther Behr, Ludwig Schutz , Hans-Jörg 
Uhlemann 
Verfahren und Vorrichtung zum Ziehen von Einkristallen durch Zonenziehen 
DE 10328859B4 
 
 
Sven Eckert, Bernd Willers, Gunter Gerbeth, Vladimir Galindo, M. Ziemann, Hans-Walter 
Katz, Uwe Hewelt 
Verfahren zur kontrollierten Formfüllung beim Gießen metallischer Werkstoffe 
DE 102006008432B4 
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PhD and diploma theses 
PhD theses 
Gábor Laczkó 
Investigation of the radial ionisation distribution of heavy ions with an optical particle track 
chamber and Monte-Carlo simulations 
Universität Frankfurt/Main 
 
Markus Schubert 
Performance enhancement of trickle bed reactors 
TU Dresden 
 
Carsten Beckert 
Entwicklung des Neutronentransportcodes TransRay und Untersuchungen zur zwei- und 
dreidimensionalen Berechnung effektiver Gruppenwirkungsquerschnitte 
TU Dresden 
 
 
Diploma theses 
Anne Voigt  
POD-basierte Simulation und Optimierung der elektromagnetischen Kontrolle abgelöster 
Strömungen 
TU Dresden 
 
Michael Röder 
Experimentelle Untersuchung von Temperaturverteilungen in einem durch Lorentzkräfte 
beeinflussten Rayleigh-Bénard-System 
HTW Dresden 
 
Carmen Recknagel 
Registrierende Nanohärtemessung und begleitende Atomkraftmikroskopie an unbestrahlten 
und ionenbestrahlten Stählen 
TU Dresden 
 
Sebastian Paul 
Evaluierung und Erweiterung eines HF-Modulations-Laserspektrometers zur Bestimmung 
optischer Parameter in trüben Medien 
HTW Dresden 
 
Andreas Weller 
Validierung, Erweiterung und Anpassung eines FE-Modells zur Simulation einer RDB-
Bodenkalotte in einem Kriechverfahrensexperiment 
TU Bergakademie Freiberg 
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Martin Mann 
Bestimmung der Wasserausbreitung im Reaktorgebäude bei einem Rohrleitungsleck im 
Wasserbereich der Kondensationskammer 
TU Dresden 
 
Martin Ritterath 
Konzeption und Aufbau eines schnellen Vielkanalmesssystems zur digitalen Erfassung von 
Thermoelementsignalen für extreme Bedingungen 
TU Dresden 
 
Sebastian Thiele 
Entwicklung und Aufbau eines kapazitiven Oberflächensensors für die Phasenverteilungs- 
und Geschwindigkeitsmessung zweiphasiger Strömungen 
TU Dresden 
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Awards 
 
U. Hampel, M. Bieberle, F. Fischer, E. Schleicher, D. Hoppe 
 
Technologiepreis des FZD 2007 
Ultraschnelle Elektronenstrahl-Röntgen-Computertomographie 
Date of award: 6 February 2008 
 
 
S. Thiele 
 
Student Paper Award, Third Place 
IEEE Sensors 2007 Atlanta / USA 
Development of a high-speed capacitive surface sensor for fluid distribution imaging 
Date of award: 30 October 2007 
 
Beste Diplomarbeit am Institut für Festkörperelektronik (IFE) Dresden 2007 
Entwicklung und Aufbau eines kapazitiven Oberflächensensors für die Phasenverteilungs- 
und Geschwindigkeitsmessung zweiphasiger Strömungen 
Date of award: November 2007 
 
 
M. da Silva 
 
Best Poster Award Graduate Meeting FZD 2007  
Capacitance wire mesh sensor for two-phase flow measurement 
Date of award: 28 September 2007 
 
F. Fischer 
 
Best Presentation Award Graduate Meeting 2007 
Ultra fast X-ray tomography for two-phase flow measurement 
Date of award: 28 September 2007 
 
 
A. Bieberle 
 
Award winner of ICONE-15 Student Competition, Nagoya/Japan 
A high-resolution gamma tomography for void fraction distribution measurements in fuel 
bundles 
Date of award: 20 April 2007 
 
 
H.-G. Willschütz 
 
Karl-Wirtz-Preis 2007 der KTG 
Thermomechanische Analyse und Simulation eines Reaktordruckbehälters in der Spätphase 
eines Kernschmelzunfalls 
Date of award: 21 May 2007 
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Guests 
 
Dong, Jie Dr. 
01 January 2007 - 30 June 2007 
Shanghai Jiao Tong University / China 
 
Bousbia Salah, Anis Dr. 
30 October 2006 - 30 April 2007 
University of Pisa / Italy 
 
Kuchin, Aleksander 
15 April 2007 – 22 April 2007 
State scientific and technical center on nuclear and radiation safety, Kiev / Ukraine 
 
Khalimonchuk, Vladimir Dr. 
15 April 2007 – 22 April 2007 
State scientific and technical center on nuclear and radiation safety, Kiev / Ukraine 
 
Ovdiyenko, Yuri 
15 April 2007 – 06 May 2007 
State scientific and technical center on nuclear and radiation safety, Kiev / Ukraine 
 
Prikhodko, Vadim 
06 May 2007 – 30 June 2007 
Budker Institute of Nuclear Physics, Novosibirsk / Russian Federation 
 
Ren, Zhongming Prof. 
09 May 2007 – 14 May 2007 
University of Shanghai / China 
 
Fautrelle, Yves Prof. 
29 May 2007 – 31 May 2007 
SIMaP Laboratory, Grenoble / France 
 
Borodkin, Pavel 
10 June 2007 – 31 December 2007 
Scientific and Engineering Centre for Nuclear and Radiation Safety (SEC-NRS) of 
ROSTECHNADZOR, Moscow / Russian Federation 
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Tsofin, Vladimir 
12 June 2007 – 17 June 2007 
Scientific and Engineering Centre for Nuclear and Radiation Safety (SEC-NRS) of 
ROSTECHNADZOR, Moscow / Russian Federation 
 
Khrennikov, Nikolai Dr. 
12 June 2007 – 17 June 2007 
Scientific and Engineering Centre for Nuclear and Radiation Safety (SEC-NRS) of 
ROSTECHNADZOR, Moscow / Russian Federation 
 
Danitcheva, Irina Dr. 
12 June 2007 – 17 June 2007 
Scientific and Engineering Centre for Nuclear and Radiation Safety (SEC-NRS) of 
ROSTECHNADZOR, Moscow / Russian Federation 
 
Samsonov, Boris Prof. 
27 June 2007 – 14 July 2007 
23 July 2007 – 27 August 2007 
24 October 2007 – 05 November 2007 
Tomsk State University / Russian Federation 
 
Gokhman, Oleksander Prof. 
01 August 2007 – 31 October 2007 
Southukrainian State University of Education, Odessa / Ukraine 
 
Pivovarov, Valeriy Dr. 
07 August 2007 – 30 September 2007 
Institute of Physics and Power Engineering, Obninsk / Russian Federation 
 
Ivanov, Alexandre Prof. 
19 September 2007 – 27 September 2007 
Budker Institute of Nuclear Physics, Novosibirsk / Russian Federation 
 
Matveev, Yuriy Dr. 
22 August 2007 – 30 September 2007 
Institute of Physics and Power Engineering, Obninsk / Russian Federation 
 
Kirillov, Oleg Dr. 
03 September 2007 – 31 October 2007 
Lomonosov Moscow State University / Russian Federation 
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Otahal, Jan 
01 November 2007 – 31 December 2007 
Brno University / Czech Republic 
 
Ovdiyenko, Yuri 
04 November 2007 – 10 November 2007 
State scientific and technical center on nuclear and radiation safety, Kiev / Ukraine 
 
Jerjemenko, Maxim 
04 November 2007 – 10 November 2007 
State scientific and technical center on nuclear and radiation safety, Kiev / Ukraine 
 
Anikeev, Andrey Dr. 
28 November 2007 – 19 December 2007 
Budker Institute of Nuclear Physics, Novosibirsk / Russian Federation 
 
Plevachuk, Yuriy 
03 December 2007 – 06 December 2007 
Lviv University / Ukraine 
 
Priede, Janis 
16 December 2007 – 19 December 2007 
Coventry University / United Kingdom 
 
Glivici, Varvara 
19 December 2007 – 22 December 2007 
Moldova State University, Chisinau / Moldova 
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FZD fellows 
 
Hoogenboom, Eduard Prof. 
03 September 2007 - 07 September 2007 
15 October 2007 – 20 October 2007 
25 November 2007 – 30 November 2007 
Delft University of Technology / Netherlands 
 
Anglart, Henryk Prof. 
08 October 2007 – 07 November 2007 
Royal Insitute of Technology, Stockholm / Sweden 
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Meetings und workshops 
 
Kick-Off-Meeting of the EU Integrated Project MAGFLOTOM (Magnetic flow 
tomography in technology, geophysics, and ocean flow research) 
12 participants 
Rossendorf, 01-02 February 2007 
 
EU ISTC Contact Expert Group Meeting on Severe Accident Management (CEG-
SAM)-Meeting 
35 participants 
Rossendorf, 07-09 March 2007 
 
2nd International Workshop on Measuring Techniques for Liquid Metal Flows 
(MTLMF2007) 
110 participants 
Dresden, 23-25 April 2007 
Supported by EU, Deutsche Forschungsgemeinschaft in the framework of the Collaborative 
Research Centre SFB609, and German Alliance for Competence in Nuclear Technology 
 
ANSYS-FZD Short Course and Workshop  
Multi-Phase Flow: Simulation, Experiment and Application 
108 participants 
Dresden, 25-27 April 2007 
Supported by German Alliance for Competence in Nuclear Technology 
 
International Conference on Multi-Phase Flow (ICMF) 
800 participants 
Leipzig, 09-13 July 2007 
FZD was member of the Local Organising Committee 
 
EU COVERS (Collaborative R&D in the area of VVER operational Safety and mobilisation 
of national programmes) Training Course on Materials Ageing 
27 participants 
Rossendorf, 08 October 2007 
 
EU COVERS (Collaborative R&D in the area of VVER operational Safety and mobilisation 
of national programmes) Training Course on Operational Safety 
40 participants 
Rossendorf, 09 October 2007 
 
3rd Sino-German Workshop on Electromagnetic Processing of Materials 
65 participants 
Shanghai, 15-19 October 2007 
Supported by Sino-German Center for Research promotion Beijing and Deutsche 
Forschungsgemeinschaft in the framework of the Collaborative Research Centre SFB609 
 
PhD Students Seminar of Kompetenzzentrum Ost für Kerntechnik 
30 participants 
Dresden, 12 December 2007 
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Seminars of the institute 
 
Dr. K. Noack, Dr. A. Rogov 
Ist die GDT-Fusionsneutronenquelle als Driver in einem unterkritischen System zur 
Transmutation von minoren Aktiniden geeignet? 
11 January 2007 
 
Dr. H. Kryk, G. Hessel, Dr. W. Schmitt 
Online-Monitoring von Grignard-Reaktionen 
25 January 2007 
 
Prof. K. Kugeler, Dr. I.M. Tragsdorf, N. Pöppe (RWTH Aachen) 
Hochtemperaturreaktoren – weltweiter Stand und Erwartungen 
08 February 2007 
 
Dr. E. Krepper, Dr. D. Lucas 
Das polydisperse Multi-Size Group Model MUSIG im CFD-Code ANSYS-CFX und seine 
Validierung an Experimentaldaten 
22 February 2007 
 
J. Konheiser, Prof. U. Rindelhardt, Dr. H.-W. Viehrig, Dr. B. Gleisberg (VKTA) 
Erste Ergebnisse der Materialuntersuchungen vom Reaktordruckbehälter des Blockes 1 des 
KKW Greifswald 
16 March 2007 
 
C. Beckert 
Entwicklung des Neutronentransportcodes TransRay und Untersuchungen zur 2D- und 3D-
Berechnung effektiver Gruppenquerschnitte 
05 April 2007 
 
St. Wissel (Universität Stuttgart) 
Die Bedeutung der Kernenergie in liberalisierten Energiemärkten und im Hinblick auf eine 
nachhaltige Energieversorgung 
20 April 2007 
 
Dr. G. Cartland-Glover, Dr. E. Krepper 
Modelling of sedimentation, re-suspension and dispersion in particle-loaded fluid flows 
10 May 2007 
 
Y. Fautrelle (EPM/SIMaP Laboratory Cedex / France) 
Applications of MHD to materials processing 
30 May 2007 
 
St. Bugat (Chef de Groupe Comportement des Matériaux et des Structures EDF 
R&D/Dpt. MMC) 
A software integration platform for prediction of irradiation damage effects on reactor 
components 
31 May 2007 
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M. Große (FZ Karlsruhe) 
Vergleich des Notkühlverhaltens von PWR und WWER 
07 June 2007 
 
M. da Silva, Dr. D. Hoppe 
Räumlich und zeitlich hoch auflösende Strömungsmessung in einer rotierenden 
Turbokupplung mittels Leitfähigkeitsflächensensoren und Gammatomografie 
21 June 2007 
 
M. Bieberle, F. Fischer 
Ultraschnelle Röntgen-CT mit gescanntem Elektronenstrahl für die Untersuchung transienter 
Prozesse 
29 September 2007 
 
E.-A. Reinecke (FZ Jülich, Institut für Energieforschung, Sicherheitsforschung und 
Reaktortechnik) 
Experimentelle und theoretische Untersuchungen zum Betriebsverhalten katalytischer H2-
Rekombinatoren 
18 October 2007 
 
C. Zurbuchen, Dr. H.-W. Viehrig 
Anwendung des Master-Curve-Konzeptes zur Charakterisierung der Zähigkeit 
neutronenbestrahlter Reaktordruckbehälterstähle 
04 October 2007 
 
Prof. E. Hoogenboom (Delft University of Technology / Netherlands) 
Monte Carlo methods in reactor physics: basics, current capabilities and perspectives 
15 October 2007 
 
Prof. H. Anglart (KTH Stockholm / Sweden) 
The analysis of critical heat flux in light water reactor 
22 October 2007 
 
J. Otahal 
Untersuchung von Zweiphasenströmungen in einem Schaumzerstäuber 
01 November 2007 
 
Dr. U. Grundmann, C. Beckert 
Mehrgruppenmethode und SP3-Transportnäherung in DYN3D 
28 November 2007 
 
M. da Silva 
Kapazitäts-Gittersensor: Prinzip und Anwendung 
13 December 2007 
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Lecture courses 
 
Frank-Peter Weiß 
Zuverlässigkeit und Sicherheit technischer Systeme 
TU Dresden, Fakultät Maschinenwesen 
Summer semester 2007 and winter semester 2007 
 
 
Matthias Werner 
Zuverlässigkeit und Sicherheit technischer Systeme 
TU Dresden, Fakultät Maschinenwesen 
Summer semester 2007 and winter semester 2007 
 
 
Udo Rindelhardt 
Erneuerbare Energien I und II 
Technische Universität Chemnitz, Fakultät für Elektrotechnik/Informationstechnik 
Summer semester 2007 and winter semester 2007 
 
 
Uwe Hampel 
Computertomographie in der Medizin und Prozessdiagnostik 
TU Dresden, Fakultät Elektro- und Informationstechnik 
Summer semester 2007 and winter semester 2007 
 
 
 151 
Departments of the institute 
 
 
 
Dpt. 
Accident Analysis 
 
Dr. U. Rohde 
Tel.: (0351)260 2040 
Dpt. 
Particle and Radiation 
Transport 
Dr. K. Noack 
Tel.: (0351) 260 3239 
Dpt. 
Materials and 
Components Safety 
Dr. E. Altstadt 
Tel.: (0351) 260 2276 
Dpt. 
Magnetohydrodynamics 
 
Dr. G. Gerbeth 
Tel.: (0351) 260 3484 
 
Dpt. 
Experimental Thermal 
Fluid Dynamics 
Dr. U. Hampel 
Tel.: (0351) 260 2772 
Directorate 
Prof. Dr. Frank-Peter Weiss 
Tel.: (0351) 260 3480 
 
 
Forschungszentrum Dresden-Rossendorf e.V. 
Institut für Sicherheitsforschung 
Postfach 51 01 19 
D- 01314 Dresden 
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Personnel 
 
Director: Prof. Dr. F.-P. Weiß   
   
Scientific Staff  Technical Staff 
Abendroth, Martin Dr. Pal, Josef Dr. Berger, Torsten 
Altstadt, Eberhard Dr. Rindelhardt, Udo Prof. Dr. Bombis, Doris 
Beckert, Carsten Rogov, Anatoli Dr. Borchardt, Steffen 
Bergner, Frank Dr. Rohde, Ulrich Dr. Erlebach, Stephan 
Beyer, Matthias Schäfer, Frank Dr. Fleischer, Andreas 
Birkenheuer, Uwe Dr. Schleicher, Eckhard Forker, Klaus 
Bodele, Emmanuel Dr. Schmidtke, Martin Futterschneider, Hein 
Borodkin, Gennady Schmitt, Wilfried Dr. Gommlich, André 
Carl, Helmar Dr. Schubert, Markus Henke, Steffen 
Cartland-Glover, Gregory Dr. Stefani, Frank Dr. Hessel, Günther 
Chatrov, Viktor Dr. Ulbricht, Andreas Dr. Konheiser, Jörg 
Cramer, Andreas Dr. Viehrig, Hans-Werner Dr. Kunadt, Heiko 
Dong, Jie Weier, Tom Dr. Lindner, Klaus 
Eckert, Sven Dr. Werner, Matthias Dr. Losinski, Claudia 
Galindo, Vladimir Dr. Willers, Bernd Müller, Gudrun Dr. 
Gerbeth, Gunter Dr. Willschütz, Hans-Georg Dr. Nowak, Bernd 
Giesecke, André Xu, Mingtian Dr. Pietzsch, Jens 
Grahn, Alexander Dr. Zhang, Xiugang Dr. Pietruske, Heiko 
Grants, Ilmars Dr. Zurbuchen, Conrad Richter, Annett 
Grundmann, Ulrich Dr.  Richter, Henry 
Gundrum, Thomas PhD Students Richter, Joachim 
Günther, Uwe Dr. Al Issa, Suleiman Roßner, Michaela 
Hampel, Uwe Dr. Bieberle, André Rott, Sonja 
Hoppe, Dietrich Dr. Bieberle, Martina Rußig, Heiko 
Höhne, Thomas Dr. Bilodid, Yuri Schleßiger, Heike 
Hristov, Hristo Vesselin Dr. Boden, Stephan Schneider, Gisela 
Kliem, Sören Buchenau, Dominique Schütz, Peter 
Klukins, Alexandrs Dr. Cierpka, Christian Skorupa, Ulrich 
Koch, Reinhard Dr. Da Silva, Marco Sühnel, Tobias 
Krepper, Eckhard Dr. Fischer, Frank Tamme, Marko 
Kryk, Holger Dr. Heintze, Cornelia Tschofen, Martin 
Kussin, Johannes Dr. Liao, Yixiang Vetter, Petra 
Kozmenkov, Yaroslav Miao, Xincheng Webersinke, Wolfgang 
Küchler, Roland Dr. Räbiger, Dirk Weichelt, Steffen 
Laczko, Gabor Dr. Schlemmer, Tobias Weiß, Rainer 
Legrady, David Dr. Schuhknecht, Jan Wollrab, Eginhard 
Lucas, Dirk Dr. Timmel, Klaus Zimmermann, Wilfried 
Merk, Bruno Dr. Tusheva, Polina Zippe, Cornelius Dr. 
Mittag, Siegfried Dr. Vallee, Christophe  
Mutschke, Gerd Wondrak, Thomas  
Noack, Klaus Dr. Zhang, Chaojie  
   
 
