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1. INTRODUCTIOX 
We consider a symmetric moving average 
where the coefficient vector 
satisfies 
(a) zu, = a-, 
(l-3) 
(b) f: w.y = a,,, (0 <i<o, 
s=:-n 
k being a fixed integer. If Ii,,, is the space of polynomials of degree ,<m 
then (1.3) implies that 
f(Y) = f %f(Y - 4 
Y=-n 
iff is in HzkLl . We shall say that (1.1) is of span 2n + 1 and degree 2k + 1. 
Now suppose the input in (1.1) is 
v, = f(y) + El. , (1.4) 
* This work was partially supported by Grant No. GP-9656 from the National 
Science Foundation. 
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where f is a fixed but unknown member of H,,,, and E is an error. The 
output is 
where 
If E is a zero mean stationary time series with autocovariance 
4j = Ev,+j (-co <j < 03) 
then 6 is also stationary with zero mean and variance 
U”(W) = i +i+WiWj * (1.6) 
i.j=-n 
Here we have assumed that E is real valued (although our results are easily 
generalized to the complex case), so that 
$j = +-j . (l-7) 
We have also normalized so that $,, = 1. 
Define 
m 
G(e) = c & cos Ye, 
the spectral density of E. We assume that @ is continuous. We shall say 
that (1.1) is a smoothing formula with respect to @ if u2( W) < 1. 
Henceforth we assume that n > k and that E is of rank >2n + 1, so that 
u2( W) is a positive definite quadratic form. Then there is an n - k parameter 
family V of vectors (1.2) which satisfy (1.3) and a unique vector J@ in V 
such that 
u”( I@) < u”(W) (WE v, w + la). (1.8) 
From Lemma 1 (below), 
= w, 
if n > k. Since W,, is in V and u2( W,) = 1, it follows from (1.8) that (1 .l) 
with W = w is a smoothing formula with respect to 0; we shall denote it 
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by MV(n, k; CD)), which stands for “minimum variance smoothing formula, 
with respect to @, of span 2n + 1 and degree 2/z + 1.” 
To find m we must minimize u*(W) subject to (1.3). It is not necessary 
to assume that I@ is symmetric, for if WC temporarily red&e l@ to bc the 
vector that minimizes us(W) subject to the weaker constraints 
(1.9) 
then I$’ turns out to be symmetric. The method of Lagrange multipliers 
yields 
which can be rewritten as 
where 
and 
7’2n = (L-s) 
A, = 
Solving (1.10) yields 
IV= 
and substituting into (1.9) yields 
(1.10) 
(1.1 I) 
(1.12) 
where 
Q = (AiTT;,fA,) (0 < i, j < 2k). 
One can solve (1.12) for h, ,..., /\21 and then calculate m from (I. I 1). 
This is the standard method for obtaining #‘. It necessitates the inversion 
of the high order matrix T2,, . Although there is an efficient method for 
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doing this [I], it is nevertheless a formidable task. In Section 2 we present 
a recursive method that avoids this problem and leads to properties of 
minimum variance smoothing formulas which we believe to be new and 
are not readily accessible by means of the method of Lagrange multipliers. 
2. DERIVATION OF THE ALGORITHM 
Let W be any vector of the form (1.2) which satisfies (I .3). ‘Then 
C(H) =..- f w,~cos.d~ (2.1) 
s-A-,3 
is called the characteristic function of (1. I). Expanding C in its Maclaurin 
series and applying (I .3) yields 
C(B) 1 I + op-2); (2.2) 
therefore since cos r/3 is a polynomial of degree Y I in 
. 6)’ 
x = s’n 2. ’ i 1 
C is of the form 
C(e) -- I - i b, (sin i)‘“. 
s-- k , 1 
(2.3) 
(2.4) 
(Conversely any function of this form has a Fourier expansion (2.1) with 
coefficients satisfying (I .3). 
‘The quadratic form (I .6) can be rewritten as 
(2.5) 
and the change of variable (2.3) yields 
(cf. (2.4)) and 
(2.6) 
(2.7) 
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+h (sir?;) = CD(O). 
Let Tnk be the set of polynomials of the form (2.7). We shall obtain I&’ 
by finding the polynomial j that minimizes 1(p) in Tnk and expanding 
$ (sin2 i) = eir, + 2 $ d, cos SO = C(e); 
then 
(2.8) 
It is convenient to write ~5 = pnr and C? = C,,, ; however, we shall not 
need to attach subscripts to m. 
LEMMA 1. Let F be continuous, nonnegative and not identically zero in 
(0, I), and integrabl e in [0, I]. Let pnrc be the polynomial that minimizes (2.6) 
in Tnk . Then 
I 
1 
o p&x) SF(x) dx = 0 (k+l <i<n>. (2.9) 
Proof. An arbitrary p in T,,, can be written as 
PC4 = PnkW + ~~‘+‘Q@)7 
where deg q < 71 - k - 1. Since pnk is an extremal of (2.6) in T,, , the 
first variation of (2.6) must vanish when p = pnk ; thus 
I l pnk(X) Xk+‘q(X) F(x) a5 = 0. 0 
Setting q successively equal to 1, x,..., ~‘+~-i yields (2.9). 
COROLLARY. If m > n > k then 
,: P&) urn&) F(x) d-x = ,; ~rnt@) F(x) dx; 
in particular 
J; P:&) F(x) dx = ,: P& F(x) dx. (2.10) 
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THEOREM 1. Let fO , fi ,... be a seqwnce of polynomials orthonormal on (0, 1) 
with respect to the weighting function 
G(x) = ; x2”+2F(x); 
that is, fm is of exact degree m and 
s 
lff(X) fi(X) G(X) dx = 6ij . 
Then 
n-k-l 
where 
pnlc(x) = 1 - Xk+r (2.12) 
OL, = ; j; f?(x) xk+lF(x) dx. 
Proof. Any polynomial in T,, can be expressed in the form (2.12) with 
suitably chosen constants. To obtain (2.13) multiply (2.12) by xk+lfm(x)F(x)/lr, 
integrate over (0, l), and invoke Lemma 1 and (2.11). 
From (2.10) and (2.13) it can be shown that the variance of the output 
of MV(n, k; @) is 
n-k-1 
c& = 1 - c a:* 
T=O 
The main idea of the next lemma-that orthogonal polynomials satisfy 
a recursion formula-is of course well known. However, we wish to state 
this result in a form especially convenient for our application in Theorem 2 
(below). 
LEMMA 2. Let g, ,g, ,... be the sequence of manic polynomials such that 
Then 
j : g,(x) gntx) G(x) dx = 0 (m # n). 
go(x) = 1 Y 
g1(x) = x - F 
0 
and 
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L = j; x”g,(x) G(x) dx 7: slg,,Jx) G(x) dx 
0 
and 
I 
1 
Y m- P+‘g&) G(x) dx. 0 
The polynomials 
form an orthonormal sequence as defined in Theorem 1. 
The next lemma follows directly from Lemma 2. 
LEMMA 3. If 
therr 
S,(O) = (sin $“+* 
and, zf we define S..,(0) = ypl = 0 and A-, =: 1, 
where 
and 
J ” 
n 
s,(e) (sin $2m+2k+4qe) de. 
(2.14) 
(2.15) 
(2.16) 
(2.17) 
(2.18) 
(2.19) 
We are interested in S,,, because (2.Q (2.12) and (2.14) imply that 
From (2.13) 
77-k-l 
c,,(e) := I - ,go 5 s,(e). 
r 
1 n cy 1R = y-q; J s,(e) qe) de. -n 
(2.20) 
(2.21) 
DISCRETE MINIMUM VARIANCE SMOOTHING 637 
The following theorem provides a straightforward method for calculating 
l@, given the Fourier coefficients of CD. 
THEOREM 2. The weighting coefficients of MV(n, k; CD) aregiven by 
6, = so, - (i ff I < n), 
where 
24 
( 
Ym-2 YnZ-1 
T7n = /\m--2 - h,_, 1 ur*m-l - 
(ur-m-1 - %m-1 + %+1,m-1) 
4 
L-l 
-GU r.m--2 
(I r I < m + k + 1, m >, 1) 
with 
y-1 = u,,-1 = 0, x-1 = 1, 
(-1)’ 2k f2 
u - r0 = 4”+1 ( k _ r + 1 (I r I < k + 1) 
and 
Furthermore 
U -0 TS - (I r I > s + k + 1). 
m+k+l 
An = c %dP, , 
r=-(m+k+l) 
m+k+l 
A, = c Urm&+k+l’ 
T=-(m+k+l) 
and 
nb+k+l 
Ym = c 
r=-(m+k+l) 
where 
and 
or, in closed form, 
(2.22) 
(2.23) 
(2.24) 
(2.25) 
(2.26) 
(2.27) 
(2.28) 
(2.29) 
(2.30) 
(2.31) 
(2.32) 
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Proof. From (2.15) S,,, is a polynomial of degree m T k + I in sin’ 8/2 
and therefore its Fourier series is of the form 
with 
Now 
mrk+1 
S,#) = c u,, cos re 
r--cm* /.+l) 
I( tm =. u-,,m . (2.33) 
e 29 
( 1 sin - 2 = & f: (--1y(,2_y,) cosre; 7=-r? 
(2.34) 
setting q = k + 1 and recalling (2.16) yields (2.25). The recursion formula 
(2.23), subject to definitions (2.24) and (2.26), follows from (2.17) and the 
identity 
8 
sin2 - cos re = 
-cos(r - i )e + 2 cos re - cos(r + i )e 
2 4 
. (2.35) 
Now let 
age) = (h $2qqq = g&) cos re 
then (2.30) is obvious and (2.31) follows from 
4j,+l(e) = (sin2 3 q(e) 
and (2.35). To obtain (2.32) multiply the Fourier series of Q, by the series 
on the right of (2.34) and collect coefficients. 
The integrals (2.18) and (2.19) are the constant terms in the Fourier 
series of their integrands, which are given by (2.28) and (2.29). The same 
observation applied to (2.21) yields (2.27) with pm = a,~&, and (2.22) 
follows from this and (2.20). This completes the proof of Theorem 2. 
The computation required to obtain W can be halved by using the 
symmetries (1.3a), (1.7) and (2.33). 
3. PROPERTIES OF THE CHARACTERISTIC FUNCTIONS 
OF MINIMUM VARIANCE SMOOTHING FORMULAS 
Often a minimum variance smoothing formula is applied in a situation 
other than the one for which it is optimal. For example the input data may 
contain cyclic errors. If 
w, = f(r) + E, + A cos ~0, , 
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wheref and E are as in (1.4) and 0 < / 8, / < rr, then the output from (1.1) is 
where 5 is the random error (1.5). I f  j C(&)j > 1 then (1.1) increases the 
amplitude of the cyclic error; thus if A is significant compared to the variance 
of E, MV(n, K; @) may degrade rather than improve the data. From (2.5) 
it can be seen that MV(n, K; @) may also increase the variance of the random 
error if the spectrum of the latter differs from @. 
From (2.2) the characteristic function of (1.1) satisfies 
C(0) = 1. (3.1) 
If  in addition 
I WI < 1 (0 < I e I d 4 (3.2) 
then (1 .l) reduces the amplitudes of all nonconstant cyclic errors and is a 
smoothing formula with respect to any spectral density function; that is, 
~~(5) < (r2(c) for any stationary zero mean E. 
Symmetric smoothing formulas whose characteristic functions satisfy (3.1) 
and (3.2) are said to be stable. For a different interpretation of stability 
the reader is referred to Greville [2], who has established the stability of 
minimum R, smoothing, which is equivalent to minimum variance smoothing 
with respect to the spectral density 
Q(8) = sin2m 4 . (3.3) 
Minimum R, smoothing and least squares smoothing are equivalent. 
To the author’s knowledge, Greville’s is the only previously published 
proof of stability for a particular class of discrete minimum variance smoothing 
formulas. In [3] the author showed that continuous least squares polynomial 
smoothing is stable. Related results appear in [4] and [5]. 
In this section we obtain some general results on characteristic functions 
of discrete minimum variance smoothing formulas. 
LEMMA 4. Let F and p,, be as in Lemma 1. Then pn, has exactly n - k 
zeros (aZZ simple) in (0, l), and ~~~(1) # 0. Also, / pn, / has exactly n - k - I 
relative maxima in (0, 1). 
Proof. From (2.9) pn, changes sign at least once in (0, 1). I f  pn, changes 
sign only at x1 ,..., x, in (0, 1) then 
(-l)T x”‘-‘pnl;(x)(x - x1) ‘.. (x - x,) 2 0 (0 < x < 1). 
Thus, Y < n - k would contradict Lemma 1; hence Y  13 n - k. Now 
~34 = x”h(x), 
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where h is of degree n - k - 1; thus pb, has at most n - R - 1 zeros 
in (0, 1). An application of Rolle’s Theorem completes the proof. 
An elementary max-min argument based on Lemma 4 and (2.8) yields 
the next theorem. 
THEOREM 3. Let C,, be the characteristic function of MV(n, k; @). Then 
C,, has exactly n - k simple zeros in (0, z-) and 1 C,, 1 has exactly n - k - 1 
relative maxima in (0, rr). Furthermore 1 C,, 1 has a relative maximum at 0 = n. 
Since C,,(0) = C,,(A), similar assertions are validfor (-7r, 0) and B = --7~. 
= 
LEMMA 5. If  
P?lk(X) 
is as defined in Lemma 1 then 
(-l)S-“-lb($ 
Proof. Since all zeros of 
> 
x-kp&(x) = - 
- 
(k + 1 < s < n). 
: 4, (kjXs-k-l 
s=k+l 
are in (0, l), b$n ,..., 12n b’“’ alternate in sign. If b’*’ k+l,n C 0 then p& would 
have a relative maximum in (0, T), where r is the smallest positive root 
of pa,. This would be a contradiction since all positive roots of p& are 
in (T, 1). Thus biyl,% > 0 and the proof is complete. 
LEMMA 6. If  pn, is as dejned in Lemma 1 then 
(- 1 )n+k /;&k(x) xn+lF(x) dx > 0. 
Proof. From Lemma 1 and its corollary 
s 
1 
P n+l , k(X) P%k(X) F(X) dx 
0 
(3.4) 
and 
= 
s 
1 p,k(x)(l - b%n+#+‘) F(x) dx (3-5) 
= 
s 
1 &k(x) F(x) dx - b%,,+, s1 Pn&) x”+lF(x) dx 
0 
s 
1 
Pn+&> Pn&) F(x) dx = j-1 Pfw(X)F(X) dx. (3.6) 
0 
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Since plc,, is in T,, i I,k it follows from the definition of p,, I.fi that 
1: pf&k.(x)F(*) dx c: ,I, f&(x) F(x) ds; 
thus on comparing (3.5) and (3.6) WC conclude that 
b$!, ,n +I 
I 
1 p&x) .P + ‘F(x) dx ::, 0. 
Now the result follows from Lemma 5. 
LEMMA 7. I-et qnk be the polynomial in T,,, that minimizes 
Then 
J(q) -:: ; I’, q*(x) x8’(x) dx. 
(Ink - (1 - %;) Pns + %kP,,.k, I 
where cy,,,: is a constant and 
0 < a,,, < 1. 
(llere we de$ne pr ,.k+, = 1.) 
Z’YOO~. I f  (Y is an arbitrary constant then 
(n .;:. k .f  I), (3.7) 
(3.8) 
is in ‘I’,,, , and if n :z k + 2 Lemma I implies that 
i 1 q(x) x’F(x) dx 7 0 (k + 2 $1 j 5: n). (3.9) ,, 
From Lemma I, with F(x) replaced with xF(s), q,lrL is the unique polynomial 
in T,,, such that 
1’ qnk-(X) .rjF(x) dx = 0 (k : 2; -: i .cG n + I); 
* 0 
hence if a is chosen to satisfy (3.9) for j 7. n -i- 1 then q q,ak . Thus (3.7) 
holds if a .- ank, where 
-1 ‘I,,& i ’ P,,~, ,(x) xn+‘F(x) dx :- 0. * 0 
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According to Lemma 6 these integrals differ in sign; hence 
%k(l - Sk) > 0, 
from which (3.8) follows. 
If n = k + 1 then (3.9) d oes not apply and (3.10) reduces to 
The first integral is negative (from (3.4) with tl = k + 1) and the second 
positive, and (3.8) follows for n = k + I. 
THEOREM 4. IjMV(n, k; 0) is stable for all n and k such that n > k + 1 > 1 
then so is MV(n, k; F), where 
r(e) =. (sin2 i) Q(e). 
Proof. Let C,*, and D,, be the characteristic functions of MV(n, k; @) 
and MV(n, k; J”) respectively. Since replacing @ by F in (2.5) is equivalent 
to replacing F(r) by xF(x) in (2.6), it follows from (3.7) that 
Q,k(e) = qnk (sin2 i) = (1 - “nk)Pnk (sin2 24 + ankPn,k+l (sin2 z) 
= (1 - %k) &k@> + %ikCn.k+do); 
hence the conclusion follows from (3.8). 
Greville [I] has previously stated (3.7) for the special case (3.3), for which 
with 
F(x) = p-v( 1 - x)-W, 
(k + l)(n - k - l/2) 
arn~==(m+n$-~)(m+2k+5/2)’ 
LEMMA 8. Let s,k be the polynomial in Tnk that minimizes 
K(s) = ; ( s2(x)(1 - yx) F(x) dx, 
where y  is a nonzero constant in (-00, I]. Then 
S nk = (1 - rh,k)Pnk + t%k%--l.k (n 3k-k I>, (3.11) 
where pnk is a constant which satis$es 
ta) 0 < t%k < 1 if y<O; 
lb) i&k < 0 if O<y,<l. 
(Here we define skk = 1.) 
(3.12) 
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Proof. From Lemma 1, with F replaced by (1 - yx)F(.r), s,,~ is the 
unique polynomial in Tnk such that 
I 
’ s,&) xj(l - 7.~) F(X) dx = 0 (I2 .-i 1 f  j :-G n). (3.13) 
0 
If /3 is a constant then 
f  -= (1 - B)pnr + b%,-1.6 
is in T,,, and, from Lemma 1 and (3.13) with tl replaced by n - 1, 
5 
:, f  (x) xj( 1 - yx) F(a) dx = 0 (k -j 1 <j -(, ?l - l), 
provided that n > k + 2. If  /3 is chosen to satisfy this equation for j = 11 
then f  - s,#!: . Thus (3.11) holds if fi = &. , where 
(1 - Bnr> j: Al&) x”( 1 - yx) F(x) dx 
+ Pnr j’ s,-~,~(x) xn( 1 - ys) F(x) ds 
0 
which from (2.9) can bc rewritten as 
-( 1 - P& j: A&) x”+lW dx 
+ pnk 1’ s,-&) xn(l - y.v) F(r) dx 
‘IJ 
From Lemma 6 these integrals differ in sign; thus 
Yls,,U - Aal;) < 0. 
0. 
(3.14) 
Lemma 5 implies that the coefficients of X’L in s,!~ and p,,,( have the same 
sign; thus from (3.11) 
1 - /3,& ‘a 0 
and from (3.14) 
Y/L < 0. 
ISOW (3.12) follows. 
The argument for TV = k + 1 is similar to that given for n =: k i 1 in 
Lemma 7. 
THEOREM 5. Let @ be a continuous spectral density function and 
Y(O) = (1 - y  sin2 i) @(f?). 
409!35/3-12 
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Then : 
(a) Ify<OandMV(n,k;~)isstableforalln>,k$- 1 > 1 thenso 
is MV(n, k; Y). 
(b) I f  0 < y  < I and MI+, k; Y) is siable for all n > k -I- I 2: 1 
then so is MV(n, k; q. 
Proof. From (3.11) the characteristic function of MV(n, k; !P) is given by 
J%, = (1 - PA G, + Al;&-1.k , 
which according to (3.12a) is a convex combination of C,, and E,-,,, if 
y < 0. Thus (a) follows from the assumption on C,,, and induction on n. 
If 0 < y < I then (3.12b) implies that 
is a convex combination of E,,, and En-l,k , and (b) follows from the assump- 
tion on Y. 
The next theorem follows from repeated application of Theorems 4 and 5. 
THEOREM 6. Suppose MV(n, k; @) is stable for all n 3 k + 1 > 1. Let 
Q(*) = 39 I-L (1 + h") 
ni-1 (1 - /LjX) ’ 
where t is a nonnegative integer, 
and 
Ai > 0 (I < i < r) 
Define 
O</Jj<l (1 <j < s). 
r(e) = Q (sin2 i) Q(B). 
Then MV(n, k; I’) is stable for all n 2 k + 1 3 I. 
In particular, since Greville [2] h as established the stability of minimum 
variance smoothing with respect to @ -_ I, all smoothing formulas with 
respect to 
I’,(O) = Q (sin2 i) 
are stable. 
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