The Estimation of Signal Parameters via Rotational lnvariance Techniques (ESPRIT) algorithm is a subspace-based analysis method used in source localization or frequency estimation, originally designed in a block signal processing context. In other respects, the Projection Approximation Subspace Tracker (PAST) is a fast and robust subspace tracking method. This paper introduces a new frequency estimation and tracking algorithm, which relies on the PAST subspace tracker and a fast adaptive implementation of the ESPRIT algorithm.
INTRODUCTION
The Exponentially Damped Sinusoidal (EDS) model represents a signal as a sum of damped sinusoids [I] . Although the Fourier transform remains a prominent tool for frequency estimation, the ESPRIT algorithm [2] overcomes the resolution limit of the Fourier analysis and provides straight estimates of the model parameters. This method relies on the rotational invariance property of the signal subspace spanned by the damped sinusoids. Its main drawback is a high computational cost. Consequently, in an adaptive context, tracking the model parameters by recursively applying the ESPRIT algorithm would be very time consuming. Therefore, there is a clear need for fast implementations of ESPRIT that make the hest of the recent subspace tracking techniques.
Adaptive implementations of ESPRIT were already proposed in the literature, based on specific subspace trackers. For example, the adaptive ESPRIT technique presented in 131 relies on an SVD updating algorithm (41, and that proposed in [SI is based on the rank-revealing URV decomposition [6]. The complexity of these methods is proportional to O(n2) operations for each time update, where n is the dimension of the data vectors. In [7] , other adaptive ESPRIT algorithms were proposed for use with the Loraf [SI or the Bi-SVD subspace tracker (91. In comparison with [3] and [51, the complexity of these algorithms is reduced to O(nr2) or O(nr), where T is the dimension of the signal subspace (in practice T << n). Concurrently, the PAST algorithm is a very light and robust subspace tracker, which requires only O(nr) operalions at each time step. The PAST estimation consists in the iterative optimization of a specific cost function involving the estimated covariance matrix of the signal, in combination with a projection approximation hypothesis [IO] . Relying on this very fast subspace tracker, the adaptive ESPRIT algorithm presented below reaches the linear complexity' O(nr).
'In fact, the last step of this algorithm is the EVD of a r x r ma&, which involves O(r3) operations. Such a computation is also required in [5] and [7] . The latter proposes a fast eigenvalue tracking method. This paper is organized as follows. Section 2 briefly describes the application of the ESPRIT method to the EDS model. Section 3 summarizes the PAST algorithm. Section 4 introduces our Fast adaptive ESPRIT method, whose performance is compared to that of the reference algorithm [7] in section 5. Finally, section 6 summarizes the main conclusions of this paper.
ESTIMATION OF SIGNAL PARAMETERS VIA ROTATIONAL INVARIANCE TECHNIQUES
The noiseless EDS model defines the discrete signal x ( t ) as
where r is the order of the model, am E @* are the complex amplitudes, and 2," E @' denote the complex poles. The vector The poles can be calculated by exploiting the rotational invariance property of this subspace, referred to as the signal subspace.
The classical way of obtaining a n x r matrix U which spans the signal subspace consists in computing the singular value decomposition (SVD) of a data matrix, or the eigenvalue decomposition (EVD) of a covariance matrix, which requires O(n3) operations.
Let U4 be the matrix extracted from U by deleting the last row. Similarly, let U t he the matrix extracted from U by deleting the first row. Then consider the T x T matrix 0 = ( U J ) + U ,
(where the symbol t denotes the Moore-Penrose pseudo-inverse).
It can be shown that the eigenvalues of 0 are exactly the complex poles of the signal. Therefore, the ESPRIT algorithm [Z] consists in: computing 0 (which requires O(nr2) operations), e extracting the estimated poles i, as the eigenvalues of 9 (which can be achieved in O ( T~) operations).
PROJECTION APPROXIMATION SUBSPACE TRACKING
The PAST algorithm for signal subspace tracking [IO] 
The dominant subspace estimation consists in minimizing the approximated scalar cost function
where {x(i)} is a sequence o f n x 1 data vectors, p is the forgetting factor, and y(i) = U ( i -l)=x(i) (where the superscript denotes the transpose conjugate of a matrix).
B.
Yang showed that the solution U ( t ) E @"" (with T < n ) could be updated with few computations (see table I )','. The update o f U ( t ) is just a rank-l modification:
where e(t) and g ( t ) are respectively n and T dimensional vectors.
ADAPTIVE ESPRIT ALGORITHM
The EDS model relies on the assumption of non varying signal parameters within the observation window. However, slow variations of these parameters can he taken into account in the analysis process. The main idea of this paper consists in tracking these time variations by applying the ESPRIT algorithm to the matrix U ( t ) estimated by the PAST algorithm (instead of a classical EVD or SVD). Thus, at each time step, the matrix Q ( t ) is given by the equation
The complexity of this semi-adaptive ESPRIT algorithm is O(nr2) because of the complete computation of the matrix * ( t ) . In fact, this time-consuming operation can be avoided by recursively updating 9 ( t ) . This fast update can be obtained after a few mathematical derivations. First, equation (1) (4) Consider the r x T hermitian matrix
C ( t ) = Ul(t)"U,(t). ( 5 )
From now on, suppose that U1 ( t ) is always full rank (the rank deficiency case will be discussed later). Since in this case C ( t ) is non-singular, consider the T x T hermitian matrix
where F ( t ) is the r x 2 matrix (9) and J ( t ) is the 2 x 2 non-singular matrix 
W ( t ) = W ( t -1) -S ( t ) A(t) S ( t ) H (11)
where S ( t ) is the r x 2 matrix S ( t ) = W ( t -1) F ( t ) (12) and A ( t ) is the 2 x 2 matrix
A(t) = (J(t)-' + S ( t ) H F ( t ) ) -l (13)

Note that lemma 1 also proves that C ( t is non singular if and only if the 2 x 2 matrix J(t)-' + S ( t ) F ( t ) IS non-singular Therefore, detecting the non inversibility of J(t)-' + S ( t ) H F ( t )
is a fast way of detecting the rank deficiency of U,(t). In the following developments, the full-rank case will be presented first. After some calculations (see the appendix), the following lemma $ ' :' ~~ can he derived:
Lemma 2 The matrix Ll;(t) satisfies the recursion u,(t)t = U,(t -1)t + R(t)T(t)H where R(t) is the T x 2 matrix
R(t) = S ( t ) A(t) a n d T ( t ) is the
( n -1) x 2 matrix ~( t ) = e r ( t ) [ 1 I o ] -ul(t -1
) S ( t ) .
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Now, substituting equations (14) and (4) into equation (2) yields
(18) (19) where P ( t ) is the T x 3 matrix and Q ( t ) is the T x 3 matrix
Q(t) = [ d t ) I u t ( t ) H T ( t )
I .
Note that equation (17) shows that the update of the matrix 9 is a rank-3 modification. The whole processing requires only O(nr) operations. Finally, the complete pseudo-code for the adaptive ES-PRIT algorithm is given in table 2. 
If U i ( t ) is rank deficient, O(t) can no longer be updated with equation (17), since C ( t ) is singular. In this case, the pseudoinverse of U , ( t ) must be explicitly computed. In equation (7) . W ( t ) is now defined as the pseudo-inverse of C ( t ) :
This pseudo-inverse is obtained by computing the EVD of C ( t ) , which can be achieved in O(r3) operations. Then 9 ( t ) is given by equation (21, which requires O(nr') operations. In the following time steps, W ( t ) and O(t) are computed in the same way, while C ( t ) remains singular (note that C ( t ) can be updated using equation (8)). When C ( t ) becomes full rank again, the algorithm can switch back to the fully adaptive processing.
SIMULATION RESULTS
The test signal of Figure I -a is a sum of T = 4 complex sinusoidal sources plus a complex white gaussian noise (the SNR is 5.7 dB). The frequencies of the sinusoids vary according to a jump scenario originally proposed by P. Strohach in the context of Direction Of Arrival estimation [7] : their values abruptly change at different time instants, between which they remain constant. Their variations are represented on Figure I-b . The performance of the subspace esiimation is also analyzed in figure 2-b in terms of the maximum principal angle between the true dominant subspace of the data matrix (obtained via an exact singular value decomposition), and the estimated dominant subspace of the same data matrix (obtaincd with the tracker). This criterion was originally proposed by P, Comon and G.H. Goluh as a measure of the distance between equidimensional subspaces It can be noticed that the adaptive ESPRIT algorithm robustly tracks the abrupt frequency variations. The time delay before convergence in transient regions is mainly due to the exponential forgetting nature ofthe analysis window and could be strongly shonened with a sliding window (as shown in [IO] ).
Finally, these results can be compared to that shown in figure 3, obtained with the O(TLT') adaptive ESPRIT algorithm [7] associated to the O(nr*) Bi-SVD1 subspace tracker [9] with the same parameters n and p. It can be seen that the performance is very similar to that shown in figure 2. However, the computational cost is an order of magnitude higher, and the faster O(nr) adaptive ESPRIT algorithm proposed in [7] . associated to the O(nr) Bi-SVD3 subspace tracker 191, proved to be unstable on this test signal.
u31. The technique proved to IObustly track abrupt frequency variations. The time delay before convergence in transient regions can be strongly reduced by using a sliding window version of the PAST algorithm (which was not presented here because of a lack of space). Future work will include a fast tracking of the eigenvalues of the small matrix, in order to make the overall complexity linear. + ( W ( t -1) -S ( t ) A ( t ) S ( t ) " ) g ( t ) e l ( t ) " .
Note that equation (9) yields g ( t ) = F ( t ) [ f 1. Therefore,
equation (20) becomes
Ui(t)t = U i ( t -l ) t -S ( t ) A ( t ) ( U j ( t -1) S(t))"
+ S(t) ( 1 2 -A(t) S(t)" F ( t ) ) [ ] e r ( t ) H . 
In the second member of (21) . note that equation (13) yields Then, it can be seen that equation ( I 0) yields By substituting equations (22) and (23) into equation (21), equation (14) is finally derived.
