All relevant data are within the paper and its Supporting Information files.

Introduction {#sec001}
============

Microarray is a kind of useful biotechnological tool and has been widely applied in the field of life sciences, such as cancer research, pharmacology, disease diagnosis, and environmental engineering \[[@pone.0210075.ref001]\]. Microarray technology has the advantage of allowing scientists to measure the expression levels of thousands of genes simultaneously. It involves sample preparing, microarray designing, scanning, image processing, and data analyzing \[[@pone.0210075.ref002], [@pone.0210075.ref003]\]. Among them, image processing plays an important role in extracting the gene expressions. Microarray image processing is mainly included by four parts: 1) pre-processing, 2) gridding, 3) segmentation, and 4) intensity extraction \[[@pone.0210075.ref003]\]. Pre-processing is mainly aimed at reducing the noises and enhancing the image quality. Gridding is implemented to find out a series of horizontal and vertical lines so as to separate one slide image into sub-grids and individual spots areas. The procedure of segmentation divides the spot pixels into foreground, background, or noise. Finally, the intensity extraction is aimed at obtaining the gene expression levels according to the previous operational results. During the four procedures, the segmentation is quite crucial for accurately extracting gene expressions. However, it is a challenging task because the real microarray image usually contains noises, poor contrast and various spot shapes.

(In the past decades, lots of state-of-art tools, such as GenePix \[[@pone.0210075.ref004]\], Imagene \[[@pone.0210075.ref005]\], QuantArray \[[@pone.0210075.ref006]\], ScanAlyze \[[@pone.0210075.ref007]\], Magic Tool \[[@pone.0210075.ref008]\], Spot \[[@pone.0210075.ref009]\], Dapple \[[@pone.0210075.ref010]\], Spotfinder \[[@pone.0210075.ref011]\], P-Scan \[[@pone.0210075.ref012]\], UCSF Spot \[[@pone.0210075.ref013]\], have been proposed for microarray image processing. They are originally manual and now semi-automatic. In addition, since 1997, microarray image segmentation has attracted increasing attention due to the fact that it is an essential step for extracting gene expression values, and many segmentation algorithms have been proposed for microarray image segmentation. These segmentation methods can be classified into the following seven categories:

1.  Shape-based segmentation, including fixed circle or adaptive circle, adaptive shape \[[@pone.0210075.ref014]\], active contours \[[@pone.0210075.ref015]--[@pone.0210075.ref017]\] and Snake Fisher model \[[@pone.0210075.ref018]\]. It can obtain the boundary and region information of spots based on the relativity of target shape;

2.  Model-based segmentation, involving Markov Random Filed \[[@pone.0210075.ref019]\], 3D spot modeling \[[@pone.0210075.ref020]\] and total variation (TV)-based regularization method \[[@pone.0210075.ref021]\]. It segments spots by building spot model or modeling the image as a function according to a series of parameter estimation;

3.  Region-based segmentation, containing seeded region growing (SRG) algorithm \[[@pone.0210075.ref022]\] and watershed algorithm \[[@pone.0210075.ref023]\]. The spots is segmented by splitting image into areas depend on the image topology;

4.  Threshold-based segmentation, including global and local threshold \[[@pone.0210075.ref024]\], soft-thresholding \[[@pone.0210075.ref025]\]. This method separates foreground and background based on fluorescence intensities.

5.  Morphology-based segmentation, involving mathematical morphological method \[[@pone.0210075.ref026]--[@pone.0210075.ref027]\]. It segments spots using morphological operations with various structuring element.

6.  Supervised learning-based segmentation, containing neural networks \[[@pone.0210075.ref028]\] and support vector machines \[[@pone.0210075.ref029]\]. These methods segment the spots depended on prepared training dataset.

7.  Unsupervised learning-based segmentation, including K-means clustering \[[@pone.0210075.ref030]--[@pone.0210075.ref031]\], improved K-means clustering \[[@pone.0210075.ref032]--[@pone.0210075.ref034]\], Fuzzy C means clustering \[[@pone.0210075.ref035]--[@pone.0210075.ref039]\], and other clustering methods, such as expectation-maximization \[[@pone.0210075.ref040]\], model-base clustering \[[@pone.0210075.ref041]\], combined clustering \[[@pone.0210075.ref003],[@pone.0210075.ref042]\], genetic algorithm combined clustering\[[@pone.0210075.ref043]\]. This kind of methods segment spots based on the natural relationship between intensities.

However, among these methods, the clustering-based methods are prone to be affected by noises. Meanwhile, real microarray images usually contain poor quality problem such as low contrast, noises, artifacts, shape-varied spots, and so on. All these deficiencies make the clustering-based segmentation become a challenging task. Therefore, in this article, an improved clustering-based scheme is proposed to improve the segmentation efficiency. Firstly, an improvement of automatic contrast enhancement and noise reduction is introduced into the image preprocessing. Subsequently, an initial clustering center design scheme is proposed for improving the clustering performance instead of random points selecting. Because the single feature of intensity cannot reflect all characters of spots, the factors of spatial, intensity and shape features are considered. In addition, the principal component analysis (PCA) is implemented for feature selection. Finally, an adaptive adjustment strategy is adopted for improving the segmentation accuracy. This article is organized as follows. Section 2 introduces the improved clustering-based method. Section 3 presents the comparison experiments on different data sets. The main conclusions are described in Section 4.

The improved clustering-based method {#sec002}
====================================

As aforementioned, a great number of clustering methods have been proposed for cDNA microarray image segmentation. However, only a portion of them perform well on simulation images. In addition, single intensity feature is adopted for clustering in almost all the algorithms. To improve the segmentation accuracy and take full advantage of traditional clustering method, we improved the KM and FCM clustering algorithms. The proposed method (online code is in [S1 Algorithm](#pone.0210075.s001){ref-type="supplementary-material"}) includes six parts: 1) image preprocessing, 2) cluster center initialization, 3) feature selection, 4) feature extraction with PCA, 5) improved KM and FCM clustering, 6) adaptive adjustment, as shown in [Fig 1](#pone.0210075.g001){ref-type="fig"}.

![Flowchart of improved clustering-based image segmentation method.](pone.0210075.g001){#pone.0210075.g001}

Image preprocessing {#sec003}
-------------------

To enhance the image quality, the contrast enhancement and gridding are conducted during the image preprocessing step. Our previous method has been adopted for contrast enhancement \[[@pone.0210075.ref003]\], and it can be executed according to the following steps:

1.  Computing image contrast by using the four-order moment *C* = *Sd*/\[*Fom*/*Mse*^2^\]^1/4^, in which $Sd = \sqrt{\frac{1}{N}\left( {\sum{(p - \overline{p})}^{2}} \right)}$ denotes the standard deviation, $Mse = \frac{1}{N}{\sum{(p - \overline{p})}^{2}}$ represents the mean square error, $Fom = \frac{1}{N}{\sum{(p - \overline{p})}^{4}}$ is the four-order moment and $\overline{p} = \frac{1}{N}{\sum p}$ is the mean value of the image, *N* is the number of image pixels. For example, the cDNA microarray images drawn from GEO data set are generally low contrast, and their *C* values are all under 1000.

2.  Estimating background gray value with the proposed method, that is $k = \frac{1}{m}{\sum\limits_{i = 0}^{m}{\min\limits_{i}\begin{matrix}
    {\{\max\limits_{j}A_{j}\}} \\
    \end{matrix}}}(j \in \lbrack 1,12\rbrack)$, in which *m* is the repeated experiments times, *A*~*j*~ is a 10\*10 window randomly selected from four borders of the image.

3.  Enhancing the image contrast by using the following operation $g(x,y) = \left\{ \begin{matrix}
    {f(x,y) \times (10000/C)} & {f(x,y) \leq k} \\
    {f(x,y)} & {otherwise} \\
    \end{matrix} \right.$.

After contrasting the enhancement operation, a median filter is applied for noise reduction.

In addition, the maximum between-class variance based gridding is conducted according to the following steps \[[@pone.0210075.ref003]\]:

1.  Computing the horizontal or vertical projection signal;

2.  Filtering the projection signal by morphological reconstruction;

3.  Finding the optimal threshold by maximum between-class variation operation;

4.  Obtaining the horizontal or vertical grid lines according to the thresholding;

5.  Revising the gridding result based on the heuristic rules;

6.  Acquiring the final coordinate vector *H* and *V* for all grid lines, meanwhile obtaining the horizontal grid line number *h* and the vertical grid line number *v*.

Examples of image preprocessing are shown in [Fig 2](#pone.0210075.g002){ref-type="fig"}. It can be seen from [Fig 2](#pone.0210075.g002){ref-type="fig"} that the image contrast is greatly enhanced and the correct gridding results are obtained.

![Examples of image preprocessing with (a) source image, (b) contrast enhanced image, (c) gridding image, and (d) coordinates of gridding lines.](pone.0210075.g002){#pone.0210075.g002}

Cluster center initialization {#sec004}
-----------------------------

The class number and the initial cluster center are two vital factors for obtaining good clustering performance. Here we set the number of clustering classes to 2. For the initial cluster center of one group, we put forward to adopt the background gray value *k* estimated in the image preprocessing step instead of random initialization. As for another group, the gray mean of a 3\*3 window in each spot center is selected as the initial cluster center.

Feature selection {#sec005}
-----------------

Generally, the pixel intensity features are adopted by various clustering algorithms and the classification is realized according to the Euclidian distance between the pixel and cluster center. If the intensity of a pixel is high, it will have a great probability to belong to the spot and vice versa. However, there exists the missing classification situation since the noises may contain higher intensities. Therefore, here we implemented other features, including intensity features, spatial features and shape feature, as shown in [Table 1](#pone.0210075.t001){ref-type="table"}. To be specific, the intensity features are composed of the pixel intensity, the mean intensity, the intensity standard deviation and the entropy \[[@pone.0210075.ref029]\]. The spatial features include the coordinates of each pixel, the Euclidean distance and the city block distance between the pixel and the clustering center. In addition, to describe the similarity between the pixels centered area and the theoretical spot, the shape feature which computes the correlation coefficient is adopted. In the shape feature, the neighborhood size of pixel and the size of Gaussian template is $d = \frac{1}{2}\left( {\frac{1}{v}{\sum\limits_{i = 1}^{v}{(V_{i + 1} - V_{i})}} + \frac{1}{h}{\sum\limits_{j = 1}^{h}{(H_{j + 1} - H_{j})}}} \right)$, obtained from gridding step, *H* and *V* denotes the coordinates of horizontal and vertical gridding lines, respectively.

10.1371/journal.pone.0210075.t001

###### Features used in our approach.

![](pone.0210075.t001){#pone.0210075.t001g}

  Type                                                                                             Form                                                                                                                 Description
  ------------------------------------------------------------------------------------------------ -------------------------------------------------------------------------------------------------------------------- -------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------
  **Shape feature**                                                                                *r*                                                                                                                  $r = \frac{\sum{{}_{i}{\sum{{}_{j}(I(i,j) - \overline{I})(T(i,j) - \overline{T})}}}}{\sqrt{({\sum{{}_{i}{\sum{{}_{j}{(I(i,j) - \overline{I})}^{2})({\sum{{}_{i}{\sum{{}_{j}{(T(i,j) - \overline{T})}^{2})}}}}}}}}}}$, *T*(*i*,*j*) is a Gaussian template with variable size of *d*×*d*, *d* represents the estimated spot diameter
  **Spatial features**                                                                             *i*                                                                                                                  Row of the pixel
  *j*                                                                                              Column of the pixel                                                                                                  
  *D*~*M*~ = \|*i*−*i*~*c*~\|+\|*j*−*j*~*c*~\|                                                     City block distance of each pixel to clustering center, *i*~*c*~, *j*~*c*~ are row and column of clustering center   
  $D_{Eud} = \sqrt{{(i - i_{c})}^{2} + {(j - j_{c})}^{2}}$                                         Euclidean distance of each pixel to clustering center                                                                
  **Intensity features**                                                                           *I*(*i*,*j*)                                                                                                         Intensity of pixel (*i*,*j*)
  $\overline{I}(i,j) = (1/9){\sum_{i = 1}^{3}{\sum_{j = 1}^{3}{I(i,j)}}}$                          Mean intensity value of the 3\*3 pixel centered window                                                               
  $\delta = \sqrt{\frac{1}{9}{\sum_{i = 1}^{3}{\sum_{j = 1}^{3}{(I(i,j) - \overline{I})}^{2}}}}$   Intensity standard deviation of the 3\*3 pixel centered window                                                       
  $E = {\sum_{m = 0}^{I_{\max}}{p_{m}\log_{2}(1/p_{m})}}$                                          Entropy of a 3\*3 pixel centered window, *p*~*m*~ is histogram counts, *I*~max~ is maximum gray value of the image   

According to the definition above, a feature vector $F = \left\lbrack {r,i,j,D_{M},D_{Eud},I(i,j),\overline{I}(i,j),\delta,E} \right\rbrack^{T}$ of each pixel can be obtained. However, how to use these different features is quite important and no literatures discussed the multi-features fusion scheme for microarray image segmentation to date. Therefore, we deal with these features by using PCA which transfers a set of correlation variables into another irrelevance one by linear transformation. According to the covariance eigenvalue output from PCA operation, the top three transformed principal components are selected. Finally, the Euclidean distance is adopted for evaluating the relationship between the clustering center and each pixel.

Improved KM and FCM clustering {#sec006}
------------------------------

As KM clustering is a kind of general algorithm, therefore, we mainly introduce the operations of FCM clustering here. There are four main steps for conducting FCM clustering.

Step1: Initializing the membership grade function according to ${\sum\limits_{i = 1}^{c}{u_{ij} = 1,\forall}}j = 1,\ldots,N$. *u*~*ij*~ represents the membership degree of pixel *j* to cluster *i*.

Step 2: Updating the membership values for each pixel $$u_{ij} = 1/\left( {\sum\limits_{k = 1}^{c}{(d_{ij}/d_{kj})}^{2/(m - 1)}} \right).$$ Where *d*~*ij*~ = ‖*x*~*j*~−*c*~*i*~‖ and *d*~*kj*~ = ‖*x*~*j*~−*c*~*k*~‖ denote the Euclidean distance between the feature vectors of pixel *j* to cluster *i* and *k*.

Step 3: Updating the cluster centroid by $$c_{i} = \left( {\sum\limits_{j = 1}^{N}{u_{ij}^{m}x_{j}}} \right)/\left( {\sum\limits_{j = 1}^{N}u_{ij}^{m}} \right),$$ *m* is the fuzziness parameter.

Step 4: Computing the cost function by the following equation $$J(U,c_{1},\ldots,c_{c}) = {\sum\limits_{i = 1}^{c}J_{i}} = {\sum\limits_{i = 1}^{c}{\sum\limits_{j}^{N}{u_{ij}^{m}d_{ij}^{2}}}}.$$

Step 5: Repeating step 2--4 until the cost function is minimized.

The detail Pseudo of the proposed FCM algorithm can be seen as following.

**Algorithm 1**

The pseudo code of improved FCM algorithm

**Input:** c: number of clusters.                       Max: maximum number of iterations.

       X: data matrix with selected features.       tol: termination threshold.

       U: membership grade function.                     m: the fuzzy coefficient.

**Output:** Predicted labels of data and cluster centers.

Initializing the cluster centers;

**for** *j*←1 **to** N **do**

     Normalizing U;

**end**

*c*~*old*~←c;

**for** *k*←1 **to** Max **do**

     **for** *i*←1 **to** c **do**

          **for** *j*←1 **to** *N* **do**

               update membership grade function *U* by Eq ([1](#pone.0210075.e015){ref-type="disp-formula"});

          **end**

     **end**

     **for** *i*←1 **to** c **do**

               update the cluster centers *c*~*new*~ based on Eq ([2](#pone.0210075.e016){ref-type="disp-formula"});

**end**

compute *δ* ←max(\|*c*~*new*~−*c*~*old*~\|);

*c*~*old*~←*c*~*new*~;

**if** *δ*\<*tol*

               **quit**;

**end**

**end**

predicted labels ←*U*;

**return;**

Adaptive adjustment {#sec007}
-------------------

After clustering by using the method of IKM and IFCM, there may exists some situations as shown in [Fig 3](#pone.0210075.g003){ref-type="fig"}. On one hand, the segmented spots may be surrounded by noises, for example, the top line shown in [Fig 3](#pone.0210075.g003){ref-type="fig"}. On the other hand, the missing spots appeared with different situations, as the bottom line depicted in [Fig 3](#pone.0210075.g003){ref-type="fig"}.

![Deficiency examples of different segmentation results.](pone.0210075.g003){#pone.0210075.g003}

To avoid the deficiencies described above, an adaptive adjustment is crucial step. Therefore, we put forward a method of noise removal and missing spot estimation based on the spot size. Firstly, an approximate spot size is estimated according to the microarray image data. To realize this, we utilize the boundary lines information computed in the gridding step \[[@pone.0210075.ref003]\]. Let $BH^{0} = \left\lbrack {H_{1}^{0},\cdots,H_{bh}^{0}} \right\rbrack$ and $BV^{0} = \left\lbrack {V_{1}^{0},\cdots,V_{bv}^{0}} \right\rbrack$ represent the boundary grid lines coordinates on horizontal and vertical, respectively. Then we can estimate one spot size by $s_{i} = \frac{1}{2}\left\lbrack {\left( {H_{2i}^{0} - H_{2i - 1}^{0}} \right) + \left( {V_{2i}^{0} - V_{2i - 1}^{0}} \right)} \right\rbrack$. Therefore, the rough spot size for one microarray sub-grid image can be obtained by $s = \frac{2}{bh}{\sum\limits_{i = 1}^{bh/2}\left( {H_{2i}^{0} - H_{2i - 1}^{0}} \right)} + \frac{2}{bv}{\sum\limits_{j = 1}^{bv/2}\left( {V_{2j}^{0} - V_{2j - 1}^{0}} \right)}$.

The adaptive adjustment algorithm can be executed according to the following steps:

1.  *Step 1*. Estimate the rough spot diameter *s* by using the results drawn from the gridding step.

2.  *Step 2*. Draw a circle in diameter *s* within each spot area.

3.  *Step 3*. Consider the recognized foreground pixels (the white pixel) outside circle as noises and remove them.

4.  *Step 4*. Count the total pixel number *n*~*s*~ and the recognized foreground pixel number *n*~*f*~ during the rectangular spot area.

5.  *Step 5*. Count the number of recognized foreground pixels *n*~*c*~ inside the circle area.

6.  *Step 6*. A spot is considered as a missing spot when *n*~*c*~\<0.5×(3.14×*s*) or (*n*~*c*~≥3.14×*s*) & (*n*~*f*~\>0.9×*n*~*s*~). The former indicates that the recognized spot pixels are less than half of the circle area pixel number. The latter one describes the situation that the recognized spot pixels are more than the pixel number in a circle area and the recognized foreground pixel number is more than 90% of pixel number in a rectangular area (see [Fig 3](#pone.0210075.g003){ref-type="fig"}). All these illustrate that the segmented results are false.

Intensity extraction {#sec008}
--------------------

When the spots are segmented into foreground and background parts by our proposed clustering method, the spot expression value can be obtained according to *E* = log~2~(*I*~*cy*3~/*I*~*cy*5~). In which *I*~*cy*3~ = *R*~*fore*~−*R*~*back*~,*I*~*cy*5~ = *G*~*fore*~−*G*~*back*~ indicates the background corrected spot intensities of Red and Green channels, and *R*~*fore*~,*G*~*fore*~ represent the mean intensities of the foreground pixels, yet *R*~*back*~,*G*~*back*~ denote the mean intensities of the background pixels.

Image quality assessment {#sec009}
========================

To estimate the performance of our proposed methods, two means are adopted. One is conducting experiments on both the simulation and real images. The other is introducing various quantitative measurements.

Testing data sets {#sec010}
-----------------

On the simulation and real images, six real data sets and one simulation data set are adopted, as shown in [Table 2](#pone.0210075.t002){ref-type="table"}. In addition, we used a microarray simulation model (see <http://www.gnu.org/copyleft/gpl.html> \[[@pone.0210075.ref044]\]) to generate various quality images.

10.1371/journal.pone.0210075.t002

###### Description of six real microarray data sets.

![](pone.0210075.t002){#pone.0210075.t002g}

  Data set     Full name                                  No. of blocks   Spot layout in each block   Spot resolution   Image resolution
  ------------ ------------------------------------------ --------------- --------------------------- ----------------- ------------------
  **SMD**      Stanford Microarray Database               48              14\*18 or 44\*44            18\*18 or 8\*8    460\*451
  **GEO**      Gene Expression Omnibus                    48              13\*14                      12\*12            451\*391
  **BCM**      Bachelor College of Medicine               48              22\*22                      25\*25            943\*949
  **DeRisi**   Joe DeRisi Individual                      4               40\*40                      8\*8              463\*455
  **SIB**      Institute for Experiment Cancer Research   4               5\*7 or 7\*7                18\*18            366\*350
  **UCSF**     University of California, San Francisco    36              14\*15                      8\*8              218\*209

First, the ScanAlyze toolbox is used to generate real microarray image, and some parameters (gray mean of spot and background intensity) are obtained. Then the gray mean of each spot is taken as the input of simulation model. Meanwhile, the cDNA microarray data can be generated through simulating the hybridization behavior of probe on slide surface and modifying the general options. To control the quality of the simulated image, some model parameters such as different noise model selecting, slide parameter setting, hybridization parameter controlling, and virtual scanner parameter setting, are tuned. Based on the steps above, three types (good, normal and poor) of microarray images are generated.

Quantitative measurement {#sec011}
------------------------

To comparative analyze the segmentation results, some quantitative measurements are conducted on the expression level of spots. Firstly, the log differential expression ratio *M* = log~2~(*I*~*cy*3~/*I*~*cy*5~) and the log intensity $A = \frac{1}{2}\log_{2}\left( {I_{cy3} \times I_{cy5}} \right)$ are introduced. In addition, a quality index \[[@pone.0210075.ref045]\] *q*~*index*~ = (*q*~*sig*−*noise*~⋅\**q*~*bkg*1~⋅\**q*~*bkg*2~)^1/3^ is used and *q*~*sig*−*noise*~ = *F*~*mean*~⋅/(*F*~*mean*~+*B*~*mean*~) represents the signal to noise ratio, the level of the local background is expressed as $q_{bkg2} = \frac{1}{\max\left\lbrack \frac{bgk_{0}}{bgk_{0} + B_{mean}} \right\rbrack}*\frac{1}{\frac{bgk_{0}}{bgk_{0} + B_{mean}}}$, the local background variability is defined as $q_{bkg1} = \frac{1}{\max\left\lbrack \frac{BSD}{B_{mean}} \right\rbrack}*\frac{1}{\frac{BSD}{B_{mean}}}$. In which *F*~*mean*~ denotes the mean value of the spot, *B*~*mean*~ is the mean value of the local background, *BSD* indicates the standard deviation of the local background, and *bgk*~0~ represents the global average of the background. In addition, the number of pixels clustered as foreground and background for each spot is represented by *N*~*fore*~,*N*~*back*~, respectively. Furthermore, mean of the expression value *MI*~*cy*3~,*MI*~*cy*5~ for each sub-grid are also introduced.

For the simulation data, owing to its corresponding annotate image, hence we can compute the pixel to pixel accuracy *acc* = (*TP*+*TN*)/(*TP*+*TN*+*FP*+*FN*), the sensitivity *se* = *TP*/(*TP*+*FN*) and the specificity *sp* = *TP*/(*TP*+*FP*). In which, *TP* denotes the correct number of pixels segmented as spot, *TN* represents the correct number of pixels segmented as background, yet *FP* and *FN* indicate the false number that spot pixels are recognized as background and background pixels are considered as spot, respectively.

Results and discussion {#sec012}
======================

The proposed clustering based algorithms (IKM and IFCM) are compared with traditional KM, FCM methods and moving K-means (MKM) \[[@pone.0210075.ref003]\] on six different data sets and one simulation data set.

Image segmentation {#sec013}
------------------

Performance of four methods is compared on 188 real sub-grids drawn from 6 data sets, and the randomly selected original images and their corresponding segmented results are shown in [Fig 4](#pone.0210075.g004){ref-type="fig"}. It can be seen that a majority of spots are separated from background by these four methods. Segmentation results on GEO and SMD data sets are poor due to the low contrast of original images. In contrast, segmentation results on SIB data set are better owing to their high contrast of original images and FCM performs worst due to its sensitiveness to noises. It can be concluded that the performance of these methods is dependent on image quality. Moreover, IKM and IFCM algorithms can extract more low contrast spots than KM and FCM methods. Especially, IKM and IFCM methods can recognize missing spots by our proposed adaptive adjustment method.

![Segmentation results of four methods on microarray images drawn from six data sets.](pone.0210075.g004){#pone.0210075.g004}

To further compare the performance of four methods, the corresponding gene expression values for images in [Fig 4](#pone.0210075.g004){ref-type="fig"} are presented in [Fig 5](#pone.0210075.g005){ref-type="fig"}. Generally, gene expression values between -2 to +2 are considered as normal data, yet those less than -2 or higher than +2 may represent noises or special genes. Therefore, we use a bigger size symbol to describe those special gene expressions as shown in [Fig 5](#pone.0210075.g005){ref-type="fig"}.

![Gene expression for images in [Fig 4](#pone.0210075.g004){ref-type="fig"} with four different methods.](pone.0210075.g005){#pone.0210075.g005}

From [Fig 5A--5C](#pone.0210075.g005){ref-type="fig"}, it reveals that gene expression values varies greatly on GEO, SMD and BCM data sets owing to the low contrast of original images. At the same time, there is more gene expressions exceeding +2 or lowering -2 and most of them can be correctly obtained by IKM and IFCM methods, indicating that the improved methods perform better on poor quality image than KM and FCM algorithms. For [Fig 5D--5F](#pone.0210075.g005){ref-type="fig"}, a majority of gene expressions are between +2 to -2 due to the high quality of original images. In other words, almost all the spots are correctly segmented by these four methods.

In addition, the number of gene expression beyond +2 and -2 are counted for different methods on 6 data sets, as shown in [Table 3](#pone.0210075.t003){ref-type="table"}. It can be seen that IKM and IFCM algorithms obtain more special gene expressions than KM and FCM ones. Especially for SMD and GEO data sets, partial spots cannot be extracted by KM and FCM methods due to their poor quality. Therefore, there is a lot of special gene expressions obtained by IKM and IFCM.

10.1371/journal.pone.0210075.t003

###### Special gene expression comparison of four methods on 6 data sets.
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  Data set     No. of gene expression\>2   No. of gene expression\<-2                            
  ------------ --------------------------- ---------------------------- ---- ---- ---- ---- ---- ----
  **GEO**      8                           31                           9    50   1    3    1    0
  **SMD**      51                          129                          30   55   29   45   28   42
  **BCM**      8                           12                           7    11   12   12   5    8
  **DeRisi**   1                           1                            0    1    1    4    0    1
  **UCSF**     0                           0                            0    1    1    1    0    0
  **SIB**      7                           7                            8    7    0    0    0    0

Quantitative analysis {#sec014}
---------------------

Scatter plot method \[[@pone.0210075.ref045]\] is usually used for describing the correlation between two objects. In general, a straight line in scatter plot indicates that the data points are too closer, *i*.*e*., it is a perfect correlation with their ratio equal to 1. Here, we adopt the scatter plot to compare the background-corrected spot intensities for red channel *I*~*cy*3~ and green channel *I*~*cy*5~. The scatter plot of four methods on DeRisi and SMD datasets results are shown in Figs [6](#pone.0210075.g006){ref-type="fig"} and [7](#pone.0210075.g007){ref-type="fig"}, respectively. Meanwhile, M-A plot is utilized to diagram the log differential expression ratio M and the log intensity A of each spot, results of four methods on DeRisi and SMD datasets are shown in Figs [8](#pone.0210075.g008){ref-type="fig"} and [9](#pone.0210075.g009){ref-type="fig"}. Here, to display the results clearly, we convert the original 16-bit gray values into 8-bits on dividing the original data by 256.

![Scatter plot of two channel intensities for four methods on image drawn from DeRisi dataset.](pone.0210075.g006){#pone.0210075.g006}

![Scatter plot of two channel intensities for four methods on image drawn from SMD dataset.](pone.0210075.g007){#pone.0210075.g007}

![M-A plot of four methods on image drawn from DeRisi dataset.](pone.0210075.g008){#pone.0210075.g008}

![M-A plot of four methods on image drawn from SMD dataset.](pone.0210075.g009){#pone.0210075.g009}

In Figs [6](#pone.0210075.g006){ref-type="fig"} and [7](#pone.0210075.g007){ref-type="fig"}, all data points are exhibited in Red, partial selected data points (to clearly display the correlation between *I*~*cy*3~ and *I*~*cy*5~) are in blue and green, respectively. From [Fig 6](#pone.0210075.g006){ref-type="fig"}, it can be seen that the results on the four methods are quite similar and a majority of data points are close to the diagonal line. This phenomenon is in agreement with the analysis on gene expression presented in [Fig 5](#pone.0210075.g005){ref-type="fig"}. However, [Fig 7](#pone.0210075.g007){ref-type="fig"} reveals quite different results. First of all, the background corrected intensities of two channels on SMD dataset are much lower than that of DeRisi dataset ([Fig 6](#pone.0210075.g006){ref-type="fig"}), that is, most spot intensities are confined around 15 for SMD, yet 60 for DeRisi. In addition, IKM and IFMC algorithms obtain more spots with lower intensities compared to KM and FCM methods (see the circle in [Fig 7](#pone.0210075.g007){ref-type="fig"}). In other words, these four methods possess similar performance on spots with higher intensities, while on low contrast spots extracting, only IKM and IFCM methods perform well.

To further prove the effectiveness of our proposed methods, the mean (*MI*~*cy*3~,*MI*~*cy*5~), minimum and maximum background corrected intensities for two channels are calculated, as shown in [Table 4](#pone.0210075.t004){ref-type="table"}. To display the data clearly, we also transferred the data from 16-bit to 8-bit by dividing 256.

10.1371/journal.pone.0210075.t004

###### The mean, minimum and maximum background-corrected intensities of four methods for two channels on six datasets.

![](pone.0210075.t004){#pone.0210075.t004g}

  Method   MI~cy3~      MI~cy5~          Min I~cy3~   Max I~cy3~   Min I~cy5~   Max I~cy5~
  -------- ------------ ---------------- ------------ ------------ ------------ ------------
           **GEO**      GSM15898_CH1-1   182                                    
  KM       23.78        24.01            0.54         170.06       0.38         189.80
  IKM      23.41        17.74            -0.13        176.32       -0.07        199.57
  FCM      25.32        25.55            0.69         178.40       0.50         144.39
  IFCM     24.53        18.86            0.71         176.32       -0.02        152.61
           **SMD**      49_ch1-4         1936                                   
  KM       5.20         4.81             0.06         134.34       0.06         94.00
  IKM      5.14         4.74             -0.07        140.71       -0.13        99.82
  FCM      5.43         5.07             0.05         149.79       0.08         95.62
  IFCM     5.29         4.90             -0.01        159.58       -0.02        97.65
           **BCM**      129cy3-1         484                                    
  KM       12.22        13.70            -1.55        132.86       2.75         82.94
  IKM      12.32        13.61            2.09         139.62       1.73         81.17
  FCM      13.26        14.58            3.88         147.94       3.27         106.93
  IFCM     13.03        14.12            3.82         154.32       3.40         130.09
           **DeRisi**   1303_ch1-1       1600                                   
  KM       25.29        25.22            0.22         214.43       0.12         222.41
  IKM      25.28        25.53            -0.11        221.59       0.14         224.15
  FCM      26.17        26.20            0.32         225.85       0.23         226.55
  IFCM     25.72        25.72            -0.006       225.85       0.00         225.05
           **UCSF**     Cy3-4            210                                    
  KM       11.66        10.09            0.03         52.86        0.07         43.95
  IKM      11.68        10.10            -0.00        54.01        0.02         44.61
  FCM      12.20        10.62            0.03         53.63        0.02         44.54
  IFCM     11.91        10.34            0.00         52.26        0.00         45.44
           **SIB**      Def661cy5-1      49                                     
  KM       51.48        89.55            3.06         226.41       9.18         227.90
  IKM      51.45        89.23            3.04         226.90       9.16         221.26
  FCM      53.21        93.90            3.20         231.62       9.50         236.74
  IFCM     53.34        92.46            1.76         233.72       8.61         240.74

One can see from [Table 4](#pone.0210075.t004){ref-type="table"} that almost all mean background corrected intensities (see MI~cy3~ and MI~cy5~) obtained by IKM and IFCM are smaller than those by KM and FCM on six datasets. The reason is that the proposed IKM and IFCM methods can extract more spots with lower contrast than KM and FCM ones. Meanwhile, the minimum and maximum intensities obtained by IKM and IFCM also exhibit a wider range, implies that our proposed methods perform better on different quality images.

In addition, the M-A plot of the four methods on DeRisi and SMD data set are shown in Figs [8](#pone.0210075.g008){ref-type="fig"} and [9](#pone.0210075.g009){ref-type="fig"}, respectively. From these two figures, it can be seen that the performance of the four methods are similar for log intensity *A*, all higher than their mean values, but there is remarkably different for the log intensity *A*, smaller than its mean. In other words, for the low log intensity part, IKM and IFCM can obtain more spots with their *M* beyond +2 and -2 than KM and FCM (see circled spots in [Fig 8](#pone.0210075.g008){ref-type="fig"} and spots beyond the dotted line in [Fig 9](#pone.0210075.g009){ref-type="fig"}). Actually, spots with higher intensities are easy to extract, yet those spots with lower intensities are difficult to be found. Therefore, IKM and IFCM algorithms may obtain more spots with lower intensities, revealing that these two methods own superior performance. In summary, all these results indicate that the methods of IKM and IFCM perform better than KM and FCM, which proves the effectiveness of our improved strategies.

Spot segmentation {#sec015}
-----------------

As we know, real spots in a microarray image usually contain various shapes instead of circles. Therefore, we choose some spots randomly according to their quality and shape. Examples of these spots and their corresponding segmented binary images are shown in [Fig 10](#pone.0210075.g010){ref-type="fig"}. For those good quality spots, no matter what their expression level is, IKM and IFCM algorithms can extract the spots perfectly, yet KM and FCM methods cannot segment the spots completely under the low gene expression level. Obviously, the proposed methods perform better than KM and FCM for both normal and poor quality spots. For MKM, it performs better than KM, but worse than IKM. Similarly, our proposed methods also possess optimal segmented results than KM and FCM on various shape spots.

![Segmentation results of various shape spots.](pone.0210075.g010){#pone.0210075.g010}

To further evaluate the effectiveness of our proposed methods, quantitative analysis (pixels segmented as foreground or background, expression level and signal to noise ratio) on above different spots are displayed in [Table 5](#pone.0210075.t005){ref-type="table"}. From [Table 5](#pone.0210075.t005){ref-type="table"}, one can observe that our improved methods (IKM, IFCM) classify more required pixels into foreground (*N*~*fore*~) than KM and FCM algorithms, so as to be closer to the real spot shape. Furthermore, spot intensities for two channels (*I*~*cy*3~,*I*~*cy*5~) obtained by IFCM and IKM are generally lower than those gained from KM and FCM, indicating that IKM and IFCM find more pixels with lower gray values around the spot edge. In other words, KM and FCM algorithms preferentially extract pixels with higher gray values. What's more, the number of foreground pixels obtained by MKM is similar to IKM and more than KM. Finally, the higher value of signal to noise ratio *q*~*sig*−*noise*~ also indicate the better performance of our proposed methods.

10.1371/journal.pone.0210075.t005

###### Quantum analysis of the segmentation results showed in [Fig 10](#pone.0210075.g010){ref-type="fig"}.
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  method     *N*~*fore*~   *N*~*back*~   *I*~*cy*3~   *I*~*cy*5~   *I*~*cy*3~/*I*~*cy*~   *q*~*sig*−*noise*~
  ---------- ------------- ------------- ------------ ------------ ---------------------- --------------------
  **KM**     149           1853          58342        57961        1.01                   0.9887
  **IKM**    157           1845          56093        58086        0.96                   0.9891
  **FCM**    140           1862          61630        59832        1.03                   0.9888
  **IFCM**   144           1858          60606        59294        1.02                   0.9893
  **MKM**    156           1846          56087        58082        0.96                   0.9890
  **KM**     151           2404          16483        10325        1.59                   0.9710
  **IKM**    154           2401          16295        10210        1.59                   0.9715
  **FCM**    135           2417          17831        11089        1.60                   0.9728
  **IFCM**   142           2410          17173        11089        1.54                   0.9724
  **MKM**    152           2403          16338        10289        1.59                   0.9713
  **KM**     88            294           2680.5       2370.4       1.13                   0.8196
  **IKM**    135           247           1852.5       2266.8       0.81                   0.8533
  **FCM**    71            311           3451.7       3020.6       1.14                   0.8259
  **IFCM**   142           240           1843.7       2569.4       0.71                   0.8823
  **MKM**    128           254           2178.4       2298.7       0.95                   0.8368
  **KM**     50            84            46692        40819        1.16                   0.9152
  **IKM**    54            80            46694        36234        1.28                   0.9388
  **FCM**    51            83            47387        41684        1.13                   0.9252
  **IFCM**   66            68            40021        34795        1.15                   0.9440
  **MKM**    52            82            46693        38174        1.22                   0.9217
  **KM**     102           280           3036         2338         1.29                   0.8517
  **IKM**    139           243           2244.4       2161.5       1.03                   0.8804
  **FCM**    73            309           4117.5       3285.3       1.25                   0.8502
  **IFCM**   141           241           2212.5       2782.9       0.79                   0.9025
  **MKM**    128           254           2794.7       2297.6       1.21                   0.8638
  **KM**     55            47            1788.6       1807.1       0.98                   0.8189
  **IKM**    56            46            1791.8       1828.4       0.98                   0.8234
  **FCM**    52            50            1724.8       1828.5       0.94                   0.7965
  **IFCM**   53            49            1680         1797.6       0.93                   0.7919
  **MKM**    55            47            1788.6       1807.1       0.98                   0.8189
  **KM**     60            74            3033.1       3672.3       0.82                   0.6920
  **IKM**    60            74            2754.4       3198.1       0.86                   0.6751
  **FCM**    51            83            3117.4       3890.9       0.80                   0.6882
  **IFCM**   69            65            2753.2       3231.7       0.85                   0.6827
  **MKM**    60            74            2936.8       3469.5       0.85                   0.6931
  **KM**     85            49            976.8        1233         0.79                   0.5885
  **IKM**    87            47            609          1136.3       0.53                   0.5532
  **FCM**    74            60            943.4        1477.5       0.63                   0.5842
  **IFCM**   79            55            877.5        1233         0.71                   0.5785
  **MKM**    86            48            863.4        1194.6       0.72                   0.5893
  **KM**     19            83            507.3        607.9        0.83                   0.7322
  **IKM**    23            79            422          92.2         4.5                    0.7083
  **FCM**    13            89            733.4        367.7        1.99                   0.7814
  **IFCM**   16            86            605          284.6        2.13                   0.7558
  **MKM**    21            81            478.2        524.8        0.91                   0.7568
  **KM**     28            74            13343        14022        0.95                   0.9296
  **IKM**    39            63            10757        12273        0.87                   0.9451
  **FCM**    29            73            14178        12935        1.09                   0.9529
  **IFCM**   32            70            13121        12184        1.07                   0.9546
  **MKM**    32            70            12866        13242        0.97                   0.9362
  **KM**     49            83            2781.2       1958.7       1.41                   0.8879
  **IKM**    49            83            2781.2       1911.6       1.45                   0.8879
  **FCM**    47            85            2864.5       2871.4       0.99                   0.8880
  **IFCM**   47            85            2864.5       1800.1       1.59                   0.8880
  **MKM**    49            83            2781.2       1958.7       1.41                   0.8879

Segmentation results on simulation images {#sec016}
-----------------------------------------

Because the real images lack of annotation image, we choose simulation images for further comparison. [Fig 11](#pone.0210075.g011){ref-type="fig"} displays the segmented results of four methods. It can be seen that all the spots are extracted from the background for all four methods owing to the fact that simulation image is simple and high quality compared to real image. Meanwhile, as the local magnified parts shown, it is obvious to see that segmentation results of KM and FCM contain lots of noises.

![Examples of segmentation results on simulation images.](pone.0210075.g011){#pone.0210075.g011}

Furthermore, the pixel to pixel accuracy, specificity and sensitivity are computed for each spot and their corresponding means on images in [Fig 11](#pone.0210075.g011){ref-type="fig"}, as shown in [Table 6](#pone.0210075.t006){ref-type="table"}. In general, IKM and IFCM own higher values of acc, sp and se than the original KM and FCM, indicating that these two improved algorithms perform better. In addition, the ratio that they cluster the correct pixels into foreground (see *se* in [Table 6](#pone.0210075.t006){ref-type="table"}) are both more than 99%. All these results prove that our proposed IKM and IFCM algorithms outperform than KM, FCM and MKM methods.

10.1371/journal.pone.0210075.t006

###### Quantitative evaluation for four methods on simulation image.
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  method    KM       IKM      FCM      IFCM     MKM
  --------- -------- -------- -------- -------- --------
  **sp**    0.7839   0.8343   0.7819   0.8388   0.8226
  **se**    0.9825   0.9917   0.9775   0.9949   0.9903
  **acc**   0.8565   0.8854   0.8540   0.8898   0.8785

Computational complexity analysis {#sec017}
---------------------------------

As we know, the computational complexity of KM is O(n), here n represents the number of spot pixels. Compared to KM, FCM involves computing the Centroid values of each cluster according to its fuzzy membership relation and updating the membership values, so its computational complexity is about several times of KM, As for MKM, there is only one more pixel reassignment operation compared to KM, so their computational complexity is similar. For our improved algorithms, the image contrast enhancement, the multi-features computing, feature selection by PCA and refinement are extra operations compared to KM and FCM, so our methods may be about two or three times over than its original method. [Table 7](#pone.0210075.t007){ref-type="table"} illustrates the average computational time of above five methods on six data sets. From [Table 7](#pone.0210075.t007){ref-type="table"} we can see that the same algorithm required various computational times for different data sets due to the distinguished image layout and resolution as displayed in [Table 2](#pone.0210075.t002){ref-type="table"}, in which blocks in UCSF data set take minimum time, yet blocks among BCM data set require maximum time.

10.1371/journal.pone.0210075.t007

###### Computational time comparison of five methods on blocks drawn from six data sets (seconds).
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  method     GEO      SMD      BCM       DeRisi   UCSF     SIB
  ---------- -------- -------- --------- -------- -------- --------
  **KM**     1.829    7.298    16.476    7.111    1.107    2.853
  **IKM**    4.004    15.121   36.107    16.258   2.336    5.896
  **FCM**    10.159   29.655   99.188    29.064   4.913    15.907
  **IFCM**   27.585   79.515   288.847   82.411   13.327   36.804
  **MKM**    1.882    7.684    17.099    7.506    1.147    16.472

According to all above analysis, we can draw the following conclusions: for good quality image with high contrast, less noises and sparse spot distribution, the IKM can be used for its segmentation. For poor quality image with low contrast and more noises, IFCM can be utilized to segment the spots. For image contains lots of special shape spots, IKM performs better than IFCM. Finally, IKM and IFCM are both suitable for normal quality image segmentation.

Conclusions {#sec018}
===========

In conclusion, although current state-of-art clustering-based segmentation methods (KM, FCM) are easy, fast and effective, they are prone to be affected by noises and mostly be conducted based on one feature. Therefore, we proposed the IKM and IFCM algorithms by introducing multi-features such as intensity, spatial, and shape features. Meanwhile, an adaptive adjustment method for segmentation results is introduced and a cluster center initialization strategy is considered. Experiments on six real data sets and one simulation data set verify that our proposed IKM and IFCM methods perform better than the original KM and FCM. In addition, the quantitative analysis on gene expression, background corrected intensities and log-differential expression ratio versus log intensity, further proves the effectiveness of our proposed methods.
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