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We present applications of matrix methods to the analytic theory of
polynomials. We first show howmatrix analysis can be used to give
new proofs of a number of classical results on roots of polynomials.
Then we use matrix methods to establish a new log-majorization
result on roots of polynomials. The theory of multiplier sequences
gives the common link between the applications.
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1. Introduction and background
In this paper we use matrix methods to obtain new proofs of classical results and establish new
majorization results in the analytic theory of polynomials. More specifically, we first show howmatrix
analysis can be used to give newproofs of results of Laguerre [10], Obreschkoff [11] andWeisner [15] on
roots of polynomials. Then we use matrix methods to establish majorization results on roots of poly-
nomials, including verification of a special case of a conjecture of Borcea [1] and a new generalization
of a result of Cheung and Ng [4]. The theory of multiplier sequences for polynomials, as introduced by
Polya and Schur [14], plays a central role in our analysis.
The paper is organized as follows. In the rest of this section we review necessary background
material frommatrix analysis and analytic polynomial theory.We then showhow the aforementioned
classical results can be derived using matrix methods, and we conclude by deriving two majorization
results on roots of polynomials.
To any sequence of complex numbers {γ0, γ1, . . . , γn, . . .}, we can associate a linear operator Γ
on the space of polynomials which maps the polynomial
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P(z) = a0 + a1z + a2z2 + · · · + anzn
to the polynomial
Γ [P(z)] = γ0a0 + γ1a1z + γ2a2z2 + · · · + γnanzn.
Definition 1.1. Let P(z) be a polynomial in one variable. We say that P is a hyperbolic polynomial if
all of its roots are real.
We can now state the definition of a multiplier sequence, which was first introduced by Polya and
Schur [14].
Definition 1.2 [14]. A sequence of real numbers {γ0, γ1, . . . , γn, . . .} is called amultiplier sequence
if Γ [P(z)] is either a constant or hyperbolic polynomial whenever P(z) is a hyperbolic polynomial.
Two classical examples of multiplier sequences, both due to Laguerre [10] are
{
1, 1
ω
, 1
ω(ω+1) ,
1
ω(ω+1)(ω+2) , . . .
}
, where ω > 0 and {1, q, q4, q9, . . .}, where |q| ≤ 1. These examples predate the
definition of a multiplier sequence in [14] which was in large part motivated by Laguerre’s examples.
Polya and Schur have characterized multiplier sequences. We include their result for completeness:
Theorem 1.3 [14]. A sequence of real numbers {γ0, γ1, . . . , γn, . . .} is amultiplier sequence if and only
if the function F(z) = ∑∞k=0 γkk! zk is the limit of a sequence of polynomials {Pn(z)}∞n=1 whose roots are all
real and of the same sign and which converge uniformly to F(z) on every compact subset ofC.
For ordered (n + 1)-tuples {γ0, γ1, . . . , γn}, one may define a Γ operator in the same way. The
domain of the Γ operator is the set of polynomials of degree less than or equal to n. We can use this
to define a finite version of a multiplier sequence.
Definition 1.4 [5]. Let γ = {γ0, . . . , γn} be an (n + 1)-tuple of real numbers. Then γ is called an n-
sequence if Γ [P(z)] is a hyperbolic or constant polynomial whenever P(z) is a hyperbolic polynomial
of degree n or less.
Craven and Csordas have proven the analogue of Theorem 1.3 for n-sequences.
Theorem 1.5 [5, Theorem 3.1]. Let γ = {γ0, . . . , γn} be an (n+ 1)-tuple of real numbers. Then γ is an
n-sequence if and only if the polynomial
∑n
k=0
(
n
k
)
γkz
k has all of its roots real and of the same sign.
We note that an infinite sequence is a multiplier sequence if and only if its first n + 1 terms form
an n-sequence for all natural numbers n.
The following result of Laguerre gives us more examples of n-sequences.
Proposition 1.6. Let P(z) be a hyperbolic polynomial all of whose roots lie in (−∞, 0] ∪ (n,∞). Then
{P(k)}nk=0 is an n-sequence.
We will call n-sequences of this type Laguerre n-sequences. We note that the set of n-sequences is
closed under pointwise multiplication and hence this proposition only needs to be proved for linear
P. Further for any complex number α, if γ = {k − α}nk=0 then Γ [P(z)] = zP′(z) − αP(z). Hence this
proposition can be proved by showing that if P(z) is a hyperbolic polynomial and α ∈ (−∞, 0] ∪
(n,∞), then zP′(z) − αP(z) is also a hyperbolic polynomial, which is indeed the case. Not every
n-sequence is a Laguerre n-sequence as the example {(−1)k}nk=0 shows.
We now introduce the concept of majorization, which is an important tool in the theory of inequal-
ities and in matrix analysis. In the past decade, the theory of majorization has been applied to the
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study of polynomials. Roughly speaking, majorization is a partial order on n-tuples which describes
how dispersed the entries are.
Definition 1.7 [12] (Majorization). Let (x1, x2, . . . , xn) and (y1, y2, . . . , yn) be two n-tuples of real
numbers. Let (x∗1, x∗2, . . . , x∗n) and (y∗1, y∗2, . . . , y∗n) be the n-tuples (x1, x2, . . . , xn) and (y1, y2,
. . . , yn) respectively rearranged in descending order. We say that (x1, x2, . . . , xn) is majorized by
(y1, y2, . . . , yn) (and we write (x1, x2, . . . , xn) ≺ (y1, y2, . . . , yn)), if
(i)
∑k
i=1 x∗i 
∑k
i=1 y∗i for all k; 1  k  n − 1 and
(ii)
∑n
i=1 x∗i =
∑n
i=1 y∗i .
We can use the majorization order to define a partial order on the set of nth degree hyperbolic
polynomials.
Definition 1.8. Let P andQ be two nth degree hyperbolic polynomialswhose root sets are the n-tuples
Z(P) and Z(Q) respectively. We write P  Q if Z(P) ≺ Z(Q). The partial order is called the spectral
order on the set of hyperbolic polynomials.
The spectral order was first defined in [2] and further studied in [1,12]. In [1, problem 2], Borcea
suggested the following conjecture:
Conjecture 1.9. If {γk}nk=0 is an n-sequence with γn = 0, the corresponding Gamma-operator pre-
serves the spectral order. In other words if P  Q for any nth degree hyperbolic polynomials P and Q ,
then Γ (P)  Γ (Q).
Borcea and Branden [3] have very recently characterized all linear spectral order preservers. Their
characterization proved this conjecture. We will provide an elementary verification of this conjecture
for Laguerre n-sequences.
2. Matrix analysis and classical results
We now briefly recall some of the results and concepts in matrix theory which will be useful to us
beginning with the concept of inertia.
Definition 2.1 [9]. LetM be amatrix having only real eigenvalues and let n+(M), n−(M) and n0(M) be
thenumber of positive, negative and zero eigenvalues respectively. Theordered triple (n+(M), n−(M),
n0(M)) is called the inertia ofM.
Sylvester’s law of inertia states that two n by nHermitianmatrices are congruent if and only if they
have the same inertia [9]. The only if direction of this result will be useful for us, sowe state it formally.
Theorem2.2 [9]. LetH be ann×nHermitianmatrix and S be ann×n invertiblematrix. Thenn+(S∗HS) =
n+(H), n−(S∗HS) = n−(H) and n0(S∗HS) = n0(H).
We recall the following well known result.
Proposition 2.3. Let A and B both be n × n matrices. Then AB and BA have the same characteristic
polynomial and hence have the same eigenvalues.
Taking these results together we can prove the following key lemma which is also well known.
Lemma 2.4. If A is positive semi-definite and B is Hermitian then AB (and hence also BA) has all real
eigenvalues. If further, A is positive definite then B and AB have the same inertia.
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Proof. SinceA is positive semi-definite there exists auniquepositive semi-definiteH such thatH2 = A.
Therefore AB = H2B has the same eigenvalues as HBH which is Hermitian. Hence AB has all real
eigenvalues. If A is positive definite then H is invertible and B and HBH have the same inertia by
Sylvester’s law of inertia, and HBH and AB have the same inertia by the previous proposition. 
Let Jn be the n × n matrix all of whose entries are one. For the next two results we will use the
following notation. For any m, n ∈ N with m ≤ n, we define Qm,n to be the set of all m-tuples of
integers β = (β1, β2, . . . , βm) satisfying 1 ≤ β1 < β2 < · · · < βm−1 < βm ≤ n. If β ∈ Qm,n,
then A[β] is the m × m principal submatrix of A whose (i, j)th entry is the (βi, βj)th entry of A. We
require the following two results. The first is well known and can be viewed as amatrix generalization
of Vieta’s formulae for polynomial coefficients.
Lemma 2.5 [9]. Let A be an n× n matrix and let∑nk=0 akzn−k be the characteristic polynomial of A. Then
a0 = 1 and ak = (−1)k∑β∈Qk,n |A[β]| for k > 0.
Theorem 2.6 . Let D be an n×n diagonal matrix with characteristic polynomial P(z). Let α ∈ C\{n} and
let M = I + 1
α−n J. Then the characteristic polynomial of DM is Q(z) = αP(z)−zP
′(z)
α−n .
Proof. Let P(z) = ∑nk=0 akzn−k be the characteristic polynomial of D. We note that for any β ∈
Qk,n, |DM[β]| = |D[β]||M[β]| = (α−(n−k)α−n )|D[β]|. Lemma 2.5 now implies that the characteristic
polynomial of DM is∑n
k=0
(
α−(n−k)
α−n
)
akz
n−k = αP(z)−zP′(z)
α−n . 
A key property of thematrixM is that any two of its principalminors of the same size are equal. The
matricesM are special case of a larger family of matrices studied in [8] which have the same property.
We note that thematrixM is normal and has eigenvalues 1+ n
α−n and 1, the latter being an eigenvalue
of multiplicity n − 1. Therefore M will be positive semi-definite when α ∈ (−∞, 0] ∪ (n,∞) and
positive definite when α ∈ (−∞, 0) ∪ (n,∞). This allows us to prove the following theorem of
Laguerre [10].
Theorem 2.7. If P(z) is a hyperbolic polynomial and α ∈ (−∞, 0] ∪ (n,∞) then zP′(z) − αP(z) is
hyperbolic. Ifα ∈ (−∞, 0)∪(n,∞) then the polynomial zP′(z)−αP(z) has the same number of positive,
negative and zero roots as P(z).
Proof. LetDbe thediagonalmatrixwhosecharacteristicpolynomial isP(z)and letM = I+ 1
α−n J. Since
D is Hermitian and M is positive semi-definite, Lemma 2.4 implies that DM has all real eigenvalues.
WhenM is positive definite, DM has the same inertia as D, also by Lemma 2.4. 
We note that Proposition 1.6 now easily follows as a corollary. We end this section by showing
that these same matrix techniques can be used to prove the following results of Obreschkoff [11] and
Weisner [15].
Corollary 2.8. Let P(z) be an nth degree monic polynomial and let Q(z) = αP(z)−zP′(z)
α−n with α ∈ C\{n}.
Let r, R  0.
Suppose every root of P(z) lies in the annulus {z : r  |z|  R}.
(i) If Re(α)  n
2
then the roots of Q(z) lie in the annulus
{
z : r  |z|  R| α
α−n |
}
.
(ii) If Re(α)  n
2
then the roots of Q(z) lie in the annulus
{
z : | α
α−n |r  |z|  R
}
.
Proof. Wedefineλmax(A) to be the eigenvalue ofA of largestmodulus andλmin(A) to be the eigenvalue
of A of smallest modulus. (If there is, for instance, more than one eigenvalue of A of largest modulus;
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let λmax(A) be any of these eigenvalues). Recall that the operator norm is amatrix norm so the relation‖AB‖  ‖A‖‖B‖ holds. We also know that |λmax(A)|  ‖A‖ with equality occurring if A is normal.
Similarly, |λmin(A)|  ‖A−1‖−1 with equality occurring when A is normal.
Since both D andM are normal,we have
|λmax(D)||λmax(M)| = ‖D‖‖M‖  ‖DM‖  |λmax(DM)|
and
|λmin(D)||λmin(M)| = ‖D−1‖−1‖M−1‖−1  ‖(DM)−1‖−1  |λmin(DM)|.
Taking these inequalities together we get
|λmin(D)||λmin(M)|  |λmin(MD)|  |λmax(MD)|  |λmax(D)||λmax(M)|.
Hence, if there exist r, R  0 such that r  |λi(D)|  R for all D, then |λmin(M)|r  |λi(MD)| |λmax(M)|R.
We now note that if Re(α)  n
2
,
|λmin(M)| = 1, |λmax(M)| =
∣∣∣∣ α
α − n
∣∣∣∣ ,
and if Re(α)  n
2
,
|λmin(M)| =
∣∣∣∣ α
α − n
∣∣∣∣ , |λmax(M)| = 1.
This means that when Re(α)  n
2
we have that
r  |λi(MD)| 
∣∣∣∣ α
α − n
∣∣∣∣ R,
and that when Re(α)  n
2
we have that
∣∣∣∣ α
α − n
∣∣∣∣ r  |λi(MD)|  R.
This completes the proof. 
The following result follows fromabove; it can also be proved directly from the fact thatM is unitary
when Re(α) = n
2
.
Corollary 2.9. If P(z) is an nth degree polynomial and has all of its roots on the unit circle and Re(α) = n
2
,
then zP′(z) − αP(z) also has all its roots on the unit circle.
3. Majorization results
We have proven several known results about multiplier sequences using matrix theory instead of
themore standard analytic techniques. Onemajor advantage of this approach is that it also allows us to
prove some majorization results on the zeros of polynomials including a proof of Borcea’s conjecture
for Laguerre n-sequences.
We let Sn denote the permutation group on n elements andwe represent σ ∈ Sn as a bijection from
the set {1, 2, . . . , n} to itself. We need two results. The first is a useful well-known characterization of
the majorization order for real n-tuples.
A. Church et al. / Linear Algebra and its Applications 435 (2011) 2132–2139 2137
Lemma 3.1. Let (x1, x2, . . . , xn) and (y1, y2, . . . , yn) be two n-tuples of real numbers. Then (x1, x2,
. . . , xn) is majorized by (y1, y2, . . . , yn) if and only if (x1, x2, . . . , xn) is in the convex hull of {(yσ(1),
yσ(2), . . . , yσ(n))}σ∈Sn .
The second is a result of Ky Fan on the spectrum of a sum of Hermitian matrices.
Proposition 3.2 [7]. (Ky Fan) Let {Ai}ki=1 be a set of n × n Hermitian matrices and let A =
∑k
i=1 Ai. Let
λ(A) and λ(Ai) be n-tuples whose entries are the eigenvalues of A and Ai listed in descending order. Then
λ(A) ≺ ∑ki=1 λ(Ai).
We are now ready to show that Conjecture 1.9 is true for Laguerre n-sequences.
Theorem 3.3. Let P(z) and Q(z) be two nth degree hyperbolic polynomials. Let R(z) be a polynomial all
of whose roots lie in R\(0, n] and consider the n-sequence of the first kind {r(k)}nk=0. If the roots of P(z)
are majorized by the roots of Q(z), then the roots of Γ [P(z)] are majorized by the roots of Γ [Q(z)].
Proof. It suffices to prove this result for the special case where R(z) = z − α is degree one. The
general result follows from repeated applications of the special case. Let r1, r2, . . . , rn be the roots of
P listed in descending order. Let DP = diag(r1, r2, . . . , rn). Let s1, s2, . . . , sn be the roots of Q listed
in descending order. Similarly, let DQ = diag(s1, s2, . . . , sn). Let Pσ denote the permutation matrix
corresponding to σ ∈ Sn.
Since the roots of P are majorized by the roots of Q , Lemma 3.1 means that λσ  0 for all σ ∈ Sn
with
∑
σ∈Sn λσ = 1 such that
DP =
∑
σ∈Sn
λσ PσDQP
T
σ .
LetM = I + 1
α−n J and let S be the positive definite square root ofM. S is a linear combination of I
and J and hence commutes with Pσ . Therefore,
SDPS = ∑σ∈Sn λσ SPσDQPTσ S
= ∑σ∈Sn λPσ (SDQS)PTσ
Now, SDpS is a Hermitian matrix whose characteristic polynomial is Γ [P]. Moreover, Pσ (SDQS)PTσ
are Hermitian matrices whose characteristic polynomial is Γ [Q ]. The result now follows from Propo-
sition 3.2. 
We now prove a different type of majorization result for Laguerre n-sequences. There is a multi-
plicative version ofmajorization called log-majorizationwhich has also proved useful in the geometry
of polynomials. (See [13] for a discussion of this.)
Definition 3.4 [12] (Log-Majorization). Let (x1, x2, . . . , xn) and (y1, y2, . . . , yn) be two n-tuples of
non-negative real numbers arranged in descending order. Then we say that (x1, x2, . . . , xn) is log-
majorized by (y1, y2, . . . , yn) if
(i)
∏k
i=1 x∗i 
∏k
i=1 y∗i for all k; 1  k  n − 1 and
(ii)
∏n
i=1 x∗i =
∏n
i=1 y∗i .
Lemma 3.5 [16] (Weyl). Let A be any n × n matrix. Let {λj} be the eigenvalues of A listed in descending
order of modulus and {σj} be the singular values of A listed in descending order. Then∏kj=1 |λj|  ∏kj=1 σj
for 1  k  n − 1 and∏nj=1 |λj| = ∏nj=1 σj .
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In 2006, Cheung and Ng proved a log-majorization result [4] whichwas useful in proving a general-
ization of an inequality of Mahler [13]. We now state ourmore general form of Cheung and Ng’s result.
In particular, the theorem of Cheung and Ng is captured in the case α = 0. We follow the basic proof
of Cheung and Ng except that we will useM in place of the positive semi-definite matrices used in [4].
Theorem3.6. Let n  2and z1, z2, . . . , zn ∈ C. Let P(z) = ∏nj=1(z−zj)andP∗(z) = ∏nj=1(z−|zj|). Let
α ∈ R\(0, n]. Let r1, r2, . . . , rn denote the roots of αP(z) − zP′(z) listed in descending order of modulus
and s1, s2, . . . , sn denote the roots ofαP∗(z)−zP′∗(z) listed in descending order. Then
∏k
j=1 |rj| 
∏k
j=1 sj
for 1  k  n.
Proof. Let D = diag(z1, z2, . . . , zn), and let M =
(
I + 1
α−n J
)
. From Theorem 2.6 we know that the
eigenvalues of DM must be r1, r2, . . . , rn.
We must fix a branch of
√
z where the branch cut is a fixed ray from the origin which does not
intersect any zi where i = 1, . . . , n. We then define
D
1
2 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
√
z1 0 0 · · · 0
0
√
z2 0 · · · 0
...
. . .
. . .
. . .
...
0 · · · 0 √zn−1 0
0 · · · 0 0 √zn
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
Let A = D 12MD 12 . We know that A has the same eigenvalues as D 12D 12M = DM, which are
r1, r2, . . . , rn.
We will now find the eigenvalues of |A| and hence the singular values of A. Now,
|A|2 = A∗A
= D¯ 12MD¯ 12D 12MD 12
= D¯ 12M|D|MD 12
= D¯ 12MD 12 D¯ 12MD 12 .
Therefore |A|, which is the positive definite square root of A∗Amust be equal to the matrix D¯ 12MD 12 .
This means that
σi(A) = λi(|A|) = λi
(
D¯
1
2MD
1
2
)
.
In addition, we know that D¯
1
2MD
1
2 and |D|M have the same eigenvalues. But |D|M has eigenvalues
s1, s2, . . . , sn, which are the roots of the polynomial P∗(z). This means that the singular values, σi, of
A are equal to the eigenvalues of the polynomial P∗(z).
Using Theorem 2.6, we have that the eigenvalues of A are r1, r2, . . . , rn, which are the roots of the
polynomial αP(z) − zP′(z) and the eigenvalues of |A| are s1, s2, . . . , sn, which are the roots of the
polynomial αP∗(z) − zP′∗(z). Hence, by Lemma 3.5 fromWeyl,
k∏
j=1
|rj| 
k∏
j=1
sj ∀1  k  n,
and this completes the proof. 
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