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ABSOLUTE PARALLELISM FOR 2-NONDEGENERATE CR STRUCTURES VIA
BIGRADED TANAKA PROLONGATION
CURTIS PORTER AND IGOR ZELENKO
Abstract. This article is devoted to the local geometry of 2-nondegenerate CR manifolds M of hy-
persurface type. An absolute parallelism for such structures was recently constructed independently
by Isaev-Zaitsev, Medori-Spiro, and Pocchiola in the minimal possible dimension (dimM = 5), and for
dimM = 7 in certain cases by the first author. In this paper, we develop a bigraded (i.e. Z×Z-graded)
analog of Tanaka’s prolongation procedure to construct a canonical absolute parallelism for these CR
structures in arbitrary (odd) dimension with Levi kernel of arbitrary admissible dimension. We intro-
duce the notion of a bigraded Tanaka symbol – a complex bigraded vector space – containing all essential
information about the CR structure. Under the additional regularity assumption that the symbol is a
Lie algebra, we define a bigraded analog of the Tanaka universal algebraic prolongation, endowed with
an anti-linear involution, and prove that for any CR structure with a given regular symbol there exists
a canonical absolute parallelism on a bundle whose dimension is that of the bigraded universal algebraic
prolongation. Moreover, we show that there is a unique (up to local equivalence) such CR structure
whose algebra of infinitesimal symmetries has maximal possible dimension, and the latter algebra is
isomorphic to the real part of the bigraded universal algebraic prolongation of the symbol. In the case of
1-dimensional Levi kernel we classify all regular symbols and calculate their bigraded universal algebraic
prolongations. In this case, the regular symbols can be subdivided into nilpotent, strongly non-nilpotent,
and weakly non-nilpotent. The bigraded universal algebraic prolongation of strongly non-nilpotent reg-
ular symbols is isomorphic to the complex orthogonal algebra so (m,C), where m = 1
2
(dimM +5). Any
real form of this algebra – except so (m) and so (m− 1, 1) – corresponds to the real part of the bigraded
universal algebraic prolongation of exactly one strongly non-nilpotent regular CR symbol. However, for
a fixed dimM ≥ 7 the dimension of the bigraded universal algebraic prolongations of all possible regular
CR symbols achieves its maximum on one of the nilpotent regular symbols, and this maximal dimension
is 1
4
(dimM − 1)2 + 7.
1. Introduction
1.1. Preliminaries. A CR structure on a manifold M is a distribution D ⊂ TM of even rank, together
with an isomorphism field Jx : Dx → Dx which satisfies J2 = −Id, such that the following integrability
condition holds: if the complexification CDx is split into the i-eigenspaceHx of Jx and the (−i)-eigenspace
Hx (i =
√−1), then the distribution H – and therefore H – is involutive. At their generic points, real,
codimension-c submanifolds of Cn+c are endowed with the natural CR structure determined by rank-n,
complex subbundles of their tangent bundles. When D has corank-1, the CR structure is said to be of
hypersurface type. The Levi form is a CTM/CD-valued Hermitian form L defined on H by
L(X,Y ) = i[X,Y ] mod CD X,Y ∈ Γ(H).
The Levi kernel K ⊂ H consists of CR vectors which are degenerate for the Levi form. CR-structures
with K = 0 are called Levi-nondegenerate.
The equivalence problem for Levi-nondegenerate CR structures of hypersurface type is classical: E.
Cartan solved it for hypersurfaces in C2 [4], then Tanaka [26] and Chern and Moser [5] generalized the
solution to hypersurfaces in Cn+1 for n ≥ 1. This case is well understood in the general framework of
parabolic geometries [28, 2, 3]. If the Levi form has signature (p, q) for p + q = n, then the maximally
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symmetric model is obtained as a complex projectivization of the cone of nonzero vectors in Cn+2 which
are isotropic with respect to a Hermitian form of signature (p+1, q+1), and the algebra of infinitesimal
symmetries of this model is isomorphic to su(p+ 1, q + 1).
Now suppose that a CR structure is uniformly (i.e., at every point) Levi-degenerate and that its Levi
kernel K is a distribution of complex rank r. Freeman [11] introduced a special filtration inside of K and
K and showed that the CR manifold cannot be “straightened” – i.e., it is not equivalent to the direct
product of a CR manifold of dimension (dimM − 2r) with Cr – if and only if the filtration terminates
trivially. If the zero distribution first occurs in the kth step of the filtration of K, the CR-structure is
called k-nondegenerate. Since K itself is the first step of the filtration, Levi-nondegenerate CR structures
are exactly 1-nondegenerate in this terminology.
In the present paper we work with k = 2 only, so we restrict ourselves to the description of 2-
nondegeneracy. For any fiber bundle π : E → M , Ex = π−1(x) denotes the fiber of E over x ∈ M and
Γ(E) denotes the sheaf of smooth (local) sections of E. For v ∈ Kx and y ∈ Hx/Kx, take V ∈ Γ(K) and
Y ∈ Γ(H) such that V (x) = v and y ≡ Y (x) mod CD, and define a linear map
(1.1)
adv : Hx/Kx → Hx/Kx,
y 7→ [V, Y ]|x mod Kx ⊕Hx.
One can similarly define a linear map adv : Hx/Kx → Hx/Kx for v ∈ Kx (or simply take complex
conjugates). A Levi-degenerate CR structure is 2-nondegenerate at x if there is no nonzero v ∈ Kx
(equivalenty, no nonzero v ∈ Kx) such that adv = 0.
Among hypersurface-type CR manifolds, the lowest dimension in which 2-nondegeneracy can occur is
dimM = 5. A natural candidate for the maximally symmetric model is given by a tube hypersurface in
C3 over the future light cone in R3,
(1.2) M0 = {(z1, z2, z3) ∈ C3 : (Re z1)2 + (Re z2)2 − (Re z3)2 = 0,Re z3 > 0}
and this model has been extensively studied in [8, 9, 16, 19]. In particular, its algebra of infinitesimal
symmetries is equal to so(3, 2). However, the structure of absolute parallelism in this situation was
constructed only recently and independently in the following three papers (preceded by the work [7] for a
more restricted class of structures): by Isaev and Zaitsev [15], Medori and Spiro [17] and Pocchiola [21].
In the second paper the parallelism is also claimed to be a Cartan connection, while in the other two it
is not. In order to address this discrepancy, Medori and Spiro compared their construction with others
in [18].
The only result about an absolute parallelism for 2-nondegenerate, hypersurface-type CR structures
of dimension higher than 5 was recently obtained by the first author [22] in the case of 7-dimensional
CR manifolds with rankCK = 1, under certain additional algebraic assumptions that are automatic in
5-dimensional case.
In this article we develop a unified framework for the construction of an absolute parallelism for 2-
nondegenerate, hypersurface-type CR structures on manifolds of arbitrary odd dimension ≥ 5 and with
Levi kernel of arbitrary admissible dimension, under certain additional algebraic assumptions. These
algebraic assumptions are automatic in dimension 5, and in dimension 7 they include all cases treated
in [22], along with an additional case only mentioned therein. The algebraic assumption in dimension 7
also matches the homogeneous models with simple symmetry groups discussed recently by A. Santi [23].
Our method is a modification of Tanaka’s algebraic and geometric procedures from his 1970 paper [27].
Note that the method of Medori and Spiro [17] is also in a spirit of Tanaka theory, namely of the 1979
Tanaka paper [28] devoted to parabolic geometries. Although the geometries under consideration are not
parabolic, from an a priori knowledge of the homogeneous model (1.2) and its algebra of infinitesimal
symmetries so(3, 2), and by introducing the notion of filtered structures with an additional semitone, the
authors were able to construct the normal Cartan connection. However, their construction seems specific
to the concrete case under consideration, using the properties of the algebra so(3, 2) in particular, and the
method does not appear to be easily extended to 2-nondegenerate CR structures in higher dimensions.
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1.2. Tanaka’s algebraic and geometric prolongation procedures. Our initial objective was to
follow the scheme of Tanaka’s 1970 paper [27], in which he developed a deep generalization of the theory
of G-structures that is ideally adapted to nonholonomic structures. Let us briefly describe the main steps
of the Tanaka constructions relevant to us here (for details see the original paper [27] and also [20, 1, 31]).
Here and in the sequel, “graded vector space” means Z-graded.
First, a distribution D ⊂ TM generates a filtration in the tangent space at every point x ∈ M by
taking iterative Lie brackets of its sections. Under the regularity assumption that the dimensions of
the corresponding subspaces in this filtration are independent of x, Tanaka observed that after passing
from this filtered structure to the corresponding graded object, one can assign to the distribution at x
a negatively (Z−) graded nilpotent Lie algebra g−(x) = ⊕i<0gi(x) called the Tanaka symbol of D at x,
which contains the information about the principal parts of all commutators of vector fields taking values
in D. Tanaka considered distributions with constant symbols or “of constant type g−”, when the graded
Lie algebras g−(x) are isomorphic for every x ∈M to a fixed, graded, nilpotent Lie algebra g−, generated
by g−1. The flat distribution D(g−) of constant type g− is the left-invariant distribution on the simply
connected Lie group G− with Lie algebra g− such that the fiber of D at the identity is g−1.
Now let Aut(g−) be the group of automorphisms of the graded Lie algebra g− and der(g−) the Lie
algebra of Aut(g−), so that der(g−) is the algebra of all derivations of g− which preserve the grading.
Assigning weight 0 to the space der(g−), the vector space g− ⊕ der(g−) is naturally endowed with the
structure of a graded Lie algebra. For a distribution of type g− one can construct a principal Aut(g−)-
bundle P 0(g−) over M whose fiber over x consists of all graded Lie algebra isomorphisms g− → g−(x).
Additional structures on D can be encoded in the choice of a subgroup G0 ⊂ Aut(g−) with Lie algebra
g0, leading to a G0-reduction P
0 of the bundle P 0(g−). The bundle P
0 is called the structure of type
g− ⊕ g0, or of Tanaka symbol g− ⊕ g0. One can define the flat structure of type g− ⊕ g0 as the G0-
reduction P 0 of the bundle P 0(g−)→ G− such that the fiber of P 0 over x ∈ G− consists of pullbacks of
isomorphisms in the fiber over the identity of G− under the left translation mapping x to the identity.
Note that if G0 denotes a Lie group with Lie algebra g−⊕g0 such that G0 ⊂ G0, then the flat structure of
type g−⊕g is at least locally equivalent to the structure of type g−⊕g0 given by the bundle G0 → G0/G0.
Next, Tanaka defines the universal algebraic prolongation
(1.3) U(g− ⊕ g0) = g− ⊕ g0 ⊕
⊕
i>0
gi
of g−⊕g0, which is the maximal (nondegenerate) graded Lie algebra containing g−⊕g0 as its nonpositive
part. Nondegenericity here means the adjoint action ad(y)|g− is nontrivial for any nonzero, nonnegatively
graded y ∈ U(g− ⊕ g0). The prolongation procedure to construct canonical frames for structures of type
g− ⊕ g0 can be described uniformly by the following
Theorem 1.1 (Tanaka, [27]). Assume that dim U(g− ⊕ g0) <∞. Then the following holds:
(1) To any Tanaka structure of type g− ⊕ g0 one can assign the canonical structure of absolute
parallelism on a bundle over M of dimension dimU(g− ⊕ g0);
(2) The algebra of infinitesimal symmetries of the flat structure of type g− ⊕ g0 is isomorphic to
U(g− ⊕ g0);
(3) The dimension of the algebra of infinitesimal symmetries of a Tanaka structure of type g− ⊕ g0
is not greater than dim U(g− ⊕ g0), and any Tanaka structure of type g− ⊕ g0 whose algebra of
infinitesimal symmetries has dimension dim U(g− ⊕ g0) is locally equivalent to the flat structure
of type g− ⊕ g0.
Remark 1.2. A few words about item (1) of the previous theorem: If g− has µ nonzero graded compo-
nents and the positively graded part of U(g−⊕g0) consists of l nonzero graded components, then Tanaka
recursively constructs a sequence of bundles {P i}1≤i≤l+µ,
(1.4) M ← P 0 ← P 1 ← P 2 ← · · · ,
where for i > 0, P i is a bundle over P i−1 whose fibers are affine spaces with modeling vector space
gi from (1.3). Observe that all P
i with i ≥ l are identified with each other by the bundle projections,
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which are diffeomorphisms in those cases. The bundle P l+µ is an e-structure over P l+µ−1; i.e., P l+µ−1 is
endowed with a canonical frame – a structure of absolute parallelism. It is important to note that for any
0 < i ≤ l+µ−1 the recursive construction of the bundle P i+1 over P i depends on a choice of normalization
conditions. Algebraically, “normalization condition” refers to a choice of vector space complement to the
image of a certain Lie algebra cohomology differential. Therefore, the word “canonical” in item (1) of
Theorem 1.1 means that for any Tanaka structure of type g−⊕g0, the same fixed normalization conditions
are applied in each step of the construction of the sequence (1.4).
The main advantage of this approach compared to Cartan’s original method of equivalence is that,
independently of the choice of normalization conditions, the basic features of the prolongation procedure
such as the dimension of the resulting bundles, at which step the canonical frame is achieved, and the
algebra of infinitesimal symmetries of the maximally symmetric “flat” model can be described purely
algebraically in terms of U(g− ⊕ g0). Questions concerning the most natural normalization conditions –
or whether normalization conditions exist such that the resulting absolute parallelism is a U(g− ⊕ g0)-
valued Cartan connection – are more subtle and are best understood in the framework of the parabolic
geometries; i.e., when the nonnegatively graded part of U(g− ⊕ g0) is a parabolic subalgebra ([28, 3]).
1.3. Bigraded Tanaka polongation and description of main results. It is clear that the standard
Tanaka approach will not work for Levi degenerate CR structures, because describing the k-nondegeneracy
of a CR structure on the graded level requires the assignment of nonnegative degree to vectors in the
Levi kernel, while in the standard Tanaka theory the nonnegatively graded components of the universal
prolongation algebra correspond to vertical vectors fields on the appropriate bundle. Thus, the analog of
a Tanaka symbol for such structure is not immediately obvious.
An attempt to define an analog of the Tanaka symbol for k-nondegenerate CR-structure, called an
abstract core, was made by A. Santi in [23]. This notion is very natural and was used there toward the
description of homogeneous models, but neither a functorial notion analogous to the universal prolonga-
tion of a Tanaka symbol nor a relation of the abstract core to a construction of an absolute parallelism
was given there.
In the present paper, in the case of 2-nondegenerate, hypersurface-type CR structures, we first propose
the analog of the Tanaka symbol (section 2). In contrast to the standard Tanaka theory, this symbol
is not a Lie algebra in general. It is a graded and even bigraded complex vector space endowed with
an anti-linear involution, and with bigrading-compatible Lie brackets defined for most pairs of bigraded
components, except the pair corresponding to K and K. Here and in the sequel, “bigraded vector spaces”
mean (Z× Z)-graded ones.
Then we restrict ourselves to the class of symbols which are Lie algebras, calling them regular symbols
(see Remark 1.3 below discussing the naturality of this restriction). Regular symbols have the structure
of bigraded Lie algebras, so that the bigrading-compatible Lie brackets are defined on the whole symbol.
We also define the notion of the flat CR structure with given regular symbol.
Our symbols and Santi’s abstract cores [23] in the considered situation are in fact equivalent: one
notion is uniquely recoverable from the other one – see Remark 2.6 below for more detail. However, the
main novelty here is that for our regular symbols we define the analog of the Tanaka universal algebraic
prolongation in a functorial way. This analog is the maximal, nondegenerate, complex, bigraded Lie
algebra, such that it contains the symbol as its part with nonnegative first weight and, in addition,
the only possible non-vanishing bigraded components with first weight equal to 1 have biweights (1,−1)
and (1, 1) (Definition 3.1). This bigraded algebra is endowed with an anti-linear involution (i.e., with
a real form). The naturality of this notion is justified by our main theorem – Theorem 3.2 – on the
existence of a canonical absolute parallelism for all CR structures with given regular 2-nondegenerate
CR symbol, which shows that the real part of the bigraded universal algebraic prolongation plays exactly
the same role for our structure as Tanaka’s universal prolongation for standard Tanaka structures. In
other words, for every CR structure with a given regular, 2-nondegenerate CR symbol g0 a canonical
absolute parallelism exists on a bundle of dimension equal to the (complex) dimension of the bigraded
universal algebraic prolongation. Moreover, among such structures the flat structure is the only one – up
to local equivalence – whose algebra of infinitesimal symmetries has the latter dimension, and the algebra
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of infinitesimal symmetries of the flat structure of type g0 is isomorphic to the real part of the bigraded
universal Tanaka prolongation.
We emphasize that Theorem 3.2 establishes the existence of a canonical absolute parallelism following
a choice of normalization condition in each step of the prolongation – cf., Remark 1.2 above – but we do
not specify which normalization conditions are preferable, and in particular we do not investigate if such
conditions exist to determine a canonical Cartan connection. However, we believe that the framework
developed here will be useful to address this question.
Further, we classify all regular 2-nondegenerate symbols with 1-dimensional Levi kernel in section 4
(Theorems 4.4 and 4.5) and calculate their bigraded universal prolongations in section 5 (Theorems 5.1
and 5.3). It turns out in this case that if the linear operator adv is as in (1.1), then the CR symbol at a
point x ∈M is regular if and only if an antilinear map A : Hx/Kx → Hx/Kx defined by
(1.5) A(y) = adv(y¯)
satisfies
(1.6) A3 = αA, α ∈ R.
Note that, although α depends on the choice of a generator v of Kx, its sign is independent of this choice.
We subdivide the set of regular 2-nondegenerate symbols with 1-dimensional Levi kernel into nilpotent
regular if α = 0 – equivalently, A3 = 0 – and non-nilpotent regular otherwise; i.e., when α 6= 0. The
latter type is subdivided into two subtypes: strongly non-nilpotent regular if A is a bijection, and weakly
non-nilpotent regular otherwise.
The bigraded universal algebraic prolongation of any strongly non-nilpotent regular symbol is isomor-
phic to the complex orthogonal algebra so (m,C) with m = 12 (dimM + 5). To describe the real parts
of this prolongation we say that the Hermitian form induced on H/K by the Levi form is the reduced
Levi form. If α in (1.6) is positive, there exists exactly one strongly non-nilpotent regular symbol whose
signature of the reduced Levi form equal to (p, q) – dimM = 2(p + q) + 3 – and the real part of its
bigraded universal prolongation is isomorphic to so(p+2, q+2). Such a symbol is said to be of type Ip,q.
The case when α < 0 may occur if and only if p = q, and the real parts of their universal prolongations
are isomorphic to so∗(2p+ 4). Such symbols are said to be of type IIp.
To describe the unique (up to local diffeomorphism) maximally symmetric model among all 2-non-
degenerate, hypersurface-type CR structures with strongly non-nilpotent regular CR symbol of type Ip,q,
we follow a procedure similar to that in [24, Appendix, §6]. Consider a real-symmetric form S of signature
(p+2, q+2) on Rp+q+4. Complexifying, we extend S to a form SC on Cp+q+4. To a complex line generated
by z = u+ iv ∈ Cp+q+4 (u, v ∈ Rp+q+4), one can associate a real plane span{u, v} ⊂ Rp+q+4. This defines
a map F : Pp+q+3(C)→ Gr2(Rp+q+4). The maximally symmetric model is given by the preimage under F
of S-isotropic planes in Rp+q+4, which is a real hypersurface in the complex hypersurface of SC-isotropic
lines in Pp+q+3(C). Using the same arguments as in [15, section 2] based on [24], it can be shown that
this model is locally equivalent to the tube hypersurface in Cp+q+2 over the future light cone in Rp+q+2,
as in the model (1.2), but with signature (p+ 1, q + 1).
To describe the unique (up to local diffeomorphism) maximally symmetric model among all 2-non-
degenerate, hypersurface-type CR structures with strongly non-nilpotent regular CR symbol of type IIp
take C2p+4 endowed with split-signature hermitian form h and a symmetric form S such that in some
basis, the forms h and S are given by matrices(
1p+2 0
0 −1p+2
)
and
(
0 1p+2
1p+2 0
)
,
respectively. The maximally symmetric model is given by the real hypersurface of h-isotropic lines in the
complex hypersurface of S-isotropic lines in the projective space P2p+3(C) of C2p+4.
The bigraded universal algebraic prolongation of weakly non-nilpotent regular symbol is equal to the
symbol itself. Finally, the bigraded universal algebraic prolongations of nilpotent regular symbols are
not semisimple. An explicit description of these algebras will be given in a future work, but we are
obliged to mention an important strain within them. For dimM ≥ 7, the maximal dimension among the
bigraded universal algebraic prolongations of regular symbols with 1-dimensional Levi kernel is achieved
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by the prolongation of the nilpotent regular symbol such that, in some basis (Theorem 4.5), the antilinear
map A defined by (1.5) has a matrix with only one nonzero Jordan block of size 2; this dimension is
1
4 (dimM − 1)2 + 7.
For completeness, we offer without proof the (local) hypersurface realizations of the maximally sym-
metric models for these nilpotent symbols. If n = 12 (dimM − 1) and the signature of the reduced Levi
form is (p, q), p+ q = n−1, then in coordinates (z1, . . . , zn, w) for Cn+1 these are the hypersurfaces given
by the equation
(1.7) Im(w + z21 z¯n) = z1z¯2 + z¯1z2 +
n−1∑
i=3
εiziz¯i,
where εi ∈ {−1, 1} and {εi}n−1i=3 consists of p− 1 terms equal to 1 and q− 1 terms equal to −1 (note that
for dimM = 7 last sum in the right-hand side of (1.7) disappears – see (1.8) below). The model (1.7) was
kindly communicated to us by Boris Doubrov, and will feature in future joint work along with realizations
of maximally symmetric models for other nilpotent symbols. These realizations can be obtained using
the relation between CR-structures and systems of partial differential equations via Segre varieties; see,
for example, [25, 19].
For some small dimensions, we compare in the following table the dimension of the bigraded universal
prolongations of such nilpotent regular symbols with the corresponding dimensions in the case of strongly
non-nilpotent regular symbols:
dimM dimUbigrad(g
0) maximal dimUbigrad(g
0)
for strongly non-nilpotent symbols for nilpotent symbols
7 15 16
9 21 23
11 28 32
Moreover, we compare our results with the previously known results for dimM = 5 and 7. For
dimM = 5 there exists exactly one 2-nondegenerate CR symbol. It automatically has a 1-dimensional
kernel, is strongly non-nilpotent regular, and it corresponds to p = 1 and q = 0, so that the real part of
the bigraded universal algebraic prolongation is equal to so(3, 2) as expected from [15, 18, 21].
For dimM = 7 the bigraded universal algebraic prolongation of the strongly non-nilpotent regular
symbol is isomorphic to so(6,C) ∼= sl4(C). Here there are three different strongly non-nilpotent regular
symbols: one in the case of reduced Levi form of signature (2, 0), and two for signature (1, 1). In the first
case the real part of the bigraded universal algebraic prolongation is isomorphic to so(4, 2) ∼= su(2, 2).
In the second case it is isomorphic to either so(3, 3) ∼= sl4(R) or so∗(6) ∼= su(3, 1). Note that in [22],
an absolute parallelism was constructed for two of these three cases, corresponding to so(4, 2) ∼= su(2, 2)
and so∗(6) ∼= su(3, 1). Also in dimM = 7 there are two weakly non-nilpotent regular symbols with
1-dimensional kernel – one for each signature – and exactly one regular nilpotent symbol. As noted in
the table above, the bigraded universal algebraic prolongation of the latter has dimension 16, compared
to 15 in the strongly non-nilpotent regular case, and the local hypersurface realization of the maximally
symmetric model is given in coordinates (z1, z2, z3, w) of C
4 by the equation
(1.8) Im(w + z21 z¯3) = z1z¯2 + z¯1z2,
a particular case of (1.7) with n = 3. Finally, for dimM = 7 there are no 2-nondegenerate CR structures
with 2-dimensional Levi kernel.
Remark 1.3. Several words about the potential importance of CR structures with regular symbols.
Starting with dimM = 7, the space of non-equivalent symbols of 2-nondegenerate CR structures with
1-dimensional Levi kernel is large and contains continuous parameters (moduli). As a matter of fact,
the classification of such symbols is equivalent to the classification of pairs consisting of a real line ℓ of
nondegenerate Hermitian forms of arbitrary signature and a complex line A of self-adjoint, anti-linear
operators in a complex vector space of dimension 12 (dimM−3), up to a change of a basis in this space (see
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Proposition 4.1). As far as we know, this classification problem is solved in the case of positive-definite
Hermitian forms only ([14]), and even in this case the normal forms contain continuous parameters related
to the eigenvalues of A2 – a line of linear self-adjoint operators. The case of sign-indefinite Hermitian
forms is richer, as evidenced by the well known problem of normal forms for pairs consisting of a real line
of nondegenerate Hermitian forms of arbitrary signature in a complex vector space and a complex line of
self-adjoint linear operators on the same complex vector space ([13, Theorem 5.1.1]: these normal forms
in the sign-indefinite case may feature Jordan blocks as well). So, the regular symbols classified in the
present paper represent a very small subset of all symbols. However, we conjecture: The CR symbol of a
2-nondegenerate, hypersurface-type CR structure admitting a transitive group of symmetries is regular. If
this conjecture is true, then the hypersurfaces given by (1.7) would locally, up to equivalence, describe the
maximally symmetric homogeneous models among 2-nondegenerate, hypersurface-type CR structures of
a given dimension ≥ 7 whose Levi kernel is 1-dimensional.
Acknowledgements: We are grateful to Andrea Santi for pointing out several gaps in the earlier version
of the article, and to Boris Doubrov for valuable discussions, especially concerning the construction of
hypersurface realizations of maximally symmetric models.
2. CR symbol for 2-nondegenerate CR structures of hypepersurface type
As mentioned in the Introduction, we consider a 2-nondegenerate, hypersurface-type CR structure
(D, J) on M . For any real vector bundle E → M , CE denotes the complexified vector bundle whose
fiber over x ∈M is CEx = Ex⊗RC = Ex⊕R iEx. Recall that CDx = Hx⊕Hx splits into ±i-eigenspaces
for Jx and that the Levi kernel is a complex subbundle K ⊂ H with conjugate K ⊂ H. Define
g−1(x) = CDx/(Kx ⊕Kx), g−2(x) = CTxM/CDx.(2.1)
Similar to the Levi form on the holomorphic subbundle H ⊂ CTM , one can define a CTxM/CDx-valued
alternating form ω on g−1(x): for y1, y2 ∈ g−1, let Yi ∈ Γ(CD) be such that Yi(x) = yimodK ⊕ K,
(i = 1, 2), and set
ω(y1, y2) = [Y1, Y2](x) mod g−1(x).
Henceforth in this section we suppress the subscript x or argument (x) when referring to pointwise
structures like the fibers of bundles or components of the symbol algebra. This is no loss of specificity,
as we will restrict our attention to CR structures of constant type. The complex vector space
(2.2) g− = g−1 ⊕ g−2
is endowed with the natural structure of a graded Lie algebra with the only nontrivial brackets coming
from the form ω. This algebra is isomorphic to the Heisenberg algebra. Its algebra of derivations der(g−)
is isomorphic to the complex conformal symplectic algebra csp(g−1, ω). Let
g−1,1 = H/K, g−1,−1 = H/K, g−2,0 = g−2.
We say that a bigrading is compatible with the grading of a vector space if the ith component of the
grading is the direct some of all bigraded components whose first weight is i. Bearing in mind the
involutivity of H and H , we see that g− is a bigraded Lie algebra with respect to the bigraded splitting
(2.3) g− = g−1,−1 ⊕ g−1,1 ⊕ g−2,0,
which is compatible with the grading (2.2). Also recall that g− is endowed with the anti-linear involution
given by the complex conjugation in CTM . By construction, it satisfies
(2.4) gi,j = gi,−j .
For v ∈ K, take adv : H/K → H/K to be as in (1.1). Extending adv trivially to H/K, we obtain a
derivation adv ∈ der(g−). Here, as before, der(g−) is the Lie algebra of derivations of g− preserving the
grading (2.2), but not necessarily the bigrading (2.3). Referring to the collection of such adv operators
as adK , we identify adK with a complex subspace in der(g−), which we denote by g0,2. Taking the
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complex conjugate, we define adK and similarly identify it with a subspace in der(g−), denoted g0,−2. By
construction,
(2.5)
[g0,2, g−1,−1] ⊂ g−1,1, [g0,2, g−1,1] = 0,
[g0,−2, g−1,1] ⊂ g−1,−1, [g0,−2, g−1,−1] = 0.
Finally, let g0,0 be the maximal subalgebra of der(g−) such that
[g0,0, g−1,±1] ⊂ g−1,±1(2.6)
[g0,0, g0,±2] ⊂ g0,±2.(2.7)
Equivalently, g0,0 ⊂ der(g−) is the maximal subalgebra of derivations preserving the bigrading (2.3) and
satisfying (2.7). Collecting all bracket relations between the bigraded components defined so far, we have
(2.8) [gi1,j1 , gi2,j2 ] ⊂ gi1+i2,j1+j2 , i1 ≤ 0, {(i1, j1), (i2, j2)} 6= {(0, 2), (0,−2)}.
Complex conjugation of y ∈ g− induces conjugation on f ∈ der(g−) via
(2.9) f(y) = f(y).
In this way, (2.4) extends to g0,j , with j = 0,±2. Thus, the anti-linear involution given by the operator
of complex conjugation is defined on the space
(2.10) g0 = g−2,0 ⊕ g−1,−1 ⊕ g−1,1 ⊕ g0,−2 ⊕ g0,0 ⊕ g0,2.
Definition 2.1. The vector subspace g0 of g−⊕der(g−), having bigrading as in (2.10) and endowed with
the anti-linear involution ¯ is called the symbol of the CR structure (D, J) at x, or more briefly, the CR
symbol.
Collecting all properties that we used in the previous definition, we get the following, natural
Definition 2.2. Let g− = g−1 ⊕ g−2 be the complex graded Heisenberg algebra. A vector space g0 =
g− ⊕ g0 with g0 ⊂ der(g−) that has a bigrading like (2.10) compatible with the grading g− ⊕ g0 is
called an abstract symbol of 2-nondegenerate, hypersurface-type CR structure if it satisfies (2.8), g0,0
is the maximal subalgebra of der(g−) satisfying (2.6) and (2.7), and it is endowed with the anti-linear
involution ¯ satisfying (2.4).
Definition 2.3. Let g0 be an abstract 2-nondegenerate CR symbol. We say that a 2-nondegenerate CR
structure of hypersurface type has constant CR symbol g0 if its CR symbols at all points are isomorphic
to g0.
In contrast to the standard Tanaka symbol, an abstract 2-nondegenerate symbol is not a Lie algebra
in general, because the brackets [g0,−2, g0,2] may not belong to it.
Definition 2.4. An abstract 2-nondegenerate CR symbol g0 is called regular if it is a Lie subalgebra of
g− ⊕ der(g−), which is equivalent to the condition
(2.11) [g0,−2, g0,2] ⊂ g0,0,
By construction of g0,±2 it follows that [[g0,−2, g0,2], g−1,±1] ⊂ g−1,±1. Hence, by (2.6) -(2.7) the
abstract 2-nondegenerate CR symbol g0 is regular if and only if
(2.12) [[g0,−2, g0,2], g0,±2] ⊂ g0,±2.
From this it is easy to see that the symbol of the CR structure (D, J) at x is regular if at only if the
following relation:
(2.13) adv1 ◦ adv¯2 ◦ adv3 + adv3 ◦ adv¯2 ◦ adv1 ∈ span{adv|v ∈ Kx}, ∀v1, v2, v3 ∈ Kx
Condition (2.11) endows g0 with the structure of the bigraded Lie algebra, because the rest of the bigrading
conditions follow by construction.
Remark 2.5. The component g0,0 in the definition of 2-nondegenerate CR symbols can be recovered
from the other components. However, we prefer to include it in the definition for brevity, and because it
simplifies the notion of algebraic prolongation in the sequel.
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Remark 2.6. In the situation considered here, the abstract core defined by A. Santi in [23] is in our
notation the real part of the vector space
(2.14) m = g−2,0 ⊕ g−1,−1 ⊕ g−1,1 ⊕ g0,−2 ⊕ g0,2
(i.e. consisting of all components of g0 except g0,0), together with:
• the operator J defined on real parts of g−1 and g0,−2 ⊕ g0,2 and satisfying J2 = −Id,
• the structure of the Heisenberg algebra on g−, and
• the identification of g0,−2 and g0,2 with elements of der(g−) satisfying (2.5),
although he does explicitly use the structure of a bigrading. Clearly this data is equivalent to that
encoded in our symbol. Note that the real part of the symbol does not have any natural bigrading.
Finally, for a regular 2-nondegenerate CR symbol g0 – by analogy with the standard Tanaka theory –
one can define the notion of the flat structure of type g0. Let ℜG0 and ℜG0,0 be the simply connected
Lie groups corresponding to the real parts of the Lie algebras g0 and g0,0. Let M0 = ℜG0/ℜG0,0. Since
the tangent space to M0 at the coset o of the identity can be identified with the real part of the space
m defined by (2.14), the direct sum of real parts of g−1 and g0,−2 ⊕ g0,2 define a subspace Do ⊂ ToM0,
and the structures on g0 determine the operator J on Do satisfying J
2 = −Id. The action of ℜG0 on M0
induces the same structures on the tangent space at every point of M0 from the structure on Do – i.e.,
a CR structure. From the properties of the bigraded components of g0 it follows that this structure is a
2-nondegenerate CR structure of hypersurface type with CR symbol g0.
Definition 2.7. The CR structure on ℜG0/ℜG0,0 constructed above is called the flat CR structure of
type g0.
3. Universal algebraic prolongation of regular symbols and existence of absolute
parallelism
In this section we fix a regular, abstract, 2-nondegenerate CR symbol g0. The bigraded structure of g0
is crucial for defining the correct universal algebraic prolongation so that it is suitable to the geometric
prolongation procedure for the constructing the absolute parallelism.
Definition 3.1. The bigraded universal algebraic prolongation of the symbol g0 is the maximal (nonde-
generate) bigraded Lie algebra Ubigrad(g
0) of the form
(3.1) Ubigrad(g
0) = g0 ⊕ g1,−1 ⊕ g1,1 ⊕
⊕
i≥2,j∈Z
gi,j ,
where, as in the standard Tanaka theory, nondegeneracy means that ad(y)|g− 6= 0 for any nonzero
y ∈ Ubigraded with a nonnegative first weight. The space gi :=
⊕
j∈Z gi,j is called the i
th bigraded
prolongation of the symbol g0.
Let us compare this prolongation to the standard Tanaka universal algebraic prolongation U(g0) of
g0 = g− ⊕ g0 with respect to the first weight (where g0 =
⊕
j∈{0,±2} g0,j). In the process, we will
demonstrate the uniqueness of the bigraded prolongation, which is not evident a priori. Let
(3.2) U(g0) = g− ⊕ g0 ⊕
⊕
i>0
g˜i
We use ˜ for the positively graded components to distinguish from the notation that will be used below
for the bigraded Tanaka prolongation.
The spaces g˜i have an explicit realization, which we now describe for g˜1. Recall that an endomorphism
f of a graded vector space has degree k ∈ Z if the image of a vector of weight i is a vector of weight
i+ k; we write deg f = k in this case. Similarly, we say that an endomorphism f of a bigraded space has
bidegree (k, l) if the image of a vector of biweight (i, j) has biweight (i+ k, j + l). Then
(3.3) g˜1 = {f ∈ End(g0) | deg f = 1, f([v1, v2]) = [f(v1), v2] + [v1, f(v2)] ∀ v1, v2 ∈ g−}.
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Observe that f |g0 = 0 for f ∈ g1 as deg f = 1, so f can be considered an element of Hom(g−, g0) and
one can define brackets between f1 ∈ g˜0 and f2 ∈ g1 in the following natural way,
(3.4) [f1, f2](v) = [f1(v), f2] + [f1, f2(v)] ∀v ∈ g−.
The bigrading (2.10) on g0 induces a bigrading on g˜k with components of biweight (k, l) consisting
of the endomorphisms of g0 of bidegree (k, l). Based on the biweights of g0, the only nonzero bigraded
components of g˜1 have biweights (1,±1), (1,±3); i.e.,
(3.5) g˜1 = g˜1,−3 ⊕ g˜1,−1 ⊕ g˜1,1 ⊕ g˜1,3.
From the maximality condition for the Tanaka universal prolongation it follows that g1,−1 and g1,−1 can
be realized as subspaces if g˜1. The bigrading condition on the prolongation (3.1) requires [g1,−1, g0,−2] ⊂
g1,−3 = 0, as well as [g1,1, g0,2] = 0. This implies that g1,±1 must satisfy
g1,−1 = {f ∈ g˜1,−1 | [f, g0,−2] = 0,
[
[f, g0,2], g0,2
]
= 0},(3.6)
g1,1 = {f ∈ g˜1,1 | [f, g0,2] = 0,
[
[f, g0,−2], g0,−2
]
= 0}.(3.7)
Since these form systems of linear equations, the first bigraded prolongation g1 is uniquely determined.
The first bigraded prolongation g1 = g1,−1 ⊕ g1,1 can be significantly smaller than g˜1. For example,
in the case dimM = 5, g− is a free truncated Lie algebra and g0 = der(g−) ∼= gl(g−1), so g˜1 can be
identified with Hom(g−1, g0). Because dim g−1 = 2, dim g˜1 = 8. On the other hand, from section 5.1.2 it
will follow that dim g1 = 2 in this case.
In contrast to the first bigraded prolongation g1, the i
th bigraded prolongation gi of Ubigrad(g
0) with
i ≥ 2 is exactly the same as that of the standard Tanaka universal prolongation of the space g−⊕ g0⊕ g1
(by the latter we mean the maximal nondegenerate graded Lie algebra such that its part corresponding
to weights not greater than 1 is equal to g− ⊕ g0 ⊕ g1). Recursively, one has
(3.8) gi =
{
f ∈ End
(⊕
k≤i−1
gk
) ∣∣∣ deg f = i, f([v1, v2]) = [f(v1), v2] + [v1, f(v2)] ∀ v1, v2 ∈ g−} ,
and the second weight is assigned in the obvious way. The fact that we prolong g− ⊕ g0 ⊕ g1 and not
g− ⊕ g0 ⊕ g˜1 implies that gi is in general a subspace of g˜i. Also, (3.8) is a system of linear equations, so
the ith bigraded Tanaka prolongation is uniquely defined.
Since g1 is a subspace of endomorphisms acting on a space endowed with an anti-linear involution
satisfying (2.4), an anti-linear involution satisfying (2.4) is induced on g1 via the formula (2.9). This
involution can be extended recursively to the whole algebra Ubigrad(g
0) using the formula (2.9). Let
ℜUbigrad(g0) be the real part of Ubigrad(g0) with respect to this involution.
The following theorem is the main result of this paper:
Theorem 3.2. Assume that g0 is a regular symbol such that dimUbigrad(g
0) <∞.
(1) To any 2-nondegenerate, hypersurface-type CR structure with symbol g0 one can assign the
canonical structure of absolute parallelism on a bundle over M of (real) dimension equal to
dimC Ubigrad(g
0);
(2) The algebra of infinitesimal symmetries of the flat CR structure of type g0 is isomorphic to the
real part ℜUbigrad(g0) of Ubigrad(g0);
(3) The dimension of the algebra of infinitesimal symmetries of a 2-nondegenerate, hypersurface type
CR structure with regular symbol g0 is not greater than dimC Ubigrad(g
0), and any CR structure
of type g0 whose algebra of infinitesimal symmetries has dimension dim Ubigrad(g
0) is locally
equivalent to the flat CR structure of type g0.
The proof of this theorem constitutes section 6.
We classify all regular, abstract 2-nondegenerate CR symbols with 1-dimensional Levi kernel in section
4 (Theorems 4.4 and 4.5) and calculate the real parts of their bigraded universal algebraic prolongations
in section 5 (Theorems 5.1 and 5.3), so that Theorem 3.2 can be formulated more explicitly in this case.
In particular, in this case all bigraded universal algebraic prolongations are finite dimensional.
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4. Classification of Regular 2-nondegenerate CR Symbols with dimC g0,±2 = 1.
In this section we restrict our attention to the case of 1-dimensional Levi kernel. Let g0 be a regular,
abstract, 2-nondegenerate CR symbol with 1-dimensional Levi kernel. Then one can assign to it a pair: a
canonical real line of nondegenerate Hermitian forms and a canonical complex line of anti-linear operators
on the space g−1,1; see Remark 1.3 above.
A generator ℓ of the canonical real line of Hermitian forms on g−1,1 is defined as follows: First, fix a
basis vector e0 ∈ iℜg−2,0. Then ℓ is defined via
(4.1) [y1, y2] = ℓ(y1, y2)e0, y1, y2 ∈ g−1,1.
Re-scaling e0 ∈ iℜg−2,0 effects re-scaling of ℓ.
A generator A of the canonical complex line of anti-linear operators is defined by choosing a basis
vector f ∈ g0,2 and setting
(4.2) Ay = [f, y], y ∈ g−1,1.
Re-scaling f ∈ g0,2 effects re-scaling of A. Moreover, it is easy to show ([22, §2.3]) that A is self-adjoint
with respect to ℓ, i.e.
ℓ(Ay1, y2) = ℓ(Ay2, y1), y1, y2 ∈ g−1,1.(4.3)
Equivalence relations are naturally defined on the space C of abstract, 2-nondegenerate CR symbols
with 1-dimensional Levi kernel and the space P of pairs consisting of a real line of nondegenerate Her-
mitian forms and a complex line of anti-linear, self-adjoint operators on g−1,1. Two CR symbols are
equivalent if there exists a linear isomorphism between them preserving all their algebraic structures.
Regarding P, the standard action of the group GL(g−1,1) induces an action – and therefore an equiva-
lence relation – on it as well. Using Remark 2.5 and the fact that all nontrivial Lie brackets on the space
m defined by (2.14) are given via the form ℓ and the operator A, the following is immediate.
Proposition 4.1. Two abstract 2-nondegenerate CR symbols g0 and g˜0 with 1-dimensional Levi kernels
are equivalent if and only if the corresponding pairs (ℓ, A) and (ℓ˜, A˜) from P are equivalent.
Normal forms for the pair (〈ℓ〉R, 〈A〉C) in P are known in the case of sign-definite ℓ only ([14]). Without
the assumption of sign-definiteness of ℓ, normal forms are still known for pairs (〈ℓ〉R, 〈A2〉R) ([13, Theorem
5.1.1]). Let us call the latter pair the reduced pair of the original one. Note that the equivalence of pairs in
P obviously implies the equivalence of the corresponding reduced pairs, but not vice versa. Both normal
forms from [14] and [13] show that the space of equivalence classes of 2-nondegenerate CR symbols is
very rich and contains moduli. In this paper we are interested in regular symbols only, and this space
is small and discrete (see Remark 1.3 above discussing why regular symbols are particularly important).
The following lemma is important toward the classification of all regular 2-nondegenerate CR symbols:
Lemma 4.2. Assume that an abstract 2-nondegenerate CR symbol g0 with 1-dimensional Levi kernel is
described by a pair (〈ℓ〉R, 〈A〉C) ∈ P and
(4.4) Z = ker A, W = ImA
If the CR symbol g0 is regular, then
(4.5) A3 = αA.
for α ∈ R. Moreover, if α 6= 0, then
g−1,1 = Z ⊕W,(4.6)
A2|W = αI|W ,(4.7)
and the restrictions of the Hermitian form ℓ to W and Z are nondegenerate.
Proof. Relation (4.5) is in fact a direct consequence of (2.13) and (4.2) in the case of one-dimensional
Levi kernel. We give here a detailed proof for completeness, as the proof of (2.13) was omitted. Fix
f ∈ g0,2 so that f ∈ g0,−2. Both f , f¯ belong to der(g−) ⊂ gl(g−1), and their Lie brackets are defined by
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the commutator in gl(g−1). Hence, the regularity condition (2.11) reads f ◦ f − f ◦ f ∈ g0,0, which by
the definition of g0,0 implies
(f ◦ f − f ◦ f) ◦ f − f ◦ (f ◦ f − f ◦ f) = α0f,(4.8)
for some constant α0. Recall that the construction of g0,±2 requires f
2 = 0. Therefore, the left-hand side
of (4.8) reduces to 2f ◦ f ◦ f , whence
f ◦ f ◦ f = αf(4.9)
for α (= α02 ), which must be R-valued by (4.3). Restricting the last identity to g−1,−1 and using (4.2)
we get that
A3 = αA.(4.10)
Further , let α 6= 0. and subspaces Z and W are as in (4.4). Let us show that Z ∩W = 0. Indeed, if
y ∈ Z ∩W , then Ay = 0 and there exists w ∈ g−1,1 such that y = Aw. Hence, 0 = A2y = A3w = αAw =
αy, which together with the assumption that α 6= 0 implies that y = 0. Thus, Z ∩W = 0 and we have
(4.6). Further A|W is a bijection, so restricting (4.10) to W we get (4.7). 
Definition 4.3. Assume that a regular abstract 2-nondegenerate CR symbol g0 with 1-dimensional Levi
kernel is described by a pair (〈ℓ〉R, 〈A〉C) ∈ P. Then g0 is called nilpotent regular if the coefficient α
in (4.5) is equal to zero or, equivalently, A3 = 0 and non-nilpotent regular otehrwise, i.e. when α 6= 0.
A non-nilpotent regular symbol is called strongly non-nilpotent regular, if A is a bijection, and weakly
non-nilpotent regular otherwise.
The classification of all regular CR symbols is given by the following two theorems, describing the
cases of non-nilpotent and nilpotent regular symbols separately:
Theorem 4.4. Consider a non-nilpotent regular, abstract 2-nondegenerate CR symbol g0 described by
a pair (〈ℓ〉R, 〈A〉C). Assume that ℓ has signature (p, q) with p ≥ q, and (p1, q1) is the signature of the
restriction of ℓ to W = ImA (p1 ≤ p, q1 ≤ q). Re-scaling if necessary, we can assume that A2|W = 1W
or A2|W = −1W , depending on the sign of α in (4.5). Then the following two statements hold:
(1) If A2|W = 1W , then there are bases of W and Z (= W⊥) such that ℓ|W , ℓ|Z , A|W , and A|Z are
represented by the matrices
ℓ|W =
(
1p1 0
0 −1q1
)
, ℓ|Z =
(
1p−p1 0
0 −1q−q1
)
,(4.11)
A|W = 1W , A|Z = 0.
In particular, a regular symbol with A2|W = 1|W is uniquely – up to isomorphism – determined
by the signature (p, q) of ℓ, and the signature (p1, q1) of the restriction of ℓ to W = ImA.
(2) If A2|W = −1|W , then q1 = p1 and there are bases of W and Z (= W⊥) such that ℓ|W , ℓ|Z ,
A|W , and A|Z are represented by the matrices
ℓ|W =
(
1p1 0
0 −1p1
)
, ℓ|Z =
(
1p−p1 0
0 −1q−p1
)
,(4.12)
A|W =
(
0 −1p1
1p1 0
)
, A|Z = 0.
Thus, a regular symbol with A2|W = −1|W exists only if dimW is even, the signature of the
restriction of ℓ to W is (p1, p1), and in this case it is uniquely – up to isomorphism – determined
by the signature (p, q) of ℓ, p ≥ q ≥ p1.
To formulate the classification theorem in the case of nilpotent regular symbol, denote by Jk the
nilpotent Jordan block of size k × k and by Pk the k × k-matrix with 1’s on the anti-diagonal, i.e., the
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diagonal going from the lower left corner to the upper right corner of the matrix, and 0’s elsewhere. In
terms of the entries the matrices Jk and Pk are defined by
(Jk)ij =
{
1, j = i+ 1
0, otherwise
, (Pk)ij =
{
1, i+ j = k + 1
0, otherwise
, 1 ≤ i, j ≤ k.
Also, given square matrices A1, . . . As, we shall denote by A1⊕ · · · ⊕As the corresponding block-diagonal
matrix.
Theorem 4.5. Consider a nilpotent regular, abstract 2-nondegenerate CR symbol g0 described by a pair
(〈ℓ〉R, 〈A〉C). Then there exists a basis of g−1,1, integers k1, . . . ks ∈ {1, 2, 3}, at least one of which is
greater than 1, and numbers ǫ1, . . . , ǫs ∈ {−1, 1} such that in the chosen basis
A = Jk1 ⊕ · · · ⊕ Jks ,(4.13)
ℓ = ǫ1Pk1 ⊕ · · · ⊕ ǫsPks .(4.14)
Before proving these theorems, let us distinguish an important subclass of regular symbols and reveal
the consequence of Theorem 4.4 for this subclass.
Strongly non-nilpotent regularity is equivalent to the condition that α 6= 0 together with the condition
Z = 0 in the splitting (4.6). The latter condition is equivalent to the condition that p1 = p and q1 = q
in Theorem 4.4. Theorem 4.4 reads as follows in this particular case.
Corollary 4.6. Suppose a strongly non-nilpotent regular, abstract, 2-nondegenerate CR symbol g0 is
described by a pair (〈ℓ〉R, 〈A〉C), such that ℓ has signature (p, q) with p ≥ q. Re-scaling if necessary, we
may assume A2 = 1g−1,1 or A
2 = −1g−1,1 , depending on the sign of α in (4.5). Then the following two
statements hold:
(1) If A2 = 1g−1,1 , there is a basis of g−1,1 such that the generator ℓ of the canonical line of Hermitian
forms and a generator A of the canonical line of anti-linear operators are represented by the
matrices
(4.15) ℓ =
(
1p 0
0 −1q
)
and A = 1p+q
in this basis. Thus, in this case strongly non-nilpotent regular symbols are uniquely – up to
isomorphism – determined by the signature (p, q), p ≥ q.
(2) If A2 = −1g−1,1 , then q = p and there is a basis of g−1,1 such that a generator ℓ of the canonical
line of Hermitian forms and a generator A of the canonical line of anti-linear operators are
represented by the matrices
(4.16) ℓ =
(
1p 0
0 −1p
)
and A =
(
0 −1p
1p 0
)
,
in this basis. Thus, in this case strongly non-nilpotent regular symbols exist only if dim g−1,1 is
even and the signature of the Hermitian form is (p, p). Such a symbol is uniquely – up to an
isomorphism – determined by p or dim g−1,1 = 2p.
Definition 4.7. The 2-nondegenerate CR symbol from item (1) of Corollary 4.6 is called the strongly non-
nilpotent regular symbol of type Ip,q, or simply type I if the specification of the signature is not essential.
The 2-nondegenerate CR symbol from item (2) of Corollary 4.6 is called the strongly non-nilpotent regular
symbol of type IIp, or simply type II if the specification of the signature is not essential.
Proof of Theorem 4.4
First consider the case when A2|W = 1W . Following the proof of [29, Lemma 3.1], let
W+ = {x+Ax, x ∈W}, W− = {x−Ax, x ∈ W}.
Then W± are real vector subspaces and Aw = ±w for any w ∈W±. Also, from anti-linearity,W− = iW+
and W = W+ ⊕W−. By the standard theory for nondegenerate Hermitian forms, we can choose an
ℓ-orthonormal basis in W+ with respect to which ℓ|W and A|W are represented by matrices as in (4.11).
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The two matrix representations for the restrictions of ℓ and A to Z follow from the facts that Z = W⊥
and Z = kerA by choosing an ℓ-orthonormal basis in Z.
Now consider the case A2 = −1W . Define positive and negative cones inW by C+ = {w : ℓ(w,w) ≥ 0}
and C− = {w : ℓ(w,w) ≤ 0}. By (4.3),
ℓ(Aw,Aw) = ℓ(A2w,w) = −ℓ(w,w).
Hence, the anti-linear map A sends C+ to C− and vice versa, which is possible only if the signature
of ℓ|W is (p1, p1). Indeed, the positive (negative) index of ℓ|W is the maximal dimension of subspaces
belonging to C+ (C−). Since A sends subspaces to subspaces and is nonsingular on W (from the fact that
A2 = −1W ), the positive and negative indices of ℓ|W must be equal.
Let e ∈ W with ℓ(e, e) = 1 so that ℓ(Ae,Ae) = −1 and spanC{e, Ae} is an A-stable subspace of W .
We can take e, Ae to be orthogonal with respect to ℓ as follows. If ℓ(e, Ae) = reiφ for real φ, r > 0 (and
e the natural exponential), replace e with e−i
φ
2 e so that ℓ(e, Ae) = r.
Let E = spanR{e, Ae}. Now set e˜ = a1e + a2Ae for a1, a2 ∈ R and let z = a1 + ia2. Invoking our
hypothesis on A, Ae˜ = −a2e+ a1Ae, and it is easy to see that
(4.17) e˜− iAe˜ = z(e− iAe).
The restriction of ℓ to E defines a symmetric form that can be extended C-linearly to the symmetric form
(·, ·) on CE . By construction, (e− iAe, e− iAe) = 2− 2ri and orthonormality of {e˜, Ae˜} is equivalent to
(e˜− iAe˜, e˜− iAe˜) = 2. From this and (4.17) it follows that z must satisfy the equation z2 = 11−ir , which
has a solution.
This proves that an orthonormal basis of E of the form {e, Ae} exists. Self-adjointness (4.3) ensures
that the orthogonal complement of the nondegenerate, A-stable subspace E is also A-stable. Iterating
the above procedure, we determine that there is an orthonormal basis {eα1}2p1α1=1 of W whose first p1
vectors belong to C+ and last p1 vectors belong to C−, such that Aea = ep+a for 1 ≤ a ≤ p1. Therefore,
the matrix representations of ℓ|W and A|W in this basis are exactly (4.12). The proof is completed in
the same manner as in the previous case by noticing that Z = W⊥, Z = kerA, and we can choose an
ℓ-orthonormal basis in Z to get the rest of (4.12) concerning the restrictions to Z. 
Proof of Theorem 4.5
The proof mimics part of the proof of Theorem 5.1.1 from [13]; the main difference here is that we
consider anti-linear instead of linear maps. By (4.10) A3 = 0 in the considered case. Consider the
following two subcases:
Case 1 A2 6= 0. Choose some positive definite Hermitian form (·, ·) on g−1,1 and let H be the linear
operator relating the forms ℓ and (·, ·), i.e. ℓ(v, w) = (Hv,w), v, w ∈ g−1,1. By construction, HA2 is a
self-adjoint linear operator with respect to (·, ·) and hence it has a non-zero (real) eigenvalue. Let a1 be
the corresponding eigenvector. Then ℓ(A2a1, a1) = (HA
2a1, a1) 6= 0 is real. Normalize a1 such that
(4.18) ℓ(A2a1, a1) = ǫ1,
where ǫ1 ∈ {−1, 1}.
Let aj := A
j−1a1, j = 2, 3. Directly from (4.18) and the fact that A is self-adjoint with respect to ℓ it
follows that
ℓ(aj , ak) = ǫ1, j + k = 4.
Moreover, from the identity A3a1 = 0 we get
ℓ(aj , ak) = 0, j + k > 4.
Now set
(4.19) b1 := a1 + α2a2 + α3a3, bj := A
j−1b1, j = 2, 3.
We can choose α2, and α3 such that ℓ(b1, b1) = ℓ(b1, b2) = 0. Indeed, from (4.19) it follows that the
condition ℓ(b1, b2) = 0 is equivalent to
ℓ(a1, a2) + 2ǫα2 = 0,
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which fixes α2, and the condition ℓ(b1, b1) = 0 is equivalent to
ℓ(a1, a1) + 2ǫ1Reα3 + (terms depending on α2) = 0,
which can be achieved by an appropriate choice of α3, taking into account α2 is chosen in the previous
step. If X1 = span{b1, b2, b3}, then in the basis (b3, b2, b1) the map A|X1 is represented by the matrix J3
and the form ℓ|X1 is represented by the matrix ǫ1P3.
Case 2. A2 = 0. By assumption, A 6= 0, so in this case there exists a vector a1 such that ℓ(Aa1, a1) 6= 0,
otherwise using the analog of the polarization identity we will get that A = 0. Further, we can repeat
the argument from the previous case to build two vectors b1 and b2 and the plane X1 = span{b1, b2} such
that in the basis (b2, b1) the map A|X1 is represented by the matrix J2 and the form ℓ|X1 is represented
by the matrix ǫ1P2 for some ǫ1 ∈ {−1, 1}.
Now consider the restrictions of A and ℓ to the orthogonal complement X⊥1 of X1 with respect to ℓ.
If A|X⊥
1
= 0, then A is trivially in the form (4.13) with k2 = . . . ks = 1 and we can bring ℓ to the form
(4.14) by diagonalization.
If A|X⊥
1
6= 0, then it satisfies one of the two subcases above and we can repeat the construction to get
k2- dimensional subspaceX2 ofX
⊥
1 , k2 ∈ {2, 3}, such that in some basis ofX2 the map A|X2 is represented
by the matrix Jk2 and the form ℓ|X2 is represented by the matrix ǫ2Pk2 for some ǫ2 ∈ {−1, 1}. Then we
repeat the process for the space (X1 ⊕X2)⊥ and so on to get the desired normal form (4.13)-(4.14). .
5. Calculation of Bigraded Universal Algebraic Prolongation of Regular Symbols
The purpose of the present section is to prove
Theorem 5.1. Let g0 be a regular non-nilpotent CR symbol with 1-dimensional Levi kernel and refer to
Definition 4.7:
(1) If g0 is strongly non-nilpotent regular of Type Ip,q, then ℜUbigrad(g0) is isomorphic to so(p+2, q+
2);
(2) If g0 is strongly non-nilpotent regular of Type IIp, then ℜUbigrad(g0) is isomorphic to so∗(2p+4);
(3) If g0 is weakly non-nilpotent regular, then ℜUbigrad(g0) = ℜg0.
5.1. Proof of parts (1) and (2) of Theorem 5.1.
5.1.1. An adapted basis of g0. Let g0 be strongly non-nilpotent regular symbol with n = dimC g−1,±1.
We introduce a convenient basis of g− and explicitly calculate bigraded components of g
0 with weight 0.
Fix index ranges and constants
1 ≤ a, b ≤ p, 1 ≤ α, β, γ ≤ n, ǫα =
{
1, α≤p;
−1, α>p.(5.1)
Let {eα} be the basis of g−1,1 from Corollary (4.6) so that the Hermitian form ℓ and operator A are
nicely presented by normal forms (4.15) or (4.16). Including eα ∈ g−1,−1 and e0 as in (4.1) completes an
adapted basis of g−:
e0 ∈ iℜg−2,0, {eα} ⊂ g−1,1, {eα} ⊂ g−1,−1,
with bracket relations
ǫαe0 = [eα, eα],(5.2)
all others being trivial. The corresponding real basis for ℜg− is
ie0 ∈ ℜg−2, {(eα + eα), i(eα − eα)} ⊂ ℜg−1.(5.3)
A raised index e0, eα, eα ∈ (g−)∗ refers to the dual basis vector eα(eα) = 1, etc. which vanishes on all
other basis elements. The overline notation for complex conjugation is therefore consistent with (2.9).
For the symbol of Type Ip,q we choose basis elements for g0,±2 by specifying how they act on g−1,∓1
according to the normal form for the anti-linear operator A from (4.15):
en+1 = adv =
∑
α
eα ⊗ eα ∈ g0,2, en+1 = adv =
∑
α
eα ⊗ eα ∈ g0,−2,(Type I)
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whose corresponding bracket relations are
[en+1, eα] = eα, [en+1, eα] = eα, [en+1, en+1] =
∑
α
eα ⊗ eα − eα ⊗ eα.(5.4)
In the case of the symbol of Type IIp
(Type II)
en+1 = adv =
∑
a
ep+a ⊗ ea − ea ⊗ ep+a ∈ g0,2,
en+1 = adv =
∑
a
ep+a ⊗ ea − ea ⊗ ep+a ∈ g0,−2,
giving brackets
[en+1, ea] = ep+a, [en+1, ep+a] = −ea, [en+1, ea] = ep+a, [en+1, ep+a] = −ea,(5.5)
[en+1, en+1] =
∑
α
−eα ⊗ eα + eα ⊗ eα.
Both symbol types relate to their real forms via
(en+1 + en+1), i(en+1 − en+1) ∈ ℜg0.(5.6)
With e0 ∈ g−2,0 fixed, one can interpret the Lie bracket as a symplectic form σ ∈ Λ2(g−1)∗ on the vector
space g−1,1⊕g−1,−1 via [y1, y2] = σ(y1, y2)e0. Each bigraded component g−1,±1 determines a Lagrangian
subspace. Identifying {eα, eα} with the standard basis of column vectors for C2n, σ(eα, eβ) = etα[σ]eβ for
the matrix [σ] divided into n× n blocks
[σ] =
[
0 ǫ
−ǫ 0
]
,
with ǫ ∈ Matn×nR as the diagonal matrix ǫα,β = ǫαδα,β (Kronecker delta). The symplectic group
Sp2nC consists of 2n × 2n matrices S satisfying St[σ]S = [σ], so the group Gˆ0,0 of all bigraded algebra
automorphisms of g− is represented by the subgroup of Sp2nC comprised of n×n block-diagonal matrices,
along with the conformal scaling operation
{e0, eα, eα} 7→ {r2e0, reα, reα}, r ∈ R \ {0},(5.7)
corresponding to a different choice of e0 ∈ iℜg−2.
The Lie algebra of Sp2nC is denoted sp2nC, and its standard representation is discussed in [12]. The
subalgebra sp2nC ∩ gˆ0,0 is represented by matrices of the form[
ǫB 0
0 −ǫBt
]
, B ∈Matn×nC.(5.8)
We can also represent the restrictions to g−1 of aden+1 and aden+1 as off-diagonal matrices in sp2nC. For
CR symbols of Type I,
aden+1 =
[
0 1n
0 0
]
, aden+1 =
[
0 0
1n 0
]
,(5.9)
where 1n is the n× n identity matrix. For Type II when n = 2p, we subdivide into p× p blocks
aden+1 =

0 0 0 −1p
0 0 1p 0
0 0 0 0
0 0 0 0
 , aden+1 =

0 0 0 0
0 0 0 0
0 −1p 0 0
1p 0 0 0
 .
Writing [ǫB] to abbreviate the matrix (5.8), g0,0 ⊂ der(g−) defined by(2.6)-(2.7) contains all such
matrices which satisfy
[ǫB]adv − adv[ǫB] = cadv, v = en+1, en+1, c ∈ C.(5.10)
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In particular, [1n] ∈ g0,0, and we name
E =
∑
α
eα ⊗ eα − eα ⊗ eα,(5.11)
which is imaginary with respect to conjugation in g0. In addition to (5.10), g0,0 includes the infinitesimal
generator of the conformal scaling operation (5.7),
Ê = 2e0 ⊗ e0 +
∑
α
eα ⊗ eα + eα ⊗ eα,(5.12)
which is real and clearly commutes with en+1 and en+1. The real form ℜg0 will feature
iE, Ê ∈ ℜg0,0.(5.13)
We augment our bracket relations
(5.14)
[E, eα] = eα = [Ê, eα], [E, eα] = −eα = −[Ê, eα], [Ê, e0] = 2e0,
[E, en+1] = 2en+1, [E, en+1] = −2en+1, [en+1, en+1] = ±E,
where the last bracket depends on the CR symbol Type. We will consider the two symbol Types separately
to fill out a basis of g0,0 and perform the algebraic prolongation procedure.
5.1.2. Type I CR Symbols and the Algebra so(p+2, q+2). In light of (5.9), condition (5.10) is equivalent
to ǫ(B+Bt) = c1n. For diagonal B, we have already seen in (5.11) that B = ǫ1n corresponds to E ∈ g0,0,
which leaves the case c = 0 when B is skew-symmetric. For each pair α, β of indices (5.1) with α < β,
define
eαβ = ǫαeα ⊗ eβ − ǫβeβ ⊗ eα + ǫαeα ⊗ eβ − ǫβeβ ⊗ eα ∈ g0,0,
and denote
eβα = −eαβ, eαα = 0.
Notice that by (2.9), eαβ = eαβ, whereby
eαβ ∈ ℜg0,0.(5.15)
Along with E and Ê as in (5.11) and (5.12), these
(
n
2
)
derivations complete a basis for g0,0. They also
have structure equations
[eαβ , eγ ] = δ
β
γ ǫαeα − δαγ ǫβeβ, [eαβ, eγ ] = δβγ ǫαeα − δαγ ǫβeβ , [eαβ , eβγ ] = ǫβeαγ ,(5.16)
all others being trivial.
The following n derivations of bigraded degree (1,1) span g1,1,
Eα = 2eα ⊗ e0 + 2ǫαen+1 ⊗ eα + ǫα(Ê − E)⊗ eα − 2ǫα
∑
β
ǫβeαβ ⊗ eβ .
Similarly, g1,−1 is spanned by
Eα = −2eα ⊗ e0 + 2ǫαen+1 ⊗ eα + ǫα(Ê + E)⊗ eα − 2ǫα
∑
β
ǫβeαβ ⊗ eβ .
The second bigraded prolongation is spanned by the imaginary derivation of bigraded degree (2, 0)
E0 = 2Ê ⊗ e0 +
∑
α
(Eα ⊗ eα − Eα ⊗ eα),
and all higher bigraded prolongations are trivial. For the real form, we have
{(Eα + Eα), i(Eα − Eα)} ⊂ ℜg1, iE0 ∈ ℜg2.(5.17)
The final algebra g = g1 ⊕ g2 has dimension 4n+ 6 +
(
n
2
)
=
(
n+4
2
)
. We will see that ℜg is isomorphic
to a familiar matrix Lie algebra, so fix the constant and index ranges
N = n+ 4, 1 ≤ i, j, k, l ≤ N,
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and write Eij for the N ×N matrix which has entry 1 in the ith column and jth row and zeros elsewhere.
Multiplication in MatN×NC is written in terms of the basis {Eij} using the Kronecker delta,
EijE
k
l = δ
i
lE
k
j ,
and glNR = MatN×NC is equipped with the Lie bracket defined by the matrix commutator
[Eij , E
k
l ] = δ
i
lE
k
j − δkjEil .(5.18)
RN admits a symmetric bilinear form Q of signature (p+ 2, q + 2) defined by
Q = E31 + E
1
3 + E
4
2 + E
2
4 +
∑
α
ǫαE
4+α
4+α ; i.e., Q =
 0 0 1 00 0 0 11 0 0 0
0 1 0 0
0
0 ǫ
 .
Let so(p+ 2, q + 2) denote the Lie subalgebra of glNR comprised of matrices C which satisfy
CtQ+QC = 0.
To show that ℜg is isomorphic to so(p + 2, q + 2), we will exhibit a basis of the latter with the same
names as that of the former such that the structure equations of each coincide. To begin, set
e0 = E
1
4 − E23 , eα = ǫαE4+α3 − E14+α, eα = ǫαE4+α4 − E24+α,(5.19)
so that these replicate (5.2). Corresponding to g0,±2 we have
en+1 = E
4
3 − E12 , en+1 = E34 − E21 ,(5.20)
brackets for which agree with (5.4). Analogous to basis elements of g0,0 we name
E = −E11 + E22 + E33 − E44 , Ê = −E11 − E22 + E33 + E44 , eαβ = ǫαE4+β4+α − ǫβE4+α4+β ,
whose brackets with (5.19) and (5.20) in so(p + 2, q + 2) reproduce (5.14) and (5.16). Playing the same
role as the first prolongation in g are the matrices
Eα = 2(ǫαE
4+α
2 − E44+α), Eα = 2(ǫαE4+α1 − E34+α),
and a basis of so(p+ 2, q + 2) is completed by the matrix
E0 = 2(E
3
2 − E41 ).
A change of (real) basis according to (5.3), (5.6), (5.13), (5.15), and (5.17) now shows that ℜg is
isomorphic to so(p+ 2, q + 2).
5.1.3. Type II CR Symbols and the Algebra so∗(2p + 4). Recall that Type II is only possible for p = q
when n = 2p. In this case,
ǫ =
[
1p 0
0 −1p
]
,
and (5.8) is clarified by splitting B ∈Matn×nC into p× p blocks B1, B2, B3, B4 ∈ Matp×pC to yield
B1 B2 0 0
−B3 −B4 0 0
0 0 −Bt1 −Bt3
0 0 Bt2 B
t
4
 ,
at which point (5.10) becomes
B2 +B
t
2 = 0 = B3 +B
t
3, B1 −Bt4 = ±c1p.
We have already seen that c 6= 0 corresponds to E ∈ g0,0 when B1 = 1p = −Bt4, which leaves matrices
satisfying B4 = B
t
1 while B2 and B3 are skew-symmetric.
For each pair a, b of indices (5.1), define
Eab = ea ⊗ eb − ep+b ⊗ ep+a − eb ⊗ ea + ep+a ⊗ ep+b,
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so that Eab − Eba is real and Eab + Eba is imaginary with respect to conjugation (2.9) in g0. For each
pair of indices with a < b,
eab = ea ⊗ ep+b − eb ⊗ ep+a + ep+b ⊗ ea − ep+a ⊗ eb, eba = −eab, eaa = 0,
eab = ea ⊗ ep+b − eb ⊗ ep+a + ep+b ⊗ ea − ep+a ⊗ eb, eba = −eab, eaa = 0.
These p2 + 2
(
p
2
)
=
(
2p
2
)
derivations complete E, Ê to a basis of g0,0. A corresponding basis for the real
form is furnished by
(Eab − Eba), i(Eab + Eba), (eab + eab), i(eab − eab) ∈ ℜg0,0.(5.21)
For the first bigraded prolongation, g1,1 is spanned by n derivations
Ea = 2ea ⊗ e0 + 2en+1 ⊗ ep+a + (Ê − E)⊗ ea − 2
∑
b
Eab ⊗ eb + 2
∑
b
eab ⊗ ep+b,
Ep+a = 2ep+a ⊗ e0 + 2en+1 ⊗ ea + (E − Ê)⊗ ep+a − 2
∑
b
Eba ⊗ ep+b + 2
∑
b
eab ⊗ eb,
while g1,−1 is the span of
Ea = −2ea ⊗ e0 + 2en+1 ⊗ ep+a + (Ê + E)⊗ ea + 2
∑
b
Eba ⊗ eb + 2
∑
b
eab ⊗ ep+b,
Ep+a = −2ep+a ⊗ e0 + 2en+1 ⊗ ea − (Ê + E)⊗ ep+a + 2
∑
b
Eab ⊗ ep+b + 2
∑
b
eab ⊗ eb.
As in the case of Type I, the second bigraded prolongation is spanned by the imaginary derivation of
bigraded degree (2, 0)
E0 = 2Ê ⊗ e0 +
∑
α
(Eα ⊗ eα − Eα ⊗ eα),
and all higher bigraded prolongations are trivial.
Again, the real form of the final algebra g = g1⊕g2 is isomorphic to a real form of the complex, special
orthogonal algebra son+4C. Using the same representation as in [12], so2(p+2)C is realized as complex
matrices of the form[
A B
C −At
]
, A,B,C ∈Mat(p+2)×(p+2)C; B +Bt = 0 = C + Ct.(5.22)
The real form so∗(2p+ 4) ⊂ so2(p+2)C is the subalgebra of matrices (5.22) which additionally satisfy[
A
t
C
t
B
t −A
] [
0 1p+2
−1p+2 0
]
+
[
0 1p+2
−1p+2 0
] [
A B
C −At
]
= 0,
so that A = A, B = −B, and C = −C. This is a real Lie algebra with the matrix commutator bracket
(5.18), and we use the same matrices Eij as in §5.1.2 to construct a basis of so∗(2p+ 4) whose structure
equations are the same as those of g. To begin, set
e0 = iE
p+2
n+3 − iEp+1n+4, ea = iEp+1p+2+a − iEan+3, ep+a = Ep+1a − Ep+2+an+3 ,
ea = E
p+2+a
n+4 − Ep+2a , ep+a = iEp+2p+2+a − iEan+4,
so that brackets of these matrices agree with (5.2). Adding
en+1 = E
p+1
p+2 − En+4n+3 , en+1 = En+3n+4 − Ep+2p+1 ,
yields equations (5.5). To replicate (5.14), set
E = −Ep+1p+1 + Ep+2p+2 + En+3n+3 − En+4n+4 , Ê = −Ep+1p+1 − Ep+2p+2 + En+3n+3 + En+4n+4 ,
along with
Eab = −Eab + Ep+2+bp+2+a, eab = iEbp+2+a − iEap+2+b, eab = iEp+2+ba − iEp+2+ab ,
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completing a basis corresponding to that of g0,0. Playing the role of the first bigraded prolongation, we
have
Ea = 2E
a
p+2 − 2En+4p+2+a, Ep+a = 2iEn+4a − 2iEp+2+ap+2 ,
Ea = 2iE
p+2+a
p+1 − 2iEn+3a , Ep+a = 2Eap+1 − 2En+3p+2+a,
and a basis for so∗(2p+ 4) is completed by
E0 = 2iE
n+3
p+2 − 2iEn+4p+1 .
A change of (real) basis according to (5.3), (5.6), (5.13), (5.21), and (5.17) now shows that ℜg is
isomorphic to so∗(2p+ 4).
This concludes the proof of parts (1) and (2) of Theorem 5.1.
5.2. Proof of part (3) of Theorem 5.1. Recalling Lemma 4.2, we have a splitting g−1,1 = Z ⊕W
where
Z = ker adK , W = Im(adK).
By (2.7), it is straightforward to confirm that derivations in g0,0 preserve the splitting of g−1,1. We
augment (5.1) with index ranges
1 ≤ α1, β1 ≤ p1 + q1 = n1, ǫα1 =
{
1, α1≤p1;
−1, α1>p1,
ǫα =
{
1, n1<α≤n1+p−p1;
−1, α>n1+p−p1.
Let e0 ∈ iℜg−2, {eα1} ⊂W , {eα} ⊂ g−1,1 be a basis as described in Theorem 4.4, and identify {eα, eα}
with the standard basis of C2n as in §5.1.1 so that g0 may once again be interpreted as a subalgebra of
the conformal symplectic algebra. In contrast to (5.9), basis vectors en+1 ∈ g0,2 and en+1 ∈ g0,−2 for
Type I are now represented
aden+1 =
[
0 δn1
0 0
]
, aden+1 =
[
0 0
δn1 0
]
,
where δn1 is the n× n diagonal matrix which is 1 in its first n1 diagonal entries and zero elsewhere. For
Type II, we subdivide into p× p blocks
aden+1 =

0 0 0 −δp1
0 0 δp1 0
0 0 0 0
0 0 0 0
 , aden+1 =

0 0 0 0
0 0 0 0
0 −δp1 0 0
δp1 0 0 0
 .
Aside from the conformal scaling generator Ê as in (5.12), g0,0 is represented by matrices
ǫBW 0 0 0
0 ǫBZ 0 0
0 0 −ǫBtW 0
0 0 0 −ǫBtZ
 , BW ∈ Matn1×n1C, BZ ∈ Mat(n−n1)×(n−n1)C,
where the analog of condition (5.10) requires that BW is as in the strongly non-nilpotent regular case
of Type Ip1,q1 or IIp1 . Therefore, the subalgebra of g
0 comprised of g−2 ⊕W ⊕W ⊕ g0,2 ⊕ g0,−2 along
with Ê and derivations in g0,0 corresponding to matrices BW satisfying (5.10) determines a strongly non-
nilpotent regular symbol of Type Ip1,q1 or IIp1 , which we refer to as the underlying strongly non-nilpotent
regular symbol of g0.
Suppose f ∈ g1,1 and take z ∈ Z, y ∈ g−1,−1 so that
f([z, y]) = [f(z), y] + [z, f(y)].
If y ∈ W , we get 0 = [f(z), y] + [z, f(y)] which shows that both terms are zero, because f(y) ∈ g0,0 ⇒
[z, f(y)] ∈ Z while f(z) ∈ g0,2 ⇒ [f(z), y] ∈ W . If y ∈ Z, [f(z), y] = 0. Thus, f(z) ∈ g0,2 acts trivially
on all of g−1, whence f(z) = 0.
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Now let y1, y2 ∈ g−1 such that 0 6= [y1, y2] = y ∈ g−2. If y1 ∈ Z and y2 ∈ Z, then the fact that
f(y1) = 0 implies
f(y) = [y1, f(y2)],
which lies in Z since f(y2) ∈ g0,0. On the other hand, if y1 ∈W and y2 ∈ W ,
f(y) = [f(y1), y2] + [y1, f(y2)],
which lies in W . Thus f(y) = 0. The Lie bracket pairs Z nondegenerately with Z, so the fact that f acts
trivially on Z and g−2 implies f vanishes on Z as well.
Similar arguments show f ∈ g1,−1 acts trivially on Z ⊕ Z. In this way we see that g1 is a subspace of
the first bigraded prolongation of the underlying strongly non-nilpotent regular symbol of g0. However,
no nontrivial degree-1 derivations of such a strongly non-nilpotent regular symbol vanish on g−2, so it
must be that g1 = 0, and Theorem 5.1 is proved. 
5.3. Bigraded Prolongations of Nilpotent Regular Symbols. The results of this subsection –
summarized in Theorem 5.3 at the end – rely completely on analysis of the normal form constructed in
Theorem 4.5. The latter theorem implies that we have an A-stable splitting of g−1,1 into ℓ-orthogonal
subspaces of dimension ≤ 3, where at least one of them has dimension 2 or 3, and provides adapted
bases for each subspace in the direct sum. Although such splitting is not canonical in general, we fix
one of them. We refer to k-dimensional subspaces of the splitting as (Ak) summands and denote them
by ak ⊂ g−1,1, where k ∈ {1, 2, 3}. When working with adapted bases, the restriction of A to an (Ak)
summand is represented by a matrix Jk and the restriction of the form ℓ by the matrix ±Pk. It will be
understood that e0 ∈ g−2,0 and v ∈ g0,2 are fixed so that normal forms of A and ℓ are as in Theorem 4.5
for all of g−1,1.
We first consider g−1,1 which splits into a single (A3) summand and n1 ≥ 0 (A1) summands; i.e.,
g−1,1 = a3 ⊕
n1⊕
i=1
ai1,
with the convention that
⊕n1
i=1 a
i
1 = 0 when n1 = 0. Take basis vectors
e0 ∈ g−2,0, v ∈ g0,2, e1, e2, e3 ∈ a3, wi ∈ ai1,
with nontrivial brackets
[e1, e3] = [e3, e1] = [e2, e2] = e0, [v, e2] = e1, [v, e3] = e2, [v, e2] = e1, [v, e3] = e2,
[wi, wi] = ǫie0, ǫi =
{
0 if n1=0
±1 if n1>0
.
As above, fixing e0 ∈ g−2,0 allows us to interpret the Lie bracket on g− as a symplectic form, imposing
conformal symplectic structure on g−1 such that g−1,±1 are Lagrangian. The algebra g0,0 is the subalgebra
of the conformal symplectic algebra satisfying conditions (2.6) and (2.7). Let gˆ0,0 be the intersection of g0,0
with the symplectic algebra. Denoting the dual basis of g− with superscripts, we name the infinitesimal
generator of the conformal scaling operator
Ê = 2e0 ⊗ e0 +
3∑
j=1
ej ⊗ ej + ej ⊗ ej +
n1∑
i=1
wi ⊗ wi + wi ⊗ wi,
so that g0,0 is the direct sum of gˆ0,0 and the line generated by Ê. The space of elements of gˆ0,0 which
preserve the subspace a3 ⊕ a3 while acting trivially on the (A1) summands has the following basis:
E13 = e1 ⊗ e1 − e3 ⊗ e3, E13 = e1 ⊗ e1 − e3 ⊗ e3,
e13 = e1 ⊗ e3 − e1 ⊗ e3, e22 = e2 ⊗ e2 − e2 ⊗ e2.
This can be shown by direct verification of conditions (2.6) and (2.7), though it also follows from the
proof of Theorem 4.5: with vectors bi in that proof denoted here by e4−i, we have that e3 is defined in
a3 up to scale and modulo e1 (more precisely, modulo ie1 over R, but for the prolongation we work over
C). This freedom is generated by E13 and e13, respectively. Further, e2 and e1
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with scaling operators generated by e22 and E13. Similarly, one can show that the elements of g0,0 that
interchange vectors in a3 and a
i
1 are spanned by
Wi = ǫie1 ⊗ wi − ǫiwi ⊗ e3, W i = ǫie1 ⊗ wi − ǫiwi ⊗ e3.
To complete our basis of g0,0, we would include those derivations from gˆ0,0 which preserve the sub-
space
⊕n1
i=1(a
i
1 ⊕ ai1) while vanishing on a3 ⊕ a3. The space of these derivations can be identified with
gl
(⊕n1
i=1(a
i
1 ⊕ ai1)
)
, because any element of gl
(⊕n1
i=1(a
i
1 ⊕ ai1)
)
can be uniquely extended to an element
sp(g−1) vanishing on a3⊕ a3. We will not bother to name a basis of these derivations, but only note that
in total dim g0,0 = 5 + 2n1 + n1
2.
Now one calculates that g1,1 is spanned by
E1 = 2e1 ⊗ e0 + 2v ⊗ e2 − 2e13 ⊗ e1 + (Ê + e22 + E13 − 3E13)⊗ e3 − 2
n1∑
i=1
Wi ⊗ wi,
so that g1,−1 is spanned by the conjugate
E1 = −2e1 ⊗ e0 + 2v ⊗ e2 + 2e13 ⊗ e1 + (Ê − e22 + E13 − 3E13)⊗ e3 − 2
n1∑
i=1
W i ⊗ wi,
and higher bigraded prolongations are trivial.
Thus we see that in this class of examples, the prolongations are essentially the same as when n1 = 0,
which we refer to as the basic (A3) case. Our next result shows that these are the only g− with (A3)
summands that admit nontrivial prolongations. Because the proof is somewhat tedious, we divide the
statement into two parts.
Proposition 5.2. Suppose there is an A-stable, ℓ-orthonormal splitting g−1,1 = a3 ⊕W .
(1) The restriction of any f ∈ g1 to g−2,0 ⊕ a3 ⊕ a3 is an element of the first bigraded prolongation
of the symbol in the the basic (A3) case.
(2) If W contains an (A2) or (A3) summand, then g1 = 0.
Proof. It suffices to consider f ∈ g1,1, as g1,−1 follows by complex conjugation. We use the same names
of adapted basis vectors as before.
(1) That the splitting is ℓ-orthogonal implies [e1, w] = 0 for every w ∈W , and since e1 lies in the kernel
of fw ∈ g0,2, we see that [fe1, w] = 0; i.e., fe1 ∈ g0,0 vanishes on W . To see that it also vanishes on
g−2,0, we first observe that [fe1, e2] = 0 by the same argument. Note that (2.7) implies that derivations
in g0,0 preserve the kernel of those in g0,±2, so expanding
0 = f [e1, e2] = [fe1, e2] + [e1, fe2],
it must be that fe2 ∈ g0,0 keeps e1 in ker v, whence [fe1, e2] is in (the complex conjugate of) the ℓ-
orthogonal complement of e2. Now we have fe1(e0) = fe1[e2, e2] = 0, and since fe1 vanishes on both
W and g−2,0, it also vanishes on W . In particular, 0 = fe1[e3, w] = [fe1(e3), w] for every w ∈ W ,
which shows that e3 remains in the ℓ-orthogonal complement to W under the action of fe1. That is,
[fe1, e3] ∈ a3, yielding
fe0 = f [e3, e1] = [e3, fe1] ∈ a3.
A-stability of the splitting means fy ∈ g0,2 maps a3 into a3 for every y ∈ g−1,1. Therefore, having
shown that f maps g−2,0 into g−2,0⊕ a3⊕ a3, it remains to show that fe ∈ g0,0 preserves both a3 ⊂ g−1,1
and a3 ⊂ g−1,−1 for every e ∈ a3. The former is almost immediate from fe0 ∈ a3, as
f [ei, ej ]︸ ︷︷ ︸
∈a3
= [fei, ej ]︸ ︷︷ ︸
∈a3
+[ei, fej ].
To see that fej also fixes a3, it is equivalent to prove that it vanishes on W . Indeed, if fej(w) = 0 for
every w ∈W , then 0 = fej [ei, w] = [fej(ei), w] and fej leaves ei in the ℓ-orthogonal complement to W .
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Therefore, we can show that fej annihilates W for j = 1, 2, 3. The first case is immediate from the fact
that e1 ∈ ker fw by expanding 0 = f [e1, w]. For the remaining cases, note that
0 = f [ej , w] = [fej , w] + λjej−1, j = 2, 3,
for some λ2, λ3 ∈ C, which is a consequence of the fact that fw ∈ g0,2 is some multiple of v. Expanding
0 = f [e2, e3] will show fe2(e3) = fe3(e2), so that we can compare
0 = fe2[w, e3] = −λ2e0 + [w, fe2(e3)], 0 = fe3[w, e2] = −λ3e0 + [w, fe3(e2)],
and reveal λ2 = λ3. If W is nontrivial, then it contains some nonzero w in the kernel of v, and this kernel
must be preserved by fe3 ∈ g0,0, but we have seen that [fe3, w] = −λ3e2, so we conclude λ2 = λ3 = 0.
(2) This is immediate if W contains another (A3) component, as the arguments of part (1) applied
to both a3’s will show that f ∈ g1,1 must map e0 into two different direct summands, and there is no
nontrivial derivation in the basic (A3) case with fe0 = 0. It remains to consider a2 ⊂ W , for which we
take a basis w1, w2 with nontrivial brackets
[w1, w2] = ǫe0 = [w2, w1] (ǫ = ±1), [v, w2] = w1, [v, w2] = w1.
Let us assume for contradiction that f ∈ g1,1 is nontrivial, and that it is scaled such that its restriction
to g−2,0 ⊕ a3 ⊕ a3 agrees with E1 from the basic (A3) case. In particular,
[fe3, e0] = 2e0, [fe3, v] = 0.(5.23)
the second bracket relation from (5.23) gives
0 = [fe3, v](w2) = fe3(w1)− v ◦ fe3(w2) = fe3(w1),
where we have used the fact from the proof of part (1) that fe3|W = 0. However, using the first bracket
relation of (5.23) we compute
2ǫe0 = fe3[w2, w1] = [w2, fe3(w1)] = 0,
a contradiction. Hence, f = 0. 
It remains to consider g−1,1 composed of n2 ≥ 1 (A2) summands and n1 ≥ 0 (A1) summands,
g−1,1 =
( n1⊕
i=1
ai1
)
⊕
( n2⊕
j=1
a
j
2
)
,
so we take basis vectors
e0 ∈ g−2,0, v ∈ g0,2, ej1, ej2 ∈ aj2, wi ∈ ai1,
with nontrivial brackets
[ej1, e
j
2] = [e
j
2, e
j
1] = ǫje0 (ǫj = ±1), [v, ej2] = ej1, [v, ej2] = ej1,
[wi, wi] = εie0, εi =
{
0 if n1=0
±1 if n1>0
.
Dual basis vectors to ej1, e
j
2 will be denoted (e
j
1)
∗, (ej2)
∗, while the dual to wi will still be written w
i.
As usual, we name
Ê = 2e0 ⊗ e0 +
n2∑
j=1
ej1 ⊗ (ej1)∗ + ej1 ⊗ (ej1)∗ + ej2 ⊗ (ej2)∗ + ej2 ⊗ (ej2)∗ +
n1∑
i=1
wi ⊗ wi + wi ⊗ wi.
Aside from Ê, derivations in g0,0 which act nontrivially on and preserve every a
j
2 are spanned by
E =
n2∑
j=1
ej1 ⊗ (ej1)∗ − ej2 ⊗ (ej2)∗, E =
n2∑
j=1
ej1 ⊗ (ej1)∗ − ej2 ⊗ (ej2)∗,
and each individual aj2 is additionally preserved by
ej12 = e
j
1 ⊗ (ej2)∗ − ej1 ⊗ (ej2)∗.
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If n2 > 1 and 1 ≤ j1 < j2 ≤ n2, derivations which interchange vectors in aj12 and aj22 can simply swap
bases
Ej1,j2 = ǫj1e
j2
1 ⊗ (ej11 )∗ − ǫj2ej11 ⊗ (ej21 )∗ + ǫj1ej22 ⊗ (ej12 )∗ − ǫj2ej12 ⊗ (ej22 )∗, (Ej2,j1 = −Ej1,j2)
Ej1,j2 = ǫj1e
j2
1 ⊗ (ej11 )∗ − ǫj2ej11 ⊗ (ej21 )∗ + ǫj1ej22 ⊗ (ej12 )∗ − ǫj2ej12 ⊗ (ej22 )∗, (Ej2,j1 = −Ej1,j2)
or they can “raise” each basis with adv and adv as they switch,
Ej1,j2 = ǫj1e
j2
1 ⊗ (ej12 )∗ − ǫj2ej11 ⊗ (ej22 )∗, E
j1,j2
= ǫj1e
j2
1 ⊗ (ej12 )∗ − ǫj2ej11 ⊗ (ej22 )∗,
which are also skew in j1, j2. If n1 > 0, derivations in g0,0 which interchange vectors in a
j
2 and a
i
1 are
spanned by
Wi = εie
j
1 ⊗ wi − ǫjwi ⊗ (ej2)∗, W i = εiej1 ⊗ wi − ǫjwi ⊗ (ej2)∗.
As before, our basis of g0,0 is completed with (n1)
2 operators in the symplectic algebra of the subspace⊕n1
i=1(a
i
1 ⊕ ai1) that preserve the maximal Lagrangian n1-planes, and we do not write them.
For the first bigraded prolongation, we have 2n2 + n1 basis elements of g1,1,
Ej1 = 2ǫje
j
1 ⊗ e0 + 2v ⊗ (ej1)∗ − 2ej12 ⊗ (ej1)∗ + (Ê − E + E)⊗ (ej2)∗ − 2
n1∑
i=1
Wi ⊗ wi
+ 2ǫj
∑
j′ 6=j
E
j,j′ ⊗ (ej′1 )∗ + Ej,j′ ⊗ (ej
′
2 )
∗,
Ej2 = v ⊗ (ej2)∗ + ej12 ⊗ (ej2)∗ +
∑
j′ 6=j
Ej,j
′ ⊗ (ej′2 )∗,
Ei = εiv ⊗ wi +
n2∑
j=1
Wi ⊗ (ej2)∗
and their conjugates provide a basis for g1,−1. The final nontrivial prolongation g2 is spanned by
E0 =
n2∑
j=1
Ej2 ⊗ (ej2)∗ − E
j
2 ⊗ (ej2)∗.
We summarize the results of this section with the following
Theorem 5.3. Let g0 be a nilpotent regular CR symbol with 1-dimensional Levi kernel, referring to
Lemma 4.2, Definition 4.3, and Theorem 4.5. Suppose g−1,1 admits a normal form with n1 (A1) sum-
mands, n2 (A2) summands, and n3 (A3) summands so that dim g− = 1 + 2n1 + 4n2 + 6n3.
(1) If n3 > 1 or n3 = 1 and n2 > 0 then ℜUbigrad(g0) = ℜg0.
(2) If n3 = 1 and n2 = 0 then ℜUbigrad(g0) = ℜg1 where dim g0,0 = 5 + 2n1 + (n1)2 and dim g1 = 2.
(3) Otherwise, n3 = 0 and ℜUbigrad(g0) = ℜg2 where dim g0,0 = 3 + n2 + 4
(
n2
2
)
+ 2n1n2 + (n1)
2,
dim g1 = 4n2 + 2n1, and dim g2 = 1. 
Elementary arguments from Theorem 5.3 and the calculation in the proof of Theorem 5.1 will show
that among CR manifolds M of a given dimension, the maximal dimension of the bigraded universal
prolongation of a regular symbol with 1-dimensional Levi kernel is 14 (dimM − 1)2+ 7, and it is achieved
for the nilpotent regular symbol with n2 = 1 and n3 = 0.
6. Proof of Theorem 3.2
6.1. Proof of Part (1): Geometric Prolongation. Consider a regular symbol g0 whose bigraded
universal algebraic prolongation Ubigrad(g
0) has the bigraded splitting (3.1), such that gi =
⊕
j∈Z gi,j
consists of all elements with first weight i. Let l be the nonnegative integer such that gl 6= 0 but gl+1 = 0.
For instance, when dimC g0,±2 = 1 Theorem 5.1 shows l = 2 for strongly non-nilpotent regular symbols
and l = 0 for weakly non-nilpotent regular symbols.
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As in the standard Tanaka theory (see Remark 1.2 and set µ = 2), we will recursively construct a
sequence of bundles
(6.1) P−1 =M ← P 0 ← P 1 ← P 2 ← · · ·
such that P 0 is a principal bundle whose structure group has Lie algebra g0,0 and for i > 0, P
i is a bundle
over P i−1 whose fibers are affine spaces with modeling vector space gi. In each step of the inductive
procedure, the construction of the bundle P i+1 → P i produces a concomitant bundle ℜP i+1 → ℜP i.
Here, ℜP 0 is a principal bundle whose structure group has Lie algebra isomorphic to the real part ℜg0,0
of g0,0, and for i > 0 ℜP i is a bundle over ℜP i−1 whose fibers are affine spaces with modeling vector
space equal to the real part ℜgi of gi (see the discussion in the paragraph before Theorem 3.2). The
bundle ℜP l+2 is endowed with a canonical frame – a structure of absolute parallelism.
6.1.1. Bigraded Frame Bundle P 0. Let x ∈M . Recalling definitions (2.1), we name the canonical quotient
projections
q−1 : CDx → g−1(x), q−2 : CTxM → g−2(x).(6.2)
Regarding the splitting CD = H ⊕H , we also name the summand projections
p+ : CD → H, p− : CD → H,(6.3)
furnishing linear projections onto the bigraded components
q−1,1 = q−1 ◦ p+ : CDx → g−1,1(x), q−1,−1 = q−1 ◦ p− : CDx → g−1,−1(x).(6.4)
For the remaining bigraded components of the CR symbol algebra at x (Definition 2.1) that also lie in
m(x) (see (2.14)), recall
adKx = g0,2(x), adKx = g0,−2(x).
Fix an abstract symbol (Definition 2.2) g0, which is isomorphic to g0(x) for every x ∈ M . For any
vector subspace s ⊂ g0 defined as a sum of specified bigraded components of g0, we will denote by I(s)
the indexing set of all biweights of the components defining s. For example, I(m) = {(i, j) | (i, j) =
(−2, 0), (−1,±1), (0,±2)}.
We now define a bundle π : P 0 → M whose fiber over x ∈ M is comprised of all adapted frames, or
bigraded Lie algebra isomorphisms,
P 0x =
ϕx : g− −→ g−(x)
∣∣∣∣∣∣
ϕx(gi,j) = gi,j(x) (i, j) ∈ I(g−)
ϕ−1x ◦ g0,±2(x) ◦ ϕx = g0,±2
ϕx([y1, y2]) = [ϕx(y1), ϕx(y2)] y1, y2 ∈ g−
 .(6.5)
The Lie algebra g0,0 ⊂ g0 is tangent to the Lie group G0,0 ⊂ Aut(g−) of bigraded algebra isomorphisms
of g− whose adjoint action on der(g−) preserves the spaces g0,±2. P
0 is a principal G0,0-bundle, where
the right principal action Rg : P
0 → P 0 of g ∈ G0,0 on each fiber is given by
Rg(ϕx) = ϕx ◦ g : g− → g−(x).(6.6)
ℜP 0 →M will denote the subbundle of P 0 whose fiber over x consists of those ϕx as in (6.5) which map
ℜg− to ℜg−(x). ℜP 0 is a principal ℜG0,0-bundle (see Definition 2.7 and the comments preceding it).
The CR filtration of TM induces a filtration on TP 0 via the inverse image of the pushforward π∗, so
we name
T−2P 0 = TP 0, T−1P 0 = π−1∗ (D), T
0P 0 = π−1∗ (ℜ(K ⊕K)),
with CT iP 0 being the inverse image of the corresponding complexification (i = −2,−1, 0). For later use,
we also name the canonical quotient projection
Q : CT−2P 0 → CT−2P 0/CT 0P 0.(6.7)
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The complexified filters have subbundles
T−1,1P 0 = (π∗)
−1(H) ⊂ CT−1P 0, T−1,−1P 0 = (π∗)−1(H) ⊂ CT−1P 0,
T 0,2P 0 = (π∗)
−1(K) ⊂ CT 0P 0, T 0,−2P 0 = (π∗)−1(K) ⊂ CT 0P 0,
T 0,0P 0 = kerπ∗ ⊂ T 0,±2P 0.
P 0 is equipped with intrinsically defined soldering forms taking values in g0. In the lowest graded
degree, we have a C-linear one-form defined at the frame ϕx ∈ P 0 using the quotient projection (6.2),
θ−2 = θ−2,0 : CT
−2P 0 → g−2; θ−2|ϕx = (ϕx)−1 ◦ q−2 ◦ π∗.
We will use the same names for the soldering forms when descending to a quotient of their domain by
any subbundle of their kernel. By its definition,
ker θ−2 = CT
−1P 0, θ−2 : T
−2P 0/T−1P 0
≃−→ ℜg−2,
where ≃ indicates a linear isomorphism which extends by C-linearity to the complexification. The re-
maining soldering forms are not true one-forms; i.e., they are not defined on all of CTP 0, but only on
individual filters. For instance, the quotient projection (6.2) provides
θ−1 : CT
−1P 0 → g−1; θ−1|ϕx = (ϕx)−1 ◦ q−1 ◦ π∗.
In this case,
ker θ−1 = CT
0P 0, θ−1 : T
−1P 0/T 0P 0
≃−→ ℜg−1.
The definitions of the soldering forms, along with that of the bracket and the fact that ϕx is an algebra
isomorphism, ensure the following bracket commutation relation, known as “regularity” in the study of
parabolic geometries (cf. [3, Ch.3]),
θ−2([Y1, Y2]) = [θ−1(Y1), θ−1(Y2)], Y1, Y2 ∈ Γ(CT−1P 0).(6.8)
Incorporating the projections (6.4) splits θ−1 into bigraded components,
θ−1,±1 : CT
−1P 0 → g−1,±1, θ−1,±1|ϕx = (ϕx)−1 ◦ q−1,±1 ◦ π∗,
which satisfy
ker θ−1,±1 = T
−1,∓1P 0, θ−1,±1 : T
−1,±1P 0/T 0,±2P 0
≃−→ g−1,±1,
the latter being a C-linear isomorphism. Composing the adK , adK operators with the projections (6.3),
θ0,±2 : CT
0P 0 → g0,±2, θ0,±2|ϕx(v) = (ϕx)−1 ◦ adp±◦π∗(v) ◦ ϕx, v ∈ CT 0ϕxP 0,
and we have
ker θ0,±2 = T
0,∓2P 0, θ0,±2 : T
0,±2P 0/T 0,0P 0
≃−→ g0,±2.
By their definitions and (1.1), these satisfy a bigraded version of the regularity condition (6.8),
θ−1,±1([V, Y ]) = [θ0,2(V ), θ−1,∓1(Y )], V ∈ Γ(T 0,±2P 0), Y ∈ Γ(T−1,∓1P 0).(6.9)
At this point, we have defined soldering forms taking values in each of the bigraded components of m.
They possess an important equivariance property with respect to the principal G0,0 action (6.6) on the
fibers of P 0, which determines a diffeomorphism of P 0.
Lemma 6.1. Let g ∈ G0,0 and ϕx ∈ P 0. For any (i, j) ∈ I(m),
R∗gθi,j = Adg−1 ◦ θi,j
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Proof. We restate as follows. For (i, j) ∈ I(g−) and Y ∈ Γ(CT iP 0),(
R∗g
(
θi,j |Rg(ϕx)
))
(Y ) = g−1 θi,j |ϕx (Y ),
and for V ∈ Γ(CT 0P 0), (
R∗g
(
θ0,±2|Rg(ϕx)
))
(V ) = g−1 θ0,±2|ϕx (V )g,
where R∗g in the left-hand sides of the last two equations acts from the space of forms at Rg(ϕx) to the
space of corresponding forms at ϕx. First observe that x = π ◦ Rg(ϕx) = π(ϕx) ⇒ (π ◦ Rg)∗ = π∗. By
definition of θ−2 and Rg(ϕx),(
R∗g θ−2|Rg(ϕx)
)
(Y (ϕx)) = (ϕx ◦ g)−1 ◦ q−2 ◦ π∗((Rg)∗Y )
= g−1 ◦ (ϕx)−1 ◦ q−2 ◦ π∗(Y )
= g−1 θ−2|ϕx (Y ).
The (−1)-graded forms may be treated similarly. The analogous arguments for θ0,±2 are also immediate
from their definition, viz.,(
R∗g
(
θ0,±2|Rg(ϕx)
))
(V ) =
(
Rg(ϕx)
)−1 ◦ ad
p±◦π∗
(
(Rg)∗V
) ◦Rg(ϕx)
= g−1 ◦ (ϕx)−1 ◦ adp±◦π∗(V ) ◦ ϕx ◦ g
= g−1 θ0,±2|ϕx (V )g.

Recall that the vertical bundle of a principal bundle is trivialized by fundamental vector fields which
are associated to vectors in g0,0 by way of the principal action (6.6) and the Lie algebra exponential map
exp : g0,0 → G0,0. Specifically, to v ∈ g0,0 we associate the vertical vector field
ζv(ϕx) =
d
dt
∣∣∣∣
t=0
Rexp(tv)(ϕx).(6.10)
Thus we obtain another g0-valued form
θ0,0 : T
0,0P 0 → g0,0,
which acts isomorphically by
θ0,0(ζv) = v, ∀v ∈ g0,0.
Corollary 6.2. Let v ∈ g0,0 and Y ∈ Γ(T i,jP 0) with θi,j(Y ) = y ∈ gi,j where (i, j) ∈ I(g0). Then
θi,j([ζv , Y ]) = [v, y].
Proof. When (i, j) = (0, 0), Y is also fundamental, and the result follows from the fact that the algebra
of fundamental vector fields on a G0,0-principal bundle is isomorphic to g0,0.
Let Lζv denote the Lie derivative along the vector field ζv and recall Cartan’s formula for the Lie
derivative of a one-form α ∈ Ω(P 0),
(Lζvα)(Y ) = dα(ζv, Y ) + d(α(ζv))(Y ).
θi,j is not necessarily a true one-form, so the exterior derivative dθi,j does not make sense in general.
However, since θi,j vanishes identically on ζv ∈ Γ(T 0,0P 0) and takes constant value y ∈ gi,j along the
vector field Y ∈ Γ(T i,jP 0), we can use the definition of the exterior derivative to interpret
(Lζvθi,j)(Y ) = dθi,j(ζv, Y ) = −θi,j([ζv , Y ]).
On the other hand, Rexp(tv)(ϕx) is the integral curve of ζv passing through ϕx when t = 0, so we have
the definition of the Lie derivative given by
Lζvθi,j =
d
dt
∣∣∣∣
t=0
R∗exp(tv)θi,j .
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Applying equivariance as in Lemma 6.1 to the right-hand-side of this, we see
−θi,j([ζv, Y ]) = d
dt
∣∣∣∣
t=0
Adexp(−tv) ◦ θi,j(Y )
= −adv ◦ θi,j(Y )
= −[v, y]. 
6.1.2. First Prolongation. We now begin the process of extending the soldering forms so that they are true
one-forms. This cannot be done canonically, so we must incorporate into our construction the ambiguity
of the choice of such extensions.
Definition 6.3. πˆ1 : Pˆ 1 → P 0 is the bundle whose fiber over ϕ ∈ P 0 is composed of maps
ϕ1 ∈ Hom(g−2,CT−2ϕ P 0/CT 0ϕP 0)⊕
⊕
(i,j)∈I(g−1⊕g0)
Hom(gi,j , T
i,j
ϕ P
0),
which satisfy
θi,j ◦ ϕ1|gi,j = 1gi,j ; (i, j) ∈ I(g0),
where 1gi,j is the identity map on gi,j . The subbundle ℜPˆ 1 → P 0 is determined by those ϕ1 ∈ Pˆ 1 with
ϕ1(y) = ϕ1(y), ∀y ∈ g0.
It is straightforward to see that the fiber over ϕ ∈ P 0 is nonempty: for a basis b of gi,j , there is a basis
of T i,jϕ P
0 that θi,j maps to b, and one can simply take ϕ1|gi,j to invert θi,j on b. In order to characterize
the fibers of πˆ1 : Pˆ 1 → P 0, let gˆ1 ⊂ End(g0) be the vector space of C-linear endomorphisms which have
degree-1 on g− and map
g0,±2 → g0,0, g0,0 → 0.(6.11)
f ∈ gˆ1 can be visualized by the diagram
g0,2

g−1,1
**❯❯
❯
❯
44❤❤❤❤❤❤❤❤ ⊕
f : g−2,0
**❯
❯
❯
44✐✐✐✐✐✐✐ ⊕ g0,0 // 0
g−1,−1
++❱
❱
❱
44✐✐✐✐✐✐✐ ⊕
g0,−2
[[
so that the solid and dashed lines have bidegrees (1, 1) and (1,−1), respectively. By definition of gˆ1, the
image of ϕ1 ◦ f |gi,j is in the kernel of θi,j for each ϕ1 ∈ Pˆ 1ϕ, so for every f ∈ gˆ1 we can define a map on
the fibers
R
1+f : Pˆ
1
ϕ → Pˆ 1ϕ, R1+f (ϕ1)|gi,j =
{
ϕ1 +Q ◦ ϕ1 ◦ f, (i, j) = (−2, 0),
ϕ1 + ϕ1 ◦ f, (i, j) ∈ I(g−1 ⊕ g0),(6.12)
where we have used the canonical quotient projection (6.7). Further, to each f ∈ gˆ1 we associate the
vector field defined point-wise at ϕ1 ∈ Pˆ 1 by
ζf (ϕ1) =
d
dt
∣∣∣∣
t=0
R
1+tf (ϕ1).(6.13)
Proposition 6.4. For every ϕ1 in the fiber Pˆ
1
ϕ of the bundle πˆ
1 : Pˆ 1 → P 0 over the point ϕ ∈ P 0, the
maps Aϕ1 : gˆ1 → Pˆ 1ϕ and Tϕ1 : gˆ1 → Tϕ1Pˆ 1ϕ given by Aϕ1(f) = R1+f (ϕ1) and Tϕ1(f) = ζf (ϕ1) are
bijections. The analogous statement holds for the subbundle ℜPˆ 1 → P 0 with gˆ1 replaced by ℜgˆ1 and Aϕ1 ,
Tϕ1 by their restrictions to ℜgˆ1.
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Proof. Injectivity of Aϕ1 follows by Definition 6.3 and the definition (6.12) of R1+f . To prove surjectivity,
let ϕ˜1 be any other point in the same fiber Pˆ
1
ϕ, and recall that both ϕ1 and ϕ˜1 are maps with domain
g0. Consider their difference as maps restricted to each bigraded component of g0, beginning with g−2,0,
0 = 1g−2,0 − 1g−2,0 = θ−2,0 ◦ (ϕ˜1 − ϕ1)|g−2,0 ,
so (ϕ˜1 − ϕ1)|g−2,0 takes values in ker θ−2, i.e.,
(ϕ˜1 − ϕ1)|g−2,0 : g−2,0 → CT−1ϕ P 0/CT 0ϕP 0.
We compose with θ−1 to define a linear map
θ−1 ◦ (ϕ˜1 − ϕ1)|g−2,0 = f1−2,0 : g−2,0 → g−1.
Taking into account the splitting of θ−1 into θ−1,±1, we identify bigraded components
g−1,1
f1−2,0 : g−2,0
f
1,1
−2,0 66♠♠♠♠♠
f
1,−1
−2,0
((◗
◗
◗
⊕
g−1,−1
.
Since θ−1 is an isomorphism on CT
−1
ϕ P
0/CT 0ϕP
0 and ϕ|g−1,±1 inverts θ−1,±1,
(ϕ˜1 − ϕ1)|g−2,0 = Q ◦ (ϕ1|g−1,1 ◦ f1,1−2,0 + ϕ1|g−1,−1 ◦ f1,−1−2,0 ),
or more succinctly,
ϕ˜1|g−2,0 = ϕ1|g−2,0 +Q ◦ ϕ1 ◦ f−2,0.
Moving on, we adduce Definition 6.3 again to write
0 = θ−1,±1((ϕ˜1 − ϕ1)|g−1,±1) =⇒ (ϕ˜1 − ϕ1)|g−1,±1 : g−1,±1 → T 0,±2ϕ P 0.
Composing the latter with θ0,±2 determines f
1
−1,±1 : g−1,±1 → g0,±2 with components
g0,2
g−1,1 f
1,1
−1,1
22❢❢❢❢❢❢❢❢❢❢❢❢❢❢ ⊕
⊕ g0,0
g−1,−1 f1,−1−1,−1
,,❳❳
❳❳
❳❳
❳ ⊕
g0,−2
.
By its definition, the map
(ϕ˜1 − ϕ1)|g−1,±1 − ϕ1|g0,±2 ◦ f1−1,±1 : g−1,±1 → CT−1ϕ P 0
takes values in the kernel of θ0,±2, so evaluating the isomorphism θ0,0 on its image yields
g0,2
g−1,1 f1,−1−1,1
,,❳❳
❳❳
❳❳
❳ ⊕
⊕ g0,0
g−1,−1 f
1,1
−1,−1
22❢❢❢❢❢❢❢❢❢❢❢❢❢ ⊕
g0,−2
Next we have that (ϕ˜1−ϕ1)|g0,±2 takes values in ker θ0,±2 = T 0,0ϕ P 0, so this difference factors through
the isomorphism ϕ1|g0,0 by a linear map
f0,∓20,±2 : g0,±2 → g0,0.
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Note that ϕ˜1|g0,0 = ϕ1|g0,0 = (θ0,0)−1, so the last component of f : g0 → g0 is the trivial map f : g0,0 → 0
as in (6.11). This concludes the proof of surjectivity and therefore bijectivity of Aϕ1 , which immediately
implies that Tϕ1 is bijective.
Finally, we observe that ϕ1, ϕ˜1 ∈ ℜPˆ 1 with ϕ˜1 = ϕ1 + ϕ1 ◦ f implies f(y) = f(y), so f = f as defined
in (2.9) and f ∈ ℜgˆ1. 
Remark 6.5. Note that the maps (6.12) do not determine a group action on Pˆ 1 because in general,
elements of gˆ1 do not have degree 1 by (6.11). So, despite the fact that each fiber of Pˆ
1 is canonically
identified with gˆ1 (after fixing one point ϕ1 in it) via the bijection Aϕ1 , this fiber is not an affine space
modeled on gˆ1, and the bundle πˆ
1 : Pˆ 1 → P 0 is neither affine nor a principal bundle. Nevertheless, the
tangent space to the fiber of Pˆ 1 at every point ϕ1 can be canonically identified with gˆ1 via the map Tϕ1,
so the vector fields (6.13) play a role similar to that of fundamental vector fields on a principal bundle.
The bundle πˆ1 : Pˆ 1 → P 0 inherits a filtration as before,
CT iPˆ 1 = (πˆ1∗)
−1(CT iP 0), T i,jPˆ 1 = (πˆ1∗)
−1(T i,jP 0), (i, j) ∈ I(g0),
where each subbundle contains the vertical bundle
(6.14) CT 1Pˆ 1 = ker πˆ1∗.
Pˆ 1 also admits tautologically defined, g0-valued soldering forms which may be thought of as extending
those on P 0. In particular, the forms of a given degree have “graduated” in terms of the filters on which
they are defined.
Proposition 6.6. There exist intrinsically defined forms
θˆ1−2 : CT
−2Pˆ 1 → g−2, θˆ1−1 : CT−2Pˆ 1 → g−1, θˆ10 : CT−1Pˆ 1 → g0,
with gi,j-valued bigraded components θˆ
1
i,j which restrict to give the pullback of the soldering forms on P
0,
θˆ10,0|T 0,0Pˆ 1 = (πˆ1)∗θ0,0 θˆ1i,j |CT iPˆ 1 = (πˆ1)∗θi,j (i, j) ∈ I(m).
Furthermore, if ϕ1, ϕ˜1 ∈ Pˆ 1 are two elements in the fiber over ϕ ∈ P 0 which are related by ϕ˜1 = R1+f (ϕ1)
for f ∈ gˆ1 as in Proposition 6.4, then
(R
1+f )
∗θˆ1−2|ϕ˜1 = θˆ1−2|ϕ1 , (R1+f )∗θˆ1−1|ϕ˜1 = (θˆ1−1 − f ◦ θˆ1−2)|ϕ1 ,
(R
1+f )
∗θˆ10,±2|ϕ˜1 = (θˆ10,±2 − f ◦ θˆ1−1)|ϕ1 , (R1+f )∗θˆ10,0|ϕ˜1 = (θˆ10,0 − (f − f |g0 ◦ f) ◦ θˆ1−1 − f ◦ θˆ10,±2)|ϕ1 ,
so that the zero-graded form transforms according to
(R
1+f )
∗θˆ10|ϕ˜1 = (θˆ10 − (f − f ◦ f) ◦ θˆ1−1 − f ◦ θˆ10)|ϕ1 .
Proof. The first soldering form we define will satisfy all of the hypotheses immediately,
θˆ1−2 = (πˆ
1)∗θ−2.
Note that the transformation rule follows from πˆ ◦ R
1+f = πˆ ⇒ πˆ∗ ◦ (R1+f )∗ = πˆ∗, a fact we’ll tacitly
use when addressing the remaining forms.
Let Y ∈ CTϕ1Pˆ 1 so that πˆ1∗(Y ) ∈ CT−2ϕ P 0 and recall the canonical quotient projection (6.7). By
Definition 6.3,
0 = θ−2(Q ◦ πˆ1∗(Y )− ϕ|g−2 ◦ θ−2 ◦ πˆ1∗(Y )),
so Q ◦ πˆ1∗(Y )− ϕ|g−2 ◦ θ−2 ◦ πˆ1∗(Y ) lies in the kernel of θ−2 (when restricted to the image of Q), which is
CT−1ϕ P
0/CT 0ϕP
0 – i.e., the bundle on which θ−1 acts as an isomorphism. Therefore, define
θˆ1−1|ϕ1(Y ) = θ−1(Q ◦ πˆ1∗(Y )− ϕ|g−2 ◦ θ−2 ◦ πˆ1∗(Y )).
In particular, if Y ∈ CT−1ϕ1 Pˆ 1 then θ−2 ◦ πˆ1∗(Y ) = 0 and we have
θˆ1−1 = (πˆ
1)∗(θ−1 ◦Q) = (πˆ1)∗θ−1.
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To see how θˆ1−1 transforms under the action of R1+f , plug in ϕ˜1 = ϕ1 + ϕ1 ◦ f ,
(R
1+f )
∗θˆ1−1|ϕ˜1(Y ) = θ−1(Q ◦ πˆ1∗(Y )− ϕ˜|g−2 ◦ θ−2 ◦ πˆ1∗(Y ))
= θ−1(Q ◦ πˆ1∗(Y )− (ϕ|g−2 + ϕ|g−1 ◦ f) ◦ θ−2 ◦ πˆ1∗(Y ))
= θˆ1−1|ϕ1(Y )− f ◦ (πˆ1)∗θ−2(Y ),
where we have used Definition 6.3 once again.
Now let Y ∈ CT−1ϕ1 Pˆ 1 and note
πˆ1∗(Y )− ϕ1 ◦ θ−1 ◦ πˆ1∗(Y ) ∈ ker θ−1 = CT 0ϕP 0,
so we set
θˆ10,±2|ϕ1(Y ) = θ0,±2(πˆ1∗(Y )− ϕ1 ◦ θ−1 ◦ πˆ1∗(Y )).
If Y ∈ CT 0ϕ1Pˆ 1 then θ−1 ◦ πˆ1∗(Y ) = 0 and we have
θˆ10,±2|ϕ1(Y ) = (πˆ1)∗θ0,±2(Y ),
as claimed. The transformation property follows like before,
(R
1+f )
∗θˆ10,±2|ϕ˜1(Y ) = θ0,±2(πˆ1∗(Y )− (ϕ1|g−1 + ϕ1|g0 ◦ f) ◦ θ−1 ◦ πˆ1∗(Y ))
= θˆ10,±2|ϕ1(Y )− f ◦ (πˆ1)∗θ−1(Y ),
where the latter term is f ◦ θˆ1−1(Y ) by virtue of the fact that θˆ1−1 = (πˆ1)∗θ−1 on CT−1Pˆ 1. Note that
f ◦ θˆ1−1 is understood to refer only to those components of f which map into g0,±2,
f ◦ θˆ1−1 = f1,±1−1,±1θˆ1−1,±1,
as θ0,±2 vanishes on the image of ϕ1|g0,j for j = 0,∓2.
Next we observe
πˆ1∗(Y )− ϕ1 ◦ θ−1 ◦ πˆ1∗(Y )− ϕ1 ◦ θˆ10,2|ϕ1(Y )− ϕ1 ◦ θˆ10,−2|ϕ1(Y ) ∈ ker θ0,2 ∩ ker θ0,−2 = T 0,0ϕ P 0,
and define
θˆ10,0|ϕ1(Y ) = θ0,0(πˆ1∗(Y )− ϕ1 ◦ θ−1 ◦ πˆ1∗(Y )− ϕ1 ◦ θˆ10,2|ϕ1(Y )− ϕ1 ◦ θˆ10,−2|ϕ1(Y )).
When Y ∈ T 0,0ϕ1 Pˆ 1, each term vanishes except θ0,0(πˆ1∗(Y )) as claimed. Showing the transformation
property for θˆ10,0 requires that of the other zero-graded components,
(R
1+f )
∗θˆ10,0|ϕ˜1(Y ) = θ0,0
(
πˆ1∗(Y )− ϕ˜1 ◦ θ−1 ◦ πˆ1∗(Y )−
∑
j=±2
ϕ˜1 ◦ (R1+f )∗θˆ10,j |ϕ˜1(Y )
)
= θ0,0
(
πˆ1∗(Y )− (ϕ1|g−1 + ϕ1|g0 ◦ f) ◦ θ−1 ◦ πˆ1∗(Y )
−
∑
j=±2
(ϕ1|g0,j + ϕ1|g0,0 ◦ f |g0,j )(θˆ10,j − f ◦ θˆ1−1)|ϕ1(Y )
)
= θˆ10,0|ϕ1(Y )− θ0,0
(
ϕ1|g0 ◦ f ◦ θ−1 ◦ πˆ1∗(Y )−
∑
j=±2
ϕ1|g0,j ◦ f ◦ θˆ1−1|ϕ1(Y )
)
−
∑
j=±2
f |g0,j (θˆ10,j − f ◦ θˆ1−1)|ϕ1(Y )
= θˆ10,0|ϕ1(Y )− θ0,0
(
ϕ1|g0,0 ◦ f ◦ θˆ1−1|ϕ1(Y )
)
−
∑
j=±2
f |g0,j (θˆ10,j − f ◦ θˆ1−1)|ϕ1(Y ),
so θˆ10,0 transforms as indicated. Putting all of the zero-graded forms together, we obtain
θˆ10 =
∑
j=0,±2
θˆ10,j : CT
−1Pˆ 1 → g0
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whose kernel when restricted to CT 0Pˆ 1 is the vertical bundle CT 1Pˆ 1. 
To these soldering forms we now add one which acts isomorphically on the vertical bundle CT 1Pˆ 1, as
in (6.14). This form is defined using vector fields ζf as in (6.13) in the same manner that θ0,0 was defined
on P 0,
θˆ11 : CT
1Pˆ 1 → gˆ1,
by the linear extension of
θˆ11(ζf ) = f.
The transformation properties of the g0-valued soldering forms described in Proposition 6.6 now provide
the following.
Corollary 6.7. Let Z ∈ Γ(CT 1Pˆ 1) and i = −2,−1. For Y ∈ Γ(CT iPˆ 1) such that θˆ1i (Y ) = y ∈ gi and
θˆ10(Y ) = 0 when i = −1,
θˆ1i ([Z, Y ]) = 0,
θˆ1i+1([Z, Y ]) = θˆ
1
1(Z)(y),(6.15)
where the latter indicates the action of θˆ11(Z) ∈ gˆ1 ⊂ Hom(g0, g0) on y ∈ g−. Furthermore, for V ∈
Γ(CT 0Pˆ 1) such that θˆ10(V ) = v ∈ g0,
θˆ10,±2([Z, V ]) = 0, θˆ
1
0,0([Z, V ]) = θˆ
1
1(Z)(v).(6.16)
Proof. The proof is analogous to that of Corollary 6.2, so we will leave out some of the details this time.
Once again, it suffices to consider the vector fields Z = ζf for f ∈ gˆ1 as defined in (6.13). The definition
of the Lie derivative is
Lζf θˆ1i =
d
dt
∣∣∣∣
t=0
R∗
1+tf θˆ
1
i ,
and Cartan’s formula shows
(Lζf θˆ1i )(Y ) = −θˆ1i ([ζf , Y ]).
By Proposition 6.6, when i = −2,
−θˆ1−2([ζf , Y ]) =
d
dt
∣∣∣∣
t=0
R∗
1+tf θˆ
1
−2(Y ) =
d
dt
∣∣∣∣
t=0
θˆ1−2(Y ) =
d
dt
∣∣∣∣
t=0
y = 0,
while
−θˆ1−1([ζf , Y ]) =
d
dt
∣∣∣∣
t=0
R∗
1+tf θˆ
1
−1(Y )
=
d
dt
∣∣∣∣
t=0
(θˆ1−1 − tf ◦ θˆ1−2)(Y )
= −f(y).
Similarly, when i = −1 and Y ∈ Γ(CT−1Pˆ 1) as prescribed,
−θˆ1−1([ζf , Y ]) =
d
dt
∣∣∣∣
t=0
(θˆ1−1 − tf ◦ θˆ1−2)(Y ) = −f ◦ θˆ1−2(Y ) = 0,
while
−θˆ10([ζf , Y ]) =
d
dt
∣∣∣∣
t=0
(θˆ10 − (tf − t2f ◦ f) ◦ θˆ1−1 − tf ◦ θˆ10)(Y )
= −f(y).
The latter equation also proves the result for V ∈ Γ(CT 0Pˆ 1), as f ◦ θˆ10 only takes values in g0,0. 
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The regularity conditions expressed in (6.8), (6.9), and Corollary 6.2 dictate how the soldering forms
on P 0 relate the bracket of vector fields in Γ(CTP 0) to the Lie algebra bracket on g0. The soldering forms
on Pˆ 1 maintain this property when restricted to the subbundles of CT Pˆ 1 where they are the πˆ1-pullbacks
of the soldering forms on P 0, but on their newly extended domains their interaction with the bracket of
vector fields is measured by a torsion tensor associated to each ϕ1 ∈ Pˆ 1.
Lemma 6.8. For ϕ1 ∈ Pˆ 1, define the torsion tensor τ1 ∈ Hom(g0 ⊗ g−1, g−) as follows. Let i2 = −1,
−2 ≤ i1 ≤ 0, and yℓ ∈ giℓ for ℓ = 1, 2. Take local vector fields Yℓ ∈ Γ(CT iℓ Pˆ 1) such that
θˆ1iℓ(Yℓ) = yℓ, θˆ
1
iℓ+1
(Yℓ) = 0 (if iℓ < 0),
and set
τ1(y1, y2) = θˆ
1
m|ϕ1([Y1, Y2]), m = min{i1,−1}.
Similarly, define τ± ∈ Hom(g0,±2 ⊗ g−1,∓1, g0,±2) for y1 ∈ g0,±2 and y2 ∈ g−1,∓1 by taking Y1, Y2 as
above and setting
τ±(y1, y2) = θˆ
1
0,±2|ϕ1([Y1, Y2]).
Then τ1 and τ± are well-defined.
Proof. We must confirm that the definition is independent of the choices of vector fields, so suppose
Y˜ℓ ∈ Γ(CT iℓPˆ 1) is an alternative choice for each iℓ. If iℓ < 0,
0 = yℓ − yℓ = θˆ1iℓ(Y˜ℓ − Yℓ), 0 = θˆ1iℓ+1(Y˜ℓ − Yℓ),
which together imply
Y˜ℓ = Yℓ + Zℓ, Zℓ ∈ Γ(CT iℓ+2Pˆ 1).(6.17)
Similarly, when i1 = 0,
Y˜1 = Y1 + Z1, Z1 ∈ Γ(CT 1Pˆ 1).(6.18)
With these vector fields, the first component of torsion is given by
(6.19)
τ1(y1, y2) = θˆ
1
m|ϕ1([Y˜1, Y˜2])
= θˆ1m|ϕ1([Y1, Y2] + [Z1, Y2] + [Y1, Z2] + [Z1, Z2]).
By Corollary 6.7, [Z1, Y2] + [Y1, Z2] + [Z1, Z2] ∈ ker θˆ1m, so τ1 is well-defined. Using Y˜1 ∈ Γ(T 0,±2Pˆ 1)
and Y˜2 ∈ Γ(T−1,∓1Pˆ 1) to define τ± will also result in an expression of the form (6.19), except in this
case m = (0,±2). The result will follow once again by Corollary 6.7, noting that y2 ∈ g−1,∓1 implies
θˆ11(Z1)(y2) ∈ g0,0⊕g0,∓2, which implies [Z1, Y2] ∈ ker θˆ10,±2. The rest is immediate from the Corollary. 
Remark 6.9. Let y1 ∈ g0,0 ⊕ g0,±2. If y2 ∈ g−1,∓1 (opposite signs) Proposition 6.6 and the regularity
conditions given by (6.9) and Corollary 6.2 together imply that τ1(y1, y2) is the same for every ϕ1 in a
fiber of πˆ1 : Pˆ 1 → P 0. Furthermore, integrability of the bundles T−1,±1Pˆ 1 implies that if y2 ∈ g−1,±1
(matching signs) then the only nontrivial component of τ1(y1, y2) takes values in g−1,±1.
Definition 6.10. The modified Lie algebra cohomology differential ∂1 : gˆ1 → Hom(g0 ⊗ g−1, g0) is
∂1f(y, z) =
{
[f(y), z] + [y, f(z)]− f([y, z]), y ∈ g−, z ∈ g−1;
[f(y), z] +
∑
j=±1
(
[y0,2j , f
1,j(z−1,−j)]− f1,j([y0,2j , z−1,−j])
)
, y ∈ g0, z ∈ g−1,
where, in the latter formula, we have
y = y0,−2 + y0,0 + y0,2, z = z−1,−1 + z−1,1, yi,j , zi,j ∈ gi,j ; f = f1,1 + f1,−1, f1,±1 ∈ gˆ1,±1.
We emphasize the following facts about ∂1f :
(a) When f ∈ gˆ1,±1, y ∈ gi1,j1 , and z ∈ gi2,j2 , where (iℓ, jℓ) ∈ I(g−) for ℓ = 1, 2, ∂1f(y, z) is
necessarily trivial in all but the following cases:
(1) y ∈ g−1,∓1, z ∈ g−1,±1;
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(2) y, z ∈ g−1,±1, f ∈ g1,∓1;
(3) y ∈ g−2,0, z ∈ g−1,±1, f ∈ g1,∓1.
(b) When y ∈ g0, ∂1f(y, z) takes values in multiple bigraded components of g0; in particular,
[f(y), z] ∈ g−1, in contrast to [y0,±2, f1,±1(z−1,∓1)]− f1,±1([y0,±2, z−1,∓1]) ∈ g0,±2.
Proposition 6.11. Let ϕ1, ϕ˜1 in the same fiber of Pˆ
1 → P 0 be related by ϕ˜1 = R1+f (ϕ1) for f ∈ gˆ1
according to Proposition 6.4. The torsion tensor τ˜1 associated to ϕ˜1 is related to τ1 of ϕ1 by
τ˜1(y1, y2) = τ1(y1, y2) + [f(y1), y2] + [y1, f(y2)]− f([y1, y2]), y1 ∈ g−, y2 ∈ g−1,(6.20)
for every case mentioned in Definition 6.10(a); moreover,
τ˜1(y1, y2) = τ1(y1, y2) + [f(y1), y2], y1 ∈ g0, y2 ∈ g−1,(6.21)
and the tensors τ˜± associated to ϕ˜1 are related to τ± of ϕ1 by
τ˜±(y1, y2) = τ±(y1, y2) + [y1, f
1,±1(y2)]− f1,±1([y1, y2]), y1 ∈ g0,±2, y2 ∈ g−1,∓1.(6.22)
Proof. Take local vector fields Yℓ ∈ Γ(CT iℓ Pˆ 1) in a neighborhood of ϕ1 satisfying
θˆ1iℓ(Yℓ) = yℓ, θˆ
1
iℓ+1
(Yℓ) = 0 (if iℓ < 0),
so that
τ1(y1, y2) = θˆ
1
m|ϕ1([Y1, Y2]), m = min{i1,−1}.
We will produce local vector fields Y˜ℓ ∈ Γ(CT iℓ Pˆ 1) in a neighborhood of ϕ˜1 with which to express
τ˜1(y1, y2). To declutter notation, we abbreviate the diffeomorphism R1+f as R. For iℓ < 0, take
Zℓ ∈ Γ(CT iℓ+1Pˆ 1) in a neighborhood of ϕ1 such that
θˆ1iℓ+1(Zℓ) = f(yℓ) ∈ giℓ+1,
and set
Y˜ℓ = R∗Yℓ +R∗Zℓ
in a neighborhood of ϕ˜1. Applying the transformation properties described in Proposition 6.6, first note
that when i1 = −2,
θˆ1−2(Y˜1) = R
∗θˆ1−2(Y1 + Z1) = θˆ
1
−2(Y1) = y1,
while
θˆ1−1(Y˜1) = R
∗θˆ1−1(Y1 + Z1) = (θˆ
1
−1 − f ◦ θˆ1−2)(Y1 + Z1) = f(y1)− f(y1) = 0,
and when iℓ = −1,
θˆ1−1(Y˜ℓ) = R
∗θˆ1−1(Yℓ + Zℓ) = (θˆ
1
−1 − f ◦ θˆ1−2)(Yℓ) = yℓ,
while
θˆ10(Y˜ℓ) = R
∗θˆ10(Yℓ + Zℓ)
= (θˆ10 − (f − f ◦ f) ◦ θˆ1−1 − f ◦ θˆ10)(Yℓ + Zℓ)
= f(yℓ)− (f − f ◦ f)(yℓ)− f ◦ f(yℓ)
= 0.
Thus we see that when i1 < 0,
τ˜1(y1, y2) = θˆ
1
i1
|ϕ˜1([Y˜1, Y˜2]).
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To address the cases mentioned in Definition 6.10(a), suppose y2 ∈ g−1,1 which implies Z2 ∈ Γ(T 0,2Pˆ 1)
(the instances where y2 ∈ g−1,−1 can be treated mutatis mutandis). Cases (1) and (2) correspond to
i1 = −1, so we have
τ˜1(y1, y2) = θˆ
1
−1|ϕ˜1([Y˜1, Y˜2])
= R∗θˆ1−1|ϕ˜1([Y1 + Z1, Y2 + Z2])
= (θˆ1−1 − f ◦ θˆ1−2)|ϕ1([Y1, Y2] + [Z1, Y2] + [Y1, Z2] + [Z1, Z2]).
Among these terms,
[Z1, Y2] + [Y1, Z2] ∈ Γ(CT−1Pˆ 1) = ker θˆ1−2, [Z1, Z2] ∈ Γ(CT 0Pˆ 1) = ker θˆ1−1 ⊂ ker θˆ1−2.
We first consider case (1), so assume y1 ∈ g−1,−1 and note that Z1 ∈ Γ(T 0,−2Pˆ 1). Here and in the sequel,
we will use
r
= to indicate any equality that follows from one of the regularity conditions expressed in
(6.8), (6.9), or Corollary 6.2. For example, to continue our calculation we abbreviate θ0,± = θ0,0 + θ0,±2
and write
τ˜1(y1, y2) = τ1(y1, y2) + θˆ
1
−1([Z1, Y2] + [Y1, Z2])− f ◦ θˆ1−2([Y1, Y2])
r
= τ1(y1, y2) + [θˆ
1
0,−(Z1), θˆ
1
−1,1(Y2)] + [θˆ
1
−1,−1(Y1), θˆ
1
0,+(Z2)]− f([θˆ1−1(Y1), θˆ1−1(Y2)])
= τ1(y1, y2) + [f(y1), y2] + [y1, f(y2)]− f([y1, y2]).
Case (2) is almost the same; let y1 ∈ g−1,1 and suppose f ∈ g1,−1 whereby Z1, Z2 ∈ Γ(T 0,0Pˆ 1) and we
calculate
τ˜1(y1, y2)
r
= τ1(y1, y2) + [θˆ
1
0,0(Z1), θˆ
1
−1,1(Y2)] + [θˆ
1
−1,1(Y1), θˆ
1
0,0(Z2)]− f([θˆ1−1(Y1), θˆ1−1(Y2)])
= τ1(y1, y2) + [f(y1), y2] + [y1, f(y2)]− f([y1, y2]).
For Case (3), take y1 ∈ g−2,0 and assume f ∈ gˆ1,−1 so that and Z1 ∈ Γ(T−1,−1Pˆ 1) and Z2 ∈ Γ(T 0,0Pˆ 1).
Since i1 = −2,
τ˜1(y1, y2) = θˆ
1
−2|ϕ˜1([Y˜1, Y˜2])
= R∗θˆ1−2|ϕ˜1([Y1 + Z1, Y2 + Z2])
= θˆ1−2|ϕ1([Y1, Y2] + [Z1, Y2] + [Y1, Z2] + [Z1, Z2])
= τ1(y1, y2) + θˆ
1
−2|ϕ1([Z1, Y2] + [Y1, Z2] + [Z1, Z2]).
θˆ1−2 vanishes on [Z1, Z2] ∈ Γ(CT−1Pˆ 1), and we are left with
τ˜1(y1, y2) = τ1(y1, y2) + θˆ
1
−2|ϕ1([Z1, Y2] + [Y1, Z2])
r
= τ1(y1, y2) + [θˆ
1
−1(Z1), θˆ
1
−1(Y2)] + [θˆ
1
−2(Y1), θˆ
1
0,0(Z2)]
= τ1(y1, y2) + [f(y1), y2] + [y1, f(y2)].
This completes the proof of equation (6.20).
Moving on to (6.21), take Z1 ∈ Γ(T 0,0Pˆ 1) in a neighborhood ϕ1 so that
θˆ10,0(Z1) = f(y1),
and define in a neighborhood of ϕ˜1
Y˜1 = R∗Y1 +R∗Z1,
which shows
θˆ10 |ϕ˜1(Y˜1) = R∗θˆ10 |ϕ˜1(Y1 + Z1)
= (θˆ10 − (f − f ◦ f) ◦ θˆ1−1 − f ◦ θˆ10)|ϕ1(Y1 + Z1)
= y1 + f(y1)− f(y1),
36 Curtis Porter and Igor Zelenko
since f |g0,0 = 0 implies
f ◦ θˆ10 = f ◦ θˆ10,2 + f ◦ θˆ10,−2.
Thus we see that
τ˜1(y1, y2) = θˆ
1
−1|ϕ˜1([Y˜1, Y˜2]),
and we compute
θˆ1−1|ϕ˜1([Y˜1, Y˜2]) = R∗θˆ1−1|ϕ˜1([Y1 + Z1, Y2 + Z2])
= (θˆ1−1 − f ◦ θˆ1−2)|ϕ1([Y1, Y2] + [Z1, Y2] + [Y1, Z2] + [Z1, Z2])
= θˆ1−1|ϕ1([Y1, Y2] + [Z1, Y2])
r
= θˆ1−1|ϕ1([Y1, Y2]) + [θˆ10,0(Z1), θˆ1−1(Y2)]
= θˆ1−1|ϕ1([Y1, Y2]) + [f(y1), y2].
This proves (6.21). The proof of equation (6.22) requires similar arguments and will be omitted. 
Remark 6.12. For y1 ∈ g0 and y2 ∈ g−1, Remark 6.9 and Proposition 6.11 together imply that the only
components of τ1(y1, y2) which are not constant on the fibers of πˆ
1 : Pˆ 1 → P 0 are those in g−1,j when
y1 ∈ g0,i, y2 ∈ g−1,j, where j = ±1 and ij = 2.
The normalization condition discussed in Remark 1.2 is best expressed in relation to the differential
∂1 introduced in Definition 6.10.
Definition 6.13. Fix N1 ⊂ ℜ(Hom(g0 ⊗ g−1, g0)) such that CN1 = N1 ⊗R C is a subspace complement
to the image of gˆ1 under ∂1,
Hom(g0 ⊗ g−1, g0) = ∂1(gˆ1)⊕ CN1,(6.23)
and note that τ1, τ± lie in the left-hand side of (6.23) by trivially extending the domains of τ± to all of
g0 ⊗ g−1. We call N1 the first normalization condition. Define ℜP 1 ⊂ ℜPˆ 1 to be the subbundle of those
ϕ1 ∈ Pˆ 1 whose torsion tensor
τ = τ1 + τ− + τ+ ∈ Hom(g0 ⊗ g−1, g0)(6.24)
is normalized ; i.e, ℜ(τ) ∈ N1. Complexifying, P 1 ⊂ Pˆ 1 is the subbundle of frames whose torsion tensor
lies in CN1. Denote π1 = πˆ1|P 1 .
The remainder of this section is dedicated to proving that ker ∂1 = g1, the first bigraded prolongation
of the symbol g0, as defined in section 3.
Fix ϕ ∈ P 0 and take ϕ1, ϕ˜1 ∈ P 1 in the fiber (π1)−1(ϕ) related by ϕ˜1 = ϕ1+ϕ1 ◦f for f ∈ ker ∂1. The
torsion tensors (6.24) of ϕ1, ϕ˜1 will be denoted by τ and τ˜ , respectively. By Definition 6.10, Proposition
6.11 gives
τ˜ (y1, y2) = τ(y1, y2) + ∂1f(y1, y2), y1 ∈ g0, y2 ∈ g−1,(6.25)
so each of the bigraded components of ∂1f(y1, y2) identified in Definition 6.10(b) vanish separately, and
in particular [f(y1), y2] = 0 shows
(6.26) f |g0 = 0,
hence f is an endomorphism of g0 that has degree 1 with respect to the first weight. Thus, in contrast
to the bundle πˆ1 : Pˆ 1 → P 0, the bundle π1 : P 1 → P 0 is an affine bundle whose fibers have modeling
vector space ker ∂1 ⊂ gˆ1.
By the observation in part (a) of Definition 6.10, ker ∂1 consists of degree 1 derivations of g
0, whence
ker ∂1 ⊂ g˜1 ∩ gˆ1 = g˜1,−1 ⊕ g˜1,1,
where g˜1 is the first standard algebraic Tanaka prolongation of g
0 as in (3.3). Furthermore, (6.25) shows
[y1, f(y2)]− f([y1, y2]) = 0, y1 ∈ g0,±2, y2 ∈ g−1,∓1, f ∈ ker∂1 ∩ g˜1,±1,
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and by definition of the Lie brackets between elements of nonnegative degree in the standard Tanaka
prolongation, this is equivalent to
[f, g0,±2] = 0, ∀f ∈ ker∂1 ∩ g˜1,±1.
Hence, if we set
u1,−1 := {f ∈ g˜1,−1 | [f, g0,−2] = 0}, u1,1 := {f ∈ g˜1,1 | [f, g0,2] = 0},
then
(6.27) ker ∂1 = u1,−1 ⊕ u1,1.
Now (3.6)-(3.7) say that in order to prove u1,±1 = g1,±1, it remains to verify
(6.28) [g0,±2, u1,∓1] ⊂ u1,±1.
Before we can proceed, we must discuss a geometric consequence of (6.26) for the fibration π : P 0 →M .
Given a subbundle ∆ ⊂ CTM , a subbundle ∆̂ ⊂ CTP 0 is called a lift of ∆ to P 0 if it has the same rank
as ∆ and π∗∆̂ = ∆. Equation (6.26) tells us that the subspace
L0,2ϕ := ϕ1(g0,2) ⊂ T 0,2P 0
is independent of the choice of ϕ1 in the fiber. Furthermore, π∗(L
0,2
ϕ ) = Kπ(ϕ), so L
0,2 is a lift of the Levi
kernel K which we call the canonical lift of the Levi kernel K to P 0 subordinated to the normalization
condition N1. In the same way, one can also define the canonical lift L0,−2 ⊂ T 0,−2P 0 of K to P 0,
subordinated to N1.
Remark 6.14. Let
pr : Hom(g0 ⊗ g−1, g0)→
⊕
j=±1,ij=2
Hom(g0,i ⊗ g−1,j , g−1,j)
be the natural projection. By Remark (6.12), pr(τ1) is the only nontrivial (i.e., independent of the CR
symbol) component of the restriction of τ1 to g0 ⊗ g−1. Thus, the canonical lifts of K and K to P 0
subordinated to N1 are in fact determined by pr(N1). Note: it is not necessarily true that any lift of K
is a canonical lift subordinated to some normalization condition. However, if for every ϕ1 ∈ (πˆ1)−1(ϕ)
satisfying
(6.29) ϕ1(g0,±2) = L
0,±2
ϕ ,
the condition
(6.30) pr(τ1|ϕ1) = 0
holds, then L0,2ϕ and L
0,−2
ϕ are the canonical lifts of K and K, respectively, subordinated to an arbitrary
chosen normalization condition.
Remark 6.15. The splitting
(6.31) CT 0P 0 = L0,−2 ⊕ T 0,0P 0 ⊕ L0,2
allows for a canonical extension of the form θ0,0 from T
0,0P 0 to all of CT 0P 0 by composing it with the
linear projection onto T 0,0P 0, whence
θ0 := θ0,−2 + θ0,0 + θ0,2
is a g0-valued form acting isomorphically on all of CT
0P 0.
Let ι1 : P
1 →֒ Pˆ 1 be the inclusion map, and denote by θ1i and θ1i,j the forms on P 1, obtained by the
pull-back with respect to ι1 of the corresponding forms θˆ
1
i and θˆ
1
i,j on Pˆ
1. The splitting (6.27) determines
bigraded components
θ11,±1 : T
1,±1P 1 → u1,±1,
38 Curtis Porter and Igor Zelenko
where the subbundle T 1,±1P 1 ⊂ CT 1P 1 is trivialized by ζf for f ∈ u1,±1. From (6.26) and relations
(6.16) in Corollary 6.7 it follows that if Z ∈ Γ(CT 1Pˆ 1) and V ∈ Γ(CT 0Pˆ 1) such that θˆ10(V ) = v ∈ g0,
then
θ10([Z, V ]) = 0,
which shows [Z, V ] ∈ Γ(CT 1Pˆ 1); i.e., θ11([Z, V ]) is well-defined.
To prove (6.28), we now note that the space ker ∂1 depends on the CR symbol g
0 only. In other
words, it is independent of the choice of a 2-nondegenerate CR structure with symbol g0 for which one
implements the first prolongation, and of the choice of the first normalization condition. We may as well
take the flat, 2-nondegenerate CR structure with symbol g0 as described in the last paragraph of section
2. In this case, the bundle ℜP 0 can be identified with the Lie group ℜG0. Let L0,±2 be the left invariant
distributions on G0 obtained by left translations of g0,±2. Then by definition of g0,±2, (6.30) holds for
all ϕ1 satisfying (6.29). Hence, by Remark 6.14 the spaces L
0,2 and L0,−2 are canonical lifts of K and
K, respectively, subordinated to some normalization condition.
Remark 6.16. By construction, the form θ0, defined on CT
0P 0 as in Remark 6.15 coincides with the
restriction of the Maurer-Cartan form of G0 to CT 0P 0.
Now, in addition to Corollary 6.7 we have the following:
Corollary 6.17. Let M be the flat, 2-nondegenerate CR structure with symbol g0 as described in the
last paragraph of section 2. Let Z ∈ Γ(CT 1P 1) and i = −2,−1. Then for V ∈ Γ(CT 0P 1) such that
θ10(V ) = v ∈ g0 and Y ∈ Γ(CT iP 1) such that θ1i (Y ) = y ∈ gi, we have
θ11,±1([Z, V ])(y) = [θ
1
1,∓1(Z)(y), v] + θ
1
1,∓1(Z)([v, y]) when v ∈ g0,±2, y ∈ g−1,∓1.(6.32)
Proof. Once again, it suffices to consider vector fields Z = ζf for f ∈ gˆ1. Let v ∈ g0,2, y ∈ g−1,−1, and
f ∈ u1,−1. Using relation (6.15) from Corollary 6.7 and the Jacoby identity, we have
θ11([ζf , V ])(y) = θ
1
0([[ζf , V ], Y ]) = θ
1
0([[ζf , Y ], V ]) + θ
1
0([ζf , [V, Y ]])
Remark 6.16 and relation (6.15) imply θ10([[ζf , Y ], V ]) = [f(y), v]. With the biweights of all vectors in
mind, (6.9) shows
f([v, y]) = θ11,−1(ζf )(θ
1
−1,1([V, Y ])) = θˆ
1
0,0([ζf , [V, Y ]]),
so the fact that the left-hand side of (6.32) has biweight (0, 0) proves the result. The arguments for
v ∈ g0,−2, y ∈ g−1,1, and f ∈ u1,1 are the same. 
At last, we are ready to prove (6.28). For f ∈ u1,∓1, substituting Z = ζf into (6.32) yields
θ11,±1([ζf , V ])(y) = [f(y), v] + f([v, y]) = [f, v](y) when v ∈ g0,±2, y ∈ g−1,∓1.
In order to get the last equality, we used the Jacobi identity in the standard universal Tanaka prolongation
U(g0). From the nondegeneracy condition for U(g0) and the fact that g− is generated by g−1 it follows
that [f, v] = θ11,±1([ζf , V ]) and in particular that [f, v] ∈ u1,±1, which completes the proof of (6.28) and
therefore the proof that ker∂1 = g1.
6.1.3. Higher geometric prolongations. As mentioned in the sentence before formula (3.8), for κ ≥ 2 the
space gκ =
⊕
j∈Z gκ,j of all elements in Ubigrad(g
0) of first weight κ is exactly the same as the degree-κ
component of the standard Tanaka algebraic prolongation of g− ⊕ g0 ⊕ g1. With the bundle P 1 having
been constructed in the previous subsection, the construction of remaining bundles P κ in the chain (6.1)
is also the same as in the standard Tanaka theory, and we will not repeat it, instead referring the reader to
the Tanaka’s original paper [27] or to the second author’s [31]. For completeness, we briefly describe the
nature of the bundles P κ and indicate how their construction ultimately produces an absolute parallelism.
We proceed by induction. Fix κ ≥ 2 and suppose we have a bundle πκ−1 : P κ−1 → P κ−2 with graded
and bigraded filters
CT iP κ−1, T i,jP κ−1, (i, j) ∈ I(gκ−1),
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and in particular
CT κ−1P κ−1 = kerπκ−1∗ .
Suppose further that there are soldering forms
θκ−1i : CT
−2P κ−1 → gi, (−2 ≤ i ≤ κ− 3);
θκ−1κ−2 : CT
−1P κ−1 → gκ−2, θκ−1κ−1 : CT κ−1P κ−1 → gκ−1,
such that θκ−1κ−1 is an isomorphism and the others restrict and descend to isomorphisms
θκ−1i |CT iPκ−1 : CT iP κ−1/CT i+1P κ−1 → gi.(−2 ≤ i ≤ κ− 2)
Define the bundle πˆκ : Pˆ κ → P κ−1 whose fiber over ϕ ∈ P κ−1 is composed of maps
ϕκ ∈ Hom(g−2,CT−2ϕ P κ−1/CT κ−1ϕ P 0)⊕
⊕
(i,j)∈I(g−1⊕g0⊕···⊕gκ−1)
Hom(gi,j , T
i,j
ϕ P
κ−1),
which satisfy
θκ−1i ◦ ϕκ|gi = 1gi ; gi ⊂ gκ−1,
θκ−1i1+i2 ◦ ϕκ|gi1 = 0, − 2 ≤ i1 ≤ κ− 3, 1 ≤ i2 ≤ min{κ− 1, κ− 2− i1}
where 1gi is the identity map on gi The subbundle ℜPˆ κ ⊂ Pˆ κ is that of frames ϕκ which additionally
satisfy ϕκ(y) = ϕκ(y) for y ∈ gκ−1.
The fibers of Pˆ κ are affine spaces whose modeling vector space gˆκ ⊂ Hom(gκ−1, gκ−1) is that of linear
maps f given by sums of bigraded maps
fm,j2i1,j1 : gi1,j1 → gi1+m,j1+j2 , (i1, j1), (i1 +m, j1 + j2) ∈ I(gκ−1), m = min{κ, κ− 1− i1},
which vanish on gκ−1. The fibers of ℜPˆ κ are modeled by those f ∈ ℜgˆκ with f = f as defined by (2.9).
The bundle πˆκ : Pˆ κ → P κ−1 inherits a filtration as before,
CT iPˆ κ = (πˆκ∗ )
−1(CT iP κ−1), T i,jPˆ κ = (πˆκ∗ )
−1(T i,jP κ−1), (i, j) ∈ I(gκ−1),
where each subbundle contains the vertical bundle
CT κPˆ κ = ker πˆκ∗ .
Mimicking the proof of Proposition 6.6 and the constructions of θ0,0 and θˆ
1
1, we can show that there exist
intrinsically defined forms
(6.33)
θˆκi : CT
−2Pˆ κ → gi, (−2 ≤ i ≤ κ− 2);
θˆκκ−1 : CT
−1Pˆ κ → gκ−1, θˆκκ : CT κPˆ κ → gˆκ,
the first κ+ 2 of which restrict to give the pullbacks of the soldering forms on P κ−1 while the last is an
isomorphism.
One can define the torsion tensor τκ ∈ Hom(gκ−2 ∧ g−1, gκ−2) associated to ϕκ ∈ Pˆ κ by analogy with
τi, i < κ. Note that no analog of τ± from Lemma 6.8 appears in higher prolongations. A normalization
condition for the κth geometric prolongation is choice of a subspace Nκ ⊂ ℜ(Hom(Λ2gκ−1, gκ−1)) whose
complexification is complementary to the image of gˆκ under
∂κ : Hom(g
κ−1, gκ−1)→ Hom(gκ−1 ∧ g−1, gκ−1),(as defined in [31])
so that
Hom(Λ2gκ−1, gκ−1) = ∂κ(gˆκ)⊕ CNκ.
Once Nκ is chosen, ℜP 1 ⊂ ℜPˆ 1 is the subbundle of those ϕκ whose torsion tensors are normalized ;
i.e., τκ ∈ Nκ, while P κ ⊂ Pˆ κ is the subbundle whose torsion tensors lie in CNκ. Set πκ = πˆκ|Pκ , pull
back θˆκ along the inclusion P κ →֒ Pˆ κ to get θκ on P κ, and iterate.
Note that the fibers of πκ : P κ → P κ−1 are isomorphic to gκ. Hence, the fibers are trivial for κ ≥ l+1,
and πκ is a diffeomorphism. By (6.33), all of the nontrivial soldering forms θκi for i ≤ l are true one
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forms – defined on all of CTP κ – as of κ = l+2. Thus, they may be assembled into a Ubigrad(g
0)-valued
parallelism on P l+2, or by restriction, a ℜUbigrad(g0)-valued parallelism on ℜP l+2.
6.2. Sketch of the proof of part 2 of Theorem 3.2. Consider the manifold M0 with the flat CR
structure of type g0 as described in the paragraph before Definition 2.7. In this section we show that the
Lie algebra A of (germs of) infinitesimal symmetries of M0 is isomorphic to ℜg where g = Ubigrad(g0).
We hew to the arguments and notation of [27, section 6] (see also [30, subsections 2.2-2.3]), emphasizing
those aspects of the construction that require modification.
Recall that G0 and its closed subgroup G0,0 have Lie algebras g
0 and g0,0, respectively, whose vectors
we interpret as left-invariant vector fields on G0. Name the homogeneous spaces
MC0 = G
0/G0,0, M0 = ℜG0/ℜG0,0,
and observe TMC0
∼= CTM0 has tangent spaces m as in (2.14). Via the projection π : G0 →MC0 , we have
subbundles,
D = π∗ℜ(g−1 ⊕ g0) ⊂ TM0, H,H = π∗(g−1,±1 ⊕ g0,±2) ⊂ CTM0, K,K = π∗(g0,±2) ⊂ CTM0,
and we reiterate that K is exactly the subbundle of H satisfying [K,H] ⊂ H ⊕H .
Let ξ ∈ Ω1(G0, g0) be the left-invariant Maurer-Cartan form of G0 which satisfies the equations
dξi,j(Xˆ, Yˆ ) = −
∑
i1+i2=i
j1+j2=j
[ξi1,j1(Xˆ), ξi2,j2(Yˆ )], Xˆ, Yˆ ∈ Γ(TG0).(6.34)
Here and in what follows, we implicitly use the convention that a quantity indexed by (i, j) /∈ (g0) – and
later, (i, j) /∈ I(g) – is trivial. Note that π∗ : TG0 → TMC0 is a linear isomorphism on each fiber of the
subbundle ker ξ0,0 ⊂ TG0, so for any X ∈ Γ(CTM0) there is a unique Xˆ ∈ Γ(TG0) such that ξ0,0(Xˆ) = 0
and π∗Xˆ = X . In particular, the value of fˆX = ξ(Xˆ) ∈ m is constant on the fibers of π, hence descends
to a well-defined function
fX :M0 → m,
whose bigraded components are denoted f i,jX . For X,Y ∈ Γ(CTM0), (6.34) implies
ξ([Xˆ, Yˆ ]) = Xˆξ(Yˆ )− Yˆ ξ(Xˆ)− dξ(Xˆ, Yˆ )
= dfY (X)− dfX(Y ) + [fX , fY ],
and if ξi,j(Yˆ ) = ξi,j([Xˆ, Yˆ ]) = 0, then we can say
df i,jX (Y ) =
∑
i1+i2=i
j1+j2=j
[f i1,j1X , f
i2,j2
Y ], (i, j) ∈ I(m).
The algebraA describes the sheaf of infinitesimal CR symmetries ofM0; i.e., vector fieldsX ∈ Γ(TM0)
which satisfy
[X,D] ⊂ D, [X,H ] ⊂ H, (⇒ [X,H] ⊂ H).
The Jacobi identity shows [X, [K,H]] ⊂ H ⊕H , whence infinitesimal CR symmetries additionally satisfy
[X,K] ⊂ K and its conjugate. For a symmetry X ∈ A, we have the following instances where it is
necessarily true that ξi,j(Yˆ ) = ξi,j([Xˆ, Yˆ ]) = 0:
• Y ∈ H ⊕H and (i, j) = (−2, 0),
• Y ∈ H and (i, j) 6= (−1, 1), (0, 2),
• Y ∈ H and (i, j) 6= (−1,−1), (0,−2),
• Y ∈ K and (i, j) 6= (0, 2),
• Y ∈ K and (i, j) 6= (0,−2).
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Consequently, for any of these Y we have
df−2,0X (Y ) = [f
−1,1
X , f
−1,−1
Y ] + [f
−1,−1
X , f
−1,1
Y ],
or more generally
dfˆ−2,0X ≡ [fˆ−1,1X , ξ−1,−1] + [fˆ−1,−1X , ξ−1,1] mod {ξ−2,0}.(6.35)
Likewise,
(6.36)
dfˆ−1,1X ≡ [fˆ0,2X , ξ−1,−1] + [fˆ−1,−1X , ξ0,2] mod {ξ−2,0, ξ−1,1},
dfˆ0,2X ≡ 0 mod {ξ−2,0, ξ−1,1, ξ0,2},
with the corresponding statements for dfˆ−1,−1X , dfˆ
0,−2
X given by changing the signs of the second indices.
Define f0,0X : M0 → m ⊗ m∗ to be the restriction of df i,jX to those Y ∈ Γ(CTM0) that take constant
values ξ(Yˆ ) ∈ gi,j for (i, j) ∈ I(m), and set fˆ0,0X = π∗f0,0X . Now (6.35) becomes an equality
dfˆ−2,0X = [fˆ
0,0
X , ξ−2,0] + [fˆ
−1,1
X , ξ−1,−1] + [fˆ
−1,−1
X , ξ−1,1],
and we strengthen (6.36),
(6.37)
dfˆ−1,1X ≡ [fˆ0,2X , ξ−1,−1] + [fˆ0,0X , ξ−1,1] + [fˆ−1,−1X , ξ0,2] mod {ξ−2,0},
dfˆ0,2X ≡ [fˆ0,0X , ξ0,2] mod {ξ−2,0, ξ−1,1}.
That f0,0X takes values in der(g−) is straightforward to confirm; e.g., for Y1 ∈ g−1,1 and Y2 ∈ g−1,−1, we
compute
f0,0X [Y1, Y2] = df
−2,0
X ([Y1, Y2])
= Y1df
−1,−1
X (Y2)− Y2df−1,1X (Y1)
= [Y1, f
0,0
X (Y2)] + [f
0,0
X (Y1), Y2].
Furthermore, [f0,0X , g0,±2] ⊂ g0,±2 holds by virtue of df0,±2X ∈ Ω1(M0, g0,±2), so we see that f0,0X takes
values in g0,0.
In direct analogy to [27] and [30], higher-order derivatives f i,jX : M0 → gi,j (i ≥ 1) of fX (and their
lifts fˆ i,jX = π
∗f i,jX ) are defined so that we arrive at the fully determined equations
dfˆ i,jX =
∑
i1+i2=i
j1+j2=j
[fˆ i1,j1X , ξi2,j2 ] (i, j) ∈ I(g), (i2, j2) ∈ I(m).(6.38)
In particular, (6.37) becomes
dfˆ−1,1X = [fˆ
1,1
X , ξ−2,0] + [fˆ
0,2
X , ξ−1,−1] + [fˆ
0,0
X , ξ−1,1] + [fˆ
−1,−1
X , ξ0,2],
dfˆ0,2X = [fˆ
2,2
X , ξ−2,0] + [fˆ
1,1
X , ξ−1,1] + [fˆ
0,0
X , ξ0,2],
so it is clear that f1,±3X = 0.
To summarize, we can associate to each infinitesimal CR symmetry X ∈ A a collection of g-valued
functions f i,jX :M0 → gi,j for (i, j) ∈ I(g). Conversely, the conditions ξi,j(Xˆ) = f i,jX for (i, j) ∈ I(m) along
with ξ0,0(Xˆ) = 0 and (6.38) characterize the “Taylor series” expansion of an infinitesimal CR symmetry
X ∈ Γ(TM0), and it remains to show that such a symmetry exists for arbitrary values u = fX(o) ∈ g
at each o ∈ M0. Once again following [27] and [30], we let ui,j be gi,j-valued coordinates for the graph
space G0 × g and consider the exterior differential system generated by the one-forms
αi,j = dui,j −
∑
i1+i2=i
j1+j2=j
[ui1,j1 , ξi2,j2 ], (i2, j2) ∈ I(m).
Via the Maurer-Cartan equations, differentiating shows
dαi,j +
∑
[αi1,j1 , ξi2,j2 ] ≡ 0 mod {ξ0,0}.
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Hence, around any o ∈M0 there is a neighborhood Uo ⊂M0 and a section s : Uo → G0 × g, and pulling
back s∗αi,j to the graph space M0 × g defines an integrable Pfaffian system by the Frobenius theorem.
Integral manifolds of this system determine infinitesimal CR symmetries.
6.3. Sketch of the proof of part 3 of Theorem 3.2. The proof is a standard consequence of the
fact that the real part of the universal bigraded algebraic prolongation Ubigrad(g
0) contains a grading
element E with respect to the first weight, i.e. such that [E, y] = iy if y ∈ ℜgi; e.g., (5.12) and (5.14)
(where the grading element is actually −Ê). If a germ at a point o of a 2-nondegenerate CR structure
with CR symbol g0 has infinitesimal symmetry algebra g of dimension dimUbigrad(g
0), then the canonical
absolute parallelism assigned to it by part (1) of Theorem 3.2 has constant structure functions; i.e., the
vector fields dual to the parallelism form a Lie algebra. This Lie algebra is isomorphic to the Lie algebra
of infinitesimal symmetries. Name the latter A. The algebra A has the following natural, decreasing
filtration {Aκ}κ∈Z,κ≥−2 with A−2 = A,
A−1 = {X ∈ A : X(o) ∈ Do}, A0 = {X ∈ A : X(o) ∈ ℜ(Ko ⊕Ko)},
and Aκ with κ > 0 are defined recursively by
Aκ = {X ∈ Aκ−1 : [X,A−1] ⊂ Aκ−1}.
By construction of subsection 6.1, the associated graded Lie algebra is isomorphic to Ubigrad(g
0). It is
well-known (see [6, Lemma 3.3]) that the existence of the grading element in Ubigrad(g
0) implies g and
Ubigrad(g
0) are isomorphic as filtered Lie algebras, which proves the claim.
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