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Abstract
Many properties of strongly correlated materials behave differently from those obeying the standard theory
of metals. Explaining such anomalous properties may require one to consider a non-traditional model. In
this dissertation, we construct several phenomenological models based on the notions of unparticles and
nonlocalities to explain some of the exotic properties of the high temperature cuprate superconductors.
The properties of the cuprates that we investigate include the fractional power-law in optical conductivity,
the power-law liquid form of the scattering life-time, the violation of the conductivity sum rule, and the
appearance of the anomalous dimension for the current. Our results suggest that the correct description of





I would like to thank my advisor, Philip Phillips, for his guidance throughout my Ph.D. study. I would
like to thank my thesis committee members, Taylor Hughes, Lance Cooper, and Thomas Faulkner, for
the time they spend on evaluating my thesis work. I have greatly benefited from my collaboration with
Andreas Karch, Chandan Setty, and Zhidong Leong. I would like to thank other people from my research
group, Gabriele La Nave, Wei-Cheng Lee, Tony Hegg, Garrett Vanacore, Brandon Langley, Bikash Padhi,
Christian Boyd, Shuyi Zhang, and Luke Yeo. I have discussed many physics research ideas with them.
I would like to thank my UIUC friends, Sakulbuth Ekvittayaniphon, Wathid Assawasunthonnet, Mayukh
Khan, Alonza Terry, Matt Lapa, Zhou Tianci, Suraj Hegde, Xiongjie Yu, Will Morong, Vasilios Passias,
Patrick Coleman, and many others, for the time we spend together, be it teaching, learning and discussing
physics, or practicing martial arts. I acknowledge the support by the Physics Department at the University of
Illinois for my work as a teaching assistant and by a scholarship from the Ministry of Science and Technology,




Chapter 1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Background and Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Unparticles . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2.1 Unparticle Effective Action . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.2.2 Continuous Mass Formalism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Nonlocal Actions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
1.4 Organization of Dissertation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
Chapter 2 Power laws in Optical Conductivity from Unparticles . . . . . . . . . . . . . . 8
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.2 Optical Conductivity from Unparticle Effective Action . . . . . . . . . . . . . . . . . . . . . . 9
2.3 Optical Conductivity from the Continuous Mass Formalism . . . . . . . . . . . . . . . . . . . 12
2.3.1 Scalar Field . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.2 Drude Conductivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.4 Determination of the Exponents in the Strange Metal Phase . . . . . . . . . . . . . . . . . . . 19
2.4.1 Review of the Multi-band Model for the Power Laws in DC Transport Properties . . . 19
2.4.2 Modified Version of the Multi-band Model for Optical Conductivity . . . . . . . . . . 22
2.5 Superconductivity of the Multiband Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.5.1 Scaling Form of the Spectral Function . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
2.5.2 Superconducting Instability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28
Chapter 3 Power-law Liquid from Unparticles . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
3.2 Model of Electron-Bosonic Unparticle Scattering . . . . . . . . . . . . . . . . . . . . . . . . . 35
3.3 Electron Self-Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.4 Behavior of ImΣ(T ) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
3.5 Behavior of ImΣ(ω) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
3.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
Chapter 4 Absence of Luttinger’s theorem for Fermions with Power-law Green Functions 43
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
4.2 Fermions with Power-law Green functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
4.2.1 Luttinger’s Theorem for Fermions with Power-law Green functions . . . . . . . . . . . 45
4.2.2 Spectral Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
4.2.3 Occupation Number . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2.4 Modified Luttinger Count . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.3 Luttinger’s Theorem for the Spinless Luttinger Liquid . . . . . . . . . . . . . . . . . . . . . . 50
4.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
v
Chapter 5 Violation of f-sum Rule with Generalized Kinetic Energy . . . . . . . . . . . . 54
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
5.2 Hamiltonian with a Generalized Kinetic Energy . . . . . . . . . . . . . . . . . . . . . . . . . . 56
5.2.1 Current Operator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
5.3 Derivation of the Conductivity Sum Rule . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
5.4 Non-interacting Fermions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
5.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
Chapter 6 Anomalous Dimension of the Electrical Current from the Fractional Aharonov-
Bohm Effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
6.2 Fractional Gauge Transformation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
6.3 Fractional Aharonov-Bohm Effect . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
6.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
Chapter 7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
Appendix A Optical Conductivity of a Free Massive Scalar Field . . . . . . . . . . . . . . 76
Appendix B Unparticle Effective Action in Matsubara Space . . . . . . . . . . . . . . . . 80
Appendix C Calculation of Optical Conductivity from Unparticle Effective Action . . . 82
C.1 Kdia1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
C.2 Kdia2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
C.3 Kdia3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
C.4 Kdia4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
C.5 Kpara . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 90
C.6 Total Response Function and Conductivity . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
Appendix D Electron-Bosonic Unparticle Self-Energy . . . . . . . . . . . . . . . . . . . . . 93
D.1 Calculation of the Electron-Unparticle Self-Energy . . . . . . . . . . . . . . . . . . . . . . . . 93
D.1.1 ΣF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
D.1.2 ΣB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
D.1.3 Σε . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
D.1.4 ΣR . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
D.1.5 Total Σ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
D.2 Scaling of the Imaginary Part of the Self Energy at Low Temperature . . . . . . . . . . . . . 96
D.2.1 ΣB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
D.2.2 ΣF . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
D.2.3 Total Σ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
D.3 Calculation of ImΣ(ω) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
Appendix E Electron-Fermionic Unparticle Scattering . . . . . . . . . . . . . . . . . . . . 103
E.1 Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
E.2 Electron Self-Energy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
E.3 Summary of the Main Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
Appendix F Some Properties of the Spinless Luttinger Liquid . . . . . . . . . . . . . . . . 107
F.1 Spectral Sum Rule of A+(p, ω) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 107
F.2 Occupation Number and Density of the Spinless Luttinger Liquid at T = 0 . . . . . . . . . . 109
F.3 Luttinger’s Theorem of the Spinless Luttinger Liquid . . . . . . . . . . . . . . . . . . . . . . . 110
Appendix G Bloch Theorem for Generalized Kinetic Term . . . . . . . . . . . . . . . . . . 112
vi
Appendix H Optical Sum of Free Fermions with Fractional Kinetic Energy . . . . . . . . 115
H.1 High Temperature Expansion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
H.2 Low Temperature Expansion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
Appendix I Fractional Calculus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
I.1 Fractional Calculus in Fourier-Space Representation . . . . . . . . . . . . . . . . . . . . . . . 118
I.2 Fractional Calculus in Coordinate-Space Representation . . . . . . . . . . . . . . . . . . . . . 119
I.3 Fractional Laplacian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121
Appendix J Current-current Correlation Function from Fractional Maxwell Action . . . 122
Appendix K Absence of Magnetic Monopoles in Constant Fractional Magnetic Field . . 124
Appendix L Calculation of Fractional Aharonov-Bohm Phase Shifts . . . . . . . . . . . . 125
L.1 Fractional Aharonov-Bohm Effect in Rectangular geometry . . . . . . . . . . . . . . . . . . . 125
L.1.1 Left Liouville Fractional Calculus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
L.1.2 Right Liouville Fractional Calculus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
L.1.3 Feller Fractional Calculus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127
L.1.4 Riesz Fracational Calculus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128
L.2 Fractional Aharonov-Bohm Effect of Disk Geometry . . . . . . . . . . . . . . . . . . . . . . . 128
L.2.1 Left Liouville Fractional Calculus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 129
L.2.2 Right Liouville Fractional Calculus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
L.2.3 Feller Fractional Calculus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
L.2.4 Riesz Fractional Calculus . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131
L.2.5 Rotationally Invariance Definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131




1.1 Background and Motivation
Many properties in the normal state of the cuprates deviate from Fermi liquid theory — the standard theory
of metals. One well-known example is that the electrical resistivity, ρ, observed in the normal state, exhibits
a non-Fermi liquid behavior. Instead of having ρ ∝ T 2 as in the case of Fermi liquid, ρ in the cuprates
scales as T a with a in a range of 1 to 2 depending on the chemical composition [1]. In order to explain these
anomalous properties of the cuprates, one has to understand the nature of the current carrying degrees of
freedom (or the low-energy degrees of freedom). In this dissertation, we study the possibility of describing the
low-energy degrees of freedom with the notions of unparticles and nonlocalities. The approach we take here
involves constructing phenomenological models based on these notions to explain the anomalous properties
of the cuprates. We describe below the properties and problems related to the cuprates.
Various transport properties in the cuprates exhibit power-law scaling near optimal doping. Of particular
interest is the appearance of a fractional power-law scaling in the optical conductivity, σ(ω) ∝ ω−α with
α ≈ 0.5−0.7 [2–5], in the mid-infrared frequency range (ω ≈ 500 cm−1 to 5000 cm−1). Several dc transport
properties are power laws of temperatures, for example, T-linear resistivity, ρ ∝ T [6], Hall angle, cot θH ≡
σxx
σxy
∝ T 2 [7, 8], and Hall Lorentz ratio, LH ≡ κxyTσxy ∝ T [9]. Quantum phase transitions have been widely
invoked to explain these observed power laws. However, Ref. [10] showed that the resistivity from the
one-parameter scaling argument of quantum criticality is not consistent with the T-linear resistivity.
Motivated by several results from gauge/gravity duality, Ref. [11] tried to explain the scalings in the
dc transport properties by positing the existence of three anomalous exponents: dynamical exponent z,
hyperscaling violation exponent θ, and anomalous dimensions of the gauge field Φ.1 The exponent z describes
the asymmetry in the scaling between space and time, i.e. ξτ ∝ ξz, where ξτ is the correlation time and ξ is
the correlation length. The exponent θ describes the effective reduction of the spatial dimension. Hence, the
scaling dimension of entropy density in this case is [s] = d− θ. Lastly, the exponent Φ is the deviation of the
1We will sometimes refer to this exponent as the anomalous dimension of the current.
1
scaling dimension of the vector potential or gauge field from unity, i.e. [A] = 1 − Φ. Assuming these three
exponents, Ref. [11] applied the one-parameter scaling argument to the scalings of resistivity, Hall angle, and
Hall Lorentz ratio. They found θ = 0, z = 43 , and Φ = −
2
3 . Within this new version of the single-parameter
scaling, the optical conductivity scales as σ(ω) ∝ ω d−θ−2+2Φz = ω−1 which is inconsistent with the exponent
from the experiment. Hence, within a single-parameter scaling there is no consistent scaling analysis of the
transport observables even if an anomalous dimension is included in the current (Φ 6= 0). Furthermore, Ref.
[11] suggested that the anomalous dimension of the gauge field, Φ, is not vanishing. This is inconsistent with
the traditional results from quantum field theory [12–14] that conserved quantities cannot acquire anomalous
dimension under renormalization.
Transport properties are not the only quantities which have interesting power-law scalings. Ref. [15]
found that electronic scattering life-time (i.e. the imaginary part of electronic self-energy) extracted from
the angle-resolved-photoemission-spectroscopy (ARPES) has a power-law scaling in which frequency and
temperature are interchangeable. Ref. [15] showed that the scattering rates inferred from the momentum
distribution curves (MDCs) along the nodal direction are of the form τ ∝ ((~ω)2 + (kBT )2)a. This scaling
form holds over a wide range of dopings — from underdoped where a < 1/2, to optimal doping where
a = 1/2, and to overdoped with a > 1/2. While scaling has been observed previously, it was typically
associated with just a single doping level, namely at the optimal concentration [16, 17]. Ref. [15] called an
object in which the scattering life-time obeys such scaling behavior a “Power-Law Liquid”.
The final property of the cuprates we investigate in this dissertation is the violation of the conductivity
sum rule in the cuprates. The conductivity sum rule states that the total integrated spectral weight of the
optical conductivity is directly proportional to the charge carrier density:
∫∞
0
σ1(ω)dω ∝ n. Here σ1 is the
real part of the optical conductivity and n is the charge carrier density. When σ1(ω) is integrated up to a
cutoff frequency ωc, the optical sum is proportional to the effective number of charges from energy below ωc
(Neff). In normal metals, when ωc is chosen to be in the region of the optical gap, Neff is simply given by
the number of electrons in the conduction band. However, in the cuprates[18, 19], Neff deviates from what
one expects from the dopant concentration, x. When 0 < x < 0.2, instead of having Neff(x) = x, Neff(x) is
greater than x and is concave downward (see Fig. 1.1). The optical conductivity measurements upon which
this Neff is based on were performed at room temperature[18, 19].
Explaining these strange properties in the cuprates may require a non-traditional model, in particular
models in which the basic notions of particles and locality are abandoned. In the following two sections, we
review the ideas of unparticles and nonlocal actions. We use these ideas as a basis for constructing models
to explain the exotic behaviors observed in the cuprates.
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Figure 1.1: Effective number of charge carriers (Neff) vs. doping concentration (x) for the case of
Pr2−xCexCuO4−δ (triangles) and La2−xSrxCuO4−δ (circles) [18]. The spectral weight of σ1(ω) in this case
is integrated up to the cutoff frequency ωc = 1.5 eV. The dash lines represent the contribution from the
dopant atoms, assuming one dopant atom donates one mobile charge carrier per unit cell. Reprinted figure
with permission from S. L. Cooper et al., Phys Rev. B 41, 11605 (1990). Copyright 1990 by the American
Physical Society.
1.2 Unparticles2
Unparticles were first proposed in the context of high-energy physics by Georgi [21, 22] as a scale-invariant
sector which emerges in the infrared (IR) of an effective field theory. Georgi also proposed that unparticles are
weakly interacting with the standard model and it could be detected as a missing energy distribution in the
high-energy experiments [21]. In the context of condensed matter physics, unparticles were proposed to be
relevant to the pseudogap phase of the cuprates by Ref. [23]. Numerous arguments have been presented for
quantum critical points occurring somewhere in the normal state of the cuprates[2, 24]. However, precisely
what are the propagating degrees of freedom has proven elusive to enumerate because the underlying system
is strongly correlated. Ref. [23]’s arguments for the relevance of unparticles to the pseudogap phase focused
on the existence of Fermi arcs. Ref. [23] argued that because Fermi arcs require the presence of zeros of the
single-particle Green function either at the terminus of the arc or at the backside of the arc, the excitations
that give rise to them arise from a divergent self-energy and hence are not connected adiabatically to a Fermi
liquid. In general the new excitations are some composites that are determined by collective phenomena.
It is precisely composite excitations that conformal field theory (CFT) attempts to describe as the relevant
degrees of freedom at critical points. Since any non-trivial infrared dynamics in strongly correlated electron
2This section is adapted and reprinted with permission from Ref. [20].
3
systems must be controlled by a critical fixed point, scale invariance can be used to construct the form of the
underlying propagator. Ref. [23] put this proposal to use in condensed matter systems because the argument
is valid in any dimension and hence permits immediate progress beyond the restrictive 1D Luttinger liquid
paradigm advanced by Anderson[25].
One crucial property of the scale invariant object is that it cannot have a definite mass [21]. For example,
let us look at the Lagrangian of a scalar field φ with a mass term[26], L = 12 (∂µφ)
2+ 12m
2φ2. This Lagrangian
is a homogeneous function under the scale transformation, x → x/Λ, if the mass term is zero: L → Λ2L.
This means that a scalar field is scale invariant when m = 0. Unparticles are such an object without a
definite mass. Unparticles can be thought[27] to arise from a general field theory in which integrating out
the ultra-violet (UV) sector generates new degrees of freedom at low energies, that is, UV-IR mixing. The
signature of such mixing is an interpolating field that now resides in the low-energy sector[27] as in the
charge 2e boson in the Hubbard model[23], the basic model used to describe the cuprates. This bosonic field
mediates new electronic states at low energy that have no overlap with bare electrons and hence gives rise
to zeros of the single-particle Green function, thereby signaling the breakdown of the Landau Fermi-liquid
picture.
We can understand the nature of the excitations that emerge by characterizing the new fixed point. In
principle it is difficult to establish the existence of fixed points in strongly correlated systems. However,
since all fixed points possess scale invariance, we can write the candidate propagators down immediately.
The propagator of scalar unparticles in d+ 1 Lorentzian space-time dimension can be written immediately














Γ(dU − 1)Γ(2dU )
. (1.2)
The unparticle scaling dimension dU must be greater than
d−1
2 as required by the unitarity bound [28]. When
dU is not an integer, there are no poles in the propagator G(k0,k) when considering the complex variable k0.
Instead, there are singular points at k0 = ±k2 with a branch cut coming out from each point. In general,
a single quasi-particle excitation is associated with a first order pole in the propagator. Hence, unparticles
represent incoherent electronic states of matter that lack a “particle-like” character. Indeed a well-known
example of unparticles in condensed matter systems is that of a Luttinger liquid. We introduce below two
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formalisms of unparticles that we use to explain anomalous properties in strongly correlated systems.
1.2.1 Unparticle Effective Action






where φ(p) is a complex unparticle field in momentum space. This effective action can be used to correctly
reproduce the two-point correlation function (Eq. 1.1). One must keep in mind that this action is a particular
model of unparticles in which the forms of higher-point correlation functions are specified by Wick’s theorem.
An implication of this form of action is that an unparticle field is treated as if it is a free particle propagating
with an algebraic form of momentum. There are other models of unparticles such as the massive Thirring
model in 1+1 dimension (Refs. [29, 30]). Such models do not have a trivial form of four-point correlation
function like the Gaussian model.
1.2.2 Continuous Mass Formalism
Unparticle stuff can be formulated as an integration over the mass of free fields [31, 32]. The general principle
underlying this statement is that a scale invariant theory can be generated from a summation over the large
number of flavors or from an integration over mass. Let φi be a free scalar field of flavor i with mass mi,
ranging from 0 to infinity, and let the density of flavors be f(m2). The number of fields between m2 to








As shown in Ref. [32], the unparticle two-point correlation function is given by
G(p) =
∫





p2 −m2 + iε
f2(m2). (1.5)
For a choice of f(m2) ∼ (m2)(dU− d+12 )/2, the two-point correlation function is
G(p) ∼ i
(−p2 − iε) d+12 −dU
. (1.6)
5
The interpretation of this formalism is that an unparticle field is an effective excitation (or effective field) of a
continuum of free scalar fields with varying masses. The continuous mass formulation description was further
generalized in Ref. [23] by introducing mass as another coordinate in a scalar field Lagrangian. The action
can then be recast into Poincaré coordinates of anti-de Sitter space. Using the AdS/CFT correspondence,
Ref. [23] calculated the two-point correlation function on the boundary theory and identified the unparticle
propagator. Ref. [33] showed that the hyperscaling violation exponent and anomalous dimension for the
current can be generated by summing over the free energy in a multi-band system. Such an idea is completely
equivalent to the continuous mass formulation. A key point here is the summation over mass (or flavors)
is equivalent to a summation over energy. Hence, unparticles receive contributions from all energy scales.
That is they represent the incoherence, the identifying feature of doped Mott insulators. Consequently, their
relevance to cuprate physics is quite natural.
1.3 Nonlocal Actions
A nonlocal action is an action which contains nonlocal operators such as fractional derivatives and fractional
Laplacians (see Appendix I for the definitions of fractional calculi we use in this dissertation). Let us consider







where Cd,a is a normalization constant. One can clearly see that the fractional Laplacian is nonlocal because
(−∇2)af(x) involves integrating the function f over the whole space. There are many physical phenomena
such as anomalous diffusion or Levy flights [34] which can be described by equations of motion involving
fractional calculus. In the context of AdS/CFT, Phillips and La Nave [35] showed that a free scalar theory
with a geodesically complete metric in the bulk generically gives rise to a boundary theory with a fractional
Laplacian. The power of the fractional derivative is partially determined by the mass of the field. The
result of this work implies that, in some cases, the infrared behavior of a strongly coupled theory could be
described by a non-local operator. We want to explore whether anomalous properties in the cuprates could
be captured by fractional calculus.
An unparticle effective action (Eq. 1.3) is an example of a nonlocal action. In Euclidean space-time,
the action can be rewritten in real space as S =
∫
dd+1xL with L ∝ φ†(x)(−∇2) d+12 −dUφ(x). Here (−∇2)α
is a fractional Laplacian of order α. In this dissertation, we consider unparticles as a separate case from
nonlocal actions, because, in addition to nonlocality, unparticles require the system to have scale invariance
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and no particle content (i.e. no simple poles representing quasiparticle excitations in the propagator). The
example of a nonlocal action which does not describe unparticles is the action of particles with fractional





i∂t − c(−∇2)α − µ
]
ψ(r, t), (1.8)
where ψ is a particle field, µ is the chemical potential and c is a constant of units [E]1−2α. Here [E] represents
units of energy. As we will see in Chapter 5, we use this action to explain the violation of the conductivity
sum rule in the cuprates.
1.4 Organization of Dissertation
This dissertation can be divided into two parts. The first part (Chapter 2 - 4) involves using unparticles to
understand some unusual properties of the normal state of the cuprates. In Chapter 2, we calculate optical
conductivity using two models of unparticles and show that only the continuous mass formalism could yield
a fractional power law observed in the cuprates [2]. In Chapter 3, we study a model of electrons in an
unparticle background. We find that the self-energy of this model agrees qualitatively with the power-law
liquid self-energy [15]. In Chapter 4, we study the validity of Luttinger’s theorem for unparticles with
fermionic statistics. The second part of the dissertation (Chapter 5 and 6) is about applying the concept of
nonlocal action to explain some anomalous properties of the cuprates. In Chapter 5, we explain the violation
of the standard conductivity sum rule in the cuprates by postulating that the kinetic energy operator is a
fractional power of momentum. In Chapter 6, we argue that the anomalous dimension for the gauge field
[11] can be explained by the existence of electromagnetic fields with fractional gauge transformation. Lastly,
we conclude the dissertation in Chapter 7.
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Chapter 2
Power laws in Optical Conductivity
from Unparticles1
2.1 Introduction
Among the signatures of non-Fermi liquid behavior, the fractional power law observed in the optical con-
ductivity of optimally doped cuprates, σ(ω) ∝ ω−α [2, 37] with α = 2/3, stands as a key failure of the
standard theory of metals. This power law is ubiquitous, having been observed first in YBa2Cu3O6+δ [3, 4]
with α = 0.5− 0.7 and more extensively in Bi2Sr2CaCu208+δ [2, 5] in the mid-infrared frequency range (ω
= 500 cm−1 to 5000 cm−1). Consistent with this power law is the observed phase angle of πα/2 [2].
Realizing that some sort of scale invariant entities must be relevant, Anderson [25] computed the mid-
infrared power law in the cuprates using Luttinger liquid Green functions. He argued that in the holon





dt Ge(x, t)Gh(x, t)eiωt, where Ge and Gh are the electron and hole Green functions of a
2D Luttinger liquid, respectively. Although no specific calculation was provided, he posited that the Green
function of 2D Luttinger liquids (an unknown state of matter) is identical to its 1D counterpart. Using
the scaling properties of the product of Green functions, Anderson found the optical conductivity to have a
power law of a form, σ(ω) ∝ (iω)−1+2a where a is the Luttinger parameter.
Given that power laws are the finger print of criticality, Anderson’s starting point of scale-invariant
excitations[25] is certainly reasonable. However, since there is no basis for using 1D Luttinger liquids in 2D,
it is advantageous to resort to a relatively new tool which is capable of describing quantum critical matter
in higher dimensions. Previously, Ref. [23] utilized the unparticle picture of Georgi’s [21] as a model for
treating the breakdown of the particle picture in the normal state of the cuprates. The key idea here is
that scale invariance places severe restrictions on the form of the propagator that are completely dimension
independent and hence obviates the need to tether the description to 1D Luttinger-liquid theory. The goal
of this chapter is to use the concept of unparticles to explain the power-law in optical conductivity.
In this chapter, we investigate two models of unparticles. In the first model, we use a Gaussian form for the
1The content of this chapter is adapted and reprinted with permission from Refs. [20, 36].
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unparticle action as a basis for calculating the optical conductivity. We apply the vertex couplings of scalar
unparticles and gauge fields introduced in Refs. [38, 39] and linear response theory at finite temperature. We
show that the conductivity of unparticles is a constant factor multiplied by the conductivity of free massless
scalar fields. In the second model, we turn to the continuous mass formalism2 in which Ref. [23] originally
used to show that the action for unparticles is identical to an action on anti-de Sitter space. This same
model has been adopted[33] to obtain the hyperscaling violation exponent and anomalous dimension for the
current. Within this approach, we obtain a power law in optical conductivity ∼ ω−α and the associated phase
angle of πα/2. We can constraint various parameters within the continuous mass formalism by combining
the optical conductivity data and the power-law scalings of the dc transport properties. Finally, we study
superconducting properties of the multi-band model and show explicitly how a running mass in this model
affects Tc.
2.2 Optical Conductivity from Unparticle Effective Action
In order to calculate a response function to an electromagnetic field, we need to know how the unparticle
field is coupled to a U(1) gauge field. To this end, we follow the approach for gauging a non-local Lagrangian
with a Wilson line from Refs. [38, 40]. This approach was applied to scalar unparticles in Ref. [39] and to






one rewrites it in position space,
S =
∫
dd+1xdd+1y φ†(x)F (x− y)φ(y), (2.2)
where F (x − y) is a function resulting from converting the action to position space. The action can be




†(x) and φ(y) with g being the
charge of the unparticle field. The new action,
S =
∫
dd+1xdd+1y φ†(x)F (x− y)W (x, y)φ(y), (2.3)
is now U(1) invariant. The vertex couplings of the unparticle field and gauge fields can be obtained by
taking derivatives of the action with respect to the fields. For the calculation of the optical conductivity, we
2In this chapter, we interchangeably refer to the continuous mass formalism as the multi-band or multi-flavor model.
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= g(2pµ + qµ)F(p, q), (2.4)
and the vertex of two unparticle fields with two gauge fields,
g2Γµν(p, q1, q2) =
δ4S
δAµ(q1)δAν(q2)δφ†(p+ q1 + q2)δφ(p)
=g2
(
2ηµνF(p, q1 + q2) +
(2p+ q2)
ν(2p+ 2q2 + q1)
µ
q21 + 2(p+ q2) · q1
(F(p, q1 + q2)−F(p, q2))
+
(2p+ q1)
µ(2p+ 2q1 + q2)
ν
q22 + 2(p+ q1) · q2
(F(p, q1 + q2)−F(p, q1))
)
. (2.5)
The function F(p, q) is given by
F(p, q) = iG
−1(p+ q)− iG−1(p)
(p+ q)2 − p2
. (2.6)
These vertices satisfy the Ward-Takahashi identities,
−iqµΓµ(p, q) = G−1(p+ q)−G−1(p) (2.7)
and
q1µΓ
µν(p, q1, q2) = Γ
ν(p+ q1, q2)− Γν(p, q2). (2.8)
The thermal version of the unparticle propagator and the vertex couplings, both of which are needed for the
optical conductivity calculation, are shown in the Appendix B. The outline of the calculation is as follows.
First, we compute a Fourier component of an imaginary time response function to an electromagnetic field
from
Kµν−n,−n′(−q,−q











DφDφ†e−S[A] is a partition function of the action given in Eq. B.1. The subscripts, n
and n′, in the Fourier component of the response function above denote the dependence on the bosonic
Matsubara frequency (ωm =
2πm
β with m being an integer). In a system with translational invariance, the
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response function satisfies the relation
Kµν(τ1,x1; τ2,x2) = K
µν(τ1 − τ2,x1 − x2). (2.10)








We use Eq. 2.11 to reduce from the Fourier component of Kµν(τ1,x1; τ2,x2) to that of K
µν(τ1−τ2,x1−x2).






Here we take the thermodynamic limit q → 0. Finally, we perform an analytic continuation from the

































into Eq. 2.13, one finds
















m+n,−n(p + q,−q)Gm(p)Gm+n(p + q). (2.15)
The first and the second terms of Eq. 2.15 are known as the diamagnetic and the paramagnetic terms,
respectively. Summing over the Matsubara frequency with the standard contour integration technique (see
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− dU )σ0(iωn), (2.16)
where σ0 is the conductivity of a free massless scalar field (Eq. A.8 with m = 0). In d = 3, the prefactor
is 2 − dU . Liao[42] showed that the polarization is the same prefactor, 2 − dU , times the polarization for
the scalar particle field, thereby corroborating the lengthy calculation performed here. Note that, when
dU <
d+1
2 , the real part of the conductivity becomes negative, which is not physical. Thus, the allowed value
for dU in a Gaussian model is
d−1
2 < dU <
d+1
2 . From the form of σ0 in Eqs. A.9 and A.10, we see that σ0
has no dependence on dU . Therefore, the optical conductivity from the unparticle effective action does not
have a fractional power law.
At work here is the linear superposition that links the unparticle to the particle field, inherent in a
Gaussian action for unparticles. Such a superposition implies that the statistics of the unparticles cannot
deviate from that of the particles. Also at work here is the fact that vertex corrections within a Gaussian
action kill the power law at the bare one-loop level. This can be seen as follows. The scaling dimension of
the unparticle propagator is [L]d+1−2dU where [L] denotes a scaling in units of length. We know that the
vertex couplings must satisfy the two Ward-Takahashi identities. So Γµ and Γµν have a scaling dimension
of [L]2dU−d and [L]2dU−d+1, respectively. As a result, the scaling dimension of the response function (Eq.
2.15) is [L]1−d and that of the conductivity (Eq. 2.12) is [L]2−d. In other words, the anomalous length scale
in the unparticle propagator, namely, anything that has a scale [L]dU or its integer power, is cancelled by
the vertices. This applies equally to the Luttinger liquid calculation[25].
2.3 Optical Conductivity from the Continuous Mass Formalism
In this section, we apply the idea of the continuous mass formalism discussed in section 1.2.2. We then
consider a model with large number of flavors of free fields or free particles. We sum over the conductivity of
each flavor to obtain the total conductivity of this ensemble of free fields. In the continuous mass formulation
of unparticles we explained in section 1.2.2, there is no cutoff in the mass integration. Nonetheless as we
will see, we take M to be a mass cutoff in the calculations below.
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2.3.1 Scalar Field







ddx(|Dµφi|2 +m2i |φi|2), (2.17)
where the covariant derivative is defined in the usual way as Dµ = ∂µ − ieiAµ and the summation is over
all flavors. The mass and charge of the field of flavor i are given by mi and ei, respectively. Let the density
of flavors, ρ(m), to be a function of mass in the mass range from 0 to M . The number of fields in the mass
range m to m+ dm is ρ(m)dm. Furthermore, we let the charge to be a function of mass, e(m). The forms









Here a and b are the power law scaling of the density of flavors and charges. As pointed out previously [33],
a and b are related to the hyperscaling violation exponent and the anomalous dimension for the current,
respectively.
From Eq. A.8 in appendix A, the optical conductivity of flavor i has the form
σi(ω) = e2i f(ω,mi, T ). (2.20)








dm ρ(m)e2(m)f(ω,m, T ). (2.21)
We replace the summation by the integral over mass and the density function ρ(m). Rewriting the conduc-











































is a surface area of a unit (d-1)-sphere,
and εp =
√































































where θ(x) is the Heaviside function and P denotes the Cauchy principal integral. We consider a special
case of d = 2 and T = 0 (Eqs. A.12 and A.13). In this case, the Drude weight ρiD = 0 and the integral in






















































Figure 2.1: Real part and imaginary part of the total conductivity in 2D at zero temperature for the case a
= 0.2 and b = 0.3.
From Eq. 2.21, the real part of conductivity is



























2) if ω > 2M,
(2.27)
where a+2b must be greater than 0 in order for the integral to converge. When ω/M < 2, σ1 has a fractional
power law of ωa+2b. However, when ω/M > 2, σ1 is approaching an asymptotic value with a power law of
ω−2. A plot of σ1 in the two-dimensional case at zero temperature is shown in Fig. 2.1(a).
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The imaginary part of conductivity can be evaluated approximately as


























ω if ω > 2M,
where a + 2b must be greater than 0 in order for the integral to converge. Unlike σ1, when ω/M < 2, σ2
depends on the terms ∼ ωa+2b and ∼ ω−1. When ω/M > 2, σ2 is proportional to ω−1. A plot of the
approximated σ2 in the two-dimensional case at zero temperature is shown in Fig. 2.1(b). The real part of






















2) coth(βω2 ) if ω > 2M,
(2.29)















The imaginary part of the conductivity at finite temperature can be obtained from the Kramers-Kronig
relationship. At finite temperature, σ1 is modified by a bosonic factor, coth(
βω
2 ). Consequently, for T M ,
σ1 still has a power law of ω
a+2b when ω < 2M . When T is about the same order of magnitude as M or
larger, the power law in σ1 no longer exists. Hence, although we have obtained a fractional power law in the
case of a scalar field, it is a power law with a positive power not negative power (a+ 2b > 0) as required to
explain the experiments.
2.3.2 Drude Conductivity
Motivated by the experiments[2], in which the real and imaginary parts have a negative power law, we apply
the continuous mass formalism to the Drude form of the conductivity. The system consists of large number
of flavors of free non-relativistic fermions in a disordered potential with no interaction among different flavors










where mi, ei, ni, and τi are mass, charge, density, and relaxation time of fermion of flavor i. As in the
case of a scalar field, we take the density of flavors, ρ(m), charge e(m), and relaxation time, τ(m), all to be
functions of mass. The mass ranges from 0 to M . The charge density in the mass range of m to m+ dm is












































Changing the integration variable to x = ωτ0
mc


















Define α ≡ a+2b−1c + 1. When α < 0, the integral does not converge. This means it is not possible to obtain
a positive power law in the optical conductivity from this model. When 0 < α < 1, the integral has a simple












Since Reσ(ω) falls off slower than 1ω , the total spectral weight,
∞∫
0
Reσ(ω)dω is infinite. So we need to define
a high frequency cutoff, ωC , to have a finite spectral weight.
3 Here we see that by choosing the value of a,
b, and c such that 0 < α < 1, the conductivity can have a fractional power law with a power between -1 and
0 and a phase of απ2 .
As a concrete example, let us try to reproduce the power law of − 23 seen in the optimally doped cuprates
above the superconducting dome [2]. We choose a+2b−1c = −
1
3 with c = 1, so α =
2



































3 ) + e
2iπ
3 ln(1− e iπ6 (τ0ω)
1





where the branch cut of the logarithm is chosen to be along the negative real axis. The cutoff is set at some

















We see that the power-law exponent is − 23 with a phase of 60
◦ as is seen experimentally. While there are
ways of generating fractional exponents[44, 45] in the optical conductivity, none yield the exponent of −2/3.
The recent claim that gravitational crystals[46] produce the ω−2/3 conductivity of the cuprates was not borne
out by subsequent calculations[47–49]. Consequently, the results obtained here are the first to yield the −2/3
exponent from a strong coupling formulation. Our result is general, following strictly from the continuous
mass formalism and the Drude form for the conductivity. Hence, what is needed of a microscopic theory is
one in which the optical conductivity at each frequency receives contributions from all energy scales. That
is, incoherence is at the heart of the power law optical conductivity in strongly correlated electron systems.
When α > 1, the conductivity still has a power law of ω−α in the real part and there is no need for the
high frequency cutoff. For example, we choose a+2b−1c =
1
5 with c = 1, so α =
6
5 . The conductivity in the























ma+2b−2, diverges when 0 < α < 1 and c is a positive number. Here c
must be positive, otherwise the real part of conductivity would be negative. We still need to define a cutoff, ωC , in order for
the total spectral weight calculated this way to be finite.
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The real part of the conductivity has a power of − 65 , whereas the imaginary part has an extra term ∼ ω
−1.
2.4 Determination of the Exponents in the Strange Metal Phase
In order to determine the exponents, a, b, and c, in the strange metal phase of the cuprates,4 one needs to
consider the power laws in dc transport properties. Ref. [11] showed that the power-law scalings of resistivity,
Hall Lorentz ratio, and Hall angle in the strange metal phase can be captured by a single parameter scaling
with the assumption of three scaling exponents - the hyperscaling violation exponent (θ), the dynamical
exponent (z), and the anomalous dimension of the current (Φ). Ref. [11] found θ = 0, z = 4/3, and
Φ = −2/3. Multi-band model [33, 36] (i.e. the continuous mass formalism) was used to explain these three
exponents. We first review the version of the multi-band model used in Ref. [36].
2.4.1 Review of the Multi-band Model for the Power Laws in DC Transport
Properties
Let us consider a scaling form of the free energy density of the individual flavors or bands with band edge5
M ,














where e(M) is the electric charge, T is the temperature, (µ, Ai) are the background electromagnetic fields,
and z is the dynamical exponent of a single flavor theory. Note that the properties of each flavor varies with
the band edge (i.e. relativistic rest mass) as opposed to mass (i.e. effective mass) in the optical conductivity
analysis above. Throughout this section we use the symbol M to represent the band edge, not to be confused
with the energy cutoff M in the previous section.
It turns out that if we want the dynamical exponent of the multi-flavor theory (z∗) to be different from
a single flavor theory (z), we need to let the velocities of different flavors, v(M), to vary with M . Since
4As we will see below, there are two additional exponents, f and A, for the flavor dependence of velocity and density,
respectively.
5The nonrelativistic dispersion of a free particle has a form E = p
2
2m
+M . Here, M is the band edge or the rest mass (energy
at zero momentum) and m is the effective mass of the free particle.
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µ and Ai differ in their dimensions by a factor of velocity v, the function f should have a dependence








. For z = 2, the velocity of an excitation of momentum p is given
by v(M) = p/m(M) with m(M) is an effective mass. Analogously, for general value of z, the velocity is
v(M) = pz−1/m(M). This means the flavor dependence of v(M) is encoded in the flavor dependence of the
effective mass m(M). Consequently, the free energy density has the form














The total free energy density of the multi-flavor theory is

















where ρ(M)dM is the number of flavors between the band edge M and M + dM . For a scale invariant













The constant m0, me, and mm have units of energy. One can make a change of variable, M = xT , in Eq.
2.44. The result is
























































for some function Ω.
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From the definitions of the exponents Φ, θ and z, the scaling dimensions of ω, µ, and Ai [11], are
[ω] = d+ z∗ − θ, [µ] = z∗ − Φ, [Ai] = 1− Φ. (2.50)
Comparing these scaling dimensions to Eq. 2.49, one finds
z∗ − bz∗ = z∗ − Φ, (2.51)
z∗
z




d+ z∗ − θ
z∗
, (2.53)




, Φ = b
z
1 + zf
= bz∗, θ = z
df − a
1 + zf
= (fd− a)z∗. (2.54)
We see that the effective dynamical exponent of the multiband theory, z∗, is not equal to the bare dynamical
exponent, z. Moreover, a flavor-dependent charge (b 6= 0) is the only mechanism by which the current can
acquire an anomalous dimension, Φ.
We are now in a position to plug in numbers in order to reproduce the dc phenomenology of the cuprates.
As in [11], we assume the copper oxide planes are d = 2 dimensional. Also, in order to realize the system
in terms of non-relativistic electrons we assume that the individual flavors/bands have standard dynamical
exponent z = 2. With these two assumptions the exponents a, b, and f characterizing the flavor depen-
dence of the parameters in our multi-band model are completely fixed by requiring that we reproduce the
phenomenologically preferred values z∗ = 4/3, Φ = −2/3 and θ = 0. We find
f = 1/4, a = 1/2, b = −1/2. (2.55)
If instead we chose z = 1 for the individual flavors we get
f = −1/4, a = −1/2, b = −1/2. (2.56)
Since the optical conductivity in the cuprates scales as ω−2/3, it might be tempting to assume that the
relevant exponent here is Φ = −2/3. However, from Ref. [11], the optical conductivity is expected to scale
as σ ∼ ω d+2Φ−θ−2z . The choices of z∗ = 4/3, Φ = −2/3 and θ = 0 would lead to ω−1 not ω−2/3. Hence, it is
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necessary to go beyond single-parameter scaling as we have shown above even if anomalous dimensions are
allowed.
2.4.2 Modified Version of the Multi-band Model for Optical Conductivity
There are three modifications one needs to make from the formalism used in section 2.3.2 in order to make
a contact between the dc and ac versions of the multi-band model. First, properties for each band now vary
with the band edge M , not the effective mass m, as in Eqs. 2.45, 2.46, and 2.47. The relaxation time τ(M)





where constant mτ has units of energy. Second, as shown above in the dc case, the velocity of the excitation
is now flavor/band dependent through the exponent f . Third, in principle, the particle density associated
with the M -flavor can be calculated form the free energy density ω(µ, T,Ai,M) in Eq. 2.43 through n(M) =
− ∂∂µω. However, in section 2.3.2 the particle density is assumed to be band/flavor independent. We postulate







where mn is a constant of units energy.










where Mc is the upper band edge cutoff. Substituting in the flavor dependent quantities and integrating
over M , the total optical conductivity in the limit ω →∞ is
σ(ω) ∝ e iαπ2 ω−α (2.60)
with
α =




This result reduces to the expression in section 2.3.2 for f = 1 and A = 0. That is when m ∼ M so it
does not matter whether we integrate over m or M and when the density n(M) is a constant. To obtain the
experimentally relevant value of α = 2/3 given the parameters f = 1/4, a = 1/2 and b = −1/2 or f = −1/4,
a = −1/2 and b = −1/2 we found above for z = 2 and z = 1, respectively, we have to fix the one remaining
exponents c and A to c = 9/4 − 3A or c = 15/4 − 3A. These relations correspond to particular dynamical
assumptions about the individual flavors.
2.5 Superconductivity of the Multiband Model
2.5.1 Scaling Form of the Spectral Function
The goal of this section is to determine what is different about the superconducting instability in a model
system with a large number of flavors or a large number of bands. In the previous work on superconducting
instabilities in the presence of unparticles, the problem was formulated entirely in terms of the scaling
dimension of the propagator[23, 26]. No explicit mention was made of the mass-dependence of the charge,
density of states, or band edge and hence no immediate connection could be made with the results from the
scaling analysis of the ac and dc properties. It is this gap that we bridge in this section. We use the version
of the multi-band model introduced in section 2.4.1 in which the summation is over band edge M .




±M − µ, (2.62)
where k is the magnitude of the d-momentum, γ is a positive constant, M is the band edge off-set, µ is a
chemical potential, and m(M) is a band mass. The positive sign and negative signs denote particle band
and hole band, respectively. We will work with convention that the dimension of the momentum is [p] = 1
and that of energy is [ω] = [T ] = z. To take into account the flavor dependent velocities, the band mass is
chosen to be m(M) = M
f
mfm
. As before, the chemical potential µ is fixed across all bands. The bands with
M < µ have finite particle density, whereas the bands with M > µ have vanishingly small particle density.
















dMρ(M)F (M)(ψ+(x,M) + ψ−(x,M)), (2.64)
where the density of level ρ(M) = M
a−1
ma0





















A(k, ω) = − 1
π




dMρ2(M)F 2(M)(δ(ω − ε+(k,M)) + δ(ω − ε−(k,M)))
≡ A+(k, ω) +A−(k, ω). (2.66)




dMρ2(M)F 2(M)δ(ω − ε±(k,M)). (2.67)







−M + µ = 0 (2.68)
or
Mf+1 − (ω + µ)Mf + γmfmkz = 0. (2.69)
6This construction leads to the correct form for the unparticle propagator but does not account for the unparticle field
having lacking particle content. Hence, it is strictly a construction for obtaining the unparticle propagator.
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). Substituting M into the equation above, one obtains





. Suppose there exist positive real solutions to this equation, hi(x). In this case, the
















































A+(k, ω) is zero when ω + µ < 0 or when Eq. 2.70 does not have any positive real solutions. For the case
of A−, the equation which gives the zero of the delta function is
Mf+1 + (ω + µ)Mf + γmfmk
z = 0. (2.72)
As opposed to the case of A+, there are no positive real solutions for ω+µ > 0. We substitute in an ansatz,




|ω+µ|f+1 ) and find the same equation as Eq. 2.70 with x =
γmfmk
z
|ω+µ|f+1 . Integrating over the
delta function, one finds






















and A−(k, ω) is zero when ω + µ > 0 or when Eq. 2.70 does not have any positive real solutions. From Eq.
2.66, the total spectral function is
A(k, ω) = A+(k, ω) +A−(k, ω)






















The frequency ω + µ > 0 part of A(k, ω) comes from the particle band and the ω + µ < 0 part comes from
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the hole band. This spectral function obeys the scaling form,






with αA = 2a+ 2r − 2 and αk = f+1z .
As discussed in Ref. [50], the spectral function with such scaling form violates the f-sum rule. In the
case of µ = 0, we can see that the spectral sum
∞∫
−∞




is not, in general, equal to 1. Here we scale ω → Λω. It is then necessary to introduce a cutoff in the integral
over M , namely, W . This cutoff is an energy scale of the system, for example the bandwidth. Returning to
the integral over the delta functions in A±, we find that beyond the frequency |ω+µ|h(γmfm k
z
|ω+µ|f+1 ) < W ,
the spectral function from the continuous mass formalism is zero. Note that in the limit of large ω and
f > −1, h(γmfm k
z
|ω+µ|f+1 ) = 1. So the spectral function is cutoff at ±W − µ. The actual spectral function is
the sum of the spectral function of the low energy theory - our multiband model and the spectral function
of the high energy theory involving interband processes.
We still need to make sure that the integral in Eq. 2.65 converges. We avoided the evaluation of this
integral directly by taking its imaginary part. However, if the integral does not converge, the unparticle
propagator of Eq. 2.65 has no meaning. The integrand ∼ MαA−1 as M → ∞ and ∼ MαA+f as M → 0.
Therefore, the integral converges when −1−f < αA < 0 or 1−f2 < a+r < 1. The divergence from the upper
limit is relaxed because of the UV cutoff discussed in the previous paragraph. So the integral converges
when αA > −f − 1 or a+ r > 1−f2 .
2.5.2 Superconducting Instability
We now investigate a superconducting instability in a system of unparticles interacting with a featureless
s-wave interaction of the form, V (k − k′) = λw∗kwk′ where λ is the coupling constant and the occupation
wk = 1 when 0 < ξ(k) < ωc and wk = 0 otherwise. The additional problem of a superconducting instability
between electrons interacting via an algebraic unparticle interaction has also been considered[51]. Here ξ(k)
is some general function with units of energy. The restriction 0 < ξ < ωc means pairing can only occur
between two unparticles, each with energy less than the cutoff energy, ωc. In the case of the BCS theory,
ξ(k) is a kinetic energy and ωc is the Debye energy, ωD. We can define the dimensionless coupling as
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g ≡ λN(0)(Volume)−1. N(0) is the density of states of ξ(k) within the range 0 < ξ(k) < ωc and is assumed
to be constant. This assumption is reasonable if ωc W .
The condition for the superconducting instability is the divergence of the pair susceptibility. In the ladder





Solving this equation, one will find the relationship between the coupling constant λ and the transition















To understand more about the behavior of the solution to this equation, we calculate the beta function dgd lnT




















































x+ y − 2µ
T̃
. (2.79)
In the second line, we make a change of variables x→ x′ = x+ µ
T̃
and y → y′ = y + µ
T̃
. We take logarithm,
derivative with respect to T̃ , and then change the variables and rescale the integrals back,
dg
d lnT










































tanh y2T + tanh
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y +W − µ
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tanh y2T − tanh
W+µ
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We use the fact that W  µ, ωc to simplify the expression in the last term. In the special case of µ = 0, the
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third term drops out. We left with
dg
d lnT































The beta function we obtained here differs from the beta function in Ref. [23] because of the cutoff, W, in
the spectral function. Eqs. 2.80 and 2.81 suggest that if the first term, the term of order O(g), dominates
in some regions of (g, T ), the behavior of the solution to Eq. 2.78 is controlled by αA = 2a + 2r − 1. If
αA < −1, dgd lnT > 0, so Tc increases as g increases. If αA > −1,
dg
d lnT < 0, so Tc decreases as g increases.
However, it turns out that, the second and the third term in Eq. 2.81 are not much smaller than the first
term. So the criterion above, based on a comparison of αA and −1, is not complete.
We demonstrate this behavior for the case of z = 2 and f = 1. We plot Tc vs. g using Eq. 2.78 for
different values of αA = 2a + 2r − 2 in Fig. 2.2. Here, we use ωc = 0.1W and µ = 0. We find that when
αA > −0.5, dgd lnT is negative at small value of Tc and then becomes positive at larger value of Tc. When αA
is below −0.5, dgd lnT is not negative at any Tc.
The existence of the negative slope dgd lnT < 0 is strongly related to the shape of the spectral function.












x sech2(x/2T ) + y sech2(y/2T )
x+ y
. (2.82)
As discussed in Ref. [23], with the appropriate form of the spectral function, the factor x sech
2x+y sech2y
x+y
can be negative and outweigh the positive value in the (x, y) space. We find that it is possible to obtain a
negative dgd lnT using the full spectral function A = A+ + A−. However, if we only use the spectral function
from the particle band, A+,
dg
d lnT is always positive as shown in Fig. 2.3.
2.6 Discussion
The result that there is no fractional power law from a Gaussian form of an unparticle action is not a surprise
as follows from the scaling form of the vertex. On the other hand, other response functions that do not have
this dimensional cancellation from vertices should exhibit a non-integer power that depends on dU . One
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(a) αA = 0.5 (b) αA = 0
(c) αA = −0.48 (d) αA = −0.5
(e) αA = −0.7
Figure 2.2: Plots of Tc vs. g using the full spectral function A = A+ +A−. Note that for αA < −0.5, dgd lnT
is not negative for any Tc.
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(a) αA = 0.5 (b) αA = 0
(c) αA = −0.5
Figure 2.3: Plots of Tc vs. g using only the particle spectral function A+
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example of this kind of response function is the density-density correlation 〈φ†(x)φ(x)φ†(y)φ(y)〉.
From this reasoning, one might think it is possible to obtain a power law if we know a way to embed
an anomalous dimension for the current into the effective action. The present approach we used to gauge
the action using Wilson lines does not allow one to do so. If we can find another way to write down a
gauged effective action with the anomalous dimension for the current included, one should be able to obtain
a power law that depends on the anomalous dimension. However, from the result of the mass summation
over the two-dimensional scalar field at T = 0, we find that the exponent is a + 2b, where a is related to a
hyperscaling violation exponent (or dU ) and b is related to anomalous dimension for the current. Clearly,
even when b = 0, it is still possible to have a power law. This signifies that one can nevertheless obtain a
power law in the optical conductivity without the inclusion of the anomalous dimension for the current.
The fact that the conductivity of the Gaussian unparticles is the same as that of massless scalar particle
up to a constant multiplication factor is interesting. The technical reason of this result is due to an exact
cancellation of discontinuities across branch cuts of diamagnetic and paramagnetic terms. The response
functions that do not have this kind of cancellation, such as density-density correlations, should acquire
non-trivial dependence on the anomalous dimension, dU , unlike the case of the optical conductivity.
We want to mention several points about the scalar field summation results. First, in d = 2 and the T =
0 case, σ1 has a positive power law. This is due to the fact that we sum over a collisionless contribution to
the conductivity (see [52] for an explanation of each part of the conductivity). Should we add a momentum
relaxation process, for example, dissipation and interactions, and then sum over this contribution to the
conductivity we would get a negative power law. Phenomenologically, this part of the conductivity should
have a Drude form. We perform a similar calculation on the Drude conductivity in the section 2.3.2. We
find that, indeed, the conductivity in that case has a negative fractional power law. The second point is that
σ1 in the case of d = 2 and T = 0 has a fractional power law, whereas σ2, in addition to a term ∼ ωa+2b, has
a term that goes like ∼ ω−1. At low frequency, σ2 is dominated by ω−1 behavior. At higher frequency, the
power law of ωa+2b could appear in the frequency range M < ω < 2M , if the exponent a+2b is large enough.
This result suggests that in a system in which σ1 has a positive fractional power law, σ2 may change from
having an integer power law at low frequency to a fractional power law at higher frequency. In such cases,
the power law disappears at finite temperature due to a bosonic temperature factor, coth(βω2 ). As long as
the temperature is kept to be much lower than M , there is still a power law in σ1. When the temperature
is raised to be about the same order of magnitude as M or higher, the power law disappears.
The key result is that continuous mass formalism coupled with the Drude conductivity yields a power law
with exponents between -1 and 0 which are in agreement with the exponents seen in the cuprates. The key
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point of the continuous mass formalism is that summation over mass is summation over energy. Hence, the
power law found here arises from the incoherent part of the spectrum, that is the part that has no particle
content, hence the description in terms of unparticles. As pointed out in section 2.3.2, one needs to set a
high frequency cutoff in order to have a finite spectral weight. While the continuous mass formalism works
well as a phenomenological tool to explain an appearance of power laws, it cannot produce other features
that require microscopic details. Our results suggest that a microscopic theory that can explain fractional
power laws should be decomposable into a large number of free fields or free particles with varying masses
and possibly varying charges. Still, one should keep in mind that there could be other models that predict
a power law. We should also note the result when the exponents are less than -1. σ1 has a fractional power
law ω−α at high frequency, but σ2 behaves like Aω
−α +Bω−1 where A and B are real constant.
We speculate that the scaling of τ(m) with mass m (or band edge M) is related to the massive gravity
constructions [53, 54] in the context of AdS/CFT. In these holographic models, breaking of diffeomorphism
invariance through the graviton acquiring a mass is the mechanism for momentum relaxation. While energy




where τrel is a momentum relaxation time and is directly related to diffeomorphism invariance breaking term
or the graviton mass. In the limit of small graviton mass, the relaxation time in the Drude conductivity is
precisely τrel [55]. Our speculation is that if the graviton mass varies or scales in some way along the radial
AdS coordinate, τrel should vary accordingly at a given coordinate slice. Presumably we can take the band
edge, M , or mass, m, in our model to be the radial coordinate in the massive gravity model, τ(m) should
be identified with τrel. Therefore, the exponent c in these massive gravity scenarios is determined by the
radial dependence of the graviton mass.
The superconducting behavior of the multi-band model is controlled by the types of bands that are being
summed over and the scaling dimension of the resulting spectral function, αA. If only particle bands or only
hole bands are used to construct the propagator, the transition temperature Tc always increases with the
coupling g, irrespective of the value of αA (Fig. 2.3). If both particle and hole bands are used, depending
on the value of αA, it is possible to have a re-entrant behavior [50]. That is, Tc decreases with g at small
Tc, but increases with g at larger Tc (Figs. 2.2(a), 2.2(b), and 2.2(c)). This result suggests that matter
with scale invariant spectral functions needs to have the contribution from both particle (ω > −µ) and hole
(ω < −µ) and the value of αA must be large enough, in order for the re-entrant superconducting transition
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to appear. Since αA = 2a+ 2r− 2, only the exponent a (the exponent in the density of level g(M)) directly
controls the behavior of Tc vs. g. If the coefficient function F (M) depends on e(M), τ(M), m(M), etc.,
other exponents such as b, c, and f can affect behavior of superconductivity through the exponent r.
To conclude, we studied the optical conductivity in two systems: a system of unparticles with a Gaussian
form for the action and a system with a large number of flavors of free fields. We found that the conductivity
of the Gaussian unparticles do not have a fractional power law that depends on dU . However, using the
continuous mass formalism on the system with a large number of free fields, we obtained a positive fractional
power law in the case of free scalar field and negative fractional power law in the case of Drude conductivity.
The latter result points to two possibilities for a microscopic model: either an anomalous dimension is
present which indicates some kind of multi-band system or the anomalous dimension arises from UV-IR
mixing. This has been pointed out extensively in the Hubbard model[23]. Hence, perhaps it might be able
to construct the power-law conductivity from a theory in which the upper Hubbard is integrated out. Ref.
[56] relied on the non-crossing approximation and hence any effort forward must be based on new techniques
that can incorporate the vertex corrections when a particle-picture breaks down.
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Chapter 3
Power-law Liquid from Unparticles1
3.1 Introduction
Scale invariance is the cornerstone of any infrared theory or physical system in which the physics is controlled
by a critical fixed point. It is surprising then that recent photoemission experiments [15] on the strange
metal phase of the cuprates indicate that scale invariance is applicable not just at a single (quantum critical)
point, but over an entire phase. The experiments reveal that the excitations along the nodal direction are
not at all quasiparticle-like, but rather exhibit a power-law scaling in which frequency and temperature
are interchangeable. Specifically, they show [15] that the scattering rates inferred from the momentum
distribution curves (MDCs) along the nodal direction exhibit a power-law scaling of the form
Σ′′PLL(ω) = Γ0 + λ
((~ω)2 + (γkBT )2)a
(~ωN )2a−1
, (3.1)
where ωN is a normalization energy scale, and γ and λ are constants. This scaling form of the self-energy
is found to hold over a wide range of dopings — from underdoped where a < 1/2, to optimal doping where
a = 1/2, and to overdoped with a > 1/2. While scaling has been observed previously, it was typically
associated with just a single doping level, namely at the optimal concentration [2, 16, 17]. It is the modeling
and possible origin of such power-law scaling over an entire phase that we address in this chapter.
In Chapter 2, we treat the unparticle sector as a current carrying degree of freedom which is responsible
for power-law scaling in transport properties. Here, we consider an alternative approach. The question
of interest is how the unparticle sector interacts with the particle sector to renormalize the quasiparticle
weights. Physically, the unparticle sector should be thought of as the incoherent part of the spectrum. The
question we address here is: what is the fate of particles in the presence of an incoherent sector? This
question is of utmost relevance at present since the experiments indicate that it is the electron scattering
rate that exhibits a power-law scaling. Consequently, to address the experiments, we consider the interaction
1The content of this chapter is adapted and reprinted with permission from Ref. [57].
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between electrons and the unparticle sector directly. The quantity we focus on is a quasiparticle’s lifetime
τ , which is proportional to the imaginary part of electron’s self-energy. In particular, we want to know how
τ depends on the temperature, T , and frequency, ω, and in what situation τ exhibits a power law as a result
of interactions with the scale-invariant sector.
In this chapter, we evaluate electron self-energies perturbatively using a G0W type diagram in which the
interaction W is mediated by the bosonic scalar unparticle sector. We find that at high temperatures, the
quasiparticle’s lifetime is linear in T as a result of bosonic excitations of unparticles. In the low-temperature
limit, the electron’s energy dispersion becomes linear in momentum and thus the scaling analysis can be
applied. The quasiparticle’s lifetime in this case is a power law of the form τ ∼ T d−2+2α and τ ∼ |ω|d−2+2α,
where 1 − α = d+12 − du. To satisfy the unitarity bound [28] du > (d − 1)/2, the only constraint on α is
α > 0. However, in perturbation theory, further constraints arising from the Matsubara summations and the
convergence of the integrals place α in the interval (3−d)/2 < α < 1. Hence, while the current perturbative
particle-unparticle treatment can describe non-trivial power-law behavior of the self-energy with respect to
temperature and frequency, it cannot access the regime α < (3−d)/2 where the current theory gives infrared
divergences.
3.2 Model of Electron-Bosonic Unparticle Scattering
We investigate a system consisting of electrons that interact with a scale invariant sector. We model such
a scale invariant sector by bosonic scalar unparticles with a momentum cutoff Λ. The cutoff signifies that
unparticles are an effective infrared description of some high energy model. The interaction between an
electron and unparticles is chosen to be a constant Yukawa coupling, u. The action of the model we consider



























ψ†m+n(p + q)φm(p)ψn(q), (3.2)
where φ is a bosonic unparticle field and ψ is a non-relativistic electron field. Here, Gu is the unparticle
propagator, Ge is the non-interacting electron propagator, T denotes the temperature, and the subscripts
of the fields and the propagators denote the dependence on Matsubara frequency. The bosonic unparticle
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where α is related to d and du by 1 − α = d+12 − du, and Ep is a quantity with units of energy. Since the
spectral function calculated from Gu is gapped between −Ep and Ep (Fig. 3.1), Ep can be interpreted as
the minimum energy required to excite unparticles of momentum p.
Figure 3.1: The spectral function of unparticles when 0 < α < 1.
We choose Ep to have a form Ep = |p|v = pv in order for Gu to be scale covariant. Here, v is a
dimensionless constant. If α = 0, Gu turns into a propagator of a free scalar field. The electron propagator







2m − µ and µ = εf is the chemical potential which we assume to be temperature independent.
We want to point out that the system of electrons and unparticles we consider here resembles the standard
electron-phonon system modeled by the Fröhlich Hamiltonian [58], but with key differences. In contrast to
the phonon being a quanta of lattice vibration, the unparticle in our model is an effective scale invariant
object of some high energy model, such as the Mott physics in the Hubbard model. It is the lack of the
quanta concept being relevant to unparticles that is the origin of the branch-cut behavior of the unparticle
propagator. Nonetheless, as with phonons, unparticle stuff exists only up to Λ in the same way that phonon
has a momentum cutoff ∼ 1/a with a being a lattice spacing.
36
Figure 3.2: The Feynman diagram for the electron’s self-energy. The solid line represents an electron
propagator. The dashed line represents an unparticle propagator.
3.3 Electron Self-Energy
We are interested in the quasiparticle’s lifetime τ which is given by τ = − 12 ImΣ, where Σ is the electron’s
self-energy. The expression for the electron self-energy at the lowest order (Fig. 3.2) as a function of fermionic









Gu,m(p)Ge,n+m(q + p). (3.5)
We perform the summation over the bosonic Matsubara frequency ωm using the standard contour integral
technique (see Appendix D.1). We then perform an analytic continuation, iωn → ω + iη, to obtain the
retarded self-energy. The self-energy in the case of 0 < α < 1 is




















(z + ω + iη − εp+q)
− 1
(z − ω − iη + εp+q)
)
, (3.6)








2 ) is a bosonic factor obtained from
converting the summation to the contour integral. Here, the phase angle needed when one evaluates the
power 1 − α in the first term is in the range −π ≤ θ < π. We denote the first term by ΣF and the second
term by ΣB since their integrands contain the fermionic and bosonic factors, respectively. We are interested
in the behavior of the imaginary part of this self-energy as a function of temperature and frequency.
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3.4 Behavior of ImΣ(T )




4 . Hence, the first term in Eq. 3.6, ΣF , goes like O(
1
T ). Taking the imaginary part of the second term
in Eq. 3.6 and then integrating over z using the delta functions, one obtains





Θ(−ω + εp+q − Ep)
gB(−ω + εp+q)
(−ω + εp+q + Ep)α(−ω + εp+q − Ep)α
+Θ(ω − εp+q − Ep)
gB(ω − εp+q)
(ω − εp+q + Ep)α(ω − εp+q − Ep)α
)
. (3.7)






βz + O(βz). So when T 
|εp+q − ω|, ImΣB(q, ω) = −Cu2T + O( 1T ) where C is a temperature-independent constant. Consequently,
in the high-temperature limit, one has
ImΣ = ImΣF + ImΣB ∝ −T. (3.8)
Since we do not explicitly use the form Ep = pv in the above argument, this result also holds for any form
of Ep, provided the integral in Eq. 3.7 converges.
For the low-temperature case, we consider only the electrons on the Fermi surface (q = qf ) with ω = 0.




m . If the momentum cutoff Λ is much smaller
than qf , it should be reasonable to omit the term
p2
2m in εp+q. From Eq. 3.6, we separate the temperature
dependent parts using gF (z) =
1
2 − nF (z) and gB(z) =
1
2 + nB(z) where nF and nB are the Fermi and
Bose distributions, respectively. We drop the 12 terms from gF and gB , since we are only interested in the
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(z′ + iη − p̂·qfm )
− 1
(z′ − iη + p̂·qfm )
)
, (3.9)
where p̂ denotes a unit vector in the direction of p. Upon taking the limit T → 0, i.e. T  vΛ, the upper
limit of the momentum integral can be taken to ∞ provided that there is no infrared divergence from the
integrals over p. By counting the powers of p, one needs d − 3 + 2α > 0, i.e. α > 0 for d = 3 and α > 0.5
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for d = 2. Therefore, one has
ImΣ ∝ −T d−2+2α (3.10)
at low temperatures. If the coupling constant u depends on momentum p, the criterion for the absence of
the infrared divergence and the scaling of ImΣ will be different. A more in-depth analysis for the d = 3
case in Appendix D.2 shows that when Λ2 < qf −mv and mv < qf the term
p2
2m in εp+q contributes to ImΣ
as O(T d−1+2α). This results justifies our omission of the p
2
2m term in the scaling analysis above. The same
argument used in Appendix D.2 cannot be applied to the d = 2 case. Nevertheless, the numerical results
below indicate that Eq. 3.10 still holds for the case d = 2 and α > 0.5 (see Fig. 3.4).
(a) d = 3 and α = 0.8 (b) d = 2 and α = 0.8
Figure 3.3: Log-log plots of the imaginary part of the self-energy as a function of temperature.
Figure 3.4: Plots of ImΣ’s temperature power law exponent n vs. α at low temperatures. Squares and
circles correspond to the exponents obtained by fitting the low T parts of ImΣ to power law in d = 3 and
d = 2, respectively. Black lines are the plots of n = d− 2 + 2α.
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We numerically evaluate the imaginary part of the self-energy as a function of temperature using Eq.
D.21 for d = 3 and Eq. D.30 for d = 2. Here we use Λ = m, qf =
√
2m, and v = 0.4. With these parameters,
the conditions Λ2 < qf −mv and mv < qf are satisfied. The results for the α = 0.8 case are shown in Figs.
3.3(a) and 3.3(b). We find that, for both the d = 3 and d = 2 cases, ImΣ depends linearly on temperature
at large T . At low T , ImΣ exhibits a power law ∼ Tn. The exponent n follows Eq. 3.10 for d = 3 when
0 < α < 1, and for d = 2 when 0.5 < α < 1 as shown in Fig. 3.4.
3.5 Behavior of ImΣ(ω)
We numerically study ImΣ(ω) (see Appendix D.3). We work in d = 3 and use the same parameters as in
Section 3.4, i.e. Λ = m, q = qf =
√
2m, and v = 0.4. The results are displayed in Fig. 3.5(a) for the low-
temperature case, and in Fig. 3.5(b) for the high-temperature case. We find that, in the low-temperature
case, ImΣ(ω) exhibits a power law at low frequencies. This power law has the form
ImΣ ∼ |ω|d−2+2α (3.11)
as shown in Fig. 3.6.
(a) Low temparture T = 0.01m (b) High temperature T = m
Figure 3.5: Plots of the imaginary part of the self-energy as a function of frequency in the case α = 0.7 and
d = 3.
3.6 Discussion
We find that, at high temperatures, the imaginary part of the electron’s self-energy depends linearly on
temperature. The linear T behavior is a common feature in a system of fermions interacting with bosons.
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Figure 3.6: Plot of ImΣ’s frequency power law exponent n vs. α at low frequency and temperature (T =
0.01m). The spatial dimension in this case is d = 3. Squares (Circles) correspond to exponents obtained by
fitting the positive (negative) ω part of ImΣ to a power law. The black line is the plot of n = d− 2 + 2α.
One well-known example is an electron-phonon system in metals [58]. In the context of unparticles, this
result is somewhat surprising as there is no concept of quantization. Mathematically, the origin of the T -
linear behavior seems to arise from the summation over the bosonic Matsubara frequency in a self-energy




2T ). Since the leading term in the large T
expansion of gB is proportional of T , the imaginary part of the self-energy is also linear in T .
At low temperatures, ImΣ of the electron on the Fermi surface exhibits a fractional power law of the
form T d−2+2α and |ω|d−2+2α, in qualitative agreement with the experiments [15]. This power law behavior
occurs because the excitation energy of electrons close to the Fermi surface becomes linear in momentum i.e.
εp+qf ∝ p. One can see this by noting that when the momentum cutoff Λ of the unparticles is much smaller
than the Fermi momentum, it is reasonable to drop the p2/2m term in εp+qf . For the d = 3 case, we give a
precise argument that justifies the omission of the p2 term in Appendix D.2. The scaling obtained for ImΣ
by using εp+qf ∝ p is ∝ T 1+2α and the error from neglecting the p2 term in εp+qf is O(T 2+2α). As a result,
the error is much smaller than ImΣ in the low-temperature limit. Hence, εp+qf is linear in p. We are not
able to use the same argument to show the analogous result for d = 2, but the direct numerical integration
reveals that ImΣ ∝ T 2α. This indicates that for the d = 2 case, εp+qf is also linear in p. One thing to note is
that the fractional power law comes directly from the anomalous scale, α, in the unparticle propagator. The
presence of the two branch cuts does not play a major role in determining the low-temperature power law of
ImΣ. This gives us a hint that, to obtain a power law, we can consider a model in which the anomalous scale
appears in the coupling constant i.e. u ∝ pα and the bosonic unparticles are replaced by gapless bosonic
particles. However, such an unconventional model would require further motivation for a detailed study.
While we have so far studied only the first-order correction to the self-energy, it is possible to also perform
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the perturbative expansion to higher orders if the following two conditions are satisfied. First, the exponent
α must be greater than 3−d2 to ensure the convergence of the integral. When α <
3−d
2 , there is an infrared
divergence arising from the Bose distribution at zero energy. Second, the coupling constant, u, must be
small. The stronger condition can be found by deriving the analogue of Migdal’s theorem [59] for our model.




must be small. Here vf = pf/m is the Fermi velocity. To
derive this result, we need the unparticle propagator Gu(ω, p) to fall off to zero quickly when ω  EΛ.
Hence, the stronger condition from Migdal’s theorem of this system becomes less valid when α is close to 1.
Still, the weaker condition is sufficient for the validity of the perturbation theory. We also note that, in our
system, the unparticle energy scale Λ serves as a natural high energy (UV) regulator of this system. This Λ
is analogous to the Debye energy in an electron-phonon system.
One can model the scale invariant sector by fermionic unparticles [60] instead of bosonic unparticles
(see Appendix E for a brief review). At low temperatures and frequencies, the imaginary part of the self-
energy follows a power-low of the form T 2−2α and ω2−2α. Here the exponent α is defined by the fermionic
unparticle propagator, Gu ∼ 1(ω−εp)1−α . The non-Fermi-liquid behavior in this case can be understood from
the enhancement (for α < 0) or suppression (for α > 0) of the susceptibility at low energy.
We have studied the interaction of a scale-invariant sector with electron quasiparticles, and found that
it is the bosonic character of scalar unparticles that gives rise to the linear T in ImΣ at high temperatures.
At low temperatures, the electrons on the Fermi surface become scale-covariant with z = 1. One can then
simply use the scaling analysis to show that ImΣ ∝ T d−2+2α. Similar results hold also for the frequency
dependence, as indicative of the power-law liquid seen experimentally [15]. It would be interesting to see
how the result we find here translates into a temperature dependence of an electrical resistivity.
Because mass is energy, integrating over mass is equivalent to integrating over all energy scales. In doped
Mott insulators, removing a single hole [61, 62] leads to spectral weight transfer over all energy scales. This
gives rise to an incoherent background in the electron spectral function. Unparticles are an attempt to model
such incoherence, and the continuous mass formalism of unparticles is designed to capture this aspect of
Mott physics. That unparticles effectively give rise to power-law contributions to the electron self-energy
points to a possible physical mechanism underlying power-law liquids [15].
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Chapter 4
Absence of Luttinger’s theorem for
Fermions with Power-law Green
Functions1
4.1 Introduction
A key problem in modern condensed matter physics involves identifying the propagating degrees of freedom
in the normal state of cuprate superconductors. Since Landau’s Fermi liquid theory fails to explain many
features in the normal state, e.g., T -linear resistivity, the pseudogap, and Fermi arc formation, the low-
energy degrees of freedom lie elsewhere. To progress further, one needs to know how the emergent charge
carriers in the infrared are related to the bare electrons. For a Fermi liquid, Luttinger’s theorem [64] relates
the density of electrons at fixed chemical potential to the number of excitations in the Fermi liquid (i.e.,
Fermi surface volume) [65]. However, the original proof of the theorem for interacting electrons [64, 66] relies
on perturbation theory. This leads to the question of whether Luttinger’s theorem still holds in a strongly
correlated fermionic system such as the normal state of the cuprates. Equivalently, is there a version of this
theorem that is valid independent of the Fermi liquid ansatz?
Mathematically, Luttinger’s theorem for a system of spin-1/2 fermions states that the particle density n




θ(G(p, ω = 0)), (4.1)
where θ(x) is the Heaviside function.2 Recall that G(p, ω → −∞) = 1ω < 0 for fermions, and notice that the
Heaviside function is nonzero only when G(p, ω = 0) > 0. Consequently, only momenta at which G(p, ω)
changes sign from negative to positive as ω increases from −∞ to 0 contribute to the sum. For a Fermi
liquid, GFL(p, ω) =
1
ω−εp with εp being the energy dispersion. Thus for a Fermi liquid, the summation
counts the number of simple poles or the number of single particle excitations below the Fermi surface.
However, zeros also contribute to the sum in Eq. (4.1). Zeros are relevant to strongly correlated systems
1The content of this chapter is adapted and reprinted with permission from Ref. [63].
2We consider only spinless fermions in this chapter. The spin degeneracy factor in Eq. 4.1 will be dropped in subsequent
sections.
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such as the cuprates in which one signature of the parent Mott insulator and the pseudogap phases is the
appearance of zeros in the single-particle Green function [65, 67–71]. Ref. [72] showed that, when a single-
particle Green function has zeros, the Luttinger sum in Eq. 4.1 does not necessarily give the particle density.




θ(G(p, ω = 0)) and I2 vanishing when the Luttinger-Ward (LW) functional exists. However, if the
Green function has zeros (or, in other words, the self-energy diverges), the LW does not exist. Hence, I2 is
not guaranteed to be zero.
Another signature of the cuprates’ normal state is the power law behavior of its physical properties. Since
scale invariance and quantum criticality are widely used to explain these behaviors [2, 11, 16, 25, 73, 74], it
is important to study the validity of Luttinger’s theorem for systems with scale-invariant Green functions.
A concrete example would be the Green function of fermionic unparticles used in Ref. [60]. The Green
function is of the form, G ∼ 1(ω−εp)α , where α is an anomalous exponent
3 with α = 1 corresponding to a
Fermi liquid.
In this chapter, we investigate the validity of Luttinger’s theorem to spinless fermionic systems with a
power-law Green function of the form, G ∼ 1(ω−εp)α . By explicitly calculating the density of fermions, we find
that Luttinger’s theorem does not hold in general. Only when 1 < α < 2 with specific values of parameters
can the Luttinger sum rule be satisfied. However, according to Ref. [75, 76], Luttinger’s theorem is in
fact valid for Luttinger liquids, another fermonic system with a scale-invariant Green function. To resolve
this discrepancy, we directly verify Luttinger’s theorem for the spinless Luttinger model [77] by explicitly
computing the density. We identify two important properties necessary for Luttinger’s theorem to be valid
in this model: particle-hole symmetry and ImG(ω = 0,−∞) = 0. These properties are what is required for
Luttinger sum rule to be valid in the Hubbard model [69] and the SU(N) Hubbard model [72]. We find that
they are sufficient, but not necessary, conditions for the validity of Luttinger’s theorem.
4.2 Fermions with Power-law Green functions
We are interested in testing the validity of Luttinger’s theorem when the fermionic Green function,
G(λεp, λω) = λ
−αG(εp, ω), (4.2)
3The definition of α used in this chapter is different from the one used in Appendix E and Ref. [60]. One can convert α
used here to α used in Appendix E and Ref. [60] by setting α→ 1− α.
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has a scaling form. Here, we specify that the Green function depends on momentum p through a dispersion





where α is an anomalous exponent and N is the normalization factor. The normalization factor N can be
specified by requiring that the spectral function A ≡ − 1π ImG
R satisfy the sum rule4,
∫
A(p, ω)dω = 1, (4.4)
with GR being the retarded Green function.
When α = 1, this Green function simply describes quasiparticle excitations. Therefore, we focus on the
case in which α is not an integer with 0 < α < 2. Hence, the Green function in Eq. 4.3 has a branch cut
extending from ω = εp in the complex ω space. We choose the branch cut to lie along the negative real axis
with phase angle, φ, defined in the range −π < φ ≤ π. As the Green function in Eq. 4.3 represents the
low-energy theory of a system, by construction its range of validity is within an energy width −E < ω < E,
where E is the UV or high energy cutoff, assumed to be much greater than |εp|. We will see below in Eq.
4.8 that this assumption keeps the normalization factor momentum independent.
When α > 1, the theory has an infrared divergence. So, it is necessary to impose a low energy cutoff, δ,
assumed to be much smaller than both E and εp. We explicitly include this δ in both the 0 < α < 1 and
1 < α < 2 cases. We treat δ as finite when 1 < α < 2 and set δ = 0 when 0 < α < 1 at the end of the
calculation. The infrared cutoff δ represents the breaking of scale invariance in a similar fashion to that in
Ref. [39].
4.2.1 Luttinger’s Theorem for Fermions with Power-law Green functions
Luttinger’s theorem in the form of Eq. 4.1 implicitly assumes the Green function at frequencies ω = −∞
and ω = 0 to be real (or equivalently the imaginary part of the self-energy is zero at these two frequencies).
This assumption is true for a Fermi liquid because the imaginary part of the self-energy ImΣ(ω) ∝ ω2 → 0
as ω → 0. However, this assumption does not hold for the power-law Green function in Eq. 4.3 because the
Green function is not real when ω < εp.
A more general form [65, 78] of Luttinger’s theorem which does not require the Green function to be real
4We omit spectral weights coming from physics or effects beyond the UV cutoff, such as those from interband transitions
(or core electrons).
45







(φR(0)− φR(−∞)) , (4.5)
where φR(ω) is the phase of the retarded Green function at frequency ω. Since we are considering a system
of spinless fermions, Eq. 4.5 does not have a factor of 2 in front, unlike Eq. 4.1. Notice that this equation
reduces to Eq. 4.1 when ImΣ vanishes at ω = −∞ and ω = 0. For the power-law Green function, we
interpret ω = −∞ as the negative UV cutoff energy −E. Then, the phase of the retarded Green function at
ω = −E is
φR(−E) =

−απ if 0 < α < 1,
−απ + π if 1 < α < 2,
and the phase at ω = 0 is
φR(0) =

−απ(1− θ(−εp)) if 0 < α < 1,
−απ(1− θ(−εp)) + π if 1 < α < 2.
For both 0 < α < 1 and 1 < α < 2, one has φR(0) − φR(−E) = απθ(−εp). Consequently, Luttinger’s










θ(−ε̃p), with ε̃p being the renor-
malized dispersion. The main difference is the prefactor α which comes from the fact that the Green function
is complex.
4.2.2 Spectral Function
To check the validity of Luttinger’s theorem, one needs to know the density of the system. We begin by
computing the spectral function which is equal to the discontinuity of the Green function across the branch
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Figure 4.1: A plot of the spectral function A(ω) of fermions with power-law Green functions. Here, the
anomalous exponent α = 1.2. Other values of α in the range 0 < α < 2 have the same qualitative behavior
for A(ω).
cut,
A(p, ω) = − 1
π





(ω + iη − εp)α
− 1















θ(εp − δ − ω)
|εp − ω|α
. (4.7)
The normalization factor N can be obtained from the spectral sum rule (Eq. 4.4). Substituting Eq. 4.7 into












Here, we have used the assumption E  |εp|. This assumption is important for keeping N independent of
εp. Note that the last line of Eq. 7 is positive even when 1 < α < 2, because N is negative for such an α.




θ(εp − δ − ω)
|εp − ω|α
. (4.9)
Fig. 4.1 shows a plot of the spectral function for α = 1.2. For a given momentum p, there are excitations




The occupation number in terms of A(p, ω) is given by
n(p) =
∫
dωnf (ω)A(p, ω), (4.10)
where nf (ω) ≡ 1eβω+1 is the Fermi-Dirac distribution. The density of the system can then be calculated by






At T = 0, the Fermi-Dirac distribution becomes a step function, nf (ω) = θ(−ω). By inserting 1 = θ(εp −








Nθ(εp − δ)[(E + εp)1−α − ε1−αp ] +
sinπα
π(1− α)
Nθ(−εp + δ)[(E + εp)1−α − δ1−α].
Finally, substituting N from Eq. 4.8 into this equation and taking the limit E  εp, one has




For 0 < α < 1, setting δ = 0, one obtains







while for 1 < α < 2, taking the limits E  δ and E  εp gives






Fig. 4.2 shows a plot of the occupation number n(p) for various values of α.
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Figure 4.2: A plot of the occupation number n(p) of fermions with power-law Green functions. The param-
eters used here are E = 50, and δ = 0.1.
4.2.4 Modified Luttinger Count
















Comparing this result to what is claimed by Luttinger’s theorem in Eq. 4.6, one finds that the density




θ(−εp). Consequently, Luttinger’s theorem never holds for
fermions with the power-law Green function when 0 < α < 1.



















θ(−εp). While Luttinger’s theorem does not hold in general, we can
still get Eq. 4.6 and Eq. 4.16 to agree by fine-tuning the energy function εp, the exponent α, and the cutoff
δ. For example, consider the case of a linear energy spectrum εp = vp in one dimension, where the constant
v has units of velocity, and the momentum p is chosen to be in the range −Λ < p < Λ. By equating Eq. 4.6
and Eq. 4.16, one can show that Luttinger’s theorem holds when













Numerically solving for the dimensionless ratio δ/vΛ as a function of α produces the result displayed in Fig.
4.3. When solving this equation, we require δ < vΛ to reflect the fact that δ is an infrared cutoff and thus
must be smaller than other energy scales. For a given α, the ratio δ/vΛ is fixed for Luttinger’s theorem to
be valid.
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Figure 4.3: A plot of δ/vΛ vs. α obtained by solving Eq. 4.17 in the case δ < vΛ. This shows the combination
of parameters needed for Luttinger’s theorem to be valid.
4.3 Luttinger’s Theorem for the Spinless Luttinger Liquid
Luttinger liquids are another fermionic system with a scale-invariant Green function. However, unlike the
result we obtained above, Luttinger’s theorem has been shown to be satisfied in Luttinger liquids[75, 76]. To
understand this discrepancy, we analytically verify Luttinger’s theorem for a simple version of a Luttinger
liquid, i.e., the spinless Luttinger model from Ref. [77]. The Hamiltonian of this model is given by
H = H0 +HI . (4.18)






vf (αp− pf )c†α,pcα,p, (4.19)
where α = + denotes the right-moving fermions (right movers) and α = − denotes the left-moving fermions
(left movers). The operators c†α,p and cα,p are the fermion creation and annihilation operators in momentum
space, respectively. (In real space, we denote the fermions by ψα(x) and ψ
†
α(x).) Also, vf and pf denote the
Fermi velocity and Fermi momentum of the non-interacting system, respectively. The momentum cutoff Λ
is chosen such that, in the momentum range −Λ < p − αpf < Λ, the non-interacting dispersion is linear.
The fermion-fermion interaction, HI , is given by
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V (x− x′) [ρ+(x)ρ+(x′) + ρ−(x)ρ−(x′) + ρ+(x)ρ−(x′) + ρ−(x)ρ+(x′)] , (4.20)
where ρα(x) ≡ ψ†α(x)ψα(x) is the density of fermions in branch α at point x. The first two terms are the
interactions between fermions from the same branch. They are known as the g4 process [80]. The last two
terms represent the inter-branch interactions or the g2 process [80]. For a system of spin-1/2 fermions, there
is also an interaction between two branches with their spins exchanged or the g1 process [80]. In the spinless
system, g1 is the same as g2. In general, g2 and g4 can have different interaction strengths, but the form of
HI we consider in Eq. 4.20 has g4 = g2 = V .
In this section, we investigate Luttinger’s theorem for the right-moving branch with α = +. The con-
clusion we have for the right-movers should also be applicable to the left-movers. As in the case of the
power-law Green function, we calculate the density of fermions and compare it with Luttinger’s theorem.








θ(ω − ṽf |p|)(ω + ṽfp)γ(ω − ṽfp)γ−1e
−ωrṽf Φ
(
















where Γ(x) denotes the gamma function, Φ(a, b, x) denotes the confluent hypergeometric function6, ṽf ≡
vf
(
1 + V (q=0)πvf
)1/2
is the renormalized velocity, r is the interaction range, and γ determines the interaction
strength. The precise definitions of r and γ are given in Ref. [77]. Here, the momentum p is measured
with respect to the Fermi point, and thus the total momentum is p + pf . We note that Φ(a, b, 0) = 1. As
a result, in the short interaction range limit, r → 0, the spectral function has a scaling form. However, at
large ω, A+(p, ω) ∼ ω2γ−1 which violates the sum rule for γ > 0. To avoid this problem, we keep r finite as
a regulator throughout the calculation. The plot of A+(p, ω) from Eq. 4.21 is displayed in Fig. 4.4. One




dωnF (ω)A+(p, ω), (4.22)
where nF (ω) = θ(−ω) is the Fermi-Dirac distribution at T = 0. The plot of n+(p) is shown in Fig. 4.5.
6Other notations of the confluent hypergeometric function are M(a, b, x) and 1F1(a, b, x)[81].
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Figure 4.4: The plot of the spectral function A+(ω). The parameters used to generate the plot are p = 3,
r = 0.2, ṽf = 1, and γ = 0.8.
Figure 4.5: The plot of n+ vs p. The parameters used to generate the plot are r = 0.2, ṽf = 1, and γ = 0.8.
The important feature of n+(p) is that it is an odd function with respect to n+ = 1/2 (see Appendix F.2).
This is a signature that the system has particle-hole symmetry. Based on this property, the density of the










From the spectral function, one can obtain the real and imaginary parts of the retarded Green function
GR+ (see Appendix F.3). We find that G
R
+ is real at ω = 0 and ω = −∞. Furthermore, at ω = 0, GR+ becomes
positive when p < 0. This means that Luttinger’s theorem for the spinless Luttinger model has the standard






which counts only states below pf . To be consistent with the density calculation, the range of p in the
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The agreement between Eq. 4.23 and Eq. 4.25 means that Luttinger’s theorem holds for the right-moving
branch of the spinless Luttinger liquid.
Two properties of this model are important for the Luttinger sum rule to be valid. First, the Luttinger
sum rule of this model can be simplified to the traditional form. This result stems from the fact that GR+(p, ω)
is real at frequencies ω = 0 and ω = −∞ and GR+(p, ω) changes sign at the momentum pf . The second
property is particle-hole symmetry. This leads to the result that the fermion density equals the number of
states below pf . Combining these two properties, it is obvious that Luttinger’s theorem holds in the spinless
Luttinger model. From the discussion in section 4.2.1 and Fig. 4.2, it is clear that fermions with power-law
Green functions do not satisfy either of these properties.
4.4 Discussion
The key result of this chapter is that, in general, Luttinger’s theorem is not valid for fermions with power-law
Green functions. However, one cannot conclude whether Luttinger’s theorem holds for a fermionic system
based solely on the fact that its Green function satisfies a scaling form (Eq. 4.2). Further constraints are
required. A Luttinger liquid is one example in which the Green function is scale invariant but Luttinger’s
theorem is satisfied.
The two properties we mentioned at the end of previous section, i.e., the vanishing of ImG(ω) at ω =
0,−∞ and particle-hole symmetry, are also necessary for Luttinger’s theorem to be valid in the Hubbard
model [69] and the SU(N) Hubbard model [72]. This indicates that these properties could serve as general
criteria for deciding which system respects Luttinger’s theorem. However, one needs to keep in mind that
there exist special cases in which neither property is present, but Luttinger’s theorem is still valid. We find
one such case in this work: a system of fermions with the power-law Green function and the exponent α in
the range 1 < α < 2. A simpler example is a system of noninteracting fermions away from half-filling. In this
case, Luttinger’s theorem is valid but the system is clearly not particle-hole symmetric. Hence, particle-hole




Violation of f-sum Rule with
Generalized Kinetic Energy1
5.1 Introduction
The focus of this chapter is the deviation of the integrated spectral weight of the optical conductivity (also
known as an optical sum) in the normal states of the cuprates from the standard f-sum rule (or conductivity






2m . Here σ1 is the real part of the optical conductivity, n is the charge carrier
density, e is the electric charge, and m is the mass. When σ1(ω) is integrated up to a cutoff frequency ωc,
the optical sum is proportional to the effective number of charges from energy below ωc (Neff). In normal
metals, when ωc is chosen to be in the region of the optical gap, Neff is simply given by the number of
electrons in the conduction band. However, in the cuprates[18, 19], Neff deviates from what one expects
from the dopant concentration, x. When 0 < x < 0.2, instead of having Neff(x) = x, Neff(x) is greater
than x and is concave downward. We find that the empirical Neff from Refs. [18, 19] can be fitted to the
functional form,
Neff = N0 +N1x
γ , (5.1)
with γ ≈ 0.3 − 0.42. Here N0 and N1 are dimensionless constants. Shown in Fig. 5.1 are the plots of Neff
as a function of x from Refs. [18, 19] overlaid with the fitted lines from Eq. (5.1). We note that the optical
conductivity measurements upon which this Neff is based on were performed at room temperature[18, 19].
The proof (see for example [83–85]) underlying the conductivity sum rule relies on the fact that the
kinetic energy operator of a single particle in the Hamiltonian is K = p
2
2m . The deviation from the standard
sum rule indicates that the dynamics of the charge carrying degrees of freedom may not be governed by
the kinetic term which is quadratic in momentum. Recently, in the context of the gauge/gravity duality,
Ref. [35] has shown that a massive free theory with a geodesically complete metric in the bulk generically
1The content of this chapter is adapted and reprinted with permission from Ref. [82].
2We fitted Eq. (5.1) to the data points extracted from the plots in Ref. [18, 19]. As a result, the values of γ we present here
are only approximated.
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Figure 5.1: Effective number of charge carriers (Neff) vs. doping concentration (x) from Refs. [18, 19].
gives rise to a boundary theory with a fractional Riesz derivative (a fractional Laplacian). The power of
the fractional derivative is partially determined by the mass of the field. The result of this work implies
that, in some cases, the infrared behavior of a strongly coupled theory could be described by a non-local
operator such as a fractional derivative. This leads us to a postulate that an emergent charge carrier in the
infrared is an object with a fractional kinetic energy. That is, the kinetic energy operator is a fractional
Riesz derivative K ∝ (−∇2)α with α being a positive real number. Equivalently, in momentum space, the
kinetic term is a fractional power of momentum K ∝ p2α. We note that the quantum mechanics of such a
kinetic operator was studied in Refs. [86–88]. Recently, the fractional kinetic operator has been presented
as a way of understanding unparticles[89].
The concept of fractional kinetic energy is not limited to gauge/gravity duality. In the context of a
quantum critical theory, a critical system with its kinetic energy of the form K ∝ p2α can be thought of as
having a non-integer value of the dynamical exponent z = 2α. Non-integer values of z’s have been derived
theoretically, for example, in the model of Josephson array in 3+1 dimensions[90]. Hence, the particle with
fractional kinetic energy is the same as a sharp excitation near a quantum critical point with non-trivial
value of z.
In this chapter, we consider a model of non-relativistic particles with a kinetic term given by a general
function of momentum squared, K(p2). The particles are allowed to have non-derivative interactions with
one another. This model is equivalent to the restricted band model where the kinetic energy is replaced
by the band dispersion, E(p).3 In the restricted band model, one considers only particles in a single band
and ignores the inter-band interactions. It turns out that the conductivity sum rule of the restricted band
3We ignore the fact that the kinetic energy of our model is rotationally invariant and simply replace it by the band dispersion.
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where σ1 is the real part of the optical conductivity and n(p) is the occupation number of the momentum
state p. We review a proof of this sum rule. Our proof is based on the gauge couplings of a nonlocal
Lagrangian[38]. This sum rule is applied in many systems such as the Hubbard model4[92, 93], graphene[94],
and the d-density wave state[91, 95]. We then apply the conductivity sum rule to the case of non-interacting
fermions with fractional kinetic energy: K(p2) ∝ p2α. We show that the behavior can be divided in two
regimes. In the high temperature and low density regime, the optical sum is proportional to nT
α−1
α where n
is the density and T is the temperature. On the other hand, in the low temperature and high density regime,
the optical sum is proportional to n1+
2(α−1)
d . Here d denotes the number of spatial dimensions. To make
contact with experiment, we make a further assumption that the density of these emergent excitations, n, is
the same as the density of bare charge carrier (bare electrons or holes). This means n ∝ x in the cuprates.
In the low temperature and high density limit with 0 < α < 1, the optical sum is proportional to xβ with
0 < β = 1 + 2(α−1)d < 1 which is qualitatively the same behavior as Neff in the cuprates.
5.2 Hamiltonian with a Generalized Kinetic Energy
We investigate a system of non-relativistic particles in which its kinetic term has a non-canonical form.
K is not necessarily proportional to a square of momentum (p2) but is some general function of p2, i.e.








where ψ†(r) and ψ(r) are creation and annihilation field operators, respectively, µ is the chemical potential,
and Hother describes non-derivative potentials and interactions. Since Hother contains no derivative opera-
tors, the current only comes from the kinetic term. To derive the conductivity sum rule of this model, one
needs the form of its U(1) current operator.








where ai and Ki are the lattice spacing and the kinetic energy operator along the ith direction, respectively.
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5.2.1 Current Operator
The couplings between the particle fields and the U(1) electromagnetic gauge fields can be obtained by
gauging a nonlocal Lagrangian with Wilson lines[38, 40]. One starts by rewriting the kinetic term of the
Hamiltonian, HK =
∫
ddrψ†(r)K(−∇2)ψ(r), in the form,
HK =
∫
ddrddr′ψ†(r)F (r, r′)ψ(r′), (5.4)
where F (r, r′) is a function resulting from rewriting the kinetic term. HK can be made U(1) invariant by




†(r′) and ψ(r) in the kinetic term as
HK =
∫
ddrddr′ψ†(r)W (r, r′)F (r, r′)ψ(r′). (5.5)
Here e is the electric charge and Ai is the ith component of a U(1) electromagnetic gauge field. The vertex
couplings can be derived by taking derivatives of the gauged HK with respect to the particle and gauge




= e(2p + q)iF(p,q), (5.6)
and the coupling between two particles and two gauge fields is
e2Γij(p,q1,q2) =
δ4HK
δAi(q1)δAj(q2)δψ(p)ψ†(p + q1 + q2)
= e2
{
2δijF(p,q1 + q2) +
(2p + q2)
j(2p + 2q2 + q1)
i




i(2p + 2q1 + q2)
j





F(p,q) = K((p + q)
2)−K(p2)
(p + q)2 − p2
. (5.8)
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ψ†(p + q1 + q2)ψ(p)Γ
ij(p,q1,q2)Ai(q1)Aj(q2) +O(A
3). (5.9)
We neglect the higher order terms, since we only need up to the terms with two gauge fields in linear response

















ψ†(p1 + p2 − q)ψ(p1)Γij(p1,−q,p2)Aj(p2). (5.11)
5.3 Derivation of the Conductivity Sum Rule
We use linear response theory to derive the conductivity sum rule. Our approach is based on the derivation
of the standard conductivity sum rule from Ref. [96]. The idea on the diamagnetic contribution to the
conductivity and some of the notations we use are from Ref. [97]. We assume that the system is time-
translationally invariant and the background electric field is uniform. We work in the gauge that A0 = 0.
Let us denote 〈O〉 as an expectation value of an operator O with respect to the thermal equilibrium state
in the presence of a background gauge field Ai. 〈O〉0 denotes a thermal expectation value of an operator O
with Ai = 0. From linear response theory[98], the difference in the current δ〈Ji(x, t)〉 ≡ 〈Ji〉 − 〈Ji〉0 is given
by





ddx′〈[Ji(x, t), Jj(x′, t′)]〉0Aj(x′, t′). (5.12)
The total current is then 〈Ji〉 = 〈Ji〉0 + δ〈Ji〉. The term 〈Ji〉0 gives rise to the diamagnetic conductivity, σd,
while the term δ〈Ji〉 contributes to the paramagnetic conductivity, σp. Let us first calculate the diamagnetic
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conductivity. Taking the expectation value, 〈...〉0 of Eq. (5.11), one has










〈ψ†(p1 + p2 − q)ψ(p1)〉0Γij(p1,−q,p2)Aj(p2, ω). (5.13)
We drop the first term because in the thermodynamic limit (q→ 0), it corresponds to a spontaneous current
which vanishes according to the Bloch theorem (see Appendix G). For a uniform background field, we have
Aj(p2, ω) = (2π)
dδ(p2)Aj(ω). Integrating over the delta function, 〈Ji〉0 can be simplified to




〈ψ†(p1 − q)ψ(p1)〉0Γij(p1,−q, 0)Aj(ω). (5.14)








〈ψ†(p1 − q)ψ(p1)〉0Γij(p1,−q, 0). (5.15)
The factor iη with η → 0+ is there to make sure that σd is a retarded response function. Taking the
thermodynamic limit, we have
lim
q→0



















where n(p) ≡ 〈ψ†(p)ψ(p)〉0 is an occupation number of the momentum state p.
We now calculate the paramagnetic conductivity from δ〈Ji〉. We can drop the terms with Aj in Ji (the
second term in Eq. (5.11)) inside the commutator, since they contribute to a non-linear response. From the
assumption of a uniform background field, we have Aj(x, t) = Aj(t) in Eq. (5.12). Performing the Fourier
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ddxJi(x, t). We define the response function as χij(t, t
′) ≡ −iΘ(t− t′)〈[J̃i(t), J̃j(t′)]〉0. As a
result of time-translational invariance of the system, χij(t, t
′) = χij(t− t′) = −iΘ(t− t′)〈[J̃i(t− t′), J̃j(0)]〉0.
As a result, we find δ〈Ji〉 in frequency space is given by









ω − (Em − En) + iη
− 〈ψn|J̃j |ψm〉〈ψm|J̃i|ψn〉
ω − (En − Em) + iη
)
. (5.20)
Here J̃ ≡ J̃(t = 0) and the summation in Eq. (5.20) is over all eigenstates of H from Eq. (5.3). Using Eq.































where σ1 and σ2 denote the real part and the imaginary parts of σii, respectively. P denotes the Cauchy
principal integral. Taking the limit ω → ∞ in Eq. (5.23), one finds
∫∞
−∞ σ1(ω)dω = π limω→∞
ωσ2(ω). Using















We can neglect the paramagnetic part when taking the limit lim
ω→∞
ωσ2(ω) because σ
d ∼ ω−1 and σp ∼ ω−2
as ω →∞. The result coincides with the conductivity sum rule of particles in a restricted band (Eq. (5.2)).
For the trivial case in which the kinetic term has a canonical form K(p2) = p
2
2m , the optical sum of σ1 is




We apply the conductivity sum rule derived above to a system of non-interacting fermions with the kinetic
term of a form
K(p2) = cp2α, (5.25)
where c and α are positive real constants. The constant c has units of [E]1−2α where [E] denotes units
of energy. The potential of this system is assumed to be weak enough such that the low energy (or small
momentum) behavior of the total energy is the same as the kinetic term.5 That is, the total energy εp =
K(p2) = cp2α when p is less than a large momentum cutoff Λ. For simplicity, we will take εp = cp
2α for the
whole range of p. This approximation is valid as long as T  εΛ. Since this is a non-interacting-fermionic











We calculate the optical sum of this system in the large (Appendix H.1) and low temperature limits (Ap-


















5It is possible that, due to the potential, the constant c is renormalized to be c′. However, using c instead of c′ in εp will
not change the powers of n and T we obtain in the optical sum (Eq. (5.28)). So, for simplicity, we will use c in our calculation.
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where the constants D = (α+ 2α(α−1)d )
Γ( d−22α +1)
Γ( d2α )
and A = α(2π)2(α−1)( dSd )
2(α−1)
d . We note that when α = 1
and c = 12m , we recover the standard result, W =
πe2n
2m , in both limits.
We numerically evaluate the optical sum (Eq. (5.24)). We display the results for the cases of α = 1/3
in Fig. 5.2(a) and α = 5/3 in Fig. 5.2(b). The numerical results confirm that W has different behaviors at
(a) α = 1/3 (b) α = 5/3
Figure 5.2: Log-log plots of optical sum (W ) vs. particle density (n) at two values of α. We work in the
units that c = 1. The parameters we use are d = 2 and T = 0.5.
low densities and high densities for both α < 1 and α > 1 cases.
Using the result we obtain in this section, we can qualitatively explain the behavior of the effective number
of charge carriers, Neff , at various doping levels in the cuprates[18, 19]. When 0 < x < 0.2, Neff(x) ∝ xγ
with γ ≈ 0.3 − 0.4 as we have discussed in the introduction. Qualitatively matching this feature of Neff
with our model necessitates low temperatures and 0 < α < 1, and hence one has W ∝ nβ ∝ xβ with
0 < β = 1 + 2(α−1)d < 1. Here, as mentioned in the introduction, we make an assumption that the number
of excitations with fractional kinetic energy is the same as that of mobile electrons or holes, n ∝ x. This
assumption links our postulate that the propagating degree of freedom in the infrared of the low-doping
regime is described by a fractional kinetic energy. That is, it would be justified to use n ∝ x in the low-
doping regime where Mott-type physics is important. To be more specific, this is the region in which the
number of carriers (as measured by Hall coefficients or quantum oscillations, see for example Ref. [99]) is
x. At higher doping in the Fermi-liquid regime, the number of carrier equals 1 + x and thus the assumption
is no longer appropriate. As a concrete example, we make a plot of W vs. n in this low temperature limit
with the exponent between 0 and 1 (for α = 1/3) in Fig. 5.3. The plot in the case of α = 1 is also displayed
for comparison. The region of n for which W (α = 1/3) > W (α = 1) has qualitatively the same feature as
Neff in the cuprates. We note that there is no unit cell in the model we are using. This means we cannot
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numerically relate W to Neff and n to x. As a result, rather than making a plot of Neff against x as in Refs.
[18, 19], we are restricted to the plot of W vs. n.
Figure 5.3: Plots of optical sum (W ) vs. particle density (n) for the cases of α = 13 and 1. The parameters
that we use are T = 0.01, d = 2. We set c = 1 for both α = 1 and α = 13 cases.
Although an effective theory with a fractional kinetic is an attempt to model a correlated system with
strong interactions, one can go further by adding interactions to this effective free Fermion system. From
Eq. (5.24), we can see that interactions only affect the sum rule through the occupancy n(p). For weak and
short-ranged interactions, the system should behave as a Fermi liquid but with a fractional kinetic energy.
This means there is a discontinuity in n(p) at the Fermi momentum similar to the free fermion case. As a
result, the qualitative feature of the sum rule we obtained for the free case (e.g. the exponents in Eq. (5.28))
should be applied for this system. Still, one may need to do a proper renormalization group as in [100, 101]
to confirm that the system is really Fermi-liquid like.
For the strong interactions, the form of n(p) and thus the sum rule would be drastically different from
the free case. This is because fermions with fractional kinetic energy are no longer appropriate low energy
degrees of freedom. The direct computation of n(p) can be difficult. So one may have to identify the new
low energy theory and then compute the new sum rule.
5.5 Discussion
The key result of this chapter is that the conductivity sum rule of non-interacting fermions with a fractional
kinetic energy does not follow the traditional result. At high temperatures and low densities, the optical sum
scales as W ∝ nT α−1α . At low temperatures and high densities, the optical sum is given by W ∝ n1+
2(α−1)
d .
One can use the result at low temperatures to qualitatively explain the behavior of Neff at various doping
concentration in the cuprates. To nail down that the current-carrying excitations in the cuprates are in fact
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governed by a fractional kinetic energy requires further experiments. That is, one needs to experimentally
verify that the optical sum has two regimes as we have predicted in Eq. (5.28). This can be achieved by
measuring the optical conductivity and then computing the empirical optical sum as a function of x at higher
temperatures. However, we must keep in mind that the temperature cannot be raised too high because the
assumption that the excitation energy, εp has the same form as the kinetic energy, K(p
2), will break down
eventually. The assumption is valid only when T  εΛ.
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Chapter 6
Anomalous Dimension of the
Electrical Current from the Fractional
Aharonov-Bohm Effect1
6.1 Introduction
Before Faraday discovered that moving charges induce magnetic fields (B), electric and magnetic fields were
thought to be independent. A concise mathematical synthesis of the two requires an additional entity, the
vector potential, A, which in classical physics is experimentally undetectable. Aharonov and Bohm[103]
showed, however, that in quantum mechanics, the principle of gauge invariance imbues the vector potential
with physical content such that the wave function of a charged particle moving in a closed loop around a





A · d`, (6.1)
of the vector potential around a closed loop. Because ∇ × A = B and Stokes’ theorem which allows us
to convert a line integral to a surface one, the integral simplifies to eBA/~, where A is the cross sectional
area of the magnetic solenoid, e is the electric charge, and ~ is Planck’s constant divided by 2π. The key
physical surprise here is that charges outside the solenoid know about the magnetic field solely because of
the spatial extent of the vector potential. The relationship between the vector potential and the magnetic
and electric fields implies that all the equations of classical electromagnetism are invariant with respect to
the transformation,
Aµ → Aµ + ∂µΛ, (6.2)
where ∂µ = (−∂t/c, ∂x, ∂y, ∂z) and Λ is an arbitrary dimensionless function. Because Λ is dimensionless,
this transformation fixes the dimension of Aµ to be unity; that is, Aµ has dimensions of inverse length. A
further consequence of the invariance of electricity and magnetism to a choice in the gauge is that there has
to be a corresponding conserved current whose dimension is set by the generators of the U(1) symmetry
1The content of this chapter is adapted and reprinted with permission from Ref. [102].
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group. The resulting dimension of the conserved current in a relativistic theory is d where d is the spatial
dimension. Clearly if [A] 6= 1, the underlying theory is not governed by the standard 1-form gauge-invariant
principle of electricity and magnetism.
There are no known examples in nature of a conserved current in which the vector potential has a
dimension other than unity. Perhaps possible exceptions to this rule could obtain in exotic materials such as
the high-temperature copper-oxide superconductors. This problem remains unsolved because no knock-down
experiment has revealed unambiguously the nature of the charge carriers in the normal state. What we know
for sure is that the standard theory of metals and a single-parameter[10, 11] formulation of quantum criticality
cannot simultaneously explain T -linear resistivity, power-law optical conductivity[2, 5, 37], breakdown of the
Wiedemann-Franz law[9], and the scaling of the Hall angle[8]. However, recent theoretical work[11, 20, 36]
suggests that all of the transport properties of the normal state can be explained by positing a conserved
current with an anomalous dimension.
Indeed, this is a striking prediction because a textbook problem[12–14] in quantum field theory is to
prove that conserved quantities cannot acquire anomalous dimensions under renormalization. For a local
theory away from the strict relativistic limit, the dimension of the current can change by two mechanisms:
1) reduction of the effective dimensionality, that is a violation of hyperscaling[104, 105] with exponent θ or
2) space and time scale differently thereby requiring a dynamical exponent z > 1[106]. The new scaling
of the current is now d − θ + z − 1. Either of these can be modeled using holography with a bulk dilaton
construction[107, 108]. Of course other scenarios exist in which the U(1) symmetry is explicitly broken
by the presence of a mass for the gauge-field[104, 109]. However, the lack of a conserved current in this
case makes this scenario quite distinct from the hyperscaling violation variants[105]. A third approach
for the emergence of an anomalous dimension for the current is that the underlying theory is inherently
non-local. It is this mechanism that appears to be operative in the recent work[20, 36] which showed that
extending the single-parameter quantum critical scenario[11] to include a multi-band or unparticle sector
with a running charge[33] leads to a consistent explanation of all the power laws experimentally observed
in the dc[8, 9, 73, 74] and ac2[2, 5, 37] transport properties in the strange metal phase of the cuprates.
A running charge is possible only if the vector potential acquires an anomalous dimension, Φ[107–109].
To fit the cuprates Φ = −2/3[11, 36]. Given the novelty of an electric current acquiring an anomalous
dimension as the unique underlying feature of the strange metal, it would be ideal to design an experiment,
not tethered to any scaling analysis, that can critically test this idea unambiguously. Should this be borne
2In the cuprates, the power law in the ac conductivity[2, 5, 37] appears in the mid-infrared and hence does not persist down
to zero frequency. For the multi-band construction with a mass-dependent relaxation time[20, 36] to match this feature, the
summation over mass needs to have a cutoff[20]. In this case, there exists an onset energy scale τ−10 for the power law to
appear.
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out experimentally, then the normal state of the cuprates would represent the first example in nature of
current carrying excitations with an anomalous dimension.
In this chapter, we propose such an experiment. Since it is the vector potential that communicates the
anomalous dimension to the electrical current, this effect should be detectable from a simple Aharonov-
Bohm[103] (AB) experiment in the strange metal regime. We show that the new principle that maintains
gauge invariance implies that the AB phase must pick up a factor that depends on the anomalous dimension
and hence provides an unambiguous fingerprint of the non-locality of the current. The physical set up is
a sample pierced by a constant magnetic field. The associated gauge field permeates the sample and picks
up the anomalous dimension. The resultant AB phase, no longer ∆φ = eBA/~, picks up extra factors of
LαB−2, where L is a quantity with units of length and αB is the scaling dimension of the B-field, for ∆φ to
be dimensionless. We calculate this effect explicitly.
6.2 Fractional Gauge Transformation
As discussed above, it is the standard U(1) gauge transformation (Eq. 6.2) that constraints the dimensions
of the gauge field Aµ to be unity ([Aµ] = 1). The anomalous dimension ([Aµ] = αµ 6= 1) in the gauge fields
means the form of the transformation needs to be modified. One approach is to take a fractional formulation
of electricity and magnetism based on the fractional gauge transformation[89, 110, 111],
αAµ(x)→ αAµ(x) + ∂αµµ Λ(x), (6.3)
where ∂
αµ
µ is a fractional derivative of order αµ (see Appendices I.1 and I.2). We use the subscript α in front
of the gauge field to distinguish the fractional gauge fields from the normal gauge fields (i.e. gauge fields with
no anomalous dimensions). The natural question that arises is if an anomalous dimension is not compatible
with Eq. 6.2 but with Eq. 6.3, then what is the consequence for charge conservation? Furthermore, the
transformation in the form of Eq. 6.3 is, in general, not rotationally invariant. So one can ask if there exists
a definition of fractional calculus which is invariant under rotation.
Let us consider the transformation in Eq. 6.2 applied to the action
S =
∫
ddx[F 2 + JµA
µ + · · · ]. (6.4)
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Since the field strength, F , is invariant under Eq. 6.2, the action transforms as




Consequently, invariance under Eq. (6.2), upon integration by parts, results in the standard charge conser-
vation equation (or the continuity equation)
∂µJµ = 0. (6.6)
What the charge conservation equation lays plain is that any operator, Ŷ , which commutes with the total
differential can be used to redefine the current operator and hence will change its dimension without affecting
the linear nature of Eq. (6.6). However, a key restriction on the operator Ŷ is that it cannot change the
order of the form of either the current (J) or the dual current (?J). That is if J is a p-form, then Ŷ J is
still a p-form. If such an operator exists, it would also offer a loophole around the general argument3 due to
Gross[12] that it is the commutator of the charge density, J0, with any U(1) field, φ(x),
δ(x0 − y0)[J0(x), φ(y)] = δφ(y)δd+1(x− y), (6.7)
that fixes the scaling dimension of the conserved current. Here δφ(y) is the change in the field φ to linear
order upon acting with the U(1) transformation. Letting J0 → Ŷ J0 and Ji → Ŷ Ji in Eqs. 6.6 and 6.7, we
see that the current no longer has dimension d but rather d− [Ŷ ].






−gZ(φ)F 2 + · · · , (6.8)
used by holographic models [107, 108] to yield either anomalous dimensions for the gauge field or hyperscaling
violation exponents. Here, φ is a dilaton field, F is the field strength, Z(φ) ∼ eγφ is the coupling between
dilations and gauge fields, and γ is a real parameter. The equations of motion for the Maxwell part of the
action are
∇µ(Z(φ)Fµν) = 0, (6.9)
3This argument is given for the relativistic case z = 1. It can be generalized to the case z 6= 1 with non-vanishing hyperscaling
violation exponent by setting the dimensions of time to −z and replacing d with d− θ.
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where ∇µ is the covariant divergence. A typical solution [107] for the dilaton field is φ ∼ lnκy where y
is the radial holographic coordinate and κ is a constant which depends on other parameters in the model.
Consequently, the equations of motion are equivalent to
∇µ(yaFµν) = 0 (6.10)
with a = γκ. In the language of differential forms, this equation becomes
d(ya ? dA) = 0 (6.11)
which clearly illustrates that for any slice perpendicular to the radial direction, the standard U(1) gauge
transformation applies. To determine what happens at the boundary, we note that these equations are
reminiscent of those studied by Caffarelli and Silvestre in Ref. [113] for the case of a scalar field,
∇ · (ya∇u(x, y)) = 0,
u(x, y = 0) = f(x). (6.12)
Here f : Rd → R, u : Rd × [0,∞) → R, x ε Rd, and y ε [0,∞). What Ref. [113] was interested in is what
form does yauy acquire at the boundary, y → 0. Ref. [113] showed that
lim
y→0
yauy(x, y) ∝ (−∇2)αf(x). (6.13)
where α = (1 − a)/2 and (−∇2)α is the fractional Laplacian (see Appendix I.3). We refer to this result as
the CS extension theorem.
The exact same result holds for the gauge field as it is just a 1-form generalization of the CS extension
theorem. Ref. [112] generalized the CS extension theorem to p-forms. Applying p-form generalization of






Clearly at the boundary [Aµ] 6= 1. The corresponding field strength is the 2-form,





A→ A+ dαΛ. (6.16)




which preserves the 1-form nature of the gauge field. The fractional transformation in Eq. 6.16 implies that
[Aµ] = α rather than unity. Since [d, (−∇2)
α−1
2 ] = 0, we identify Ŷ = (−∇2)α−12 which is a completely
rotationally invariant operator. In general, the total differential commutes with any power of the Laplacian
operator and hence the conservation equation is uniquely specified up to (−∇2)α.
What the p-form generalization[112] of the CS extension theorem lays plain in the context of holographic
models that yield an anomalous dimension for the gauge field is that the anomalous dimension enters the




which we take to be our operational definition of the fractional derivative. As expected, the action in terms







is identical to Eq. (6.14) in a gauge ∂αµA
µ = 0. Consequently, the boundary actions of the holographic
models that generate anomalous dimensions for the gauge field or hyperscaling violation exponents all
contain fractional Laplacians and hence transform under the non-local gauge transformation, Eq. 6.16. The








Clearly, this equation not only obeys kµC
µν = 0 but also kα−1kµC
µν = 0. This translates into either
∂µC
µν = 0, the standard Ward identity, or
∂µ(−∇2)
α−1
2 Cµν = 0 (6.21)
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which illustrates beautifully the fact that the current conservation equation only specifies the current up to
any operator that commutes with the total differential. Consequently, the fractional transformation from
Eq. 6.16 does not contradict the standard linear conservation equations in electricity and magnetism nor in
holography. What is non-traditional is that the current now has an anomalous dimension.
Henceforth, we will use the gauge transformation in the form of Eq. 6.3 with the rotationally invariant
definition of the fractional derivative (Eq. 6.18). For completeness, we will also consider other definitions of
fractional calculi listed in Appendix I.1 when we compute the Aharonov-Bohm phase. Unlike the holographic
case where αµ = α for all µ, we only set αi = α, but for the time direction we set αt = 1 to preserve causality
[110]. The field strength corresponding to the transformation in Eq. 6.3 is
αFµν = ∂
αµ
µ αAν − ∂ανν αAµ. (6.22)
It follows that the definition of the magnetic field (the ij component of the above field strength)
∇α × αA = αB (6.23)
involves the fractional curl. As a result, in simplifying the AB phase,
∫
αB · dS 6=
∮
αA · d`, (6.24)
and as a consequence, the AB phase is no longer the traditional result.
6.3 Fractional Aharonov-Bohm Effect
To derive the new result, we introduce a gauge connection into the Schrödinger equation. Let us define the
covariant derivative Di ≡ ∂i − i e~ai with the associated gauge connection [111],
ai ≡ [∂i, Iαi αAi] = ∂iIαi αAi, (6.25)
where Iα is the fractional integral (see Appendices I.1 and I.2). The fundamental theorem of fractional
calculus[114] states that Iα∂αΛ = Λ. As a consequence, aµ → aµ + ∂µΛ and our physical theory is gauge
invariant although aµ is directly related to the fractional gauge field. Choosing A0 = 0, we reduce the










ψ = i~∂tψ. (6.26)
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To derive the AB phase, let us consider a particle confined on the x, y plane with a fractional magnetic field
applied along the z axis. Assume a particle can move from point ri to rf along path γ1 (with wave function
ψ1) and along path γ2 (with wave function ψ2). The total wave function at the point rf at zero fractional
magnetic field (ai = 0) is ψ = ψ1 + ψ2. When the fractional magnetic field is turned on, the total wave
function at rf changes to






























a(r) · dl. (6.28)
In the strange metal, we posit that the current carrying degrees of freedom which emerge in the infrared
couple to the fractional electromagnetic fields. By definition, the propagating degrees of freedom are weakly
interacting thereby warranting the Schrödinger propagator approach we have adopted here.
We consider two different geometries in which an external magnetic field, B, pierces the sample and
vanishes outside the shaded region in Figs. (6.1) and (6.2). We postulate that the B-field interacts with
the material in such a way that the B-field acquires an anomalous dimension and hence becomes fractional,
αB.
4 The charged particles in the sample now directly couple to the fractional vector potential αA instead
of coupling to the external field A. Hence, we can use Eq. (6.28) to calculate the AB phase shift that these
particles experience.
We work with five different definitions of fractional calculi (see Appendix I.1 of the supplementary
materials). We show below only the result of the Feller calculus (for Fig. 6.1) and the rotationally invariant
definition (for Fig. 6.2) because these definitions are odd under parity and thus the fractional gauge field
formulated with these definitions will resemble the regular gauge field. The results for other definitions can
be found in Appendices L.1 and L.2. For the rectangle geometry in Fig. (6.1), the AB phase for the Feller










4Depending on how B and αB are related in the material, there is a possibility of having finite magnetic monopoles in the
system. However, it turns out that when α > 0 magnetic monopoles do not exist for the field configurations we consider in
Figs. (6.1) and (6.2). We discuss this issue in Appendix K
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Figure 6.1: Rectangle geometry that confines particle motion. The fractional magnetic field is confined to
the red region of size ` in the figure.
Figure 6.2: Disk geometry for AB phase calculation. The fractional magnetic field pierces the disk in a small
region of radius r.
The phase picks up a geometric factor that is directly determined by the anomalous dimension α of the
vector potential. The limiting value is eB`2/~ as α → 1. The convention that we have used is that the
anomalous dimension is carried by the αB-field not the charge such that [αB] = 2α. As a result ∆φ is
dimensionless. The more experimentally tractable setup is most likely the disk in Fig. (6.2). The AB phase















Here 2F1(a, b; c; z) is a hypergeometric function and the terms in the parenthesis reduce to unity in the limit
α→ 1.
6.4 Discussion
We have shown here that the presence of an anomalous dimension leads to a significant deviation from the
standard AB phase. Appearing in the AB phase is a geometric factor in which the size of the sample is raised
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to a power involving the anomalous dimension. This extra sample-size dependence reflects the non-locality
of the current. The correction is sizeable as it involves a ratio of the sample size to the region where the flux
is threaded. As a result, we have provided an experimental diagnostic that is independent of any scaling
ansatz. One possible way to detect this AB phase is to perform a current interference experiment on a
strange metal ring with a magnetic field at the center. This is the same geometry as Fig. 6.2. We predict
that the periodicity of a magnetoresistance is directly proportional to the fractional AB phase as opposed
to the standard AB phase. One can then extract the anomalous dimension by varying the ring’s radius.
This setup is based on the experiment in which the standard AB phase was observed in a metallic ring[115].
Of course the success or failure of the experiment will be determined by how well phase coherence can be
maintained along the excursion around the solenoid. Nonetheless, the clarity of our theoretical diagnostic
should provide sufficient impetus for experiments along these lines to be performed which should serve to





In this dissertation, we constructed several phenomenological models based on the ideas of unparticles and
nonlocal action. We used these models to explain some exotic properties of the cuprates. In Chapter 2,
we found that the optical conductivity of the multi-flavor model (or the continuous mass formalism) has
a fractional power-law form ∼ ω−α. The exponent α can be tailored to yield α = 23 as observed in the
strange metal phase of the cuprates [2]. Within the same model, one can show that the gauge field has an
anomalous dimension when the charge of each flavor varies with mass i.e., the exponent b 6= 0. In Chapter
3, we studied the model of electrons in an unparticle background. We showed that the imaginary part of
the self-energy of this model qualitatively agrees with the power-law liquid behavior [15]. In Chapter 5,
we explained the violation of the conductivity sum rule in the cuprates using the models of fermions with
fractional kinetic energy. Lastly, in Chapter 6, in order to explain the anomalous dimension of the gauge
field [33], we proposed that the underlying electromagnetic gauge transformation has to be modified. Within
this new gauge transformation, we predicted that the Aharonov-Bohm phase shift would deviate from the
traditional result. Additionally, in Chapter 4, we studied the validity of Luttinger’s theorem for fermionic
unparticles. We found that, in general, Luttinger’s theorem does not hold.
The results we obtained in the dissertation provide a strong evidence to support that the low-energy
theory of the normal state of the cuprates should be described by unparticles and nonlocal action. To
further confirm this, one has to start with a microscopic model (e.g. the Hubbard model) and then derive
the existence of unparticles or nonlocal operators in the infrared.
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Appendix A
Optical Conductivity of a Free
Massive Scalar Field1
The optical conductivity of the free massive scalar field has been studied by many authors (for example, see
Refs. [52, 116]). Since the scalar field conductivity is used in Section 2.3 and Appendix C, we briefly review
the basic formulation and the main results in this appendix. The optical conductivity can be calculated







where the bosonic Matsubara frequency ωn =
2πn
β (n being an integer), k is a d-dimensional momentum,
εk =
√
k2 +m2, and m is the mass of the scalar field. The vertices in this case are




For the expression pµ, p0 is a Matsubara frequency and pi, for i = 1 to d, is an ith component of d-dimensional
momentum. Substituting Eqs. A.1, A.2, and A.3 into Eq. 2.15, one finds the longitudinal conductivity (the























































vanishes in the dimensional or lattice regularization [52].
We can also see this clearly in the case of a lattice system with periodic boundary conditions. In this case,
1This appendix is reprinted with permission from Ref. [20].
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(a) Diamagnetic term (b) Paramagnetic term
Figure A.1: The contours used in the Matsubara summation of the diamagnetic and paramagnetic terms.
pi is replaced by sin pi and ±∞ becomes the momenta at the edge of the Brillouin zone = ±π. As a result,
the boundary term vanishes (see Appendix B of Ref. [117]). Had we not done the integration by parts, the
optical conductivity would have a zero-frequency delta function peak at zero temperature. We implicitly set
the chemical potential of the scalar field to 0. According to the Bose-Eisenstein distribution, there are no
particles or antiparticles present at zero temperature. This means that the dc conductivity should vanish
and thus the zero-frequency delta function is not physical. At finite temperature, the mixture of particles
and antiparticles is excited into the system and so the zero-frequency delta function should appear.
We perform Matsubara a summation explicitly using contour integration. Let us first consider the
summation on the diamagnetic term. Converting the summation into a contour integral with the contour





















2 ). Upon deforming the contour C to infinity, the contour integral turns into a


























eβx−1 is the Bose-Einstein distribution. The similar computation, with the contour shown
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(a) Real part (b) Imaginary part
Figure A.2: Conductivity of massive scalar field in d = 2 at zero temperature.


















Combining the results for the paramagnetic and the diamagnetic terms, one finds the conductivity in Mat-




















Performing analytic continuation iωn → ω + i0+, the conductivity turns out to be
σ1(ω) = Reσ(ω) = πρDδ(ω) +
g2πSd
d2d(2π)d









































Note that at T = 0, ρD = 0. So the zero-frequency delta function vanishes at T = 0 not at finite temperature.
There is a gap of 2m in the real part of conductivity as can be seen from the Heaviside function in Eq. A.9
(also see Fig. A.2(a)). This gap is the minimum energy required to create a particle-antiparticle pair in the
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The plots of the real and imaginary parts of conductivity in this case are shown in Fig. A.2.
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Appendix B
Unparticle Effective Action in
Matsubara Space1































where subscripts of the fields, the propagators, and the vertices denote the dependence on the bosonic
Matsubara frequency (ωn =
2πn









The vertex of two unparticles with one gauge field is
Γµm,n(p,q) = (2p
µ + qµ)Fm,n(p,q) (B.3)





ν(2p+ 2q2 + q1)
µ




µ(2p+ 2q1 + q2)
ν
q22 + 2(p + q1) · q2 + ω2n2 + 2(ωm + ωn1)ωn2
(Fm,n1+n2(p,q1 + q2)−Fm,n1(p,q1)),
(B.4)
1This appendix is reprinted with permission from Ref. [20].
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where the function Fm,n(p,q) is
Fm,n(p,q) =
G−1m+n(p + q)−G−1m (p)
q2 + 2p · q + ω2n + 2ωmωn
. (B.5)




Calculation of Optical Conductivity
from Unparticle Effective Action1
From Eq. 2.15, we refer to the first term as the diamagnetic term, Kµνdia,n(q), and the second term as the


















q2 + 2p · q + ω2n + 2ωmωn





(q2 + 2p · q + ω2n + 2ωmωn)2
+
(2p+ q)ν(2p+ q)µ
(q2 + 2p · q + ω2n + 2ωmωn)2
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(2pµ + qµ)(2pν + qν)
(q2 + 2p · q + ω2m + 2ωmωn)2
− 1
2
(2pµ + qµ)(2pν + qν)
(q2 + 2p · q + ω2m + 2ωmωn)2
(







(2pµ + qµ)(2pν + qν)
(q2 + 2p · q + ω2m + 2ωmωn)2
(
p2 + ω2m



















− dU )(p2 + ω2m)
d−1
2 −dU . (C.3)
1This appendix is reprinted with permission from Ref. [20].
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(q2 + 2p · q + ω2n + 2ωmωn)2
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(q2 + 2p · q + ω2n + 2ωmωn)2
(
p2 + ω2m





We show here the Matsubara summation using the contour integral calculation technique on these seven
terms.
C.1 Kdia1
The ii component of Kdia1 in the q→ 0 limit is
















Inserting a factor 1 = dpidpi into the integrand and then performing an integration by parts, we have








































2 ) and nB(x) =
1
eβx−1 is the Bose-Einstein distribution. The result is
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(a) Kdia1 (b) Kdia2
(c) Kdia3
Figure C.1: The contours used in the summation of three diamagnetic terms.
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where δ is defined as
2ωnδ = q
2 + 2p · q. (C.12)
We will not take the limit δ → 0 (or q → 0) right away, but we will do so after combining the contributions
from Eq. C.5 - C.7. The reason for this is given below. We convert the summation into the contour integral




















In addition to the poles of g(z), there are poles at ±p and −i(ωn2 + δ). Had we set δ = 0, there would
be a pole at −iωn2 . This is problematic. The reason is that when n is odd, the integrand has a simple





to another Matsubara frequency ωl with l =
n










2 diverges when n is even. Hence, we need to keep δ finite and then take the limit δ → 0
after we combine Eqs. C.5 - C.7. Deforming the contour to infinty and then summing the residues at ±p






















2p(p+ i(δ + ωn2 ))
+
gB(−p)





We rewrite Eq. C.6 using the definition of δ given in Eq. C.12 and then perform the Matsubara summation

































We rewrite Eq. C.7 with the definition of δ given in Eq. C.12 and then convert it into the contour integral

































(z + i(δ + ωn2 ))
2
(






In addition to the pole at −i(δ + ω2 ), there are branch points at ±p and ±
√
p2 + 2ωnδ − iωn. Thus, we
need to consistently choose the Riemann surface that will be used in the contour integration. We split up
the term with power d+12 − dU in the integrand as follows,
(





















(z − p) d+12 −dU (z + p) d+12 −dU
.
The constraint on the choice of the Riemann surface is the condition that the contour integral is real. In
other words, we require the residue at z∗ = iωm of Eq. C.15, that is,
















We choose branch cuts as in Fig. C.2. One choice of the definitions of the phase angles that are satisfied
by the reality constraint mentioned above is listed below.
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Figure C.2: The contour of Kdia4 in the case of odd n and small δ. The paths that go along the branch cuts
are A1 to A4 and the paths that go around the branch points are C1 to C4.
i. For the term (z + p)
d+1
2 −dU , the definition of the phase angle is −π ≤ θ1 < π.
ii. For the term (z − p) d+12 −dU , the definition of the phase angle is 0 ≤ θ2 < 2π.




2 −dU , the definition of the phase angle is −π ≤ θ3 < π.





The contour integral can be split into the contribution from the residue at −i(δ+ ω2 ), the contribution from
the discontinuity across the branch cuts (Ai’s in Fig. C.2), and the contribution from the small circles
around the branch points (Ci’s in Fig. C.2). The residue contribution to the Matsubara summation is
−Res[ 1
(z + i(δ + ωn2 ))
2
(






















p2 + (δ + ωn2 )
2
. (C.16)
































For the contributions from the discontinuity across the branch cuts and the small circles around the branch
points, we take the limit q → 0 or δ → 0 to simplify the calculation. Let us consider the contribution from
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(z + iωn2 )
2
(z + iωn − p)
d+1
2 −dU (z + iωn + p)
d+1
2 −dU


















(z + iωn2 )
2
(z + iωn − p)
d+1























(z + iωn2 )
2
(z + iωn − p)
d+1
2 −dU
(z − p) d+12 −dU (z + p) d+12 −dU
×
(
(z+ + iωn + p)
d+1











(z + iωn2 )
2
(z + iωn + p)
d+1
2 −dU
(z − p) d+12 −dU (z + p) d+12 −dU
×
(
(z+ + iωn − p)
d+1





where z± = z ± iη with η → 0+. Using the definitions of the angles θi defined above, we find that the










−2i sinπ(d+12 − dU )











2i sinπ(d+12 − dU )e
−iπ( d+12 −dU )
|z − p| d+12 −dU
(C.19)
(z+ + iωn + p)
d+1
2 −dU − (z− + iωn + p)
d+1
2 −dU = 2i sinπ(
d+ 1
2
− dU )|z + iωn + p|
d+1
2 −dU (C.20)
(z+ + iωn − p)
d+1
2 −dU − (z− + iωn − p)
d+1








Substituting the four discontinuities into the integral along A1 to A4 and then changing variables so that
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the limit of integration is from ε to ∞ yields







(−z + iωn2 − p)2
(−z + iωn − 2p)
d+1
2 −dU (−z + iωn)
d+1
2 −dU
(−z − 2p) d+12 −dU z d+12 −dU
+
gB(z + p)















− gB(z + p)
(−z − iωn2 − p)2
(−z − 2p) d+12 −dU z d+12 −dU
(−z − iωn − 2p)
d+1
2 −dU (−z − iωn)
d+1
2 −dU
− gB(z + p)
(z − iωn2 + p)2
z
d+1

















2 ) = gB(z) and, on the first
and the third lines, we use gB(−z) = −gB(z). To further simplify the integral, we pull factors of −1 out
from the terms with power of d+12 − dU and -1 in front of z to make the coefficients in front of z all be +1.
At the same time, we redefine all the angles θi to be evaluated by the power
d+1
2 − dU to be in one range,
i.e. −π < θi < π. These operations amount to multiplying each line by a factor eimjπ(
d+1
2 −dU ) (subscript j
means line j). We find that m1 = 1, m2 = 0, m3 = 1, and m4 = −2. The result is







(z − iωn2 + p)2
(z − iωn + 2p)
d+1




























− gB(z + p)







(z + iωn + 2p)
d+1






− gB(z + p)
(z − iωn2 + p)2
z
d+1













Note that the first and the third terms are complex conjugates of the second and the fourth terms, respec-
tively, and hence the result of the Matsubara summation is real as we suspected. Finally, let us consider the















For the curves C1 and C2, we let z = ∓p + εeiθ, where − refers to C1 and + refers to C2. The integral is
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(∓p+ iωn2 + εeiθ)2
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(∓p− iωn2 + εeiθ)2
(
(∓2p+ εeiθ)eiθ




Eqs. C.23 and C.24 vanish in the limit ε→ 0 when the exponents of ε d+32 −dU and ε 1−d2 +dU are greater than
zero, that is, when d−12 < dU <
d+3
2 . From the unitarity bound, dU >
d−1
2 . If we now also require that
dU <
d+3
2 , we find that there will be no contributions from the Ci’s.
Hence, the contribution from the branch cuts (both Ai’s and Ci’s) to Kdia4 in the limit q→ 0 is
Kiidia4,cut,n(q→ 0) = −g2
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(z − iωn + 2p)
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z
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Kiipara2,cut,n(q→ 0) = g2











(z − iωn2 + p)2
(z − iωn + 2p)
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− gB(z + p)
(z − iωn2 + p)2
z
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The calculation proceeds in the same manner as in the case of Kdia4. We simply state the results here. The
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− gB(z + p)
(z − iωn2 + p)2
z
d+1














C.6 Total Response Function and Conductivity
The contributions from the residues at −i(ωn2 + δ) vanish for both diamagnetic and paramagnetic terms,



















































































































p2 + (δ + ωn2 )
2
=0.
We can safely take the limit q → 0 and δ → 0. Futhermore, the contributions from the branch cuts, when
adding both paramagnetic (Kpara2 and Kpara3) and diamagnetic terms (Kdia4), vanish, i.e. Eq. C.25 + Eq.

























− dU )σii0 (iωn), (C.31)





D.1 Calculation of the Electron-Unparticle Self-Energy

















2 is a bosonic pole function and the contour C is shown in Fig. D.1.
Figure D.1: The contour C of the integral over z in Eq. D.1. A solid dot represents a first order pole. A
dotted line represents a branch cut.
It is tempting to rewrite the term 1(E2p−z2)1−α
as e
iπ(1−α)
(z−Ep)1−α(z+Ep)1−α . To do this properly, we need to
choose a proper Riemann surface. Such choices must satisfy the condition that upon performing the residue













1−α . The following choice of Riemann surface satisfies the above condition. The base of the
term (z − Ep)1−α is chosen to have its phase angle in the range 0 ≤ θ1 < 2π whereas the base of the term
(z +Ep)
1−α is chosen to have its phase angle in the range −π ≤ θ2 < π. Performing residue integrals along
the imaginary axis in Eq. D.1 leads to substituting z = iωm into the terms (z − Ep)1−α and (z + Ep)1−α.





























(z − Ep)1−α(z + Ep)1−α
in Eq. D.1. By deforming the contour to a circle of large radius R, we find that there are four contributions
to the self energy:
Σ = ΣF + ΣB + Σε + ΣR. (D.2)
ΣF comes from the pole at z = εp+q − iωn. ΣB comes from the two branch cuts. Σε comes from the small
circles of radius ε around the two branch points at ±Ep. Finally, ΣR comes from the large circle of radius
R. We discuss these four terms below.
D.1.1 ΣF






(εp+q − Ep − iωn)1−α(εp+q + Ep − iωn)1−α
. (D.3)
Here, we use












= gF (z). (D.4)
to simplify the result. Note that the phase angle of the term εp+q − Ep − iωn when raise to the power
1 − α is defined in the range 0 ≤ θ1 < 2π. We can covert the phase angle to be −π ≤ θ2 < π by
(εp+q − Ep − iωn)1−α
∣∣
θ1














(−εp+q + Ep + iωn)1−α(εp+q + Ep − iωn)1−α
. (D.5)
D.1.2 ΣB






















































= − 2i sin(πα)
|z + Ep|1−α
.












(z + Ep)1−α(z − Ep)1−α
(
gB(z)
(z + iωn − εp+q)
+
gB(−z)





For the integral around the branch point at z = Ep, we let z = Ep + εe
iθ with 0 < θ < 2π and for the


























Σε,n(q) = 0 when α > 0.
D.1.4 ΣR












(Reiθ + Ep)1−α(Reiθ − Ep)1−α(Reiθ + iωn − εp+q)
.












ΣR,n(q) = 0 when α < 1.
D.1.5 Total Σ
By restricting the exponent α to be in the range 0 < α < 1, the terms Σε and ΣR can be omitted. Combining
ΣB and ΣF from Appendices D.1.1 and D.1.2 and then performing analytic continuation iωn → ω+ iη, one
obtains the result





















(z + ω + iη − εp+q)
− 1
(z − ω − iη + εp+q)
)
. (D.10)
D.2 Scaling of the Imaginary Part of the Self Energy at Low
Temperature
In this appendix, we analyze Eq. D.10 at low temperature. We work with electrons on the Fermi surface
(q = qf ) and ω = 0 in d = 3 spatial dimensions.
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D.2.1 ΣB
We start by considering ΣB (the second term of Eq. D.10). Using the identity
1
x±iη = P (
1
x ) ∓ iπδ(x) and
taking the imaginary part yields














(z + Ep)1−α(z − Ep)1−α
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where P denotes the principal part of the Cauchy principal integral. Here we let x = cos θ. Since the range






















− εf − ω|). (D.12)
They put restrictions on the range of the integral over z. The imaginary part of ΣB is now



































We substitute Ep = pv, q = qf , and ω = 0 into the above equation, and then perform a change of variable
z → p(z + v). The result is
























In the case of small momentum cutoff Λ2m <
qf
m − v and small velocity v <
qf






Θ(qf −m|z + v −
p
2m



















Thus, the imaginary part of ΣB is






























((Θ(x)−Θ(−x) cosπα)∓ iΘ(−x) sinπα). (D.17)
Applying these identities, one can show that ImΣF is given by





| − εp+q + Ep + ω|1−α|εp+q + Ep − ω|1−α
× (Θ(−εp+q + Ep + ω)Θ(−εp+q − Ep + ω)−Θ(εp+q + Ep − ω)Θ(εp+q − Ep − ω)).
(D.18)
We set d = 3, q = qf , ω = 0, and Ep = pv. The result is














































The first term restricts x to be −1 < x < mqf (−
p




2 < qf −mv,
we find mqf (−
p









dx. The second term restricts x to be mqf (−
p





2 < qf −mv, we find −1 <
m
qf
(− p2m + v) < 1 for the whole range of p. As a result, the
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dx. The imaginary part of ΣF is now






























































































p2αgF (p(z + v))
z1−α(z + 2v)1−α
. (D.20)
On the first line, we make a change of variable x′ = p2m +
qfx
m and, on the first integral of the second line,
we let x′ → −x′. Finally, we make a shift x′ → z = x′ − v on the third line.
D.2.3 Total Σ
Combing ImΣF and ImΣB , one has












































Here, we use the identities gB(z) =
1
2 + nB(z) and gF (z) =
1




































The imaginary part of Σ is now given by






































The second term is much smaller than the first term at low temperatures. We will justify that this is the
case below. Dropping the second term, one finds











nB(p(z + v)) + nF (p(z + v))
(z + 2v)1−αz1−α
. (D.24)
Making a change of variables p = Tx/v, one obtains





























In the limit T  vΛ, if the integral over x converges when the upper limit is replaced by ∞, we have
Im Σ(T ) = −C1u2T 1+2α, (D.26)
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where C1 is a constant. The error of dropping the second term in Eq. D.23 is bounded by











































Making a change of variables p = mTxqf in the first term and p =
mTx
(qf−Λ2 )
in the second term, we get

























































2m )Λ, we find that
|∆ImΣ(T )| < C2u2T 2+2α, (D.29)
where C2 is a constant. Hence, |ImΣ|  |∆ImΣ|. This result justifies the omission of the second term in
Eq. D.23 at low temperatures.
The analogous expression to Eq. D.21 in the d = 2 case is














(z + v + p2m )
2












(z + v − p2m )2










in the integrands, the argument we used in the d = 3 case cannot
be applied to show that ImΣ ∝ −T 2α at low temperatures.
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D.3 Calculation of ImΣ(ω)
In section 3.5, we numerically study ImΣ(ω) at fixed T using the sum of Eq. D.13 and the imaginary part
of Eq. D.5. We find that if we simply perform the integral over z in Eq. D.13 with lower limit z = Ep,
ImΣ becomes positive when ω = 0 and T is close to zero (ImΣ is negative at finite frequencies and higher
temperatures as it should be). To resolve this issue, it is necessary to keep ε in Appendix D.1.3 finite and
small. This means that the lower limit of the integral over z is changed to ε+ Ep instead of Ep. The term





We give a brief review of a model of electrons interacting with fermionic unparticles. We find that the
electronic life-time of this model (imaginary part of electron self-energy) scales differently from that of the
Fermi liquid. This non-Fermi-liquid behavior can be attributed from the enhancement or suppression of the
susceptibility at low-energy.
E.1 Model
We consider a system of electrons in the presence of a background of fermionic unparticles. The action of
































n+l(p + q)φn(p)ψm(k), (E.1)






and Gu is the fermionic unparticle Green function
Gu,n (k) =
1
(iωn − εk + µ)1−α
. (E.3)
Here, εk is the unparticle energy spectrum, 1 − α is the scaling exponent, and µ is the chemical potential.
When α = 0, the Green function reduces to that of a normal particle. In addition, U is the interaction
between electrons and unparticles, and T is the temperature. The subscripts of the fields denote the de-
pendence on the Matsubara frequency. In this model, the fermionic unparticles are assumed to exist up
1The content of this appendix is adapted and reprinted in part with permission from Ref. [60].
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Figure E.1: The lowest-order Feynman diagram of the electron self-energy due to interactions between
electrons and fermionic unparticles. The solid lines, double line, and wavy lines correspond to fermionic
unparticles, electron, and the electron-unparticle interaction, respectively.
to a UV momentum cutoff, Λ, because they represent a low-energy description of some microscopic theory.
For the unparticle Green function to be scale-invariant, we set µ = 0 when α 6= 0. While the literature
in high-energy physics considers fermionic unparticles as relativistic four-spinors within the standard model
[118, 119], here in the context of the cuprates, we consider them as non-relativistic fermions. For simplicity,
we also omit the normalization factor and the effects of spins.
E.2 Electron Self-Energy
For a constant interaction U between electrons and fermionic unparticles, Fig. E.1 illustrates the lowest-
order contribution to the electron self-energy Σn (k) within a perturbative approach. This can be written
as















is the unparticle susceptibility, and G0,m(p) is the electron Green function. While unparticle-particle inter-
actions in the standard model are constrained by experiments to be weak [21], the coupling strength U here

















Figure E.2: Schematic of the frequency and temperature dependence of the electron self-energy Σ′′ ≡ Im Σ,
showing deviations from Fermi liquid theory. In the cuprates, unparticles with −0.5 < α . 0, α ≈ −0.5,
and α < −0.5 correspond to overdoping, optimal doping, and underdoping, respectively.
E.3 Summary of the Main Results
Using scaling analysis, we find that the electron self-energy at low temperatures (T → 0) behaves as
Im Σ ∝ ω2+2α, (E.6)
whereas the self-energy at low frequencies (ω → 0) is of the form
Im Σ ∝ T 2+2α. (E.7)
There is no dependence on the dimensionality, d, in the scaling of Im Σ because we use the approximations
that the density of states of both electrons and fermionic unparticles are constant near the Fermi level
and the momentum of the system during the scattering is not required to be conserved. Fig. E.2 shows
a schematic of frequency and temperature dependence of the self-energy. These scaling behaviors hold for
−1 < α < 1, and do not depend on the specific form of the electron energy spectrum, Ep. For α . 0, this
non-Fermi-liquid state of matter quantitatively corresponds to the power-law liquid revealed in the cuprates
by the recent ARPES measurements [15].
The scaling behavior of the electron self-energy can be traced back to the unparticle susceptibility χu.
The imaginary part of the susceptibility in the limit T → 0 and q→ 0 scales as

























Figure E.3: The energy dependence of the unparticle susceptibility χ′′u ≡ Im χu for a quadratic energy
spectrum εk ∼ k2 in the T → 0 and q → 0 limit, for various values of α. The scaling behavior χ′′u ∼ ω2α is
associated with the scaling of the electron self-energy depicted in Fig. E.2. Note that these plots are only
qualitatively accurate due to issues with numerical stability.
Such a scaling form ensures that when α < 0 (α > 0), the susceptibility is enhanced (suppressed) at low
energies, as shown in Fig. E.3. Such an enhancement (suppression) is crucial for the increased (decreased)
scattering rate, as quantified by the electron self-energy (Eq. E.4). These features completely violate the
usual susceptibility sum rule and can be attributed to the broadening of the unparticle spectral function.
As |α| decreases, the features become less pronounced, as expected.
Similar non-Fermi liquid behavior induced by the enhancement of low energy susceptibility also occurs,
for example, in systems where large portions of the Fermi surface are nested with a single nesting wave
vector [120, 121], and in multiband models with orbital fluctuations [122]. Additionally, the self-energy of
a Fermi liquid in the presence of weak impurities has an imaginary part of the form Im Σ ∼ (E − Ef )d/2,
where d is the spatial dimension[98]. Non-Fermi liquid behavior in this case can also be understood as an
enhancement in the low energy spectrum of the susceptibility[98].
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Appendix F
Some Properties of the Spinless
Luttinger Liquid1
F.1 Spectral Sum Rule of A+(p, ω)
In this appendix, we verify that the spectral function A+(p, ω) satisfies the spectral sum rule (Eq. 4.4).
This will lead to an equation useful in the density calculation in Appendix F.2. We note that the confluent
hypergeometric function Φ(1, 1+α, z) and the incomplete gamma function γ(α, z) ≡
z∫
0
dt tα−1e−t are related
[81] through
Φ(1, 1 + α, z) = αezz−αγ(α, z). (F.1)



















(ω + pṽf )
)
+e






(ω − pṽf )
)]
. (F.2)
Since the integral for the case p > 0 is the same as the integral for the case p < 0, we can set p > 0 without
loss of generality. We perform a change of variables, ω′ = ω− pṽf on the first term and ω′ = ω+ pṽf in the
second term of the integrand. We then let ω′ =
2ṽf




















1This appendix is reprinted with permission from Ref. [63].
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Using the integral formula of the incomplete gamma function [81],
∞∫
0
dxxa−1e−szγ(b, x) = Γ(a+b)
b(1+s)a+b
F (1, a+











































































The second term on the right hand side of Eq. F.3 can be written as I(pr). We note that I(0) = 0
and, by using the fundamental theorem of calculus, I ′(a) = 0. This means I(a) = 0 for any a and thus



























dω(ω − ṽfp)γ(ω + ṽfp)γ−1e
ωr
ṽf Φ(1, 1 + γ,
r
2ṽf
(ω − ṽfp)). (F.7)
This equation is important for the density calculation in Appendix F.2.
F.2 Occupation Number and Density of the Spinless Luttinger
Liquid at T = 0




dωnF (ω)A+(p, ω), (F.8)
where nF (ω) is the Fermi-Dirac distribution. Substituting Eq. 4.21 into Eq. F.8 and taking the zero









dω(ω − ṽfp)γ(ω + ṽfp)γ−1e
−ωrṽf Φ(1, 1 + γ,
r
2ṽf
(ω − ṽfp)). (F.9)
Using Eq. F.7, we can show that






















F.3 Luttinger’s Theorem of the Spinless Luttinger Liquid
We determine the form of Luttinger’s theorem for a spinless Luttinger liquid. From Eq. 4.5, we need to
know the phases of the retarded Green function φR at ω = 0 and ω = −∞. For fermions, in the limit
ω → −∞, the retarded Green function GR(ω)→ 1ω . This means φR(−∞) = −π.
We next calculate φR(0). The imaginary part of the retarded Green function is related to the spectral
function by ImGR(ω) = −πA(ω). Substituting in A+(ω) from Eq. 4.21, we find



















Because of the Heaviside function, if p 6= 0, then ImGR+(ω = 0) = 0.




where P denotes the Cauchy principal integral. We substitute in A+(p, ω) from Eq. 4.21. The result is

























The ratio between the first term and the second term of the integrand, without the minus sign, is
R(p, z) =




(z − ṽfp)Φ(1, 1 + γ, r2ṽf (z − ṽfp))
. (F.15)
We note that if R(p, z) ≷ 1, ReGR+(ω = 0) ≶ 0. One can determine the condition for which R(p, z) is greater
or less than 1 by using the power series expansion of the confluent hypergeometric function [81, 123],








where (λ)0 = 1, (λ)k =
Γ(λ+k)
Γ(λ) , and β cannot be a non-positive integer. Applying Eq. F.16 to Φ(1, 1 + γ, x),
one has




Γ(1 + γ + k)
xk. (F.17)
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The coefficient Γ(1+γ)Γ(1+γ+k) is always positive if γ > −1. Therefore, xΦ(1, 1 + γ, x) is an increasing function in
x for positive x. From the limit of integration in Eq. F.14, we know that z ± ṽfp > 0. We then need to
compare z + ṽfp and z − ṽfp. When p > 0, it is obvious that z + ṽfp > z − ṽfp. As a result, the numerator
of R(p, z) is greater than the denominator of R(p, z) because xΦ(1, 1 + γ, x) is an increasing function. In
other words, R(p, z) > 1 when p > 0. Alternatively, when p < 0, one has z + ṽfp < z − ṽfp and R(p, z) < 1
by the same reason. Consequently, the real part of the Green function changes sign at p = 0, i.e.,
ReGR+(ω = 0) ≷ 0, p ≶ 0. (F.18)
Combining this result with ImGR+(ω = 0) = 0, we have φR(0) = −π + πθ(−p) = −π + πθ(GR+(p, 0)).









θ(GR+(p, ω = 0)). (F.19)
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Appendix G
Bloch Theorem for Generalized
Kinetic Term1




〈ψ†(p)ψ(p)〉02piK ′(p2) = 0, (G.1)
is zero in the thermodynamic limit. We note that in Eq. (5.13), lim
q→0
Γi(p,−q) = 2piK ′(p2) . Our proof is
based on Refs. [124, 125].
Let us introduce the momentum translation operator,
T (p) ≡ e−ip·R, (G.2)
where the operator R is defined as R ≡
∫
ddrψ†(r)rψ(r). For small p′, one can show that




= ψ(p) + p′ · ∇pψ(p)
≈ ψ(p + p′). (G.3)
On the first line, we use the identity [ψ†(r)ψ(r), ψ(r′)] = −δd(r − r′)ψ(r) which is valid for both fermionic
and bosonic fields. In the same manner as Eq. (G.3), one can show that T †(p′)ψ†(p)T (p′) = ψ†(p + p′).
Let {|ψi〉} be a complete, orthonormal set of eigenstates and let the eigenenergy of the eigenstate |ψi〉











is a Boltzmann weight. The expectation 〈O〉0 of an operator O defined in the main










2piK ′(p2) 6= 0. (G.5)
with respect to ρψ is finite. We show, in this appendix, that this assumption will lead to a contradiction.





Here {|φi〉} is another set of complete, orthonormal eigenstates defined by
|φi〉 ≡ T (−δp)|ψi〉, (G.7)
where δp is a small momentum parameter. Since, by construction, ρψ and ρφ have the same statistical
weight, wi, their entropies are equal: Sψ = Sφ = −Tr(ρ ln ρ) = −
∑
i wi lnwi. The expectation value of the
energy with respect to ρφ is


















ψ†(p)ψ(p)K(p2), we find that



















ψ†(p)ψ(p)2pK ′(p2) +O(δp2). (G.9)
On the first line, we use Eq. (G.3) and its complex conjugate to translate the momentum of the field
operators by −δp. Because there is no derivative terms in other parts of the Hamiltonian, the momentum
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translation leaves them invariant. As a result, one finds




ψ†(p)ψ(p)2pK ′(p2) +O(δp2). (G.10)
Using Eqs. (G.5), (G.8), and (G.10), we rewrite the energy of ρφ as










= Eψ + δp · Jψ. (G.11)
The free energy of ρφ is
Fφ = Eφ − TSφ = Fψ + δp · Jψ. (G.12)
If we choose δp to have the opposite direction as Jψ, we find Fφ < Fψ. This result contradicts the assumption
that ρψ has the lowest free energy. Consequently, the spontaneous current Jψ is zero.
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Appendix H
Optical Sum of Free Fermions with
Fractional Kinetic Energy1
H.1 High Temperature Expansion
We investigate the conductivity sum rule of non-interacting fermions at high temperatures and low densities.
We first perform a high temperature expansion on the Fermi-Dirac distribution to obtain the fugacity as a



































d)m and then matching the coefficients of
(nλd)l. The result is






At high temperatures, one can omit the higher order term in nλd and thus
z ≈ nλd. (H.4)
It follows that n(p) in the high T limit is given by
n(p) = nλde−βεp . (H.5)
1This appendix is reprinted with permission from Ref. [82].
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where D = (α+ 2α(α−1)d )
Γ( d−22α +1)
Γ( d2α )
is a constant. This result is valid when nλd  1 or n (Tc )
d
2α .
H.2 Low Temperature Expansion
We perform the Sommerfeld expansion[127] on Eq. (5.24) to investigate the low temperature (T  εF ) and




one can relate the density, n, to Fermi momentum, pF , as pF = 2π(
d
Sd
















































In the next step, we use the Sommerfeld expansion on Eq. (5.24). We substitute the chemical potential
(Eq.(H.9)) and Fermi energy (Eq.(H.7)) into the resulting expansion. We are then able to rewrite the optical












A and B are positive constants given by A = α(2π)2(α−1)( dSd )
2(α−1)














I.1 Fractional Calculus in Fourier-Space Representation









Here Inx is defined as a repeated integral n times over x. We focus on five definitions of fractional calculi:
left and right Liouville, Feller, Riesz[111, 114, 128–131], and the rotationally invariant definition. The
rotationally invariant definition, ∂αi ≡ (−∇2)
α−1
2 ∂i, is based on the fractional Laplacian (see Appendix I.3)
and thus needs to be defined in dimensions greater or equal to two. These definitions of fractional calculi can














where F (α, k) = (ik)α for left Liouville, F (α, k) = (−ik)α for right Liouville, F (α, k) = isgn(k)|k|α for
Feller, and F (α, k) = |k|α for Riesz. For the rotationally invariant definition of fractional calculus, one
has the kernel for the fractional derivative/integral on the xi coordinate Fi(α,k) = |k|α−1iki with k being
a d-dimensional momentum vector. Here ∂αx and I
α
x denote the fractional derivative and integral. The
convention of the branch cut we use is −π < θ ≤ π. Left and right Liouville are spatially asymmetric
because, in real space, the operations involve an integration on the left and on the right of x, respectively
1Part of this appendix is reprinted with permission from Ref. [102].
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(Eqs. (I.5) - (I.8)). Feller calculus is odd under parity, and thus it resembles an odd-integer-order calculus.
On the other hand, since Riesz calculus is even under parity, its behavior is similar to an even-integer-order
calculus. The rotationally invariant definition is rotational invariant and odd under parity. In terms of
formal mathematical operations, the methods outlined have restrictions regarding the range of validity of
α. For both left and right Liouville calculi, one needs 0 < α < 1. For the Feller and the Riesz calculi, one
needs 0 < α < 2. Nonetheless, results (from a calculation) which depend on α can be analytically continued
outside this range.
The important property of these definition is that when α > 0 the fractional derivative of a constant is
zero. Let f(x) = C where C is a constant. The Fourier component of f(x) is f̃(k) = 2πCδ(k). Consequently,
∂αx f(x) = CF (α, 0) = 0. (I.4)
For other definitions such as the left Riemann derivative (Eq. (I.9) with a = 0) and the right Riemann
derivative (Eq. (I.11) with b = 0), ∂αx f(x) can be nonzero.
I.2 Fractional Calculus in Coordinate-Space Representation
The fractional calculi in Appendix I.1 are formulated in the Fourier-space representations. Alternatively,
they can be defined in coordinate space [111, 114, 128–131]. Let a and b be real numbers. We define the






























dx′(x′ − x)α−1f(x′), (I.8)
where n = [α] + 1 and [α] denotes the integer part of α.
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The Liouville fractional calculi is the special case of the Riemann-Liouville calculi with a = −∞ and b =∞.








(Ix−∞(α)− I∞x (α)), (I.14)













The Fourier-space formulations can be shown to be the same as the coordinate space representation. We











ik(x−x′)(ik)−α and the subscript LL denotes left Liouville. This integral
can be evaluated to be











dx′(x− x′)α−1f(x′) = Ix−∞(α). (I.19)




























where n = [α] + 1. The equivalences between the Fourier-space and the coordinate-space formulations of the
right Liouville, Feller, and Riesz can be shown in similar manner.
I.3 Fractional Laplacian

















from Fractional Maxwell Action1






µν + JµAµ, (J.1)
where Fµν = ∂
α
µAν − ∂ανAµ. We consider only the rotationally invariant definition of fractional derivative
obtained from holography: ∂αµ ≡ (−∇)
α−1









The equation of motion of this action is
∂αµF
µν = Jν . (J.3)
We will identify the current by this equation. Hence, the current-current correlation function we compute
is valid at the level of equation of motion. The current-current correlation function is then given by
Cµν(x, y) = 〈∂αλFλµ(x)∂αρ F ρν(y)〉
= 〈(∂αλ∂α,λAµ − ∂αλ∂α,µAλ)(∂αρ ∂α,ρAν − ∂αρ ∂α,νAρ)〉. (J.4)
In momentum space,







1This appendix is adapted and reprinted with permission from Ref. [102].
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Absence of Magnetic Monopoles in
Constant Fractional Magnetic Field1
Let us consider the possibility of having magnetic monopoles (or magnetic charges) in a fractional electro-
magnetic system.2 Let αB denote the fractional magnetic field and B denotes the actual magnetic field.
One can define the magnetic charge density ρm as a fractional divergence of the fractional magnetic field,
ρm = ∇α · αB. (K.1)
The question whether ρm equals zero depends on how one associates αB with B and on the definition of the
fractional derivative we consider. We focus on the four definitions discussed in Appendix I.1. If we assume
αB ∝ B, then ∇ · αB = 0. However, this does not necessarily imply that ∇α · αB = 0. So it is possible to
have a nonzero ρm.
It turns out that for the field configurations in Figs. (6.1) and (6.2) ρm vanishes when α > 0. From Eqs.
(L.1) and (L.21), we have
αB(x, y, z) = αBz ẑ, (K.2)
with αBz = αBΘ(`
2/4−x2)Θ(`2/4− y2) for the rectangle geometry and αBz = αBΘ(r−
√
x2 + y2) for the
disk geometry. We can directly compute ρm by taking the fractional divergence. We find that
ρm = ∇α · αB = ∂αz αBz = 0, (K.3)
with α > 0 and we have used Eq. (I.4) since Bz does not depend on z. Consequently, for the system
considered here magnetic monopoles do not exist.
1This appendix is reprinted with permission from Ref. [102].






L.1 Fractional Aharonov-Bohm Effect in Rectangular geometry
The expression for αB from Fig. (6.1) is
αB(x, y) = αBΘ(`
2/4− x2)Θ(`2/4− y2)ẑ. (L.1)
The Fourier transform of αB(x, y) is






Below we directly use the Fourier-space formulations to evaluate fractional derivatives and integrals.
L.1.1 Left Liouville Fractional Calculus
We solve αA(k) from
αB(k) = (ik)
α × αA(k), (L.3)




{−(iky)α, (ikx)α, 0}. (L.4)




{−(ikx)1−α(iky)α, (ikx)α(iky)1−α, 0}. (L.5)
1This appendix is reprinted with permission from Ref. [102].
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The AB phase from the left Liouville calculus is not symmetric. It involves only the length b and d, but not
a and c. This result can be understood from the fact that the left Liouville calculus is spatially asymmetric.
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L.1.2 Right Liouville Fractional Calculus






















































As in the case of the Left Liouville calculus, the phase is not symmetric, because the right Liouville calculus
is also spatially asymmetric.
L.1.3 Feller Fractional Calculus
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L.1.4 Riesz Fracational Calculus
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The limiting value of the phase is not eB`2/~ as α → 1. We can understand this result from the fact that
the Riesz calculus has an even parity, so one cannot expect it to have the same behavior as the first order
derivative.
L.2 Fractional Aharonov-Bohm Effect of Disk Geometry
We consider now the disk geometry shown in Fig. (6.2). The fractional magnetic field is given by









dye−ik·ρΘ(r − ρ). (L.22)












L.2.1 Left Liouville Fractional Calculus
















dξeikρ cos (θ−ξ)k2−2α2πrαBJ1(kr)(i cos ξ)
1−α(i sin ξ)1−α. (L.25)
























dθρk2−2αeikρ cos(θ−ξ)J1(kr)(i cos ξ)
1−α(i sin ξ)1−α. (L.26)
The θ integration yields
2π∫
0
dθeikρ cos(θ−ξ) = 2πJ0(kρ). (L.27)
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1−α(i sin ξ)1−α. (L.28)
















dξ(i cos ξ)1−α(i sin ξ)1−α. (L.30)









































The terms in the parenthesis reduce to 1 in the limit α→ 1.
L.2.2 Right Liouville Fractional Calculus
The phase difference from this fractional calculus is the same as the phase in Eq. (L.33) because one can
show that
bz(k) = 2πrαBk













L.2.3 Feller Fractional Calculus
For this definition, one can show that
bz(k) = 2πrαBk
1−2αJ1(kr)| cos ξ|1−α| sin ξ|1−α. (L.36)
The only difference from the right Liouville calculus is the integration over ξ. One finds
2π∫
0

























L.2.4 Riesz Fractional Calculus
For this definition, one can show that
bz(k) = −2πrαBk1−2αJ1(kr) cos ξ| cos ξ|−α sin ξ| sin ξ|−α. (L.39)
The integral over ξ vanishes because cos ξ| cos ξ|−α sin ξ| sin ξ|−α is an odd function. As a result
∆φ = 0. (L.40)
This result is not surprising, because from Eq. (L.20), the AB phase from the Riesz calculus when a = b
and c = d is zero.
L.2.5 Rotationally Invariance Definition
The fractional Laplacian in the definition, ∂αi = (−∇2)
α−1
2 ∂i, is to be interpreted as a two-dimensional
operator. Hence, in the kernel, Fi(α,k) = |k|α−1iki, one has |k|2 = k2x + k2y. The calculation is proceeded in
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the same manner as what we have done for other definitions. One can show that
bz(k) = k
1−2α2πrαBJ1(kr). (L.41)
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