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1. Overview  
            Divergent plate boundaries, most of which are under oceans where new oceanic 
crust is formed, are often inaccessible for direct observation. This makes monitoring of 
the processes taking place under such tectonic settings difficult and contributes 
significantly to the existing knowledge gap. Furthermore, there are likely be important 
differences between mid-ocean formation of oceanic lithosphere and the initiation and 
early evolution of continental rifts (Kusznir and park 1987; Buck 1991; Buck 1999].  The 
East African Rift system serves as a natural laboratory to study and understand the 
processes taking place in extensional settings, especially within continental lithosphere.  
 
            The theory of Plate tectonics, developed in the early 1960s [Wilson, 1966; 
McKenzie & Parker, 1967; Morgan 1968], describes the large-scale movement of the 
Earth’s lithosphere. When Plate Tectonics was first introduced estimates of relative 
velocities across plate boundaries had precisions on the order of centimeters per year 
[Gordon, 1998] averaged over millions of years.  With the advent of space geodetic 
methods as early as 1980, the measurement of velocities at plate boundaries and within 
tectonic plates have precisions on the order of millimeters per year. These more precise 
observations illustrate that, especially in continental lithosphere, deformation is not 
always localized on narrow, well-developed plate boundaries.   Furthermore, high-
resolution observations of surface displacements can also be used for constraints on other 
earth system processes, such as the interaction of the crust and the hydrosphere. 
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We used GPS geodesy as a tool for various studies in northeast part of the East 
African Rift System. Since GPS measures exclusively three-dimensional displacement, 
observations integrate, and therefore can be applied to, tectonic, seismic, hydrologic and 
other geological processes. GPS displacement time series are aggregates of the following 
components:  
                                  !! = ! + !!! +    !!!(!!
!
!!!
−   !!)+    !!. sin !!! + !!
!
!!!
+   !!                            
where the first term in the above equation is the GPS coordinates i.e. the longitude, 
latitude and height term (this can be used for Gravity survey, Cartography survey, etc.), 
the second term is the secular trend that we use for tectonic studies, the third term is a 
combination of offsets and a Heaviside step function that may be caused by earthquakes 
(this can be used for co-seismic deformation, dike intrusion, etc.), the fourth term is the 
periodic component of the GPS time series, mostly the annual and semi-annual signals, 
that can be applied for hydrologic studies, and the last term is the noise component of the 
GPS time series [Williams, 2003b; Yuan et al., 2007]. 
 
The first part of this study will focus on examining the kinematics of continental 
rifting in the Ethiopian Highlands, Somali Platform, the Main Ethiopian Rift (MER) 
system and Afar depression. These regions represent different stages of extension, with 
large total strain in the Afar, and much less in the MER [Bendick et al., 2006; Nooner et 
al., 2009; Kogan et al., 2012]. The surface expression of extension different from that 
predicted by Wilson cycle models and other more complicated numerical simulations 
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[Wilson, 1966; Keranen et al., 2009], especially in that extension appears to be 
distributed far beyond the rift bounding faults. This type of distributed deformation in the 
Ethiopian Highlands agrees with other continental tectonic settings where strain is 
distributed beyond the tectonic boundaries on the high-elevated Basin and Ranges and 
Tibetan plateaus.  
 
            The use of horizontal component of GPS velocities for tectonics studies and other 
processes has been started as early as 1990s. The advancement and availability of the 
method contributed significantly to our understanding about plate tectonics.  More 
recently the vertical component of GPS time series has been used for hydrologic studies 
in different areas, especially western North America [Argus et al., 2014; Borsa et al., 
2014; Fu et al., 2014]. We used continuous GPS sites in East Africa (Ethiopia and 
Eritrea) from 2007 to 2014 in order to study the hydrologic loading of the area. The GPS 
vertical displacement is strongly correlated with GRACE observations and precipitation 
models of the NE African monsoon.  Comparisons of the amplitude and phase of the GPS 
displacement to the other data sets allows us to constrain the elastic properties of the crust 
in the study area, as well as the hydrologic storage time constants.  
 
Finally, understanding the noise level of the GPS time series enable us to assign a 
“realistic” noise model for the GPS velocities that can be used for tectonic and other 
geological processes. It is a well-understood phenomenon that assigning a white noise 
only model for the cGPS time series will underestimates the uncertainties level in the 
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final velocity solution [Mao et al., 1999]. We have used the maximum likelihood 
estimation (MLE) [Williams, 2005] in order to study the various noise levels namely 
white noise, power-law noise such as flicker noise and random walk noise models and the 
combinations of white noise with power-law noise in the GPS time series. This study 
showed the time dependence of the various noise components for different length of a 
time series.  Instead of assigning different noise model for each component, a regional 
noise model was estimated based on the stacked ML values [Dmetrieva et al., 2015]. 
Finally we used the regional noise model estimates for the continuous GPS velocity error 
estimates based on the preferred noise model.  
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GPS constraints on the spatial distribution of extension in the Ethiopian Highlands 1	  
and Main Ethiopian Rift 2	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Abstract 13	  
27 campaign and 17 continuous GPS sites spanning the Ethiopian Highlands, Main 14	  
Ethiopian Rift (MER), and Somali Platform in Ethiopia and Eritrea were measured for 15	  
varying durations between 1995 and 2014. Velocities at these sites show that present day 16	  
finite strain rates in NE Africa can be approximated at the continent scale by opening on 17	  
a simple tectonic boundary within the Ethiopian Rift.  Observations from the Somali 18	  
Platform require relative velocities within the Somali plate to be less than 1 mm/yr.  19	  
Observations from the Ethiopian Highlands allow relative velocities no greater than 1-2 20	  
mm/yr within the Nubia plate; statistically nonzero velocities occur predominantly in the 21	  
high elevation region immediately west of the active rift. 22	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Keywords: continental tectonics; East African Rift; extensional tectonics; continental 23	  
mechanics 24	  
 25	  
1. Introduction 26	  
Over the past several decades, regions of active continental tectonics have been 27	  
differentiated from their oceanic counterparts with respect to the length scale of active 28	  
deformation and the related strain rate.  Specifically, the most well-studied continental 29	  
“boundaries”, the North American Basin and Range and the Indo-Asian collision, 30	  
encompass both a localized zone of relatively high strain rates on major tectonic 31	  
boundary fault systems and an adjacent zone of active, but much more distributed low 32	  
strain rate deformation excited at least in part by gravitational potential energy (e.g. Jones 33	  
et al., 1996).  In contrast, most, if not all, plate boundaries in oceanic lithosphere consist 34	  
only of localized high strain rate discontinuities accommodating relative plate motion and 35	  
very little topography.  The very large scale Asian and North American tectonic systems 36	  
have been variously interpreted as large numbers of microplates [e.g. Loveless and 37	  
Meade, 2011; Meade and Loveless, 2009], deforming continuua [e.g. Flesch et al., 2007; 38	  
Flesch et al., 2001], or combinations thereof [e.g. Lechmann et al., 2014], but the 39	  
underlying observation of velocity partitioning between a narrow discontinuity and a 40	  
wide adjacent region is indisputable.  This same pattern is also observed in other regions 41	  
of active continental tectonics, including the Pamir [Ischuk et al., 2013], and the circum-42	  
Mediterranean boundaries [Reilinger et al., 2006]. 43	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The East African Rift system (EARS) has long been considered an exception to 44	  
this pattern, with essentially all of the relative motion between Nubia and Somalia 45	  
accommodated within the structural rifts in Ethiopia (Figure 2.1) and further south in 46	  
Kenya and Tanzania [Saria et al., 2013].  Distributed extension is described in the Afar 47	  
Depression, but attributed to the kinematic complexity of the triple junction, rather than 48	  
continental mechanics [Saria et al., 2013; Vigny et al., 2007; Calais et al., 2006].  High 49	  
elevations west of the Ethiopian Rift are attributed to isostatic effects from impingement 50	  
of an African plume [e.g. Ebinger and Sleep, 1998] rather than tectonic dynamics 51	  
implying static high elevation.   52	  
Regardless of the underlying cause of high elevations in western Ethiopia, the 53	  
current understanding of continental mechanics suggests that gravitational potential 54	  
energy from elevated topography should contribute along with tectonic boundary forces 55	  
to steady state surface velocities (Flesch et al., 2007).  Furthermore, the ratio between 56	  
body and boundary forcing, often expressed as the dimensionless Argand number 57	  
(England and McKenzie, 1982), most simply !" = !"!
!
!!!
 where ρ is the bulk density, g the 58	  
acceleration of gravity, h the lithospheric thickness, η the effective viscosity, and U0 the 59	  
tectonic boundary velocity, should be large in regions of high elevation and elevated 60	  
temperature, hence low effective viscosity.  The expected high Argand number is further 61	  
exacerbated in the Ethiopian setting by divergent tectonic velocities, which preclude 62	  
support of topography by compressional horizontal body stresses or confining boundary 63	  
conditions.  Therefore, the basic principles of continental mechanics predict that both the 64	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Ethiopian Rift and the elevated Ethiopian Highlands should host finite extensional strain 65	  
rates, a hypothesis tested by this experiment. 66	  
 67	  
2. Tectonic Setting  68	  
The dominant physiographic characteristic of the Ethiopian Highlands is high 69	  
elevation, leading to nonzero regional gradients in gravitational potential energy (GPE) 70	  
[Stamps et al., 2010].  The surface geology is mostly extrusive volcanics of the Ethiopian 71	  
flood-basalt province initiated ~45 Ma [Abebe et al., 1998; Kampunzu and Mohr, 1991; 72	  
Mohr and Zanettin, 1988].  These presumably overlie and intrude Archaean continental 73	  
crust and Proterozoic sedimentary units exposed in westernmost Ethiopia [Maguire et al., 74	  
2006; Stern, 1994]. The Highlands vary slightly in average crustal thickness (~ 40 km in 75	  
the NW and ~ 35 km in the SW) [Keir et al., 2009; Bastow et al., 2008; Keranen and 76	  
Klemperer, 2008], and mantle lithosphere shear wave velocity (4.0 – 4.2 km/s in the NW 77	  
shoulder and 4.2 – 4.3 km/s in the SW shoulder) [Keranen et al., 2009].  Dugda et al. 78	  
[2009] suggest thin lithosphere (80-90 km) under the entire Highlands, requiring thermal 79	  
support for high elevations.  80	  
The Ethiopian Highlands are separated from the Somali Platform by the NNE – 81	  
SSW trending MER, with extension between the two highlands initiating < 25 Ma 82	  
[Wolfenden et al, 2004], asynchronously in three distinct segments [Bonini et al., 2005; 83	  
Wolfenden et al, 2004; Tesfaye et al, 2003; Ebinger and Casey, 2001]. The Somali 84	  
Platform is more homogeneous than the Highlands region, with approximately constant 85	  
crustal thickness of 38 – 40 km throughout [Keranen and Klemperer, 2008; Dugda et al., 86	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2005], mantle lithosphere shear velocities of ~4.0 km/s with negligible thinning, and high 87	  
elevations restricted to the immediate MER structural shoulder.  88	  
 89	  
3. Methods  90	  
We compiled geodetic observations from 44 campaign and continuous GPS 91	  
installations installed from 1995 to 2014 in the study region (Figure 2.1). Prior to 2011, 92	  
all data come from sites located within or immediately adjacent to the Main Ethiopian 93	  
Rift and Afar Depression. Beginning in 2011, rift sites were supplemented by a network 94	  
of 14 mainly continuous sites installed throughout the Ethiopian Highlands and on the 95	  
Somali Platform. 96	  
  We analyzed the GPS measurements using the using the GAMIT/GLOBK 97	  
analysis software (Herring et al. 2010).  From the raw phase observations, we estimated 98	  
daily station positions, atmospheric parameters, and phase ambiguities, resolving as many 99	  
as possible of the ambiguities to integer values (see, e.g. Reilinger et al. 2006). We then 100	  
combined the daily position estimates and their covariances with daily solutions from the 101	  
MIT global processing performed for the International GNSS Service (IGS) 102	  
(http://acc.igs.org/reprocess.html; ftp:/everest.mit.edu/pub/MIT_GLL).  For editing and 103	  
error analysis we aggregated the daily estimates into 14-day averages, then generated 104	  
times series and site velocities estimated simultaneously from the full data set.  In both 105	  
cases we realized a reference frame by minimizing the departure of the estimated 106	  
coordinates from a priori values given in the International Terrestrial Frame (ITRF2008; 107	  
Altamimi et al., 2011). To better visualize the regional velocity field, we transformed the 108	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ITRF08 solutions to the Nubia fixed reference frame of Altamimi et al. [2012]. Table 1 109	  
provides site velocities in both ITRF08 and the Nubia-fixed frame.  We estimated a new 110	  
ITRF08-Somalia Euler vector using seven sites (NEGE, GINR, DAMY, BITA, GOD2, 111	  
REUN and MALI) (Figure 2.2).  We also calculated velocities for all available sites in 112	  
North Africa using alternative frame realizations incorporating sites in Egypt and 113	  
Morocco using TDEFNODE.  The wrms and nrms of the magnitude of the residuals are 114	  
0.5 mm/yr and 0.98 mm/yr respectively. 115	  
 Finally, we calculated the normal distance of each site from the nearest 116	  
topographic slope break associated with the eastern rift bounding fault system.  Maps of 117	  
the eastern rift boundary show discontinuous surface fault traces, so using the steep 118	  
topography of the rift margin gave a more consistent estimate of relative position.  We 119	  
combined all of the velocity observations into a single transect by plotting the magnitude 120	  
of the east velocity for each site relative to its distance the topographically-defined 121	  
western active rift margin (figure 2.3). 122	  
 123	  
4. Results 124	  
  The total velocity budget between Somalia and Nubia in Ethiopia based on eight 125	  
sites on stable Somalia (three continuous, GINR, DAMY and NEGE and three campaign 126	  
sites, KORA, GOD2 and BITA, plus two IGS sites) is 6 ± 1 mm/yr with an azimuth of 127	  
N77ºE with respect to the standard Nubia reference frame (Altamimi et al., 2011).  The 128	  
Nubia-Somalia pole estimate using the same sites is 42.23°E, 34.16°S, -0.07°/Myr, with 129	  
σmax=3.14°, σmin = 1.63°, azimuth = 176.84°,  and σΩ = 0.0047°/Myr.   130	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Although the velocity field at the largest scale is a good fit to the tectonic 131	  
approximation of stable Nubia and Somali plates moving apart, in greater detail the study 132	  
region can be divided into four areas based both on the tectonic setting and the observed 133	  
velocities.  Each appears to have distinct velocity and strain rate characteristics (figure 134	  
2.3).  First, all of the sites located east of the eastern rift-bounding fault, hence nominally 135	  
on the Somali plate, have the same velocity within 1σ uncertainties.  This suggests that 136	  
the Somali plate is indeed platelike in hosting little or no ongoing internal strain.  Second, 137	  
all of the sites located west of ~100 km west of the western rift bounding fault also have 138	  
the same velocity within 1σ uncertainties, and their east velocity relative to the Nubian 139	  
frame is statistically equal to zero.  This suggests that the Nubian plate is also platelike, 140	  
although some residual velocity magnitudes of >1 mm/yr occur in North Africa, mostly 141	  
with a larger north than east component, suggesting that incorporating more North 142	  
African sites into the Nubian frame definition would be appropriate.  The overall absence 143	  
of significant strain rates in either the Somali or Nubian plates implies that our pole and 144	  
relative velocity estimates are likely to be robust. 145	  
Two regions of the study area contain finite velocity gradients: the Main 146	  
Ethiopian Rift and the region of high elevation immediately west of the rift (figure 2.3).  147	  
Approximately 4 mm/yr of eastward extension is accommodated between the major rift 148	  
bounding faults, consistent in magnitude direction with previous studies of Ethiopian 149	  
rifting (e.g. Bendick et al., 2006; Kogan et al., 2010).  An additional 1-2 mm/yr of east-150	  
west stretching occurs west of the rift margin coincident with the highest average 151	  
topography, but not coincident with the highest topographic gradient.  There is no abrupt 152	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step or transition in the velocity field at the rift margin, rather the velocity gradient 153	  
extends across it smoothly. In order to match the spatial scaling and position of the 154	  
observed velocity gradient a single elastic dislocation would have to be centered on the 155	  
western rift margin and have a locking depth greater than 50 km, neither of which is 156	  
consistent with our understanding of the location of magmatic segments or the effective 157	  
material properties of the Ethiopian Rift.  However, by collapsing all of the velocity 158	  
observations onto a single profile, we effectively stack the contributions of the boundary 159	  
faults and rift-medial volcanic segments, making a single dislocation an unreasonable 160	  
approximation.  161	  
 162	  
4. Discussion 163	  
The Ethiopian Rift region appears to be more plate-like than other areas of active 164	  
continental tectonics, such as Tibet or the Basin and Range, which combine localized 165	  
tectonic strain with broadly distributed deformation over >1000 km.  This is indicated 166	  
both by the bounds on internal strain in Nubia and Somalia from the observed velocities 167	  
and by the relatively short wavelength (~450 km) of elevated topography.  However, 168	  
surface velocities and high elevations in the Ethiopian Highlands west of the Ethiopian 169	  
Rift do both differ from the rigid limit, where deformation is confined within the 170	  
structural rift plus the elastic wavelength of the boundary faults.  Testing for a distributed 171	  
gravitational contribution to the surface velocities by creating a reference frame that 172	  
minimizes the velocities of the sites immediately west of the rift margin (SHIS, KOLO, 173	  
ADIS, KESA, DBMK, SENG and ABOO) shows a small but significant (at 95% 174	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confidence) pattern of extension in the Highlands in addition to the tectonic extension 175	  
across the rift (figure 2.4). 176	  
 Two possible explanations exist for the presence of elevated topography and a 177	  
nonzero velocity gradient west of the structural rift.  First, the effective elastic thickness 178	  
of the Ethiopian crust could be very large, spreading elastic strain over a much larger 179	  
wavelength than expected.  However, because seismic, gravity coherence, and heat flow 180	  
data all suggest that the crust should have low mechanical competence, this is 181	  
inconsistent with independent observations.  Alternatively, the Ethiopian Highlands could 182	  
have been elevated a priori by some non-tectonic process, such as Pratt isostasy of heated 183	  
lithosphere.  Even in the absence of any tectonic boundary such as the East African Rift, 184	  
we expect such a region to host limited extension in areas of high elevation and low 185	  
strength as a consequence of the combination of reduced mechanical competence and 186	  
elevated gravitational potential energy (e.g. Avouac and Burov, 1996).  In this case, 187	  
because tectonic energy is not being stored as new gravitational potential energy, the 188	  
initial high elevation region is the only area with nonzero velocities from GPE, so the 189	  
length scale of the deforming zone does not grow over time as it does in convergent 190	  
settings.  Therefore, the initial scaling of high elevation sets an upper bound on the scale 191	  
of GPE driven strain.   At the same time, the observation of even limited ongoing 192	  
extension in the Ethiopian Highlands makes the African case consistent with other 193	  
regions of active continental tectonics globally, in which the variable competence and 194	  
large gravitational potential energy of elevated continental materials excite some surface 195	  
displacement.  It is also consistent with the broad observation of a finite contribution to 196	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the force balance from gravitational potential energy gradients throughout East Africa 197	  
(Stamps et al., 2010).  198	  
 Supporting this interpretation is the observation that velocities attributable to 199	  
gravitational potential energy are limited to a ~150 km wide region, and sites in the 200	  
westernmost Highlands do not have significant velocities relative to stable Nubia.  201	  
Therefore, the limited gravitational collapse of the highest elevations is accommodated 202	  
entirely within the Highlands, and do not contribute to the larger tectonic velocity budget.  203	  
Furthermore, because of the short wavelength of both the high elevation and the GPE-204	  
related velocity field, the Argand number of the Highlands must be much smaller than 205	  
that of other regions of active continental tectonics (e.g. England and McKenzie, 1982).  206	  
Because the Argand number is a dimensionless ratio, a low value could be the 207	  
consequence of either the material properties or the tectonic boundary conditions.  The 208	  
scaling of both the elevated topography and velocity magnitudes is similar that observed 209	  
in the Pamir (Ischuk et al., 2012).  When combined with observations of Tibet and the 210	  
Basin and Range, we see that continental tectonic zones must have a wide range of 211	  
possible effective material properties. 212	  
 213	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Figure captions 379	  
 380	  
 381	  
Figure 2.1.  Location map of the study area with shaded topography from a 30 m DEM. 382	  
The black triangles are the GPS (both campaign and continuous) sites in the Ethiopian 383	  
Highlands, the Somali Platform, the MER and the Afar depression. The focal 384	  
mechanisms are from the Centroid Moment Tensor (CMT) catalog form 1976 to 2014.  385	  
Mapped faults are in black. 386	  
 387	  
Figure 2.2. Nubian fixed reference frame velocities with 95% confidence ellipses 388	  
overlain on the 30 m DEM map. Nubia-Arabia vectors (gray) and Nubia-Somalia vectors 389	  
(black) are scaled differently.  390	  
 391	  
Figure 2.3. East velocity and 1-sigma uncertainty with distance from the active rift.  The 392	  
western rift-bounding fault defines zero on the x-axis. The solid line is the average 393	  
topographic profile perpendicular to the average strike of the Ethiopian Rift, with the 1-394	  
sigma interval dotted.  The main rift valley is marked with a gray bar.  The expected 395	  
	   23	  
velocity of sites on stable Nubia is shown as a cyan bar around 0 mm/yr; the expected 396	  
Somali plate velocity is the upper cyan bar. 397	  
 398	  
Figure 2.4:  Shaded elevation (color) and velocities relative to sites on the highest 399	  
elevation crest of the Ethiopian Highlands.  Sites whose velocities were minimized to 400	  
define the reference frame are ADIS, KOLO, SENG, SHIS, KESA, DBMK and ABOO. 401	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Table 2.1.  ITRF08 and Nubia fixed velocities 
 
Longitude 
(deg.) 
Latitude 
(deg.) 
ITRF08  
East 
(mm/yr) 
ITRF08  
North 
(mm/yr) 
Nubia-fixed 
 East  
(mm/yr) 
Nubia-fixed  
North 
 (mm/yr) 
Sigma 
Wast 
(mm/yr) 
Sigma 
North 
(mm/yr) 
RHO 
  
Site 
  
43.56775 5.93106 28.80 17.07 4.54 1.04 1.39 1.17 0.057 GOD2 
42.65443 13.06292 41.83 28.24 16.98 12.02 0.29 0.26 0.081 ASAB 
42.18158 12.41411 43.09 25.79 18.33 9.49 1.30 1.05 -0.005 SNTB 
42.13440 12.33868 42.96 26.86 18.21 10.56 1.30 1.05 0.002 SULA 
42.03386 9.42280 29.40 17.64 4.96 1.36 0.50 0.27 0.022 DAMY 
41.97356 12.09080 43.45 24.96 18.74 8.64 0.88 0.70 -0.002 CNTO 
41.79262 11.90857 37.91 24.06 13.23 7.70 1.22 1.03 -0.017 PDSO 
41.67701 11.87468 37.28 25.11 12.61 8.73 1.11 0.91 0.057 OVLK 
41.31132 11.95686 34.56 23.83 9.91 7.38 1.00 0.83 -0.002 SERO 
41.00544 11.78090 42.67 51.84 18.05 35.34 1.13 0.94 0.001 SMRA 
40.94230 11.67249 35.51 37.33 10.91 20.83 1.90 1.49 0.026 TNDH 
40.70902 11.33821 27.33 21.16 2.77 4.63 1.01 0.83 -0.008 MEBK 
40.70843 7.14599 29.20 17.18 4.83 0.65 0.55 0.40 -0.001 GINR 
40.65579 10.15349 26.62 18.22 2.18 1.69 1.08 0.89 -0.005 GEWA 
40.25456 11.25292 17.21 9.12 -7.31 -7.49 0.99 0.81 0.031 KSGT 
39.63630 9.71041 25.15 16.33 0.73 -0.18 2.09 1.52 0.055 SENG 
39.58941 5.33465 28.60 18.35 4.54 1.65 0.65 0.60 0.000 NEGE 
39.53099 8.26558 28.84 17.98 4.53 1.24 0.52 0.41 0.027 REDG 
39.52017 8.25764 28.87 18.54 4.52 1.76 0.23 0.19 0.053 BOLO 
39.48278 13.48086 26.54 15.35 1.89 -1.38 0.51 0.31 0.031 DAKE 
39.47433 5.48422 27.52 15.60 3.67 -1.09 1.04 0.80 0.030 BITA 
39.43797 8.29153 28.09 18.72 3.73 1.93 0.33 0.25 0.043 SELA 
39.29057 8.56774 26.68 17.04 2.39 0.30 0.20 0.17 0.065 NAZR 
39.28234 8.47213 27.79 18.56 3.42 1.74 0.29 0.22 0.058 BOKU 
39.05401 15.85340 25.19 16.59 0.45 -0.29 0.30 0.27 0.072 SHEB 
38.98811 11.98505 23.40 17.38 -1.25 0.47 0.64 0.46 0.021 SHIS 
38.76631 9.03514 25.22 18.42 1.4 2.14 0.22 0.14 0.086 ADIS 
38.68230 9.79483 27.09 19.64 2.74 2.97 1.07 0.84 0.035 FICH 
38.58370 9.08112 25.44 18.30 1.04 1.38 0.41 0.33 -0.022 KOLO 
38.33073 6.45113 28.10 19.23 4.05 2.51 1.94 1.51 -0.035 KORA 
37.89391 13.15045 24.40 17.41 -0.21 0.29 0.48 0.41 0.021 DEBK 
37.80943 8.99211 24.64 17.88 0.29 0.82 0.61 0.67 0.004 ABOO 
37.76685 10.25413 22.86 14.44 -1.40 -2.57 0.88 0.70 0.003 DBMK 
37.65347 5.96612 26.89 16.57 3.06 -0.41 0.97 0.78 0.049 NCSR 
37.57407 6.16886 25.10 17.86 1.25 0.86 0.78 0.60 -0.068 CNCA 
37.54128 6.56054 28.34 17.25 4.45 0.24 0.80 0.61 0.023 DANA 
37.35966 11.59982 22.84 17.41 -1.55 0.30 0.26 0.23 0.047 BDAR 
37.35966 11.59982 22.84 17.41 -1.55 0.30 0.26 0.23 0.047 BDMT 
37.02211 12.51163 23.87 17.57 -0.60 0.34 0.80 0.48 0.012 SERB 
36.97514 10.90257 23.43 17.62 -0.03 0.41 0.7 0.63 0.071 KESA 
36.67752 7.83662 27.31 16.91 0.55 0.81 0.87 0.67 0.073 GIJA 
35.90919 9.07287 27.26 24.06 -0.49 0.56 0.82 0.58 0.032 GIMB 
35.58567 8.27124 25.01 18.39 0.59 1.25 0.62 0.61 0.002 METU 
34.55294 10.05059 23.95 18.10 -0.23 0.57 0.62 0.42 0.004 ASOS 
31.34437 29.86191 22.21 17.12 1.12 -0.91 1.29 1.37 -0.046 HELW 
33.96870 26.14371 24.65 18.53 0.42 0.46 0.90 0.93 -0.063 QIFT 
33.60032 26.69023 24.95 17.48 0.80 -0.65 0.91 0.96 -0.057 EMER 
30.88793 29.51446 24.82 17.11 4.72 -0.59 1.54 1.54 0.009 MEST 
29.91100 31.19707 34.12 11.31 11.19 -7.03 0.18 0.25 0.006 ALX2 
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Key Points 7	  
• GPS vertical displacement time series correlate in space and time to 8	  
GRACE and CRU observations of the East African monsoon. 9	  
• The surface of the earth is deflected by monsoonal water loading, with 10	  
amplitude proportional to the total monsoon precipitation and timing 11	  
consistent with a purely elastic response. 12	  
• Most sites in Ethiopia have zero phase lag with the GRACE LWET 13	  
product; both LWET and the GPS vertical lag the peak in precipitation by 14	  
1-2 months, suggesting that water is stored in the vadose zone and shallow 15	  
aquifers throughout the monsoon period. 16	  
 17	  
Abstract 18	  
Vertical GPS displacement time series from 16 continuous sites over a period 19	  
from 2007 to 2014 are compared to time series of monthly averages of liquid water 20	  
equivalent thickness (LWET) from GRACE and precipitation from the Climate Research 21	  
Unit (CRU) to investigate hydrologic loading in Ethiopia and Eritrea. The GPS vertical 22	  
time series record the presence of one or two rainy seasons, the amplitude of the 23	  
	   30	  
monsoonal rainfall, and phases consistent with an elastic response to a water load that 24	  
accumulates throughout the rainy period.   25	  
 26	  
1. Introduction 27	  
Quantifying the seasonal and interannual variability of precipitation is essential in 28	  
Ethiopia and Eritrea, where more than 75% of the population lives in rural areas and 29	  
depends on subsistence farming and herding [World Bank, 2014]. The relationship 30	  
between the amplitude of the water load and the amplitude of crustal deflections also 31	  
serves as a constraint on the flexural rigidity of the Ethiopian crust, and temporal phase 32	  
information provides constraints on the material properties of the crust and water storage 33	  
time constants in the region.  34	  
Precipitation patterns can be separated into three different geographic populations 35	  
in Ethiopia and Eritrea.  Areas adjacent to the western Red Sea coast have very little total 36	  
precipitation, distributed throughout the year.  Most of Ethiopia has one large rainy 37	  
season Kiremt, from June to September.  Southern Ethiopia and parts of the central 38	  
Ethiopian Highlands also have a second rainy period, Belg, a low-intensity, spatially 39	  
variable rainy season from February to May.  Belg increases in intensity southward, 40	  
approaching the importance of Kiremt toward the Kenyan border [National 41	  
Meteorological Agency, 2014] (Figure 3.S1). 42	  
The vertical component of continuous GPS data has been used recently in other 43	  
settings with strongly periodic precipitation patterns, especially California, both to assess 44	  
typical temporal and spatial patterns [Argus et al., 2014; Takiguchi et al., 2000] and to 45	  
	   31	  
characterize large deviations from typical loading, such as by drought [Borsa et al., 46	  
2014].  In this study, we apply the time series methods developed for these applications 47	  
in the relatively high-density western North American GPS array to a much more sparse 48	  
continuous GPS network in Ethiopia and Eritrea.  We compare the GPS vertical 49	  
displacement time series to liquid water equivalent thickness (LWET) from GRACE 50	  
[Landerer and Swenson, 2012; Swenson and Wahr, 2006] and monthly precipitation time 51	  
series from the Climate Research Unit (CRU TS v3.22) [Harris et al., 2014] to test GPS 52	  
sensitivity to African monsoon timing and intensity.  Finally, we provide empirical 53	  
functions relating GPS displacements to LWET estimates or monthly precipitation, and 54	  
evaluate the phase relationships among the three data series. 55	  
 56	  
2. Methods 57	  
Continuous GPS data were processed using GAMIT [Herring et al., 2010] to produce 58	  
daily site position estimates with standard corrections for the ionosphere and modeled 59	  
wet troposphere. Daily solutions were generated in the ITRF08 reference system 60	  
[Altamimi et al., 2011] by constraining a set of IGS sites to their ITRF08 positions and 61	  
velocities.  The daily position time series were then reduced by subtracting a linear 62	  
secular velocity for each site and editing the time series for outliers and instantaneous 63	  
offsets.   64	  
In order to allow for direct comparisons among the data sets, we aggregated the GPS 65	  
data into monthly displacement averages.  We also used monthly average precipitation 66	  
from the CRU and a monthly average of liquid water equivalent thickness (LWET) 67	  
	   32	  
[Landerer and Swenson, 2012; Swenson and Wahr, 2006]. The GRACE land data 68	  
(available at http://grace.jpl.nasa.gov) and processing algorithms were provided by Sean 69	  
Swenson, and supported by the NASA MEaSUREs Program. We subsampled the 70	  
monthly average precipitation and liquid water equivalent thickness data for each study 71	  
site to match the availability of the GPS observation epochs (Table S1). Plots of the three 72	  
time series show the expected relationship between vertical position and water loading, 73	  
such that sites move downward as the water mass delivered to the land surface increases 74	  
(Figure 3.1).   75	  
To quantify the spectral characteristics of the GPS time series, we calculate Lomb-76	  
Scargle periodograms [Ruf, 1999] for each site (Figure 3.2). This enables us to identify 77	  
the dominant frequencies for time series with data gaps and uneven spacing.   78	  
Next, we estimate the amplitude of annual and semi annual signals for all three data 79	  
series by minimizing the sum of the squares of the distances between the observations 80	  
and sinusoids.  Therefore, the time series are approximated as, ! ! = !! . sin !!! +!!!!81	  
!! ,  where A1 and A2 are the annual and semi annual amplitudes, and !1 and !2 are the 82	  
annual and semi annual phases respectively. We map the best-fitting annual amplitudes 83	  
for each time series using Generic Mapping Tools (GMT) [Wessel and Smith, 1995] 84	  
(Figure 3.3), interpolating the point values with adjustable tension continuous curvature 85	  
and a tension factor of 0.25.  Rather than comparing the full spatial resolution of the 86	  
remote sensing observations (1 x 1 degree for the LWET product and 0.5 x 0.5 degree for 87	  
the CRU monthly precipitation) to the interpolated point amplitudes from the GPS fitting, 88	  
we use point samples of the LWET and CRU data for the locations of the GPS 89	  
	   33	  
observations, and perform the same fitting, plotting, and interpolation process, to 90	  
minimize the introduction of discrepancies related to data resolution or signal processing 91	  
methods.  We tested the sensitivity of the hydrologic amplitude to our methods, 92	  
especially given the scale constraints of GRACE observations, by comparing our derived 93	  
maps of loading to the full resolution data products (Figure 3.S2); the general spatial 94	  
pattern of loading is preserved, although only within the footprint of the geodetic array. 95	  
Because of the intermittent and short duration of some of the GPS time series (Table 96	  
S1), we also tested the sensitivity of our amplitude estimates to time series quality by 97	  
artificially decimating and windowing the longest and most complete geodetic time series 98	  
to match several of the shorter and less complete series.  The estimates of annual 99	  
displacement amplitude vary by less than 1 mm at every site for a range of fitting 100	  
intervals, even for simulated series as short as 2 years.  However, the estimates of semi-101	  
annual amplitudes vary by as much as a factor of 2.5 between full and resampled series.  102	  
We therefore infer that we can detect the presence of a statistically significant semi-103	  
annual term in the vertical by relying on the Lomb-Scargle algorithm, but we cannot 104	  
accurately constrain its amplitude.  We therefore show only the amplitude maps for the 105	  
annual terms (Figure 3.3).  The maps of semi-annual amplitude are provided in figure 106	  
3.S2.  We also tested the sensitivity of the two hydrologic time series to intermittent 107	  
sampling by applying the same windowing tests; in all cases the amplitudes of both the 108	  
annual and semi-annual terms were consistently recovered. 109	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Finally, we perform standard cross-correlation calculations for the GPS vertical to 110	  
LWET and GPS vertical to CRU precipitation pairs to calculate the phase differences 111	  
between series. 112	  
 113	  
3. Results 114	  
The time series of vertical displacements measured by continuous GPS recovers both 115	  
phase and magnitude information about the Northeast African monsoon within the 116	  
aperture of the geodetic array.  All sites express a statistically significant annual term 117	  
with the expected sign [Argus et al., 2014], such that sites moved geodetically downward 118	  
with increasing hydrologic loading.  Almost all of our sites are located on bedrock 119	  
outcrops, consistent with deflection due to water mass, rather than other possible 120	  
hydrologic effects mostly associated with sediment aquifers, such as decompaction or 121	  
clay swelling.  Furthermore, aquifer volume changes are expected to produce vertical 122	  
deflections of the surface with the same sign as the water load, rather than the inverse 123	  
correlation seen in figure 3.1.  The periodograms of the vertical displacement are 124	  
successful at differentiating between sites with one or two rainy seasons; the sites with 125	  
statistically significant semi-annual power are all located where the annual hydrograph 126	  
contains two peaks (compare Figure 3.S1 with Figure 3.2).   127	  
The amplitude of the GPS vertical deflection is linearly correlated to both the 128	  
amplitude of the LWET estimate and the monthly precipitation, such that we can estimate 129	  
empirical scaling relations: ALWET = 9.8 + 7.3AGPS  (r
2=0.75) or ACRU = !0.3+13.8AGPS  130	  
(r2=0.65) (Figure 3.4). The relationship between the amplitudes of the semi-annual terms 131	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is less significant.  Furthermore, the spatial distribution of water loading, at least for the 132	  
largest (annual) rainy season, from either the LWET or precipitation proxy products is 133	  
consistent with the spatial distribution of water loading estimated from the GPS vertical 134	  
proxy.  In particular, the GPS vertical deflection reproduces the current dryness of the 135	  
Red Sea coast, with increasing monsoon intensity into the highest elevation portions of 136	  
the Ethiopian Highlands and increasing monsoon intensity southward (Figure 3.3). Total 137	  
rainfall on the Red Sea coast and Somali Platform is as much as an order of magnitude 138	  
less than that in the Highlands.  The GPS observations are even more consistent with the 139	  
GRACE product, lending further support to the assumption that the mass of water is the 140	  
load exciting vertical displacements.  There is also a spatial correlation between the semi-141	  
annual term in the displacement and in the hydrologic products (figure 3.S2), but we have 142	  
less confidence in the absolute amplitude and phase as noted above. 143	  
The vertical displacement amplitude appears to only be related to water load, and not 144	  
sensitive to geography.  Specifically, we do not see any suggestion of sensitivity to lateral 145	  
variations in effective elastic thickness or seismically observed crustal thickness.  This 146	  
observation extends the argument of Bilham et al. [1999], which showed that thinning of 147	  
the lithosphere in the East African Rift did not result in amplification of solid earth tides.  148	  
This result is confirmed by the phase analysis (figure 3.5).  Stations near the Red Sea 149	  
coast have ambiguous phase relationships among the three time series, consistent with 150	  
very small amounts of precipitation distributed sporadically throughout the year, hence 151	  
unlikely to deliver large water loads likely to be detected by GRACE or to excite crustal 152	  
displacements.  Most of the study sites show a very consistent pair of phase relations, 153	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such that the GPS deflections and the GRACE load are in phase or nearly so (five sites 154	  
have a ±1 month phase difference), though opposite in sign, and then both of these have a 155	  
2- (rarely 1) month lag relative to the peak in precipitation.  This phase pattern is 156	  
consistent with the water load arising from the integrated weight of most or all of the 157	  
monsoon precipitation delivery, rather than the instantaneous weight of the precipitation.  158	  
We can therefore infer that precipitation accumulates in storage, at least for the duration 159	  
of the rainy season, reaching a maximum as the rain is tapering off at the end of the 160	  
season.  Furthermore, we observe that both the LWET and GPS time series are nearly 161	  
symmetrical about their maximum amplitude, suggesting that the loss of stored water 162	  
occurs at rates similar to the accumulation of water.  These observations provide a coarse 163	  
bound on the water storage time constant independent of whether monsoonal water is 164	  
being lost to surface runoff, evapotranspiration, or groundwater fluxes.  Finally, sites in 165	  
the southernmost part of the study area, characterized by two rainy seasons of comparable 166	  
amplitude, have a phase ambiguity related to the amount of time separating the two rainy 167	  
seasons.  Simply, the GPS deflection is still nearly in phase with the LWET observations, 168	  
but both can be cross-correlated with either rainy season peak in precipitation.  169	  
The absence of a phase lag between the LWET peak and the GPS peak deflection 170	  
requires that, although the water loading itself is temporally dependent on the 171	  
hydrograph, the crustal response is effectively instantaneous, so represents only the 172	  
elastic flexure of the crust.   173	  
 174	  
 175	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4. Discussion 176	  
 The results of this study can be separated in terms of implications for the solid 177	  
earth and for the hydrosphere.  With respect to the solid earth, the systematic deflection 178	  
of the surface by monsoon precipitation confirms that water loading is sufficient to 179	  
deform the crust in East Africa.  This observation extends similar work in western North 180	  
America to other settings with different crustal properties and different climate, 181	  
suggesting that surface deflections could be used in many locations to look at coupled 182	  
hydrosphere-crustal processes.  Furthermore, the total lithospheric thickness in the study 183	  
region varies dramatically, from very thin in the Afar (NE) to thicker in the Ethiopian 184	  
Highlands and Somali Platform [Pasyanos, 2010].  However, lithospheric thickness 185	  
gradients appear to have no relationship to the spatial distribution of flexural amplitude. 186	  
On the other hand, crustal thickness varies relatively little across the study area [Keranen 187	  
et al., 2009]. The lack of any amplification of flexure or any phase difference between 188	  
LWET and GPS displacement within the Main Ethiopian Rift relative to either the 189	  
Somali Platform or the Ethiopian Highlands precludes particular weakness of the Rift 190	  
relative to the rest of the crust, at least at annual forcing frequencies, such as might be 191	  
expected for mechanical or thermal thinning.   192	  
 With respect to the hydrosphere, the phase difference between the peak monsoon 193	  
precipitation and the surface deflection indicates that water is stored within the region 194	  
throughout the rainy season, reaching a stored maximum near the end of the rains.  This 195	  
stored water then moves out of the study region over a comparable temporal interval.  196	  
The temporal width of the monsoon deflection is 4-6 months, suggesting an approximate 197	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time constant of ~2 months for most water storage.  This is probably most consistent with 198	  
water transport by surface runoff and evapotranspiration.  The time series have no 199	  
statistically significant secular trend, further suggesting an approximate annual 200	  
equilibrium of water storage over the study interval.  We do remove a secular trend from 201	  
the GPS data consistent with the regional tectonic deformation, which could certainly 202	  
alias a systematic water load change, but we do not remove any such trends from the 203	  
other time series.  204	  
The East African monsoon is critical to the stability of human populations in 205	  
northeast Africa.  Geodetic observations of vertical deflections of the surface have strong 206	  
advantages over current methods of monsoon observation.  Specifically, they can be 207	  
collected with very low latency, so could contribute to a “nowcast” of monsoon onset, 208	  
development, and intensity when compared to historical time series.  Furthermore, the 209	  
GPS observations have no lower limit on spatial resolution beyond the nominal station 210	  
spacing so, unlike LWET, could be made at high density in regions of particular scientific 211	  
or water management interest.  212	  
 213	  
 214	  
Acknowledgements 215	  
This study was supported by NSF EAR-1119209.  Data are archived in the UNAVCO 216	  
archive. 217	  
 218	  
 219	  
 220	  
 221	  
	   39	  
References 222	  
Altamimi, Z., X. Collilieux, and L. Métivier (2011), ITRF2008: An improved solution of 223	  
the international terrestrial reference frame, J. Geod., 85, 457–473, doi:10.1007/s00190-224	  
011-0444-4. 225	  
 226	  
Argus, D. F., Y. Fu, and F. W. Landerer (2014), Seasonal variation in total water storage 227	  
in California inferred from GPS observations of vertical land motion, Geophys. Res. 228	  
Lett., 41, 1971–1980, doi:10.1002/2014GL059570. 229	  
 230	  
Bilham, R., R. Bendick, K. Larson, P. Mohr, J. Braun, S. Tesfaye, and L. Asfaw (1999), 231	  
Secular and tidal strain across the main Ethiopian rift,  Geophys. Res. Lett., 26, 2789-232	  
2792. 233	  
 234	  
Borsa, A., D. Agnew and D. Cayan (2014), Ongoing drought-induced uplift in the 235	  
western United States, Science, 345, 1587-1590. 236	  
 237	  
Harris, I., P. Jones, T. Osborn and D. Lister (2014), Updated high-resolution grids of 238	  
monthly climatic observations – the CRU TS3.10, Dataset. Int. J. Climatol., 34, 623–642, 239	  
doi: 10.1002/joc.3711. 240	  
 241	  
Herring, T., R. King, and S. McClusky (2010), Introduction to GAMIT/ GLOBK Release 242	  
10.4, Mass. Inst. of Technol., Cambridge. 243	  
 244	  
Keranen, K., Klemperer, S., Julia, J., Lawrence, J., and Nyblade, A. (2009) Low lower 245	  
crustal velocity across Ethiopia: is the Main Ethiopian Rift a narrow rift in a hot craton? 246	  
G-cubed, 10, doi:10.1029/2008GC002293. 247	  
 248	  
Landerer F.W. and S. C. Swenson (2012), Accuracy of scaled GRACE terrestrial water 249	  
storage estimates. Water Resources Research, 48, W04531, doi: 10.1029/2011WR011453 250	  
2012. 251	  
 252	  
National Meteorological Agency (2014), Hydro Meteorological Bulletin for Belg. Addis 253	  
Ababa, Ethiopia. 254	  
 255	  
Pasyanos, M. (2010), Lithospheric thickness modeled from long-period surface wave 256	  
dispersion, Tectonophysics, 481, 38-50. 257	  
 258	  
Ruf, T., (1999) The Lomb-Scargle Periodogram in biological rhythm research: analysis 259	  
of incomplete and unequally spaced time-series. Biological Rhythm Research 30: 178–260	  
201. 261	  
 262	  
Swenson, S. C. and J. Wahr (2006), Post-processing removal of correlated errors in 263	  
GRACE data, Geophys. Res. Lett., 33, L08402, doi:10.1029/2005GL025285, 2006. 264	  
	   40	  
 265	  
Takiguchi H., T. Kato, H. Kobayashi, and T. Nakaegawa (2000), GPS observations in 266	  
Thailand for hydrological applications, Earth Planets Space, 52, 913–919, 2000. 267	  
 268	  
Wessel, P., and W. H. F. Smith (1995), New version of the Generic Mapping Tools 269	  
released, Eos Trans., AGU, 76, 329, 1995. 270	  
 271	  
World Development Indicators (2014), Rural environment and land use, The World Bank 272	  
(http://data.worldbank.org/data-catalog/world-development-indicators). 273	  
 274	  
 275	  
Figure captions 276	  
 277	  
Figure 3.1. Time series plot of the monthly average of the vertical component of GPS 278	  
data, precipitation and liquid water equivalent thickness data sets. The blue line shows 279	  
precipitation (cm), red lines show the LWET (cm) and the green line shows the GPS 280	  
vertical displacement (mm).   281	  
 282	  
Figure 3.2. Lomb-Scargle periodogram of the vertical GPS displacement for the sites that 283	  
we have used in this study. The red broken lines in each plot are the mark of annual 284	  
signals and the black horizontal lines are the 95% confidence level for periodic 285	  
amplitudes.   286	  
 287	  
Figure 3.3. Maps of annual amplitude of (A) GPS vertical displacement (B) GRACE 288	  
liquid water equivalent thickness (LWET) (C) monthly precipitation from the Climate 289	  
Research Unit (CRU). 290	  
 291	  
Figure 3.4. Empirical relations between GPS vertical displacement amplitude and 292	  
GRACE LWET (top) or GPS vertical and monthly precipitation average (bottom). 293	  
 294	  
Figure 3.5. Phase relationships among the three time series.  Circles show the site 295	  
locations.  Circle color gives the phase difference between the GPS vertical displacement 296	  
and the GRACE LWET product; in most cases this is zero.  The number gives the phase 297	  
difference between the GPS vertical displacement and the monthly average precipitation.  298	  
In the north, where precipitation is very limited, the relationship between rainfall and 299	  
displacement is relatively ambiguous.  Where the rainy season is more substantial, there 300	  
is a direct inverse correlation between the GRACE water load estimate and the surface 301	  
displacement; both lag the peak in precipitation, usually by two months.  In the far south, 302	  
the peak GPS vertical displacement can be correlated with either of two different 303	  
precipitation peaks. 304	  
 305	  
Figure 3.S1. Location map of the study area. Each triangle shows the location of the GPS 306	  
sites. The colors in each triangle on the map and on the histogram show how the average 307	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precipitation in the region varies. Red implies the precipitation between (0 – 100 mm), 308	  
Yellow (100 – 200 mm), Light Blue (200 – 250 mm) and Blue (> 250 mm) except the 309	  
site GINR in which it has two cycles per year and the average precipitation of the area is 310	  
greater than 250 mm at the months FMAM not in JJAS. 311	  
Figure 3.S2: Maps of semi-annual amplitude of (A) GPS vertical displacement (B) 312	  
GRACE liquid water equivalent thickness (LWET) (C) monthly precipitation from the 313	  
Climate Research Unit (CRU). 314	  
 315	  
Figure 3.S3: Comparison of maximum amplitude estimates from point sampled and 316	  
interpolated hydrologic data (left) with native resolution data (right) averages over the 317	  
study period (2011-2014) for the rainy season (JJAS) (the expected amplitude maximum) 318	  
of GRACE LWET (top) and CRU precipitation (bottom). 319	  
 320	  
 321	  
 322	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Supplementary Figures 
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Figure 3.S2 
 
 
 
 
 
Figure 3.S3 
 
 
2 
 
Figure S2: Maps of semi-annual amplitude of (A) GPS vertical displacement (B) GRACE 
liquid water equivalent thickness (LWET) (C) monthly precipitation from the Climate 
Research Unit (CRU). 
 
Figure S3: Comparison of maximum amplitude estimates from point sampled and 
interpolated hydrologic data (left) with native resolution data (right) averages over the 
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Table 3.S4 GPS site locations and observation epochs used in this study. 
 
 
 
 
 
 
 
 
 
 
Site Lat Long Elev Duration 
ABOO 8.9921103839 37.8094320254 1969.90859 20120401 - 20140325 
ADIS 9.0351359443 38.7663042278 2439.14525 20070724 - 20140405 
ARMI 6.0624277175 37.5608520975 1199.85808 20070323 - 20120221 
ASAB 13.0629140791 42.6544283212 8.91570 20070218 - 20110516 
ASOS 10.0505896069 34.5529403695 1621.88053 20120201 -  20140322 
BDAR 11.5998174767 37.3596556046 1793.04634 20070406 - 20110905 
BDMT 11.5998179895 37.3596562801 1793.41155 20120315 - 20140403 
DAKE 13.4808552309 39.4827745747 2225.97586 20080625 -  20121230 
DAMY 9.4227972340 42.0338583995 2042.31567 20070425 -  20100106 
DEBK 13.1504516604 37.8939090784 2853.01682 20120213 -  20140331 
GINR 7.1459890443 40.7084341031 1997.26145 20120202 - 20140303 
METU 8.2712396699 35.5856673598 1767.47779 20120326 - 20130322 
NAZR 8.5677356178 39.2905729094 1722.60430 20070401 - 20140306 
NEGE 5.3346534570 39.5894134439 1543.71566 20120227 - 20140304 
SHEB 15.8533958490 39.0540088607 216.18948 20070104 - 20110316 
SHIS 11.9850535471 38.9881069837 2010.48072 20120216 - 20140404 
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Abstract 9	  
A noise model for the regional continuous GPS (cGPS) time series in East Africa 10	  
(Ethiopia and Eritrea) was computed using the maximum likelihood estimation (MLE) 11	  
method. Assigning different noise models for each site and each component may bias the 12	  
noise level due to the non-uniformity of the length of the time series within the regional 13	  
network. We compute a preferred regional noise model using stacked maximum 14	  
likelihood values for the different power – law indexes, presuming that there is only one 15	  
noise model that exists in the regional cGPS time series. Therefore we assigned a single 16	  
power – law index (flicker plus white noise) for the whole network irrespective of the 17	  
length of the time series. 18	  
 19	  
Keyword: time series; maximum likelihood; noise model; power – law index 20	  
 21	  
 22	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Introduction 23	  
The noise characteristics of cGPS coordinate time series have been studied by 24	  
various authors [e.g. Agnew, 1992; Mao et al., 1999; Williams et al., 2004; Hackl et al., 25	  
2011] in different areas using different processing methods from regional networks 26	  
through to global solutions. The work done by these authors [Agnew, 1992; Zhang et al., 27	  
1997; Mao et al., 1999; Williams, 2003a; Williams et al., 2004] showed that the cGPS 28	  
time series noise characteristics consists of a combination of white noise and other time-29	  
correlated noise models such as flicker, random walk and power law noise. It is a well-30	  
understood phenomenon that assigning a white noise only model for the cGPS time series 31	  
will underestimate the uncertainties level in the final velocity solution [Mao et al., 1999]. 32	  
We used 16 continuous GPS sites in the northeast part of the East African Rift System 33	  
(EARS) and its surroundings especially Ethiopia and Eritrea to study the noise 34	  
characteristics.  The cGPS sites have time series that span from early 2007 to 2014 as 35	  
shown in figure 4.1. However, the time series are non-uniform over that period because 36	  
of their deployment for various studies and contain discontinuities and gaps in the time 37	  
series caused by various instrumental or logistical problems. 38	  
In this study we discuss the noise level of the regional cGPS time series in the 39	  
area using the maximum likelihood estimation (MLE) technique and the time dependence 40	  
of the noise characteristics as a function of the length of time series.  We compute a 41	  
regional noise model for the entire network and finally comparing CATS and GLOBK 42	  
velocity solutions based on the preferred noise models. 43	  
 44	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Methods 45	  
 All the cGPS data were processed using GAMIT/GLOBK software [Herring et al., 46	  
2010]. 15 International GNSS Service (IGS) sites closest to the area were used as 47	  
reference sites with one IGS site (ADIS) located within the study area (Figure 4.1). Using 48	  
GAMIT, we applied double differencing on each daily phase observation in order to 49	  
estimate station coordinates, phase ambiguities and satellite state vectors. At every station 50	  
seven tropospheric delay and two tropospheric gradient parameters per day were 51	  
estimated [Reilinger et al., 2006]. After applying double differencing to each daily phase 52	  
observation, the daily solutions (h-files) were combined using the global kalman filter 53	  
(GLOBK), with the daily global solutions (H-files) obtained from MIT. The resulting 54	  
daily time series were closely inspected to remove outliers (above a two-sigma 55	  
threshold), and discontinuities caused by antenna changes, receiver changes or 56	  
earthquakes together with other time-dependent changes [Reilinger et al., 2006]. Before 57	  
assigning a Gauss Markov noise model for our cGPS time series, the usual routine in 58	  
GLOBK, we tested different stochastic noise models for each cGPS time series. The 59	  
noise characteristics of the north, east, and up components were computed individually 60	  
using the CATS GPS coordinate time series analysis software [Williams, 2005] that 61	  
applies maximum likelihood to estimate noise parameters. 62	  
 The observed GPS motion at each site is a superposition of secular trend, a periodic 63	  
component (mostly annual and semi annual signal), offsets (discontinuities caused by 64	  
tectonic and non tectonic processes) and a noise component as shown in equation (1) 65	  
[Williams, 2003b; Yuan et al., 2007]. 66	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+   !!                             (1)     
 68	  
Where the first term (a) is the site coordinate, the second term (bti) is the linear rate, the 69	  
third term is made up of the Heaviside step function [H (tj - Tj)] and an offset amplitude 70	  
(aj where tj = Tj) mostly caused by earthquakes, various tectonic processes and other 71	  
phenomena like antenna and receiver changes, and the fourth term consists of periodic 72	  
components, mainly the annual and semi annual signals where !! =
!!
!
  !"#/!"#$. The 73	  
final term is the noise component of the GPS time series that we are interested in 74	  
computing in this study. 75	  
 76	  
From equation (1) above, the observed motion at each GPS site is the aggregate of 77	  
the above five terms. In order to study the noise characteristics of the GPS time series the 78	  
other terms have to be removed from the data. As mentioned by various authors [Agnew, 79	  
1992; Mao et al., 1999; Williams, 2003a and b; Williams et al, 2004] the power-law 80	  
dependence on frequency of the cGPS time series can be approximated by a power law 81	  
process such that: 82	  
 83	  
   ! ! =   !!(
!
!!
)!!                                                                                                               (2)  84	  
 85	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Where α is the spectral index (where white noise has α = 0, flicker noise has α = 1 and 86	  
random walk noise has a spectral index of 2), Po is a constant, f0 is a constant frequency 87	  
and f is the frequency. 88	  
We used the procedure described in CATS [Williams, 2005] in order to compute a 89	  
“realistic” noise model for the GPS time series.  90	  
1. The data were detrended and all the linear terms in the data were removed using 91	  
the weighted least squares fit.  92	  
2. The detrended data was closely monitored and the episodic offsets caused by any 93	  
tectonic and non-tectonic processes were taking care of using two-sigma 94	  
significant level. Tsview [Herring and McClusky, 2009] was used to monitor and 95	  
remove the outliers and offsets.  96	  
3. The annual and semi annual terms in the data were removed using the fourth term 97	  
in equation (1). Before removing the annual and semi annual signals from the data 98	  
a spectral analysis of the time series were computed using Lomb Scargle 99	  
Algorithm [Press et al., 2001] as shown in (Figure 4.S1). We used the R software 100	  
function ‘lsp’ [R Core Team, 2013] that computes the Lomb Scargle periodogram 101	  
[Ruf, 1999; Press et al., 2001]. This algorithm is different form the Fast Fourier 102	  
Transform because it can handle data sets that are not evenly spaced and does not 103	  
require data that are a factor of 2 in length (or padded). Since some of our data 104	  
sets have discontinuities due to malfunctions of the receiver and/or antenna and 105	  
other problems the Lomb Scargle method is appropriate.  106	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4. The residual time series (called here the unfiltered time series) after the trend, 107	  
offsets and seasonal signals were removed, were then summed on a day to day 108	  
basis and the mean values of this stacked data produce what is termed a Common 109	  
Mode Error (CME). The CME was then removed from each GPS time series to 110	  
produce a filtered time series. 111	  
5.  In addition, rather than a simple CME, Principal Component Analysis (PCA) was 112	  
also applied to the three individual components of the unfiltered time series in 113	  
order to gauge the usefulness of each technique. 114	  
 115	  
Instead of estimating an individual noise model for each time series separately 116	  
Dmetrieva et al., [2015] used a combination of Kalman filter and MLE to estimate a 117	  
single noise model for a network of 15 sites. We use a similar approach here and solve 118	  
for the spectral index that maximizes the likelihood of the whole network. If we assume 119	  
that the individual time series are not spatially correlated (or at least that the time and 120	  
spatial correlations are orthogonal to one another) then the maximum likelihood of the 121	  
network wide estimation of the spectral index is equal to the sum of the individual site 122	  
MLs.  In order to estimate a regional noise model for the network the following 123	  
procedures were computed. First the ML values for a set of fixed spectral indices for each 124	  
site and each component (north, east, and up) were computed, where secular trend, 125	  
offsets, outliers and annual and semi annual signals were removed from the time series 126	  
but no regional filtering was applied. The computed ML values for each spectral index 127	  
were summed in order to compute the ML for the whole network. Figure 4.5 shows the 128	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network-wide ML as a function of spectral index for each component. Instead of using a 129	  
maximization algorithm to find the spectral index that gives the largest network-wide 130	  
ML, which could potentially be CPU intensive, we took the three largest ML values for 131	  
each component (based on the fixed spectral index values) and fitted a polynomial of 132	  
degree 2 to those values. Using only the three largest values ensures we can find a 133	  
maximum to the polynomial. We then solve the polynomial to find the spectral index 134	  
which maximizes the fit.  135	  
 136	  
Results 137	  
The noise models of cGPS time series were computed first in order to see whether 138	  
there is a correlation between the north – south, east – west and vertical components for 139	  
each cGPS time series. In order to ascertain which noise model is most realistic for the 140	  
dataset as a whole we look at the sum of the natural logarithm of the ML values for each 141	  
model and difference them from the ML estimate from the white noise only model (as a 142	  
null hypothesis). The top rows of bar graphs in Figure 4.2 show the difference of seven 143	  
stochastic models (power-law only, flicker noise only, random walk noise only, Gauss 144	  
Markov noise only, flicker plus white noise, random walk plus white noise and Gauss 145	  
Markov plus white noise) compared to the null hypothesis. All the models that include 146	  
time correlated noise and white noise have larger collective MLs than white noise only. 147	  
The time-correlated noise only models are generally smaller than the null hypothesis.  In 148	  
the second three bar plots (Figure 4.2, lower row) instead of taking white noise as the null 149	  
hypothesis, flicker plus white noise was used as our null hypothesis, and ML sums were 150	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computed as before. The result is the same us what we computed before in a way that 151	  
power law, first order Markov noise plus white noise model have almost zero MLE 152	  
differences with flicker plus white noise, except the north component of the first order 153	  
Gauss Markov plus white noise model which has a higher MLE (Figure 4.2). 154	  
 155	  
Unlike the above procedure i.e. computing the ML values for the known noise 156	  
models (flicker, random walk, etc.) the spectral index was computed. In Figure 4.3 the 157	  
computed spectral index for each site are compared against the length of the time series. 158	  
It shows that the spectral index varies as a function of series length. As the series 159	  
increases the spectral index tends towards a value of -1 (flicker noise). This is primarily a 160	  
result of lack of data biasing the results [Santamaria-Gomez et al., 2011].  161	  
 The PCA decomposition values for the three leading PCs, Eigen vectors for the 162	  
unfiltered time series, showed that the vertical components of the cGPS sites have 163	  
uniform Eigen vectors (Figure 4.4). 86%, 9% and 5% of the variance explained by the PC 164	  
in the vertical components have been explained by the first, second and third PCs 165	  
respectively. In the vertical component the first PC dominates the whole time series and 166	  
all the PCs are moving together. The north and east components variances explained by 167	  
the PCs show a non-linear pattern (there are no common mode in the PCs) unlike the 168	  
vertical component (PC1, PC2, and PC3). The north component has little common mode 169	  
and there is little variation in PC2 and most of the variation is in PC3. Similarly the 170	  
variance explained by the PCs in the east component also showed that there is little 171	  
variance in PC3 and most of the variation comes from PC2. 172	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 For the whole regional network, the computed spectral index and stacked MLE 173	  
values were plotted in Figure 4.5. The plot of index versus stacked MLE showed that the 174	  
noise model for north, east and vertical components were assigned based on the 175	  
polynomial fit for the stacked MLE. The result showed that the three components have a 176	  
power-law dependence of noise model with estimated spectral index between (-1 < 177	  
spectral index <  -0.85). We then assign the index that maximizes the fit as the preferred 178	  
noise model for the whole network. This computation is preferred over assigning a 179	  
different noise model for each component for each site for the entire network, which uses 180	  
the entire cGPS data sets as compared with using the individual cGPS time series.  181	  
 The GLOBK realistic sigma estimation that uses a first order Gauss Markov noise 182	  
showed coherent sigma estimates with the CATS estimates. As shown in Figure 4.S2 183	  
GLOBK and CATS velocity noise analysis are most correlated when the time series are 184	  
longer and least correlated when the time series are shorter. Shorter time series bias the 185	  
noise estimates and affect the velocity error estimates.  186	  
 187	  
Discussion  188	  
The preferred noise model was computed based on the above two methods: using 189	  
the difference of the natural logarithm MLE values and using the stacked MLE values 190	  
and fitting a polynomial of degree 2 that maximizes the spectral index. The regional noise 191	  
analysis using the stacked MLE values is more appropriate way to assign a “realistic” 192	  
noise model for regional time series computation. This is because, for the entire cGPS 193	  
network, we expected to have one type of noise in the cGPS time series and not different 194	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power-law noises at each site and for each component. Since our data sets have different 195	  
length of time series so assigning a different noise for each component of the time series 196	  
may bias the noise estimates.  The regional noise model analysis uses the whole data sets 197	  
and assigning a single spectral index for the entire network would be more robust. 198	  
Therefore, when assigning “realistic” noise model for a non-uniform length of a cGPS 199	  
time series for a regional network care has to be taken, in order to assign the optimal 200	  
noise model for the entire cGPS network, for this work we have assigned flicker plus 201	  
white noise model as a preferred noise model for the whole network. 202	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Figure captions 269	  
 270	  
Figure 4.1. Location of the continuous GPS sites and the corresponding time series of the 271	  
cGPS sites for the north, east and vertical components respectively. 272	  
 273	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Figure 4.2. The first row three bar graphs are for the north, east and up components 274	  
respectively. The first row three bar plots shows white noise (W) as a null hypothesis and 275	  
compared the mean of the difference of the natural logarithm ML of white noise with 276	  
other noise models. In the second row the three bar plots the similar procedure was done 277	  
but in this case flicker plus white noise (F+W) was taken as a null hypothesis. Where W- 278	  
white noise, F – flicker noise, R- random walk noise, P – power-law noise, G – first order 279	  
Gauss Markov noise, F+W – flicker plus white noise, R+W – random walk plus white 280	  
noise, and G+W – first order Gauss Markov plus white noise model. 281	  
 282	  
Figure 4.3. Time dependence of the estimated spectral index of cGPS time series for the 283	  
north south, east west and up components. 284	  
 285	  
Figure 4.4. The principal component analysis for the north, east and up components. The 286	  
three colors (purple, blue and red) indicates the first, second and third pcs respectively for 287	  
each components. 288	  
 289	  
Figure 4.5. The stacked ML values for a selected spectral index between -2 and 0 with an 290	  
interval of 0.1. The second plot is the three maximum-stacked MLE values and the 291	  
associated polynomial fit of degree 2 that maximizes the spectral index.  292	  
	  293	  
Figure 4.S1 The Lomb – Scargle periodogram of the cGPS time series for north, east and 294	  
up components with the corresponding site names on the left bottom corners of the plots. 295	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These are the selected periodogram that have longer time spans in their time series and 296	  
based one the geographic distribution. 297	  
 298	  
Figure 4.S2 Comparison of the north and east CATS velocity uncertainties (purple 299	  
color), which is based on flicker plus white noise, and the GLOBK velocity uncertainties 300	  
(blue color) based on Gauss Markov noise model.301	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Figure 4.2 
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Figure 4.3 
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Figure 4.4 
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Figure 4.5 
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Figure 4.S1 
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Figure 4.S2 
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