Abstract. Hybrids of equidistribution and Monte Carlo methods of integration can achieve the superior accuracy of the former while allowing the simple error estimation methods of the latter. This paper studies the variance of one such hybrid, scrambled nets, by applying a multidimensional multiresolution (wavelet) analysis to the integrand. The integrand is assumed to be measurable and square integrable but not necessarily of bounded variation. In simple Monte Carlo, every nonconstant term of the multiresolution contributes to the variance of the estimated integral. For scrambled nets, certain low-dimensional and coarse terms do not contribute to the variance. For any integrand in L 2 , the sampling variance tends to zero faster under scrambled net quadrature than under Monte Carlo sampling, as the number of function evaluations n tends to infinity. Some finite n results bound the variance under scrambled net quadrature by a small constant multiple of the Monte Carlo variance, uniformly over all integrands f . Latin hypercube sampling is a special case of scrambled net quadrature.
1. Introduction. This paper considers the estimation of I = [0,1) s f (X)dX for s ≥ 1. When s is small and f is smooth, special techniques described by Davis and Rabinowitz [4] can achieve great accuracy with a small number of function evaluations. As s increases, Monte Carlo and equidistribution methods become competitive and ultimately dominant. Davis and Rabinowitz [4, Chap. 5.10] consider s > 15 to be a high enough dimensionality that "sampling or equidistribution methods are indicated." If f is periodic and very smooth on [0, 1) s , then lattice rule equidistribution methods (see Niederreiter [16, Chap. 5] or Sloan and Joe [23] ) may work well. When s is large and f cannot be taken to be smooth and periodic, the methods of choice are Monte Carlo and equidistribution (by low-discrepancy point sets).
Equidistribution methods, also called quasi-Monte Carlo methods, are usually considered to be more accurate than simple Monte Carlo methods, but for Monte Carlo methods it can be much easier to estimate accuracy. Owen [21] introduces a hybrid of Monte Carlo and the equidistribution method known as (t, m, s)-nets. By randomizing within a family of nets, these scrambled nets achieve the accuracy of equidistribution methods and their accuracy can be assessed by replication as in Monte Carlo methods. Owen [21] finds that this scrambling actually reduces the mean squared error of net-based integration for some test integrands proposed by Genz [7] .
The problem studied here is to find expressions for the Monte Carlo variance of scrambled net integration. The variance might not exist unless [0,1) s f (X) 2 dX < ∞ which we assume from here on. We also assume that f is measurable, so that f ∈ L 2 [0, 1) s . The approach used to study the variance is to expand f in an s-dimensional multiresolution (wavelet) analysis of L 2 [0, 1) s and then identify the contribution of each term to the variance. Membership in L 2 [0, 1) s is a very weak condition to impose on f , so the scrambled net method is widely applicable.
Section 2 introduces the equidistribution methods considered and defines a new variant, the (λ, t, m, s)-net. Section 3 reviews some orthogonal expansions from the statistical theory of the analysis of variance (ANOVA). A crossed ANOVA is suitable for Cartesian domains, and a nested ANOVA is suitable for domains with a tree structured hierarchy. Section 4 introduces the scrambled nets. Section 5 considers the sampling variance in the case where s = 1. This case is much easier to study than the general case and a concise result is found. It is shown, in a sense made precise there, that for s = 1, scrambled nets are never worse than simple Monte Carlo and are always better than simple Monte Carlo if enough function evaluations are used.
The main benefit of scrambled nets is in high-dimensional applications. The techniques and results parallel those of sections 3 and 5 but are more complicated. Section 6 introduces a multiresolution analysis of L 2 [0, 1) s that is especially convenient for analyzing the variance of scrambled net quadrature. Section 7 presents the sdimension variance formula and some of its consequences.
In section 8 it is shown that the widely used method of Latin hypercube sampling as well as some OA-based Latin hypercube samples of Tang [28] can be expressed as scrambled nets. Section 9 considers ways of estimating the variance for scrambled net integration from the same function evaluations used to form the estimate of the integral. Finally, section 10 presents a brief summary.
Recently, several authors have expressed doubts about the use of equidistribution in higher dimensions. Bratley, Fox, and Niederreiter [2] question the use of equidistribution methods for s > 12. Indeed, the program described there exits with an error if s > 12. This paper presents an example of an equidistribution method that improves on Monte Carlo in high dimensions if the integrand has a lot of low-dimensional or coarse structure. If the integrand is not so well behaved, then the improvement is small, but in the worst case only a small loss in accuracy can result.
Sobol', Turchaninov, Levitan, and Shukhman [26] , quoted in Sobol' [25] , report that there is no advantage to using equidistribution methods for s > 15 if all variables are equally important. When the integrand depends most strongly on the initial components of X they expect that equidistribution can be of benefit for up to several tens of dimensions. The analysis here shows that scrambled nets can be a big improvement over simple Monte Carlo when the integrand is approximately a superposition of low-dimensional and somewhat coarse functions. This includes some integrands in which all variables are nearly equally important and some integrands in which the important variables are not the initial ones.
The idea of combining equidistribution and Monte Carlo has been studied before. Owen [21] cites some examples and surveys a sequence of techniques arising from the statistical theory of computer experiments.
In some related work, Larcher and Traunfellner [9] use multivariate Walsh function expansions in conjunction with (t, m, s)-nets. They present rates of decay for integration error for classes of functions whose Walsh function coefficients decay sufficiently rapidly. The Walsh functions are not as localized as the basis functions of the multiresolution presented in section 6, and for this reason the multiresolution appears to be a better choice for studying randomized nets.
We finish this section with some notation. More notation will be introduced as needed. Integrals written without an explicit domain are assumed to be over [0, 1) s . s is denoted by X = (X 1 , . . . , X s ). The points used in an integration method are denoted by X 1 , . . . , X n , and the jth component of X i is X j i . The estimate of I is always
A finite sequence of points is denoted by (
, an infinite sequence of points is denoted by (X i ) i≥1 , and (X i ) is used to denote a sequence without specifying whether it is finite or infinite.
The term "simple Monte Carlo" refers to taking X i independent and identically distributed from the uniform distribution on [0, 1)
s . Under simple Monte Carlo, the estimateÎ has expectation I and variance σ 2 /n, where
The greatest integer less than or equal to Z is denoted by ⌊Z⌋. The following idioms are used repeatedly: ⌊b k Z⌋ = ⌊b k X⌋ means that Z and X agree to k ≥ 0 places past the decimal point in base b ≥ 2, the average of f (Z) over values of Z that agree with X to k places is b
Where possible, standard notation has been used, though this produces some conflicts. For example, t is a standard symbol in equidistribution theory where it distinguishes different types of nets and in multiresolution theory where it represents an integer translation. It will be clear from context which meaning is intended. Similarly, V sometimes refers to a variance and sometimes to a space of functions, but the meaning is always clear from context.
2.
Equidistribution. This section defines the equidistribution methods known as (t, m, s)-nets and (t, s)-sequences. The text by Niederreiter ([16, Chap. 4] ) provides a thorough account. Niederreiter [16] also describes other equidistribution methods, notably lattice methods, including the method of good lattice points.
Let
be a finite sequence of points in [0, 1) s and let E ⊆ [0, 1) s . Let µ s (E) denote the s-dimensional volume of E. The number of points of (X i ) that are elements of E is denoted by N ((X i ), E). Equidistribution methods are based on sequences for which N ((X i ), E) is close to nµ s (E) for E belonging to a class of sets.
Let s ≥ 1 and b ≥ 2 be integers. An elementary interval in base b is a subinterval (subcube) of [0, 1) s of the form
for integers k j , c j with k j ≥ 0 and 0 ≤ c j < b kj . We also refer to the elementary intervals as cells below.
Let m ≥ 0 be an integer. A finite sequence (X i ) Equidistribution methods are used in numerical integration as follows. One estimates I = [0,1) s f (X)dX by the averageÎ in (1.1). That is, the integral of f with respect to continuous uniform measure on [0, 1) s is approximated by the integral of f with respect to a discrete uniform measure on X 1 , . . . , X n . Equidistribution makes these measures close and for well-behaved f this makesÎ − I small. This heuristic is quantified by the Koksma-Hlawka inequality
where V HK (f ) is the total variation of f in the sense of Hardy and Krause and
is the star-discrepancy of X 1 , . . . , X n . Niederreiter [16] gives definitions of V HK and of several discrepancy measures including D * n . If V HK (f ) < ∞, we say that f ∈ BVHK. 
(The statement of the theorem is sharper than what is quoted here.) The term "net" is standard and we use it below. Faure's term is "réseau" which could also be taken to mean "mesh" or "grating" and these alternatives may help one picture the point sets.
In the 1960s Sobol' constructed and studied (t, m, s)-nets and (t, s)-sequences in base 2. See Sobol' [24] and references in Niederreiter [16] .
Niederreiter [14] extended Faure's constructions to bases b ≥ s that are prime powers and, via a McNeish-Mann construction, to bases that are products of such prime powers. Niederreiter [14] also merged Faure's and Sobol's concepts to produce the definitions given above. The nets and sequences having the best-known discrepancies are found in Niederreiter [15] with a software implementation given in [2] .
In general, if The result for (t, m, s)-nets implies that for functions f ∈ BVHK it is possible to construct a sequence of equidistribution estimators along which |Î − I| = O((log n) s−1 /n). A sequence of estimators requires a sequence of sequences from [0, 1) s . The result for (t, s)-sequences implies that it is possible to achieve |Î − I| = O((log n) s /n) in such a way that each sequence (after the first) includes all the points of the preceding sequence.
Integration Another ANOVA decomposition is appropriate for settings like one in which each of five suppliers provides five rolls of film, and five samples are taken from each roll of film. There is no logical relation between roll 1 from supplier 1 and roll 1 from supplier 2. The rolls are said to be nested within suppliers. The samples are nested within rolls within suppliers. A nested ANOVA decomposition is appropriate to such hierarchical domains. An element of [0, 1) can be written in a base b expansion as
A nested ANOVA is used to describe the effect of x k , nested within the levels of x 1 , . . . , x k−1 .
For the crossed ANOVA decomposition (Efron and Stein [5] , Owen [19] ) let u ⊆ {1, 2, . . . , s} be a subset of the coordinates of [0, 1) s , let |u| be the cardinality of u, and letū denote the complement {1, 2, . . . , s} − u. For X ∈ [0, 1) s let X u denote those coordinates of X indexed by elements of u and write [0, 1) u for the domain of X u . This allows us to distinguish between coordinate projections of [0, 1) s having the same dimension |u|.
The crossed ANOVA decomposition of f takes the form
where the sum is over all 2 s subsets of coordinates of [0, 1) s . The terms α u are defined recursively starting with
and using the rule
The sum in (3.2) is over proper subsets v = u. The rule for α ∅ is a special case of (3.2) under the usual convention of empty sums being zero. Each α u gives the joint effect of X u on f , averaged over all values of Xū, after removing effects attributable to proper subsets X v of the variables in X u . The function f is a sum of effects α u for each source of variation u.
The function α u only depends on X through X u . It is convenient to take α u to be defined on either [0, 1) s or [0, 1) u depending on circumstances. We note some properties of this decomposition. If j ∈ u, then 1 0
follows from the definition of α {1,...,s} , upon using a natural convention for integration with respect to a 0-fold product measure. Also, f (X) 2 dX = u α u (X) 2 dX, and finally,
where
3) is the ANOVA decomposition for crossed effects.
For the nested ANOVA, s = 1. The terms of the nested ANOVA are defined as follows:
and applying (3.4) to β h (Z) we get for k ≥ 1
For k ≥ 1 the following convenient representation may be proved by induction
It follows that for k ≥ 1 and integer t,
Summing (3.5) yields
is the projection of f onto the Haar basis up to terms of order K.
Beauchamp [1] defines the Haar functions and the related functions of Walsh and
Rademacher. Section 6 also has some discussion of Haar-like bases. Here we note that the Haar basis is a complete basis for L 2 [0, 1). It follows, therefore, that
when b = 2. Equation (3.8) is also true for b > 2 because the diadic indicators 1 ⌊2 k X⌋=t for k ≥ 1 and 0 ≤ t < 2 k can be expressed as an infinite sum of b-adic Haar functions.
The variance σ 2 may be decomposed as
2 dX to provide the nested ANOVA analogous to (3.3).
Scrambled nets. Owen [21] defines some randomly permuted (t, m, s)-nets and (t, s)-sequences. Suppose that (
, where x ijk is a random permutation applied to a ijk . The permutation applied to a ijk depends on the values of a ijh for h < k.
, and in general (4.1)
where π jaij1aij2...a ij k−1 is a random permutation of {0, 1, . . . , b−1}. The permutations are mutually independent and each is uniformly distributed over its b! possible values. The sequence (X i ) inherits the equidistribution properties of (A i ) and the individual points in it are uniformly distributed on [0, 1) s . Owen [21] proves the following two propositions.
PROPOSITION 2. Let A be a point in [0, 1) s and let X be the randomly permuted version of A as described above. Then X has the uniform distribution on [0, 1) s . That is, for any Lebesgue measurable
The proof of Proposition 1 proceeds by showing for each elementary interval E that X i ∈ E if and only if A i ∈ E, where E is an elementary interval having the same volume as E. A technicality arises in case x ijk = b − 1 for some i, some j, and all k ≥ l for some l ≥ 0. This event has probability zero, and excluding this event is what causes the conditions "with probability 1" to be included in the statement of Proposition 1. The proof of Proposition 1 applies as well to (λ, t, m, s)-nets and so we also have the following.
is a (λ, t, m, s)-net in base b with probability 1.
Numerical integration with scrambled nets is done by takingÎ to be the average in (1.1), where the X i are points of a scrambled (λ, t, m, s)-net in base b, typically the first λb m points of a scrambled (t, s)-sequence in base b. A consequence of Proposition 2 is that the random variable f (X i ) has expectation I and variance σ 2 . It follows that E(Î) = I. That is, means over scrambled nets are unbiased estimators of integrals. The variance ofÎ can differ from σ 2 /n if the evaluations f (X i ) have a nonzero correlation.
5. Variance when s = 1. We assume throughout this section that f is in L 2 [0, 1) and that β k are the terms (3.5) of the nested ANOVA decomposition of f for k ≥ 0. Let (A i ) be a sequence of points in [0, 1).
At first, we do not assume that (A i ) has any nontrivial equidistribution properties. Let (X i ) be the scrambled version of (A i ) described in section 4. DefineÎ as at (1.1).
It follows from Proposition 2 that
Expression (5.1) simplifies somewhat, without any assumptions on (A i ). LEMMA 1. Let (X i ) and β k be as described above. Then
Proof. Without loss of generality k < h. The result follows from conditioning on ⌊b k X i ⌋ and ⌊b h−1 X j ⌋, and then using (3.6)
A consequence of Lemma 1 is that the variance ofÎ can be partitioned into contributions from each of the nonconstant terms in the nested ANOVA decomposition of f . COROLLARY 1. Let (X i ), f ,Î, and β k be as described above. Then
Proof. By Lemma 1
The variance is now written in terms of
depends on how closely
X i and X j agree, as given by the next lemma. Notice that ⌊b
, and β k be as described above, with k ≥ 1. If ⌊b
To study how the equidistribution properties, if any, of (
M k counts the number of times that an X i and X j match to at least k places. Note that M k ≥ n because of the diagonal terms i = j. THEOREM 1. LetÎ, (X i ), M k , and σ 2 k be as described above. Then
Proof.
By comparison, the simple Monte Carlo variance ofÎ is n 
Result (5.5) follows, and taking λ = 1 yields (5.4).
The upper bounds in (5.4) and (5.5) can be attained. Suppose that (B i )
Moreover, for any fixed m > 0 there is some f for which the inequality in (5.6) is strict. In decision theoretic language, integration on a scrambled (λ, 0, m, 1)-net in base b dominates simple Monte Carlo and the latter is, therefore, said to be inadmissible. Inadmissibility depends on the criterion used, here the mean squared error, and Monte Carlo might be admissible under another criterion such as expected absolute error. 
That is,Î − I is of order n −3/2 in probability for smooth enough integrands.
6. ANOVA for s > 1. To extend the results of section 5 to dimensions s > 1, it is convenient to introduce a multiresolution (wavelet) analysis of L 2 R to take the place of the ANOVA decompositions from section 3. The multiresolution analysis represents f by an infinite sum of terms. Those terms are step functions, constant within elementary intervals, and are localized in that they typically are nonzero on just a small number of elementary intervals. There is a one-to-one correspondence between terms of the multiresolution analysis and elementary intervals in base b. Summing all the terms for a given shape of elementary interval produces a component below that is analogous to the ANOVA effects α u and β k in section 3.
The following steps are used to construct the multiresolution: first, a multiresolution of L 2 R based on b-adic Haar functions is developed. For f, g ∈ L 2 D we use the inner product
where the domain D will be clear from the context in which f, g appears. Most multiresolutions are defined on R using a diadic scaling that maps integers to even integers. An exception is Madych [12] 
where S denotes the closure of S and the intersection and union are over all integers k.
Let W k be the space of functions such that
The space W 0 can be expressed as the span of the functions ψ c ( • − t) for integers t and c with 0 ≤ c < b, where
Then W k is the span of the functions
for integers t and 0 ≤ c < b. This construction has W k ⊥ V k , but the functions ψ c are not mutually orthogonal. They could be replaced by an orthogonal set of b − 1 functions, but using b nonorthogonal functions preserves some symmetry.
The b-adic multiresolution analysis is
The function φ is called the scaling function and the functions ψ c are called the wavelets. In the usual diadic setting only one wavelet is needed. In the case of the Haar wavelets, b = 2 and the wavelet is proportional to ψ 0 = −ψ 1 . Figure 1 shows some Haar-like wavelets for b = 5.
The functions in W k are constant on intervals [
For k ≥ −1 we recognize Q k f as β k+1 from section 3, extended from L 2 [0, 1) to L 2 R. Even though the ψ c are not mutually orthogonal, it is still easy to project onto W k . In fact, the projection takes the same form as if the ψ c were orthogonal, as the next lemma shows. LEMMA 3. Let Q k and ψ ktc be as defined above. Then
5-adic Haar
Proof. From the definition of ψ ktc we find
Next it follows easily that
Finally,
Jawerth and Sweldens [8] describe two ways of extending multiresolutions to R s .
The first takes V
This is called the square wavelet decomposition and for general s it takes 2 s − 1 product spaces to complement V
The rectangular wavelet decomposition is written as the direct sum of tensor products of W kr for r = 1, . . . , s. It is rectangular because the scales k r can be different on different coordinates. This is the decomposition that we adopt here. With this decomposition, for f ∈ L 2 R s we write (6.4) (44) of Jawerth and Sweldens [8] , except that they use diadic wavelets and therefore do not need to employ the subscript c and the corresponding s-fold sum over the c r .
Equation (6.4) is directly comparable to equation
A very simple way to adapt decomposition (6.4) to f ∈ L 2 [0, 1) s is to extend the functions to be zero outside [0, 1)
s . But such an extension greatly complicates the variance formulas we seek here. The root of the problem is that the function 1 X∈[0,1) s has an infinite number of nonzero terms in its expansion, even for s = 1. As with the ANOVA decompositions it is much more convenient to have a single term like α ∅ or β 0 represent the value of I with all other terms having a vanishing integral. So we modify the multiresolution analysis to build in such a term.
For k ≥ 0 let Y k be the restriction of W k to [0, 1). That is, Y k is spanned by ψ ktc for 0 ≤ t < b k and 0 ≤ c < b − 1. Let C be the space spanned by φ, restricted to [0, 1). That is, C is the space of functions that are constant on [0, 1).
s is obtained by the rectangular wavelet decomposition. A typical basis function is of the form
where u ⊆ {1, . . . , s}, k r ≥ 0, 0 ≤ t r < b kr , and 0 ≤ c r < b. By convention, empty products in (6.5) and elsewhere are taken to be 1.
In order to streamline the notation, we introduce multi-indices κ, τ , and γ to hold the k r , t r , and c r , respectively. Suppose that u = {r(u, 1), r(u, 2), . . . , r(u, |u|)}. Let κ = (k r(u,1) , . . . , k r(u,|u|) ) and define τ and γ analogously. Now let ψ uκτ γ (X) denote the basis function in (6.5). We will use
to designate the size of κ, and κ = 0 means that |κ| = 0.
The multisummation κ(u) denotes the |u|-fold sum .
These may be abbreviated to κ , τ , and γ , respectively, provided it is borne in mind that u must be defined where these are used and κ must be defined where τ is used. For instance, the summation signs |u|>0 κ τ should not be written in any other order. Now for f ∈ L 2 [0, 1) s we may write
f, ψ uκτ γ ψ uκτ γ (X), (6.6) using a reasonable convention for κ(∅) τ (∅,κ) γ(∅) f, ψ ∅κτ γ ψ ∅κτ γ .
This multiresolution combines the features of the crossed and nested ANOVAs from section 3. For example,
f, ψ uκτ γ ψ uκτ γ (X), and for |u| = 1 equation (6.7) is a nested ANOVA of α u with
for κ = (k − 1), where k ≥ 1. The effects β k in section 4 subsumed summations over values of the translation t. It is convenient to define effects analogous to α u and β k for this multiresolution. Let Figure 2 shows some of the cells over which some low-order ν u,κ are constant.
Define
The multiresolution-based ANOVA decomposition is
7. Variance for s > 1. The variance formula for s > 1 is developed along the lines used in section 5 for the case s = 1. We assume throughout this section that f is in L 2 [0, 1) s and use the multiresolution of section 6. Let (A i ) be a sequence of Figure 2b . Similarly, Figure 2c shows the 9 cells within which ν {1},(1) is constant, Figure 2d shows the 3 cells within which ν {2},(0) is constant, Figure 2e shows the 9 cells within which ν {1,2},(0,0) is constant, and Figure 2f shows the 27 cells within which ν {1,2},(1,0) is constant.
At first, we do not assume that (A i ) have any nontrivial equidistribution properties. Let (X i ) be the scrambled version of (A i ) described in section 4. LetÎ be as in (1.1).
It follows from Proposition 2 that (7.1)
As in section 5, the variance formula simplifies due to properties of the randomization, without any special assumptions on (A i ).
Proof. Suppose that u = u ′ . Without loss of generality there is an index r ∈ u ′ with r ∈ u. The X r 1 , . . . , X r n are independent of all the other components. Therefore,
vanishes if we take expectations by first conditioning on ⌊b kr+1 X r i ⌋ and ⌊b
Then there is an r ∈ u such that t r = t Let (X i ), f ,Î, and ν u,κ be as described above. Then
Proof. The proof follows after expanding the right side of (7.3) in terms of the ψ uκτ γ and then applying Lemma 4 to the result, and to (7.1).
The equidistribution properties of (A i ) determine the contributions of each ν u,κ to V (Î). Define
For each |u| > 0 and κ(u) define
LEMMA 5. Let (A i ) and (X i ) and ψ ktc be as defined above. Then Proof. This follows from the argument used in Lemma 2. THEOREM 2. LetÎ, (X i ), M u,κ , and σ 2 u,κ be as described above. Then
Proof. Applying Lemma 4 to some of the terms of (7.1) and rearranging leads to
Applying Lemma 5 and then the definition of ν u,κ ,
Under simple Monte Carlo the variance is n −1 |u|>0 κ σ 2 u,κ . Thus, improvements over simple Monte Carlo arise when using A i for which M u,κ < n.
COROLLARY 4. LetÎ and σ 2 u,κ be as described above. If
where for m − |u| < |κ| < m
Proof. The proof follows by evaluating M u,κ and substituting into Theorem 2. From the definition
If m ≥ |u| + |κ|, then max(1, λb m−|κ|−l ) = λb m−|κ|−l for 0 ≤ l ≤ |u| and so (7.4) vanishes by the binomial theorem applied to (1 − 1) |u| . If m ≤ |κ| − 1, then max(1, λb m−|κ|−l ) = 1 for 0 ≤ l ≤ |u| and so (7.4) reduces to n, again by the binomial theorem applied to (1 − b) |u| . If m − |u| < |κ| < m + 1, then the expression for Γ |u|,|κ| above follows by applying the binomial theorem and an identity for alternating sums of binomial coefficients.
TABLE 1
Example gain coefficients: for 1 ≤ s ≤ 11 the first s rows of this table give the gain factors Γ when one uses n = 1331 function evaluations of a randomized (0, 3, s)-net in base b = 11. Components with |u| + |κ| ≤ 3 do not contribute to V (Î). Components with |κ| ≥ 3 contribute as much to V (Î) as they would under simple Monte Carlo. For 0 ≤ |κ| ≤ 2 = m − 1 the gain factors are largest for |u| = m − |κ| + 1, taking the value 1.1 m−|κ|+1 . As |u| increases beyond m − |κ| + 1 the gain factors are alternately smaller and larger than unity. As |u| increases for fixed κ the gain factors get closer to unity. The largest entry in the table is (b/(b − 1) 
The second conclusion follows because max(1, λb m−|κ|−l ) = 1 when λ = 1 and |κ| = m.
Remark 4. For s > 1, if f is discontinuous, then V HK (f ) = ∞, and hence the bound (2.1) is useless. In some important special cases, f takes only the values 0 or 1, and so I is a probability or volume of interest. Corollary 4 provides useful error estimation in this case while (2.1) does not, except for the trivial cases I = 0 or 1.
The significance of Corollary 4 is that low-dimensional and coarse terms ν u,κ with |u| + |κ| ≤ m are integrated correctly by the randomized (λ, 0, m, s)-net, while fine terms with |κ| > m are integrated with the same accuracy as in simple Monte Carlo, as are terms with |κ| = m for (0, m, s)-nets. For the other terms there is a gain factor Γ which only depends on u and κ through the cardinality of u and the sum of elements in κ. Sometimes these gain factors are larger than unity, sometimes they are smaller. The example of these gain coefficients in Table 1 helps us to picture their behavior.
The example in Table 1 shows that there exist integrands f for which V (Î) under a scrambled (0, 3, s)-net in base 11 is 1.331 times as large as under simple Monte Carlo, and that no higher ratio is possible for f ∈ L 2 [0, 1) s . The worst case integrands have ν u,κ = 0, unless |u| = 4 and |κ| = 0. Such sums of four-dimensional "chessboard" integrands might be considered unlikely in many applications. Theorem 3 below extends this bound to general (0, m, s)-nets in base b.
THEOREM 3. LetÎ be as described above. If
. Applying Pascal's formula again leads to
. Substituting these bounds and simplifying gives
The expression in ( The gain coefficients for (λ, 0, m, s)-nets with λ > 1 are more complicated than those for (0, m, s)-nets. With fixed |κ| between min(0, m − s + 1) and m inclusive and increasing |u| the gain coefficients usually, but do not always, alternate between values greater than unity and values less than unity. Also, the largest gain does not always appear with the smallest |u| having nonzero gain. In the cases that the author has inspected, the largest gain corresponds to either |u| = m − |κ| + 1 or |u| = m − |κ| + 2 for |κ| = min(0, m − s + 1). The former tends to hold for small λ and the latter for larger λ.
In section 4, it was shown that only crude bounds can hold for V (Î) when using (λ, t, m, 1)-nets in base b. The upper bound holds when the (λ, t, m, 1)-net is formed from b t copies of a (λ, 0, m − t, 1)-net. As for lower bounds, for t ≥ 1, a (λ, t, m, 1)-net might also be a (λ, t − 1, m, 1)-net. These extremes in equidistribution could also be present for (λ, t, m, s)-nets with s > 1. Therefore, useful bounds or formulas for V (Î) under scrambled (λ, t, m, s)-net sampling with t > 0 require more detailed information on M u,κ for some specific net constructions. In particular, an upper bound that is descriptive of b t copies of a (λ, 0, m − t, s)-net is of little interest if a (λ, 0, m − t, s)-net does not exist. A Latin hypercube sample (McKay, Conover, and Beckman [13] ) is of the form
where π j is a uniform permutation of 0, . . . , n − 1, and U j i is a U [0, 1) random variable and the s permutations and ns random variables are mutually independent. A widely used variant replaces each U j i by 1/2. This reduces V (Î) but introduces a bias so that typically E(Î) − I = 0. The bias is equal to the error of an n s point product midpoint rule. Owen [19] discusses this trade-off between bias and variance.
In the notation of this paper, a Latin hypercube sample is a scrambled (0, 1, s)-net in base b = n. The corresponding unscrambled net has A j i = (i − 1)/b, so that a ij1 = i − 1 and a ijk = 0 for k > 1. For integration by Latin hypercube sampling, one takes a large b and a small m. When using scrambled (t, s)-sequences, by contrast, one usually takes m > 1 and b ≪ n.
Using the crossed ANOVA, Stein [27] shows that under Latin hypercube sampling
The analysis in section 7 allows us to draw a sharper conclusion. PROPOSITION 3. Let (X i ) be a Latin hypercube sample on n ≥ 2 points. Then
Proof. By the above remarks, (X i ) is a scrambled (0, 1, s)-net in base n. The equality follows from Theorem 2 and the inequality follows directly or may be taken from Theorem 3.
Proposition 3 implies that an n-point Latin hypercube sample never leads to a variance greater than that of simple Monte Carlo with n − 1 points. (Proposition 3 can be sharpened for the trivial cases with s = 1 or n = 1.) Inequality (8.1) brings to mind the Efron-Stein theorem (Efron and Stein [5] ) on the variance of the jackknife.
Latin hypercube sampling removes the terms from V (Î) that have |u| = 1 and |κ| = 0 in the multiresolution ANOVA. As n increases through powers of b this removes the effects α u having |u| = 1 in the crossed ANOVA. Orthogonal-array-based schemes have been advocated, independently by Owen [19] , [20] and Tang [28] , for removing terms with |u| > 1.
Let A be an n × s matrix with elements A For a discussion of orthogonal arrays see Raghavarao [22] . For connections between orthogonal arrays and nets see [17] . If A [20] notes that some well-known orthogonal arrays have a coincidence defect and that subarrays with one fewer column have the same strength but no coincidence defect.
A randomized orthogonal array sample has
where the π j and U j i are as described above for Latin hypercube sampling, except that π j permutes b integers instead of n integers. Owen [19] introduces randomized orthogonal array sampling and Owen [20] finds variance formulas for V (Î) under such sampling schemes, using 1/2 in place of U j i . A simplified statement of the results is that
holds with increasing accuracy as n → ∞ in several families of orthogonal arrays of maximal strength m. Latin hypercubes are included by taking m = 1. The analysis in section 7 does not apply to randomized orthogonal arrays because one cannot identify the corresponding unscrambled arrays. For instance, in a randomized orthogonal array of maximal strength m ≥ 2, whether ⌊b k X r i ⌋ is equal to ⌊b k X r j ⌋ is random for k > 1, whereas for point sets formed by scrambling as described in section 4 this event would be determined by the unscrambled points.
Tang [28] proposed OA-based Latin hypercubes, described below. We take the liberty of switching from arrays over {1, 2, . . . , b} to ones over {0, 1, . . . , b − 1}. Let A We study here a version of OA-based Latin hypercubes. We do not randomize the rows or columns of A. As Tang [28] notes, permuting the rows does not changeÎ. In the cases we consider, permuting the columns of A can changeÎ but not V (Î). Next we interpret "randomizing the symbols" to mean applying independent uniform random permutations π j to the symbols in each column of A. (An alternative interpretation would be to apply the same random permutation to all the symbols in the array.)
To study OA-based orthogonal arrays, using the methods of this paper, we must have λ = 1 and m = 2. Otherwise the permutation of λb m−1 elements cannot be expressed as in section 4. To handle the more general case would require a mixed base representation of X A disadvantage of replication is thatĪ may have larger variance than would an estimateÎ based on a single scrambling applied to a net of nr points. This is certainly to be expected in the limit as r tends to infinity with n fixed because such replication only achieves the Monte Carlo variance rate, though it would ordinarily have a smaller constant than simple Monte Carlo.
An alternative to replication is to use a scrambled (λ, 0, m, s)-net for λ > 1 and consider it to be λ "internally replicated" scrambled (0, m, s)-nets. Similarly, (0, m, s)-nets for m > 0 can be considered to be b internal replicates of a scrambled (0, m − 1, s)-net. That is, r = λ > 1 or r = b and eachÎ j is based on n/r consecutive function evaluations. It is intuitively reasonable that the variation among these r internal replicates should tend to be larger than the variation among r independent replicates. By construction, points in one internal replicate cannot be in certain elementary intervals occupied by points of another internal replicate. This should lead to negative correlations among theÎ j and, hence, a large variation. This intuition is misleading for some integrands f , but it does hold under conditions described in Remark 5 below.
When n ≥ rb, each of the r replicates of n/r points can itself be considered to be b replicates of n/rb points, and so on. For 0 ≤ k ≤ m and 0 ≤ t < λb m−k definê
f (X i ).
For λ > 1 letÎ
Let V k,t = V (Î k,t ). For scrambled (λ, 0, m, s)-nets V k,t = V k,0 is independent of t, so let V k denote V k,0 in this case.
PROPOSITION 5. Let (X i ) n i=1 be the points of a scrambled (λ, 0, m, s)-net in base b, and letÎ k,t and V k be as described above. Then for 0 ≤ k < k + j ≤ m Formula (9.1) also holds when λ > 1 for 0 ≤ k < k + j ≤ m + 1. Proof. Begin by writingÎ k,t −Î k+j,⌊b −j t⌋ = (Î k,t − I) − (Î k+j,⌊b −j t⌋ − I). Then expanding the left side of (9.1) gives for 0 ≤ k < k + j ≤ m Remark 5. Suppose that λ > 1 and k + j = m + 1, or that λ = 1 and k + j = m. ThenÎ k+j,0 =Î is the estimate (1.1). The left side of (9.1) is a sum of squared deviations aboutÎ, taken from λb m−k internal replicates, each based on b k points. The right side of (9.1) is λb m−k (V k − V (Î)). If theÎ k,t had been generated independently, then the right side of (9.1) would become (λb m−k − 1)V k = λb m−k V k − V k . This is smaller than the actual right side of (9.1) when λb m−k V (Î) ≤ V k . SinceÎ is based on λb m−k times as many evaluations as are theÎ k,t and more effects are balanced out ofÎ than are balanced out ofÎ k,t , for many functions λb m−k V (Î) ≤ V k will hold. Exceptions can arise because the gain coefficients are not monotonically decreasing as n increases.
When it is reasonable to suppose that λb m−k V (Î) ≤ V k , then
should be a conservative estimate of V (Î). For simple Monte Carlo, the central limit theorem allows one to translate variance estimates into approximate confidence statements. It would be interesting to know sufficient conditions on f for a central limit to hold forÎ with scrambled nets. Owen
