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We compute the F -modular decomposition matrices for the generice
 .Iwahori]Hecke algebras of type I m for m g N, m ) 2, H , and H , for all2 3 4
e g N leading to nontrivial decomposition maps. The results are obtained by a
combined use of different ideas from computational representation theory and by
application of the computer algebra systems GAP, CHEVIE, VectorEnumerator
and MeatAxe. Q 1997 Academic Press
1. INTRODUCTION
Generic Iwahori]Hecke algebras of the classical series A, B, D and of
the exceptional types G , F , E , E , E , which together are called the2 4 6 7 8
crystallographic types, have gained considerable interest in the representa-
tion theory of finite groups of Lie type. Especially their behavior under
certain decomposition maps has become the focus of intensive study. The
underlying decomposition theory extends naturally to the closely related
 .noncrystallographic types I m , H , H , and, although there is no inter-2 3 4
pretation in the framework of the representation theory of groups of Lie
type, it seems worthwhile to have complete results for all types, which also
gives us the possibility to check them for similarities and differences
between the crystallographic and noncrystallographic cases.
Another motivation to study the noncrystallographic types is to extend
results on the automorphisms of generic Iwahori]Hecke algebras of crys-
w xtallographic type obtained by Bleher, Geck, and Kimmerle 2 .
We determine the f -modular decomposition matrices for the generice
 .Iwahori]Hecke algebras of type I m for m g N, m ) 2, H , and H for2 3 4
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all e g N which lead to nontrivial decomposition maps. The general setup
is described in Section 2, the decomposition matrices are determined and
depicted in Sections 3, 4, 5, respectively.
Especially, we observe the following facts: All decomposition matrices
are of lower unitriangular shape with respect to a suitable ordering of the
irreducible representations. All characters are of height 0. Blocks of defect
1 are Brauer tree algebras, where the Brauer tree is a straight line without
exceptional vertex. For the blocks of defect 2 all decomposition numbers
are 0 or 1.
If e equals the Coxeter number of the corresponding Coxeter group,
then there is exactly one block of positive defect, it is of defect 1, and the
vertices of the Brauer tree are the successive exterior powers of the
w xreflection representation. This extends 2, Theorem 6.6 to the noncrystal-
lographic types.
The results are obtained by a combined use of different ideas from
computational representation theory, which have been applied successfully
in the business of determining decomposition numbers, especially for
w xIwahori]Hecke algebras of exceptional type; see 18 . We make use of the
w x w xcomputer algebra systems GAP 21 , CHEVIE 9, 10 , VectorEnumerator
w x w x16 , and MeatAxe 20 , whose basic features we assume the reader to be
acquainted with.
Notation. For n g N let z g C denote the standard nth primitive rootn
 .of unity z [ exp 2p irn . For d g N let F denote the dth cyclotomicn d
polynomial. For the generic algebras of type H , H we use the ordering3 4
and labelling of the irreducible characters x as given in CHEVIE, whichi
w xcoincides with the numbering in 1 . Usually, x is identified by its degreei
and the smallest symmetric power of the reflection representation xi
occurs in. These numbers determine x uniquely, with the only exceptioni
of the irreducible characters x , x of the algebra of type H , which29 30 4
 .  .X  . 4have labels 30, 10 , 30, 10 . Let us agree that x T T T T s z q z29 s s s s 5 51 2 3 4
holds. To make this note more self-contained, we will incorporate these
labels into the decomposition matrices given below. The Schur elements,
which in the sequel will be denoted by c , are also available in CHEVIE.x i
Their factorization into a power product of irreducible polynomials over
 .Q z is found using GAP.5
2. DECOMPOSITION THEORY
2.1. Iwahori]Hecke Algebras
We now introduce the algebras we are going to study and state a few
w xbasic facts. As general references see 3, Chap. 4; 5, Chaps. 67, 68 . Note
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that we will only deal with the equal parameter case, which is no restric-
tion for the algebras of type H , H anyway.3 4
 .2.1.1 DEFINITION. Let W be a finite Coxeter group of type G with set
of standard generators S. Let R be a commutative ring and fix a unit
 .q g R. The Iwahori]Hecke algebra H G, q of type G over R withR
parameter q is defined as a finitely presented associative R-algebra with
identity T as1
 5 2H G , q [ T ; s g S T s q ? T q q y 1 ? T , .  .R s s 1 s
X X:X X XT T T . . . s T T T . . . , s, s g S, s / s ,s s s s s s^ ` _ ^ ` _
X Xm mss ss
X  .X y1where m denotes the order of ss g W. The algebra H G, u ,s s Zwu, u x
where u is an indeterminate over Z, is called the generic algebra of type G.
 .  .  .  42.1.2 H s H q s H G, q is R-free with a basis T ; w g WR R w
parametrized by the elements of the Coxeter group W. Letting T ¬w
 . lw .  . y1y1y1 ? ind T ? T for all w g W defines an involutary R-alge-w w
bra automorphism of H, as follows directly from the definition. This aut-
omorphism and also its action on the representations of H is called
Curtis]Alvis duality. Also we immediately have the existence of two linear
representations of H, the sign representation sgn : T ¬ y1 for all s g S,s
and the index representation defined by ind : T ¬ q for all s g S. In fact,s
 .XH is a symmetric R-algebra with respect to the bilinear form T , T sw w
 . wXy1d ? ind T . It has been shown by Curtis, Iwahori, and Kilmoyer 4,w , w w
xSection 9 , that a reflection representation of W has a natural lift, again
 .called a reflection representation, to the generic algebra H s H u ,R
w y1 xwhere Z u, u : R is a suitable extension ring. Furthermore, the nonva-
nishing exterior powers of the module underlying a reflection representa-
tion of H become irreducible, pairwise nonisomorphic H-modules.
 .  .2.1.3 Now we consider the generic algebra H u . Let ¨ be an
2  .indeterminate such that ¨ s u. If H is of type I m , let z [ z ; if H is2 2 m
of type H or H , let z [ z . It has been shown by Kilmoyer and Solomon3 4 5
w x  . w x w x15 for type I m , by Lusztig 17 for type H , and by Alvis and Lusztig 12 3
 .  .for type H that K [ Q z , ¨ is a splitting field for H u . They even4 K
have shown that all the irreducible representations of these algebras can
w y1 xbe realized over R [ Z z , ¨ , ¨ . Note that since H is defined over
w y1 x   . .Z ¨ , ¨ , the Galois group Gal Q z rQ induces an automorphism of the
module category of H.
 .2.1.4 We will be interested in decomposition maps, as described in
 .2.2 , coming from prime ideals pe R, such that Rrp is of characteristic
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 : w x0. These are of the form p s F , where F g Z z , ¨ is an irreducible
  . .polynomial of positive degree. Note that Gal Q z rQ acts on R and on
 .its set of prime ideals; by the last remark in 2.1.3 , without loss of
generality we can restrict ourselves to consider only one prime ideal pe R
out of each Galois orbit. The other prime ideals are either those of the
w xform pR, where peZ z is a prime ideal; in this case we let p l Z s
 :l eZ, where l g Z is a rational prime. Or they are of the form P s
Ä Ä : w x w xp, F , where peZ z is a prime ideal and F g Z z , ¨ such that its
Ä  w x .w xnatural image F g Z z rp ¨ is irreducible of positive degree. Note that
Ä :we have p s F : P if and only if F divides the natural image F g
 w x .w xZ z rp ¨ .
 .By the remarks in 2.2.2 the decomposition map coming from a prime
ideal P , which is of height 2, factors through the decomposition maps
coming from the height 1 prime ideals contained in P. This is one reason
to be primarily interested in the height 1 prime ideals. Another reason to
stick to prime ideals p is that this type of prime ideals has been in the
center of research for the crystallographic cases.
2.2. Decomposition Maps
We now briefly recall the basic concepts of the decomposition theory of
w xsymmetric algebras. As a general reference see 12 .
 .  .2.2.1 Let R be an integral domain of characteristic 0, K [ Quot R ,
 .and pe R a prime ideal with a perfect quotient field k [ Quot Rrp . Let
y: R ª k denote the natural epimorphism. Let H be an R-free R-alge-R
bra of finite R-rank, H [ H m K and H [ H m k.K R R k R R
We now assume that each irreducible H -module V can be realized asK K
a full R-free H -submodule V : V . Then the H -module V [ V m kR R K k k R R
is called a p-modular reduction of V . It can be shown that this defines aK
 .  .p-modular decomposition map d : G H ª G H between thep 0 K 0 k
Grothendieck groups of the module categories of H and H .K k
The elements of the Grothendieck groups are called generalized charac-
ters, the basis elements corresponding to the irreducible modules are
 .called irreducible characters. Since G H can be naturally identified0 K
with the group of trace functions on the representations of H , whoseK
elements usually are also called characters, we will not distinguish between
these two notions.
We will be interested in the case where K and k are splitting fields for
H and H , respectively. The decomposition matrices we are going toK k
write down are understood to hold in this situation. For the generic
 .algebras of noncrystallographic type we let R, K be as given in 2.1.3 . The
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 .computations made in the sequel will show that k [ Quot Rrp , where
 .pe R is as given in 2.1.4 , in fact always is a splitting field for H .k
 .  .2.2.2 In the general situation described in 2.2.1 , let Pe R be a
prime ideal containing p. Let us assume that there is a valuation ring
X  . X  .R : Quot Rrp with maximal ideal P lying over Rrp, Prp , such that
X  .  .R rP ( Rrp r Prp ( RrP. In this situation d factors through d ,P p
w x w xsee 7, Section 4.2 , or 12, Proposition 2.12 . Hence this gives us a tool to
study d by studying the auxiliary map d .p P
 .  .  :This applies to our situation 2.13 , 2.14 , where p [ F e R [
y1 Äw x  :Z z , ¨ , ¨ and P [ p, F . Especially, RrP is a finite field of charac-
teristic l; hence d -modular reduced representations are computationallyP
much more tractable then d -modular reduced ones.p
 .2.2.3 Symmetric algebras. From now on we assume that H is aR
 4  U4symmetric R-algebra such that K is a splitting field for H , let T , TK i i
be a pair of R-bases which are dual to each other with respect to the
symmetrising form. If x is an irreducible character of H , then the SchurK
 .y1  .  U .element c g R is defined as c [ x 1 ?  x T x T . If c / 0, thenx x i i i x
x corresponds to a projective irreducible representation and the corre-
sponding centrally primitive idempotent e g H is given as e [ cy1 ?x K x x
 . U x T T . By Tits' deformation theorem, d induces a bijection betweeni i i p
the irreducible characters of H and H if and only if c g R_p for allK k x
irreducible characters x of H .k
 .2.2.4 Blocks and defect. From now on we assume that p is a principal
ideal. Hence R : K is a discrete valuation ring such that k ( R rp R .p p p
Let n denote the corresponding valuation.p
The minimal summands in a ring direct decomposition of H are calledk
its blocks, and we have a corresponding partition of the irreducible
 .representations of H and H . The value n c g N , where x is anK k p x 0
irreducible representation of H is called the defect of x . The maximumK
 .over the n c for all x belonging to one block is called the defect of thep x
 .block. By the remarks in 2.2.3 , the decomposition matrix of a block of
defect 0 is a 1-by-1 unit matrix. Hence in the sequel we will consider only
blocks of positive defect.
 .2.2.5 Central elements. Let z g H be a central element. By Schur'sR
Lemma z acts as a scalar x g R on each irreducible representation x ofx
X
XH . If x , x belong to the same block, then we have x s x .K x x
If H is a generic Iwahori]Hecke algebra of type H or H , the the basis3 4
element T g H corresponding to the longest element w g W is aw 00
central element. The scalars x can be read off from the character table ofx
H, which can be achieved in CHEVIE.
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 .2.2.6 Blocks of defect 1. Blocks of defect 1 have been dealt with by
w xGeck 7, Theorem 9.6 , for generic Iwahori]Hecke algebras of crystallo-
w xgraphic type. A careful analysis of the line of reasoning in 7, Section 9 ,
w xwhich is a paraphrase of parts of 13, Chap. 11 , shows that almost
everything works without change for the noncrystallographic cases.
Especially, as we assume that all irreducible representations are realiz-
able over K, we do not have to deal with ramification; hence there is no
exceptional vertex. As the ordinary irreducible characters of the Coxeter
groups under consideration still are real-valued, we can use contragredient
w xmodules as is done in the proof of 7, Proposition 9.5 . But as we do not
know a priori that d is surjective, we can only conclude that the decom-p
position matrix is described by a Brauer graph which is a connected
regular graph of valence 2; hence it is a straight line or a circle.
 . wAssume the latter case occurs. As we have n c q c G 2 by 7, Propo-p i j
xsition 9.3 , where c , c denote the Schur elements for two adjacenti j
characters in the Brauer graph, the circle must be of even length. But the
  ..projectively indecomposable characters see 2.3 , corresponding to a
circular Brauer graph of even length are Z-linearly dependent, contradict-
 .ing the remarks in 2.3.2 . Hence the Brauer graph is a straight line
without an exceptional vertex.
2.3. Projecti¨ e Characters
One of our main tools to compute decomposition numbers are projec-
tive characters.
 .2.3.1 There is a natural bijection between the irreducible H -modulesk
and the projectively indecomposable H -modules. Then Brauer reciprocityk
gives us a homomorphism
e : G H ª G H : w ¬ d ? dim End w ? x , .  .  . .p 0 k 0 K xw k Hk
x
where x runs over the irreducible representations of H and d denotesK xw
the corresponding decomposition number.
  ..  .The subroup e G H F G H is called the group of generalizedp 0 k 0 K
q .  .projective characters. Let G H be the submoniod of G H generated0 k 0 k
by the irreducible H -modules. Then the elements of the submoniodk
 q ..  .e G H of G H are called projective characters.p 0 k 0 K
 .   ..2.3.2 If e is an injective map, then e G H has a basis consistingp p 0 k
  .4of the projectively indecomposable characters e w , where w runsp
through the irreducible H -modules. In this case the problem of findingk
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decomposition numbers is equivalent to determining projectively indecom-
posable characters.
If H is an Iwahori]Hecke algebra then e is injective. Indeed, it hasp
w xbeen shown in 10, Section 3.2 that the statements concerning conjugacy
w xclasses and class polynomials proved for the crystallographic types in 11
hold without change for the noncrystallographic types. It has then been
w xshown by Geck and Rouquier 12, Lemma 3.1 and Theorem 5.2 that this
implies the injectivity of e .p
2.4. Computational methods
We now introduce the main computational concepts that will be applied
in the explicit determination of decomposition numbers.
 .2.4.1 First, we need a method to generate projective characters. Let
H be a finite-dimensional algebra over a field and let H X F H be a unitary
subalgebra such that H is a free right H X-module and a free left H X-mod-
w xule. In this case it follows from 6, Lemma I.4.6 and Theorem I.4.8 that
the restriction of a projective H-module is a projective H X-module, the
induction of a projective H X-module is a projective H-module, and each
projective H-module is a direct summand of an induced projective H X-
module.
If H is an Iwahori]Hecke algebra and H X is a parabolic subalgebra,
then the assumptions made above are fulfilled. By Tits' deformation
 X .  .theorem, the induction map G H ª G H equals the one for the0 K 0 K
 X.  .corresponding Coxeter groups G W ª G W . Hence induction can be0 0
carried out on the level of ordinary characters of the groups W X, W.
 .2.4.2 Given a set of projective characters, we then have to find a basis
 .for the subgroup of G H it generates, which again consists of projective0 K
characters. This can be done algorithmically by the FBA algorithm due to
 w x.Parker see 14, Section 5 . We use a slightly modified version, which is
w xdescribed in 18, Section 4.5 .
 .2.4.3 We next need a criterion which allows us to prove that a given
projective character is projectively indecomposable or to find candidates
for the projectively indecomposable summands it contains.
 .For a character q g G H let q s  q ? x , q g Z, be its decompo-0 K x x x
 .sition into the basis of G H consisting of the irreducible characters. If0 K
q is a generalized projective character, then it has been conjectured by the
wauthor and subsequently been proved by Geck and Rouquier 12, Proposi-
x  y1 .tion 4.4 , that n S q c G 0 holds.p x x x
If c is a projective character, then a summand q contained in c
necessarily fulfills 0 F q F c for all irreducible characters x and thex x
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valuative condition given above. Hence we find a set of candidates for
projectively indecomposable summands by looking through the finite set of
all characters q fulfilling the first condition and by testing its elements for
the second condition.
 . X2.4.4 Let again H be an Iwahori]Hecke algebra and H a parabolic
subalgebra. We finally need a method to explicitly induce an H X-module
up to H. As H is given as a finitely presented algebra and the generators
for H X are explicitly given even as a subset of the generators for H we can
use the VectorEnumerator to perform this task, provided we have found a
finite module presentation for the H X-module we are going to induce up.
For more details on how to find module presentations and on induction of
w xmodules using the VectorEnumerator, see 19 .
We will only use explicit induction for modules over some finite field FX
which are defined over the prime field F F FX; hence the computations
w xcan be carried out entirely over F; see 19 . Note that it is easy using the
MeatAxe over F to find the FX-constituents of a module which is defined
over F.
 .3. THE ALGEBRAS OF TYPE I m , m ) 22
3.1.
We are going to consider the generic Iwahori]Hecke algebra of type
 . 2  .I m with parameter u s ¨ over the field Q z , ¨ . Its standard genera-2 2 m
 .tors will be denoted by T and T . The Poincare polynomial P u [Âs t m
 . w x  .P u g Z u for the generic algebra of type I m with parameter uH  I m.. 22
 .  .  .is given by P u s F u ?  F u .m 2 d < m , d)1 d
 .The irreducible representations of the algebras of type I m have been2
w xdetermined by Kilmoyer and Solomon 15 , where also the corresponding
Schur elements can be found.
  ..If m s 2k q 1 is odd, then H I m has exactly two linear representa-2
 .tions, the index and the sign. The Schur elements are given as c s P uind m
ym  .  .and c s u P u . Furthermore, there are exactly m y 1 r2 pairwisesgn m
nonisomorphic two-dimensional irreducible representations X , where j gj
 .N, 1 F j F m y 1 r2. They are given by
2j yj ¨ 0y1 ¨ z q z .2 m 2 mX : T ¬ , T ¬ .j yjj s t2 ¨ z q z y1 .2 m 2 m0 ¨
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The Schur element for X is given asj
u y z j u y zyj .  .m my1c s m ? u ? .X j yjj 1 y z 1 y z .  .m m
  ..If m s 2k is even, then H I m has exactly four linear representations,2
the index and the sign representations and the two ``mixed'' types l and
U  .l . And there are exactly mr2 y 1 pairwise nonisomorphic two-dimen-
sional irreducible representations X . They are given by the same formulasj
 .as above, except that now 1 F j F mr2 y 1. For the Schur elements the
formulas given above also hold. For the additional linear representations
 . y1  .2Uwe find c s c s mr2 ? u ? F u .l l 2
As can be seen from the Schur elements given above, to get a nontrivial
decomposition map we have only to consider the cases F s F , where ee
divides m. We then have a standard choice for R by imposing the
condition ¨ y z g pe R.2 e
3.2. F -modular Decomposition Numbers for e ) 2e
For e ) 2 we see from the Schur elements that in both cases m even or
odd, the only nonprojective irreducible representations are ind, sgn, and
X . Hence they form one block, which is of defect 1. X is left fixedm r e m r e
by Curtis]Alvis duality, whereas ind and sgn are exchanged. Since the
F -modular reductions of ind and sgn are nonisomorphic, the decomposi-e
tion matrix of this block is
ind 1 ?
X 1 1m r e
sgn ? 1
Note that for e s m, which is the Coxeter number of the corresponding
Coxeter group, X s X is one of the reflection representations and sgnm r e 1
is obtained as the exterior square of X .1
3.3. F -modular Decomposition Numbers for e s 2e
For e s 2, we find that exactly the linear representations are the
nonprojective ones. Furthermore, all their F -modular reductions are2
equal; hence for m odd they form a block of defect 1, for m even of defect
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2, having the following decomposition matrix:
ind 1 ind 1
sgn 1 sgn 1
l 1
Ul 1
We add as a remark that this result can be obtained without use of the
Schur elements by considering the eigenspaces of the action of T and Ts t
and the trace of the action of T T on the module X .s t j
4. THE ALGEBRA OF TYPE H3
4.1.
 . w xThe Poincare polynomial P u g Z u for the generic algebra of typeÂ H3
H with parameter u is given by P s F3 ? F ? F ? F ? F . It turns out3 H 2 3 5 6 103
 .  y1 .that all of the c divide P u in Q z , u, u . Hence we only have tox Hi 3
 4 X  .  .w xconsider F s F , where e g 2, 3, 5, 6, 10 . Let F ¨ g Q z u be thee 2 e 5
 .minimum polynomial of z over Q z . Again we will use a standard2 e 5
X  .choice for R, given by F ¨ g pe R.2 e
4.2. F -modular Decomposition Numbers10
It turns out that the nonprojective irreducible characters are x , x ,1 2
x , x . All of them are of defect 1; hence they form a union of blocks of5 7
defect 1. Now we consider the F -modular reductions of the class func-10
tions corresponding to these characters. GAP shows that they span a space
of rank 3. Hence these characters form exactly one block. Furthermore, it
turns out that c q c is divisible by F2 , but c q c is not. Thisx x 10 x x1 5 1 7
determines the decomposition matrix:
 .1 1, 15 1 ? ?
 .5 3, 6 1 1 ?
 .7 3, 1 ? 1 1
 .2 1, 0 ? ? 1
Note that e s 10 equals the Coxeter number of the corresponding Coxeter
group. Furthermore, x is the reflection representation, x is its exterior7 5
square, and sgn s x is its exterior cube. Finally, we have ind s x .1 2
4.3. F -modular Decomposition Numbers6
It turns out that the nonprojective irreducible characters are x , x ,1 2
 .x , x . An argument similar to the one given in 4.2 shows that the3 4
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decomposition matrix is as follows:
 .1 1, 15 1 ? ?
 .3 5, 5 1 1 ?
 .4 5, 2 ? 1 1
 .2 1, 0 ? ? 1
4.4. F -modular Decomposition Numbers5
It turns out that the nonprojective irreducible characters are x , x ,1 2
x , x , x , x . All of them are of defect 1. But in this case, we find the6 8 9 10
  ..following F -modular reductions x of the scalars x see 2.2.5 : x s5 x x xi i 1
x s x s y1, x s x s x s 1. This shows that there are exactly twox x x x x8 10 2 6 9
blocks whose decomposition matrices are
L L L L1 2 3 4
 .  .1 1, 15 1 ? 2 1, 0 1 ?
 .  .10 4, 4 1 1 9 4, 3 1 1
 .  .8 3, 3 ? 1 6 3, 8 ? 1
4.5. F -modular Decomposition Numbers3
It turns out that the nonprojective irreducible characters are x , x ,1 2
 .x , x , x , x . Similarly to 4.4 we find the decomposition matrix using3 4 9 10
the following F -modular reductions: x s x s x s y1, x s x s3 x x x x x1 3 10 2 4
x s 1;x9
L L L L1 2 3 4
 .  .1 1, 15 1 ? 2 1, 0 1 ?
 .  .3 5, 5 1 1 4 5, 2 1 1
 .  .10 4, 4 ? 1 9 4, 3 ? 1
4.6. F -modular Decomposition Numbers2
The projective irreducible characters are x , x . All the other irre-9 10
ducible characters are of defect 3. Now we induce the projectively inde-
  ..composable characters see 3.3 , from the parabolic subalgebra of type
 .I 5 up to H , and restrict them to the defect-3 characters. This gives the2 3
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following projective characters, where L corresponds to the projectively1
 .indecomposable character of I 5 belonging to the block of defect 1.2
L L L1 2 3
 .1 1, 15 1 ? ?
 .2 1, 0 1 ? ?
 .3 5, 5 1 1 1
 .4 5, 2 1 1 1
 .5 3, 6 1 1 ?
 .6 3, 8 1 ? 1
 .7 3, 1 1 1 ?
 .8 3, 3 1 ? 1
  ..We look through the subsums of L , L , L , see 2.4.3 and find that L1 2 3 2
and L are indecomposable, whereas L has at most one of L or L as a3 1 2 3
 . 2summand. The field automorphism of Q z defined by z ¬ z inter-5 5 5
changes x and x leaving x fixed. Since R is fixed under this field5 6 1
automorphism, it follows that the F -modular reduction x of x is a2 1 1
constituent of x if and only if it is one of x . Hence L is also5 6 1
indecomposable.
5. THE ALGEBRA OF TYPE H4
5.1.
 . w xThe Poincare polynomial P u g Z u for the generic algebra of typeÂ H4
H with parameter u is given by4
P s F4 ? F2 ? F2 ? F2 ? F2 ? F2 ? F ? F ? F ? F .H 2 3 4 5 6 10 12 15 20 304
 .  y1 .Again, all of the c divide P u in Q z , u, u . Hence we only have tox Hi 4
 4consider F s F , where e g 2, 3, 4, 5, 6, 10, 12, 15, 20, 30 . We will use thee
 .standard choice for R as was described in 4.1 .
In the sequel we will look at the induced index representation of H .3
Using CHEVIE we find the character of the induced representation to be
given as x q x q x q x q x q x q x q x q x .1 3 5 11 13 18 20 27 31
5.2. F -modular Decomposition Numbers30
It turns out that the nonprojective irreducible characters are x , x ,1 2
x , x , x , all of which are of defect 1. The rank argument as was3 4 7
 .described in 4.2 shows that these all belong to the same block. Now the
defect 1 component of the induced index representation of H is given by3
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 .x q x ; see 5.1 . Since F does not divide P , the induced character is1 3 30 H3
projective. This determines the decomposition matrix:
 .1 1, 0 1 ? ? ?
 .3 4, 1 1 1 ? ?
 .7 6, 12 ? 1 1 ?
 .4 4, 31 ? ? 1 1
 .2 1, 60 ? ? ? 1
Note that e s 30 equals the Coxeter number of the corresponding Coxeter
group. Furthermore, x is the reflection representation, x is its exterior3 7
square, x is its exterior cube, and sgn s x is its exterior fourth power.4 2
Finally, we have ind s x .1
5.3. f -modular Decomposition Numbers20
It turns out that the nonprojective irreducible characters are x , x ,1 2
 .x , x , x . A similar argument as was used in 5.2 , the defect-1 block11 12 16
component of the induced index representation now being given by x q1
x , shows that the decomposition matrix is11
 .1 1, 0 1 ? ? ?
 .11 9, 2 1 1 ? ?
 .16 16, 11 ? 1 1 ?
 .12 9, 22 ? ? 1 1
 .2 1, 60 ? ? ? 1
5.4. F -modular Decomposition Numbers15
It turns out that the nonprojective irreducible characters are x , x ,1 2
x , x , x , x , x , x , x , x , again all of defect 1. Computing the5 6 18 19 20 21 24 29
  ..scalars x see 2.2.5 gives x s x s x s x s x s 1, x s x sx x x x x x x xi 1 2 18 19 29 5 6
  ..x s x s x s y1. The rank argument see 4.2 shows that this isx x x20 21 24
the block distribution of these characters. Now we again use the induced
  ..  .  .index representation see 5.1 which gives us x q x q x q x as1 18 5 20
a projective character:
 .  .1 1, 0 1 ? ? ? 5 4, 7 1 ? ? ?
 .  .18 16, 3 1 1 ? ? 20 16, 6 1 1 ? ?
 .  .29 30, 10 ? 1 1 ? 24 24, 7 ? 1 1 ?
 .  .19 16, 21 ? ? 1 1 21 16, 18 ? ? 1 1
 .  .2 1, 60 ? ? ? 1 6 4, 37 ? ? ? 1
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5.5. F -modular Decomposition Numbers12
It turns out that the nonprojective irreducible characters are x , x ,1 2
 .x , x , x . A similar argument as was used in 5.2 , giving x q x as a27 28 34 1 27
projective character, shows that the decomposition matrix is
 .1 1, 0 1 ? ? ?
 .27 25, 4 1 1 ? ?
 .34 48, 9 ? 1 1 ?
 .28 25, 16 ? ? 1 1
 .2 1, 60 ? ? ? 1
5.6. F -modular Decomposition Numbers10
It turns out that the nonprojective irreducible characters are x , x ,1 2
x , x , x , x , x , x , x , x , x , which are of defect 2, and x , x ,5 6 13 14 26 30 31 32 33 3 4
  ..x , x , x , which are of defect 1. Now we use the formula see 2.2.311 12 15
giving the centrally primitive idempotents e g H in terms of a pair ofx Ki
mutually dual bases. We find that even  e g H holds.ig 3, 4, 11, 12, 154 x Ri
Hence both the defect-1 and the defect-2 characters form a union of
blocks.
 .   ..5.6.1 The defect-1 block. The rank argument see 4.2 shows that the
defect-1 characters form one block. We now induce the projective charac-
  ..ter x q x see 4.2 from H up to H . Its components in the defect-12 7 3 4
 .block equals 2 ? x q x . This determines the decomposition matrix:3 11
 .3 4, 1 1 ? ? ?
 .11 9, 2 1 1 ? ?
 .15 10, 12 ? 1 1 ?
 .12 9, 22 ? ? 1 1
 .4 4, 31 ? ? ? 1
 .5.6.2 The defect-2 block. Now we concentrate on the defect-2 charac-
ters. We first induce up all the F -modular projectively indecomposable10
  ..characters of H see 4.2 and restrict them to their defect-2 block3
components. This gives us a set of projective characters belonging to the
 .defect-2 blocks. Applying the idea described in 2.4.2 we get a basis
consisting of the characters coming from L , L , x , x , x , x , x . It is3 1 8 6 4 3 9
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 .shown below in this order. Using the idea described in 2.4.3 we find that
L1 is projectively indecomposable. Furthermore, we find that all possible7
summands of the L1 are again in the subgroup generated by L1 [i
 1 4L . Finally, we observe that the matrix shown below is of loweri is1, . . . , 7
unitriangular shape:
1 1 1 1 1 1 1L L L L L L L1 2 3 4 5 6 7
 .1 1, 0 1 ? ? ? ? ? ?
 .2 1, 60 ? 1 ? ? ? ? ?
 .5 4, 7 1 ? 1 ? ? ? ?
 .6 4, 37 ? 1 ? 1 ? ? ?
 .13 9, 6 1 ? 1 ? 1 ? ?
 .14 9, 26 ? 1 ? 1 ? 1 ?
 .26 24, 6 1 1 ? ? 1 1 1
X .30 30, 10 1 1 1 1 1 1 1
 .31 36, 5 3 ? 2 ? 2 1 1
 .32 36, 15 ? 3 ? 2 1 2 1
 .33 40, 8 1 1 1 1 2 2 1
 . w xIn application of 2.2.2 we let l [ 11, which is fully decomposed in Z z ,
Ä 2w xlet peZ z be a prime ideal over l, F [ ¨ y z g R, and P [10
Ä 2 :  .p, F e R. Hence we have RrP ( GF 11 . Now we use the Vec-
torEnumerator to compute the d -modular reduction of the inducedP
  ..index representation of H explicitly see 2.4.4 . Applying the MeatAxe3
to the induced module, which is of dimension 120, shows that it has the
 2 . 2 2 2 2following constituents over GF 11 : 1a , 4a , 4b , 5a, 9a , 22 a, 25a, 32 a.
The defect-2 block component of the corresponding character is given as
 .x q x q x q x ; see 5.1 .1 5 13 31
There is exactly one linear constituent and it occurs with multiplicity 2.
 .A search as is described in 2.4.3 shows that there is exactly one possible
summand of L1 which has an entry 1 in the row corresponding to x , and1 1
the sum of the entries at x , x , x is less or equal to 1. Hence the5 13 31
projectively indecomposable character corresponding to the F -modular10
reduction of x is uniquely determined. It is shown below as L2 .1 1
Curtis]Alvis duality then gives the projectively indecomposable character
L2 .2
Now that the constituent 1a is accounted for as the d -modular reduc-P
tion of x , it follows that the F -modular reduction of x occurs with1 10 5
multiplicity at most 2 in the induced module. The same line of reasoning
as above now gives the projectively indecomposable characters L2 and L2 .3 4
 .Now combining this with the result in 5.6.1 , all the constituents
1a, 4a, 4b, 5a are accounted for as d -modular reductions of irreducibleP
F -modular characters. The consideration of x and the same type of10 13
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argument shows that L2 and L2 are projectively indecomposable:5 6
2 2 2 2 2 2 2L L L L L L L1 2 3 4 5 6 7
 .1 1, 0 1 ? ? ? ? ? ?
 .2 1, 60 ? 1 ? ? ? ? ?
 .5 4, 7 ? ? 1 ? ? ? ?
 .6 4, 37 ? ? ? 1 ? ? ?
 .13 9, 6 ? ? ? ? 1 ? ?
 .14 9, 26 ? ? ? ? ? 1 ?
 .26 24, 6 1 1 ? ? ? ? 1
X .30 30, 10 ? ? 1 1 ? ? 1
 .31 36, 5 1 ? 1 ? 1 ? 1
 .32 36, 15 ? 1 ? 1 ? 1 1
 .33 40, 8 ? ? ? ? 1 1 1
5.7. F -modular Decomposition Numbers6
It turns out that the nonprojective irreducible characters are x , x ,1 2
x , x , x , x , x , x , x , x , x , which are all of defect 2. First we3 4 5 6 22 25 26 27 28
  ..induce up all the projectively indecomposable characters of H see 4.33
and we get a basis consisting of characters coming from L , L , x , x ,3 1 7 5
x , x , x . It is shown below. We find that L1 , L1 , L1 , L1 , L1 are projec-8 6 9 3 4 5 6 7
tively indecomposable. Unfortunately, L1 and L1 may even have sum-1 2
mands which are not in the subgroup generated by L1:
1 1 1 1 1 1 1L L L L L L L1 2 3 4 5 6 7
 .1 1, 0 1 ? ? ? ? ? ?
 .2 1, 60 ? 1 ? ? ? ? ?
 .3 4, 1 1 ? 1 ? ? ? ?
 .4 4, 31 ? 1 ? 1 ? ? ?
 .5 4, 7 1 ? ? ? 1 ? ?
 .6 4, 37 ? 1 ? ? ? 1 ?
 .22 18, 10 1 1 ? ? ? ? 1
 .25 24, 12 1 1 ? ? 1 1 1
 .26 24, 6 1 1 1 1 ? ? 1
 .27 25, 4 3 ? 1 ? 1 ? 1
 .28 25, 16 ? 3 ? 1 ? 1 1
We again compute the constituents of the induced index representation, as
 .was described in 5.6.2 , now for the case l [ 7, which is fully ramified in
Äw x  : w x w xZ z . We let p [ 7 eZ z , F [ ¨ y v g R, where v g Z z is a12 12
w x  4.preimage of a primitive 12th root of unity in Z z rp ( GF 7 . Hence we
 4. 2 2have RrP ( GF 7 . We find: 1a , 8a , 16a, 18a, 32 a, 36a. The defect-2
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block component of the character of the induced index representation of
  ..H now equals x q x q x q x see 5.1 . The same line of reasoning3 1 3 5 27
 . 2as in 5.6.2 shows that L shown below is projectively indecomposable.1
Curtis]Alvis duality gives L2 . Finally we have L1 y L2 s L1 q L1 . This2 1 1 3 5
completes the decomposition matrix:
2 2 2 2 2 2 2L L L L L L L1 2 3 4 5 6 7
 .1 1, 0 1 ? ? ? ? ? ?
 .2 1, 60 ? 1 ? ? ? ? ?
 .3 4, 1 ? ? 1 ? ? ? ?
 .4 4, 31 ? ? ? 1 ? ? ?
 .5 4, 7 ? ? ? ? 1 ? ?
 .6 4, 37 ? ? ? ? ? 1 ?
 .22 18, 10 1 1 ? ? ? ? 1
 .25 24, 12 ? ? ? ? 1 1 1
 .26 24, 6 ? ? 1 1 ? ? 1
 .27 25, 4 1 ? 1 ? 1 ? 1
 .28 25, 16 ? 1 ? 1 ? 1 1
5.8. F -modular Decomposition Numbers5
It turns out that the nonprojective irreducible characters are x , x ,1 2
x , x , x , x , x , x , x , x , x , x , x , x , x , x , x , x , which3 4 8 9 11 12 17 18 19 20 21 24 26 31 32 34
are of defect 2, and x , x , x , x , x , x , which are of defect 1.5 6 10 13 14 22
  ..Considering centrally primitive idempotents see 2.2.3 and the scalars xx i
  ..see 2.2.5 shows that the sets of defect-2 characters x , x , x , x , x ,1 2 8 9 11
x , x , x , x and x , x , x , x , x , x , x , x , x and the sets of12 18 19 26 3 4 17 20 21 24 31 32 34
defect-1 characters x , x , x and x , x , x each form a union of5 6 10 13 14 22
blocks.
 .5.8.1 The defect-1 blocks. The decomposition matrices are
 .  .5 4, 7 1 ? 13 9, 6 1 ?
 .  .10 8, 13 1 1 22 18, 10 1 1
 .  .6 4, 37 ? 1 14 9, 22 ? 1
 .5.8.2 The defect-2 blocks. First we induce all of the projectively inde-
composable characters of H and restrict them to their components3
belonging to the first defect-2 block. We find a basis coming from the
following characters: L , L , L , x , x . It is shown below. An application3 1 2 4 3
 . 1 1 1of 2.4.3 shows that L , L , L are projectively indecomposable charac-3 4 5
ters. Furthermore, if L1 were not indecomposable, its decomposition were1
1  1 1 . 1 1L s L y L q L . An analogous situation holds for L by Curtis]1 1 4 4 2
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Alvis duality:
1 1 1 1 1L L L L L1 2 3 4 5
 .1 1, 0 1 ? ? ? ?
 .2 1, 60 ? 1 ? ? ?
 .8 6, 20 ? ? 1 ? ?
 .9 8, 12 1 1 1 ? ?
 .11 9, 2 1 ? ? 1 ?
 .12 9, 22 ? 1 ? ? 1
 .18 16, 3 2 ? 1 1 ?
 .19 16, 21 ? 2 1 ? 1
 .26 24, 6 1 1 1 1 1
Now we again induce the index representation of H using the Vec-3
ÄtorEnumerator, this time letting l [ 11, P [ ¨ y z , and RrP (10
 . 2 2GF 11 . The MeatAxe finds the following constituents: 1a , 4a , 4b, 6a,
9a2, 9b, 16a2, 16b, 25a. The component of the character of the induced
 .representation belonging to the block under consideration is by 5.1 given
by x q x q x . Now the d -modular reduction has exactly one linear1 11 18 P
constituent, and it occurs with multiplicity 2. Hence it follows that L2 [1
L1 y L1 is a projective character, and the decomposition matrix is1 4
2 2 2 2 2L L L L L1 2 3 4 5
 .1 1, 0 1 ? ? ? ?
 .2 1, 60 ? 1 ? ? ?
 .8 6, 20 ? ? 1 ? ?
 .9 8, 12 1 1 1 ? ?
 .11 9, 2 ? ? ? 1 ?
 .12 9, 22 ? ? ? ? 1
 .18 16, 3 1 ? 1 1 ?
 .19 16, 21 ? 1 1 ? 1
 .26 24, 6 ? ? 1 1 1
 .5.8.3 . Now we turn our attention to the second defect-2 block. Simi-
 .larly to the case dealt with in 5.8.2 we find a basis coming from
x , x , x , L , x , which is shown below. Furthermore, we find that L1 is7 5 4 4 3 5
projectively indecomposable or it decomposes as L1 s LX q LY.5
X Y1 1 1 1 1L L L L L L L1 2 3 4 5
 .3 4, 1 1 ? ? ? ? ? ?
 .4 4, 31 ? 1 ? ? ? ? ?
 .17 16, 13 ? ? 1 1 1 1 ?
 .20 16, 6 1 ? 1 ? ? ? ?
 .21 16, 18 ? 1 ? 2 1 ? 1
 .24 24, 7 1 1 1 1 1 1 ?
 .31 36, 5 2 ? 2 1 1 1 ?
 .32 36, 15 ? 2 1 3 2 1 1
 .34 48, 9 1 1 2 3 2 1 1
H4 .L ­ ? ? 2 1 y22 H3
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Now the component of the induced projectively indecomposably character
 . H4 1L ­ belonging to the block under consideration decomposes into L2 H3
as also shown above. Hence L1 is decomposable and LX, LY are projectively5
indecomposable characters. Clearly, the Curtis-Alvis dual counterpart LZ
of LY is also projectively indecomposable. We add these characters to the
1  . 2list L , and an application of 2.4.2 gives us the basis L shown below,
where L2 [ L1 , L2 [ L1 , L2 [ LX, L2 [ LZ , L2 [ LY :1 1 2 2 3 4 5
2 2 2 2 2L L L L L1 2 3 4 5
 .3 4, 1 1 ? ? ? ?
 .4 4, 31 ? 1 ? ? ?
 .17 16, 13 ? ? 1 ? ?
 .20 16, 6 1 ? ? 1 ?
 .21 16, 18 ? 1 ? ? 1
 .24 24, 7 1 1 1 ? ?
 .31 36, 5 2 ? 1 1 ?
 .32 36, 15 ? 2 1 ? 1
 .34 48, 9 1 1 1 1 1
As already seen above, L2 , L2 , L2 are projectively indecomposable charac-3 4 5
ters. Furthermore, we find that L2 is projectively indecomposable or it1
2  2 2 . 2decomposes as L s L y L q L . An analogous situation holds for1 1 4 4
L2 by Curtis]Alvis duality. We finally use again the d -modular reduction2 P
 .of the induced module already considered in 5.8.2 . Since the occurrence
of the constituent 1a is already accounted for, it follows that the F -mod-5
ular reduction of x occurs at most with multiplicity 2 in the F -modular3 5
reduction of the induced module. Hence it follows that L2 and L2 are1 2
decomposable and the decomposition matrix is
3 3 3 3 3L L L L L1 2 3 4 5
 .3 4, 1 1 ? ? ? ?
 .4 4, 31 ? 1 ? ? ?
 .17 16, 13 ? ? 1 ? ?
 .20 16, 6 ? ? ? 1 ?
 .21 16, 18 ? ? ? ? 1
 .24 24, 7 1 1 1 ? ?
 .31 36, 5 1 ? 1 1 ?
 .32 36, 15 ? 1 1 ? 1
 .34 48, 9 ? ? 1 1 1
5.9. F -modular Decomposition Numbers4
It turns out that the nonprojective irreducible characters are x , x ,1 2
x , x , x , x , x , x , x , x , x . All of them are of defect 2. Now10 11 12 13 14 23 24 27 28
F does not divide the Poincare polynomial P ; hence the irreducibleÂ4 H3
characters are projectively indecomposable. Inducing these up to H , the4
induced characters coming from x , x , x , x , x , x , x give the basis2 1 9 4 5 8 6
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 .depicted below, which is by 2.4.3 shown to consist of projectively inde-
composable characters:
 .1 1, 0 1 ? ? ? ? ? ?
 .2 1, 60 ? 1 ? ? ? ? ?
 .10 8, 13 ? ? 1 ? ? ? ?
 .11 9, 2 1 ? ? 1 ? ? ?
 .12 9, 22 ? 1 ? ? 1 ? ?
 .13 9, 6 1 ? ? ? ? 1 ?
 .14 9, 26 ? 1 ? ? ? ? 1
 .23 24, 11 ? ? 1 ? ? 1 1
 .24 24, 7 ? ? 1 1 1 ? ?
 .27 25, 4 1 ? 1 1 ? 1 ?
 .28 25, 16 ? 1 1 ? 1 ? 1
5.10. F -modular Decomposition Numbers3
It turns out that the nonprojective irreducible characters are x , x ,1 2
x , x , x , x , x , x , x , x , x , x , x , x , x , x , x , x . All of3 4 5 6 9 10 15 16 17 18 19 20 21 27 28 33
  ..them are of defect 2. Using the scalar technique see 2.2.5 we find that
these characters can be divided into the subsets x , x , x , x , x , x ,1 2 9 15 18 19
x , x , x , and x , x , x , x , x , x , x , x , x , each of which forms27 28 33 3 4 5 6 10 16 17 20 21
a union of blocks.
 .5.10.1 The first block. We induce up the projectively indecomposable
characters of H and find a basis consisting of the characters coming from3
x , x , x , x , L , which is shown below. Again these are projectively7 5 8 6 2
indecomposable:
 .3 4, 1 1 ? ? ? ?
 .4 4, 31 ? 1 ? ? ?
 .5 4, 7 ? ? 1 ? ?
 .6 4, 37 ? ? ? 1 ?
 .10 8, 13 ? ? ? ? 1
 .16 16, 11 1 1 ? ? 1
 .17 16, 13 ? ? 1 1 1
 .20 16, 6 1 ? 1 ? 1
 .21 16, 18 ? 1 ? 1 1
 .5.10.2 The Second Block. The same technique gives us the basis
shown below, which consists of the characters coming from L , L , L ,3 1 2
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x , x :7 5
1 1 1 1 1L L L L L1 2 3 4 5
 .1 1, 0 1 ? ? ? ?
 .2 1, 60 ? 1 ? ? ?
 .9 8, 12 ? ? 1 ? ?
 .15 10, 12 1 1 1 ? ?
 .18 16, 3 2 ? ? 1 ?
 .19 16, 21 ? 2 2 ? 1
 .27 25, 4 3 ? 1 1 ?
 .28 25, 16 ? 3 3 ? 1
 .33 40, 8 2 2 3 1 1
H4L ­ ? ? 1 2 y24
 . 1 1By 2.4.3 we find that L , L are projectively indecomposable. Further-5 4
more, the component of the induced character L ­H4 belonging to the4
block under consideration decomposes into L1 as is also shown above.
 . 2 1 1Hence, using 2.4.3 , L [ L y 2 ? L is a projectively indecomposable3 3 5
character. Finally, the only possible decompositions of L1 into projectively1
1  1 1 . 1  4indecomposable ones are L s L y c ? L q c ? L , where c g 0, 1, 2 .1 1 4 4
Now we again induce the index representation of H using the Vec-3
Ä w xtorEnumerator, with l [ 7 and P [ ¨ y v , where v g Z z is a6 6
w x  4.preimage of a primitive sixth root of unity in Z z rp ( GF 7 . The
MeatAxe finds the following constituents: 1a2, 8a2, 8b, 8c, 16a2, 18a, 36a.
The character of the component of the induced module belonging to the
 .present block is by 5.1 given as x q x q x . As its d -modular1 18 27 P
reduction has exactly one linear constituent, which occurs with multiplicity
2, it follows that L2 s L1 y 2 ? L1 and, by Curtis-Alvis duality, L2 s L11 1 4 2 2
y 2 ? L1 are projective characters. The decomposition matrix is shown5
below.
2 2 2 2 2L L L L L1 2 3 4 5
 .1 1, 0 1 ? ? ? ?
 .2 1, 60 ? 1 ? ? ?
 .9 8, 12 ? ? 1 ? ?
 .15 10, 12 1 1 1 ? ?
 .18 16, 3 ? ? ? 1 ?
 .19 16, 21 ? ? ? ? 1
 .27 25, 4 1 ? 1 1 ?
 .28 25, 16 ? 1 1 ? 1
 .33 40, 8 ? ? 1 1 1
5.11. F -modular Decomposition Numbers2
It turns out that the nonprojective irreducible characters are x , x ,1 2
x , x , x , x , x , x , x , x , x , x , x , x , x , x , x , x , x , x ,3 4 5 6 7 8 11 12 13 14 15 22 27 28 29 30 31 32
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which are of defect 4, and x , x , x , x , which are of defect 1. The18 19 20 21
  ..consideration of centrally primitive idempotents see 2.2.3 shows that
the characters of defect 4 form a union of blocks.
 .5.11.1 The defect-1 blocks. The same argument shows that the sets
x , x , and x , x form blocks, whose decomposition matrices are18 21 19 20
 .  .18 16, 3 1 19 16, 21 1
 .  .21 16, 18 1 20 16, 6 1
 .5.11.2 The defect-4 block. Inducing up the projectively indecompos-
able characters of H gives a basis consisting of the characters coming3
 . 1from L , L , L , x , which is shown below. By 2.4.3 we find that L is1 2 3 9 4
projectively indecomposable:
1 1 1 1L L L L1 2 3 4
 .1 1, 0 1 ? ? ?
 .2 1, 60 1 ? ? ?
 .3 4, 1 2 1 ? ?
 .4 4, 31 2 1 ? ?
 .5 4, 7 2 ? 1 ?
 .6 4, 37 2 ? 1 ?
 .7 6, 12 2 2 ? ?
 .8 6, 20 2 ? 2 ?
 .11 9, 2 3 2 1 ?
 .12 9, 22 3 2 1 ?
 .13 9, 6 3 1 2 ?
 .14 9, 26 3 1 2 ?
 .15 10, 12 2 2 2 ?
 .22 18, 10 2 2 2 1
 .27 25, 4 5 3 3 1
 .28 25, 16 5 3 3 1
 .29 30, 10 6 4 4 1
X .30 30, 10 6 4 4 1
 .31 36, 5 8 5 5 1
 .32 36, 15 8 5 5 1
 .5.11.3 In the case of the decomposition map d , we can improve theF 2
 .algorithm described in 2.4.3 by taking into account that the F -modular2
decomposition numbers of characters which are conjugate to each other by
Curtis]Alvis duality are equal. The orbits of length two are x l x , x1 2 3
l x , x l x , x l X , x l x , x l x , x l x .4 5 6 11 12 13 14 27 28 31 32
 . 2Furthermore, the field automorphism of Q z defined by z ¬ z has5 5 5
the following orbits of length two on the irreducible characters of defect 4:
x l x , x l x , x l x , x l x , x l x , x l x . The search3 5 4 6 7 8 11 13 12 14 29 30
for the projectively indecomposable characer corresponding to the F -2
modular reduction x can even be further improved by using the fact that1
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its decomposition into irreducible charactes gives multiplicities which are
constant on the above orbits.
Ä . w x5.11.4 Letting l [ 7, F [ ¨ y v g R, where v g Z z is a preim-4 4
w x  4.age of a primitive fourth root of unity in Z z rp ( GF 7 , we again
induce the index representation of H . The MeatAxe finds the following3
constituents: 1a2, 8a4, 10a4, 17a2, 32 a. The character of the component of
 .the induced module belonging to the present block is by 5.1 given as
x q x q x q x q x q x q x . Since the multiplicity of the linear1 3 5 11 13 27 31
constituent 1a equals 2, the projectively indecomposable character corre-
1sponding to x is an element of the set of all subsums of L such that the1 1
 .criteria given in 5.11.3 hold, the multiplicity of x equals 1, and the sum1
of the multiplicities of x , x , x , x , x , and x is less than 2. This set3 5 11 13 27 31
consists of the subsums L2 , LX shown below:1 1
X X2 2 2 2L L L L C C C L L1 1 2 3 1 2 3 4 4
 .1 1, 0 1 1 ? ? ? ? ? ? ?
 .2 1, 60 1 1 ? ? ? ? ? ? ?
 .3 4, 1 ? ? 1 ? ? ? ? ? ?
 .4 4, 31 ? ? 1 ? ? ? ? ? ?
 .5 4, 7 ? ? ? 1 ? ? ? ? ?
 .6 4, 37 ? ? ? 1 ? ? ? ? ?
 .7 6, 12 1 ? ? ? 1 2 ? 1 1
 .8 6, 20 1 ? ? ? 1 ? 2 ? ?
 .11 9, 2 ? ? ? 1 1 2 ? 1 ?
 .12 9, 22 ? ? ? 1 1 2 ? 1 ?
 .13 9, 6 ? ? 1 ? 1 ? 2 ? 1
 .14 9, 26 ? ? 1 ? 1 ? 2 ? 1
 .15 10, 12 ? 2 ? ? 2 2 2 1 1
 .22 18, 10 1 1 ? ? 1 2 2 ? ?
 .27 25, 4 ? ? 1 1 1 2 2 ? ?
 .28 25, 16 ? ? 1 1 1 2 2 ? ?
 .29 30, 10 ? 2 ? 2 2 4 2 1 ?
X .30 30, 10 ? 2 2 ? 2 2 4 ? 1
 .31 36, 5 1 1 1 1 3 4 4 1 1
 .32 36, 15 1 1 1 1 3 4 4 1 1
Now we induce the reflection representation x of H up to H , using7 3 4
Ä 2the VectorEnumerator, with l [ 11, F [ ¨ q 1 g R; hence RrP (
 2 .GF 11 . The MeatAxe finds the following constituents of the induced
module M, which is of dimension 360: 1a3, 4a6, 4b6, 5a5, 5b3, 16a, 17a5,
24a, 24b, 32 a, 40a, 48a. The character of the induced representation is
given as x q x X, where x [ x q x q x q x q x q x q 2 ? x3 7 11 27 29 30 31
and x X [ x q x q x q x q x q x q x are the components16 18 20 24 26 33 34
of the characer belonging to the block under consideration respectively not
belonging to it.
The multiplicity of the linear constituent of M shows that L2 is the1
projectively indecomposable character corresponding to x . The list of1
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constituents of M also shows that the F -modular reduction x of x is2 3 3
irreducible. By the field automorphism the reduction x of x is also5 5
irreducible. Now we compute all subsums of L1 such that the criteria2
 .described in 5.11.3 hold, the multiplicity of x equals 1, and the sum of3
the multiplicities of x , x , x , x , x , plus twice the multiplicity of x7 11 27 29 30 31
is less than 6. It turns out, that this subsum, L2 above, is uniquely2
determined, which, hence, is the projectively indecomposable character
corresponding to x . Applying the field automorphism gives the projec-3
2tively indecomposable character L corresponding to x .3 5
Furthermore, we have the following projective characters:
C [ L1 y L2 y 2 ? L2 y 2 ? L2 , C [ L1 y L2 , C [ L1 y L2 .1 1 1 2 3 2 2 2 3 3 3
Now the list of constituents of M shows that the F -modular reduction x2 7
of x decomposes into irreducibles as x s x q w. To find the projec-7 7 1
tively indecomposable character corresponding to w, we search for sub-
 .sums of C such that again the criteria of 5.11.3 hold, the multiplicity of1
x equals 1, and the sum of the multiplicities of x , x , x , x , plus7 11 27 29 30
twice the multiplicity of x is less than 5. We find two candidates, L2 , LX31 4 4
above. But the projectively indecomposable character corresponding to w
is also a subsum of C , which excludes LX . Then the field automorphism2 4
gives the projectively indecomposable character L2 .5
Finally, we let L2 [ L1 , which gives us the Z-linear independent set6 4
shown below. We find that all the induced projectively indecomposable
characters of H decompose into this set with nonnegative integral coeffi-3
cients; hence, this is indeed the decomposition matrix:
2 2 2 2 2 2L L L L L L1 2 3 4 5 6
 .1 1, 0 1 ? ? ? ? ?
 .2 1, 60 1 ? ? ? ? ?
 .3 4, 1 ? 1 ? ? ? ?
 .4 4, 31 ? 1 ? ? ? ?
 .5 4, 7 ? ? 1 ? ? ?
 .6 4, 37 ? ? 1 ? ? ?
 .7 6, 12 1 ? ? 1 ? ?
 .8 6, 20 1 ? ? ? 1 ?
 .11 9, 2 ? ? 1 1 ? ?
 .12 9, 22 ? ? 1 1 ? ?
 .13 9, 6 ? 1 ? ? 1 ?
 .14 9, 26 ? 1 ? ? 1 ?
 .15 10, 12 ? ? ? 1 1 ?
 .22 18, 10 1 ? ? ? ? 1
 .27 25, 4 ? 1 1 ? ? 1
 .28 25, 16 ? 1 1 ? ? 1
 .29 30, 10 ? ? 2 1 ? 1
X .30 30, 10 ? 2 ? ? 1 1
 .31 36, 5 1 1 1 1 1 1
 .32 36, 15 1 1 1 1 1 1
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