Graph representation learning aims to learn a low-dimension latent representation of nodes, and the learned representation is used for downstream graph analysis tasks. However, most of the existing graph embedding models focus on how to aggregate all the neighborhood node features to encode the semantic information into the representation and neglect the global structural features of the node such as community structure and centrality. In the paper, we propose a novel unsupervised graph representation learning method (VHKRep), where a variable heat kernel is designed to better capture implicit global features via heat diffusion with the different time scale and generate the robust node representation. We conduct extensive experiment on three real-world datasets for node classification and link prediction tasks. Compared with the state-of-the-art seven models, the experimental results demonstrate the effectiveness of our proposed method on both node classification and link prediction tasks.
I. INTRODUCTION
Graphs are a ubiquitous data structure, employed extensively within information networks (e.g., online social networks) and physical worlds (e.g., protein interaction networks) [1] . However, traditional machine learning methods (e.g., CNN) are difficult to mine and learn such data. Graph representation learning aim to learn a low-dimensional vector representation of node (or edge) for graph data mining, and learned vector can be used for many downstream tasks such as node classification [2] , link prediction [3] , community discovery [4] , [5] , recommendation system [6] , network visualization [7] .
Nevertheless, in practical application, graph representation learning is still a challenging task because the graph data has sparsity, high non-linearity and spatiotemporal characteristics. Firstly, nodes in most real networks are usually sparsely linked and unlabeled, which makes it challenging to use supervised learning methods to learn the structural features of complex networks, such as social networks and anonymous communities. Secondly, existing methods that focus only The associate editor coordinating the review of this manuscript and approving it for publication was Soon Xin Ng . on encoding local neighbor contexts into low-dimensional embeddings can easily lose potential global information (e.g., centrality and community structure). Thirdly, one of the challenges is how to continuously capture more high-dimensional graph structure features taking into account both spatial and temporal dimensions.
In order to alleviate these challenges, various methods of unsupervised graph representation learning approaches have been proposed for graph data analysis [8] - [17] . Basically, we categorize these methods into the following research topics: (1) Spectral-based approaches. Inspired by dimensionality reduction [18] and multi-dimensional scaling [19] , Locally Linear Embedding (LLE) [8] , [20] and Laplace Eigenmaps (LE) [9] assume that high-dimensional data are distributed over a particular low-dimensional spatial structure (manifold structure), and final embedding problem can be transformed into the eigenvalue decomposition problem of the Laplacian matrix [21] . However, these approaches are only suitable for small-scale networks due to the high time complexity of eigendecomposition for large-scale information networks. (2) Random walk-based approaches generate a random walk sequence as the input feature of the well-known FIGURE 1. Comparison with the sampling strategy. The random walk need many step walk to exploit all node, the heat diffusion only need one step diffusion to obtain context information between node A and other nodes.
word embedding algorithm Word2vec [22] to learn representation of the node. Deepwalk [10] and node2vec [11] are two examples. These approaches usually determine whether to capture more global structural features by adjusting the hyper-parameters (i.e., breadth-first search parameter q in node2vec). However, the methods mentioned above depend on the strategy of random walks, which have to trade off between preserving more local structures or preserving more global structures for different application scenarios. (3) Matrix factorization-based approaches model the high-order proximity of nodes to capture more global structures and obtain a low-dimensional representation of node by singular value decomposition (SVD) of relational matrix or similar matrix, such as Graph Factorization [12] , Grarep [13] and Hope [14] . These approaches based on matrix-factorization are inefficient when calculating the power of the adjacency matrix and decomposition of the relationship matrix in large-scale networks because of the data sparsity of the adjacency matrix. (4) Unsupervised graph representation based on neural networks is a hot research topic that has attracted much attention in recent years. SDNE [15] and DNGR [16] are typical methods, which use an encoder to model local and global structural features of the nodes to learn a low dimensional vector and utilize a decoder to reconstruct the graph data. Most algorithms [15] , [16] , [23] , [24] directly feed the adjacency matrix into autoencoder and model the first-order and second-order proximity while the global structural feature may be neglected. Another family of neural network-based embedding approaches on semi-supervised learning use the convolution operator on the graph to aggregate the features of neighbors and are shown to be effective, such as GCN [25] , GraphSage [26] and GAT [27] . For unsupervised graph representation learning, it hardly falls within the scope of the present paper.
Heat diffusion is one of the most common thermodynamics phenomena that describes a process in which the heat flows from a position with a higher temperature to a position with a lower temperature [28] . Heat diffusion on the graph is viewed as a propagation process that the heat placed on one node transfer to other nodes across the edge of the graph over time and generate a heat distribution of all nodes [29] . It encodes the latent local and global structural feature information of the nodes on the graph. In particular, heat kernel is the key to heat diffusion, and the heat distribution generated by heat diffusion with different durations represents different neighborhood structure information (e.g., 1-hop neighbors, 2hop neighbors, and multi-hop neighbors). Unlike the typical random walk process, the heat distribution produced by heat diffusion is not only related to the similarity between two nodes but also the weighted average of all related paths. As shown in Fig.1 , we give an illustrative example that shows the differences between the two strategies of exploring the graph structure.
By following this idea, we proposed a novel unsupervised graph representation learning approach, called VHKRep, which can capture more global structural features and more refined local structural features through heat kernel diffusion with different time scales. Also, VHKRep can model more high-order proximity and further improve the efficiency and robustness of representation learning on large-scale graphs.
The main contribution of this paper is as follows.
• We propose a novel unsupervised graph embedding approach based on variable heat kernel, which can adequately capture refined structural information from local to global via different time scales. Accordingly, the learned representation not only encodes the similarity features of the nodes but also contains more global structural features, and the smaller perturbations about graph structure are stable.
• Based on the variable heat kernel, we developed a sampling algorithm that uses the heat distribution after heat diffusion as the sampling probability to sample the node VOLUME 8, 2020 context sequence. Our sampling algorithm expands the breadth of sampling without additional overhead.
• We performed evaluation experiments for node classification and link prediction tasks on three real data sets. The experimental results show that our approach has better accuracy than the state-of-the-art approaches under the same efficiency.
The rest of the paper is organized as follows. Section II reviews related work. Section III formally define the problems of graph representation learning. Section IV details the proposed graph representation approach and heat sampling algorithm. Section V provides experimental evaluation results and parameters sensitivity analysis. We conclude with a summary and directions for future work in Section VI.
II. RELATED WORK
In this section, we briefly review related work about unsupervised graph representation learning, including approaches base on Graph spectral, approaches based on Random walk, approaches base on Matrix factorization and approaches base on Deep autoencoders.
A. APPROACHES BASED ON GRAPH SPECTRAL
Early graph representation approaches are directly inspired by dimensionality reduction [18] , [19] , it aims to represent a matrix(N × M ) as a latent matrix (N × K , K M ) such as principal component analysis (PCA) [18] and multidimensional scaling (MDS) [19] . However, these approaches can only capture linear structural information but fail to explore the non-linear topology. In the early 2000s, the approaches based on graph spectral theory were proposed to preserve the structure of high-dimension non-linear manifolds, such as Locally Linear Embedding (LLE) [8] , [20] , IsoMap [30] , directed graph embedding [31] , Laplace Eigenmap(LE) [9] , [32] and Heat Kernel Signature (HKS) [33] . These approaches assume that a node embedding and its neighbors lie on the manifold. LLE assumes the node embedding can be approximated by a linear combination of the representations of its neighbor nodes, i.e., Y i = j W ij Y j . The cost function gives the reconstruction error i |Y i − j W ij Y j | 2 , and the optimization problem of minimizing the loss function is finally transformed into the computation problem of the eigenvector of the relational matrix. However, for non-smooth or non-uniform manifold structures, uniform neighborhood values can seriously affect the final low-dimensional representation. In addition, the process of computing K-nearest neighbors is very time-consuming for large-scale data. IsoMap is an extension of MDS for preserving geodesic distances. However, IsoMap also has the problem of computational error in the case of sparse data. LE is the earliest and most well-know factorization-based approach that simply assumes that the representation of two connected nodes should be proximity, where the proximity is defined by the square of the Euclidean distance represented by the vector, and the optimization problem can be converted to Laplace eigenvector computation. Because LE can better distinguish data points, the result is significantly better than PCA on the node classification. Although LE can effectively distinguish high-dimensional non-linear data, it is difficult to obtain the low-dimensional mapping of new samples, especially for the cold-start user in social networks. For a concise feature descriptor, Sun et al. proposed Heat Kernel Signature (HKS) [33] , which restricts the heat kernel to the temporal domain. In addition, HKS inherits many useful properties from the heat kernel, such as isometric, multi-scale analysis, and stability under small perturbations of the shape. HKS simplifies the computation and storage of the extracted features and improves computational speed because it gives up the spatial domain and only considers temporal domain information. However, HKS also has few limitations, such as non-repeating eigenvalues, heuristic time parameter selection, and expensive eigendecomposition operation. The approaches based on graph spectral transforms the feature representation problem into the feature decomposition of the relation matrix. For large-scale networks, the feature decomposition of higher-order relation matrix has higher computational complexity, so the approaches base on graph spectral can only be applied to smaller-scale networks.
B. APPROACHES BASED ON RANDOM WALK
Inspired by the natural language processing model, the approaches based on random walk treat the nodes on the graph as the word in the text corpus, the node walk path of the random walk as the sentence in the corpus. The node walk sequence is used as an input to the Word2vec model to train the vector representation of the node. DeepWalk [10] and Node2vec [11] all fall within this class. DeepWalk algorithm first generates node sequence by truncated random walk on graph, then uses the Skip-gram and Hierarchical Softmax to model each node in a local window and maximize the likelihood probability of node sequence, and finally obtain the vector representation of each node. DeepWalk can easily implement parallel learning in large-scale networks, but its way of randomly selecting context neighbors leads to model instability. Also, a large number of iterations are required for the capture of global structural features. Unlike the uniformly and randomly selection neighbor strategy of DeepWalk algorithm, Node2vec [11] approach introduces breadth-first search and depth-first search into the random walk sequence generation process by two controlling parameter p and q. By adjusting the parameters, the Node2vec allows the model to trade off between the learned representation that trend to more local features or representation that trend to more global features. Another typical unsupervised graph representation approach is LINE [34] , which use KL-divergence metric [34] as loss functions to optimize the first-order proximity and the second-order proximity objectives. Unlike DeepWalk and Node2vec, LINE is suitable for both undirected graphs and directed graphs and considering the computational performance problem for large-scale information networks. Through LINE can preserve the local and global network structural information, it learns the representations separately then concatenate the representation. It is sub-optimal than simultaneously modeling first-order and second-order proximities to capture both the local and global structural features.
C. APPROACHES BASED ON MATRIX FACTORIZATION
Matrix factorization-based approaches are another typical unsupervised graph representation learning algorithm, which decomposes the relation matrix into low dimensional vectors to complete dimensionality reduction. Typical algorithms belonging to this category include Graph Factorization [12] , Grarep [13] , and Hope [14] . Graph Factorization algorithm directly decomposes the adjacency matrix to learn the low-dimensional representation of the node. Grarep uses different powers of the adjacency matrix (e.g., A, A 2 , A 3 orA k ) as relationship matrices in order to model higher-order proximity, then decompose them and concatenates learned each embedding together as the final node representations, which contain more underlying global structure information. However, GraRep needs to compute high-order relation matrices by matrix multiplication, which faces the problem of computational efficiency and storage efficiency for large-scale networks. In order to preserve asymmetric information of the original network, HOPE algorithm learns two different representations for each node. It first constructs a different asymmetric relationship matrix and then uses the JDGSVD algorithm to perform matrix reduction to obtain the representation of the node. The matrix factorization approaches described above are linear mapping model that is difficult to capture underlying nonlinear structural features. Moreover, the efficiency problem of large-scale graph matrix factorization is also a challenge.
D. APPROACHES BASED ON DEEP AUTOENCODER
In order to effectively capture the highly nonlinear network structure and preserve the global and local features of the structure, Wang et al. [15] proposed a deep structure network embedding method (SDNE), which employ an unsupervised component to model the second-order proximity to preserve the global structure, and used first-order proximity as the supervise information of the supervised learning component to preserve the local network structure. Unlike SDNE method, Deep Neural Graph Representations (DNGR) [16] proposes to employ random surfing capture graph structure information and generate a probability co-occurrence (PCO) matrix, then compute the pointwise mutual information (PPMI) matrix based on the probability co-occurrence matrix, and finally use the stacked denoising autoencoder to learn the low-dimensional graph node representation. The main idea behind these approaches based on deep autoencoder is that they use stacked denoising autoencoder to compress local neighborhood information of nodes into a low-dimensional representation vector. However, these approaches have few limitations, such as the dimension input vector is fixed and cannot learn the representation of newly joined nodes.
III. PROBLEM DEFINITION AND PRELIMINARIES
We formally define the problem of graph embedding. We first define a graph as follows:
where V is the set of nodes (points, or vertices) denoted as {v 1 , · · ·, v n } n=|V | . Each node represents an entity in social networks such as social user, network node or product item, etc. Each edge e = (u, v) is a pair of nodes associated with a weight w. For an undirected graph, (u, v) = (v, u), and for a directed graph, (u, v)! = (v, u). The adjacency matrix A of the graph G is defined as:
For graph G with n nodes, its Laplacian matrix Ł is defined as:
where D is the degree matrix. Moreover, the normalized Laplacian matrix is defined as:
Definition 2 (Heat Diffusion on Graph): Given a Graph
, and d << |V |. In the space R d , both the high-dimensional information and the manifold structure are preserved.
IV. PROPOSED METHOD
In this section, we present a novel approach of graph representation called VHKRep, which designs a variable heat kernel operator with time gradients. VHKRep combines the heat kernel diffusion model based on manifold learning and natural language process model based on deep learning. Accordingly, it can adequately capture the structural information from local to global.
A. FRAMEWORK
We describe the general framework of our propose approach, which includes diffusion, sampling, and embedding. The framework of our proposed approach is shown in Fig.2 . To capture the high-dimensional and global structural information as much as possible, we design a variable heat kernel operator with time scale, and use heat diffusion to obtain the heat distribution of each node (e.g. in Fig.2 , the vector h i generated by heat diffusion). Moreover, aiming at the sparsity problem, we develop a sampling algorithm which uses the heat distribution of each node after heat diffusion as the sampling probability for sampling neighborhood node and generate a node sequence (e.g. sequence A, B, · · ·, D FIGURE 2. Framework of VHKRep, which consisting of three phases: diffusion,sampling and embedding, where h i is a heat distribution vector with dimension |V | after heat diffusion, Z i is a node representation vector with dimension dimension.
in Fig.2 ).This sequence is seen as a sentence similar to natural language processing, then employ word embedding model (e.g. skip-gram and hierarchical softmax ) to learn node representation (e.g. Z i in Fig.2) .
B. DESIGN VARIABLE HEAT KERNEL
In thermodynamics, a heat placed at a point on a physical entity gradually diffuses to other points around it as time passes until the heat at all points reaches equilibrium. This process is known as heat diffusion or heat conduction [35] . Heat diffusion is often used to measure the molecular structure and defect location within a material in material defect detection. Inspired by this idea, the heat diffusion on the graph is viewed as the process of heat transfer from the seed node to the neighbor node across the edges of a graph over time.
In general, if the heat varies with time and three spatial coordinates, heat diffusion is also referred to as three-dimensional non-stationary heat conduction and can be described by the heat equation. For a function H (x, y, z, t) of three spatial variables (x,y,z) and the time variable t, the heat equation is:
More generally in any coordinate system:
where denotes the Laplace operator( = ∂ 2
.), and α is a real coefficient. Generalized to the topological space, the discrete heat equation associated with the Laplacian is given by:
where L is second-order differential operator acting on H and L is equivalent to − . Similarly, the graph Laplacian is also a second-order differential operator, for any function f : V → R, it satisfies
where u and v ∈ V is a pair of nodes. For the graph, the heat kernel which is the fundamental solution of the heat equation can be also viewed as describing the diffusion of heat across the edges of the graph over time and the heat diffusion rate is determined by Laplacian of the graph. Accordingly, the solution to the heat equation is:
where I denotes the identity matrix, in particular H 0 = I . For any t ≥ 0, the heat kernel H of the graph G is defined to be the |V |×|V | matrix ( |V | is the number of nodes). When t → 0 + , the heat kernel depends on the local structural information of the graph. Conversely, when t → t n , the heat kernel depends on the global structural information of the graph. In order to more fully preserve the local proximity( e.g., first-order and second-order proximity) of the original high-dimensional space in the low-dimensional space while preserving its global connectivity, we develop a variable heat kernel that can combine different proximity search gradients with time to capture more high-dimensional structural information, and this is given by:
where H t n is a heat kernel with different time scale, defined as follows:
and a 1 , a 2 , .., a n are variable heat kernel coefficients. Concretely, the variable heat kernelĤ is a linear combination of heat kernel H i at different time t, where each heat kernel represents a time gradient for exploring structural information from local to global. Because local structural information is critical to exploring the network structure and preserving the high-dimensional nonlinear manifold structure, the variable heat kernel coefficients usually satisfy the condition a 1 > a 2 > . . . > a n .
Most diffusion processes are governed by heat equation, such as heat diffusion and particle diffusion. Moreover, heat diffusion operator is an example of discrete diffusion operators [36] . Hence, the heat distribution in the discrete heat diffusion process at time t is given by:
where f corresponds to the initial heat distribution: f = (0, ···, f i = 1, · · ·, 0), i is a seed node. The heat distribution h is a vector which represents discrete distribution of the heat of each node at time t after heat diffusion from a seed node. According to the heat diffusion process, the highest heat at t = 0 gets gradually transferred to the other nodes of the network from the seed node across the weighted edge over time. As time t increases, the heat is instantaneously diffused to all the nodes of the network, where the nodes closer to the seed node can receive more heat values. Therefore, a node can get a different heat distribution at different times t after heat diffusion. We use one-third of the initial heat as the threshold to sample the nodes in the heat distribution. The heat distribution at different times t results in different sets of samples(neighbor sets). When time t is gradually increased from 0, the neighbor sets also extends from a 1-hop neighbor to the 2-hop neighbor or even a multi-hop neighbor. Therefore, we call the heat distribution at time t a diffusion gradient. Fig.3 sketch an example of the heat diffusion process at three different times. As we can see, the curve is steeper and narrower at time t 1 , which means that the range of neighbor sets sampled at time t 1 is only local. Although the diffusion gradient at time t 1 can only explore the nearest local neighbor nodes, its variance of heat distribution is large. This indicates that the gradient is capable of capturing more discriminative local neighborhood features. For example, in a top-10 recommendation, selecting the best ten items from among many candidate items requires more differentiated features. Note that as t gradually increases, the heat of all nodes on the graph tends to balance, i.e., the gradient begins to become smaller and the neighbor set begins to expand to 2-hops, 3-hops, and even multi-hop neighbors (e.g., at t 2 ) until the final heat reaches balance state (wider and flatter curve). Accordingly, we can adequately capture the latent structural information from local to global through different diffusion gradients. For example, while the gradient continues to shrink, the individual community in social networks also expands from initial family group to friends community, even city community or entire social community. Moreover, for specific real scenes, we can adjust the proportion of different gradients by the variable heat kernel coefficients. Accordingly, our approach can be easily extended to more complex task-specific settings.
C. HEAT KERNEL DIFFUSION ALGORITHM
In this section, we describe the main ideas of the heat diffusion algorithm base on variable heat kernel in detail and give the implementation process and the pseudo-code of the algorithm. The algorithm consists of two parts. The first part is to calculate the normalized Laplacian matrix, and the second part is to perform heat diffusion based on variable heat kernel. The detailed steps of the algorithm are shown in Algorithm 1.
Algorithm 1 Heat Kernel Diffusion Algorithm
Require: G: (V, E); t: time; seednode: start node of diffusion; heatnum: initial value of heat Ensure: h: Heat Distribution Vector (the heat received by other nodes after diffusion) 1: A ← getAdjacencyMatrix(G) 2: 
Lines 1-5 in Algorithm 1 shows how to calculate the normalized Laplacian matrix from the degree matrix and the adjacency matrix. Lines 6-9 are the core of heat diffusion. Line 6 first initializes a vector f (f ∈ R |V | ) indexed by the nodes of the graph, in which the value of the ith element is the initial heat value given by the input (heatnum), and the other elements are 0. The variable heat kernel matrix H s is a linear combination of heat kernel with different time gradients, in which each heat kernel with the time scale can explore different ranges of local structural information. The pseudo-code for variable heat kernel computing is shown in line 8 of Algorithm 1. For the hyperparameters a i , the initial value can be set to a 1 = 1, a 2 = 0.5, a 3 = 0.25, and the parameter t i is set to t 1 = 1, t 2 = 2, t3 = 4, and then constantly adjust the parameter values according to the empirical experiment to get the best results. For other different scenarios, these parameters could be set differently. Line 9 of Algorithm 1 shows a heat diffusion process with variable heat kernel, where h s is a heat distribution vector obtained by multiplying the variable heat kernel matrixĤ s by the initial heat distribution vector f . Concretely, h s is defined as a |V |dimensional vector, which represents the weighted sum of heat distribution of node s (s is seed node) in different time instants (t 1 , t 2 , t 3 ), and each of its elements represents the heat of other nodes after diffusion from the seed node s.
D. HEAT SAMPLING ALGORITHM
Traditional sampling algorithms such as MCMC (Markov Chain Monte Carlo) and Gibbs sampling simulate Markov chain to select the next transition state by random walk. However, these algorithms have lower computing efficiency on the large-scale graph. To embedding very large information networks into low-dimensional vector space, literature [34] used Alias method to sample nodes from a discrete probability distribution, which takes only O(1) time. Inspired by sampling algorithm in [34] , we propose a novel sampling strategy named heat sampling, which employs Alias method for sampling by the discrete heat distribution. Unlike the sampling algorithm in [34] , our proposed approach uses the heat distribution matrix rather than the transition probability matrix.
Intuitively, the node with the higher heat value is closer to the seed node. In Algorithm 1, we generate the heat distribution vector h s , where s represent the seed node. We normalize the heat distribution h s to between 0 and 1, and use it as sampling probability to select the neighbors of the node. As the example in section I, we take node A as the seed node, which is placed 100 units of heat, then conduct heat diffusion based on variable heat kernel. As a result, h A = {C : 13.84, B : 13.7, H : 13.83, G : 6.01, D : 14.82, A : 44.32, F : 3.57, E : 3} is the heat distribution of node A, where each value corresponds to the heat of the nodes A-H after heat diffusion. Obviously, the node closest to A is D, followed by C and H, and the farthest node is E in Fig.1 .
However, as mentioned above, the heat distribution vector is a |V |-dimensional vector. For a large-scale network in real-world scenarios, sampling efficiency is extremely low. Therefore, it is sufficient to sample only the nodes closest to the seed node. In other words, only the nodes in the receptive field of the seed node are sampled. In this work, we set a threshold parameter p to control the receptive field of the seed node, and the parameter p is not a fixed value. In our experiment, we set it to one of the node degrees. By setting the receptive field parameter p, the model can flexibly tune the sampling range to capture first-order proximity, second-order proximity, and higher-order proximity better. The implementation process and pseudo code of the algorithm are shown in Algorithm 2. In contrast, the heat sampling probability in our proposed heat sampling method primarily contains the global context information of the node, including the neighbor information, the propagation path, and aggregation path information. In other similar sampling methods, the sampling probability is dominated by the k-step transition probability, or the hyper-parameter is used to tune the breadth and depth of the search, such as node2vec [11] and grarep [13] .
Algorithm 2 Heat Sampling Algorithm
Require: G: (V, E); p: sampling threshold Ensure: Walks: node sequence 1: for i in G.nodes 2: H ←HeatKernelDiffusion(i,G)
3:
Nbrs ←getHeatNeighbors(H,i,p)
4:
Pr ← NormalizeNeighbors(Nbrs) 5:
Alias[i] ←Table(Pr) 6: end for 7: for iter in walksNum 8: Shuffle(nodes = G.nodes) 9: for v in nodes 10: Walk = nearSampling(v,Alias) 11: Walks.append(Walk) 12: end for 13 : end for E. REPRESENTATION LEARNING Employing a natural language processing model [37] to learn node vector representation is a common method in the prior work based on random walk (i.e., DeepWalk and Node2vec). The main idea behind this method is to simulate the nodes of the network as words in the natural language model and simulate the sequence of nodes generated by random walks as sentences in the natural language model, then use the node sequence as the input of the skip-gram model to learns vector representation of the node. Since the frequency distribution of words in the natural language model is similar to the power-law distribution in the social network, the word representation model of the natural language model is also applicable to the network node representation.
Motivated by the natural language process model skipgram, the work based on random walk maximizes the co-occurrence probability between the target node and its context nodes with the context window. Formally, for each v i ∈ V , we have a random walk node sequence S = {v 1 , v 2 , ·· ·, v N } and its context nodes C i = (v i−w , · · ·, v i+w ). Thus, the conditional probability can be formalized as follows:
For node v i , the loss of model is:
where u i and u j are the representation vectors of the nodes v i and v j in low-dimensional space, and k is context window size.
V. EXPERIMENTS
We compare the efficiency and accuracy of VHKRep with the state-of-the-art model through experiments on standard real-world datasets. All algorithms are written in Python3 and use classical complex network analysis library networkx2.1 1 and deep learning util package keras2.1 2 achieve execution. All experiments are conducted on an Intel Core i5-5200U with 8Gb RAM running on Macbook. The accuracy of node classification is evaluated with both macro-F1 and micro-F1. Bold numbers represent the best results.
B. BASELINES
We compare the following baseline approaches.
(1) DeepWalk: DeepWalk [10] is an approach that learns the representation of social networks. For each node, truncated random walk method is used to encode graph structure into linear node sequences. Furthermore, the skip-gram model with hierarchical softmax is used as the loss function to obtain node embedding.
(2) Node2vec: Node2vec [11] introduces two parameters p and q based on DeepWalk, which are used to control the probability that the random walk model prefers the breadth-first or the depth-first search.
(3) LINE: LINE [34] is a recently proposed approach for learning graph representations on large-scale information networks. It presents second-order proximity to extend the neighborhood search breadth. Intuitively, the second-order proximity is determined by the number of common neighbors between the two nodes. In other words, the more the number of common neighbors, the higher the second-order proximity of the two nodes.
(4) GraRep: GraRep [13] is a graph representation approach based on matrix factorization, which utilizes the k-step transition probability matrix of the graph. For each single step information, GraRep learns a low dimensional representation by applying SVD to the power of the adjacency matrix that indicates the given k-step information. The final representations with global information are concatenated from all k steps embeddings.
(5) Graph Factorization: Graph Factorization (GF) [12] is a graph representation approach based on matrix factorization, which utilizes k-step transition probability matrix of the graph.
(6) HOPE: HOPE [14] proposed the idea of preserving asymmetric transitivity by approximating high-order proximity which are based on asymmetric transitivity.
(7) SDNE: SDNE [15] is a semi-supervised deep model consisting of multiple layers of nonlinear functions. It uses the second-order neighbor relationship by semi-supervised learning to capture the global network structure, and the first-order neighbor relationship uses supervised learning to preserve the local structure.
C. PERFORMANCE EVALUATION 1) NODE CLASSIFICATION
In this experiment, we use the multi-label node classification task to evaluate the proposed approach to social networks such as Wiki network, blogCatalog network, and Cora network. Because the nodes have multiple labels, the prediction of node classification is much more complicated than the simple classification problem that each sample can only belong to one category. In binary classification, the F1-score is a measure of the accuracy. For the classification results, it is a weighted average of precision and recall. The range of the F1-score is between 0 and 1, where the best accuracy is represented by 1. The formula for the F1-score is:
where Precision indicates how many predictions are correct in the samples predicted positive, and Recall indicates how many positive samples are positively predicted. Precision and Recall are defined as:
In order to comprehensively consider the evaluation indicators, the Macro-average and Micro-average are usually used to evaluate the classification accuracy of the model in a multi-label classification task. If the distribution of each class is imbalanced, the Micro-F1 score is better than the Macro-F1 score. Obviously, the Macro F1 score does not take in count the number of each class.
In this work, we randomly sample a portion of nodes from the datasets as the training set and the rest nodes as the testing set. The portion varies from 10% to 90%. Table 2 , Table 3 , and Table 4 show the corresponding evaluation results on WiKi, BlogCataLog, and Cora dataset, respectively, and the best performance is marked in bold. In order to facilitate the comparison, the dimension parameter is set to d = 128, the context window parameter is set to w = 10, and the coefficients of variable heat kernel are set to a 1 = 0.7, a 2 = 0.2, a 3 = 0.1 for the proposed approach and the baseline approaches. The representation vectors of all baseline approaches are trained with the machine learning algorithm (e.g., logistic regression). As shown in Table 2 , the Micro-F1 score of VHKRep approach is improved over other baseline approaches on the WiKi dataset. The Macro-F1 score is also better than other baseline approaches. Also, the Micro-F1 and the Macro-F1 mean scores are also higher than other baseline approaches. Table 3 shows the evaluation results on the BlogCataLog dataset. Among these evaluation results, the Macro-F1 score of VHKRep approach is better than other baseline approaches, and the Micro-F1 score is also better than other baseline approaches. Compared with other baseline approaches, the Micro-F1 and the Macro-F1 scores of VHKRep approach are also improved on the Cora dataset in the node classification task. The evaluation results are shown in Table 4 .
2) LINK PREDICTION
We evaluate the performance of our proposed approach on two datasets (Wiki and Cora) in link prediction task. To conduct the link prediction task in a social network, we randomly hide 10% of the existing links (about 1700 links to Wiki, 500 links to Cora), and the rest as the training data to train the representation model. We use ROC (Receiver Operating Characteristic) and AP (Average Precision) as the evaluation metric to predict the hidden links. As the experimental result in Table5, this demonstrates our proposed approach can predict efficiently new link on real-world datasets in link prediction task. 
D. PARAMETER SENSITIVITY
In this section, we discuss the sensitivity of model parameters in the multi-label classification task on three datasets (Wiki, blogCatalog, and Cora) for all of the baseline. Specifically, we focus on the effect of parameters such as embedding dimension, context window, and coefficients of the variable heat kernel. 
1) DIMENSION
In order to evaluate the effects of the dimension d in the network classification task, we first fix the context window size to 20, the variable kernel coefficient to a 1 = 0.7, a 2 = 0.2, a 3 = 0.1, and sampling receptive field parameter p to one of the node degrees, then we scan the dimension parameters d from 10 to 130 in steps of 10. Fig.5 shows the effects of varying the values of dimensions d on the different baseline. Fig.5a, b show Micro-F1 score and Macro-F1 score on the Wiki network, as well as Fig.5c, d show Micro-F1 score and Macro-F1 score on the Cora network. For this test, 10% of labeled nodes are used to train the model. As demonstrated in Fig.5 , the best performance is obtained when the parameter value is 115. Overall, compared with other baseline methods, the trend of the parameters is smooth. In other words, VHKRep model is not sensitive to the parameter dimension. 
2) CONTEXT WINDOW
For the natural language process model (Skip-Gram or CBOW), the context window is a critical parameter that needs to be tuned. Also, the node context window is required to have an optimal value in our proposed method. However, for social networks, a broader context window tends to capture more global structural information, and a smaller context window means that only local structural information can be captured. As with dimension parameter d, we first fix the dimension to 115, the variable kernel coefficients to a 1 = 0.7, a 2 = 0.2, a 3 = 0.1, and the diffusion receptive field p to one of the degrees, then we take context window values from 1 to 30, each increment of 1, and examine that the efficiency of the model is affected by the parameters in the node classification task. The tuning results are demonstrated in Fig.6 . The context window size of 25 can yield the best accuracy of prediction. As we can see, when the context window is increased from 1 to 30, our proposed method has a Micro-F1 score ranging from 0.75 to 0.77 in the node classification task on Cora network, the fluctuation amplitude is 0.02, and the fluctuation of the DeepWalk is 0.25, Node2vec is 0.07. In general, our proposed approach has less fluctuation and not sensitive to the parameter context window.
3) COEFFICIENT OF VARIABLE HEAT KERNEL
As mentioned in Section 3.2, we introduce the hyperparameters, coefficients of variable heat kernel with different time gradients (a 1 , a 2 , · · ·, a n ) to explore as much local proximity structure and global connectivity as possible. However, how to set these parameters in the real application scenario to perform the task is a challenge. In this work, according to the different datasets, we only take three variable heat kernels with time gradient, i.e., the time takes t 1 , t 2 , t 3 , and the variable heat kernel coefficient takes a 1 , a 2 , a 3 . Intuitively, in order to better capture local structural information while preserving global connectivity in high-dimensional space, the parameter value can be set a 1 > a 2 > a 3 . Empirical experiments prove that the evaluation results of node classification are the best when a 1 = 0.7, a 2 = 0.2, a 3 = 0.1, and t 1 = 1, t 2 = 2, t 3 = 4, and the parameters both dimension and window also have better smoothness.
VI. CONCLUSION
We present a novel unsupervised graph embedding approach base on variable heat kernel with the time scale named VHKRep, which can adequately capture the structural information from local to global via heat diffusion at different time scales. The extensive experiments show VHKRep not only perform well than other baseline approaches in node classification and link prediction task but also have better generalization ability for information networks with a small number of classification labels, especially in the real application with the primary purpose of network structure feature extraction. Moreover, our proposed approach is more efficient than the baseline approach in large-scale networks, such as BlogCatalog. For large-scale complex information networks and spatiotemporal networks, there are still many challenges. Therefore, how to apply our proposed approach to large-scale networks and improve computational efficiency is the direction of our future efforts. 
