The natural partial order on a regular semigroups was introduced by K. S. S. Nambooripad in 1980. Later natural partial order on an arbitrary semigroup was also introduced by H. Mitsch. In this paper we describe the natural partial order on the class of semigroups M n (R) and the semigroup L(V ) of linear operators on a finite dimensional vector space V .
A set S is a groupoid with respect to a binary operation if for every pair of elements a, b ∈ S there is an element a · b ∈ S which is the product of a by b. A groupoid S is a semigroup if the binary operation on S is associative. An element a ∈ S is called regular if there exists an element a ∈ S such that aa a = a, if every element of S is regular then S is a regular semigroup. An element e ∈ S such that e · e = e is called an idempotent and the set of all idempotents in S will be denoted by E(S). The class of regular semigroups in which the idempotents commute is the class of inverse semigroups. A subset I of a semigroup S is called left (right, two sided) ideal if SI ⊆ I (IS ⊆ I, SIS ⊆ I). In the study of the structure of semigroups ideals and idempotents play vital role.
A binary relation on a set X is a partial order if it is reflexive, antisymmetric and transitive. For any semigroup S the set of idempotents E(S) is a partially ordered set with respect to the partial order defined by
f ∈ E(S).
It is possible to extend this ordering from E(S) to the whole of S, defining it by means of the multiplication of S and such partial order is termed as the natural partial order on S.
Preliminaries
In the following we assume familiarity with the basic terminology and result of semigroup theory as in [3] and [1] , however we recall a few definitions and results needed in the sequel. Let S be a semigroup and a ∈ S then the smallest left ideal containing a is Sa∪{a} and is called the principal left ideal generated by a, written as S 1 a. Also aS 1 is the principal right ideal generated by a and S 1 aS 1 the principal two sided ideal generated by a. Next we define certain equivalence relations on semigroups using these principal ideals. ie.,
The intersection of R and L is of great importance and is denoted by H and their join by D. These equivalence relations are termed as Green's equivalences and are significant in the study of semigroups. Note that in a regular semigroup each L -class and each R -class contain idempotents, ie., regular semigroups may be described as those class of semigroups in which each L -class and each R -class contain idempotents and inverse semigroups are those semigroups where each L -class and each R -class contain a unique idempotent.
orders on S/L and S/R respectively and H
An important class of semigroups for which a natural partial order was found is the class of inverse semigroups (cf. V.Vagner 1952).
Lemma 1.1. Let S be an inverse semigroup. For x, y ∈ S define
x ≤ y ⇐⇒ x = ey for some e ∈ E(S).
Then ≤ is a partial order on S whose restriction to E(S) coincides with the partial order on E(S).

Proposition 1.2. Let S be a regular semigroup. For x, y ∈ S define
x ≤ y ⇐⇒ R x ≤ R y and x = ey for some e ∈ E(R x ).
Then the relation ≤ is a partial order on S whose restriction to E(S) coincides with the partial order on E(S).
2. Natural partial order on M n (R)
The set M n (R) of n × n matrices with entries in R with respect to matrix multiplication is a regular semigroup. In the following we always denote the semigroup M n (R) by S and for any A in S, col(A) [row(A)] denotes the column space [row space] of A.
Lemma 2.1. Let A, B ∈ S. Then R A ≤ R B if and only if col(A) ⊆ col(B), which further implies A R B if and only if col(A) = col(B).
Proof. Suppose R A ≤ R B in S, then we have AS 1 ⊆ BS 1 and hence there exists some X ∈ S such that BX = A. Now consider a system Bx = a where
That is the column matrix (a i ) is a linear combination of columns of B and hence BX = A implies every columns of A is a linear combination of columns of B which implies col(A) ⊆ col(B).
Conversely col(A) ⊆ col(B) implies every columns of A is a linear combination of columns of B, thus BX = A for some X ∈ S, which implies
Now it is easy to see that A R B if and only if col(A) = col(B).
Proposition 2.1. Let A, B ∈ S. Then A ≤ B if and only if col(A) ⊆ col(B)
and A = EB for some idempotent matrix E in R A .
Proof. From the definition of natural partial order on regular semigroups, we have A ≤ B if and only if R A ≤ R B and A = EB for some idempotent matrix E in R A . By Lemma 2.1 R A ≤ R B if and only if col(A) ⊆ col(B). Hence A ≤ B if and only if col(A) ⊆ col(B)
and A = EB for some idempotent matrix E in R A . Now it is enough to show the existence of idempotents in every R-class of S.
We have A R B if and only if col(A) = col(B), thus the R-class of a matrix A in S is regarded as a subspace of R n , because every column space of a n × n matrix is a subspace of R n . Let A ∈ S be of rank n, then A ∈ GL n (R) and since GL n (R) is a group it has a single R-class. Thus all rank n matrices form a single R-class and it contains an idempotent matrix I n .
The only possible matrix with column space "zero vector" is the zero matrix, that is the zero matrix forms a single R-class (say R 0 ) and is an idempotent matrix. Now consider R A the R-class of the matirix A with rank(A) = r < n, then there exists a subspace V of R n with dim(V ) = r < n and col(A) = V . Since subspaces fixe R-classes, we denote each R-class by R V for each V ⊆ R n . Now it is enough to show that there exists matrices E in R V with E 2 = E. Note that for V ⊂ R n there exists U ⊂ R n such that R n = V + U where U is the complementary subspace of V . Hence x ∈ R n can be expressed as
Define the projection map,
Here E is a projection matrix onto V implies ran(E) = V and hence
Therefore E is an idempotent matrix. Hence every R-class contains idempotents.
The natural partial order on L(V )
Heinz Mitsch in [4] , generalized the definition of natural partial order on regular semigroups to arbitrary semigroups in 1994. The following propositions are from [4] . Now we proceed to describe the natural partial order on the semigroup S = L(V ) of all linear operators on a finite dimensional vector space V .
o.) on S. The restriction of ≤ to the subset E(S) of all idempotents of S (if it exists) coincides with the usual ordering on E(S).
Proposition 3.3. Let A, B ∈ S. A ≤ B if and only if
Proof. From Proposition 3.1 we have 
Assume that x ∈ ker(B) ⇒ B(x) = 0 which implies C(B(x)) = 0 and hence A(x) = 0. Thus x ∈ ker(A). Therefore ker(B) ⊆ ker(A).
