Following Beurling's ideas concerning sampling and interpolation in the Paley-Wiener space L ∞ τ , we find necessary and sufficient density conditions for sets of sampling and interpolation in the Paley-Wiener spaces L p τ for 0 < p ≤ 1.
Introduction
This work is inspired by Beurling's lectures on balayage of FourierStieltjes transforms and interpolation for an interval on R. In our terms, his problem concerned the so called Paley-Wiener space L p τ with p = ∞. This space consists of entire functions of exponential type at most τ , bounded on the real axis. Beurling proved that a discrete set of real numbers is a set of sampling for this space if and only if its lower uniform density is bounded by τ /π, and the set is a set of interpolation if and only if its upper uniform density does not exceed τ /π. We prove that the same density results are valid for sampling and interpolation for functions which belong to L p τ , 0 < p ≤ 1. The Paley-Wiener spaces with 1 < p < ∞ have different properties. The density restrictions turn out to be sufficient but not necessary conditions for sampling and interpolation. In [4] , Lyubarskii and Seip describe complete interpolating sequences in the Paley-Wiener spaces for 1 < p < ∞. Their work shows that the difference between 0 < p ≤ 1 and p = ∞ on the one hand and 1 < p < ∞ on the other is related to the problem of boundedness of the Hilbert transform.
To see how to proceed in our case, we have been guided by Seip's analysis of corresponding problems for the Bargmann-Fock space [5] .
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Main results
For 0 < p < ∞ the space L p τ is defined to be the collection of entire functions f of exponential type at most τ for which
Unlike the regular L p spaces, these spaces are nested, i.e., L p τ ⊆ L q τ for 0 < p ≤ q. According to classical results |f (x + iy)| ≤ Ce τ |y| f p so f ∞ ≤ C f p where C depends only on τ and p. Basic facts about entire functions can be found in e.g. [8] . L p τ is a Banach space for 1 ≤ p ≤ ∞. For 0 < p < 1 the norm · p is a quasinorm and L p τ is complete with respect to this quasinorm [3] . We fix the type of the functions to be π for the rest of the paper. The other cases are handled by a change of variables.
For f ∈ L p π and Λ = {λ j } a discrete set of real numbers, we write
The set Λ is said to be a set of sampling if there exist positive numbers A and B such that
Λ is said to be a set of interpolation if to every sequence w = {w j } ∈ l p we can find a function f ∈ L p π such that f (λ j ) = w j for all j. We will consider sampling and interpolation for functions in L p π for 0 < p ≤ 1.
For the description of the density of a set of real numbers, we use the following concept introduced by Beurling. Let Λ = {λ j } be a uniformly discrete set, i.e. there exists δ > 0 such that
and n(r) denote respectively the largest and smallest number of points in any interval [x, x + r] for r > 0. We define the upper uniform density of Λ (u. where the limits exist because of the subadditivity of the function r → n(r) and the superadditivity of the function r → n(r).
The following two theorems are our main results. 
Auxiliary results
The following classical result of Plancherel-Pólya [8, p. 97] states that the upper sampling inequality holds for any uniformly discrete set. 
where B is a constant depending only on p and .
Moreover we have the following lemma. 
Proof:
The "only if" follows from Lemma 3.1. For the converse suppose that such a B exists and that there is no bound on the number of points from Λ to be found in translates of a unit interval, I n = {x : n ≤ x < n + 1}, n ∈ Z. This means that we can find a sequence {n j } such
which is a contradiction. We conclude that there has to be a bound, say N , on the number of points found in I n . The set Λ can be divided into 2N uniformly discrete sets by letting Λ k for k = 1, 2, . . . , N consist of point number k in I n for n even, and Λ k for k = N + 1, N + 2, . . . , 2N consist of point number k − N in I n for n odd.
We conclude that every set of sampling is a finite union of uniformly discrete sets and we do not have to consider the upper sampling inequality which always holds for such sets.
For a discrete set Λ, let
We shall refer to K(Λ) as the sampling constant. From now on, we assume every set of sampling to be uniformly discrete. The following lemma shows that this assumption can be made without loss of generality. where inf
Let 0 < < δ/4 and construct a uniformly discrete subsetΛ ⊂ Λ s.t. |λ i −λ| < for every λ i ∈ Λ. Then for arbitrary λ
are distinct for fixed n. The mean value theorem gives
where the last step follows from an application of the Plancherel-Pólya inequality and the fact that L p π is closed under differentiation. The set Λ is a set of sampling provided < 1/(C(δ, N, p)K) where K is the sampling constant for the set Λ.
For a given closed set Q and for t > 0 let Q(t) denote the set of points which are a distance less than or equal to t from Q. The Fréchet distance [R, Q] between two closed sets R and Q is the smallest number t such that Q ⊂ R(t) and R ⊂ Q(t). Let Q i be a sequence of closed sets. Q i converges weakly to Q, denoted by
If Q is a uniformly discrete set, then every sequence of translates Q + x n contains a subsequence converging weakly to another uniformly discrete set. Let W (Q) be the collection of weak limits of translates of Q. The next lemma implies that for a given set of sampling Λ, every set Λ in W (Λ) will be a set of sampling for L p π .
for any uniformly discrete setΛ. We can of course assume that K(Λ n ) is finite for all n. The set Λ n is a set of sampling, so we know that
The sampling inequality (1) gives a bound for the density of the sampling set.
Proof: Let Λ be uniformly discrete with l. u. d.(Λ) = 0 and suppose
The fact that l. u. d.(Λ) = 0 implies that we can find an arbitrarily large interval
We can make the right-hand side of the above inequality arbitrarily small for this function by choosing R large, so (2) does not hold for g. We conclude that l. [7, p. 75] shows that the interpolation is stable. This means that there exists a positive number K such that for every sequence {w j } ∈ l p we can find f ∈ L p π such that
The smallest such K is denoted by K 0 (Λ). Proof: Choose f (λ k ) = 1 for some arbitrary k and let f (λ j ) = 0, ∀j = k. Then f |Λ p = 1. We know that we can find f such that
We may assume without loss of generality that K 0 (Λ n ) < ∞ for all n, and thus there exists a solution f
Choose a subsequence Λ ni for which K 0 (Λ ni ) → lim K 0 (Λ n ). Then there exists a subsequence of n i , say n ij , where f
Assume that Λ is a set of interpolation and a set of uniqueness. Every function is then uniquely determined by its values on Λ. This implies that (3) holds for every f ∈ L p π and thus Λ is a set of sampling. A set of interpolation can only be a set of uniqueness if it is also a set of sampling. The key lemma in the next section shows that this can not be the case, i.e., there are no discrete sets which are both sets of sampling and sets of interpolation for L p π .
The key lemma
The following lemma is our main auxiliary result. 
Proof:
We argue by contradiction. Suppose that such a set Λ exists. Choose a λ 0 ∈ Λ and consider the unique function g 0 ∈ L p π satisfying
The fact that Λ is a set of sampling implies that
The sampling constant K is independent of the choice of λ. Using the subharmonicity of |f λ (z)| p we get (with z = x + iy) 
where we have used a classical result by Plancherel-Pólya [8, p. 94 
Inequality (6) implies that the sum is bounded even when T tends to infinity, i.e., [4] .)
The following three results are direct consequences of the key lemma.
Lemma 4.2. We can remove a point from a set of sampling and still have a set of sampling.
Proof: Removing a point from a set of sampling does not change the fact that the sampling operator has closed range. The operator is injective so the open mapping theorem yields the lower frame bound.
We shall need the following notion of distance from a point x on the real axis to the set Λ. For x ∈ R, let ρ(x; Λ) = sup f |f (x)|, where f ranges over all functions f (x) ∈ L p π vanishing on the set Λ and for which f p ≤ 1 (see [1, p. 352] ).
Lemma 4.3. If Λ is a set of interpolation then
Proof: If Λ is a set of interpolation, it is not a set of uniqueness as remarked in the last paragraph of section 3.
, where f | Λ = 0 and f ≡ 0. We can find an integer n, n ≥ 0 such that the function
is analytic at x 0 and g(x 0 ) = 0. Hence ρ(x 0 ; Λ) = 0.
Lemma 4.4. Adding a point to a set of interpolation yields another set of interpolation.
Proof: Let w 0 be the value at x 0 and w n at λ n where |w 0 | ≤ 1 and |w n | ≤ 1. Using the result in the above lemma we can find a function f 0 ∈ L p π , such that f 0 p ≤ 1, f 0 is vanishing on the set Λ and f 0 (x 0 ) = ρ(x 0 ) = 0. If f solves the interpolation on Λ, the function
solves the interpolation on Λ ∪ {x 0 }.
Sampling
5.1. The necessity part of Theorem 2.1. We assume that Λ is a set of sampling for L p π . Let Λ 0 ∈ W (Λ). According to Lemma 3.4. every set in W (Λ) is a set of sampling, so Λ 0 is a set of sampling and thus a set of uniqueness. We want to show that Λ 0 is a set of uniqueness not only for L 
This function is an entire function and f (λ) = 0 for every 
where G is Green's function of D and ∂/∂n is differentiation along the interior normal. Since ∂G/∂n ≤ const and |f (z)| ≤ e π|y| , we have that
and the result follows.
Because of translation invariance we have
Its basic idea is to adjoin single points over large intervals, and summing estimates based on Jensen's formula over even larger intervals, to obtain sufficiently strong estimates.
We need the following construction. For every interval (t, t + 1), t ∈ Z, choose a point x t such that dist(x t , Λ) ≥ δ 0 where δ 0 is independent of t. Fix x and choose t such that x ∈ (t, t + 1). Set Λ t = Λ ∪ {x t }. By Lemma 4.4 and Lemma 6.1 K 0 (Λ t ) ≤ k 1 , where k 1 is independent of t, and thus
Using the fact that |f (x + re iθ )| ≤ e πr| sin θ| we get that the integral in (13) is less than or equal to 2r. The sum in (13) can be written as an integral with respect to the discrete measure dn(s) where n(t 2 ) − n(t 1 ) = #(points of Λ in (t 1 , t 2 ))
Collecting our results we get the following inequality
This inequality holds for all x ∈ (t, t + 1), thus we can integrate over this interval and use (10)
Fix x 0 and R and sum the preceding inequality from t = x 0 − r to t = x 0 + r + R − 1. We get
Noting that 
This gives (n(
Let R = r 2 , and choose r such that C(r, r 2 , C 1 (k 1 )) < 0. This implies 
The sufficiency part of Theorem 2.2.
We shall give a constructive proof, consisting of an explicit construction of a linear operator of interpolation, analogous to that of P. Beurling [2] . Assume that u. u. d(Λ) = d < 1. We will show that K 0 (Λ) < ∞, and begin by choosing a rational number d 1 For every λ ∈ Λ we apply Lemma 6.3 to construct a function f λ using λ as the origin such that f λ (µ) = 0 for µ ∈ Λ \ {λ}, f λ (λ) = 1 and
Define the function g λ (z) = f λ (z)h(z − λ). This function has the following properties: g λ (µ) = 0 for µ ∈ Λ \ {λ}, g λ (λ) = 1 and |g λ (z)| ≤ C (|z − λ| + 1) n e (πd2+ )|y| .
