] of a random variable with exponential density A exp(-Ax), x > 0, satisfies the differential equation (A + t)¢'(t) + ¢(t) -0, t _> 0. We study the behaviour of a class of consistent ("omnibus") tests for exponentiality based on a suitably weighted integral of [(A,~ + t)¢~(t) + Cn(t)] 2, where ~,~ is the maximum-likelihood-estimate of A and ¢,~ is the empirical Laplace transform, each based on an i.i.d, sample X1,. • •, X,~.
Introduction
Apart from the normal distribution, the exponential distribution is probably the most widely used probability law in statistical analysis, especially in connection with life testing and reliability theory. Therefore it is not surprising that many tests for exponentiality have been proposed in the literature (see e.g. D'Agostino and Stephens (1986) and Spurrier (1984) ). Since the alternatives to the exponential distribution are rarely known in practice and the choice of a test should not be done on the basis of given data, omnibus tests for exponentiality which aim at detecting all distributional departures from exponentiality are of great importance, two prominent members of in this line of work are the tests of Cram~r-von Mises and Anderson-Darling (see Davis and Stephens (1989) ).
It is clear that each omnibus test for exponentiality must use some characterizing equation (property) of the class of exponential distributions and a distance statistic which measures the deviation from this equation for the empirical distribution of the observed sample.
In this paper, we study a class of omnibus tests for exponentiality based on a differential equation for the Laplace transform, characteristic for the family of exponential distributions. To be specific, let X, X1,..., X,~ be independent identically distributed non-negative random variables, and let Exp(A) denote the exponential distribution with density A exp(-Ax), x _> 0. The problem is then to test, on the basis of X1,..., Xn, the composite hypothesis H0: The law of X is Exp()~) for some A > 0 against the general alternative that X is not exponentially distributed. The ratio. hale for the new test is as follows: If the distribution of X is Exp()~), the Laplace transform ¢(t) = E[exp (-tX) ], t >_ 0 of Z is given by ¢(t) = ~/(), + t) and thus, satisfies the differential equation Tn,~ = n
where a > 0 is a positive constant. It will be seen in Section 3 that a test for exponentiality rejecting the hypothesis H0 for large values of T~,a leads to a consistent procedure for any positive a. However, the choice of a has a pronounced influence on the power performance of the test (see Section 4). Some motivations to consider the weight function )fn exp(-2nat) are as follows: Firstly, Tn,a may be computed in an easy way (see below) and has the desirable feature of being scale invariant. Secondly, from Tauberian theorems on Laplace transforms (see e.g. Feller (1966) , Chapter XIII.5), it is known that the tail behaviour of a probability distribution concentrated on [0, c¢) is reflected by the behaviour of its Laplace transform at zero and vice versa. Consequently, choosing a small value of a and thus, letting the weight function decay slowly, should result in good power properties against alternative distributions having a point mass or infinite density at zero. On the other hand, a large value of a implying that the weight function puts most of its mass near zero should be a safeguard against alternative distributions with great difference in tail behaviour from the exponential distribution. ~(x + y) + a (~(x + y) + a)~ 2)~2xy
2)~2xy + +
(see, e.g. Serfling (1980) 
The representation (1.2) in terms of a functional of a stochastic process is particularly useful for deriving the asymptotic null distribution of Tn,a as n -~ oc. This will be done in the next section.
The limiting null distribution of the test statistic
The stochastic process Zn introduced in (1.3) may be regarded as a random element in C[0, 1], the Banach space of real valued continuous functions on the unit interval, endowed with the supremum norm suP0<u<l Ix(u) 
Obviously, Tn,a is a continuous function of Z~. We shall prove that, under the hypothesis H0 of exponentiality, Zn tends in distribution to a zero-mean Gaussian process Z = {Z(u), 0 < u < 1} with continuous sample paths. Consequently, the limiting null distribution of T~,a is the same as that of
It is well known that the distribution of Ta is that of )-~j_>l 7j j, where N1, N2,... are independent unit normal random variables, and 7j, j _> 1, are the eigenvalues of the integral operator associated with the kernel k(u,
The eigenfunction ~oj corresponding to 7j is square integrable with respect to the measure dua(u) = ua-ldu on the unit interval. The kernel k (u, v) turns out to be
(1 -log u) 2 (1 -log v) 2 (0 _< u, v _< 1) . In what follows, we may assume that the random variables Xj are exponentially distributed with the parameter ), = 1. The stochastic process Wn = {Wn(u) , 0 < u < 1}, where
can also be regarded as a random element of C[0, 1]. We first show that Wn converges in distribution to Z. By applying the multivariate central limit theorem we see that the finite dimensional distributions of Wn converge weakly to multivariate normal distributions with zero means and covariance matrices determined by the kernel k(., • ) given in (2.1). Now,
defines a continuous metric e on the unit interval satisfying the metric entropy condition
Here, for each u > 0, N(u) is the smallest positive integer m such that the unit interval can be covered by m subsets, each having a diameter at most 2u with respect to e. Letting
(1 -log u) 2' 0<u<l, the second mean value theorem implies that there is a positive constant c such that
Since E[max(X 2, X1-1/4) 2] < cx), the sequence of distributions of Wn in C[0, 1] is tight and converges weakly to the distribution of a zero-mean Gaussian process with continuous sample paths and covariance function k(., • ) (see, e.g. Araujo and Gin~ (1980) ).
Introducing for ~ > 0, the process Mn(~) = {Mn(~, u), 0 < u < 1}, where
Mn(~, u) = n -1/2 fi'U/~X') (1 --(1 --log u){Xj), 
where, generically,
f square integrable with respect to dva.
Using a Taylor expansion of M~(~, 1) in a neighbourhood of ~ = 1 we see that
. Summarizing, we have the following result.
THEOREM 2.1. The limiting null distribution of the test statistic T~,a is that of ~-]d>l 7J N2, where N1, N2,... are independent unit normal random variables, and 71, 72, . . . are the eigenvalues of the integral operator associated with the kernel k(., .) given in (2.1).
It should be remarked that a different method of proof of the result stated above is provided by the work of De Wet and Randles (1987).
Consistency
For a given level of significance a E (0, 1), let tn,a(OL ) be the (1 -a)-quantile of Tn,a when the hypothesis H0 is true.
THEOREM 3.1. The test rejecting the hypothesis of exponentiality if T,~,~ > tn,a(a) is consistent against any fixed non-exponential distribution having finite positive first moment.
PROOF. Let X1 have a distribution with finite expectation A > 0 and Laplace-transform ¢(t), t _> 0. Then n-lT~,~ tends to /:
,~ ((A -1 + t)¢'(t) + ¢(t)) 2 exp( -aAt)dt in probability. This stochastic limit is zero if and only if ¢ is the Laplacetransform of an exponential distribution. Thus, for non-exponential distributions, limn--,o~ P(Tn,a <_ tn,a(OO) = O.
Power results
The main justification to propose a new test is that it provides a higher power than the presently used procedures. To compare the power of the proposed test with some of the prominent competitive procedures, especially the omnibus tests of Cram4r-von Mises and Anderson-Darling, a Monte Carlo simulation study was done.
The following procedures were compared.
(i) The new test based on Tn,a for a = 0.1, a = 1 and a ---10 which is indicated as T(.1), T(1) and T(10) in Tables 4 and 5 . Critical points for Tn,a may be obtained from Table 1 (a = 0.1), Table 2 (a = 1) and Table 3 (a = 10). The entries in Tables 1-3 
The tests were carried out using the modifications and percentage points given in Table 4 .11 of D'Agostino and Stephens (1986) . The Anderson-Darling test should be used with caution due to severe effects of recording errors close to zero.
(iii) The test of Moran (Moran (1951) ). This procedure is based on the statistic n M = -2 log( ). j= 1 A two-sided test, based on M, is a uniformly most powerful unbiased test against Gamma alternatives (see also Shorack (1972) ). Bartholomew (1957) showed it to be a strong test against Weibull alternatives. For our simulation study, critical values for M (two-sided rejection region) were found for sample sizes of n = 20 and n --50 by extensive simulations (10 6 replications). A severe deficiency of the test based on M, is the effect on M of inaccurate measurements of the values of Xj close to zero.
(iv) The W*-test. This test was originally proposed by Shapiro and Wilk (1972) to test the more general hypothesis /}o: P(X > t) = exp(-/k(t -0)), t > O, for some X, 0 ($ > 0).
It was modified by Stephens (1978) to test the hypothesis H0 of exponentiality with origin (= 0) known. The test statistic is
As a general test for exponentiality a two-sided rejection region must be used. with Sn 2 = n -1 Y'~-j=I( J -)(n) 2, we see that the test merely aims at investigating the first two moments of the underlying distribution and thus, it is not an omnibus procedure. Since W* has the same null distribution as the statistic WE of Shapiro and Wilk (1972) for a sample of size n + 1, their tables may be used to obtain critical points.
(v) The QFtest. This test was recently proposed by Patwaxdhan (1988) as a (purportedly) omnibus procedure for assessing exponentiality. It rejects the hypothesis H0 of exponentiality for large values of and E 0 is a generalized inverse of the covariance matrix of Y0 for which an explicit expression is given by Patwardhan (1988) . In the notation given above, c' generically denotes the transpose of a column vector c. Since E[Y0] = 5, the quadratic form occuring in (4.1) represents a standardized deviation of a plot of Y0) versus 5j (j = 1,..., n) from a straight line. An alternative expression for Q1 is (Patwardhan (1988) Although a test for exponentiality based on Q1 has an extreme poor power compared to the other tests under discussion (and thus should not be recommended at all for testing H0), its consistency against a large class of alternative distributions may be proved (this was conjectured by Patwardhan (1988) 
(t))/f(t)]4f(t)dt < cx).
Since the asymptotic null distribution of nl/2(Q1/2n -1) is standard normal (see Patwardhan (1988)) and the quantity occuring in (4.4) has a minimum value (= 2) if and only if X1 ~ Exp(1) (use Jensen's inequality), the consistency of a test based on Q1 follows.
(vi) The test of Sarkadi (Sarkadi (1975) ). Sarkadi (1975) proved that a test for exponentiality rejecting the hypothesis H0 for small values of n s ---n) 2 1)2 , where Y(0 and ~ are given in (4.2) and (4.3) respectively, is consistent against general alternatives. Note that, apart from a constant factor, S is the empirical correlation coefficient of (6i, Y(0), i = 1,..., n. It will be seen that although being consistent, the test based on S shows poor power performance and thus, should not be recommended. Among the alternative distributions considered are the Gamma, the Weibull and the Lognormal family of distributions with scale parameter 1 and shape parameter ~ as well as the Uniform, the Half-Normal, the Half-Cauchy and the X 2 distribution. Other families included are the Power distributions (density ~-1x(1-°)/~, 0 <_ x < 1), the LIFR (linear increasing failure rate) distributions (density (1 + ~x)exp(-(x + (~/2)x2))) and the JSHAPE family of distributions (density (1 + t) 
x)-(~+l)/°).
These distributions include widely used, more complex alternatives to the exponential model so as to satisfy the analyst's interest to detect the existence of such a situation. Apart from distributions with increasing and decreasing hazard rates, models with U-shaped (Power(t)) for # > 1) and inverted U-shaped hazard functions (Lognormal(~)) have been included. The JSHAPE(~)) family has J-shaped densities with heavier tails than the exponential distribution which arises as limiting case as ~) --+ 0.
Estimates of powers are shown in Tables 4 and 5 . Each number represents the percentage of 5000 Monte Carlo samples declared to be significant by the various tests under discussion, rounded to the next integer. An asterisk denotes power 100%. The level of significance is 5%, and the sample size is n = 20 for Table 4 and n = 50 for Table 5 . All simulations were run on an IBM PS/2 personal computer.
Using a linear congruential method to generate uniform random numbers, pseudorandom numbers of all distributions given above were generated using standard techniques (acceptance-rejection method, polar method or direct inversion).
The main conclusions that can be drawn from the simulation results are the following:
1) The tests of Patwardhan (1988) and Sarkadi (1975) have poor power over the whole range of alternatives in comparison with the other procedures under discussion and thus should not be recommended as omnibus tests for exponentiality.
2) The new test based on T(1) is slightly less powerful than M but slightly more powerful than both C 2 and A 2 for Gamma alternatives with ~ > 1. In the case of these alternatives it clearly dominates W*.
3) For Weibull alternatives with ~) < 1, T(.1) provides the best results, followed by M. In this case T(1) is slightly less powerful, but comparable to C 2 and A s. For Weibull alternatives with ~ > 1, T(1) is slightly better than all the other tests. 4) For the Lognormal family, T(1) is comparable in power to the omnibus tests C 2 and A 2. The same holds for LIFR distributions. For the JSHAPE family it slightly dominates over C 2 and A a. 5) For the Power(9) family the performance of the various procedures depends markedly on the value of 9. 6) Of the three new tests under discussion, T(.1) provides the best results for some alternatives having infinite density at zero (Weibull(9) for 0 < 1, Lognormal(9) for small 0, )/2 and Power(9) for large 9). T(10) works best for some alternative distributions with markedly different tail behaviour compared with the exponential distribution (Half-Cauchy, Uniform(0, 1) and Lognormal(9) for large 9).
Over the whole range of alternative distributions considered, T(1) constitutes a serious competitor to the omnibus tests of Cram~r-von Mises and AndersonDarling, both based on the empirical distribution function.
