Arabic cursive optical character recognition (OCR) based on the dynamic time warping (DTW) algorithm provides simultaneously very interesting segmentation and recognition rates. However, the computing complexity of the DTW algorithm restricts its widespread utilization and its consideration at a commercial scale. Accelerating the DTW execution time has attracted many researchers and several solutions have already been proposed. These solutions are commonly based on very specialized processors and hardware architectures and as such they remain very expensive and not amenable to a large scale utilization.
Introduction
Arabic optical character recognition (OCR) based on the dynamic time warp (DTW) algorithm provides a very interesting recognition rate. Conducted experiments achieved on high and medium quality documents composed of more than 30,000 Arabic words and pseudo words (blocks of connected characters not necessarily complete words) showed that a recognition average rate of more than 98% and a simultaneous segmentation average rate of more than 99% are indeed reachable [1] [2] [3] . Moreover, we found, in particular, that the recognition rate (respectively the segmentation rate) increases as the font size gets larger. Besides, the DTW procedure presents two main advantages. The first advantage is its ability to properly recognize blocks of connected characters (cursive writing) without a prior segmentation. The second advantage is its total independency with respect to the vocabulary to be recognized as the reference library used is composed of only isolated characters. Unfortunately, the DTW procedure necessitates a huge amount of processing and as such will restrict its widespread use especially for large quantities of documents.
Several researchers attempted to speedup the execution time of the DTW algorithm. Nevertheless, the proposed solutions did not provide the presumed success because they commonly required very expensive specialized processors or hardware architectures [4] [5] [6] [7] [8] [9] [10] . In our previous works [2, 3] we have shown that loosely coupled architectures such as existing local area networks (LANs) and grid computing can provide very interesting, yet costless, infrastructures to speed up the execution time of the DTW algorithm through its data distribution; namely the distribution of the input binary image of the Arabic text to be recognized. The recognition speed is of utmost importance whenever we consider huge amounts of Arabic text such as an entire library of documents. Grid computing provides enough computing and storage capacities [11, 12] , yet it presents various possibilities to perform the distribution of the text to be recognized.
In this paper, we pursue our investigations and show through a set of experimental studies that grid computing, and more specifically the scientific research Tunisian grid (SRTG) which is a peer-to-peer (P2P) architecture, provides a very interesting infrastructure to speed up the DTW execution time especially when huge amounts of text need to be recognized.
Our paper is organized as follows: Section 2 describes the Arabic OCR based on the DTW algorithm. Section 3 gives an overview on grid computing and the SRTG platform. Section 4 details the deployment of the Arabic OCR within the SRTG and the results of the conducted experiments. Concluding remarks and future investigation are presented in Section 5.
Arabic OCR based on the DTW Procedure
The DTW is a well-known procedure especially in pattern recognition [4, 6, 8, 10, [13] [14] [15] [16] . The purpose of this procedure is to perform an optimal time alignment between a reference pattern and an unknown pattern and evaluate their difference. What makes the DTW procedure very attractive is its ability to recognize properly cursive characters (connected blocks of characters such as words or parts of words in Arabic) without the need to a prior segmentation into characters according to a given reference library of isolated characters. The adaptation of this procedure to the Arabic cursive OCR has shown to provide very interesting results [1] [2] [3] .
The DTW and Cursive Characters Recognition
Words especially in Arabic, as is the case of many other languages, are inherently written in blocks of connected characters. Although the segmentation of the text into blocks of connected characters is a preliminary phase to the recognition process, a further segmentation of these blocks into separate characters is usually adopted. Indeed, many researchers have considered the segmentation of Arabic words into isolated characters before performing the recognition phase [17] [18] [19] . The crux of the viability of the use of DTW technique is then its ability and efficiency to perform the recognition without the prior segmentation of blocks into separate characters.
Let V represents a reference library of R trained characters C r , r = 1, 2, . . . , R, defining the Arabic alphabet in some given fonts. We here stress the fact that several fonts could be considered even simultaneously. It suffices to get them trained which is easily done at the learning phase while constructing the reference library V . Let T represents a block of connected Arabic characters to be recognized. T is then composed of a sequence of N feature vectors T i that are actually representing the concatenation of some subsequences of feature vectors, representing each an unknown character to be recognized. The text T is seen as lying on the time axis (the X-axis) in such a manner that feature vector T i stands at time i on this axis. The reference library V is portrayed on the Y -axis, where the reference character C r is of length l r , 1 ≤ r ≤ R. According to [1] [2] [3] . Let S (i, j, r ) represents the cumulative distance at point (i, j) relative to the reference character C r . The objective is then to detect simultaneously and dynamically the number of characters composing T and recognizing these characters. There exists surely a number k and indices (m 1 , m 2 , . . . , m k ) such that Cm 1 ⊕ Cm 2 ⊕ · · · ⊕Cm k represents the optimal alignment to text T where ⊕ denotes the concatenation operation. The path warping from point (1, 1, m 1 ) to point (N, l mk , k) and representing the optimal alignment is therefore of minimum cumulative distance, i.e.,
This path, however, is not continuous because it spans various characters. We therefore must allow at any time the transition from the end of one reference character to the beginning of a new character. The end of reference character C r is first reached whenever the warping function reaches the point (i, l r , r) where i = lr + 1 2
, . . . , N. The warping function always reaches the ends of the reference characters. At each time i, we allow the start of the warping function at the beginning of each reference character along with the addition of the smallest cumulative distance among the end points found at time (i − 1). The resulting functional equations are
with the boundary conditions
To trace back the warping function and the optimal alignment path, we have to memorize the transition time from one reference character to the others [1] [2] [3] . This can easily be accomplished by the following procedure:
Where trace min is a function that returns the element corresponding to the term that minimizes the functional equations.
Grid Computing
When we talk about grid, we can mention mainly computer grids, data grids, dedicated grids [20] and volunteer grids [21] . A dedicated grid is composed of a fixed but a big number of connected computers which can be used together for specific purposes after a prior reservation. Users of this category of grids must prepare in advance their distributed jobs (applications) in the form of a graph of tasks [20] . It means that any distributed application must be managed by its own user. However, a volunteer (benevolent) grid is composed of a variable number of computers connected benevolently to a specific middleware. Users must be subscribed and authorized in advance to access and use such grids. A volunteer grid has commonly a P2P architecture which allows voluntarily to its own users to connect or disconnect their participating computers. Abilities of these infrastructures to provide enough computing and storage capacities [12, [20] [21] [22] [23] [24] [25] to allow multiple resources sharing constitute their most attractive side. We recall that our main objective here is to make possible the recognition of large quantities of Arabic documents by using the DTW procedure which requires certainly such capacities. 45 28] and a set of connected benevolent computers. These connected computers belong to different educational institutions and several Tunisian universities. To run a given distributed application on the SRTG platform, an authorized user gets first loged in to the corresponding middleware. Then, before the deployment of his/her distributed application, he/she must prepare (manually or automatically) an XML file [29, 30] which describes the way his application will be executed. It means that he/she must fix some useful parameters such as the number of target computers which will participate in the work, the load of computing (data to be computed) assigned to each participating machine, etc. The SRTG middleware provides specific interfaces to assist users to fix these parameters. More details will be given in the next section.
Deployment of the Arabic OCR on the SRTG
The idea is to split the binary image of the Arabic text to be recognized into subimages and then assign them optimally or pseudo optimally among the targeted computers of the SRTG. These computers which will participate in the work will be assigned according to, mainly, their computing power. To make easier the optimal assignment (load balancing) between the targeted computers, we considered homogeneous computers each having the following configuration: 3 GHz CPU frequency; 512 Mega Octets as RAM capacity and Windows XP-professional as operating system. We used 25 computers and considered three randomly chosen Arabic texts corpuses. The first corpus is composed of 90 words; the second one is composed of 15,000 words and the third one is composed of 75,000 words. These texts were scanned by an HP scanner with a resolution of 300 dpi (dots per inch). These words have been assigned easily among targeted computers of the SRTG. The principle of the assignment process consists simply to divide the total number of Arabic connected words and pseudo words to be recognized by the number of computers which will participate in the work. Figure 1 . Results of the first experiment.
To assess the benefit of our application deployment (the data distribution), we first focus on the amount of reduction attained in the execution time. The question here is to evaluate how much gain in the execution time is accomplished by using the SRTG grid computing facility (the data distribution mode) as compared to just running our OCR application on a single processor (the sequential mode). This effect is known as the speedup factor which is formally defined as the ratio of the execution time using a single computer to the execution time using the SRTG. The efficiency factor which expresses the percentage of the CPU utilization of all computers of the SRTG participating in the work constitutes another important factor which is commonly used to assess the performance of such deployment. In our case, this factor is formally defined as the ratio of the speedup factor to the total number of computers participating in the work. We note here that the execution time in the sequential mode is performed on one of the 25 homogeneous target computers of the SRTG previously described.
The Deployment Results
We have conducted three experiments is which the entire application has been written in C# (.Net). The reference library used was composed of 103 characters, representing approximately the totality of the Arabic alphabet (including the characters' shape variation according to their position in words). The SRTG network links capacities are in the range of 0.8-1.6 Mbps.
The first experiment attempts to show and confirm that the distribution over a grid computing may not always be advantageous when the Arabic text to be recognized is rather small. In this experiment, we varied the number of targeted computers from 2 to 25. Each computer is assigned a copy of the first considered corpus that composed of 90 words. The entire text to be recognized depends then on the number of targeted computers used; when all 25 computers are used, then the entire text amounts to 2,250 words and speudo words. Fig. 1 illustrates the results of this experiment.
The lowest curve of Fig. 1(a) corresponds to the distributed execution and provides the execution time as a function of the number of targeted computers involved. The topmost curve of Fig. 1(a) corresponds to the sequential execution to recognize the exact same amount of text (90 words time the number of used computers). We notice in particular the following:
• The sequential mode requires less execution time than the distributed mode when the entire text to be recognized is smaller than 450 words; namely when the number of used targeted computers is less than or equal to five. Beyond that, the distributed mode prevails. This amounts to say that there is neither a need nor a benefit to run the DTW Arabic OCR application in a distributed manner when only a small amount of text is to be recognized. In other words, the underlying communication time prevails.
• The effect of the communication time weakens as the entire amount of text to be recognized gets larger (larger than 450 words), that is when more than five computers are used.
• The speedup factor represented in Fig. 1(b) remains below the unity untill the entire text to be recognized gets larger than 450 words, or equivalently until the number of targeted used computers gets above five. When 25 computers are used the speedup factor leverages 7. To reach higher and more attractive speedup factors, we need to use much larger amounts of text as done in the following two experiements. The second and the third experiments have been conducted on much larger Arabic texts, respectively, composed of 15,000 and 75,000 words. Here too, we varied the number of targeted computers from 2 to 25. The assignment of the text to targeted computers is done as described before in such a manner to enforce balancing their loads. The entire text is divided approximately equally among them (in fact to a given pseudo word). Consequently, the amount of text assigned per computer depends on the number of targeted computers. An XML file is designed to include the number of target computers, the data to be processed and the code to be executed by each participating computer. to the third experiment. In particular, we notice the following:
• The speedup factor is an increasing function of the number of computers used.
• The speedup factor attained by the third experiment gets slightly higher than that reached by the second experiment as the number of used computers gets bigger. Although this still confirms the results of the first experiment, it also shows that once the text to be recognized gets beyond a certain amount, the speedup becomes rather sensible to the number of used computers and not to the amount of the text to be recognized [31] . This is mainly due to the complete fading out of the communication latency against the text recognition execution time. Fig. 3 portrays the speedup factor as a function of the size of the text corpus when all 25 computers are used. It shows that beyond a certain size of the text corpus, the speedup leverages its maximum.
• The speedup factor reaches the value of 16 (the top most curve) when the number of the SRTG computers used is 25. This amounts to a recognition rate of approximately 650 characters per second as the recognition rate of the sequential mode is around 40 characters per second. This clearly confirms that benevolent grid computing provides an adequate infrastructure for the DTW-based Arabic OCR. We recall that currently 47 available commercialized systems leverage much lower recognition rates [32].
• Fig. 2(a) shows that further increasing the text to be recognized amounts only to a slight increase in the efficiency factor. Only around 70% of each computer processing capacity is required when 25 computers are used. This amounts to leave around 30% processing capacity to users' running tasks and applications which is an appropriate percentage within the context of a benevolent grid or LAN computers. One should then target computers (such as office computers) that are not CPU extensively involved.
Conclusion and Perspectives
This paper showed that a P2P grid architecture such as the SRTG provides a very interesting platform to speed up the execution time of the DTW-based Arabic OCR application especially for large quantities of text. Conducted experiments showed that speedup and efficiency factors can be easily governed by users through appropriate tuning of the load-balancing procedure, the overlay topology connecting the targeted computers and the number of targeted computers. The recognition speed can reach very high values otherwise impossible on a single dedicated and specialized machine. We showed that such a speed is an increasing function of both the size of the text and the number of targeted computers. Further investigations are underway to dynamically select the targeted processors and develop the necessary software tools that implement all the preprocessing phases in a distributed manner. This will necessarily contribute to the betterment of our distributed Arabic OCR application, yet it will yield an enhanced and more accurate assessment of our data distribution proposal performance. Refinements to the load-balancing procedure are also investigated to conduct further experiments on heterogeneous computers. 
