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Abstract
In this paper we find the optimal error bound (smallest possible estimate, independent
of the starting point) for the linear convergence rate of the simultaneous projection method
applied to closed linear subspaces in a real Hilbert space. We achieve this by computing
the norm of an error operator which we also express in terms of the Friedrichs number. We
compare our estimate with the optimal one provided for the alternating projection method
by Kayalar and Weinert (1988). Moreover, we relate our result to the alternating projection
formalization of Pierra (1984) in a product space. Finally, we adjust our results to closed
affine subspaces and put them in context with recent dichotomy theorems.
Key words and phrases: Linear rate of convergence, optimal error bound, simultaneous
projection method.
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1 Introduction
Let M1, . . . ,Mr be closed and linear subspaces of a real Hilbert space H and let M :=
⋂r
i=1 Mi.
By PC we denote the metric projection onto a nonempty, closed and convex set C ⊆ H. In this
paper we consider simultaneous and cyclic projection methods. The following two theorems are
well known:
Theorem 1 (von Neumann [24] and Halperin [17]). For each x ∈ H,
lim
k→∞
∥∥∥(PMr . . . PM1)k (x) − PM (x)∥∥∥ = 0. (1)
Theorem 2 (Lapidus [19] and Reich [23]). For each x ∈ H,
lim
k→∞
∥∥∥∥∥∥
(
1
r
r∑
i=1
PMi
)k
(x)− PM (x)
∥∥∥∥∥∥ = 0. (2)
Let T, T∞ : H → H be such that T k(x) converges to T∞(x) for every x ∈ H. Following [8, 13],
we say that T k converges arbitrarily slowly to T∞ if for every sequence {ak}∞k=0 ⊆ (0,∞) satisfying
ak → 0 as k → ∞, there is x ∈ H such that ‖T k(x) − T∞(x)‖ ≥ ak for every k = 0, 1, 2, . . .. We
also recall that T k converges linearly to T∞ if for some c, f(x) > 0 and q ∈ (0, 1), we have
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‖T k(x) − T∞(x)‖ ≤ cqkf(x) for all k = 0, 1, 2, . . .. In this paper T and T∞ are related to
projections onto linear or affine subspaces in which case we use f(x) = ‖x‖ or f(x) = ‖x−T∞(0)‖,
respectively. Note that even in the case of closed linear subspaces the convergence in Theorems 1
and 2 does not have to be linear and moreover, it may indeed be arbitrarily slow. To see this, we
now quote a relevant dichotomy result.
Theorem 3 (Bauschke, Deutsch and Hundal [8, 13]). Let T := PMr . . . PM1 or T :=
1
r
∑r
i=1 PMi .
Then exactly one of the following two statements holds:
(i)
∑r
i=1M
⊥
i is closed. Then T
k converges linearly to PM .
(ii)
∑r
i=1M
⊥
i is not closed. Then T
k converges arbitrarily slowly to PM .
Alternative (ii) of the above theorem has recently been extended in the case of the cyclic
projection method. Following [3], we say that T k converges super-polynomially fast to T∞ on a
nonempty set X ⊆ H if ‖T k(x)− T∞(x)‖/k−α → 0 as k →∞ for all α > 0 and x ∈ X .
Theorem 4 (Badea and Seifert [3]). Let T := PMr . . . PM1 . If
∑r
i=1M
⊥
i is not closed, then T
k
converges super-polynomially fast to PM on some dense linear subspace X ⊆ H.
We remark here that Theorem 4 follows from [3, Theorem 4.3] which was only proved for a
complex Hilbert space. In order to see this, one can apply a complexification argument which
has kindly been provided to us by Catalin Badea and David Seifert; see the Appendix for more
details. For more dichotomy and trichotomy results concerning arbitrarily slow convergence, we
refer the interested reader to [2, 14, 15]. Note that using the above theorems, one can easily see
that arbitrarily slow as well as super-polynomially fast convergence may only happen in the infinite
dimensional case.
A very natural question related to Theorem 3 (i) is the following one: What is the optimal
error bound (smallest possible estimate, independent of x) such that ‖T k(x)− PM (x)‖ ≤ cqk‖x‖?
This question can be answered by finding the norm of the error operator T k − PM . In the case
of the alternating projection method (r = 2), we have, by Aronszajn [1] (inequality), and Kayalar
and Weinert [18] (equality),
‖(PM2PM1)
k − PM‖ = cos(M1,M2)
2k−1, (3)
where by
cos(M1,M2) := sup{|〈x1, x2〉| | xi ∈Mi ∩ (M1 ∩M2)
⊥, ‖xi‖ ≤ 1} ∈ [0, 1] (4)
we denote the cosine of the Friedrichs angle between the subspaces M1 and M2. In addition,
one can show that cos(M1,M2) < 1 if and only if M
⊥
1 + M
⊥
2 is closed; see, for example, [11,
Theorem 9.35] and [11, p. 235] for a complete proof and detailed historical notes going back to
[6, 10] and Simonicˇ. As far as we are aware, for r > 2 the exact computation of the error operator
norm for both algorithmic operators is still unknown; see, for example, [2, 3, 14, 15, 21, 22].
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Even for r = 2, the norm ‖((PM1 + PM2)/2)
k − PM‖ seems to be unknown. Note that one could
try to find the optimal estimate for the simultaneous projection method by using (3) and the
corresponding alternating projection formalization of Pierra [20] in the product space Hr. This
approach, although very natural, is somewhat misleading and, when applied directly, provides a
weaker result than the optimal one; compare Example 5, Theorem 8 and Example 10 below.
The main contribution of this paper is to extend Theorem 3 (i) in the case of the simultaneous
projection method by finding the optimal error bound, that is, by computing the exact value
of ‖(1
r
∑r
i=1 PMi )
k − PM‖ for any r ≥ 2; see Theorems 8 and 14 below. For r = 2 we show
that this norm is greater than the norm in (3), which somewhat explains why, in general, the
alternating projection method is indeed faster than its simultaneous variant whenever we have
linear convergence; see Remark 11.
In addition, we formally extend Theorem 4 for the simultaneous projection method with T =
1
r
∑r
i=1 PMi by using the alternating projection formalization in a product space.
Finally, by using a translation argument, we obtain analogous results in the case of affine
subspaces; see Corollary 15.
2 Main result
We begin this section with a simple example showing that a direct application of Pierra’s alternating
projection formalization in a product space indeed leads to linear convergence, but the obtained
estimate, as we show in Theorem 8 below, is not optimal.
Example 5 (Alternating projection formalization of Pierra ). Let M1, . . . ,Mr ⊆ H be closed and
linear subspaces and M :=
⋂r
i=1 Mi. Moreover, following Pierra [20], we consider the subsets
C :=M1 × . . .×Mr and D := {x = (x, . . . , x) | x ∈ H} (5)
of the product space Hr equipped with the scalar product 〈x,y〉 := 1
r
∑r
i=1〈xi, yi〉, where x =
(x1, . . . , xr), y = (y1, . . . , yr), and xi, yi ∈ H, i = 1, . . . , r. We recall [12, Fact 3.2, Lemma 3.3]
that for any x = (x, . . . , x) ∈ D, we have
‖x‖ = ‖x‖, (PDPC)
k(x) =
(
T k(x), . . . , T k(x)
)
and PC∩D(x) = (PM (x), . . . , PM (x)), (6)
where T := 1
r
∑r
i=1 PMi . Moreover, by (3), ‖(PDPC)
k − PC∩D‖ = cos(C,D)2k−1. This leads to
the following estimate:
‖T k(x)− PM (x)‖ = ‖(T
k(x) − PM (x), . . . , T
k(x)− PM (x))‖
= ‖(PDPC)
k(x)− PC∩D(x)‖
≤ cos(C,D)2k−1‖x‖
= cos(C,D)2k−1‖x‖. (7)
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Consequently, if (PDPC)
k converges linearly to PC∩D, that is, if cos(C,D) < 1, then T
k converges
linearly to PM . On the other hand, y = PDPCx ∈ D for every x ∈ Hr and we have
‖(PDPC)
k(x)− PC∩D(x)‖ = ‖(PDPC)
k−1(y) − PC∩D(y)‖ = ‖T
k−1(y)− PM (y)‖. (8)
Thus (PDPC)
k converges linearly to PC∩D whenever T
k converges linearly to PM .
We now prove the following general lemma. A closely related result can be found in [5, Theorem
2.18].
Lemma 6. Let H be a real Hilbert space, T ∈ B(H) and let M ⊆ F = FixT be a nonempty,
closed and linear subspace. Assume that PM = PMT which holds, for example, if PF = PFT , or
T is self-adjoint, or ‖T ‖ ≤ 1. Then
T k − PM = (T − PM )
k (9)
and therefore
‖T k − PM‖ ≤ ‖T − PM‖
k. (10)
If, in addition, T is normal, that is, T ∗T = TT ∗, then T − PM is normal too and consequently,
‖T k − PM‖ = ‖T − PM‖
k. (11)
Proof. Note that by assumption, PM = TPM = PMT and we can apply the binomial theorem to
obtain
(T − PM )
k =
k∑
l=0
(
k
l
)
(−1)lT k−lP lM = T
k +
k∑
l=1
(
k
l
)
(−1)lPM = T
k − PM . (12)
Thus (10) follows. The operator PM is self-adjoint and hence T − PM is normal. We recall that
for any normal N ∈ B(H), ‖Nk‖ = ‖N‖k; see, for example, [11, Lemma 8.32]. Thus equality (11)
follows from (9).
We now show that PM = PMT follows from PF = PFT . Observe that F is a closed linear
subspace. Indeed, due to the continuity of F , for every F ∋ xk → x, we get x = limxk =
limT (xk) = T (x). Consequently, since M ⊆ F are both closed linear subspaces, we have PM =
PMPF ; see [11, Lemma 9.2]. This implies that PMT = PMPFT = PMPF = PM .
In the next step we show that PF = PFT holds for any self-adjoint T . To this end, we recall
that by the characterization of the orthogonal projection [11, Theorem 4.9], y = PF (x) if an only
if y ∈ F and 〈x− y, z〉 = 0 for every z ∈ F . Now note that PFT (x) ∈ F and moreover,
〈x− PFT (x), z〉 = 〈x− PFT (x), T (z)〉 = 〈T (I − PF )T (x), z〉 = 〈(I − PF )T (x), z〉 = 0, (13)
which completes this part of the proof.
Finally, we show that when ‖T ‖ ≤ 1, then the identity PF = PFT also holds. In this case
‖(I + T + . . . + T k−1)/k‖ ≤ 1 and ‖T k(x)/k‖ ≤ 1
k
→ 0. Consequently, by the mean ergodic
theorem [16, Corollary VIII.5.4], we have
PF (x) = lim
k
x+ T (x) + . . .+ T k−1(x)
k
= lim
k
T (x) + T (T (x)) . . .+ T k−1(T (x))
k
= PFT (x), (14)
which completes the proof. 
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Before formulating our next result, following [2, Definition 3.2], we recall the following gener-
alization of the cosine of the Friedrichs angle for more than two subspaces.
Definition 7. LetM1, . . . ,Mr ⊆ H be closed linear subspaces and letM :=
⋂
iMi. The Friedrichs
number is defined by
cos(M1, . . . ,Mr) := sup
{
1
r − 1
∑
i6=j〈xi, xj〉∑r
i=1 ‖xi‖
2
| xi ∈Mi ∩M
⊥ and
r∑
i=1
‖xi‖
2 6= 0
}
. (15)
The above definition coincides in the case of r = 2 with (4); see [2, Lemma 3.1]. Moreover,
cos(M1, . . . ,Mr) ∈ [0, 1]. Thus we can indeed extend the notion of the Friedrichs angle θ ∈ [0, pi/2]
with the implicit definition cos(θ) = cos(M1, . . . ,Mr).
Theorem 8 (Exact norm value). Let M1, . . . ,Mr ⊆ H be closed linear subspaces and let M :=⋂
iMi. Moreover, let C,D ⊆ H
r be defined as in (5). Then, for every k = 1, 2, . . ., we have
∥∥∥∥∥∥
(
1
r
r∑
i=1
PMi
)k
− PM
∥∥∥∥∥∥ =
∥∥∥∥∥1r
r∑
i=1
PMi − PM
∥∥∥∥∥
k
=
(
r − 1
r
cos(M1, . . . ,Mr) +
1
r
)k
= cos(C,D)2k
= ‖PDPCPD − PC∩D‖
k
= ‖(PDPCPD)
k − PC∩D‖. (16)
Proof. Note that T := 1
r
∑r
i=1 PMi is self-adjoint, ‖T ‖ ≤ 1 and FixT = M . Thus the first equality
follows from Lemma 6. The last equality again follows from Lemma 6, but this time applied to
T := PDPCPD. Furthermore, we see that
‖PDPCPD − PC∩D‖ = ‖PDPCPCPD − PC∩D‖
= ‖(PDPC − PC∩D)(PCPD − PC∩D)‖
= ‖(PDPC − PC∩D)(PDPC − PC∩D)
∗‖
= ‖PDPC − PC∩D‖
2
= cos(C,D)2, (17)
where the second equality follows from PC∩D = PC∩DPC = PC∩DPD and the latter one follows
from (3). On the other hand, PD(B) = D ∩ B, where B is the unit ball in Hr. This, when
5
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combined with (6), leads to
‖PDPCPD − PC∩D‖ = ‖PDPCPD − PC∩DPD‖
= sup {‖PDPCPD(x)− PC∩DPD(x)‖ | x ∈ B}
= sup {‖PDPC(y) − PC∩D(y)‖ | y ∈ PD(B)}
= sup {‖PDPC(y) − PC∩D(y)‖ | y ∈ D ∩B}
= sup {‖T (y)− PM (y)‖ | y ∈ H and ‖y‖ ≤ 1}
= ‖T − PM‖. (18)
In order to complete the proof we show that cos(C,D)2 = r−1
r
cos(M1, . . . ,Mr) +
1
r
, where we
follow the argument from the proof of [2, Proposition 3.6]. Indeed, by the definition of C and
D, we have x = (x1, . . . , xr) ∈ C ∩ (C ∩ D)⊥ if and only if each xi ∈ Mi ∩ M⊥. Moreover,
y = (y, . . . , y) ∈ D ∩ (C ∩D)⊥ if and only if y ∈M⊥. Consequently,
cos(C,D)2 = sup
{
|〈x,y〉|2
‖x‖2‖y‖2
| x ∈ C ∩ (C ∩D)⊥,y ∈ D ∩ (C ∩D)⊥ and x,y 6= 0
}
= sup
{
|〈1
r
∑r
i=1 xi, y〉|
2
1
r
∑r
i=1 ‖xi‖
2‖y‖2
| xi ∈Mi ∩M
⊥,
r∑
i=1
‖xi‖
2 6= 0 and y ∈M⊥, y 6= 0
}
= sup
{
|〈1
r
∑r
i=1 xi, y〉|
2
1
r
∑r
i=1 ‖xi‖
2‖y‖2
| xi ∈Mi ∩M
⊥,
r∑
i=1
‖xi‖
2 6= 0 and y ∈ H, y 6= 0
}
= sup
{
‖
∑r
i=1 xi‖
2
r
∑r
i=1 ‖xi‖
2
| xi ∈Mi ∩M
⊥,
r∑
i=1
‖xi‖
2 6= 0
}
=
r − 1
r
cos(M1, . . . ,Mr) +
1
r
, (19)
where the last equality follows from
‖
∑r
i=1 xi‖
2
r
∑r
i=1 ‖xi‖
2
=
‖
∑r
i=1 xi‖
2 −
∑r
i=1 ‖xi‖
2
r
∑r
i=1 ‖xi‖
2
+
1
r
=
r − 1
r
·
∑
i6=j〈xi, xj〉
(r − 1)
∑r
i=1 ‖xi‖
2
+
1
r
. (20)
This completes the proof. 
Remark 9. Observe that, by (17)–(19), we have∥∥∥∥∥1r
r∑
i=1
PMi − PM
∥∥∥∥∥ = cos(C,D)2 = r − 1r cos(M1, . . . ,Mr) + 1r . (21)
The above equalities also follow from [2, Proposition 3.6 and Proposition 3.7]. However, our proof
for the first equality in (21) differs from the one presented in [2].
Example 10 (Example 5 revisited). In the setting of Example 5, a direct application of Pierra’s
formalization in a product space leads to an estimate which, in view of Theorem 8, is not the
optimal one. The remedy to this problem is to consider PDPCPD instead of PDPC. Indeed, for
any x = (x, . . . , x) ∈ D, we have (PDPCPD)k(x) = (PDPC)k(x) and consequently,
‖T k(x) − PM (x)‖ = ‖(PDPCPD)
k(x)− PC∩D(x)‖ ≤ cos(C,D)
2k‖x‖ = cos(C,D)2k‖x‖. (22)
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Although the above inequality recovers the optimal error bound from Theorem 8, it does not
explain why this estimate is optimal.
Remark 11 (Two subspaces). Let M1,M2 ⊆ H be closed linear subspaces and let M := M1∩M2.
By (3) and Theorem 8,
‖(PM2PM1)
k − PM‖ = cos(M1,M2)
2k−1 ≤
(
1
2
cos(M1,M2) +
1
2
)2k−1
≤
(
1
2
cos(M1,M2) +
1
2
)k
=
∥∥∥∥∥
(
PM1 + PM2
2
)k
− PM
∥∥∥∥∥ , (23)
where the inequalities are strict whenever cos(M1,M2) < 1. This somehow explains why, in general,
the alternating projection method is indeed faster than its simultaneous variant whenever we have
linear convergence. The numerical verification of this observation can be found, for example, in [9,
Fig. 1, p. 1071].
Next, we recall the following fact.
Fact 12. Let M1, . . . ,Mr ⊆ H be closed linear subspaces and let M :=
⋂
iMi. Moreover, let C
and D be as in Example 5. The following conditions are equivalent:
(i)
∑r
i=1M
⊥
i is closed.
(ii) cos(M1, . . . ,Mr) < 1 (subspaces are not aligned).
(iii)
∥∥ 1
r
∑r
i=1 PMi − PM
∥∥ < 1.
(iv) ‖PDPC − PC∩D‖ < 1.
(v) cos(C,D) < 1.
(vi) C⊥ +D⊥ is closed in Hr.
Proof. By (3) applied to C and D, and (21), we have (ii) ⇔ (iii) ⇔ (iv) ⇔ (v). In order to
complete the proof it suffices to show that (i) ⇔ (iii) holds. The equivalence (v) ⇔ (vi) will follow
by using a similar argument, but in the product space Hr.
Assume that (i) holds. Then, by Theorem 3 (i), there are c > 0 and q ∈ (0, 1) such that
‖T k − PM‖ ≤ cqk, where T :=
1
r
∑r
i=1 PMi . This implies that ‖T
k − PM‖ < 1 for some integer
k ≥ 1. Since, by Theorem 8, ‖T k − PM‖ = ‖T − PM‖k, we conclude that ‖T − PM‖ < 1 too.
Now assume that (iii) holds and (i) does not, that is,
∑r
i=1M
⊥
i is not closed. By Theorem 3,
T k converges arbitrarily slowly to PM . This is in contradiction with assumption (iii), in view of
which T k converges linearly to PM . This completes the proof. 
Remark 13. The equivalence (i) ⇔ (ii) from Fact 12 can be found in [2, Theorem 4.1, (3) ⇔
(11)]. The argument follows from the fact that cos(M1, . . . ,Mr) < 1 if and only if the family
{M1, . . . ,Mr} is linearly regular [2, Proposition 3.9], which, by [7, Theorem 5.19], is equivalent to
(i). As we have already mentioned in the Introduction, for the case of r = 2, an independent proof
can be found in [11, Theorem 9.35].
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We can now extend Theorems 3 and 4 in the case of the simultaneous projection method.
Theorem 14 (Dichotomy with optimal error bound). Let M1, . . . ,Mr ⊆ H be closed linear sub-
spaces, M :=
⋂
iMi and let T :=
1
r
∑r
i=1 PMi . Then exactly one of the following two statements
holds:
(i)
∑r
i=1M
⊥
i is closed. Then T
k converges linearly to PM and
q =
r − 1
r
cos(M1, . . . ,Mr) +
1
r
(24)
is the smallest possible number, independent of x, in the set of all q ∈ (0, 1) such that
∥∥T k(x)− PM (x)∥∥ ≤ qk‖x‖ (25)
for all x ∈ H.
(ii)
∑r
i=1M
⊥
i is not closed. Then T
k converges arbitrarily slowly to PM . Moreover, there is a
dense linear subspace X ⊆ H on which T k converges super-polynomially fast to PM .
Proof. If
∑r
i=1 M
⊥
i is closed, then linear convergence and the optimal error bound follow from
Theorem 8 and Fact 12.
Assume now that
∑r
i=1 M
⊥
i is not closed. The arbitrarily slow convergence is an immediate
consequence of Theorem 3 (ii). In order to complete the proof, we have to show that the convergence
is super-polynomially fast on some dense linear subspace X ⊆ H. To this end, we apply the
alternating projection formalization discussed in Example 5.
Indeed, by Fact 12, C⊥+D⊥ is not closed in Hr. Consequently, by Theorem 4, there is a dense
linear subspace X ⊆ Hr on which (PCPD)k converges super-polynomially fast to PC∩D. Note that
since PD is nonexpansive, for each x ∈ Hr, we have
‖(PDPC)
kPD(x) − PC∩D(x)‖ = ‖PD(PCPD)
k(x)− PDPC∩D(x)‖
≤ ‖(PCPD)
k(x)− PC∩D(x)‖. (26)
Consequently, for every x ∈ X and α > 0, we have
‖(PDPC)kPD(x)− PC∩D(x)‖
k−α
−→ 0 as k →∞. (27)
This implies that (PDPC)
k converges super-polynomially fast to PC∩D on PD(X). On the other
hand, since PD(X) ⊆ D, we can define
X := {x ∈ H | x = (x, . . . , x) ∈ PD(X)}. (28)
Observe that X is a linear subspace of H because PD(X) is a linear subspace of Hr, where the
latter fact follows from the linearity of PD. Moreover, by (6), for each x ∈ X and α > 0, we have
‖T k(x)− PM (x)‖
k−α
=
‖(PDPC)k(x)− PC∩D(x)‖
k−α
−→ 0 as k →∞, (29)
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where x = (x, . . . , x). Consequently, T k converges super-polynomially fast to PM on X . It remains
to prove that X is dense in H or, equivalently, that PD(X) is dense in D. Note that the second
statement follows from the continuity of the metric projection PD as we now show. Indeed, let
x ∈ D. Since X is dense in Hr, there is a sequence {xk}∞k=0 ⊆ X such that xk → x and the
above-mentioned continuity yields PD(xk)→ PD(x) = x. This completes the proof. 
Corollary 15 (Affine subspaces). Let V1, . . . , Vr ⊆ H be closed affine subspaces and assume that
V :=
⋂
i Vi 6= ∅. Moreover, let T :=
1
r
∑r
i=1 PVi . Then exactly one of the following two statements
holds:
(i)
∑r
i=1(Vi − Vi)
⊥ is closed. Then T k converges linearly to PV and
q =
r − 1
r
cos(V1, . . . , Vr) +
1
r
(30)
is the smallest possible number, independent of x, in the set of all q ∈ (0, 1) such that∥∥T k(x) − PV (x)∥∥ ≤ qk‖x− PV (0)‖ (31)
for all x ∈ H, where cos(V1, . . . , Vr) := cos(V1 − V1, . . . , Vr − Vr).
(ii)
∑r
i=1(Vi − Vi)
⊥ is not closed. Then T k converges arbitrarily slowly to PV . Moreover, there
is a dense affine subspace Y ⊆ H on which T k converges super-polynomially fast to PV .
Proof. The proof is based on the translation formula
PC(x) = PC−v(x− v) + v, (32)
which holds true for every closed and convex set C ⊆ H, x, v ∈ H. Note that for any x ∈ H and
v ∈ V , we have Vi = Mi + v and V = M + v, where Mi := Vi − Vi and M := V − V are closed
linear subspaces. This holds, in particular, for v = PV (0) which, when combined with an induction
argument, leads to(
1
r
r∑
i=1
PVi
)k
(x) − PV (x) =
(
1
r
r∑
i=1
PMi
)k
(x− v)− PM (x− v). (33)
If
∑
iM
⊥
i is closed, then, by Theorem 14 (i) and (33), estimate (31) holds with q defined as in
(30). If there were another 0 < q < r−1
r
cos(V1, . . . , Vr) +
1
r
for which (31) holds, then, by (33),
this would imply that∥∥∥∥∥∥
(
1
r
r∑
i=1
PMi
)k
− PM
∥∥∥∥∥∥ ≤ qk <
(
r − 1
r
cos(V1, . . . , Vr) +
1
r
)k
, (34)
which is impossible in view of Theorem 8.
If
∑
iM
⊥
i is not closed, then, by Theorem 14 (ii),
(
1
r
∑r
i=1 PMi
)k
converges arbitrarily slowly
to PM . This implies, by (33), that
(
1
r
∑r
i=1 PVi
)k
also converges arbitrarily slowly to PV . More-
over, by Theorem 14 (ii), there is a dense subspace X ⊆ H on which
(
1
r
∑r
i=1 PMi
)k
converges
super-polynomially fast to PM . It is easy to see that, by (33),
(
1
r
∑r
i=1 PVi
)k
converges super-
polynomially fast to PV on Y := X + v, which in its turn is a dense affine subspace of H. 
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Remark 16. (Cyclic projection method) Let M1, . . . ,Mr ⊆ H be closed linear subspaces and
let M :=
⋂
iMi. By [18, Theorem 1], PMr∩M⊥ . . . PM1∩M⊥ = PMr . . . PM1 − PM . Moreover, by
Lemma 6 applied to T := PMr . . . PM1 , we see that
(PMr . . . PM1)
k − PM = (PMr . . . PM1 − PM )
k = (PMr∩M⊥ . . . PM1∩M⊥)
k, (35)
which leads to the following (not necessarily optimal) error bound:∥∥(PMr . . . PM1)k(x) − PM (x)∥∥ ≤ ‖PMr∩M⊥ . . . PM1∩M⊥‖k‖x‖. (36)
If we assume that
∑r
i=1 M
⊥
i is closed, then, by [2, Theorem 4.1], ‖PMr∩M⊥ . . . PM1∩M⊥‖ < 1 and
the convergence is indeed linear. The above estimate can be found, for example, in [4, Remark
5.5.3], [14, Lemma 11.58] and [15, Lemma 9.2]. Note that for closed affine subspaces V1, . . . , Vr
with nonempty intersection V :=
⋂
i Vi we can, similarly to (33), derive the equality
(PVr . . . PV1)
k(x) − PV (x) = (PVr−Vr . . . PV1−V1)
k(x)− PV−V (x− v) (37)
for every v ∈ V . This leads to the following error bound:
∥∥(PVr . . . PV1)k(x)− PV (x)∥∥ ≤
∥∥∥∥∥
r∏
i=1
P(Vi−Vi)∩(V−V )⊥
∥∥∥∥∥
k
‖x− PV (0)‖, (38)
which yields linear convergence whenever
∑r
i=1(Vi − Vi)
⊥ is closed. The above estimate can be
found, for example, in [13, Theorem 6.6].
Appendix
In this section we present an argument showing that Theorem 4 which is stated here for a real
Hilbert space indeed follows from [3, Theorem 4.3], which is shown to be true for a complex Hilbert
space. The proof is based on a hand-written note which has kindly been provided to us by Catalin
Badea and David Seifert.
Proof. Let HC = H × H be a complexification of the real Hilbert space H equipped with the
scalar product 〈·, ·〉C : HC ×HC → C defined by
〈x+ iy, x′ + iy′〉C := 〈x, x
′〉+ 〈y, y′〉+ i(〈x, y′〉 − 〈x′, y〉) (39)
where the induced norm satisfies ‖x + iy‖2
C
= ‖x‖2 + ‖y‖2. Consider M˜ := M ×M and M˜j :=
Mj ×Mj , j = 1, . . . , r, which are closed linear subspaces of HC. Moreover, define P˜ and P˜j as the
complexification of P = PM and Pj = PMj , that is, P˜ (x + iy) := Px + iPy and P˜j(x + iy) :=
Pjx+ iPjy. Observe that P˜ and P˜j are linear, idempotent and, in fact, are orthogonal projections
onto M˜ and M˜j , respectively. Indeed, for any a+ ib ∈ C and x + iy ∈ HC, by the linearity of P ,
we have
(a+ ib)P˜ (x + iy) = (a+ ib)(Px+ iPy) = aPx− bPy + i(aPy + bPx)
= P (ax− by) + iP (ay + bx) = P ((a+ ib)(x+ iy)), (40)
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which shows that P˜ is linear. Since P = P 2, it easily follows that P˜ = P˜ 2. Moreover, for each
u+ iv ∈ M˜ , since P is an orthogonal projection, we get
〈x + iy − P˜ (x+ iy), u+ iv〉C = 〈x− Px+ iy − iPy, u+ iv〉C
= 〈x− Px, u〉+ 〈y − Py, v〉
+ i〈x− Px, v〉 − i〈y − Py, u〉 = 0, (41)
which shows that P˜ is an orthogonal projection too. The same argument can be repeated for each
P˜j . Finally, observe that
M˜⊥ =M⊥ ×M⊥ and M˜⊥i = M
⊥
i ×M
⊥
i . (42)
Indeed, it is easy to see that M˜⊥ ⊇M⊥×M⊥. Moreover, if x+ iy ∈ M˜⊥ and m+ im ∈ M˜ , then,
by the definition of 〈·, ·〉C,
〈x + y,m〉 = 〈x− y,m〉 = 0. (43)
This implies that x + y, x − y ∈ M⊥ and consequently, x = 12 ((x + y) + (x − y)) ∈ M
⊥ and
y = 12 ((x + y)− (x− y)) ∈M
⊥.
By assumption and Fact 12, we have
cos(M1, . . . ,Mr) =
1
r − 1
sup


∑
j 6=k〈mj ,mk〉∑
j ‖mj‖
2
| mj ∈Mj ∩M
⊥,
∑
j
‖mj‖
2 6= 0

 = 1. (44)
We claim that cos(M˜1, . . . , M˜r) = 1. Indeed, for each ε > 0, there are mj ∈ Mj ∩M⊥ such that∑
j ‖mj‖
2 6= 0 and
1
r − 1
∑
j 6=k〈mj ,mk〉∑
j ‖mj‖
2
≥ 1− ε. (45)
Moreover, by setting m˜j := mj + i0, we see that m˜j ∈ M˜j ∩ M˜⊥, 〈m˜j , m˜k〉 = 〈mj ,mk〉 and, in
particular,
∑
‖m˜j‖2 =
∑
‖mj‖2 6= 0. Consequently, 1 − ε ≤ cos(M˜1, . . . , M˜r) ≤ 1 holds for each
ε > 0, which shows that cos(M˜1, . . . , M˜r) = 1, as claimed.
Now consider T˜ := P˜r . . . P˜1, which is, in fact, the complexification of T , that is, T˜ (x + iy) =
Tx+ iT y for each x+ iy ∈ HC. By applying [3, Theorem 4.3] to M˜, M˜1, . . . , M˜r ⊆ HC and T˜ , we
get that there is a dense subspace X˜ ⊆ HC on which T˜ k converges super-polynomially fast to P˜ .
Consequently, for each x+ iy ∈ X˜ and α > 0, we have
‖T k(x) − P (x)‖
kα
≤
‖T k(x) − P (x)‖2 + ‖T k(y)− P (y)‖2
k2α
=
‖T˜ k(x+ iy)− P˜ (x+ iy)‖2
k2α
−→ 0 as k →∞. (46)
Consider X := {x ∈ H | x + iy ∈ X˜ for some y ∈ H} and observe that since X˜ is a dense linear
subspace of HC, the space X is a dense linear subspace of H. Moreover, the super-polynomial
convergence of T k to P on X follows from (46). 
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