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We show how two-dimensional waveguide arrays can be used to probe the effect of on-site interaction on
Anderson localization of two interacting bosons in one dimension. It is shown that classical light and linear
elements are sufficient to experimentally probe the interplay between interaction and disorder in this setting. For
experimental relevance, we evaluate the participation ratio and the intensity correlation function as measures
of localization for two types of disorder (diagonal and off-diagonal), for two types of interaction (repulsive
and attractive), and for a variety of initial input states. Employing a commonly used set of initial states, we
show that the effect of interaction on Anderson localization is strongly dependent on the type of disorder and
initial conditions, but is independent of whether the interaction is repulsive or attractive. We then analyze a
certain type of entangled input state where the type of interaction is relevant and discuss how it can be naturally
implemented in waveguide arrays. We conclude by laying out the details of the two-dimensional photonic lattice
implementation including the required parameter regime.
Introduction. Anderson localization (AL) [1], one of the
most famous manifestations of quantum destructive interfer-
ence, has been probed and verified in perhaps the most diverse
physical platforms such as light propagation in spatially ran-
dom optical media [2, 3], noninteracting Bose-Einstein con-
densates in random optical potentials [4, 5], microwave cavity
fields with randomly distributed scatterers [6], and an inte-
grated array of interferometers [7]. Interesting deviations in
AL arise when interactions between the particles become sig-
nificant. In fact, Anderson himself first noticed the importance
of interaction in localization phenomena [8] and launched a
theoretical investigation in collaboration with Fleishman [9].
Recently, advances in technology have reinvigorated theoret-
ical [10, 11] and experimental [12–19] interest on this sub-
ject. For the special case of two interacting particles in a
random one-dimensional (1D) potential, Shepelyansky has in-
vestigated the interplay of disorder and interaction and con-
cluded that interaction modifies (weakens) localization [20].
However, several studies analyzing the two-particle case fur-
ther [21–29] have shown that the problem of the interplay be-
tween disorder and interaction is very complex and the results
depend on the details of the system, the localization measure,
and the numerical technique employed [3, 13, 14].
We show here that for the two-particle case, a linear two-
dimensional (2D) waveguide array is an ideal platform to
quantitatively study the role of interaction in AL. Focusing
on bosons, we start by analyzing in detail the general model
describing the dynamics of two interacting particles in a dis-
ordered 1D lattice. The effect of on-site interaction on local-
ization is quantified using a measure known as the participa-
tion ratio for both diagonal and off-diagonal disorder. We also
evaluate the behavior of the particles’ second-order correla-
tion function, characterizing the spatial quantum interference
between them, and discuss how it can be directly measured
through intensity measurements on the output distribution of
light from the photonic lattice. We discuss cases showing that
the effect of interaction on AL is strongly dependent on the
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type of disorder and initial conditions, but is independent of
whether the interaction is repulsive or attractive. The origin
of the latter is briefly explained, followed by an explicit ex-
ample where the indifference is broken. We conclude by lay-
ing out the details of a photonic implementation in a linear
2D waveguide array, assuming only classical sources of light.
Here the on-site interaction can be realized by changing the
relative detuning of diagonal waveguides with respect to off-
diagonal waveguides as initially proposed in Refs. [30–32].
The ability to tune the particle interaction, the ease in
preparing different initial states in optics, and the advantage
of performing the experiment with classical light make our
setup ideal for studying the role of interactions in AL of two
particles with existing technology.
Two interacting bosons in a disordered 1D lattice. We are
interested in the dynamics of two interacting bosons in a dis-
ordered 1D lattice as governed by the Bose-Hubbard model
Hˆ =
∑
j
 jaˆ
†
j aˆ j−
∑
〈 j,k〉
J j,k(aˆ
†
j aˆk+ aˆ
†
k aˆ j)+
U
2
∑
j
nˆ j(nˆ j−1), (1)
where aˆ†j (aˆ j) is the boson creation (annihilation) operator at
site j,  j is the on-site potential energy at site j, J j,k is the
tunneling amplitude between nearest neighbors, and U is the
on-site interaction strength.
We concentrate on two types of static disorder [33]. The
first is the diagonal disorder, in which the on-site potential
energies { j} are uniformly randomized within a finite range
(¯−∆, ¯+∆). The second type of disorder is the off-diagonal
disorder, in which the tunneling amplitudes {J j,k} are uni-
formly randomized within a finite range (J¯−∆J, J¯+∆J). Here,
to stay within an experimentally realizable regime, the range
of ∆ and ∆J are restricted such that both  j and J j,k are always
positive.
Later on, we show how this model can be realized in a
2D photonic lattice and the interplay between disorder and
interaction can be observed in such a system. For this pur-
pose, we concentrate on two experimentally measurable quan-
tities. The first is called the participation ratio (PR) [34], de-
fined as PR(t) = (
∑L
j |ψ j(t)|2)2/
∑L
j |ψ j(t)|4, where |ψ j(t)|2 de-
notes the normalized density of particles at site j, given by
|ψ j(t)|2 = 12 〈ψ(t)|nˆ j|ψ(t)〉, with
∑L
j |ψ j(t)|2 = 1. It provides
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2a notion of an effective number of occupied sites such that
PR→ 1 and PR→ L for the most localized and completely
delocalized states, respectively. Here, |ψ(t)〉 denotes the time-
dependent wave function of two bosons, obtained by solving
the Schro¨dinger equation. The second is the intensity correla-
tion function defined as Γ j,k(t) = 〈aˆ†j aˆ†k aˆkaˆ j〉. It characterizes
the spatial quantum interference of two particles, known as the
Hanbury Brown-Twiss correlation, and can be used to observe
qualitative differences between different types of disorder as
in Refs. [35, 36].
Interplay between disorder and interaction. First we study
the interplay between disorder and interaction using three ini-
tial states corresponding to two bosons placed at (i) the same
site, 1√
2
(aˆ†0)
2|0〉; (ii) adjacent sites, aˆ†0aˆ†1|0〉; and (iii) two sites
separated by an empty site, aˆ†−1aˆ
†
1|0〉.
To investigate the AL of two interacting particles, one
would generally want to consider a long time scale after which
the localization of two particles is saturated. However, in this
paper we concentrate on an experimentally realizable time
scale [37], which is in general shorter than the saturation time.
The trend of the PR with respect to increasing U (in units of
J¯) for the time well after saturation was checked to be similar
to the final time chosen.
The exact numerical calculations for |ψ(t)〉 presented in
Fig. 1 show that the effect of interaction on the AL of two
bosons depends on the type of disorder and the initial condi-
tion and is independent of whether the interaction is repulsive
or attractive for the initial conditions used. For case (i), the
interaction suppresses localization within a moderate value of
|U|, on the order of disorder strength, for both types of dis-
order, so that they are less localized compared to the nonin-
teracting case as previously noted [20]. Increasing |U| further
tends to enhance localization for both types of disorder and es-
pecially for the diagonal disorder; two bosons are completely
localized (PR→ 1) at the initial position for a large value
of |U|. Similar trends have also been reported in a waveg-
uide setup [18, 19], ultracold bosons [38], and correlated elec-
trons [39] under the mean-field approximation. For cases (ii)
and (iii), the effects of interaction are less pronounced. The
suppression of localization is still there for small |U|, but the
large |U| behavior is quite different from that arising from the
same-site initial condition. The effect of the on-site interac-
tion on AL seems to be larger for diagonal disorder than off-
(b)(a)
1p
2
(aˆ†0)
2|0i aˆ†0aˆ†1|0i aˆ† 1aˆ†1|0i
FIG. 1: Participation ratio for (a) diagonal disorder: (¯,∆, J¯,∆J) =
(2, 2, 1, 0), and (b) off-diagonal disorder: (¯,∆, J¯,∆J) = (2, 0, 1, 1).
Three initial conditions are considered: 1√
2
(aˆ†0 )
2|0〉, aˆ†0 aˆ†1 |0〉, and
aˆ†−1aˆ
†
1 |0〉 correspond to the blue, red, and yellow solid (dashed)
curves, respectively, for repulsive (attractive) interaction.
diagonal disorder for all the initial conditions. Note that such
behavior is the result of an interplay between disorder and in-
teraction, each of which cannot yield the same behavior by
itself.
In the large |U| limit, the two non-same-site initial condi-
tions yield almost the same values of PR. However, the differ-
ences between conditions (ii) and (iii) are manifest in quan-
tum correlations as shown in Fig. 2, depicting the correlation
functions for U = 20. The two bosons placed initially at the
same site [case (i)] propagate together [see Figs. 2 (a) and (d)],
and behave as a bound pair even for repulsive interaction [40].
On the other hand, a qualitative difference between the other
two initial conditions is found; two bosons can stay together
only around their initial position for case (ii) [see Figs. 2 (b)
and (e)], but two bosons never stay together for case (iii) [see
Figs. 2 (c) and (f)]. Such a difference in quantum correlation
is induced by strong interaction and vanishes with decreasing
|U|.
Repulsive versus attractive interaction. The results shown
so far have been independent of whether the interaction is re-
pulsive or attractive. This is a result of the symmetries of the
observables and the initial states [41]. We briefly describe
these symmetries and provide an example where the nature of
the interaction matters.
The Hamiltonian, Eq. (1), has the following symmetry.
Defining the Hamiltonian H+ (H−) as the repulsive (attrac-
tive) case, the expectation values of an observable under these
Hamiltonians 〈Oˆ(t)〉± are identical if both the initial state
|ψ(0)〉 and the observable Oˆ are invariant under the time re-
versal and pi-boost transformation [42]. This is satisfied by
(d)(a)
(e)(b)
(f)(c)
FIG. 2: Intensity correlation function for diagonal (left column)
and off-diagonal (right column) disorder. The initial states are
1√
2
(aˆ†0 )
2|0〉, aˆ†0 aˆ†1 |0〉, and aˆ†−1aˆ†1 |0〉 from top to bottom, respectively.
Parameters values are as in Fig. 1.
3the initial states and the observables used in Figs. 1 and 2.
Thus, to observe the difference between repulsive and attrac-
tive interactions, either the initial state or the observable that
is not invariant under the time reversal or pi-boost operation is
required.
As an example, we consider an initial condition that breaks
the pi-boost symmetry, |ψ(0)〉 = 1√
2
( 1√
2
(aˆ†0)
2 + aˆ†1aˆ
†
2)|0〉. Fig-
ure 3 presents the effect of interaction for this initial condition
in the presence of weak disorder. Strong disorder was checked
to destroy the differences between±U for this example. In the
figure, one can see that the repulsive interaction yields larger
PR and that the difference between ±U diminishes as the in-
teraction strength increases. The latter is expected because
|ψ(0)〉 is time reversal invariant.
The correlation functions for U = ±2 plotted in Fig. 4 show
the differences graphically. As expected, the repulsive case
[Figs. 4 (a) and (c)] has a broader distribution with a sup-
pressed peak in the middle compared to the attractive case
[Figs. 4 (b) and (d)].
Anderson localization of two interacting particles in lin-
ear photonic lattices. Perhaps surprisingly, linear propagation
of light in 2D waveguide arrays can be used to experimen-
tally observe two interacting particles in a 1D lattice [30–32].
Now, we briefly explain the connection between the two, con-
centrating on the bosonic case, and then discuss how such a
setup allows experimental observation of our theoretical stud-
ies with only classical sources of light. It will be shown that
the 2D waveguide array is an ideal platform in many ways to
observe the role of interaction in two-particle AL.
To see the formal similarity between the linear 2D waveg-
uide array and the two interacting particles in 1D, it is helpful
to expand the state vector |ψ(t)〉 of two particles in 1D in Fock
space as
|ψ(t)〉 = 1√
2
L∑
n,m=1
cn,m(t)aˆ
†
naˆ
†
m|0〉
=
L∑
n=1
cn,n(t)
1√
2
(aˆ†n)2|0〉
+
∑
m>n
1√
2
[cn,m(t) + cm,n(t)]aˆ
†
naˆ
†
m|0〉, (2)
where cn,m(t) is the probability amplitude to find one boson at
(a) (b)
U < 0U > 0
FIG. 3: Participation ratio as a function of U for an initial state
that breaks the pi-boost symmetry, |ψ(0)〉 = 1√
2
( 1√
2
(aˆ†0 )
2 + aˆ†1 aˆ
†
2 )|0〉
(see text): (a) diagonal disorder, (¯,∆, J¯,∆J) = (2, 1, 1, 0); (b) off-
diagonal disorder, (¯,∆, J¯,∆J) = (2, 0, 1, 0.5). The blue (red) solid
curve corresponds to the repulsive (attractive) interaction. The rest
of the parameters are as in Fig. 1.
site n and the other at site m, cn,m(t) = cm,n(t) at any t > 0 due
to the indistinguishability of the particles. Substituting it into
the Schro¨dinger equation, one obtains
ic˙n,m = (n + m + Uδn,m)cn,m
− Jn−1,ncn−1,m − Jn,n+1cn+1,m
− Jm−1,mcn,m−1 − Jm,m+1cn,m+1
(3)
The dynamics for cn,m(t) described by Eq. (3) is equivalent to
the coupled-mode equations for light propagation in a sym-
metric square 2D waveguide array, where cn,m(t) describe the
amplitudes of the classical field at (n,m) and the reflection
symmetry along the diagonal axis holds. This establishes
the connection between the model Hamiltonian and the pho-
tonic lattice. In the 2D structure, the first term in Eq. (3),
(n + m + Uδn,m), is determined by the width and the refrac-
tive index of the (n,m)th waveguide, and the tunneling ampli-
tude Ji, j defines the coupling constant between the ith and jth
neighboring waveguides in the x or y axis [see Fig. 5 (a), cor-
responding to the case of seven sites in 1D]. Here, the effective
on-site interaction U is achieved by fabricating the diagonal
waveguides with a different refractive index or width with re-
spect to off-diagonal waveguides. Note that such a 2D waveg-
uide structure can be experimentally realized by femtosecond
laser writing in fused silica, where the defect line is introduced
by varying the writing speed of the laser beam [43, 44]. Also,
the sign of U can be varied by changing the relative detuning
between the waveguides [32]. In this way, one can obtain a
strong interaction regime in the experimentally accessible 2D
waveguide geometry without nonlinear materials.
Randomized on-site energy for the diagonal disorder can be
introduced by a controlled variation of the width [16] or the
refractive index [45, 46] of each waveguide while keeping the
tunneling rates between waveguides constant. Randomized
tunneling strength can be introduced by a controlled variation
of the separation between adjacent waveguides [2, 19, 47],
while keeping the symmetry with respect to the diagonal axis.
For this off-diagonal disorder, identical waveguides should
be employed except in the diagonal axis where a difference
(b) (d)
(a) (c)
FIG. 4: Intensity correlation function for diagonal disorder (left col-
umn) and off-diagonal disorder (right column), where U = 2 (top
row) and U = −2 (bottom row). The rest of the parameters are as in
Fig. 3.
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FIG. 5: (a) A 2D waveguide array, where, as an example, classical
input beams generated by scheme (b) are launched into the waveg-
uides indicated by the purple arrows, corresponding to (c) the initial
condition in the 1D lattice |ψ(0)〉 = 1√
2
( 1√
2
(aˆ†0 )
2 + aˆ†1 aˆ
†
2 )|0〉. The
waveguide is symmetric upon reflection along the diagonal.
between the refractive indices of the diagonal (nd) and off-
diagonal (n0) waveguides effectively leads to the interaction
U ∼ (n0 − nd). Recently, the values of the diagonal disor-
der ∆/¯, the off-diagonal disorder ∆J/J¯, and the interaction
U/J¯ have been shown to be implementable to about 3 [16],
0.91 [47], and 20 [48], respectively.
The probability amplitude of finding the two particles at
site n is given by pn,n(t) = cn,n(t), whereas the probability
amplitude of finding them at lattice sites n and m is given by
pn,m(t) = 1√2 (cn,m(t) + cm,n(t)) =
√
2cn,m(t). Subsequently,
the normalized particle-density distribution Pn(t) (=|ψn(t)|2)
is defined by Pn(t) = 12 〈ψ(t)|nˆn|ψ(t)〉 =
∑
m |cn,m(t)|2, with∑
n Pn(t) = 1. Note, therefore, that both the PR and the corre-
lation function [49] can be simply observed by directly mea-
suring the intensity |cn,m(t)|2 at the nth row and mth column
of the waveguide; i.e., there is no need for coincidence detec-
tion as in direct 1D implementations [50]. Such an implemen-
tation enables one to completely observe the quantum inter-
ference of two particles in terms of the correlation function,
which could not be observed in a classical nonlinear imple-
mentation, where the measured classical correlations for non-
linear waves do not follow the predicted quantum correlations
at higher values of U/J¯ [36].
The initial conditions, aˆ†naˆ
†
m|0〉, can be prepared with two
classical coherent input beams at (n,m) and (m, n) when n , m
or a single beam at (n, n). The initial relative phase be-
tween the beams can be chosen to exhibit either the bosonic
(cn,m(0) = cm,n(0)) or the fermionic (cn,m(0) = −cm,n(0)) statis-
tics. It is then straightforward to realize an arbitrary initial
condition for two bosons in a 1D lattice; for example, the ini-
tial condition |ψ(0)〉 = 1√
2
( 1√
2
(aˆ†0)
2+aˆ†1aˆ
†
2)|0〉) can be realized
by choosing c0,0(0) = 1/
√
2 and c1,2(0) = c2,1(0) = 1/2 (see
Fig. 5). Such an initial state can be simply generated by an ap-
propriate combination of 50/50 beam splitters [51] as shown
in Fig. 5(b). More generally, an arbitrary initial condition can
be generated by a properly controlled multiport beam splitter
into which a classical coherent light is initially launched [52].
With the implementation scheme described above, the AL
of two interacting bosons can be experimentally studied in the
linear 2D waveguide array and observables such as the PR
and correlation functions can be straightforwardly measured.
In particular, an arbitrary initial condition for two bosons can
be realized with classical coherent input beams.
Conclusions. We have shown that a linear 2D photonic lat-
tice using classical sources of light provides an ideal play-
ground for probing the effect of on-site interaction on the AL
of two bosons in a 1D disordered lattice. We have carried out
the numerical calculations for two types of disorders, diago-
nal and off-diagonal, and different initial states under different
interaction strengths and signs. The effect was characterized
in terms of the participation ratio and the correlation function,
which clearly display, quantitatively and qualitatively, the in-
terplay between interaction and disorder, and can be measured
by an intensity output distribution of 2D arrays.
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