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Capitolo 2
Equazioni differenziali ordinarie
2.1 Teoremi di punto fisso
Definizione di punto fisso
Siano X un insieme e S : X →X . Diciamo che c ∈X è punto fisso per S quando S(c) = c .
Definizione di funzione lipschitziana
Siano (X , d) uno spazio metrico e S : X → X . Diciamo che S è lipschitziana quando esiste
L ∈R+ tale che




≤ Ld(x1, x2) .
Il numero L è detto costante di lipschitzianità di S .
Definizione di contrazione
Siano (X , d) uno spazio metrico e S : X → X . Diciamo che S è una contrazione quando è
lipschitziana con costante di lipschitzianità minore di 1 .
2.1.1 Teorema (di Banach-Caccioppoli)
Siano (X , d) uno spazio metrico completo e S : X → X una contrazione. Allora esiste uno e un
solo c ∈X tale che S(c) = c .
Inoltre, qualunque sia x0 ∈X , posto, ∀n ∈N , xn+1 = S(xn) , risulta limn→+∞ xn = c .
Dimostrazione. Sia L ∈ ]0,1[ la costante di lipschitzianità di S .
Se n ∈N∗ si ha




≤ Ld(xn , xn−1)
e, ripetendo il ragionamento, d(xn+1, xn)≤ L
nd(x1, x0) . Pertanto qualunque siano m, n ∈N ,



















Poiché L < 1 , fissato ǫ ∈ R+ , se n è grande il numero a ultimo membro è minore di ǫ .
Pertanto la successione (xn)n∈N è di Cauchy e quindi è convergente, perché X è completo.
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Sia c = limn→+∞ xn . Poiché S è continua si ha limn→+∞ S(xn) = S(c) , ma risulta anche
limn→+∞ S(xn) = limn→+∞ xn+1 = c . Pertanto S(c) = c .
Se c1, c2 ∈X sono punti fissi per S allora




≤ Ld(c1, c2) .
Poiché L < 1 deve essere d(c1, c2) = 0 , quindi c1 = c2 . Questo prova l’unicità del punto
fisso.
Se S è una funzione da un insieme a se stesso e k ∈N , indichiamo con S k la composizione
di S con se stesso k volte. Formalmente poniamo S0 uguale all’identità in X e S k+1 = S◦S k .
Il teorema di Banach-Caccioppoli può essere generalizzato come segue.
2.1.2 Teorema
Siano (X , d) uno spazio metrico completo, S : X → X e supponiamo che esista k ∈ N∗ tale
che S k è una contrazione. Allora esiste uno e un solo c ∈X tale che S(c) = c .
Inoltre, qualunque sia x0 ∈X , posto, ∀n ∈N , xn+1 = S(xn) , risulta limn→+∞ xn = c .
Dimostrazione. Per il teorema di Banach-Caccioppoli 2.1.1, esiste uno e un solo c ∈X punto
fisso per S k .








= S(c) , quindi S(c) è un punto fisso per S k , ma
l’unico punto fisso per S k è c , quindi S(c) = c .




= S(d ) = d , pertanto d è un punto
fisso per S2 ; ripetendo il ragionamento si ottiene che d è un punto fisso per S k ; dall’unicità
del punto fisso per S k segue quindi l’unicità del punto fisso per S .
Sia ora x0 ∈X e, ∀n ∈N , sia xn+1 = S(xn) ; dimostriamo che si ha limn→+∞ xn = c .
Se n ∈N allora n = k m+ j , per m ∈N e j ∈ {0,1, . . . , k − 1} opportuni. Notiamo che
risulta m > (n/k)− 1 . Si ha allora


















Se L ∈ ]0,1[ è la costante di lipschitzianità di S k , da qui segue d(xn , c)≤ L
md
 








S i (x0), S
i (c)
  i = 0,1, . . . , k − 1	 , risulta
d(xn , c)≤ L
m M ≤ L(n/k)−1M −−−→
n→+∞
0 .
Pertanto limn→+∞ xn = c .
2.2 Equazioni differenziali del primo ordine
In questa Sezione studiamo equazioni differenziali ordinarie del primo ordine. Con questa
espressione indichiamo una equazione in cui l’incognita è una funzione; nell’equazione com-
pare la derivata della funzione. Il termine “ordinaria” significa che le non compaiono derivate
parziali, quindi la funzione incognita dipende da una sola variabile. Vengono chiamate del pri-
mo ordine, perché nell’equazione compare solo la derivata prima. Studieremo solo equazioni
“in forma normale”, cioè in cui a primo membro compare solo la derivata della funzione. In
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generale un’equazione di tale tipo è della forma y ′(t ) = f
 
t , y(t )

, dove f è una assegnata
funzione di due variabili a valori reali e y è la funzione incognita.
Solitamente si cerca una soluzione dell’equazione che verifichi una “condizione iniziale”,
cioè che assuma un valore assegnato in un punto predeterminato del dominio. Abbiamo
quindi in generale un problema del tipo
¨
y ′(t ) = f
 
t , y(t )

,
y(t0) = y0 ,
(2.2.1)
dove f : A→R , con A⊆R2 , e (t0, y0) ∈A . Questo problema è detto problema di Cauchy
per un’equazione differenziale ordinaria del primo ordine.
Definiamo anzitutto cosa intendiamo per soluzione di questo problema.
Definizione
Sia v : I → R , con I intervallo di R . Diciamo che v è soluzione del problema di Cau-
chy (2.2.1) quando si ha:
I) v ∈C 1(I ,R) ;
II) ∀t ∈ I ,
 
t , v(t )

∈A e v ′(t ) = f
 
t , v(t )

;
III) t0 ∈ I e v(t0) = y0 .
In questa definizione non viene fatta alcuna richiesta sull’intervallo I dominio della so-
luzione. Ciò è dovuto al fatto che in generale non si ha alcuna informazione sul dominio di
una soluzione se non la si determina. Anche se la funzione f che definisce l’equazione ha
dominio R2 , non necessariamente esiste una soluzione con dominio R .
Il problema di Cauchy (2.2.1) può essere trasformato nell’equazione integrale







d s ; (2.2.2)
questa per certi aspetti è più semplice da studiare e consente di ottenere soluzioni approssimate
del problema.
2.2.1 Teorema
Siano A un aperto di R2 , f ∈ C (A,R) , (t0, y0) ∈ A , I intervallo di R tale che t0 ∈ I e
v : I →R . La funzione v è soluzione del problema di Cauchy (2.2.1) se, e solo se,
I) v ∈C (I ,R) ;
II) ∀t ∈ I ,
 
t , v(t )

∈A ;








Dimostrazione. Sia v ∈ C 1(I ,R) soluzione del problema (2.2.1). Per la definizione di solu-
zione valgono I) e II). Inoltre, per il teorema fondamentale del calcolo integrale, ∀t ∈ I ,
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si ha
v(t )− v(t0) =
∫ t
t0


















Viceversa, sia v : I → R che verifica I), II) e III). Da III) segue v(t0) = y0 . Inoltre, per il







d s è derivabile,
con derivata f
 
t , v(t )

; pertanto v è derivabile con derivata continua e, ∀t ∈ I , risulta
v ′(t ) = f
 
t , v(t )

.
Enunciamo ora il principale teorema relativo all’esistenza di soluzioni di un problema di
Cauchy.
2.2.2 Teorema (di Peano)
Siano A un aperto di R2 , f ∈C (A,R) e (t0, y0) ∈A . Allora esiste una soluzione, definita in un
intorno di t0 , del problema di Cauchy¨
y ′(t ) = f
 
t , y(t )

,
y(t0) = y0 .
Dimostrazione. Per il teorema 2.2.1, è sufficiente dimostrare che esiste una soluzione dell’e-
quazione integrale (2.2.2).
Siano a, b ∈R∗+ tali che [t0 − a, t0+ a]× [y0 − b , y0+ b ]⊆A . Poniamo
M =max
n
| f (t , y)|
 t ∈ [t0 − a, t0+ a] , y ∈ [y0 − b , y0+ b ]
o
.
Posto δ =min{ a, b/M } , dimostriamo l’esistenza di una soluzione in Iδ = [t0, t0+δ] ; in
modo analogo si dimostra l’esistenza di una soluzione in [t0 −δ, t0] . Per semplificare le
notazioni poniamo Jb = [y0 − b , y0+ b ] .
Costruiamo anzitutto una successione di funzioni continue da Iδ a Jb che, in qualche
senso, approssimano una soluzione.
Sia n ∈ N∗ ; per i = 0,1, . . . , n poniamo tn,i = t0 + (iδ/n) . Osserviamo che si ha
t0 = tn,0 < tn,1 < · · ·< tn,n = t0+δ . Definiamo vn : Iδ →R ponendo
vn(t ) =
¨
y0 , se t = t0,
vn(tn,i )+ f
 
tn,i , vn(tn,i )





, i = 0,1, . . . , n − 1.
Osserviamo che vn(t ) ∈ Jb , per ogni t ∈ I , quindi è definito f
 
tn,i , vn(tn,i )

e la definizione






 f  t0, vn(t0)(t − t0)≤ M (t − t0)≤ M δn ≤ b .
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In particolare
vn(tn,1)− y0≤ Mδ/n . Se t ∈ ]t1, t2] , allora
|vn(t )− y0|=
vn(tn,1)+ f  tn,1, vn(tn,1)(t − tn,1)− y0≤
≤
vn(tn,1)− y0+  f  tn,1, vn(tn,1)(t − tn,1)≤




Ripetendo il ragionamento si prova che tutti i vn(tn,i ) appartengono a Jb , quindi vn è ben
definita. Inoltre ∀t ∈ Iδ , si ha |vn(t )− y0| ≤ M (t − t0)≤ Mδ ≤ b .
In modo analogo si può dimostrare che la disuguaglianza vale sostituendo a t0 qualunque
s ∈ Iδ , cioè, ∀t , s ∈ Iδ , si ha |vn(t )− vn(s)| ≤ M (t − s) .
Abbiamo così provato che { vn | n ∈ N} è equicontinuo e equilimitato, quindi, per il






a una funzione v : Iδ → Jb continua.







d s e quindi, per il teore-
ma 2.2.1, v è soluzione del problema di Cauchy.
Osserviamo anzitutto che, posto
ϕn : Iδ →R , ϕn(t ) =
¨







tn,i , vn(tn,i )





, i = 1,2, . . . , n − 1,
risulta, ∀t ∈ Iδ ,




Per il teorema di Heine Cantor f è uniformemente continua in Iδ × Jb , quindi, fissato
ǫ ∈R+ , esiste η ∈ R+ tale che se (t1, y1), (t2, y2) ∈ Iδ × Jb sono tali che |t1 − t2| ≤ η e
|y1 − y2|< η , allora | f (t1, y1)− f (t2, y2)|< ǫ .
Sia n ∈N tale che δ/kn < η e Mδ/kn < η . Se t ∈

tkn ,i , tkn ,i+1

, allora si ha
t − tkn ,i
≤ δ/kn < η , vkn (t )− vkn (tkn ,i )
≤ Mδ/kn < η .
Pertanto ϕkn (t )− f  t , vkn (t )
=  f  tkn ,i , vkn (tkn ,i )− f  t , vkn (t )
< ǫ .
























ϕkn (s)− f  s , vkn (s)
 d s ≤ ∫ t
t0
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Poiché vkn converge uniformemente a v e f è uniformemente continua, si prove facilmente
che la funzione t 7→ f
 
t , vkn (t )

converge uniformemente alla funzione t 7→ f
 





























Il teorema è così dimostrato.
2.2.3 Osservazione
La dimostrazione del teorema di Peano garantisce l’esistenza di una soluzione del problema di
Cauchy sull’intervallo [t0, t0+δ] , con δ =min{ a, b/M } . Vediamo una motivazione della
scelta di δ .
Se K è un compatto contenuto in A tale che (t0, y0) ∈ int K , una soluzione del proble-
ma (2.2.1) si può prolungare almeno fino a che il suo grafico non esce da K .
In particolare consideriamo il rettangolo compatto [t0 − a, t0+ a]× [y0 − b , y0+ b ] ; stu-
diamo una soluzione v del problema di Cauchy a destra del punto t0 . Il grafico di questa
soluzione esce dal rettangolo o intersecando il lato di destra, oppure quello inferiore, oppure
quello superiore. Nel primo caso la soluzione è definita in [t0, t0+ a] ; negli altri casi esiste
T ∈ ]t0, t0+ a] , tale che v(T ) = y0 + b , oppure v(T ) = y0 − b , cioè |v(T )− y0| = b . In
quest’ultima situazione, per il teorema di Lagrange esiste τ , compreso tra t0 e T , tale che
b = |v(T )− y0|= |v(T )− v(t0)|=





∈ [t0 − a, t0+ a]× [y0 − b , y0+ b ] , quindi risulta
 f  τ, v(τ)≤ M , pertanto
b ≤ M (T − t0) , cioè T − t0 ≥ b/M . Perciò la soluzione v è definita in un intervallo di lun-
ghezza a oppure in un intervallo di lunghezza almeno b/M ; in ogni caso in un intervallo di
lunghezza maggiore o uguale a δ =min{ a, b/M } .
Rafforzando le ipotesi del teorema di Cauchy si ha l’esistenza di una soluzione non solo in
un intorno di t0 , ma sul più grande intervallo su cui ha senso definire una soluzione. Abbiamo
infatti il seguente teorema.
Nelle ipotesi del teorema di Peano un problema di Cauchy può avere più di una soluzione.
Aggiungendo una ulteriore ipotesi sulla funzione f la soluzione è unica. Sotto questa ipotesi
la dimostrazione risulta più semplice, perché non richiede l’uso del teorema di Ascoli Arzelà.
Occorre però precisare cosa si intende dicendo che la soluzione è unica. Con la definizione
data, qualunque restrizione di una soluzione ad un intervallo contenente t0 è ancora una
soluzione. Pertanto si può parlare di unicità della soluzione solo prescindendo dalle differenze
di dominio.
Definizione
Siano A un aperto di R2 , f : A→R e (t0, y0) ∈A . Diciamo che il problema di Cauchy (2.2.1)
ha unicità della soluzione quando, qualunque siano v ∈ C 1(I ,R) e w ∈ C 1(J ,R) , soluzioni
del problema, si ha,
∀t ∈ I ∩ J , v(t ) =w(t ) .
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Definiamo ora la condizione che utilizzeremo per enunciare un teorema di esistenza e
unicità per un problema di Cauchy.
Definizione
Siano A⊆R2 e f : A→R .
Diciamo che f è lipschitziana rispetto alla seconda variabile uniformemente rispetto
alla prima quando esiste L ∈R+ tale che
∀(t , y1), (t , y2) ∈A, | f (t , y1)− f (t , y2)| ≤ L|y1 − y2| .
Diciamo che f è localmente lipschitziana rispetto alla seconda variabile uniformemente




na rispetto alla seconda variabile uniformemente rispetto alla prima.
2.2.4 Osservazione
Se una funzione continua è localmente lipschitziana rispetto alla seconda variabile uniforme-
mente rispetto alla prima, allora è ipschitziana rispetto alla seconda variabile uniformemente
rispetto alla prima in ogni compatto contenuto nel suo dominio.
Per provare questo, dimostriamo che se esiste K , compatto contenuto in A , in cui f non
è lipschitziana allora non è localmente lipschitziana.
Sia quindi K ⊆A compatto tale che, ∀n ∈N , esistono (tn, vn), (tn, wn) ∈ K tali che
| f (tn, vn)− f (tn, wn)|> n|vn −wn| . (2.2.3)
Poiché K è compatto, la successione ((tn , vn))n∈N ha una sottosuccessione convergente a un
elemento di K . Analogamente la corrispondente sottosuccessione di ((tn, wn))n∈N ha una
sottosuccessione convergente a un elemento di K . Si ottiene così una successione di indi-
ci (kn)n∈N tale che le successioni






















 f (tkn , vkn )− f (tkn , wkn )
=  f  t , v− f  t , w ∈R ,
esiste M ∈ R+ tale che, ∀n ∈ N , si ha | f (tn, vn)− f (tn , wn)| ≤ M ; allora dall’equazio-
ne (2.2.3) segue che |vkn −wkn |< M/kn , pertanto limn→+∞ |vkn −wkn |= 0 , quindi v = w .
Allora qualunque sia U intorno di (t , v

definitivamente (tkn , vkn ), (tkn , wkn ) ∈ U ; per (2.2.3)
questo implica che f non è lipschitziana in U . Pertanto f non è localmente lipschitziana.
Dimostrare direttamente che una funzione è lipschitziana o localmente lipschitziana soli-
tamente non è semplice.
Se A è aperto e convesso, una condizione facile da verificare che implica la lipschitziani-
tà è che f sia derivabile parzialmente rispetto alla seconda variabile, con derivata limitata.
In tal caso, infatti, se (t , y1), (t , y2) ∈ A , per il teorema di Lagrange, esiste η appartenente
all’intervallo aperto di estremi y1 e y2 tale che f (t , y1)− f (t , y2) = fy(η)(y1 − y2) , pertanto
| f (t , y1)− f (t , y2)|=
 fy(t ,η) |y1 − y2| ≤ sup¦  fy(t , y)  y ∈A© |y1 − y2| .
Se A è aperto e f è derivabile parzialmente rispetto alla seconda variabile, con derivata
continua, allora f è localmente lipschitziana. Infatti se (t , y) ∈ A , sia r ∈ R+ tale che
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B
 
(t , y), r

⊆ A . Per il teorema di Heine Cantor fy è limitata in B
 





(t , y), r

, che è convesso. Per quanto osservato sopra f è lipschitziana in tale insieme.
2.2.5 Teorema (di Cauchy)
Siano A un aperto di R2 , f ∈C (A,R) e (t0, y0) ∈A . Supponiamo f localmente lipschitziana
rispetto alla seconda variabile, uniformemente rispetto alla prima. Allora esiste una soluzione,
definita in un intorno di t0 , del problema di Cauchy¨
y ′(t ) = f
 
t , y(t )

,
y(t0) = y0 ,
e questo problema ha unicità della soluzione.
Dimostrazione. Per il teorema 2.2.1, è sufficiente dimostrare che esiste una soluzione dell’e-
quazione integrale (2.2.2).
Siano a, b ∈R∗+ tali che [t0 − a, t0+ a]× [y0 − b , y0+ b ]⊆A . Per l’osservazione 2.2.4 f
è lipschitziana in tale insieme, quindi esiste L ∈R+ tale che,




| f (t , y)|
 t ∈ [t0 − a, t0+ a] , y ∈ [y0 − b , y0+ b ]
o
.
Posto δ =min{ a, b/M } , dimostriamo l’esistenza di una soluzione in Iδ = [t0, t0+δ] ;
in modo analogo si dimostra l’esistenza di una soluzione in [t0 −δ, t0] . Per semplificare le
notazioni poniamo Jb = [y0 − b , y0+ b ] .
La dimostrazione è fatta definendo una funzione in uno spazio metrico completo di fun-
zioni continue i cui punti fissi sono soluzione dell’equazione integrale e provando che una
potenza di questa funzione è una contrazione, quindi ha un punto fisso.
Sia X =C (Iδ , Jb ) , lo spazio delle funzioni continue da Iδ a Jb . Questo è un sottoinsieme
chiuso dello spazio metrico completo C (Iδ ,R) . Pertanto se consideriamo su X la distanza
ereditata da C (Iδ ,R) , cioè
d(w, z) =max
t∈Iδ
|w(t )− z(t )| ,
abbiamo uno spazio metrico completo.
Se w ∈X , allora la funzione








appartiene a X , cioè è continua e ha immagine contenuta in Jb . Infatti, ∀t ∈ Iδ , si ha 
t , w(t )

∈ Iδ × Jb ⊂ A , quindi la funzione t 7→ f
 
t , w(t )

è definita in Iδ ; inoltre essa è
continua, perché composizione di funzioni continue. Questo prova che z è ben definita e,
per il teorema fondamentale del calcolo integrale, è continua. Inoltre, ∀t ∈ Iδ , si ha f  t , w(t )≤max | f (t , y)|  t ∈ Iδ , y ∈ Jb 	 ≤ M ;














 f  s , w(s) d s ≤ ∫ t
t0
M d s =M (t − t0) .
Poiché M (t − t0) ≤ Mδ ≤ b , si ha, ∀t ∈ Iδ , z(t ) ∈ Jb , quindi z ∈ X . Possiamo quindi
porre








Una funzione w ∈X è punto fisso per S se e solo se, ∀t ∈ Iδ , si ha








cioè se e solo se w è soluzione dell’equazione integrale (2.2.2). Per il teorema 2.2.1, ciò
equivale al fatto che w sia soluzione del problema di Cauchy (2.2.1).
Se w, z ∈X , allora, ∀t ∈ Iδ , si ha


















 f  s , w(s)− f  s , z(s) d s ≤ ∫ t
t0
L |w(s)− z(s)| d s ;
(2.2.4)
pertanto
|S(w)(t )− S(z)(t )| ≤
∫ t
t0
L |w(s)− z(s)| d s ≤
∫ t
t0
Ld(w, z)d s = L(t − t0)d(w, z) . (2.2.5)
Applicando la (2.2.4) a S(w) e S(z) si ha
S2(w)(t )− S2(z)(t )≤ ∫ t
t0
L |S(w)(s)− S(z)(s)| d s ;
da qui, per la (2.2.5), si ottiene
S2(w)(t )− S2(z)(t )≤ ∫ t
t0





Ripetendo il ragionamento si prova che, ∀k ∈N∗ , risulta












Pertanto S k è lipschitziana di costante Lkδk/k! . Per k → +∞ tale costante tende a 0 ,
pertanto se k è sufficientemente grande, allora S k è una contrazione. Per il teorema 2.1.2
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esiste uno e un solo punto fisso per S e quindi una e una soluzione del problema di Cauchy
definita in Iδ .
Dimostriamo ora che c’è unicità della soluzione. Anche in questo caso dimostriamo l’u-
nicità della soluzione definita a destra di t0 , un analogo argomento prova l’unicità anche a
sinistra di t0 .
Siano I , J intervalli di R , con min I = min J = t0 e v ∈ C
1(I ,R) , w ∈ C 1(J ,R)
soluzione del problema di Cauchy. Dobbiamo provare che v e w coincidono in I ∩ J .
Supponiamo, per assurdo, che { t ∈ I ∩ J | v(t ) 6= w(t )} sia non vuoto. Tale insieme ha
minorante t0 , quindi ha estremo inferiore reale. Indichiamolo con t . Per quanto già dimo-





si ha v(t ) = w(t ) e v e w sono continue, risulta v(t ) = w(t ) . Pertanto v e w
sono due soluzioni del problema di Cauchy¨
y ′(t ) = f
 
t , y(t )

,
y(t ) = v(t ) .
Per definizione di t non esiste nessun intorno destro di t su cui le due soluzioni coincidono.
Ciò è assurdo perché abbiamo dimostrato che qualunque problema di Cauchy per l’equazione
y ′(t ) = f
 
t , y(t )

ha solo una soluzione in un opportuno intorno destro del punto in cui è
assegnata la condizione iniziale.
2.2.6 Teorema
Siano J un intervallo aperto di R , f ∈ C (J × R,R) e (t0, y0) ∈ J × R . Supponiamo che
la restrizione di f a ogni insieme K ×R , con K ⊆ J compatto, sia lipschitziana rispetto alla
seconda variabile, uniformemente rispetto alla prima. Allora esiste una soluzione, definita in J ,
del problema di Cauchy ¨
y ′(t ) = f
 
t , y(t )

,
y(t0) = y0 ,
(2.2.6)
e questo problema ha unicità della soluzione.
Dimostrazione. Come per il teorema di Cauchy, dimostriamo l’esistenza di una soluzione in
[t0, sup J [ ; in modo analogo si dimostra l’esistenza di una soluzione in ]inf J , t0] .
Sia T ∈ ]t0, sup J [ . Poiché [t0,T ] è un sottoinsieme compatto di J , esiste L ∈ R
+ tale





, possiamo definire S : X →X , ponendo








Come nella dimostrazione del teorema di Cauchy si prova che, per k grande, S k è una con-
trazione, quindi esiste un punto fisso. Tale punto fisso è l’unica soluzione del problema di
Cauchy con dominio [t0,T ] . Indichiamola con vT .
Per l’unicità, due soluzioni, vT1 e vT2 , coincidono nell’intersezione dei loro domini, per-
tanto è possibile definire una funzione v : [t0, sup J [→R “incollando” le vT . Poniamo quin-
di v(t ) = vT (t ) dove T è un qualunque elemento di J maggiore di t . Questa funzione è
soluzione del problema di Cauchy (2.2.6).
L’unicità della soluzione è una immediata conseguenza dell’unicità su ciascuno degli inter-
valli [t0,T ] .
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2.3 Sistemi di equazioni differenziali del primo ordine
Consideriamo ora sistemi di più equazioni differenziali ordinarie in più funzioni incogni-
te. In generale un sistema del primo ordine in forma normale è della forma


y ′1(t ) = f1
 
t , y1(t ), y2(t ), . . . , yn(t )

,
y ′2(t ) = f2
 
t , y1(t ), y2(t ), . . . , yn(t )

,
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ,
y ′n(t ) = fn
 




dove fk : A → R (per k = 1,2, . . . , n ), con A ⊆ R
n+1 , è assegnata e y1, y2, . . . , yn sono le
funzioni incognite.
Risulta più comodo scrivere il sistema in forma vettoriale, cioè come
y ′(t ) = f
 
t , y(t )

,
dove f : A→Rn , con A⊆Rn+1 , e l’incognita y è una funzione a valori in Rn .
Come per le equazioni cerchiamo una soluzione che verifichi una condizione iniziale.
Avremo quindi in generale un problema del tipo
¨
y ′(t ) = f
 
t , y(t )

,
y(t0) = y0 ,
(2.3.2)
dove (t0, y0) ∈A .
Definiamo anzitutto cosa intendiamo per soluzione di questo problema.
Definizione
Sia v : I → Rn , con I intervallo di R . Diciamo che v è soluzione del problema di Cau-
chy (2.3.2) quando si ha:
I) v ∈C 1(I ,Rn) ;
II) ∀t ∈ I ,
 
t , v(t )

∈A e v ′(t ) = f
 
t , v(t )

;
III) t0 ∈ I e v(t0) = y0 .
Tutti i teoremi visti per un’equazione si trasportano, con ovvie modifiche, ai sistemi.
Anche le dimostrazioni sono del tutto analoghe.
2.3.1 Teorema
Siano A un aperto di Rn+1 , f ∈ C (A,Rn) , (t0, y0) ∈ A , I intervallo di R tale che t0 ∈ I e
v : I →Rn . La funzione v è soluzione del problema di Cauchy (2.3.2) se, e solo se,
I) v ∈C (I ,Rn) ;
II) ∀t ∈ I ,
 
t , v(t )

∈A ;
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2.3.2 Teorema (di Peano per i sistemi)
Siano A un aperto di Rn+1 , f ∈ C (A,Rn) e (t0, y0) ∈ A . Allora esiste una soluzione, definita
in un intorno di t0 , del problema di Cauchy¨
y ′(t ) = f
 
t , y(t )

,
y(t0) = y0 .
Definizione
Siano A un aperto di Rn+1 , f ∈ C (A,Rn) e (t0, y0) ∈ A . Diciamo che il problema di Cau-
chy (2.3.2) ha unicità della soluzione quando, qualunque siano v ∈C 1(I ,Rn) e w ∈C 1(J ,Rn) ,
soluzioni del problema, si ha,
∀t ∈ I ∩ J , v(t ) =w(t ) .
Definizione
Siano A⊆Rn+1 e f : A→Rn .
Diciamo che f è lipschitziana rispetto alle ultime n variabili uniformemente rispetto
alla prima quando esiste L ∈R+ tale che
∀(t , y1), (t , y2) ∈A, ‖f (t , y1)− f (t , y2)‖ ≤ L‖y1 − y2‖ .
Diciamo che f è localmente lipschitziana rispetto alle ultime n variabili uniforme-




lipschitziana rispetto alla seconda variabile uniformemente rispetto alla prima.
Analogamente al caso n = 1 , se A è aperto e convesso e f è derivabile parzialmente
rispetto alle ultime n variabili, con derivate limitate, allora f è lipschitziana. Se A è aperto
e f è derivabile parzialmente rispetto alle ultime n variabili, con derivate continue, allora f
è localmente lipschitziana.
2.3.3 Teorema (di Cauchy per i sistemi)
Siano A un aperto di Rn+1 , f ∈C (A,Rn) e (t0, y0) ∈A . Supponiamo f localmente lipschitzia-
na rispetto alle ultime n variabili, uniformemente rispetto alla prima. Allora esiste una soluzione,
definita in un intorno di t0 , del problema di Cauchy¨
y ′(t ) = f
 
t , y(t )

,
y(t0) = y0 ,
e questo problema ha unicità della soluzione.
2.3.4 Teorema
Siano J un intervallo aperto di R , f ∈ C (J ×Rn,Rn) e (t0, y0) ∈ J ×R
n . Supponiamo che
la restrizione di f a ogni insieme K ×Rn , con K ⊆ J compatto, sia lipschitziana rispetto alle
ultime n variabili, uniformemente rispetto alla prima. Allora esiste una soluzione, definita in J ,
del problema di Cauchy ¨
y ′(t ) = f
 
t , y(t )

,
y(t0) = y0 ,
e questo problema ha unicità della soluzione.
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2.4 Equazioni differenziali di ordine superiore
Studiamo ora equazioni di ordine maggiore di 1 , cioè del tipo
y (n)(t ) = f
 
t , y(t ), y ′(t ), . . . , y (n−1)(t )

,
dove f : A→R , con A⊆Rn+1 , è assegnata e y è la funzione incognita. Notiamo che questa è
una equazione in forma normale, cioè in cui il primo membro è la derivata di ordine massimo
dell’incognita.
Come nei casi precedenti cerchiamo una soluzione dell’equazione che verifichi anche delle
condizioni iniziali. Risulta ragionevole considerare il seguente problema


y (n)(t ) = f
 
t , y(t ), y ′(t ), . . . , y (n−1)(t )

,
y(t0) = y0 ,
y ′(t0) = y1 ,
. . . . . . . . . . . . ,
y (n−1)(t0) = yn−1 ,
(2.4.1)
dove (t0, y0, y1, . . . , yn−1) ∈A .
Definiamo anzitutto cosa intendiamo per soluzione di questo problema.
Definizione
Sia v : I → R , con I intervallo di R . Diciamo che v è soluzione del problema di Cau-
chy (2.3.2) quando si ha:
I) v ∈C n(I ,Rn) ;
II) ∀t ∈ I ,
 
t , v(t ), v ′(t ), . . . , v (n−1)(t )

∈A e y (n)(t ) = f
 
t , v(t ), v ′(t ), . . . , v (n−1)(t )

;
III) t0 ∈ I , v
(k)(t0) = yk , per k = 0,1, . . . , n − 1 .
Un problema di Cauchy per un’equazione di ordine superiore può essere trasformato in
un problema di Cauchy per un sistema del primo ordine, come stabilito dal seguente teorema.
2.4.1 Teorema
Siano A un aperto di Rn+1 , f : A → R continua e (t0, y0, y1, . . . , yn−1) ∈ A . Se v : I → R è
soluzione del problema di Cauchy per l’equazione di ordine n


y (n)(t ) = f
 
t , y(t ), y ′(t ), . . . , y (n−1)(t )

,
y(t0) = y0 ,
y ′(t0) = y1 ,
. . . . . . . . . . . . . . . ,
y (n−1)(t0) = yn−1 ,
(2.4.2)
2.4. Equazioni differenziali di ordine superiore 70
allora
 
v, v ′, . . . , v (n−1)

è soluzione del problema di Cauchy per il sistema

z ′1(t ) = z2(t ) ,
z ′2(t ) = z3(t ) ,
. . . . . . . . . . . . ,
z ′n−1(t ) = zn(t ) ,
z ′n(t ) = f
 
t , z1(t ), z2(t ), . . . , zn(t )

,
z1(t0) = y0 ,
z2(t0) = y1 ,
. . . . . . . . . . . . ,
zn(t0) = yn−1 .
(2.4.3)
Viceversa, se w : J →Rn è soluzione del problema (2.4.3), allora w1 è soluzione del problema
(2.4.2).
Dimostrazione. La prima affermazione si verifica facilmente.
Viceversa sia w ∈C 1(J ,Rn) soluzione del problema (2.4.3). Dalla prima equazione segue
w ′1 = w2 ; poiché w2 è di classe C
1 , w1 è di classe C
2 . Dalla seconda equazione segue
w ′′1 = w
′
2 = w3 e, poiché w3 è di classe C
1 , w1 è di classe C
3 . Ripetendo il ragiona-
mento si ottiene che w1 è di classe C









e w (n)1 = w
′
n . Perciò, ∀t ∈ J , si ha
t , w1(t ), w
′






t , w(t )

∈A,
w (n)1 (t ) = w
′
n(t ) = f
 




t , w1(t ), w
′





Questo prova che w1 soddisfa l’equazione del problema (2.4.2).
Si verifica facilmete che w1 soddisfa le condizioni iniziali del problema (2.4.2).
Questo teorema garantisce che per ogni teorema relativo ai sistemi del primo ordine ne
esiste uno analogo relativo alle equazioni di ordine superiore.
2.4.2 Teorema (di Peano per le equazioni di ordine superiore)
Siano A un aperto di Rn+1 , f ∈C (A,R) e (t0, y0) ∈A . Allora esiste una soluzione, definita in
un intorno di t0 , del problema di Cauchy

y (n)(t ) = f
 
t , y(t ), y ′(t ), . . . , y (n−1)(t )

,
y(t0) = y0 ,
y ′(t0) = y1 ,
. . . . . . . . . . . . ,
y (n−1)(t0) = yn−1 ,
Definizione
Siano A un aperto di Rn+1 , f ∈ C (A,R) e (t0, y0) ∈ A . Diciamo che il problema di Cau-
chy (2.3.2) ha unicità della soluzione quando, qualunque siano v ∈ C 1(I ,R) e w ∈ C 1(J ,R) ,
soluzioni del problema, si ha,
∀t ∈ I ∩ J , v(t ) =w(t ) .
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Definizione
Siano A⊆Rn+1 e f : A→R .
Diciamo che f è lipschitziana rispetto alle ultime n variabili uniformemente rispetto
alla prima quando esiste L ∈R+ tale che
∀(t , y1), (t , y2) ∈A, | f (t , y1)− f (t , y2)| ≤ L‖y1 − y2‖ .
Diciamo che f è localmente lipschitziana rispetto alle ultime n variabili uniforme-




lipschitziana rispetto alla seconda variabile uniformemente rispetto alla prima.
Analogamente al caso n = 1 , se A è aperto e convesso e f è derivabile parzialmente
rispetto alle ultime n variabili, con derivate limitate, allora f è lipschitziana. Se A è aperto
e f è derivabile parzialmente rispetto alle ultime n variabili, con derivate continue, allora f
è localmente lipschitziana.
Osserviamo che se f : A → R individua una equazione di ordine n , il corrispondente
sistema (v. teorema 2.4.1) è individuato dalla funzione
g : A→Rn , g (y) =
 
y2, y3, . . . , yn , f (y)

.
È facile verificare che f è lipschitziana se e solo se g è lipschitziana.
2.4.3 Teorema (di Cauchy per le equazioni di ordine superiore)
Siano A un aperto di Rn+1 , f ∈C (A,R) e (t0, y0) ∈A . Supponiamo f localmente lipschitzia-
na rispetto alle ultime n variabili, uniformemente rispetto alla prima. Allora esiste una soluzione,
definita in un intorno di t0 , del problema di Cauchy

y (n)(t ) = f
 
t , y(t ), y ′(t ), . . . , y (n−1)(t )

,
y(t0) = y0 ,
y ′(t0) = y1 ,
. . . . . . . . . . . . ,
y (n−1)(t0) = yn−1 ,
e questo problema ha unicità della soluzione.
2.4.4 Teorema
Siano J un intervallo aperto di R , f ∈ C (J ×Rn,R) e (t0, y0) ∈ J ×R
n . Supponiamo che
la restrizione di f a ogni insieme K ×Rn , con K ⊆ J compatto, sia lipschitziana rispetto alle
ultime n variabili, uniformemente rispetto alla prima. Allora esiste una soluzione, definita in J ,
del problema di Cauchy 

y (n)(t ) = f
 
t , y(t ), y ′(t ), . . . , y (n−1)(t )

,
y(t0) = y0 ,
y ′(t0) = y1 ,
. . . . . . . . . . . . ,
y (n−1)(t0) = yn−1 ,
e questo problema ha unicità della soluzione.
