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Abstract
In this paper we prove that the initial value problem of the OST equation ut + uxxx + η(Hux +Huxxx) + uux = 0 (x ∈ R,
t  0), where η > 0 and H denotes the usual Hilbert transformation, is locally well-posed in the Sobolev space Hs(R) when
s > − 34 , and globally well-posed in Hs(R) when s  0.
© 2008 Elsevier Inc. All rights reserved.
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1. Introduction
In this paper we study well-posedness of the initial value problem (IVP) for the following Ostrovsky, Stepanyams
and Tsimring equation (OST):{
ut + uxxx + η(Hux +Huxxx)+ uux = 0, x ∈ R, t  0,
u(0, x) = φ(x), x ∈ R, (1)
where η is a positive constant and H denotes the usual Hilbert transformation given by
Hf (x) = 1
π
P.V .
∞∫
−∞
f (y)
y − x dy,
or equivalently,̂(Hf )(ξ) = i sign(ξ)fˆ (ξ) for f ∈ S(R). Without loss of generality, later on we assume that η = 1.
The above equation was proposed by Ostrovsky, Stepanyams and Tsimring in [8] to describe the radiational in-
stability of long non-linear waves in a stratified flow caused by internal wave radiation from a shear layer. It is
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purely dispersive type, this equation is of the dispersive–dissipative type.
The first work on well-posedness of the IVP (1) was obtained by Alvarez in [1]. He proved that the IVP (1) is
locally well-posed in Hs(R) for s > 12 and globally well-posed in H
s(R) for s  1. In [3] Carvajal improved these
results. He proved that the IVP (1) is locally well-posed in Hs(R) for s  0 and globally well-posed in L2(R). In this
paper we shall further improve these results. Our results ensure that the IVP (1) is locally well-posed in Hs(R) for
s > − 34 which coincides with the sharp local well-posedness result for the KdV equation established by Kenig, Ponce
and Vega in [6], and is globally well-posed in Hs(R) for s  0. We shall use the Bourgain space technique to fulfill
this task. Recall that this technique was first introduced by Bourgain in [2] to study the KdV equation and the nonlinear
Schrödinger equation. It was improved by Kenig, Ponce and Vega in [5] and [6]. Since then this technique has been
used to many other evolution equations of the dispersive type and has got great success. Recently, this technique has
also been applied to solve local well-posedness of equations of the dispersive–dissipative type, see for example [7]
and [9].
Before presenting the precise statement of our main results, let us first introduce some definitions and notations.
Let U(t) = e−t∂3x (t ∈ R) be the unitary group in Hs(R) generated by the skew-symmetric operator −∂3x , i.e.
U(t)f = (eiξ3t fˆ )∨ for f ∈ Hs(R), t ∈ R.
We also denote by V (t) = e−t (∂3x+η(H∂3x+H∂x)) (t  0) the semigroup in Hs(R) generated by the operator −(∂3x +
η(H∂3x +H∂x)), i.e.,
V (t)f = (eiξ3t−η(|ξ |3−|ξ |)t fˆ )∨ for f ∈ Hs(R), t  0.
Next, we denote by θ a cutoff function satisfying
θ ∈ C∞0 (R), 0 θ  1, supp(θ) ⊂ [−2,2] and θ |[−1,1] = 1, (2)
and denote, for given T > 0,
θT (t) = θ
(
t
T
)
for t ∈ R. (3)
Finally, for given s, b ∈ R we define the Bourgain space Xs,b to be the completion of the Schwartz space S(R2) on
R2 under the norm
‖u‖Xs,b =
∥∥〈ξ 〉s 〈i(τ − ξ3)+ (|ξ |3 − |ξ |)〉buˆ∥∥
L2ξL
2
τ
,
where 〈ξ 〉 = (1 + |ξ |), and for given T > 0, we define Xs,bT to be the restriction of Xs,b on R × [0, T ], i.e., Xs,bT
consists of functions u : R × [0, T ] → R such that there exists v ∈ Xs,b such that v|R×[0,T ] = u, with norm
‖u‖
X
s,b
T
= inf{‖v‖Xs,b : v ∈ Xs,b, v|R×[0,T ] = u}.
We note that since(
U(−t)u)∧(ξ, τ ) = ∫
R
e−it (ξ3+τ)uˆx(ξ, t) dt = uˆ(ξ, τ + ξ3),
we have
‖u‖Xs,b =
∥∥〈ξ 〉s 〈iτ + (|ξ |3 − |ξ |)〉b(U(−t)u)∧(ξ, τ )∥∥
L2ξL
2
τ
.
The main results of this paper are as follows:
Theorem 1 (Local well-posedness). Let s > − 34 . Then for any φ ∈ Hs(R) there exists a corresponding T =
T (‖φ‖Hs ), where T is a positive function satisfying T (ρ) → ∞ as ρ → 0, and a unique solution u of the Cauchy
problem (1) in the space Xs,
1
2
T . Moreover, u satisfies the following regularity property:
u ∈ C([0, T ],H s(R))∩C((0, T ),H∞(R)).
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T = T (‖φ‖Hs ).
Theorem 2 (Global well-posedness). Let s  0 and φ ∈ Hs(R). Then the supremum of all T > 0 for which all the
assertions of Theorem 1 hold is infinity.
The structure of this paper is as follows. In Section 2 we review some known results for the operator V (t). Section 3
is devoted to establishing a bilinear estimate in the Bourgain space, which is the core of this paper. The proof of the
above theorems will be given in Section 4.
2. Linear estimates
In this section we present some fundamental estimates for the operator V (t). Since the proofs of these estimates are
standard, we omit all their proofs. The reader can find similar results for other similar operators from, e.g., Ref. [9].
Lemma 1 (Homogeneous linear estimate). Let s ∈ R. Then we have∥∥θ(t)V (t)φ∥∥
X
s, 12
 C‖φ‖Hs , ∀φ ∈ Hs(R).
Lemma 2 (Non-homogeneous linear estimate). Let s ∈ R. Then we have∥∥∥∥∥θ(t)
t∫
0
V (t − s)v(s) ds
∥∥∥∥∥
X
s, 12
C‖v‖
X
s,− 12
+C
(∫
R
〈ξ 〉2s
(∫
R
|(U(−t)v)∧(ξ, τ )|dτ
〈iτ + (|ξ |3 − |ξ |)〉
)2
dξ
) 1
2
. (4)
Moreover, for any 0 < δ < 12 we have∥∥∥∥∥θ(t)
t∫
0
V (t − s)v(s) ds
∥∥∥∥∥
X
s, 12
C‖v‖
X
s,− 12 +δ
, ∀v ∈ S(R2). (5)
Lemma 3 (Regularity). Let s ∈ R and 0 < δ < 12 . Then for any f ∈ Xs,−
1
2 +δ we have
N : t →
t∫
0
V (t − s)f (s) ds ∈ C(R+,H s+4δ).
Moreover,∥∥∥∥∥
t∫
0
V (t − s)f (s) ds
∥∥∥∥∥
C(R+,H s+4δ)
C‖f ‖
X
s,− 12 +δ
.
Lemma 4. For any s ∈ R, T > 0 and 0 < δ < 12 we have∥∥θT (t)w∥∥
X
s,− 12 +δ
CT δ‖w‖
X
s,− 12 +2δ
, ∀w ∈ Xs,− 12 +2δ.
3. Bilinear estimates
In this section we establish the following bilinear estimates:
Theorem 3. Let s′ > s > − 34 . There exists δ > 0 such that∥∥(uv)x∥∥ s,− 1 +δ  C‖u‖ s, 1 ‖v‖ s, 1 (6)
X 2 X 2 X 2
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X
s′,− 12 +δ
 C‖u‖
X
s′, 12
‖v‖
X
s, 12
+C‖u‖
X
s, 12
‖v‖
X
s′, 12
. (7)
Proof. We only need to prove (6), because (7) is an immediate consequence of (6). Indeed, if (6) is proved then by
the triangular inequality 〈ξ 〉s′  〈ξ 〉s〈ξ1〉s′−s + 〈ξ 〉s〈ξ2〉s′−s we see that∥∥(uv)x∥∥
X
s′,− 12 +δ
 C
∥∥(J s′−su · v)
x
∥∥
X
s,− 12 +δ
+C∥∥(u · J s′−sv)
x
∥∥
X
s,− 12 +δ
 C‖u‖
X
s′, 12
‖v‖
X
s, 12
+C‖v‖
X
s′, 12
‖u‖
X
s, 12
,
which gives (7), where J s is the Bessel potential. By duality, (6) is equivalent to the following inequality: For any
s > − 34 there exists δ > 0 such that
I ≡
∫
R4
|ξ |〈ξ 〉sh(ξ, τ )f1(ξ1, τ1)f2(ξ2, τ2) dξ dτ dξ1 dτ1
〈iσ + (|ξ |3 − |ξ |)〉1/2−δ〈ξ1〉s〈iσ1 + (|ξ1|3 − |ξ1|)〉 12 〈ξ2〉s〈iσ2 + (|ξ2|3 − |ξ2|)〉 12
 C‖h‖L2(R2)‖f1‖L2(R2)‖f2‖L2(R2), (8)
where ξ2 = ξ − ξ1, τ2 = τ − τ1, and
σ = τ − ξ3, σ1 = τ1 − ξ31 , σ2 = τ2 − ξ32 .
Case 1: s  0. By the triangle inequality we know that 〈ξ 〉s  〈ξ1〉s〈ξ2〉s for all s  0. Thus, it is enough to prove (8)
for s = 0. We choose 0 < δ < 13 . By symmetry, we may assume that |σ1| |σ2|. We can also suppose that |ξ | > 4, for
otherwise, (8) is trivial. We use the Cauchy–Schwartz inequality to estimate I :
I  C sup
(ξ,τ )∈R2
{
J (ξ, τ )
1
2
}‖h‖L2(R2)‖f1‖L2(R2)‖f2‖L2(R2), (9)
where
J (ξ, τ ) = |ξ |
2
〈iσ + (|ξ |3 − |ξ |)〉1−2δ
∫
R2
dξ1 dτ1
〈iσ1 + (|ξ1|3 − |ξ1|)〉〈iσ2 + (|ξ2|3 − |ξ2|)〉 .
Since |ξ | > 4, we have ||ξ |3 − |ξ ||C|ξ |3, so that〈
iσ + (|ξ |3 − |ξ |)〉1−2δ  C〈ξ 〉3(1−2δ).
In the case 2|ξ1| |ξ | we have |ξ1| 2 and |ξ2| ∼ |ξ1|, so that |ξ1|3 − |ξ1| ∼ |ξ1|3 ∼ |ξ2|3. Hence〈
iσ1 +
(|ξ1|3 − |ξ1|)〉〈iσ2 + (|ξ2|3 − |ξ2|)〉 C〈σ2〉1+δ〈ξ 〉6δ〈ξ1〉3−6δ,
which yields
J (ξ, τ ) C
∫
R2
dξ1 dτ1
〈ξ1〉3−6δ〈σ2〉1+δ C, (10)
since 0 < δ < 13 .
In the case 2|ξ1| < |ξ | we have |ξ2| > |ξ |, so that〈
iσ1 +
(|ξ1|3 − |ξ1|)〉〈iσ2 + (|ξ2|3 − |ξ2|)〉 C〈σ2〉1+δ〈ξ 〉6δ〈ξ2〉3−6δ,
which gives
J (ξ, τ ) C
∫
R2
dξ1 dτ1
〈ξ2〉3−6δ〈σ2〉1+δ C. (11)
Combining (9)–(11), we obtain (8). This concludes the proof of the theorem in the case s  0.
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I =
∫
R4
|ξ |h(ξ, τ )〈ξ1〉 34 −εf1(ξ1, τ1)〈ξ2〉 34 −εf2(ξ2, τ2) dξ dτ dξ1 dτ1
〈ξ 〉 34 −ε〈iσ + (|ξ |3 − |ξ |)〉 12 −δ〈iσ1 + (|ξ1|3 − |ξ1|)〉 12 〈iσ2 + (|ξ2|3 − |ξ2|)〉 12
.
By symmetry we can assume |σ1|  |σ2|. Once again we divide the domain of integration R4 into three regions
A = A1 ∪A2, B and C, where
A1 =
{
(ξ, ξ1, τ, τ1) ∈ R4: |ξ | > 4 ∧ |ξ | 2|ξ1|
}
,
A2 =
{
(ξ, ξ1, τ, τ1) ∈ R4: |ξ | > 4 ∧ |ξ | > 2|ξ1| ∧ |σ1| |σ |
}
,
B = {(ξ, ξ1, τ, τ1) ∈ R4: |ξ | > 4 ∧ |ξ | > 2|ξ1| ∧ |σ | > |σ1|},
C = {(ξ, ξ1, τ, τ1) ∈ R4: |ξ | 4}.
Denote by IA, IB and IC the restrictions of I on A, B and C, respectively. In the sequel we estimate IA, IB and IC
separately.
Estimate for IA. We have
IA C sup
(ξ1,τ1)∈R2
{
JA(ξ1, τ1)
1
2
}‖h‖L2(R2)‖f1‖L2(R2)‖f2‖L2(R2), (12)
where
JA(ξ1, τ1) = 〈ξ1〉
3
2 −2ε
〈iσ1 + (|ξ1|3 − |ξ1|)〉
∫
A˜(ξ1,τ1)
|ξ |2〈ξ2〉 32 −2ε dξ dτ
〈iσ + (|ξ |3 − |ξ |)〉1−2δ〈ξ 〉 32 −2ε〈iσ2 + (|ξ2|3 − |ξ2|)〉
,
and
A˜(ξ1,τ1) =
{
(ξ, τ ) ∈ R2: (ξ, τ, ξ1, τ1) ∈ A
}
, ∀(ξ, τ ) ∈ R2.
Again, we denote by JAi(ξ1,τ1), for i = 1 or 2, the restrictions of the integral JA(ξ1, τ1) in the two regions
A˜i(ξ1, τ1) =
{
(ξ, τ ) ∈ R2: (ξ, τ, ξ1, τ1) ∈ Ai
}
, i = 1,2.
Estimate for JA1(ξ1, τ1). Since |ξ1| |ξ |/2 > 2 in A1, we have〈|ξ1|3 − |ξ1|〉 C〈ξ1〉3.
Then we get the following estimates in this region:〈
iσ1 +
(|ξ1|3 − |ξ1|)〉 C〈σ1〉δ〈ξ1〉3(1−δ) C〈σ2〉δ〈ξ1〉 32 −2ε〈ξ2〉 32 −2ε〈ξ 〉4ε−3δ,
and 〈
iσ + (|ξ |3 − |ξ |)〉1−2δ  C〈ξ 〉3(1−2δ).
This yields
JA1(ξ1, τ1) C
∫
R2
dξ dτ
〈σ2〉1+δ〈ξ 〉 52 +2ε−9δ
C. (13)
Estimate for JA2(ξ1, τ1). In A2 we have |ξ | ∼ |ξ2| |ξ1| and |ξ2| > 2, so that〈
iσ2 +
(|ξ2|3 − |ξ2|)〉 C〈ξ2〉3  C〈ξ1〉 32 −2ε〈ξ2〉 32 −2ε〈ξ 〉4ε.
Moreover, since |σ1| > |σ |, we also have〈
iσ + (|ξ |3 − |ξ |)〉1−2δ 〈iσ1 + (|ξ1|3 − |ξ1|)〉 C〈σ 〉1+δ〈ξ 〉 32 +2ε〈ξ 〉 32 −9δ−2ε.
X. Zhao, S. Cui / J. Math. Anal. Appl. 344 (2008) 778–787 783Thus,
JA2(ξ1, τ1) C
∫
R2
dξ dτ
〈σ 〉1+δ〈ξ 〉 52 +2ε−9δ
 C. (14)
Combining (12)–(14) together, we obtain
IA  C‖h‖L2(R2)‖f1‖L2(R2)‖f2‖L2(R2). (15)
Estimate for IB . We have
IB  C sup
(ξ,τ )∈R2
{
JB(ξ, τ )
1
2
}‖h‖L2(R2)‖f1‖L2(R2)‖f2‖L2(R2), (16)
where
JB(ξ, τ ) = 〈ξ 〉
1
2 +2ε
〈iσ + (|ξ |3 − |ξ |)〉1−2δ
∫
B˜(ξ,τ )
〈ξ1〉 32 −2ε〈ξ2〉 32 −2ε dξ1 dτ1
〈iσ1 + (|ξ1|3 − |ξ1|)〉〈iσ2 + (|ξ2|3 − |ξ2|)〉 ,
where
B˜(ξ, τ ) = {(ξ1, τ1) ∈ R2: (ξ, τ, ξ1, τ1) ∈ B}, ∀(ξ, τ ) ∈ R2.
Since |ξ | ∼ |ξ2| |ξ1| in B , we have〈
iσ2 +
(|ξ2|3 − |ξ2|)〉 C〈ξ2〉3 C〈ξ1〉 32 −2ε〈ξ2〉 32 −2ε〈ξ1〉4ε.
Moreover, since |σ | > |σ1|, we also have〈
iσ + (|ξ |3 − |ξ |)〉1−2δ 〈iσ1 + (|ξ1|3 − |ξ1|)〉 C〈σ1〉1+δ〈ξ 〉 32 +2ε〈ξ1〉 32 −9δ−2ε.
Thus we obtain
JB(ξ, τ ) C
∫
R2
dξ1 dτ1
〈σ1〉1+δ〈ξ1〉 52 −9δ+2ε
 C. (17)
From (16) and (17) we conclude that
IB  C‖h‖L2(R2)‖f1‖L2(R2)‖f2‖L2(R2). (18)
Estimate for IC . By symmetry we can still assume that |σ1| > |σ2|. Moreover, if |ξ1| 
√
2 and |ξ2| 
√
2, then
clearly
IC  C‖h‖L2(R2)‖f1‖L2(R2)‖f2‖L2(R2). (19)
Thus, since ξ + ξ1 + ξ2 = 0, we may assume that |ξ1| >
√
2 and |ξ2| >
√
2. Then we have
IC  C sup
(ξ1,τ1)∈R2
{
JC(ξ1, τ1)
1
2
}‖h‖L2(R2)‖f1‖L2(R2)‖f2‖L2(R2), (20)
where
JC(ξ1, τ1) = 〈ξ1〉
3
2 −2ε
〈iσ1 + (|ξ1|3 − |ξ1|)〉
∫
|ξ |4
∫
τ∈R
〈ξ2〉 32 −2ε dξ dτ
〈iσ + (|ξ |3 − |ξ |)〉1−2δ〈iσ2 + (|ξ2|3 − |ξ2|)〉 .
Note that |ξ1| >
√
2, |ξ2| >
√
2 and |ξ1 + ξ2| = |ξ | 4 imply that |ξ1| ∼ |ξ2|. Thus,〈
iσ1 +
(|ξ1|3 − |ξ1|)〉 C〈σ2〉δ〈ξ1〉3(1−δ) C〈σ2〉δ〈ξ1〉 32 −2δ〈ξ2〉 32 −2δ.
It follows that
JC(ξ1, τ1)C〈ξ1〉2(δ−ε)
∫
|ξ |4
∫
τ∈R
〈ξ1〉2(δ−ε) dξ dτ
〈σ2〉1+δ  C. (21)
Combining (20) with (21), we get (19).
By (15), (18) and (19), we immediately obtain (6) for the case − 34 < s < 0. This completes the proof. 
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Proof of Theorem 1. We divide the proof into four steps.
1. Existence and persistence. Let s > − 34 and φ ∈ Hs(R). By Duhamel principle, solving (1) is equivalent to solve
the following integral equation:
u = V (t)u0 −
t∫
0
V (t − s)∂x
(
u2
)
(s) ds. (22)
Let 0 < T < 1, and let θ and θT be as in (2)–(3). Define
TT (v)(t) = θ(t)
(
V (t)φ −
t∫
0
V (t − s)[θT ∂x(u2)](s) ds
)
.
We shall use the Banach fixed point theorem to find a solution of the equation
v = TT (v) (23)
in the space Xs,
1
2 , for some 0 < T < 1. Clearly, if a solution of (23) is obtained, then by defining u = v|[0,T ], u will
be a solution of (22) in [0, T ] and, by the definition of Xs,bT , we have that u ∈ X
s, 12
T .
Since s > − 34 is fixed, we choose, using Theorem 3, 0 < δ < 12 such that∥∥(v2)
x
∥∥
X
s,− 12 +2δ  C‖v‖
2
X
s, 12
. (24)
Then, using Lemmas 1, 2 and 4, jointing with (24), we deduce that∥∥TT (v)∥∥
X
s, 12
 C
(‖φ‖Hs + T δ‖v‖2
X
s, 12
)
. (25)
Since
f (v)− f (w) = ((v +w)(v −w))
x
,
the same computation leads to∥∥TT (v)− TT (w)∥∥
X
s, 12
 CT δ
[‖v‖
X
s, 12
+ ‖w‖
X
s, 12
]‖v −w‖
X
s, 12
. (26)
We define Bs,
1
2
R = {u ∈ Xs,b: ‖u‖Xs,b R}, with R = 2C‖φ‖Hs . Then if we choose
0 < T <
1
(2CR)
1
δ
= 1
(4C2‖φ‖Hs ) 1δ
, (27)
(25) and (26) imply that TT (v) is a contraction on the Banach space Bs,
1
2
R . Thus, we deduce by the Banach fixed point
theorem that there exists a unique solution v ∈ Bs,
1
2
R of (23).
Using the bilinear estimates as above, we deduce that there exists 0 < δ < 12 such that (v
2)x ∈ Xs,− 12 +δ. Therefore
applying Lemma 3 and using the fact that V (t) is a strongly continuous semigroup in Hs(R), we deduce that v ∈
C(R,Hs(R)). As noticed above, we conclude that
u = v|[0,T ] ∈ Xs,
1
2
T ⊆ C
([0, T ],H s(R))
is a solution of the integral equation (22).
2. Uniqueness. Note that the above fixed point theorem argument only ensures uniqueness of the solution of Eq. (23)
in the ball Bs,
1
2
R . But we want to have uniqueness in the whole space X
s, 12
T . Let u˜ ∈ X
s, 12
T be another solution of (22).
Fix an extension v˜ of u˜ defined on R × R. Using the above existence argument and (27), we see that there exists
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1
2
R˜
, where R˜ = ‖v˜‖
X
s, 12
.
Since we used the fixed point theorem to solve (23), we deduce in particular that
T nT1(v˜) → v in Xs,
1
2 (as n → ∞). (28)
On the other hand, from the definition of TT and the fact that u˜ is a solution of (22) in Xs,
1
2
T we know that
TT1(v˜)|[0,T1] = u˜. (29)
Therefore, we have
‖u˜− u‖
X
s, 12
T1

∥∥TT1(v˜)− v∥∥
X
s, 12
= lim
n→∞
∥∥TT1(v˜)− T nT1(v˜)∥∥Xs, 12 = 0,
so that u = u˜ on [0, T1]. Since T1 depends only on the extension v˜ of u˜, we can repeatedly apply this process a finite
number of times to extend the uniqueness result in the whole interval [0, T ].
3. Regularity. We shall show that the solution u ∈ Xs,
1
2
T of (22) that we know to be in C([0, T ],H s(R)) also belongs
to C((0, T ),H∞(R)). First, we know that
L : t → V (t)φ ∈ C((0, T ],H∞(R))
(see for example Theorem 4.18 of [4]). Since the solution u belongs to Xs,
1
2
T , we also know, by using Lemma 3 and
Theorem 3, that there exists δ > 0 such that
N : t →
t∫
0
V (t − s)f (u)(s) ds ∈ C([0, T ],H s+δ(R)).
Thus, we deduce that u ∈ C((0, T ],H s+δ(R)). Now, let t1 be an arbitrary point in (0, T ). Then, since
limt→0 ‖u(t) − φ‖Hs = 0, we can find 0 < t0 < t1 such that T˜ = T (‖u(t0)‖Hs ) > t1. Thus, if we reapply the ex-
istence result with the initial data u(t0) in the space Hs+δ(R), use the fact that the existence time depends only on
‖u(t0)‖Hs , and the uniqueness result, we see that u ∈ C((t0, t0 + T˜ ),H s+2δ(R)). Therefore, since t1 is arbitrary, we
conclude that u ∈ C((0, T ),H∞(R)).
4. The assertion for s′ > s > − 34 . We now turn to prove that, for any s′ > s > − 34 and any φ ∈ Hs
′
(R), the result
holds in the same time interval [0, T ] with T = T (‖φ‖Hs ).
In order to show that the existence time T of the solution of (22) only depends on ‖φ‖Hs , we have to modify a little
bit the argument above. We shall again apply the fixed point theorem to solve (22), but this time in a closed ball of the
Banach space
Z = {v ∈ Xs′, 12 : ‖v‖Z = ‖v‖
X
s, 12
+ ν‖v‖
X
s′, 12
< ∞},
where ν = ‖φ‖Hs‖φ‖
Hs
′ .
We deduce from (25) that there exists 0 < δ < 12 such that∥∥TT (v)∥∥
X
s, 12
 C
(‖φ‖Hs + T δ‖v‖2Z).
By Lemmas 1–3 and Theorem 3, we see that∥∥TT (v)∥∥
X
s′, 12
 C
(‖φ‖
Hs
′ + T δ‖v‖
X
s′, 12
‖v‖
X
s, 12
)
 C
ν
[‖φ‖Hs + T δ‖v‖2Z],
so that∥∥TT (v)∥∥Z C(2‖φ‖Hs + T δ‖v‖2Z).
The same argument also gives∥∥TT (v)− TT (w)∥∥  CT δ‖v +w‖Z‖v −w‖Z.Z
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0 < T <
1
(8C2‖φ‖Hs ) 1δ
,
we are able to apply the Banach fixed point theorem in ZR and conclude that the result holds in the time interval
[0, T ], where T depends only on ‖φ‖Hs . This completes the proof. 
Proof of Theorem 2. We first note that for (1) there is no L2(R) conservation law available. However, it is possible
to derive an a priori estimate for solutions of it in L2(R). This is deduced as follows.
Let s  0 and φ ∈ Hs(R). Define T ∗ = T ∗(‖φ‖Hs ) by
T ∗ = sup{T > 0: ∃! solution of (1) in C([0, T ],H s(R))∩Xs, 12T }. (30)
Let u ∈ C([0, T ∗),H s(R)) ∩ C((0, T ∗),H∞(R)) to be the local solution of (1) in the maximal time interval
[0, T ∗). We shall prove that if we assume T ∗ < ∞, then a contradiction follows.
Since u is smooth, we deduce that u solves the Cauchy problem (1) in classical sense, which allows us to take the
L2 scalar product of (1) with u and integrate by parts, to obtain
1
2
∂t
∫
u2(ξ) dξ = −
∫
uH(ux)(ξ) dξ + uH(uxxx)(ξ) dξ.
Using the Plancherel identity and the properties of the Hilbert transformation we get
1
2
∂t
∫
u2(ξ) dξ =
∫
|uˆ|2(|ξ | − |ξ |3)dξ
=
∫
|ξ |>1
|uˆ|2(|ξ | − |ξ |3)dξ + ∫
|ξ |1
|uˆ|2(|ξ | − |ξ |3)dξ

∫
|ξ |1
|uˆ|2(|ξ | − |ξ |3)dξ

∫
R
∣∣uˆ(ξ)∣∣2 dξ.
Integrating and using Gronwall’s inequality we obtain a priori estimate∥∥u(t)∥∥
L2 C‖φ‖L2eCT
∗ ≡ M, ∀t ∈ (0, T ∗).
Since the time existence T (‖ψ‖Hs(R)) is a decreasing function of the norm of the initial data ‖ψ‖Hs(R), we know that
there exists a time T1 > 0 such that for all ψ ∈ L2(R), with ‖ψ‖L2 M , there exists a unique solution v(t, x) of (1)
satisfying v(0) = ψ and v ∈ C([0, T1], L2(R))∩C((0, T1], H∞(R)). Now, choose 0 <  < T1, apply this result with
ψ = u(T ∗ − ) and define
u˜ =
{
u(t), when 0 t  T ∗ − ,
v(t − (T ∗ − )), when T ∗ −   t  T ∗ −  + T1.
Then u˜ is a solution of (1) in the time interval [0, T ∗ −  + T1], which contradicts (30), since T ∗ −  + T1 > T ∗. 
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