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Preface
This is a monograph intended for people interested in a more complete understand-
ing of the relation between quantum and classical mechanics, here explored in the
particular context of spin systems, that is, SU.2/-symmetric mechanical systems.
As such, this book is aimed both at mathematicians with interest in dynamics and
quantum theory and physicists with a mathematically oriented mind.
The mathematical prerequisites for reading this monograph are mostly elemen-
tary. On the one hand, some knowledge of Lie groups and their representations can
be helpful, but since the group considered here is SU.2/, with its finite dimensional
representations, not much more than lower-division college mathematics is actually
required. In this sense, Chaps. 2 and 3 can almost be used as a particular introduction
to some aspects of Lie group representation theory, for students of mathematical
sciences. On the other hand, some knowledge of symplectic differential geometry
can be helpful, but again, since the symplectic manifold considered here is the
two-sphere with its standard area form, some of Chap. 4 can be seen as a concise
presentation of the concepts of Hamiltonian vector field and Poisson algebra. As
the remaining chapters of the book are built on these first three, the very diligent
upper-division undergraduate student in mathematics, physics or engineering, with
sufficient knowledge of calculus and linear algebra already acquired, should not find
many serious difficulties in reading throughout most of this book.
Motivation is another story, however, and this monograph may not appeal to
those not yet somewhat familiar with standard quantum mechanics and classical
Hamiltonian mechanics. Rather, in fact, for those who have already taken a regular
course in quantum mechanics with its standard treatment of angular momentum,
some of the contents in Chap. 3 will look familiar, although most likely they will
find the material covered in this chapter more precisely and explicitly treated than
in other available texts. In particular, our detailed presentation of the rotationally
invariant decomposition of the operator algebra of spin systems is not so easily
found elsewhere. Similarly, a person with minimal knowledge of symplectic
geometry and Hamiltonian dynamics may also find Chap. 4 too straightforward,
v
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and perhaps somewhat amusing when he looks at the detailed presentation of the
rotationally invariant decomposition of the Poisson algebra on the two-sphere, but
again, we were not able to find this last part in any other book.
Thus, this book is mainly addressing a person – student or researcher – who has
pondered on the question of whether or how quantum (Heisenberg) dynamics and
classical Hamiltonian dynamics (also called Poisson dynamics) can be precisely
related. However, since this rather general question has already been asked and
studied in various ways in many books and research papers, it is important to clarify
how this question is addressed here and what is actually new in this book.
To this end, we must first emphasize that most ways of studying the above
question are of two major types: the first one, proceeding from quantum dynamics
to Poisson dynamics, and the second, proceeding in reverse order from Poisson
dynamics to quantum dynamics, the latter also widely known as the process of
“quantization” of a Poisson manifold. This monograph proceeds in the first way,
which in its own turn can be approached according to two distinct methodologies:
one which studies the so-called semiclassical limit directly from the quantum
formalism, and another and more detailed approach, which first translates the
quantum formalism to the classical formalism, in a process also referred to
as “dequantization”, and then studies the semiclassical limit in the dequantized
setting. This more detailed methodology is the one we shall follow in the present
monograph, albeit here we are limiting ourselves to the context of spin systems.
The advantage of working in the context of spin systems for this purpose is
twofold: on the one hand, all quantum spaces are finite dimensional, which greatly
simplifies the quantum formalism, and, on the other hand, since each process of
dequantization depends on a choice of symbol correspondence, it is important to
classify and make explicit all such possible choices, which is easier in the finite
dimensional context, and this is fully done for the first time in Chap. 6.
The comparison of all such choices of symbol correspondences is continued in
Chap. 7, which presents a detailed study of spherical symbol products, and Chap. 8,
which starts the study of their asymptotic limit of high spin numbers. Together,
Chaps. 6–8 of this book present for the first time in the literature a systematic study
of general symbol correspondences for spin systems, with their symbol products and
asymptotic limit of high spin numbers. In so doing, as far as we know these chapters
also present the first systematic study, in books as well as in research papers, of
how classical mechanics may or may not emerge as an asymptotic limit of quantum
mechanics, in a rather simple and precise context.
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Chapter 1
Introduction
Non-relativistic quantum mechanics was formulated in the first half of the twentieth
century by various people, most prominently by Heisenberg [38] and Schrödinger
[66] who independently followed, in the mid 1920s, on the preliminary work of
Bohr [17]. The latter attempted to modify non-relativistic classical mechanics, as
introduced by Newton in the seventeenth century and developed in the following
two centuries by Euler, Lagrange, Hamilton, Jacobi and Poisson, among others,1
in order to be compatible with the energy and momentum quantization postulates
presented first by Planck and then by Einstein and de Broglie in the 1900s.
While the pioneering work of Heisenberg with the help of Born and Jordan
introduced what at first became known as “matrix mechanics” [19, 20], the work
of Schrödinger produced a partial differential equation for the “wave function”.
Although Schrödinger was soon able to link his approach to Heisenberg’s, the two
approaches were fully brought together a little later by von Neumann [76, 78]. His
final formalism for non-relativistic quantum mechanics is based on the concepts of
vectors and operators on a complex Hilbert space. In many cases these are infinite
dimensional spaces and, in fact, the complete formalism had to expand on these
concepts in order to accommodate distributions and functions which are not square
integrable, thus leading to Gelfand’s rigged Hilbert spaces [31], quite later.
From the start, Bohr emphasized the importance of relating the measurable quan-
tities in quantum mechanics to the measurable quantities in classical mechanics.
However, his so-called “correspondence principle” was not so easily implemented
at the level of relating the two mathematical formalisms in a coherent way. At first,
the basic mathematical concepts for describing classical conservative dynamics,
functions on a phase space of positions and momenta (a symplectic affine space),
were brought in a very contrived way to the quantum formalism through a series of
cooking recipes called “quantization”. Conversely, the “classical limit” of a quantum
1Poincaré, for instance, came a little later and his name is perhaps better associated to two other
contemporary revolutions in dynamics: chaos and relativity.
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2 1 Introduction
dynamical system, where classical dynamics should prevail, is often a singular limit
and in the initial formulations of quantum mechanics it is not the phase space, but
rather either the space of positions or the space of momenta, that is present in a more
explicit way.
Some of these problems were addressed by Dirac [25, 26] already in his PhD
thesis, but a clearer approach for relating the classical and the quantum mathematical
formalisms was first introduced by Weyl [85] via a so-called symbol map, or symbol
correspondence from bounded operators on Hilbert space L2
C
.Rn/ to functions on
phase space R2n, these latter functions depending on Planck’s constant „. Soon
after, Wigner [90] expanded on Weyl’s idea to produce an „-dependent function
W 2 L1R.R2n/ as the phase-space representation of a wave function  2 L2C.Rn/.
While real and integrating to 1 over phase space, W is only a pseudo probability
distribution on R2n because it can take on negative values, as opposed to j j2 which
is a true probability distribution on Rn.
Despite this shortcoming, Wigner’s function inspired Moyal [50] to develop an
alternative formulation of quantum mechanics as a “phase-space statistical theory”,
following on Weyl’s correspondence, where the Poisson bracket of functions on
R
2n was replaced by an „-dependent bracket of „-dependent functions on R2n,
whose “classical limit” is the Poisson bracket. Moyal’s skew-symmetric bracket
still satisfies Jacobi’s identity and, in fact, can be seen as the commutator of
an „-dependent associative product on the space of „-dependent Weyl symbols.
Although Moyal’s product is written in terms of bi-differential operators, an
integral formulation of this product had been previously developed, first by von
Neumann [77] soon after Weyl’s work, then re-discovered by Groenewold [35].
This Weyl-Moyal approach was further developed by Hörmander [27,39,40], among
others, into the calculus of pseudo-differential and Fourier-integral operators. It also
inspired the deformation quantization approach started by Bayen, Flato, Frondsal,
Lichnerowicz and Sternheimer for general Poisson manifolds [9].
However, while the Hilbert space used to describe the dynamics of particles in
3-dimensional configuration-space of positions is generally infinite dimensional, if
one restricts attention to rotations around a point, only, the corresponding Hilbert
space is finite dimensional. Historically, the necessity to introduce an independent,
or intrinsic finite dimensional Hilbert space for studying the dynamics of atomic
and subatomic particles stemmed from the understanding that a particle such as an
electron has an intrinsic “spinning” which is independent of its dynamics in 3-space.
An extra degree of freedom, therefore.
After the hypothesis of an extra degree of freedom was first posed in 1924 by
Pauli [52] and 1 year later identified by Goudsmit and Uhlenbeck [71, 72] as an
intrinsic “electron spin”, the spin theory was developed around 1930, mostly by
Wigner [88, 89, 91], but also by Weyl [86], through a careful study of the group of
rotations and its simply-connected double cover SU.2/, and their representations.
Because this intrinsic quantum dynamics in a finite-dimensional Hilbert space
had no obvious classical counterpart, at that time, the necessity to relate it with a
corresponding classical dynamics was not present from the start. In fact, to the extra
degree of freedom of spin, there should correspond a 2-dimensional phase space
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and, by SU.2/ invariance, this phase space must be the homogeneous 2-sphere S2.
Thus, the fact that its classical configuration-space cannot be products of euclidean
3-space or the real 2-sphere was at first interpreted as an indication that a physical
correspondence principle for spin systems was impossible.
This may explain why the mathematical formulation of a Weyl’s style correspon-
dence for spin systems was developed much later. Thus, while Weyl’s to Moyal’s
works are dated from the mid 1920s to the late 1940s, an incomplete version of
a symbol correspondence for spin systems was first set forth in mid 1950s by
Stratonovich [67] and a first more complete version was presented in mid 1970s by
Berezin [10–12]. Then, in the late 1980s, the work of Varilly and Gracia-Bondia [73]
finally completed and expanded the draft of Stratonovich. Its contemporary work of
Wildberger [92] was followed by the relevant works of Madore [47], in the 1990s,
and of Freidel and Krasnov [30], in early 2000s. All these works produced a very
good, but in our view, still incomplete understanding of symbol correspondences
and symbol products, for spin systems.
From the mathematical point of view, such a late historical development is
surprising because quantum mechanics in finite-dimensional Hilbert space, on top
of being far closer to Heisenberg’s original matrix mechanics, is far simpler than
quantum mechanics in infinite-dimensional Hilbert space. On the other hand, the
corresponding phase space for the classical dynamics of spin systems, the 2-sphere
S2, has nontrivial topology, as opposed to R2n. Nonetheless, one should expect
that a mathematical formulation of Bohr’s correspondence principle “à la Weyl”
would have been developed for spin systems in a more systematic and complete
way than it had been achieved for mechanics of particles in k-dimensional Euclidean
configuration space. However, despite the many developments in the last 50 years,
such a systematic mathematical formulation of correspondences in spin systems was
still lacking. In particular, we wanted a solid mathematical presentation unifying
the main scattered papers on the subject (some of them based also on heuristic
arguments) and completing the various gaps, so as to clarify the whole landscape
and open new paths to still unexplored territories.
Here we attempt to fulfill this goal, at least to some extent. This monograph,
written to be as self-contained as possible, is organized as follows.
In Chap. 2 we review generalities on Lie groups and their representations, with
special attention to the groups SU.2/ and SO.3/.
In Chap. 3 we present the elements for quantum dynamics of spin systems, that
is, SU.2/-symmetric quantum mechanical systems. First, we carefully review its
representation theory which defines spin-j systems and their standard basis of
Hilbert space. Then, after reviewing the tensor product and presenting the space
of operators, with its irreducible summands and standard coupled basis, we recall
how the operator product is related to quantum dynamics via Heisenberg’s equation
involving the commutator and then we present in a very detailed way the SO.3/-
invariant decomposition of the operator product, its multiplication rule in the
coupled basis of operators, with its parity property.
4 1 Introduction
Almost all choices, conventions and notations used in this chapter are standard
ones used in the vast mathematics and physics literature on this subject. In particular,
we introduce and manipulate Clebsch-Gordan coefficients and the various Wigner
symbols in a traditional way, without resorting to the more modern language of “spin
networks” which, in our understanding, would require the introduction of additional
definitions, etc., which nonetheless would not contribute significantly to the main
results to be used in the rest of the book.
In Chap. 4 we present the elements of the classical SU.2/-symmetric mechanical
system. After reviewing some basic facts about the 2-sphere as a symplectic mani-
fold and presenting the key concepts of classical Hamiltonian dynamics and Poisson
algebra of smooth functions on S2, defining the classical spin system, we present
in some detail the space of polynomial functions on S2, the spherical harmonics,
followed by a detailed presentation of the SO.3/-invariant decomposition of the
pointwise product and the Poisson bracket of functions on S2.
Chapter 5, Intermission, pauses the study of spin systems. Here we present a
brief historical overview of symbol correspondences in affine mechanical systems,
in preparation for the remaining and most novel chapters of the book.
Thus, in Chap. 6 we present the SO.3/-equivariant symbol correspondences
between operators on a finite-dimensional Hilbert space and (polynomial) functions
on S2. After defining general symbol correspondences and determining their
moduli space, we distinguish the isometric ones, the so-called Stratonovich-Weyl
symbol correspondences. Then, we present explicit constructions of general symbol
correspondences, particularly the ones via coupled-standard basis and via an
operator kernel, introducing the key concept of characteristic numbers of a symbol
correspondence, and the general covariant-contravariant duality for non-isometric
ones. Besides correspondences of Stratonovich-Weyl type, special attention is
devoted to the non-isometric correspondence defined by Berezin via Hermitian
metric, which is then generalized to correspondences defined via coherent states.
In Chap. 7 we study in detail the products of symbols induced from the operator
product via symbol correspondences, the so-called twisted products. After definition
and basic properties, we produce explicit expressions for some twisted products
of cartesian symbols, valid for all n D 2j 2 N. Then, we describe the formulae
for general twisted products of spherical harmonics, Y ml , discussing some of their
common properties. Next, we present a detailed study of integral trikernels, which
define twisted products via integral equations. We state the general properties
and produce various explicit formulae (including some integral ones) for these
trikernels. In so doing, we arrive at formulae for various functional transforms
that generalize the Berezin transform and we also see that it is not so easy to
infer a simple closed formula for the Stratonovich trikernel in terms of midpoint
triangles (in a form first inquired by Weinstein [83] based on the analogy with the
Groenewold-vonNeumann trikernel) unless, perhaps, asymptotically.
Then, in Chap. 8 we start the study of the asymptotic j !1 limit of sym-
bol correspondence sequences and their sequences of twisted products. In this
monograph, we focus on the high-j asymptotics for finite l , here called low-l
high-j -asymptotics, leaving high-l-asymptotics to a later opportunity. We show that
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Poisson (anti-Poisson) dynamics emerge in the asymptotic j ! 1 limit of the
standard (alternate) Stratonovich twisted product as well as the standard (alternate)
Berezin twisted product, but this is not the generic case for sequences of twisted
products, not even in the restricted subclass of twisted products induced from
isometric correspondence sequences. Thus, we characterize some kinds of symbol
correspondence sequences based on their asymptotic properties and also discuss
some measurable consequences.
In Chap. 9 we present some concluding thoughts. For spin systems, adding to
Rieffel’s old theorem on SO.3/-invariant strict deformation quantizations of the
2-sphere [56], one now also has to take into consideration the fact that generic
symbol correspondence sequences do not yield Poisson dynamics in the asymptotic
limit of high spin numbers. In light of these results, old and new, we reflect on the
peculiar nature of the classical-quantum correspondence.
Finally, in the Appendix we gather proofs of some of the propositions and a
theorem, which were stated in the main text.
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Chapter 2
Preliminaries
This chapter presents basic material on Lie groups and their representations, with
emphasis on the Lie groups SO.3/ and SU.2/, as a preparation for next chapters.
The reader already very familiar with the subject may skip or just glance through
this chapter. For the reader unfamiliar or vaguely familiar with the subject, we refer
to [2, 6, 28, 32, 41, 69, 75], for instance, for more detailed presentations.
2.1 On Lie Groups and Their Representations
The notion of “symmetry”, expressed mathematically in terms of groups of trans-
formations, plays a fundamental role in classical as well as quantum mechanics.1
Recall that a group is a set G together with a map  W G G ! G ; .g1; g2/ 7!
.g1; g2/ D g1g2, satisfying
.i/ .g1g2/g3 D g1.g2g3/;8g1; g2; g3 2 G;
.ii/ 9e 2 G s.t. eg D ge D g; 8g 2 G;
.iii/ 8g 2 G; 9g1 2 G s.t. gg1 D g1g D e:
If the set G is a smooth manifold and the map ƒ W G G ! G ; .g1; g2/ 7! g11 g2
is smooth, then G is called a Lie group. The concept of subgroup is the natural one,
so, H  G is a subgroup of G if g11 g2 2 H; 8g1; g2 2 H .
Recall also that given two groupsG;H , a group homomorphism fromG toH is
a map ‰ W G ! H satisfying ‰.g1g2/ D ‰.g1/‰.g2/. If G;H are Lie groups and
1A more general but in some respects weaker algebraic structure that can be used to describe partial
symmetries is that of a groupoid (cf. [84]). We shall meet a groupoid that plays an important role
in the context of this monograph later on, cf. Definition 7.1.19.
© Springer International Publishing Switzerland 2014
P. de M. Rios, E. Straume, Symbol Correspondences for Spin Systems,
DOI 10.1007/978-3-319-08198-4__2
7
8 2 Preliminaries
‰ is smooth, then it is a Lie group homomorphism. If ‰ is also bijective, then it is
a (Lie) group isomorphism.
Now, we say that a group G acts (from the left) on a set M if there is a map
ˆ W G M !M , such that
.i/ em D m and .ii/ g2.g1m/ D .g2g1/m ; for all m 2 M; gi 2 G;
where we have used the simpler notation gm for ˆ.g;m/.2 In other words, there is
a group homomorphism
Nˆ W G ! S.M/; Nˆ .g/ W m 7! gm ; (2.1)
where S.M/ is (a subgroup of) the group of invertible maps M !M .
Associated with the above action of G onM there is the induced (left) action on
the set of scalar functions on M :
g 2 G W f ! f g; f g.m/ D f .g1m/ : (2.2)
In the typical applications in geometry and physics, G is a Lie group, M is a
smooth manifold, and the above maps and functions are smooth. M might also
have some specific algebraic or geometric structures and S.M/ is the group (or
a subgroup) of transformations preserving (some or all of) the relevant structures.
2.1.1 Classical Groups over the Classical Fields
Many of the familiar examples of Lie groups arise from considering matrix groups,
which are subgroups of GLK.n/, the group of invertible matrices over K D R;C;
or H (quaternions), which is isomorphic to the group GL.V / of invertible linear
transformations of an n-dimensional K-vector space M D V ' Kn, via the usual
left action of matrices on column vectors. Note, however, in the case K D H scalar
multiplication must act on the right side of column vectors to ensure that matrix
multiplication from the left side is an H- linear operator. Kn has the usual Hermitian
inner product hu; vi DPnjD1 Nuj vj and norm kuk D hu; ui1=2.
The natural extension of scalars, from real to complex to quaternion, has several
important consequences for representations of groups. First of all, for n  1 there
are natural inclusion maps c; q and linear isomorphisms r; c0
R
n !c Cn D Rn C iRn !r Rn ˚ Rn; (2.3)
C
n !q Hn D Cn C jCn !c0 Cn ˚ Cn,
2Of course, there is a similar definition of an action from the right.
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where c and r (resp. q and c0) are R-linear (resp. C-linear) maps.3 Then there are
corresponding injective homomorphisms of groups
GLR.n/!c GLC.n/!r GLR.2n/; (2.4)
GLC.n/!q GLH.n/!c0 GLC.2n/:
Again, c; q in (2.4) denote inclusions, whereas r and c0 replace each entry of a
matrix by a 2-block, as follows:
r W .x C iy/!

x y
y x

; c0 W .z1 C jz2/!

z1 Nz2
z2 Nz1

: (2.5)
The terminology explained in the last footnote also makes sense for the above
groups and homomorphisms.
Of particular interest to us is the unitary group U.V /  GL.V / consisting of
operators preserving the norm of vectors. Its conjugacy class consists, in fact, of all
maximal compact subgroups of GL.V /, as follows directly from Lemma 2.1.1 (i)
below. In terms of matrices, the K-unitary group UK.n/  GLK.n/ consists of the
matrices A whose inverse A1 is the adjoint A D NAT (conjugate transpose), or
equivalently, kAuk D kuk for all vectors u. For the three cases of scalar field K,
these are the compact classical groups
O.n/  U.n/  Sp.n/ (2.6)
called the orthogonal, unitary, and symplectic group,4 respectively. The special
orthogonal and special unitary groups SO.n/  SU.n/ are constrained by the
additional condition det.A/ D 1. Observe that the map r in (2.5) yields an
isomorphism U.1/ ' SO.2/ by restriction to x2 C y2 D 1, whereas the map c0
yields an isomorphism Sp.1/ ' SU.2/ by restriction to jz1j2 C jz2j2 D 1.
In fact, these are particular cases of the following observation: since at each
“doubling procedure” Rn ! Cn ! Hn a new algebraic structure is introduced,
which needs to be preserved by the symmetry group, we also have the inclusions
SpH.n/  Sp.n/  U.2n/  UC.2n/;
UC.n/  U.n/  O.2n/  OR.2n/:
3The mappings c; q; r; c0 are generally referred to as complexification, quaternionification, real-
reduction, and complex-reduction, respectively.
4The reader should not confuse the symplectic group Sp.n/  Sp
H
.n/, which is a compact group
over the quaternions, with the group Sp
R
.2n/  GLR.2n/ which is a noncompact group over the
reals, often also called the symplectic group, in short for the real linear symplectic group – we will
briefly mention a few basic things about this latter in the intermission, Chap. 5.
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2.1.2 Linear Representations of a Group
Let us recall the basic definitions and results about finite dimensional linear
representations of a group G. Namely, a representation of a (Lie) group G on
V ' Kn is a (Lie) group homomorphism
' W G ! GL.V / ' GLK.n/: (2.7)
We also say that ' is a K-representation to emphasize that G acts on V by K-
linear transformations. Recall from elementary linear algebra that an isomorphism
of the groups GL.V / and GLK.n/, as indicated in (2.7), amounts to the choice of
a basis for V . The representation is said to be orthogonal, unitary, or symplectic if
the image '.G/, viewed as a subgroup of GLK.n/, lies in the corresponding unitary
group (2.6).
Two representations ofG on vector spaces V1 and V2 are said to be equivalent (or
isomorphic) if there is a G-equivariant linear isomorphism F W V1 ! V2, namely
satisfying F.gv/ D gF.v/ for all g 2 G, v 2 V1. In terms of matrices, if 'i W G !
GLK.n/; i D 1; 2, are two matrix representations, then their equivalence 0 ' 0 (as
K-representations) is defined with respect to some fixed A 2 GLK.n/, as follows:
'1 ' '2 ” '2.g/ D A'1.g/A1;8g 2 G. (2.8)
However, the shorthand '1 D '2 is often used to mean '1 ' '2.
For simplicity, a representation ' of G on V is sometimes denoted by the pair
.G; V /, with ' tacitly understood. A subspace U  V is said to be G-invariant
if gv 2 U for each v 2 U , and the representation (2.7) is irreducible if there is
no G-invariant subspace strictly between f0g and V . In representation theory, the
classification of all irreducible representations of G, up to equivalence, is a central
problem. More generally, the K-representation .G; V / is said to be completely
reducible if V decomposes into a direct sum V D V1˚V2˚ : : :˚Vk of irreducible
G- invariant K-subspaces Vi , each defining an irreducible representation .G; Vi /
with homomorphism 'i W G ! GL.Vi /.
Henceforth, we shall assume the group G is compact, which in view of the
following lemma simplifies the representation theory considerably.
Lemma 2.1.1. For a compact group G the following hold:
(i) All K-representations ' are K-unitary, namely ' W G ! U.V / for a suitable
Hermitian inner product on V .
(ii) All representations are completely reducible.
The standard proof is often referred to as “Weyl’s unitary trick”, using the fact
that .G; V / has a G-invariant Hermitian inner product h; i. It is found by averaging
a given inner product .; / over G, namely we set
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hu; vi D
Z
G
.gu; gv/dg: (2.9)
Here dg denotes the (normalized) Haar measure on G, which is bi-invariant in
the sense that the functions f .g/; f .kg/; f .gk/ on G have the same integral, for
k 2 G fixed. Now property (ii) follows from the observation that for any G-
invariant subspace U  V , the orthogonal complement U? is also G-invariant.
From complete reducibility one can show that any representation has a unique
decomposition ' D
X
'i into a (internal) direct sum of irreducibles, often written
as an ordinary sum ' D '1 C '2 C : : :C 'k . Some of the 'i may be equivalent, of
course, so the notation such as ' D 2'1 C 3'2 should be clear enough.
Note, however, that the internal splitting (or direct sum) as explained above
is different from the notion of an external splitting of a representation .G; V /;
or equivalently an external direct sum of representations .Gi ; Vi /. Namely, G is
the product of the groups Gi and V is the direct sum of the Vi , each Gi acting
nontrivially only on the summand Vi . For example, with two factors we have
.G; V / D .G1 G2; V1 ˚ V2/ D .G1; V1/˚ .G2; V2/ ; ' D '1 ˚ '2:
Moreover, in the case G1 D G2 D H so that G D H  H , restriction of the
above external splitting to the diagonal subgroupH ' H of G yields an internal
splitting 'jH D '1 C '2 of the representation .H; V /.
Clearly, an irreducible representation may become reducible by extension of
the scalar field K. For example, a real irreducible representation  may split after
complexification,
c W G ! GLR.n/!c GLC.n/; (2.10)
say c D '1 C '2. As an example, consider the standard representation 1 of the
circle groupU.1/ D fz 2 CI jzj D 1g acting by scalar multiplication on the complex
line C. Realification of 1 yields the standard representation 2 of SO.2/ ' U.1/,
acting by rotations on R2. Next, complexification of 2 means regarding the rotation
matrices as elements of GLC.2/, and here they can be diagonalized simultaneous.
Refering to (2.4) we illustrate the effect of the two “operations” r and c as follows:
.x C iy/!r

x y
y x

!c

x C iy 0
0 x  iy

, 1 ! 2 ! 1 C N1 (2.11)
Here, in the last step we have changed the basis of C2 so that the matrices become
diagonal. Thus, in particular, the irreducible representation 2 becomes reducible
when complexified.
Next, note that conjugation of complex matrices yields a group isomorphism
t W GLC.n/! GLC.n/, A! NA:
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Therefore, a C-representation ' composed with t is the complex conjugate repre-
sentation t' D N' W g ! '.g/; for example see (2.11). In a similar vein, there is a
closely related construction, namely the dual (or contragradient) representation 'T
of ', acting on the dual space V  D Hom.V;C/ and defined by
'T .g/ D '.g1/T ; (2.12)
where ˆT denotes the dual of an operator ˆ on V . However, since G is compact
it follows that the dual representation is the same as the complex conjugate
representation. In fact, in terms of matrices with respect to dual bases in V and
V , for '.g/ unitary the left side of (2.12) is the matrix N'.g/, hence 'T D N'.
Together with the homomorphisms in (2.4) we now have the six “operations”
r; c; c0; q; t; 1, where 1 denotes the identity, being performed on representations of
the appropriate kind, and it is not difficult to verify the following relations
cr D 1C t; c0q D 1C t; rc D 2; qc0 D 2; tr D r; (2.13)
tc D c; tc0 D c0; qt D q; t2 D 1:
For example, returning to the above splitting example, c D '1 C '2 in (2.10), the
relation rc D 2 tells us that 2 D r'1 C r'2, namely  D r'1 D r'2.
As we have seen, a real representation   ! .G;U / can be extended to a
complex representation '  ! .G; V / by the process of complexification, namely
we set V D U C D U C iU as in (2.3), and we set ' D c : Conversely, we say that
a complex representation '  ! .G; V / has a real form   ! .G;U / if c D ',
that is, .G; V / is equivalent to .G;U C/: In the same vein, a complex representation
'  ! .G; V / has a quaternionic form  ! .G;W / if c0 D ', that is .G;W / is
equivalent to .G; V H/ where G acts by H-linear transformations on V H D V C jV .
Note that distinct real representations are mapped to distinct complex represen-
tations when they are complexified, and distinct quaternionic representations have
distinct complex-reduction. Consequently, all the representation theory is actually
contained in the realm of complex representations ', regarding ' as real (resp.
quaternionic) if it has a real (resp. quaternionic) form. The following general result
is valid (at least) for compact groups G (for a proof, see e.g. [2]):
Lemma 2.1.2. (a) Let ' be a complex representation of G. If ' is real or
quaternionic, then ' is self-conjugate, that is, t'.D N'/ ' ': Conversely, if
' is irreducible and self-conjugate, then it is either real or quaternionic (but
not both!).
(b) ' is real (resp. quaternionic) if and only if .G; V / has a G-invariant non-
singular symmetric (resp. skew-symmetric) bilinear form V  V ! C.
For any two representations of G on K-vector spaces V1 and V2 respectively, set
HomG.V1; V2/ to be the vector space of G-equivariant linear maps F W V1 ! V2.
The following result is classical but of central importance.
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Lemma 2.1.3 (Schur’s lemma). Let 'i W G ! GLC.Vi /, i D 1; 2, be two
irreducible representations ofG on C-vector spaces Vi . Then HomG.V1; V2/ ' C if
'1 ' '2, and HomG.V1; V2/ D 0 otherwise.
Proof. As F W V1 ! V2 is equivariant, it is easy to see that both ker.F / and Im.F /
are G-invariant subspaces and, from irreducibility, F D 0 or F is an isomorphism.
In the latter case the two representations are equivalent, so let us assume V1 D V2.
Since F has at least one eigenvalue and its corresponding eigenspace isG-invariant,
it follows from irreducibility that F is a non-zero multiple of the identity. ut
2.1.3 The Infinitesimal Version of Lie Groups
and Their Representations
Next we turn to the infinitesimal aspect of a connected Lie group G, namely the
fundamental reduction to its Lie algebra G, which is an R-vector space, identified
with the tangent space of G at the identity element e, endowed with a specific
bilinear product
Œ ;  W G  G ! G
called the Lie bracket, which is skew-symmetric and satisfies the Jacobi identity
ŒX; Y  D ŒY;X; ŒŒX; Y ; ZC ŒŒY;Z; XC ŒŒZ;X; Y  D 0:
The Lie bracket is, in fact, the “linearization” of the product in G, and this
relation is more precisely understood via the so-called exponential map exp: G !G,
which provides the linkage between a connected group and its Lie algebra. It is a
local diffeomorphism mapping a neighborhood of X D 0 onto a neighborhood
of e 2 G. This also explains why the Lie algebra is determined by any small
neighborhood of e 2 G, and consequently locally isomorphic groups have
isomorphic Lie algebras. In particular, the Lie algebra of a disconnected Lie group
G depends only on the identity component subgroupGı of G.
Now, let us again focus attention on linear or matrix groups. The set gl.V / of
all K-linear operators T W V ! V , resp. the set glK.n/ D MK.n/ of matrices, are
vector spaces as well as associative algebras over R with regard to the usual product
of operators, resp. matrices, and with the commutator product ŒS; T  D ST  TS
they are the Lie algebras of GL.V / and GLK.n/, respectively. In these cases the
exponential map is defined by the (usual) power series expansion
exp.X/ D eX D I CX C 1
2
X2 C 1
3Š
X3 C : : :C 1
kŠ
Xk C : : : : (2.14)
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The inverse map is the logarithm
log.I C Y / D
1X
kD1
.1/kC1
k
Y k; for jY j < 1:
It follows, for example, that det.eX/ D etr.X/, where tr.X/ is the trace of X .
For closed matrix groups G  GLK.n/, there is the following commutative
diagram of groups, Lie algebras, and vertical exponential maps Oe
G  MK.n/
Oe # # Oe
G  GLK.n/:
Namely, the exponential map for G is the restriction of the matrix exponential
map (2.14), and moreover, the Lie algebra G can be determined as
G DfX 2MK.n/I exp.tX/ 2 G for all tg : (2.15)
As we shall mainly focus attention on orthogonal groups SO.n/  O.n/ 
GLR.n/ and unitary groups SU.n/  U.n/  GLC.n/, we first note that O.n/
has two connected components; the component different from SO.n/ consisting of
the matrices with determinant 1. By (2.15), the Lie algebras of SO.n/ and SU.n/
consist of traceless skew-symmetric and skew-Hermitian matrices, respectively.
For compact connected groups G, such as SO.n/; SU.n/; U.n/; the exponential
map is, in fact, surjective. But more generally, a connected Lie groupG is still gen-
erated by its 1-parameter subgroups {exp.tX/; t 2 Rg and hence is determined by its
Lie algebra, up to local isomorphisms. In fact, for a given basis {X1; : : : ; Xrg of G,
G is generated by the corresponding 1-parameter groups fexp.tXi /g. Therefore, the
elements Xi are sometimes referred to as the infinitesimal generators of the group
G, a terminology dating back to Sophus Lie in the nineteenth century.
Finally, an n-dimensional unitary representation ' of G yields by differentiation
an associated representation ' of the Lie algebra G, and there is the following
commutative diagram
G !' U.n/
# Oe # Oe
G !' U.n/
(2.16)
where U.n/ is the Lie algebra of U.n/ consisting of the skew-Hermitian matrices,
and ' is a Lie algebra homomorphism, namely a linear map preserving the Lie
bracket,
'.ŒX; Y / D Œ'.X/; '.Y / :
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In effect, for a given set of infinitesimal generators Xi 2 G for G, the
representation ' is uniquely determined by the skew-Hermitian matrices QXi D
'.Xi/. In many cases, ker' is a finite group, so that G is locally isomorphic
with the image group QG D '.G/ in U.n/, wheras ' W G ! QG D '.G/ is an
isomorphism between G and the Lie subalgebra QG of U.n/.
Conversely, a Lie algebra homomorphism of G is not always derived from a
Lie group homomorphism ' of G, unless G is simply connected, such as the
group SU.n/. In the general case, let us first replace G in (2.16) by the unique
simply connected group NG which is locally isomorphic toG, the so-called universal
covering group. Then G D NG=K for some discrete group K of NG, and the Lie
algebra of NG is still the same G. Now, every homomorphism of G is derived from
some ' for NG as in the diagram (2.16), and this Lie algebra homomorphism will
also exponentiate to a Lie group homomorphism of G if and only if K  ker'.
2.1.4 The Adjoint and the Coadjoint Representations
Let G be any Lie group with Lie algebra G. Then G acts on itself by inner
automorphisms ig W G ! G, ig.h/ D ghg1, and differentiation of ig at the identity
e 2 G yields a homomorphism
AdG W G ! GL.G/, AdG.g/ D .ig/ W G ! G, (2.17)
where in fact AdG.g/ is a Lie algebra isomorphism. AdG is called the adjoint
representation of G and the dual representation
AdTG W G ! GL.G/
is often called the coadjoint representation. These are real representations, and they
are not necessarily equivalent, unless G is compact.
But in the latter case one can construct an equivalence, that is, a G-equivariant
isomorphism ˆ W G ! G, by defining ˆ.v/ D v to be the linear functional
w! hv;wi, where h; i denotes a G-invariant inner product on G. The equivariance
conditionˆ.gv/ D gˆ.v/ amounts to showing thatˆ.Ad.g/v/ D AdT .g/ˆ.v/, and
this is easily checked by applying both sides to a vector w 2 G.
For a compact connected Lie group, a characteristic property of the adjoint (or
coadjoint) representation is that all orbits O are of typeG=H , whereH is a subgroup
containing a maximal torus T . In fact, the principal orbits, filling an open dense
subset of G (or G), are all of type G=T . For a description of all these subgroupsH
of G D SO.n/; SU.n/; or Sp.n/, we refer to Table 1 in [68].
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Finally, we recall that every coadjoint orbit O (and hence also an adjoint orbit
when O D G=H ) naturally carries aG-invariant symplectic structure !, as follows:
For any  2 O  G and v;w 2 G, via .AdTG/ identify v;w 2 TO. Then,
!.v;w/ D .Œv;w/ (2.18)
defines a G-invariant nondegenerate closed 2-form ! on O, uniquely up to sign
(cf. [48] for instance, for more details).
2.2 On the Lie Groups SU(2) and SO(3)
In this section we shall explore in greater detail the Lie groups SU.2/ and SO.3/,
which have isomorphic Lie algebras; they are locally isomorphic groups since
SO.3/ ' SU.2/=f˙Idg, with SU.2/ being the universal covering group of SO.3/.
2.2.1 Basic Definitions
LetMK.n/ be the nn-matrix algebra over K D R or C. First we focus attention on
particular elements ofMC.2/ andMR.3/ in order to exhibit the relationship between
the groups SU.2/ and SO.3/, especially from the viewpoint of quantum mechanics.
We recall that these groups are defined as follows:
SU.2/ D fg 2MC.2/ j gg D gg D Id; detg D 1g ;
SO.3/ D fg 2 MR.3/ j gT g D ggT D Id; detg D 1g :
However, from the viewpoint of Lie group theory, the crucial fact is that SO.3/ '
SU.2/=Z2, where Z2 D f˙Idg is the center of SU.2/.
Thus, we introduce the 3-vectors  D .1; 2; 3/, L D .L1; L2; L3/ whose
components are specific matrices
1 D

0 1
1 0

; 2 D

0 i
i 0

; 3 D

1 0
0 1

(Pauli spin matrices) (2.19)
L1 D
0
@
0 0 0
0 0 1
0 1 0
1
A ; L2 D
0
@
0 0 1
0 0 0
1 0 0
1
A ; L3 D
0
@
0 1 0
1 0 0
0 0 0
1
A (2.20)
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which provide natural bases for the Hermitian matrices and two Lie algebras,
H.2/ W I; 1; 2; 3
SU.2/ W i1; i2; i3
SO.3/ W L1;L2; L3:
We will also use the notation
n   D
X
nkk; n  L D
X
nkLk
to denote any element of H.2/ or SO.3/; where the vector n 2 R3 is to be
interpreted as pointing in the direction of the axis of rotation, in the case of SO.3/.
To make this more precise, first observe that the commutation rules
 
j ; k
 D 2ijkll
Lj ;Lk
 D jklLl (2.21)
lead to a Lie algebra isomorphism
d W SU.2/! SO.3/I
8
<
:
"1
i
2
1 ! L1
"2
i
2
2 ! L2
"3
i
2
3 ! L3
(2.22)
for any choice of signs "j D ˙1 with Q "j D 1. Our standard choice will be
"j D 1 for all j , and in terms of the exponential map, A ! exp.A/ D eA, there
is the geometrically suggestive notation
U.n;	/ D exp. i
2
	.n   //, R.n; 	/ D exp.	.n  L//
which yields a “standard” homomorphism
 W SU.2/! SO.3/; U.n; 	/ !R.n; 	/: (2.23)
We observe that, given a unit vector n, R.n; 	/ is the rotation in euclidean 3-space
through the angle 	 (in the right-handed sense) around the axis directed along n,
namely
R.n; 	/ W v! .cos 	/vC .1  cos 	/.n  v/nC .sin 	/n  v:
In view of this, U.n;	/2SU.2/ receives the quantum mechanical interpretation of a
spinor rotation with respect to the axis determined by n.
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Since the homomorphism  is one-to-one for small 	 (and n fixed), one can
easily deduce the adjoint formulas
U.n   /U1 D .Rn/   , R.n  L/R1 D .Rn/  L; (2.24)
valid for any pairU 2 SU.2/ andR D  .U /: In particular, this establishes a natural
equivalence between the adjoint representation of G D SU.2/ or SO.3/; acting on
its Lie algebra, and the standard representation of SO.3/, acting by rotations on
euclidean 3-space R3.
Now, let ei ; i D 1; 2; 3, be the usual orthonormal basis of R3, for which e3 D
.0; 0; 1/ is identified with the north pole of the unit sphere
S2  R3 W x2 C y2 C z2 D 1: (2.25)
The classical way of expressing a rotation in terms of Euler angles .˛; ˇ; 
/ is
frequently used in quantum mechanics. We refer to [63], Chapter 13 or [74],
Sect. 1.4. The idea is to express a rotation as a product of three “simple” rotations,
namely rotations around two chosen coordinate axes. A widely used definition
amounts to setting
R.˛; ˇ; 
/ D R.e3; ˛/R.e2; ˇ/R.e3; 
/ D e˛L3eˇL2e
L3 (2.26)
U.˛; ˇ; 
/ D U.e3; ˛/U.e2; ˇ/U.e3; 
/ D ei ˛2 3ei
ˇ
2 2ei


2 3 (2.27)
and then the above homomorphism (2.23) is expressed as
 W U.˛; ˇ; 
/! R.˛; ˇ; 
/:
We point out, however, that there is no canonical choice of homomorphism
between SU.2/ and SO.3/. However, the various choices only differ by an auto-
morphism of SU.2/ (or SO.3/). For example, complex conjugation in SU.2/ is the
automorphism & W U.˛; ˇ; 
/! U.˛; ˇ;
/, which composed with  yields the
homomorphism
 0 D  ı & W SU.2/! SO.3/; U.˛; ˇ; 
/! R.˛; ˇ;
/: (2.28)
In the following subsection we shall derive the two homorphisms  and  0 in a
more geometric way, in terms of equivariant maps between spaces.
2.2.2 Hopf Map and Stereographic Projection
Now, SU.2/ acts by its standard (unitary) representation on the 3-sphere
S3  C2 W jz1j2 C jz2j2 D 1; (2.29)
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and the following diffeomorphism
‰ W SU.2/! S3; g D

z1 Nz2
z2 Nz1

7! ‰.g/ D

z1
z2

 .z1; z2/ D z (2.30)
which identifies SU.2/ with the 3-sphere, is equivariant when the group acts on
itself by left translation (in Eq. (2.30) above, the symbol  means that we identify
a column vector with a line vector whenever the distinction is irrelevant, in order to
save space). More precisely, equivariance under left action means that, for all g and
‰.g/ as in (2.30) above, and for all
h D

w1  Nw2
w2 Nw1

2 SU.2/ ;‰.h/ D

w1
w2

2 S3  C2 ;
we have that
g‰.h/ D

z1 Nz2
z2 Nz1

w1
w2

D ‰

z1 Nz2
z2 Nz1

w1  Nw2
w2 Nw1

D ‰.gh/ :
Let us recall the classical Hopf map
 W S3 ! S2 ' S3=U.1/ D CP1;

z D .z1; z2/! n D .x; y; z/
x C iy D 2Nz1z2; z D jz1j2  jz2j2
(2.31)
which yields a fibration of the 3-sphere (2.29) over the 2-sphere (2.25). As indicated
in (2.31),  also identifies S2 with the orbit space of U.1/ D ˚ei	 where ei	 acts
by scalar multiplication on vectors z 2C2.
Now, SO.3/ acts by rotations on the 2-sphere, and associated with the map  is
a distinguished homomorphism
N W SU.2/! SO.3/ (2.32)
defined by the constraint that  is N -equivariant, namely
.gz/ D N .g/.z/, for g 2 SU.2/: (2.33)
In fact, N coincides with the homomorphism in (2.23). Moreover, by writing z1 D
x1 C iy1, z2 D x2 C iy2, a straightforward calculation of the homomorphism (2.32)
gives the explicit expression
 .g/ D
0
@
.x21  x22  y21 C y22 / 2.x1y1  x2y2/ x
2.x1y1 C x2y2/ .x21 C x22  y21  y22/ y
2.x1x2  y1y2/ 2.x1y2 C x2y1/ z
1
A (2.34)
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where the third column is the vector n in (2.31). For historical reasons, the pair
.z1; z2/, subject to the condition jz1j2Cjz2j2 D 1, is also referred to as Cayley-Klein
coordinates for SU.2/ and SO.3/.
Next, let us also recall the stereographic projection to the complex plane C
 0 W S2  fe3g ! C, .x; y; z/!  D x C iy
1  z (2.35)
and the action of SU.2/ on C by fractional linear (or Möbius) transformations
 ! z1  Nz2
z2 C Nz1 : (2.36)
Associated with the map (2.35) is a homomorphism SU.2/ ! SO.3/ which
makes (the inverse of) the 1-1 correspondence  0 in (2.35) equivariant, and by
straightforward calculations the homomorphism is found to be  0 in (2.28).
The identity Id 2 SU.2/ corresponds via ‰ in (2.30) to the basic vector z D
.1; 0/, which by  is mapped to the north pole e3 of S2, and the corresponding
isotropy groupsH D U.1/ ' SO.2/ in G D SU.2/ and SO.3/ are related by
SU.2/ 	
n
ei
	
2 3
o
D U.1/! SO.2/ D ˚e	L3  SO.3/: (2.37)
This also realizes the 2-sphere as a homogeneous space in two ways,
SU.2/ D S3 &
#  S2 D G=H D SU.2/=U.1/ D SO.3/=SO.2/
SO.3/% N
(2.38)
where N W SO.3/! S2 projects a matrix to its third column n D .x; y; z/:
SO.3/ acts by orthogonal transformations on R3; this is the standard representa-
tion 3. The adjoint representation AdSO.3/ is the action by conjugation, Ad.g/S D
gSg1, on skew symmetric matrices S 2 SO.3/. We set up the following 1-1
correspondence between SO.3/ and R3
S D
0
@
0 z y
z 0 x
y x 0
1
A !
0
@
x
y
z
1
A
which is, in fact, SO.3/-equivariant, and this proves that 3 identifies with the
adjoint, hence also the coadjoint representation of SO.3/.
The orbits are therefore all concentric spheres S2.r/ of radius r  0, which for
r > 0 are of type SO.3/=SO.2/, as in (2.38).
It is often convenient to have expressions for functions and various other
structures defined on S2 written in local coordinates. Here we shall mostly write
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them in local spherical polar coordinates .	; '/ where, for simplicity, we identify
S2 with the unit sphere in R3 according to (2.25), so that .	; '/ are defined by
x D sin' cos 	; y D sin' sin 	; z D cos' (2.39)
where ' is the colatitude, 	 is the longitude and the origin of the polar coordinate
system is the north pole e3 D n0 D .0; 0; 1/ 2 S2.1/  R3.
Note that, since the radius of any 2-sphere in R3 is an SO.3/-invariant quantity,
we are free to rescale all spheres of radius r > 0 to the unit sphere. Or equivalently,
by using angular coordinates .	; '/ we can simply forget about radii.
In particular, the G-invariant symplectic (or area) form, cf. (2.18), is (locally)
expressed in terms of spherical polar coordinates as
! D sin 'd' ^ d	 : (2.40)
Of course, instead of polar coordinates we could use complex coordinates on
S2, but a relation between these two local coordinate systems is straightforwardly
obtained from (2.39) and (2.35).
2.2.3 Prelude to the Irreducible Unitary Representations
of SU(2)
The irreducible (unitary) representations of SU.2/ are finite dimensional and
typically denoted by Œj  in the physics literature, but we shall also use the notation
'j D Œj  ; j D 0; 1=2; 1; 3=2; : : : W dimC 'j D 2j C 1; (2.41)
These are SO.3/-representations only when j is an integer l , in which case they
have a real form
 l ; l D 0; 1; 2; 3; : : : ; dimR  l D 2l C 1; (2.42)
that is, 'l D Œ l C is the complexification of  l . However, if j has half-integral
value, 'j has a quaternionic form, so, in both cases 'j is actually self-dual, that is,
N'j ' 'j for all j (another issue is the precise relation of a given basis with its dual
and the precise form of this equivalence).
It is a basic fact about compact connected Lie groups G that its maximal tori T
constitute a single conjugacy class .T /, and each element g 2 G can be conjugated
into a fixed torus T , say hgh1 D t 2 T for some h 2 G. In particular, for the matrix
groups SU.n/; U.n/ this is the diagonalization of matrices, when T is chosen to be
the diagonal matrices with entries ei	k . As a consequence of this, a representation
of G is uniquely determined by its restriction to the torus T .
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In the case of G D SU.2/, the diagonal group U.1/ in (2.37) is our chosen
maximal torus T . By Schur’s lemma (cf. Lemma 2.1.3), a unitary representation
' of SU.2/, when restricted to U.1/, splits into 1-dimensional representations and
clearly each one is determined by a homomorphismU.1/! C of type
diag.ei	 ; ei	 /! eqi	 , q 2 Z
where the “functional” q	 is called the weight of the above U.1/-representation.
Thus, there are altogether .nC 1/ D dim' weights qi	 , and the totality of weights
.'/ D fq0	; q1	; q2	; : : : ; qn	g (2.43)
completely determines ' and is referred to as the weight system of the SU.2/-
representation (with respect to U.1/).
Remark 2.2.1. The collection (2.43) must be regarded as a multiset, namely the
elements are counted with multiplicity, since the nC 1 weights are not necessarily
distinct but the total multiplicity equals nC 1: For example, as multisets we write
identities of the following type:
fa; a; b; c; b; a; c; b; d; eg D 3fa; bg C 2fcg C fd; eg:
Now, a well-known way to build an .nC1/-dimensional representation of SU.2/
explicitly from its standard 2-dimensional representation is by mapping C2 to the
space of complex homogeneous polynomials of degree n in two variables:
z D .z1; z2/ 2 C2 ! CnC1 ' hP nC.z1; z2/ D SpanCfznk1 zk2g0kn :
Then, as SU.2/ acts on C2 via its standard representation, this induces an action of
SU.2/ on hP n
C
.z1; z2/ and the SU.2/ representations obtained in this way turn out
to be irreducible. A choice of orthonormal basis for hP n
C
.z1; z2/ is the ordered set
fv.n; k/g, where
v.n; k/ D
v
u
u
t
 
n
k
!
znk1 zk2 ; k D 0; 1;    ; n : (2.44)
However, such a basis is often written in terms of j D n=2 andm D j  k.
As will be made clearer further below, Eq. (2.44) defines the basis fv.n; k/g, for
each n D 2j , only up to an overall phase factor. In fact, accounting for a scaling
freedom for the inner product on hP n
C
.z1; z2/ implies that two such bases given
by (2.44) can be identified, for each j , if they differ from each other by an overall
non-zero complex number (cf. Schur’s Lemma 2.1.3), and the basis introduced by
Bargmann [7] differs from (2.44) above by the
p
nŠ factor.
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Finally, note that one can map these concrete representations of SU.2/ on
hP n
C
.z1; z2/ to concrete representations on the space of n-degree holomorphic
polynomials on S2, Holn.S2/, by composing with the projective maps
C
2  f0g ! CP1 ' S2 ; .z1; z2/ 7! .1;  D z2=z1/; or . D z1=z2; 1/:
Composing (2.44) with the projective map .z1; z2/ 7!  yields the basis used by
Berezin [12], while the map .z1; z2/ 7!  and Bargmann’s normalization convention
yields the basis used in the book of Vilenkin and Klimyk [75], where explicit
expressions for irreducible representations of SU.2/ are presented.
In the next chapter, the irreducible representations of SU.2/ shall be studied in
great detail in terms of infinitesimal techniques involving weights, operators and Lie
algebras, which is the approach commonly used in quantum mechanics.
Chapter 3
Quantum Spin Systems and Their Operator
Algebras
This chapter presents the basic mathematical framework for quantum mechanics
of spin systems. Much of the material can be found in texts in representation
theory (some found within the list of references at the beginning of Chap. 2) and
quantum theory of angular momentum (e.g. [13, 14, 16, 23, 46, 63, 65], some of
these being textbooks in quantum mechanics which can also be used by the reader
not too familiar with the subject as a whole). Our emphasis here is to provide
a self-contained presentation of quantum spin systems where, in particular, the
combinatorial role of Clebsch-Gordan coefficients and various kinds of Wigner
symbols is elucidated, leading to the SO.3/-invariant decomposition of the operator
product which, strangely enough, we have not found explicitly done anywhere.
3.1 Basic Definitions of Quantum Spin Systems
In line with the standard formulation of quantum affine mechanical systems, we
define quantum spin systems as follows:
Definition 3.1.1. A spin-j quantum mechanical system, or spin-j system, is a com-
plex Hilbert space Hj ' CnC1 together with an irreducible unitary representation
'j W SU.2/! G  U.Hj / ' U.nC 1/; n D 2j 2 N ; (3.1)
where G denotes the image of SU.2/ and hence is isomorphic to SU.2/ or SO.3/
according to whether j , called the spin number, is half-integral or integral.
Remark 3.1.2. Unless otherwise stated (as in Appendix 10.8), throughout this
monograph we shall always assume the Hermitian inner product of a Hilbert space
is skew-linear (conjugate linear) in the first variable.
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A vector in Hj is also called a j -spinor. For our description of bases, operators
and matrix reprentations we will use familiar terminology and notation from
quantum mechanics. The representation (3.1) is normally described at the infinites-
imal level by Hermitian operators J1; J2; J3 satisfying the standard commutation
relations for angular momentum, namely
ŒJa; Jb D iabcJc (3.2)
together with the basic relation
J2 D J 21 C J 22 C J 23 D j.j C 1/I : (3.3)
Indeed, by (3.2) the operator sum J2 commutes with each Ji , so by irreducibility
it must be a multiple of the identity. All this is equivalent to saying that the group
G with the Lie algebra
G D linR fiJ1; iJ2; iJ3g ' SU.2/ (3.4)
of skew-Hermitian operators acts irreducibly on Hj .
In analogy with  and L in (2.19), (2.20), the vector of operators
J D .J1; J2; J3/ (3.5)
is referred to as the total angular momentum (or spin) operator of the quantum
system, and its components satisfy the standard commutation relations (3.2) for
angular momentum. The commutation relations are also symbolically expressed as
J  J D iJ, and the square J2 is the operator sum (3.3).
Remark 3.1.3. In the physics literature, one usually finds Planck’s constant „,
resp. „2, explicitly multiplying the r.h.s. of Eq. (3.2), resp. Eq. (3.3), which also
guarantees that J has the dimensions of angular momentum. However, since this
factor can be removed by an appropriate scaling of J, we will omit it throughout
almost the whole book.
Note that the infinitesimal generators iJk; k D 1; 2; 3; of the operator group
G satisfy the same commutation relations as the operators Lk in (2.21), that is, the
correspondence Lk ! iJk; 1 
 k 
 3; is a Lie algebra isomorphism, and for a
unit vector n in euclidean 3-space we shall refer to the operator
Jn D n  J D
X
niJi (3.6)
as the angular momentum (or spin) in the direction of n: The corresponding
homomorphism in (3.1) is
'j W e 12 i	.n:/ ! ei	.n:J/: (3.7)
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3.1.1 Standard Basis and Standard Matrix Representations
The above operators on Hj will be represented by matrices with respect to a suitable
choice of orthonormal basis, unique up to a common phase factor. We’ll adopt the
generally adopted convention, expressed in the partial definition below:
Definition 3.1.4 (partial). A basis that diagonalizes the operator Jn0 D J3, for n0
identified with the positive z axis, shall be referred to as a standard basis for Hj .1
This basis will be fully characterized below in terms of the action of angular
momentum operators. Starting with the simplest case, for a spin- 1
2
quantum system
the angular momentum (3.5) is defined to be the following vector of operators
J D1
2
 D 1
2
.1; 2; 3/, (3.8)
namely the Pauli matrices with the factor 1/2. Then G D SU.2/ in (3.1), and '1=2 is
the identity. In particular, the cartesian basis fe1;e2g of H1=2 D C2 diagonalizes J3
with eigenvalues˙1=2, and this is a standard basis, see below.
Next, for a spin-1 quantum system the angular momentum is defined to be
J D iL
and a standard basis is typically chosen to be
 1p
2
.e1 C ie2/; e3; 1p
2
.e1  ie2/: (3.9)
(Note that the first and last elements in this standard basis are complex linear
combinations of e1 and e2, cf. Remark 3.1.8, below).
In general, for a spin-j system one would like to “measure” the angular
momentum of J in a chosen direction n. The eigenvalues of Jn are sometimes
referred to as magnetic quantum numbers.
By choosing the direction n to be the positive z axis n0, cf. Definition 3.1.4,
one obtains a standard orthonormal basis for Hj ordered by the magnetic quantum
numbersm of Jn0 D J3, denoted as follows:
u.j;m/ D j jmi ; m D j; j  1; : : : ;j C 1;j ; (3.10)
consisting of eigenvectors of J3 whose eigenvalues constitute the string of numbers
m as indicated in (3.10), where Dirac’s “ket” notation for the vectors is displayed.
Thus, with the above ordering of the basis, J3 has the matrix representation
1When n0 is seen as a point on the unit sphere S2  R3, it is also called the “north pole”.
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J3 D
2
6
6
6
6
6
4
j 0 0 0 0
0 j  1 0 0 0
W W W W W
0 0 0 j C 1 0
0 0 0 0 j
3
7
7
7
7
7
5
(3.11)
So far, however, the vectors in the above basis (3.10) are only determined modulo
an individual phase factor.
Thus, in terms of weights we consider the circle subgroup
˚
ei	3

of SU.2/
(cf. (2.37)), consisting of the spinor rotations around the z-axis, acting on Hj with
the vectors (3.10) as weight vectors and 2m	 as the associated weight, namely
'j .e
i	3/ D ei2	J3 W u.j;m/! e2mi	u.j;m/: (3.12)
Therefore, by definition, the weight system of 'j is the set
.'j / D f2j	; 2.j  1/	; : : : ;2j	g : (3.13)
Hence, in order to fix a phase convention for a standard basis (3.10), which also
fixes our standard matrix representation of the operators Ji ; i D 1; 2; 3, let us first
invoke the structure of the algebra (3.4), expressed by the commutation rules (3.2).
To this end one introduces the mutually adjoint pair of operators
JC D J1 C iJ2; J D J1  iJ2 (3.14)
called the raising and lowering operators, respectively, whose commutation rules
ŒJC; J D 2J3; ŒJ3; J˙ D ˙J˙; (3.15)
yield the following identity between nonnegative Hermitian operators
JJC D J 2  J3.J3 C I /: (3.16)
The relations (3.15) also imply
JCu.j;m/ D ˛j;mu.j;mC 1/; Ju.j;m/ D ˇj;mu.j;m  1/; (3.17)
for some constants ˛j;m; ˇj;m which are non-zero, except that ˛jj D ˇj;j D 0
(since there is no eigenvector outside the range (3.10)).
Then we finally arrive at our complete definition:
Definition 3.1.5 (complete). A standard basis fu.j;m/g of Hj , ordered as
in (3.10), is defined by choosing the first (and highest weight) unit vector u.j; j /
and inductively fixing the phase of u.j;m  1/ so that ˇj;m in (3.17) is always
nonnegative.
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Consequently, a standard basis is unique up to one common phase factor ei! . The
above commutation rules yield the formulae
˛j;m D
p
.j m/.j CmC 1/; ˇj;m D
p
.j Cm/.j mC 1/: (3.18)
With respect to a standard basis the mutually adjoint matrices representing J˙
have nonnegative entries, so they are the transpose of each other, with all non-zero
entries on a subdiagonal, as illustrated (where n D 2j /:
J D J TC D
2
6
6
6
6
6
6
6
4
0 0 0 0 0 0p
n:1 0 0 0 0 0
0
p
.n  1/:2 0 0 0 0
W W W W W W
0 0 0
p
2:.n 1/ 0 0
0 0 0 0
p
1:n 0
3
7
7
7
7
7
7
7
5
: (3.19)
From this, one calculates the Hermitian matrices
J1 D 1
2
.JC C J/ , J2 D 1
2i
.JC  J/;
and in the initial case j D 1=2 the identity (3.8) is recovered.
Finally, consider also the induced action of SU.2/ on the dual space
Hj D Hom.Hj ;C/ 'Hj ; (3.20)
namely the dual representation N'j . This is isomorphic to 'j , so we may regard
the two spaces in (3.20) as being the same underlying Hilbert space. Then the two
cases are distinguished by their actions, namely g 2 SU.2/ acts by its complex
conjugate Ng in the dual case. The resulting effect on infinitesimal generators is that
J2 is invariant, whereas J1 and J3 are multiplied by 1, and thus the raising and
lowering operators in the dual case are
LJC D J; LJ D JC:
Consequently, in view of (3.17) a standard basis of .'j ;Hj / is not a standard basis
of the dual representation . L'j ; LHj /  . N'j ;Hj /. However, the standard basis with
vectors in the opposite order and with alternating sign changes is a dual standard
basis. Our choice of sign convention is specified as follows:
Definition 3.1.6. The dual standard basis, dual to fu.j;m/g, is the ordered collec-
tion of vectors
Lu.j;m/ D .1/jCmu.j;m/;  j 
 m 
 j: (3.21)
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Remark 3.1.7. Observe that the standard duality (3.21) is not “involutive” when j
is half-integral, since applying the dual construction twice amounts to multiplying
the original vectors u.j;m/ by .1/2j .
The unitary operators 'j .g/ on Hj are represented by well-defined unitary
matricesDj .g/. Using the notation (2.27) for elements g 2 SU.2/, we shall denote
the corresponding unitary operators 'j .g/ on Hj by ODj .g/ or ODj .˛; ˇ; 
/, namely
we have the homomorphism
'j W U.˛; ˇ; 
/ ! ODj .˛; ˇ; 
/ D ei˛J3eiˇJ2ei
J3 : (3.22)
The associated matrix of ODj with respect to a standard basis (3.10) is the matrix
Dj D

D
j
m1;m2
	
whose entries are the following functions on SU.2/:
Djm1;m2.g/ D
D
u.j;m1/; ODj .g/u.j;m2/
E
; (3.23)
also called the Wigner D-functions, cf. [74], Chap. 4.
Remark 3.1.8. The reader should be aware that even when j is an integer, so that the
SU.2/-representation is effectively a representation of SO.3/, the standard represen-
tation is a complex representation. Thus, for instance, the standard representation of
SU.2/ for j D 1 consists of complex 3  3 matrices. Namely, by conjugation with
the unitary transition matrix from the basis ei ; i D 1; 2; 3, to the basis (3.9), the
real matrix group with Lie algebra generated by (2.20) becomes a complex matrix
group.
3.2 The Tensor Product and the Space of Operators
For a given spin-j quantum mechanical system Hj , let us identify the Hilbert space
with the complex (nC 1)-space CnC1; n D 2j , by the correspondence
ek D jj; j  k C 1i ; k D 1; 2; : : : ; nC 1; (3.24)
which identifies a given standard basis (3.10) of Hj with the usual standard basis of
C
nC1, namely the column matrices
e1 D .1; 0; : : : ; 0/T ; e2 D .0; 1; 0; : : : ; 0/T ; etc.
For two systems Hj1 ,Hj2 , the space of linear operators Hom.Hj2;Hj1/ identifies
with the full matrix spaceMC.n1C 1; n2C 1/, linearly spanned by the one-element
matrices
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Ek;l D ekeTl (matrix product), .Ekl/pq D ıkpılq , (3.25)
and there is the linear isometry
C
n1C1 ˝ Cn2C1 !MC.n1 C 1; n2 C 1/; ek ˝ el ! Ekl (3.26)
where the matrix space has the (Hilbert-Schmidt) Hermitian inner product
hP;Qi D trace.P Q/ D Re hP;Qi C i Im hP;Qi (3.27)
and P  D PT is the adjoint of P . The real part in (3.27) is a euclidean metric for
the matrix space viewed as a real vector space.
We are primarily interested in the case n1 D n2 D n, in which case the
matrix space, denoted by MC.n C 1/, is also an algebra and has the orthogonal
decomposition
MC.nC 1/ D ASym.nC 1/˚ Sym.nC 1/ (3.28)
into skew-symmetric and symmetric matrices. Moreover, as a real vector space there
is the real orthogonal decomposition (w.r.t. the real part in (3.27))
MC.nC 1/ D U.nC 1/˝R C D U.nC 1/˚H.nC 1/; (3.29)
where U.nC1/ is the Lie algebra ofU.nC1/ consisting of skew-Hermitian matrices
and H.nC 1/ D i U.nC 1/ is the space of Hermitian matrices.
3.2.1 SU(2)-Invariant Decomposition of the Tensor Product
Let nC1 be the standard representation of U.n C 1/ on CnC1, and let LnC1 be
its dual with g 2 U.n C 1/ acting by the complex conjugate matrix Ng on CnC1.
Consider the tensor product representations n1C1 ˝ n2C1 and n1C1 ˝ Ln2C1
of U.n1 C 1/  U.n2 C 1/ acting on Cn1C1 ˝ Cn2C1. The matrix model of these
representations follows from the isometry (3.26), when the group acts on matrices
P 2MC.n1 C 1; n2 C 1/ by matrix multiplication, as follows:
.i/ n1C1 ˝ n2C1 W .g; h/P ! gPhT ; (3.30)
.ii/ n1C1 ˝ Ln2C1 W .g; h/P ! gPh1:
Composing with irreducible representations 'ji W SU.2/ ! U.ni C 1/; yields the
following tensor product representations of SU.2/ and its action on matrices:
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.i/ 'j1 ˝ 'j2 W .g; P /! 'j1.g/P'j2 .g/T ; (3.31)
.ii/ 'j1 ˝ N'j2 W .g; P /! 'j1.g/P'j2 .g/1:
However, since the SU.2/-representations N'j and 'j are equivalent for any j , so
are the two tensor products and their equivariant matrix models (3.31). Combin-
ing (3.24), (3.26), and Definition 3.1.6, we are led to the following:
Definition 3.2.1. For the two matrix models (3.31) of the tensor product Cn1C1 ˝
C
n2C1, the uncoupled standard basis is the following collection of one-element
matrices (cf. (3.21)):
model (i): jj1m1j2m2i D u.j1;m1/˝ u.j2;m2/ D Ej1m1C1;j2m2C1; (3.32)
model (ii): jj1m1j2m2i D u.j1;m1/˝ Lu.j2;m2/ D .1/j2Cm2Ej1m1C1;j2Cm2C1;
where ji 
 mi 
 ji ; and all ji mi are integers.
At the infinitesimal level the angular momentum operators Jk; k D 1; 2; 3; of
SU.2/ act on matrices P in the two models by
.i/ Jk  P D J .j1/k P C P.J .j2/k /T , .ii/ Jk  P D J .j1/k P  PJ.j2/k ; (3.33)
where the matrix J .j /k 2 MC.2j C 1/ represents Jk acting on Hj D C2jC1. In
particular, for 1 
 k 
 n1 C 1; 1 
 l 
 n2 C 1;
.i/ J3 Ekl D .j1Cj2C2k l/Ekl , .ii/ J3 Ekl D .j1j2C l k/Ekl (3.34)
and this tells us that the uncoupled basis of MC.n1 C 1; n2 C 1/ diagonalizes J3,
with the eigenvalues as shown in (3.34).
Remark 3.2.2. Thus, in model (i) the eigenspace of quantum magnetic numberm D
m1 C m2 consists of the “anti-subdiagonal” matrices spanned by matrices Ekl with
kCl D .j1Cj2C2m/, whereas in model (ii) the eigenspace is the “subdiagonal”
spanned by the matrices Ekl with l k D j2 j1Cm, so that in model (ii) Ekl is the
actual m-th subdiagonal when j1 D j2.
Next, let us decompose the tensor product (3.30) into irreducible summands, by
first calculating the weight system of the tensor product and then determining its
decomposition, using the fact that a representation  is uniquely determined by its
weight system ./. For convenience, let us formally define
fa1; a2; : : : ; amg ˝ fb1; b2; : : : ; bng D f.ai C bj /I 1 
 i 
 m; 1 
 j 
 ng
to be the “tensor product” of two multisets (cf. Remark 2.2.1). Observe that the
vector jj1m1j2m2i in (3.32) is a weight vector of weight 2	.m1Cm2/ in the tensor
product (3.31). Setting  D j1 C j2  jj1  j2j C 1 and omitting (for convenience)
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the factor 2	 of the weights, then, by writing a union of multisets additively (again,
see Remark 2.2.1), we have by (3.13)
.'j1 ˝ 'j2/ D fj1; j1  1; : : : ;j1g ˝ fj2; j2  1; : : : ;j2g
D
X
kD1
k f˙.j1 C j2  k C 1/g D
j1Cj2X
jDjj1j2j
fj; j  1; : : : ;j g
(3.35)
D
j1Cj2X
jDjj1j2j
.'j /:
Remark 3.2.3. A neat way to describe the range of j in the sum (3.35) is to
state ı.j1; j2; j / D 1. This is the “triangle inequality” condition, involving three
nonnegative integral or half-integral numbers. Namely,
ı.j1; j2; j3/ D 1 ”
.i/ jj1  j2j 
 j3 
 j1 C j2 and .ii/ j1 C j2 C j3 2 Z; (3.36)
and ı.j1;j2; j3/ D 0 otherwise. We must note that the condition is symmetric, that
is, independent of the order of the numbers.
It follows from (3.35) that
'j1 ˝ 'j2 D
X
ı.j1;j2;j /D1
'j (3.37)
and each of the summands 'j in (3.37) has its own standard basis, denoted by
j.j1j2/jmi ; m D j; j  1; : : : ;j C 1;j (3.38)
in the literature, and this basis is unique up to a phase factor for each j . By (3.32)
these vectors are identified with specific matrices in MC.n1 C 1; n2 C 1/, and as
pointed out this can be done naturally in two different ways depending on the choice
of matrix model. In any case, there is the orthogonal decomposition
MC.n1 C 1; n2 C 1/ D
j1Cj2X
jDjj1j2j
MC.'j /
where MC.'j / has the standard orthonormal basis (3.38), for each j . The totality
of these vectors (or matrices) constitute the coupled standard basis of the tensor
product (or matrix space).
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Clebsch-Gordan Coefficients
To describe the connection between the coupled and uncoupled basis the following
definition is crucial.
Definition 3.2.4. The Clebsch-Gordan coefficients are, by definition, the entries
of the unitary transition matrix relating the uncoupled and coupled standard basis,
namely the inner products
C j1; j2; jm1;m2;m D h.j1j2/jmjj1m1j2m2i (3.39)
which are the coefficients in the expansion
jj1m1j2m2i D
j1Cj2X
jDjj1j2j
jX
mDj
C j1; j2; jm1;m2;m j.j1j2/jmi : (3.40)
Remark 3.2.5. Clebsch-Gordan coefficients, also called Wigner coefficients, have
been extensively studied in the physics literature; we refer to [13,24,74] for surveys
of their properties. First, they satisfy the following non-vanishing conditions:
C j1; j2; jm1;m2;m ¤ 0 H)

m D m1 Cm2
ı.j1; j2; j / D 1 : (3.41)
Also, they are uniquely determined once a phase connvention for the coupled
basis is chosen, and on the other hand, such a convention follows by choosing the
phase of some of the coefficients. We shall follow the generally accepted convention
(cf. e.g. [13, 24, 74])
C
j1; j2;j
j1;jj1;j > 0 whenever ı.j1; j2; j / D 1 ; (3.42)
which, in fact, also implies that all the coefficients are real. Then, it follows from
their definition that they satisfy the following orthogonality equations:
X
m1;m2
C j1; j2; jm1;m2;mC
j1; j2; j
0
m1;m2;m0
D ıj;j 0ım;m0 ;
X
j;m
C j1; j2; jm1;m2;mC
j1; j2; j
m01;m
0
2;m
D ım1;m01ım2;m02 :
(3.43)
Consequently, the unitary transition matrix in the above definition is orthogonal,
so the inversion of (3.40) is the formula
j.j1j2/jmi D
X
.m1Cm2Dm/
C j1; j2; jm1;m2;m jj1m1j2m2i : (3.44)
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In particular, when m D j1 C j2 there is only one term in the expansion (3.40),
so C j1; j2;j1Cj2j1;j2;j1Cj2 D 1. Moreover, when j1 D 0 or j2 D 0, there is no reason to
distinguish between 'j ; '0 ˝ 'j , and 'j ˝ '0, and so Cj;0;jm;0;m D C0;j;j0;m;m D 1.
On the other hand, there is a connection between Clebsch-Gordan coefficients
and the Wigner D-functions defined by (3.23), given by the following coupling rule:
Proposition 3.2.6. For a fixed g 2 SU.2/,
Dj11;m1D
j2
2;m2
D
X
j
C
j1;j2;j
1;2;1C2C
j1;j2;j
m1;m2;m1Cm2D
j
1C2;m1Cm2 (3.45)
whose inversion formula reads
Djm D
X
1
X
m1
C
j1;j2;j
m1;m2;mC
j1;j2;j
1;2;
Dj11;m1D
j2
2;m2
: (3.46)
We refer to Appendix 10.1 for a proof of Proposition 3.2.6.
Remark 3.2.7. The above proposition shows that the Wigner D-functions are
essentially determined by the Clebsch-Gordan coefficients and vice-versa.
Thus, starting from the trivially available four functions fD1=2kl g one can use the
formula (3.46) to determine successively the functionsDjm for all j .
Conversely, starting from the expression (3.19) and formulas (3.14)–(3.15)
and (3.22)–(3.23) which produce formulas for theDjm, one can use formula (3.46)
to compute all Clebsch-Gordan coefficients explicitly. This is the way these
coefficients were first explicitly computed, by Wigner in 1927 [88, 89].
In fact, iterating the recursive Eq. (3.68) below, properly generalized to
j.j1j2/jmi, gives another way to obtain explicit expressions for all Clebsch-Gordan
coefficients, as explored by Racah. Thus, there are various equivalent explicit
expressions for the Clebsch-Gordan coefficients, see for instance [13, 74]. Here we
list a rather symmetric one, first obtained by van der Waerden in 1932:
Cj1;j2;j3m1;m2;m3 D ım3;m1Cm2
p
2j C 1 .j1; j2; j3/ S j1; j2; j3m1;m2;m3 (3.47)

X
z
.1/z
zŠ.j1Cj2j3z/Š.j1m1z/Š.j2Cm2z/Š.j3j2Cm1Cz/Š.j3j1m2Cz/Š
where by definition
.j1; j2; j3/ D
s
.j1 C j2  j3/Š.j3 C j1  j2/Š.j2 C j3  j1/Š
.j1 C j2 C j3 C 1/Š ; (3.48)
S j1; j2; j3m1;m2;m3 D
p
.j1 Cm1/Š.j1 m1/Š.j2 Cm2/Š.j2 m2/Š.j3 Cm3/Š.j3 m3/Š
(3.49)
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Remark 3.2.8. We recall that the Clebsch-Gordan coefficients are non-zero and
satisfy Eq. (3.47) above only if the conditions (3.41) are satisfied. Also, in the sumP
z of formula (3.47), the summation index z is assumed to take all integral values
for which all factorial arguments are nonnegative, with the usual convention 0Š D 1.
In the sequel we shall also encounter similar summations, and the same convention
on the summation index is tacitly assumed unless otherwise stated.
By inspection of this and other equivalent formulae, one obtains the symmetry
properties for the Clebsch-Gordan coefficients. Here we list some of these:
Cj1;j2;j3m1;m2;m3 D .1/j1Cj2j3C j1;j2;j3m1;m2;m3 D .1/j1Cj2j3C j2;j1;j3m2;m1;m3 ; (3.50)
Cj1;j2;j3m1;m2;m3 D .1/j2Cm2
s
2j3 C 1
2j1 C 1C
j3;j2;j1m3;m2;m1; (3.51)
Cj1;j2;j3m1;m2;m3 D .1/j1m1
s
2j3 C 1
2j2 C 1C
j1;j3;j2
m1;m3;m2: (3.52)
3.3 SO(3)-Invariant Decomposition of the Operator Algebra
We shall further investigate the special case j1D j2D j and resume the terminology
from the previous section. In particular, the matrix algebra MC.n C 1/ represents
the space of linear operators on Hj D CnC1, on which the unitary group U.nC 1/
acts by two different (inner) tensor product representations
.i/ nC1 ˝ nC1 ' ƒ2nC1 C S2nC1 W .g; P /! gPgT ; (3.53)
.ii/ nC1 ˝ LnC1 ' AdCU.nC1/ DR 2AdU.nC1/ W .g; P /! gPg1:
The splitting in the two cases corresponds to the U.n C 1/-invariant decomposi-
tions (3.28) and (3.29), respectively. In case (ii) the splitting is over R and U.nC 1/
acts by its (real) adjoint representation AdU.nC1/ on both U.nC 1/ and H.nC 1/.
Composition of the above representations with the irreducible representation 'j W
SU.2/! U.nC 1/ yields the following two equivalent representations
.i/ 'j ˝ 'j ' .ƒ2nC1 C S2nC1/ ı 'j W .g; P /! 'j .g/P'j .g/T ; (3.54)
.ii/ 'j ˝ N'j ' AdCU.nC1/ ı 'j W .g; P /! 'j .g/P'j .g/1:
3.3 SO(3)-Invariant Decomposition of the Operator Algebra 37
According to (3.37) this representation splits into an integral string of irreducibles
'j ˝C 'j D '0 C '1 C : : : :C 'n, n D 2j: (3.55)
Let us denote the corresponding decomposition of the matrix space as
MC.nC 1/ D
nX
lD0
MC.'l /; (3.56)
where the summands consist of either symmetric or skew-symmetric matrices,
depending on the parity of l and according to the splitting
S2nC1jSU.2/ D 'n C 'n2 C 'n4 C : : : ;
ƒ2nC1jSU.2/ D 'n1 C 'n3 C 'n5 C : : : :
The above tensor product (3.55) is, in fact, a representation of SO.3/ D SU.2/=Z2
and hence it has a real form. Such a real form can be embedded in MC.n C 1/ in
different ways; for example as the space of real matrices
MR.nC 1/ D
nX
lD0
MR. l /; (3.57)
where the irreducible summands consist of either symmetric or skew-symmetric
matrices, depending on the parity of l as in (3.56), cf. (2.41) and (2.42).
Definition 3.3.1. In order to agree with the standard framework in quantum
mechanics (see Remark 3.3.13), we henceforth stick to the matrix model (ii)
in (3.54) and therefore SO.3/ acts via the adjoint action of U.nC 1/ onMC.nC 1/.
Thus, the above representation of SO.3/ on the matrix space (3.56) splits into
real invariant subspaces
U.nC 1/ D
nX
lD0
U. l / ; H.nC 1/ D
nX
lD0
H. l / ; (3.58)
H. l / D H.nC 1/\MC.'l / ; U. l / D U.nC 1/\MC.'l /:
At the infinitesimal level the angular momentum operators Jk , represented as
matrices in H.nC 1/, act on MC.nC 1/ via the commutator product
Jk  P D adJk .P / D ŒJk; P  D JkP  PJk; k D 1; 2; 3
J3  Ekl D ŒJ3; Ekl D .l  k/Ekl; 1 
 k; l 
 nC 1
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For example, the summand MC.'0/ (resp. MC.'1/) is linearly spanned by the
identity matrix I (resp. the matrices Jk/.
Let us introduce the J3-eigenspace decompositions
MC.nC 1/ D
nX
mDn
C.m/, MR.nC 1/ D
nX
mDn
R.m/ (3.59)
where .m/ consists of the m-subdiagonal matrices, spanned by the one-element
matrices Ek;l with l  k D m (cf. (3.25) and Remark 3.2.2). Clearly
dimkk.m/ D nC 1  jmj :
In particular, the zero weight space .0/ consists of the main diagonal matrices,
and .n/ (resp. .n/) is spanned by the one-element matrix E1;nC1 (resp. EnC1;1)
with its non-zero entry positioned at the upper right (resp. lower left) corner. It
is sometimes convenient to denote an m-subdiagonal matrix P D .Pij/ with m-
subdiagonal entries xi as a coordinate vector
P D .x1; x2; : : : ; xk/m, k D nC 1  jmj ; (3.60)
3.3.1 The Irreducible Summands of the Operator Algebra
We shall further investigate how the irreducible summands MC.'l / (resp. U. l //
and H. l /) are embedded in the operator (or matrix) algebraMC.nC 1/: It suffices
to consider the Hermitian operators since U. l // D i H. l / and
MC.'l / D H. l/C iH. l/:
To this end, consider the subspace
H.nC 1/l  H.nC 1/
of Hermitian operators formally expressible as real homogeneous polynomials
P;Q: of degree l in the non-commuting “variables” Jk . As generators of the Lie
algebra SO.3/ the operators Lk D iJk act as derivations on polynomials,
adLk .PQ/ D adLk .P /Q C P adLk .Q/I adLa.Jb/ D "abcJc
and this action preserves the degree of a polynomial, leaving H.nC 1/l invariant.
The non-commutativity of the operators Jk can be handled by considering
ordered 3-partitions of l ,
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 D .l1; l2; l3/; li  0;
X
li D l .
For each such partition  there is a symmetric polynomial expression in the
symbols Ji
P D J l11 J l22 J l33 C : : :C (3.61)
obtained from the leading monomial by symmetrization, as indicated in (3.61), that
is, P is the sum of all monomials with the same total degree lk for each Jk . For
example, associated with  D .1; 2; 0/ is the polynomial J1J 22 C J2J1J2 C J 22 J1.
The monomials in (3.61) are actually equal as operators, modulo a polynomial of
lower degree, due to the basic commutation relation (3.2). Also, for l D 0 the only
operator of type (3.61) is P D Id.
Let us denote by ıl the number of partitions  of the above kind. We claim that
for l 
 n the operators P constitute a basis for H.nC 1/l , and consequently
dim H.nC 1/l D ıl D 1
2
.l C 1/.l C 2/ :
The crucial reason is that the (Casimir) operator J 2 D J 21 C J 22 C J 23 , which
by (3.3) acts as a multiple of the identity, yields by multiplication an SO.3/-
invariant imbedding
H.nC 1/l2 ! J 2H.nC 1/l2  H.nC 1/l
and there is a complementary and invariant subspace Vl  H.n C 1/l , namely
Vl D H. l/, of dimension
dim Vl D ıl  ıl2 D 2l C 1:
Thus, we have
nX
lD0
dim Vl D
nX
lD0
.2l C 1/ D .nC 1/2 D dim H.nC 1/
and in fact,
H.nC 1/ D
nX
lD0
Vl D
nX
lD0
H. l /
is the splitting (3.58). In particular, each monomial of degree n C 1 is actually an
operator expressible as a linear combination of monomials of degree 
 n:
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Example 3.3.2. For fixed n > 1 the operators
A1 D J2J3 C J3J2; A2 D J3J1 C J1J3; A3 D J1J2 C J2J1;
B1 D J 22  J 23 ; B2 D J 23  J 21 ; B3 D J 21  J 22 .B1 C B2 C B3 D 0/
in the 6-dimensional space H.n C 1/2 span a 5-dimensional SO.3/-invariant
subspace V2, whose orthogonal complement is a trivial summand, namely the line
spanned by the operator J 2.
3.3.2 The Coupled Standard Basis of the Operator Algebra
The last example does not provide any clue to the calculation of standard bases for
the irreducible summands MC.'l / of MC.n C 1/. What we seek is a collection of
matrices
ej .l;m/ D j. jj/lmi ;  l 
 m 
 l; 0 
 l 
 n D 2j (3.62)
such that for each l the matrices ej .l;m/ constitute a standard basis for MC.'l /.
Moreover, with the phase convention (3.42), namely the positivity condition
C
j; j;l
j;lj;l > 0 for each l ; (3.63)
the basis will be uniquely determined.
Remark 3.3.3. In what follows, we sometimes drop the superscript j for the
coupled basis vectors ej .l;m/, when there is no ambiguity about the total spin j .
Now, we shall construct the coupled standard basis (3.62), expressed in terms of
the matrices J˙, see (3.19). Consider the repeated product of JC with itself
.JC/l 2 R.l/ MR.nC 1/,
noting that the product vanishes for l D n C 1, and by definition, .J˙/0 D I .
For a fixed n, the norms of the above matrices yield a sequence of positive integers
depending on n,
nl D



.JC/l



 D
q
trace..J/l .JC/l /, 0 
 l 
 n; (3.64)
where
n0 D
p
nC 1, nn D nŠ; (3.65)
and moreover, for l  0 there is the general formula
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.nl /
2 D .lŠ/
2
.2l C 1/Š.n lC1/.n lC2/   n.nC1/.nC2/   .nClC1/: (3.66)
As a function of n this is, in fact, a polynomial of degree 2l C 1.
Definition 3.3.4. For fixed l  0; define recursively a string of real matrices of
norm 1,
ej .l;m/ 2 R.m/,  l 
 m 
 l (3.67)
by setting
ej .l; l/ D .1/
l
nl
.JC/l ; ej .l;m 1/ D 1
ˇl;m

J; ej .l;m/

; (3.68)
where ˇl;m is the number defined in (3.18).
Proposition 3.3.5. The above family of real matrices ej .l;m/ constitute a coupled
standard orthonormal basis
j. jj/lmi D ej .l;m/I 0 
 l 
 n D 2j ; l 
 m 
 l ;
forMC.nC 1/ in agreement with the phase convention (3.63)
C
j; j;l
j;lj;l D .1/l
˝
ej .l; l/; E1;lC1
˛ D .1/lej .l; l/1;lC1 > 0: (3.69)
For fixed l , the family of vectors ej .l;m/ is a standard orthonormal basis for the
irreducible tensor summandMC.'l /, and as matrices satisfy the relations
ej .l;m/ D .1/mej .l;m/T ;  l 
 m 
 l; (3.70)
and in particular,
ej .l;l/ D 1
nl
.J/l :
Proof. For a fixed l , if we have a unit vector u.l; l/ 2 MC.'l / with maximal J3-
eigenvalue m D l and thus belonging to the l-subdiagonal C.l/, then successive
application of the lowering operator J and normalization of the vectors will
generate an orthonormal basis fu.l;m/g forMC.'l / which, by Definition 3.1.5, is a
standard basis. The “higher level” vectors u.lC1; l/; : : : ;u.n; l/ span a hyperplane
of C.l/, so knowledge of these vectors would uniquely determine u.l; l/ up to a
choice of phase.
We claim that one can take u.l;m/ to be the above matrix e.l;m/ for all .l;m/.
The point is that
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R.l/ D lin fe.l; l/; e.l C 1; l/; : : : ; e.n; l/g (3.71)
where the listed vectors, indeed, constitute an orthonormal basis. To see this, we may
assume inductively that the “higher level” vectors e.l C k; l/ in (3.71) are already
known to be perpendicular, and then it remains to check that e.l; l/ is perpendicular
to all e.lCk; l/, k > 0. However, their inner product with e.l; l/ is (modulo a factor
¤ 0/
trace..J lC/T ad.J/k.J lCkC // D trace.J l
h
J; : : :
h
J; J lCkC
i
: : :
i
/ D 0;
by successive usage of the rule trace.XY/ D trace.YX/.
Observe that the real matrix .JC/l is l-subdiagonal and with positive entries. In
particular, its inner product with E1;lC1 is positive. On the other hand, by model (ii)
in (3.32)
e.j; l  j / D .1/lE1;lC1
and thus the factor .1/l in (3.68) is needed because of the sign convention (3.69).
Finally, the identity (3.70) can be seen from symmetry considerations using that
J is the transpose of JC, but with due regard to the sign convention. ut
Now, we shall obtain an explicit general expression for the coupled basis vectors
e.l;m/. But first, let us look at the unnormalized matrices E.l;m/, namely
E.l;m/ D .1/lnl;me.l;m/; nl;m D kE.l;m/k : (3.72)
They are constructed recursively, as follows. For 0 
 l 
 n;l 
 m 
 l , define
E.l; l/ D J lC; E.0; 0/ D Id; (3.73)
E.l;m 1/ D ŒJ; E.l;m/ D adJ.E.l;m//
and hence there is the general formula
E.l;m/ D .adJ/lm.J lC/ D
lmX
kD0
.1/k
 
l m
k
!
J lmk J lCJ k: (3.74)
It remains to determine the norm nl;m of E.l;m/, see (3.72). First, we remark
there is the following identity
ŒJC; E.l;m/ D ˛2l;mE.l;mC 1/ , cf. (3.18) (3.75)
and next, for fixed l define positive numbers pl;m recursively by
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pl;0 D 1; pl;mC1 D ˛2l;mpl;m, 0 < m 
 l .
Then, the matrices E.l;m/ and E.l;m/ are related via transposition by
E.l;m/ D .1/mpl;mE.l;m/T ; m  0: (3.76)
Finally, it follows from (3.73), (3.64), and (3.18) that
nl;l D nl , nl;m1 D nl;mˇl;m
and consequently
nl;m D
lŠp
2l C 1
s
.nC l C 1/Š
.n  l/Š
s
.l m/Š
.l Cm/Š ; 0 
 m 
 l; (3.77)
where we used Eq. (3.66) for nl . Thus, from (3.74) we obtain:
Theorem 3.3.6. The coupled standard basis vectors of MC.nC 1/ are given by
ej .l;m/ D .1/mej .l;m/T for  l 
 m 
 0, where for 0 
 m 
 l;
ej .l;m/ D .1/
l
nl;m
lmX
kD0
.1/k
 
l m
k
!
J lmk J lCJ k ; (3.78)
with nl;m given by (3.77) and J˙ 2 MR.nC 1/ given by (3.19).
Remark 3.3.7. In accordance with Eq. (3.68) in Definition 3.3.4, the matrices
ej .l;m/ given explicitly by (3.78) above satisfy
ŒJC; ej .l;m/ D ˛l;mej .l;m/ ; ŒJ; ej .l;m/ D ˇl;mej .l;m/ ; (3.79)
with ˛l;m and ˇl;m as in (3.18) and J˙ given by (3.19). However, one can also verify
the following relations:
ŒJ3; ej .l;m/ D mej .l;m/ ;
3X
kD1
ŒJk; ŒJk; ej .l;m/ D l.lC1/ej .l;m/ ; (3.80)
where J1 D .JC C J/=2, J2 D .JC  J/=2i and J3 is given by (3.11).
Now, for the sake of clarifying another interpretation for this basis, let us rewrite
the usual adjoint action of an operator A on an operator B as the action of a
“superoperator” A associated to A as follows:
A  B D ŒA;B D adA.B/ :
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Then, we can rewrite (3.80) as
J3  ej .l;m/ D mej .l;m/ ; J2  ej .l;m/ D l.l C 1/ej .l;m/ ; (3.81)
so that the .2l C 1/-dimensional subspace Vl MC.nC 1/ is the eigenspace of the
“superoperator” J2 D J21 C J22 C J23 of eigenvalue l.l C 1/.
In the physics literature, one usually interprets the tensor product 'j1 ˝ 'j2 as a
“sum”, so that the coupled invariant spaces are eigenspaces of “addition of angular
momenta”. But in our context, we take the tensor product 'j ˝ N'j and therefore
“J” is better interpreted as the “difference of angular momenta” (we thank Robert
Littlejohn for this point).
Illustrations
We shall illustrate the general formula (3.78) above by generating the matrices
ej .l;m/ in the lower dimensional cases, showing explicitly that each ej .l;m/ is
in fact an m-subdiagonal matrix.
Example 3.3.8. j D 1=2:
e.1; 1/ D

0 1
0 0

e.1; 0/ D 1p
2

1 0
0 1

e.1;1/ D

0 0
1 0

Example 3.3.9. j D 1:
e.2; 2/ D
0
@
0 0 1
0 0 0
0 0 0
1
A e.2; 1/ D 1p
2
0
@
0 1 0
0 0 1
0 0 0
1
A e.2; 0/ D 1p
6
0
@
1 0 0
0 2 0
0 0 1
1
A
e.1; 1/ D 1p
2
0
@
0 1 0
0 0 1
0 0 0
1
A e.1; 0/ D 1p
2
0
@
1 0 0
0 0 0
0 0 1
1
A
Example 3.3.10. j D 3=2:
e.3; 3/D
0
B
B
@
0 0 0 1
0 0 0 0
0 0 0 0
0 0 0 0
1
C
C
A e.3; 2/D
1p
2
0
B
B
@
0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
1
C
C
A
e.3; 1/D 1p
5
0
B
B
@
0 1 0 0
0 0
p
3 0
0 0 0 1
0 0 0 0
1
C
C
A e.3; 0/D
1p
20
0
B
B
@
1 0 0 0
0 3 0 0
0 0 3 0
0 0 0 1
1
C
C
A
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e.2; 2/D 1p
2
0
B
B
@
0 0 1 0
0 0 0 1
0 0 0 0
0 0 0 0
1
C
C
A e.2; 1/D
1p
2
0
B
B
@
0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0
1
C
C
A e.2; 0/D
1
2
0
B
B
@
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1
1
C
C
A
e.1; 1/D 1p
10
0
B
B
@
0
p
3 0 0
0 0 2 0
0 0 0
p
3
0 0 0 0
1
C
C
A e.1; 0/D
1p
20
0
B
B
@
3 0 0 0
0 1 0 0
0 0 1 0
0 0 0 3
1
C
C
A
Remark 3.3.11. Let us also make the observation that all non-zero Clebsch-Gordan
coefficients (3.39) with j1 D j2 can be read off from the entries of the matrices
ej .l;m/, namely by (3.32) and (3.44) there is the expansion
ej .l;m/ D
X
k
.1/mCk1C j;j;ljkC1;mjCk1;mEk;mCk (3.82)
where the summation is in the range

k D 1; 2; : : : ; nC 1 m; when m  0;
k D jmj C 1; jmj C 2; : : : ; nC 1; when m < 0:
Therefore, the m-subdiagonal matrix (3.82), presented as in (3.60), is
ej .l;m/ D .e1;e2;:::;enC1jmj/m (3.83)
where
ek D
(
.1/mCk1C j;j;ljkC1;mjCk1;m , when m  0;
.1/k1C j;j;l
jjmjkC1;jCk1; m , when m < 0:
(3.84)
Let us illustrate this for j D 1 (see above), where there are 17 coefficients
C1;1;lm1;m2;m for the appropriate range of indices, namely
C1;1;lm1;m2;m ; jmi j 
 1;m D m1 Cm2, jmj 
 l 
 2:
Thus, for example,
e.1; 1/ D .1=p2;1p2/1 D .C1;1;11;0;1 ; C 1;1;10;1;1 /1;
e.1; 0/ D .1=p2; 0;1=p2/0 D .C 1;1;11;1;0;C1;1;10;0;0 ; C 1;1;11;1;0/0;
e.0; 0/ D .1=p3; 1=p3; 1=p3/0 D .C 1;1;01;1;0;C1;1;00;0;0 ; C 1;1;01;1;0/0
46 3 Quantum Spin Systems and Their Operator Algebras
and among the above 17 coefficients only C1;1;10;0;0 vanishes.
3.3.3 Decomposition of the Operator Product
Linearly, the algebraMC.nC1/ is spanned by the matrices e.l;m/, so it is natural to
inquire about their multiplication laws. But these are normalized matrices, namely
the scaled version of the matrices E.l;m/, cf. (3.72).
The Parity Property
Let us first state a parity property, to be established later, for the commutator
ŒP;Q D PQQP and anti-commutator ŒŒP;Q D PQCQP of these unnormalized
basis vectors E.l;m/, as follows:
Proposition 3.3.12 (The Parity Property for operators). The following multipli-
cation rules hold for the matrices E.l;m/ W
.i/ W ŒE.l1;m1/; E.l2;m2/ D
X
l  l1Cl2C1
Kl1;l2;lm1;m2 E.l;m1 Cm2/; (3.85)
.ii/ W ŒŒE.l1;m1/; E.l2;m2/ D
X
l  l1Cl2
Kl1;l2;lm1;m2 E.l;m1 Cm2/; (3.86)
with sums restricted by ı.l1; l2; l/ D 1, and l  k means congruence modulo 2.
Remark 3.3.13. The importance of commutators in quantum mechanics stemmed
from Heisenberg-Born-Jordan’s matrix mechanics. Given a preferred Hermitian
matrix H, called the Hamiltonian matrix, it generates a flow on Hilbert space
defining the dynamics of a time-dependent matrixM by Heisenberg’s equation:
dM
dt
D 1
i„ ŒH;M C
@M
@t
; (3.87)
where „ is Planck’s constant, and we emphasize that the Hamiltonian matrix H is
always a time-independent (constant) Hermitian matrix.
When M does not depend explicitly on time, Eq. (3.87) is the time derivative of
the map (Adjoint action, or action by conjugation, cf. (ii) in (3.54))
M 7! exp.itH=„/M exp.itH=„/ (3.88)
and the one-parameter subgroup of U.nC 1/ given by
ˆH D fexp.itH=„/; t 2 Rg
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determines the flow of H on Hj which defines the dynamics of the spin-j system.
By allowing the entries of M to have an extra, explicit dependence on time, one
obtains (3.87) as the time derivative of the r.h.s. of (3.88).
We also recall that, in accordance with the first part of (3.87), commutators act
as derivations on the algebra of operators, that is, 8H;M;N 2MC.nC 1/,
ŒH;MN D MŒH;N C ŒH;M N : (3.89)
Finally, we remark that Eq. (3.87) generalizes to contexts other than spin-j
systems, as in affine mechanical systems, to define quantum dynamics of bounded
operators on other (finite or infinite dimensional) Hilbert spaces.
Remark 3.3.14. For a fixed n, the multi-indexed coefficients K in the expan-
sions (3.85) and (3.86) are seen to be rational numbers. In fact, they are polynomials
in n whose degree increases stepwise by 2 as l decreases by 2.
Example 3.3.15. For n  5,
E.3; 2/E.2; 1/ D k3E.3; 3/C k4E.4; 3/C k5E.5; 3/;
E.2; 1/E.3; 2/ D k3E.3; 3/ k4E.4; 3/C k5E.5; 3/
where k3 D 23n2 C 43n  22, k4 D 3=2, and k5 D 4=15:
We shall give two proofs of Proposition 3.3.12; one at the end of this chapter, a
corollary of the full product rule to be developed below, and an independent one in
Appendix 10.2.
The Full Product Rule
Indeed, it is possible to obtain in a very straightforward way the full multiplication
rule for the standard coupled basis vectors given by Theorem 3.3.6, conveniently
denoted in different ways such as
e.l;m/ D ej .l;m/ D j. jj/lmi ; h. jj/l 0m0j. jj/lmi D ıl;l 0ım;m0;
from their Clebsch-Gordan expansions in terms of the uncoupled basis vectors
jj1m1j2m2i. Thus, from Definition 3.2.1 (model (ii)) and Eqs. (3.40) and (3.44),
together with the multiplication rule for one-element matrices
Ei;jEk;l D ıj;kEi;l ; (3.90)
we are straightforwardly led to the following result:
Theorem 3.3.16. The operator product of the standard coupled basis vectors
decomposes in the standard coupled basis according to the following formula:
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ej .l1;m1/ej .l2;m2/ D
2jX
lD0
MŒj  l1; l2; lm1;m2;mej .l;m/ (3.91)
where m D m1 Cm2 and the product coefficients can be expressed as
MŒj  l1; l2; lm1;m2;m D
jX
1Dj
jX
2Dj
jX
3Dj
.1/jC2C j; j; l11;2;m1C j; j; l22;3;m2C j; j; l1;3;m:
(3.92)
Remark 3.3.17. At first sight, there should be a summation in m from l to l
in Eq. (3.91). However, it follows straightforwardly from Eq. (3.92) and the non-
vanishing conditions for the Clebsch-Gordan coefficients (cf. (3.41)), that the
product coefficients MŒj  vanish unless m D m1 C m2, implying no summation
in m in Eq. (3.91), in agreement with Eqs. (3.85) and (3.86).
In fact, as we shall see more clearly below (cf. Eqs. (3.97) and (3.111)),
the product coefficients satisfy non-vanishing conditions similar to those of the
Clebsch-Gordan coefficients, (cf. (3.41)), namely
MŒj  l1; l2; lm1;m2;m ¤ 0 H)

m D m1 Cm2
ı.l1; l2; l/ D 1 ; (3.93)
and clearly ı.j; j; li / D ı.j; j; l/ D 1 also holds.
Wigner Symbols and the Product Rule
It is convenient to introduce the Wigner 3jm symbols (cf. [74]), which are closely
related to the Clebsch-Gordan coefficients.
Definition 3.3.18. The Wigner 3jm symbol is defined to be the rightmost symbol of
the identity
Cj1;j2;j3m1;m2;m3 D .1/j1j2m3
p
2j3 C 1

j1 j2 j3
m1 m2 m3

: (3.94)
As a substitute for the Clebsch-Gordan coefficients, the relevance of the Wigner
3jm symbols is largely due to their better symmetry properties:

j1 j2 j3
m1 m2 m3

D

j2 j3 j1
m2 m3 m1

D

j3 j1 j2
m3 m1 m2

(3.95)
D .1/j1Cj2Cj3

j2 j1 j3
m2 m1 m3

D .1/j1Cj2Cj3

j1 j2 j3
m1 m2 m3

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which are obtained directly from (3.94) and the symmetry properties (3.50)–(3.52)
for the Clebsch-Gordan coefficients. Furthermore, the non-vanishing conditions for
the Wigner 3jm symbols analogous to (3.41) are more symmetric:

j1 j2 j3
m1 m2 m3

¤ 0 )

m1 Cm2 Cm3 D 0
ı.j1; j2; j3/ D 1 : (3.96)
Thus, let us also introduce another symbol, in analogy with (3.94).
Definition 3.3.19. The Wigner product symbol is defined to be the rightmost
symbol of the identity
MŒj l1;l2;l3m1;m2;m3 D .1/2jm3

l1 l2 l3
m1 m2 m3

Œj : (3.97)
From Eqs. (3.92), (3.94) and (3.97), the Wigner product symbol is also defined
by its relation to the Wigner 3jm symbols according to the identity

l1 l2 l3
m1 m2 m3

Œj  (3.98)
D
p
.2l1 C 1/.2l2 C 1/.2l3 C 1/
jX
1;2;3Dj
.1/3j123


j l1 j
1 m1 2

j l2 j
2 m2 3

j l3 j
3 m3 1

:
With the above definition, Eq. (3.91) can be restated as:
ej .l1;m1/ej .l2;m2/ D
2jX
lD0
.1/2jCm

l1 l2 l
m1 m2 m

Œj  ej .l;m/: (3.99)
In order to re-interpret the Wigner product symbol defined by Eq. (3.98) via a
sum of triple products of Wigner 3jm symbols, it is convenient to introduce another
kind of Wigner symbol already studied in the literature. These are the Wigner 6j
symbols, which are related to the re-coupling coefficients that appear when taking
triple tensor products of irreducible SU.2/-representations.
For simplicity, let us refer to three representations 'j1 ; 'j2; 'j3 , as j1; j2, j3,
respectively. Thus, if jj1m1j2m2j3m3i is an uncoupled basis vector of the triple
tensor product of j1; j2, j3, a coupled basis vector for the tensor product can be
obtained by first coupling j1 and j2 and then coupling with j3, or first coupling j2
and j3 and then coupling with j1, or still, first coupling j3 and j1 and then with j2.
Symbolically we describe the three coupling schemes by
50 3 Quantum Spin Systems and Their Operator Algebras
.i/ j1 C j2 D j12 ; j12 C j3 D j;
.ii/ j2 C j3 D j23 ; j23 C j1 D j;
.iii/ j3 C j1 D j31 ; j31 C j2 D j
and the coupled basis vectors arising from the three coupling schemes .i/, .ii/ and
.iii/, respectively, are given by
j.j12j3/jmi D
j1X
m1Dj1
j2X
m2Dj2
j3X
m3Dj3
C j1;j2;j12m1;m2;m12C
j12;j3;j
m12;m3;m
jj1m1j2m2j3m3i;
j.j23j1/jmi D
j1X
m1Dj1
j2X
m2Dj2
j3X
m3Dj3
C j2;j3;j23m2;m3;m23C
j23;j1;j
m23;m1;m
jj1m1j2m2j3m3i;
j.j31j2/jmi D
j1X
m1Dj1
j2X
m2Dj2
j3X
m3Dj3
C j3;j1;j31m3;m1;m31C
j31;j2;j
m31;m2;m
jj1m1j2m2j3m3i;
(3.100)
where in case (i), for example, the left side is a coupled basis vector arising from the
tensor product of Hilbert spaces with standard basis fj.j1j2/j12m12ig and fjj3m3ig.
The range of j12 is determined by the condition ı.j1; j2; j12/ D 1.
Definition 3.3.20. The inner products between these coupled basis vectors are the
re-coupling coefficients and they define the Wigner 6j symbol as the rightmost
symbol of the identity
h.j12j3/jmj.j23j1/jmi (3.101)
D .1/j1Cj2Cj3Cj
p
.2j12 C 1/.2j23 C 1/

j1 j2 j12
j3 j j23

:
Therefore, using (3.100), the Wigner 6j symbols can be written as

j1 j2 j12
j3 j j23

D .1/
j1Cj2Cj3Cj
p
.2j12 C 1/.2j23 C 1/
(3.102)

j1X
m1Dj1
j2X
m2Dj2
j3X
m3Dj3
C j1;j2;j12m1;m2;m12C
j12;j3;j
m12;m3;m
C j2;j3;j23m2;m3;m23C
j23;j1;j
m23;m1;m
with similar equations for the Wigner 6j symbols obtained by the re-coupling
coefficients h.j23j1/jmj.j31j2/jmi and h.j31j2/jmj.j12j3/jmi.
Replacement of the Clebsch-Gordan coefficients in (3.102) by the Wigner 3jm
symbols using Eq. (3.94) yields the following symmetric expression for the Wigner
6j symbols (cf. [74]):
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
a b c
d e f

D
X
.1/dCeCfCıCC  (3.103)


a b c
˛ ˇ 


a e f
˛  

d b f
ı ˇ 

d e c
ı  


where the sum is taken over all possible values of ˛; ˇ; 
; ı; ; , remembering that
only three of these are independent. For example, since the sum of the numbers in
the second row of a 3jm symbol is zero, we have the relations
˛ D  C ; ˇ D ı  ; 
 D   ı:
We should note that the six numbers in a Wigner 6j symbol are on an equal footing,
representing total spins and not projection quantum numbermi .
Now, we shall use an identity (cf. [74]) which can be obtained from the
orthonormality relation for Wigner 3jm symbols. The latter is derived from the
one for Clebsch-Gordan coefficients (3.43) and combined with the symmetry
properties (3.95) of the Wigner 3jm symbols one obtains the identity

a b c
˛ ˇ 


a b c
d e f

D
X
ı;;
.1/dıCeCf '

e a f
 ˛ 

f b d
 ˇ ı

d c e
ı 
 

:
Together with Eq. (3.98), this yields the following result:
Proposition 3.3.21. The Wigner product symbol is proportional to the product of a
Wigner 3jm symbol and a Wigner 6j symbol, precisely as

l1 l2 l3
m1 m2 m3

Œj  (3.104)
D p.2l1 C 1/.2l2 C 1/.2l3 C 1/

l1 l2 l3
m1 m2 m3

l1 l2 l3
j j j

:
Then, from Eqs. (3.99) and (3.104) we have immediately:
Corollary 3.3.22. The operator product of the standard coupled basis vectors
ej .l;m/, stated in Theorem 3.3.16, is given by
ej .l1;m1/ej .l2;m2/ D
2jX
lD0
.1/2jCm
p
.2l1 C 1/.2l2 C 1/.2l C 1/


l1 l2 l
m1 m2 m

l1 l2 l
j j j

ej .l;m/:
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Remark 3.3.23. (i) By linearity, given operators, F D PnlD0
Pl
mDlFlmej .l;m/
and G DPnlD0
Pl
mDlGlmej .l;m/, with Flm; Glm 2 C, their operator product
decomposes as FG DPnlD0
Pl
mDl .FG/lmej .l;m/, with .FG/lm 2 C given by
.FG/lm D .1/nCm
nX
l1;l2D0
l1X
m1Dl1

l1 l2 l
m1 m2 m

Œj Fl1m1Gl2m2
where m2 D m m1 and the sum in l1; l2 is restricted by ı.l1; l2; l/ D 1.
(ii) One should compare the above equation with the equation for the product
of operators F and G decomposed in the orthonormal basis of one-element
matrices Ei;j so that, for F DPnC1i;jD1 FijEi;j , G D
PnC1
i;jD1 GijEi;j , Fij; Gij 2 C,
from (3.90) one has the usual much simpler expression for the matrix product
.FG/ij D
nC1X
kD1
FikGkj :
Of course, the problem with this familiar and simple product decomposition is
that it is not SO.3/-invariant. However, our main justification for going through
the SO.3/-invariant decomposition of the operator product in the coupled basis
ej .l;m/ will become clear later on, in Chap. 7.
Explicit Formulae
Now, in view of the above remark, it is interesting to have some explicit expressions
for the Wigner product symbol. However, from Proposition 3.3.21, this amounts to
having explicit formulae for the Wigner 3jm symbol and the particular Wigner 6j
symbol appearing in Eq. (3.104).
The first ones are obtained from (3.94) and the expressions for the
Clebsch-Gordan coefficients. For completeness, we list here the one obtained
from (3.47):

l1 l2 l3
m1 m2 m3

D .l1; l2; l3/ S l1; l2; l3m1;m2;m3 N l1; l2; l3m1;m2;m3 ; (3.105)
where .l1; l2; l3/ and S l1; l2; l3m1;m2;m3 are given respectively by (3.48) and (3.49) via
substitution of ji for li and
N l1; l2; l3m1;m2;m3 D (3.106)
X
z
. 1/l1  l2 m3Cz
zŠ.l1Cl2 l3 z/Š.l1m1 z/Š.l2Cm2 z/Š.l3 l2Cm1Cz/Š.l3 l1m2Cz/Š
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with the usual summation convention (cf. Remark 3.2.8).
We recall that Eq. (3.105) holds only under the non-vanishing conditions (3.96)
for the Wigner 3jm symbols. Also, it is immediate from Eqs. (3.48) and (3.49) that
.l1; l2; l3/ and S l1; l2; l3m1;m2;m3 are invariant under any permutation of the columns in the
Wigner 3jm symbol and any change in sign of the magnetic numbersmi . Therefore,
it is the latter functionN l1; l2; l3m1;m2;m3 that carries the symmetry properties of the Wigner
3jm symbol, namely,
N l1; l2; l3m1;m2;m3 D N l3; l1; l2m3;m1;m2 D .1/l1Cl2Cl3N l2; l1; l3m2;m1;m3 (3.107)
D .1/l1Cl2Cl3N l1; l2; l3m1;m2;m3 :
Explicit expressions for the Wigner 6j symbol in Eq. (3.104) can be obtained as
a particular case of the known explicit expressions for general Wigner 6j symbols
which have been obtained from equations like (3.102) and (3.103) and are listed (cf.
e.g. [13, 74]). The expression obtained by Racah in 1942 yields:

l1 l2 l3
j j j

D l1Šl2Šl3Š.l1; l2; l3/
s
.n  l1/Š.n  l2/Š.n  l3/Š
.nC l1 C 1/Š.nC l2 C 1/Š.nC l3 C 1/Š

X
k
.1/nCk.nC 1C k/Š
.nC k  l1  l2  l3/ŠR.l1; l2; l3I k/ ; (3.108)
where n D 2j , and
R.l1; l2; l3I k/ (3.109)
D .k  l1/Š.k  l2/Š.k  l3/Š.l1 C l2  k/Š.l2 C l3  k/Š.l3 C l1  k/Š :
We note that the function .l1; l2; l3/ given by (3.48) appears in both expres-
sions (3.105) and (3.108). Therefore, by Proposition 3.3.21 and Eq. (3.104) this
function appears squared in the expression for the Wigner product symbol.
Symmetry Properties of the Product Rule
Now, the following is immediate from (3.108)–(3.109):
Proposition 3.3.24.

l1 l2 l3
j j j

is invariant by any permutation of .l1l2l3/.
This property can also be obtained directly by algebraic manipulations starting
from Eq. (3.103), as shown in Appendix 10.3.
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Remark 3.3.25. In fact, Proposition 3.3.24 is a particular case of the more general
statement: every Wigner 6j symbol is invariant under any permutation of its
columns and under any exchange of the upper and lower numbers in any given
column. A proof of this statement, which follows from the symmetries of the 3jm
symbols and the associativity of the triple tensor product, is found in [13].
From Proposition 3.3.24 and Eq. (3.104) in Proposition 3.3.21, we have:
Corollary 3.3.26. The Wigner product symbols (3.98) have the same symmetry and
non-vanishing properties as the Wigner 3jm symbols, namely (cf. (3.95)),

l1 l2 l3
m1 m2 m3

Œj  D

l2 l3 l1
m2 m3 m1

Œj  D

l3 l1 l2
m3 m1 m2

Œj  (3.110)
D .1/l1Cl2Cl3

l2 l1 l3
m2 m1 m3

Œj  D .1/l1Cl2Cl3

l1 l2 l3
m1 m2 m3

Œj ;

l1 l2 l3
m1 m2 m3

Œj  ¤ 0 )

m1 Cm2 Cm3 D 0
ı.l1; l2; l3/ D 1 : (3.111)
Proof of the parity property: Together with Eq. (3.99), the identities (3.110)
and (3.111) imply the parity property for operators, as stated in Proposition 3.3.12.
Remark 3.3.27. By comparison with the direct proof of Proposition 3.3.12 pre-
sented in Appendix 10.2, a look at the above proof is enough to indicate the great
amount of combinatorics that is encoded by the Wigner 3jm and 6j symbols. We
refer to [13, 74] for overviews of their further properties.
Chapter 4
The Poisson Algebra of the Classical Spin
System
This chapter presents the basic mathematical framework for classical mechanics
of a spin system. Practically all the material in the introductory section below can
be found in basic textbooks on classical mechanics and we refer to some of these,
e.g. [1, 5, 34, 37, 48], for the reader not yet too familiar with the subject, or for
further details, examples, etc. (Ref. [34] is more familiar to physicists, while the
others are more mathematical and closer in style to our brief introduction below).
Our emphasis here is to provide a self-contained presentation of the SO.3/-invariant
decomposition of the pointwise product and the Poisson bracket of polynomials,
which are not easily found elsewhere (specially the latter).
4.1 Basic Definitions of the Classical Spin System
In this section we collect some basic facts and definitions concerning the Poisson
algebra of functions on the 2-sphere G=H D S2, whose homogeneous space
structure was exploited in (2.38), namely G D SO.3/ or SU.2/ acts by rotations,
and in the latter case G acts via a (fixed) covering homomorphism (cf. (2.23) and
(2.32)):
 W SU.2/! SO.3/:
We recall that the homogeneous 2-sphere carries a G-invariant symplectic (or
area) form !, cf. also (2.18), which is (locally) expressed in terms of spherical polar
coordinates (2.39), measured with respect to the “north pole” n0, as in (2.40), that is,
! D sin 'd' ^ d	 : (4.1)
In other words, the 2-sphere is a particular case of the following:
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Definition 4.1.1. A symplectic manifold .M;!/ is a smooth manifoldM endowed
with a closed nondegenerate two-form !, which is called a symplectic form.
Remark 4.1.2. It follows from the definition that the dimension of a real symplectic
manifold M is an even number 2d . If a mechanical system is modeled on M (see
more below), then d 2 N is called the number of degrees of freedom of the system.
Remark 4.1.3. We often write ! D dS to indicate that ! is the surface element,
but we emphasize that this is a shorthand notation: ! is not an exact form. The
local expression (4.1) for the SO.3/-invariant symplectic form ! on the sphere
is canonical up to a choice of orientation, or sign ˙. For the standard choice of
orientation on R3 D SO.3/ D SU.2/, dx^ dy^ dz > 0, the induced orientation for
! is via the identification
! D .xdy^ dzC ydz ^ dxC zdx ^ dy/x2Cy2Cz2D1 (4.2)
and is the one with the choice of C sign given by Eq. (4.1). Formula (4.2) above
also provides a direct way to verify that ! is symplectic and G-invariant.
For a complex-valued continuous function on S2, its normalized integral over S2
equals its integral over G, namely
Z
G
F.gn0/dg D 1
4
Z
S2
F.n/dS D 1
4
Z 2
0
Z 
0
F.	; '/ sin 'd'd	 (4.3)
where dg denotes the normalized Haar integral, and n0 2 S2 is the “north pole”
fixed by H D SO.2/, cf. (2.37). For functions Fi on S2 the L2-inner product is
hF1; F2i D 1
4
Z
S2
F1.n/F2.n/dS; (4.4)
in particular, the constant 1 has norm 1. On the other hand, the metric on S2 and the
gradient of a function f are given in local spherical coordinates by
ds2 D d'2 C sin2 'd	2, rf D @f
@'
@
@'
C 1
sin2 '
@f
@	
@
@	
: (4.5)
Besides the ordinary pointwise multiplication of functions on the sphere, which
is commutative, another classical product of smooth functions on the sphere is
defined using the symplectic form and this turns out to be anti-commutative, or
skew-symmetric.
In what follows, if ˛ is an n-form and v is a vector field, let vy˛ denote the
.n 1/-form obtained via interior product of v and ˛. Then, we have the following:
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Definition 4.1.4. For any smooth function f on S2, its Hamiltonian vector field
Xf is defined by
Xf y ! C df D 0 : (4.6)
In local spherical coordinates, the Hamiltonian vector field has the expression
Xf D 1
sin '

@f
@'
@
@	
 @f
@	
@
@'

: (4.7)
Definition 4.1.5. The Poisson bracket of two smooth functions is, by definition,
ff1; f2g D Xf1.f2/ D Xf2.f1/ D !.Xf1; Xf2/ : (4.8)
In local spherical coordinates, it is written as
ff1; f2g D 1sin'

@f1
@'
@f2
@	
 @f1
@	
@f2
@'

: (4.9)
In particular, it follows that
fx; yg D z; fy; zg D x; fz; xg D y (4.10)
and, furthermore, it follows immediately from (4.8):
Proposition 4.1.6. The Poisson bracket is a derivation with respect to the ordinary
pointwise product of functions:
ff1; f2f3g D ff1; f2gf3 C f2 ff1; f3g : (4.11)
Finally, while the ordinary commutative product is associative, for the skew-
symmetric Poisson bracket we have:
Proposition 4.1.7. The Poisson bracket satisfies the Jacobi identity:
fff1; f2g ; f3g C fff2; f3g ; f1g C fff3; f1g ; f2g D 0 (4.12)
and thus defines a Lie algebra on the space of smooth functions on the sphere.
Proof. First, note that for any Hamiltonian vector field Xf defined by (4.6), using
Cartan’s “magic” formula
LXf ! D Xf yd! C d.Xf y!/ ;
it follows from closedness of !, d! D 0, and from (4.6) that
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LXf ! D 0 : (4.13)
But then it follows from (4.8) that
LXf .fg; hg/ D Xf .fg; hg/ D fXf .g/; hg C fg;Xf .h/g :
And from (4.8) this equation above is equivalent to
ff; fg; hgg D fff; gg; hg C fg; ff; hgg ;
which is equivalent to (4.12). ut
Corollary 4.1.8. The Jacobi identity (4.12) is equivalent to
ŒXf ;Xg D Xff;gg : (4.14)
Proof. By definition,
ŒXf ;Xg.h/ D Xf .Xg.h// Xg.Xf .h//
D Xf .fg; hg/ Xg.ff; hg/
D ff; fg; hgg  fg; ff; hgg
D fff; gg; hg
D Xff;gg.h/ ;
where we have repeatedly used (4.8) and once used (4.12). And similarly,
from (4.14) we get (4.12). ut
Because of (4.12)–(4.14), the Poisson algebra is also called the Poisson-Lie
algebra of smooth functions on a symplectic manifold.
Definition 4.1.9. The Poisson algebra of S2 is the space of smooth complex
functions on S2 with its commutative pointwise product  and anti-commutative
Poisson bracket f ; g defined by the SO.3/-invariant symplectic form ! given
by (4.1) and (4.2), via (4.6)–(4.9), satisfying (4.11) and (4.12), which shall be
denoted by fC1
C
.S2/; !g.
Remark 4.1.10. The importance of Hamiltonian vector fields on S2 is that they
generate dynamics of time-dependent smooth functions on the sphere in the same
sense of usual Hamilton-Poisson dynamics derived from Newton’s laws.
Thus, given a preferred smooth function h W S2 ! R, usually called the
Hamiltonian function, it generates a flow on the 2-sphere that defines the dynamics
of any smooth function f W S2  R! R via Hamilton’s equation:
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df
dt
D Xh.f /C @f
@t
; (4.15)
which can be rewritten, using (4.8), as
df
dt
D fh; f g C @f
@t
: (4.16)
These equations extend naturally to define the dynamics of a complex-valued
smooth function f W S2  R! C.
Note that the flow of Xh defining the dynamics, denoted ˆh D fˆh.t/; t 2 Rg,
in view of (4.13) satisfies
ˆh.t/! D !;8t 2 R; (4.17)
and is therefore a one parameter subgroup of the group of all symplectomorphisms
of the 2-sphere, that is, the subgroup of all diffeomorphisms of S2 preserving the
symplectic form !, which is denoted Symp.S2; !/.
Finally, one must remark the close resemblance of Eq. (4.16) to Heisenberg’s
equation (3.87), a resemblance which is at the core of Bohr’s correspondence
principle, which will be further explored in Chap. 8.
We recall that Poisson algebras can also be defined on spaces of smooth functions
on manifolds of a more general type, called Poisson manifolds. Thus, in the context
of G-invariant algebras, G D SU.2/, let us now take a closer look at the Poisson
algebra of smooth functions on G ' G D R3 (cf. [48] for more details).
Referring to the extended Hopf map C2 ! R3 given by (2.31), and regarding
R
3 as G, .x; y; z/ can be seen as the “angular momentum” coordinates, so that the
Poisson bi-vector field on G is given up to a choice of sign by
… D x@y ^ @z C y@z ^ @x C z@x ^ @y
and the Poisson bracket of two smooth functions F;H W G D R3 ! C is given by
fF;H g D ….dF; dH/ :
Now, except at the origin, the foliation of this Poisson manifold .G;…/ by
symplectic leaves is regular: all symplectic leaves are 2-spheres centered at the
origin, which are G-invariant submanifolds of G D R3 via the coadjoint action.
That is, each of the invariant spheres is a coadjoint orbit of G D SU.2/ with its
G-invariant symplectic form, defined as in (2.18).
Moreover, from Hamilton’s equation (4.16), each of these spheres is also an
invariant space under the Poisson dynamics, in other words, the classical dynamics
of a SU.2/-symmetric mechanical system defined on .G;…/ restricts to Poisson
dynamics given by (4.16) on each G-invariant symplectic sphere.
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From another viewpoint, let us decompose G  f0g D R3  f0g ' S2  RC
and consider the Poisson algebra fC1
C
.S2RC/;…g. It follows that this “extended”
Poisson algebra decomposes under the coadjoint action of SU.2/ into a (continuous)
sum of G-invariant Poisson subalgebras fC1
C
.S2/; !rg, r 2 RC, which are all
isomorphic, i.e. fC1
C
.S2/; !rg ' fC1C .S2/; !g, 8r 2 RC, under rescaling of !r .
Therefore, taking appropriate cautions, as restricting to the space of smooth
functions f W S2  RC ! C with compact support in RC, etc., we can write:
fC1
C
.S2 RC/;…g ' fC1
C
.S2/; !g ˝ C1
C
.RC/;
with G D SU.2/ acting trivially on the second factor, that is,
G  C1
C
.RC/! C1
C
.RC/; .g; f / 7! g  f D f; (4.18)
and this trivial group action (4.18) on C1
C
.RC/ is the action of every one-parameter
group G D ˆH obtained by the flow of each specific real Hamiltonian vector field
XH D ….dH; /, H 2 C1R .S2  RC/, defining such an extended dynamics.
Thus, for a classical spin system, that is, G D SU.2/-symmetric classical
mechanical system, not much is actually gained by extending the G-invariant
Poisson algebra fC1
C
.S2/; !g to the Poisson algebra fC1
C
.S2  RC/;…g.1
On the other hand, as G D SU.2/ acts through SO.3/ on S2, this action extends
to a G-action on T S2 which is symplectic for the canonical symplectic form d
on T S2 and this defines another G D SU.2/-invariant Poisson algebra, which can
be denoted by fC1
C
.T S2/; dg.
But this algebra is “too big” to be the Poisson algebra of the classical spin system
because T S2 is a real 4-dimensional symplectic manifold and this corresponds to
a classical dynamical system with 2 degrees of freedom (cf. Remark 4.1.2), while
quantum spin-j systems are dynamical systems with 1 degree of freedom.2 Similarly
or worse in dimensional counting if we consider S2  S2, T S3, etc. . . In view of
the above discussion, it is natural to make the following definition:
Definition 4.1.11. The classical spin mechanical system, or the classical spin
system, is the homogeneous 2-sphere with its Poisson algebra fC1
C
.S2/; !g.
Following standard physics terminology, the homogeneous 2-sphere with its
SO.3/-invariant area form is called the phase space of the classical spin system.
Remark 4.1.12. The homogeneous 2-sphere S2 with its SO.3/-invariant area form
! and metric, given by (4.1) and (4.5) respectively, is also a Kähler (or complex)
1But more generally, when the foliation of a Poisson manifold by symplectic leaves is irregular, or
singular (cf. [82]), the whole Poisson manifold must be used to describe the mechanical system.
2Recall that the operator algebra of a spin-j system is generated by the set fJ1; J2; J3g of three
mutually noncommuting Hermitian operators, cf. Eq. (3.61), which furthermore can be reduced to
a set of just two noncommuting operators using the commutation relation (3.2), cf. Appendix 10.2
for instance.
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manifold and this reflects in the fact that
!.Xf1 ; Xf2/ D !.rf1;rf2/ :
We note that the phase space of an affine mechanical system, .R2k; !/, can
also be seen as a Kähler manifold, Ck. However, this identification depends on the
choice of a complex structure and the full group of symmetries of a classical affine
mechanical system does not preserve a complex structure.3 This situation contrasts
with the case of the classical spin system: the full symmetry group SU.2/, which
acts on S2 via SO.3/, preserves the symplectic form (4.1) and the metric (4.5) and
therefore it preserves the complex structure that is compatible with both.
At this stage, it is important to emphasize the distinction between the full
symmetry group of a mechanical system and its full dynamical group. In the context
of the classical spin system, the full symmetry group SU.2/, effectively SO.3/,
is the group of all transformations of the sphere preserving all structures of the
classical spin mechanical system, that is, preserving the symplectic form ! and the
homogeneity of S2, thus also preserving distances in this case.
On the other hand, the full dynamical group of the classical spin system is the
group of all possible Hamilton-Poisson dynamics on S2. From Remark 4.1.10, each
Hamiltonian function defines a specific dynamics, which is a one-parameter sub-
group of Symp.S2; !/ determined by the flow of its Hamiltonian vector field. There-
fore, the full dynamical group of the classical spin system is the group of all such
Hamiltonian flows on S2 starting from the identity, which is denoted Ham.S2; !/.
From a general perspective, Ham.S2; !/  Symp0.S2; !/  Symp.S2; !/, where
Symp0.S
2; !/ is the connected component of Symp.S2; !/. But for S2 we have
equality, Ham.S2; !/ D Symp0.S2; !/ D Symp.S2; !/.4
The Lie algebra of Ham.S2; !/ is the Lie algebra of real Hamiltonian vector
fields, which from (4.14) is (modulo constant functions) isomorphic to the Poisson
algebra of real smooth functions on S2. And as this Poisson algebra is infinite
dimensional, so is Ham.S2; !/ D Symp.S2; !/. Therefore, we see that the full
symmetry group is a very small subgroup of the full dynamical group.
Remark 4.1.13. The same distinction applies to a quantum spin-j mechanical
system. Its full dynamical group is the group of all possible Heisenberg dynamics
on Hj . From Remark 3.3.13, each Hermitian matrix generates a one-parameter
subgroup of U.n C 1/ which defines a specific dynamics on Hj . Therefore, the
symmetry group SU.2/ is a proper subgroup of the full dynamical group of the
spin-j system: the connected component of U.nC 1/, which is the whole U.nC 1/.
3We refer to the next chapter, Intermission, for the definition of a classical affine mechanical system
.R2k; !/ with its symplectic form !, as well as its symmetry group, etc.
4The first equality follows from S2 being a simply connected compact manifold and the second
from Symp.S2; !/ being homotopic to SO.3/, which is path-connected. For general symplectic
manifolds, these inclusions are often strict and not always well understood. We refer the interested
reader to some texts in symplectic topology, e.g. [49, 54].
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4.2 SO(3)-Invariant Decomposition of the Poisson Algebra
Having defined the Poisson algebra of the classical spin system, we now study how
it decomposes under the action of SO.3/, as this will be fundamental for what will
follow later on. To this end, we must look at the polynomial algebra on S2.
4.2.1 The Irreducible Summands of the Polynomial Algebra
Let R Œx; y; z be the algebra of real polynomials on R3: Their restriction to S2
defines a distinguished class of functions densely approximating smooth functions,
R Œx; y; z! R Œx; y; z = ˝x2 C y2 C z2  1˛ ' PolyR.S2/  C1R .S2/: (4.19)
We regard these spaces as the real form of the spaces of C-valued functions, that is,
of their complexified versions
C Œx; y; z =
˝
x2 C y2 C z2  1˛ ' PolyC.S2/  C1C .S2/: (4.20)
These function spaces are SO.3/-modules with the induced action
F ! F g; F g.n/ D F.g1n/ : (4.21)
In particular, g 2 SO.3/ transforms a polynomial Y by substituting the variables
Y.x; y; z/! Y.x0; y0; z0/ D Y g.x; y; z/
where .x0; y0; z0/ D .x; y; z/g (matrix product).
Remark 4.2.1. Fixing a positive orientation for fx; y; zg, we adopt the universal
convention of identifying the positive z direction with the “north pole” n0 2 S2.
Then with the basis fx; y; zg, linear forms transform by g 2 SO.3/ according to
the standard representation  1 on R3, that is,  1.g/ D g, and the action on forms
of degree l is the l-th symmetric tensor product of  1, with the splitting
R Œx; y; zl W Sl 1 D  l C  l2 C  l4 C : : ::
On the other hand, multiplication by .x2Cy2Cz2/ is injective in the polynomial
ring, and clearly the lower summands lie in the subspace
R Œx; y; zl2 .x2 C y2 C z2/  R Œx; y; zl W  l2 C  l4 C : : ::
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Consequently, when we restrict functions to S2 we identify them according
to (4.19), and then there will be a unique irreducible summand of type  l for each l ,
spanned by polynomials of proper (minimal) degree l . In this way, we have obtained
the following result:
Proposition 4.2.2. Real (resp. complex) polynomial functions of proper degree
 n
on S2 constitute a SO.3/-representation with the same splitting into irreducibles as
the space of Hermitian matrices (resp. the full matrix space) in dimension nC 1 W
PolyR.S
2/n D
nX
lD0
Poly. l/ '
nX
lD0
H. l / D H.nC 1/; cf. (3.58); (4.22)
PolyC.S
2/n D
nX
lD0
Poly.'l / '
nX
lD0
MC.'l / D MC.nC 1/; cf. (3.56): (4.23)
Definition 4.2.3. Poly. l / (resp. its complex extension Poly.'l /) denotes the space
of spherical harmonics of type  l (resp. 'l ), 0 
 l 
 n. In view of the relation
x2 C y2 C z2 D 1 these are polynomial functions of proper degree l .
4.2.2 The Standard Basis of Spherical Harmonics
For the sake of completeness, let us also give a procedure for the calculation of
spherical harmonics, namely polynomials of proper degree l which constitute a
standard orthonormal basis
Yl;l ; Yl;l1; : : :; Yl;0; : : :; Yl;lC1; Yl;l (4.24)
for the representation space Poly.'l / ' C2lC1, l  1. Sometimes we also use the
notation Y ml for Yl;m.
The basic case is l D 1, where g 2 SO.3/ transforms linear forms, expressed
in the basis fx; y; zg, by the same matrix g. Namely, the infinitesimal generators
Lk 2 SO.3/ are the matrices in (2.20), and the angular momentum operators act
linearly on C fx; y; zg ' C3 with the matrix representation
Jk D iLk , k D 1; 2; 3 ; J˙ D J1 ˙ iJ2 ;
for Lk given by (2.20). Then, for example, J3.x/ D iy; J3.y/ D ix. The operators
Jk and J˙ act as derivations on functions in general, for example
J3..x C iy/l / D l.x C iy/l
and consequently Yl;l must be proportional to .x C iy/l .
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Remark 4.2.4. As in the definition of the standard coupled basis of operators
(cf. Sect. 3.3.2), the definition of a standard orthonormal basis for each
Poly.'l / ' C2lC1 depends on a choice of overall phase (one for each Poly.'l /), see
Remark 3.2.5 and Proposition 3.3.5.
We set Y0;0 D 1 and choose the phase convention by setting
Yl;l D .1/
l
l;l
.x C iy/l ; 8l 2 N; Yl;m1 D 1
ˇl;m
J.Yl;m/; for 0 < jmj < l;
(4.25)
where l D l;l > 0 is calculated by
2l D



.x C iy/l

2 D 1
4
Z
S2
.1  z2/ldS D
lX
kD0
 
l
k
!
.1/k
2k C 1 D
.lŠ/222l
.2l C 1/Š :
(4.26)
With reference to (3.17), (3.18), (3.77) and (6.17), we also conclude
Yl;m D .1/
l
l;m
J lm .x C iy/l , l;m D
lŠ 2lp
2l C 1
s
.l m/Š
.l Cm/Š , 0 
 m 
 l ,
(4.27)
and changingm! m has the effect
Yl;m D .1/mYl;m , 0 
 m 
 l: (4.28)
Finally, we have the following relations, that set Yl;m as eigenvector of J3 and J 2:
J3Yl;m D mY l;m ;
3X
kD1
J 2k Yl;m D l.l C 1/Yl;m : (4.29)
It should be mentioned that Yl;0 depends only on z. For easy reference we list the
resulting functions for l D 1; 2; 3 W
Y1;1 D 
r
3
2
.x C iy/; Y1;0 D
p
3z; Y1;1 D
r
3
2
.x  iy/;
Y2;2 D
r
15
8
.x C iy/2; Y2;1 D 
r
15
2
.x C iy/z; Y2;0 D
p
5
2
.3z2  1/; (4.30)
Y3;3 D 
p
35
4
.x C iy/3; Y3;2 D 3
2
r
35
6
.x C iy/2z;
Y3;1 D 
p
21
4
.x C iy/.5z2  1/; Y3;0 D
p
7
2
.5z3  3z/:
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Remark 4.2.5. As exemplified above, we recall that all spherical harmonics may be
homogenized by using the relation x2 C y2 C z2 D 1. Thus, if n 2 S2 has cartesian
coordinates .x; y; z/, so that Yl;m  Yl;m.x; y; z/ D Yl;m.n/, and n 2 S2 denotes
the antipodal point to n, with coordinates .x;y;z/, then
Yl;m.n/ D .1/l Yl;m.n/: (4.31)
Because it is not always so easy to determine the proper degree of a spherical
polynomial expressed as a polynomial in the cartesian coordinates .x; y; z/, in view
of the relation x2 C y2 C z2 D 1, it is useful to have formulae for the spherical
harmonics which are expressed in terms of spherical coordinates .'; 	/, cf. (2.39).
These are well known and, with our previous scaling convention, we have
Yl;m D Y ml D
p
2l C 1
s
.l m/Š
.l Cm/ŠP
m
l .cos'/e
im	 ; (4.32)
Yl;m.0; 	/ D ım;0
p
2l C 1 (4.33)
where the functions Pml are the so-called associated Legendre polynomials, which
are “classical” well-known polynomials in cos' D z and sin ' D .1  z2/1=2 and
the identity (4.33) simply means that Yl;m vanishes at the north pole, except when
m D 0, in which case the value isp2l C 1.
More precisely, the functions Pl D P0l are the Legendre polynomials, normal-
ized so that Pl.1/ D 1. As polynomials in z, they are defined by
Pl.z/ D 1
2l
Œl=2X
kD0
.1/k .2l  2k/Š z
l2k
kŠ.l  k/Š.l  2k/Š ; (4.34)
where Œq denotes the integral part of q 2 Q, or by Rodrigues’ formula:
Pl.z/ D 1
2l lŠ
d l
dzl
.z2  1/l : (4.35)
They can also be written as polynomials in .1C z/ by
Pl.z/ D
lX
kD0
.1/lCk
 
l C k
k
! 
l
k
!
1C z
2
k
D
lX
kD0
.1/lCk
.kŠ/2
.l C k/Š
.l  k/Š

1C z
2
k
(4.36)
and they satisfy the following differential equation:
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d
dz
PlC1.z/D.2l C 1/Pl .z/C.2.l  2/C 1/Pl2.z/C.2.l  4/C 1/Pl4.z/C   
(4.37)
” .2l C 1/Pl.z/ D d
dz
ŒPlC1.z/  Pl1.z/ : (4.38)
Furthermore, the Legendre polynomials are orthogonal in the interval .1; 1/
Z 1
1
Pl .z/Pk.z/dz D ıl;k 2
2l C 1 : (4.39)
The associated Legendre polynomials Pml are defined for m  0 by
Pml .z/ D .1/m.1  z2/m=2
dm
dzm
Pl .z/ ; m  0 (4.40)
and for negativem by the identity
Pml D .1/m
.l m/Š
.l Cm/ŠP
m
l : (4.41)
By setting P00 D 1, Pml D 0 for l < m, and
P ll .z/ D .1/l .2l  1/ŠŠ.1  z2/l=2, (4.42)
the polynomials Pml can also be derived by the recurrence formula
.l m/Pml .z/ D .2l  1/zPml1.z/  .l Cm  1/Pml2.z/ : (4.43)
The first polynomials are given by:
P01Dz, P11D .1  z2/1=2, P02D
1
2
.3z2  1/, P12D 3z.1  z2/1=2, P22D3.1 z2/,
P03D
1
2
z.5z2  3/, P13D
3
2
.1  5z2/.1z2/1=2, P23D15z.1z2/, P33D15.1z2/3=2
As mentioned before, the Legendre and associated Legendre polynomials are
“classical” very well-known polynomials. Our concise presentation above is meant
for partial self-containment of the monograph and the interested reader can find
ample material on these polynomials in various books, handbooks and websites.
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4.2.3 Decompositions of the Classical Products
The space of complex polynomials on the 2-sphere defined by (4.20), PolyC.S
2/,
densely approximates the space of smooth functions on the 2-sphere, C1
C
.S2/, and
therefore it densely approximates the Poisson algebra of the classical spin system,
fC1
C
.S2/; !g, cf. Definitions 4.1.9 and 4.1.11, by letting n!1 for
PolyC.S
2/n  C1C .S2/ :
Thus, although the classical products of functions on the sphere, the pointwise
product and the Poisson bracket, are defined for general smooth functions on S2, for
what follows it is useful to have formulas for these classical products as decomposed
in the standard orthonormal basis of spherical harmonics Yl;m satisfying
hYl;m; Yl 0;m0i D ıl;l 0ım;m0 :
The formula for the pointwise product has long been known, although it is not
so commonly presented with its proof. Here we prove it following the approach
outlined in [63], which uses a connection between the above functions and the
Wigner D-functions. On the other hand, as far as we know, the formula for the
Poisson bracket appeared for the first time only in 2002, in a paper by Freidel and
Krasnov [30], on which we based our proof (further below, in Appendix 10.4).
Decomposition of the Pointwise Product
Proposition 4.2.6. The pointwise product of spherical harmonics decomposes in
the basis of spherical harmonics according to the following formula:
Yl1;m1Yl2;m2 D
l1Cl2X
lDjl1l2j
ll1Cl2.mod 2/
s
.2l1 C 1/.2l2 C 1/
2l C 1 C
l1;l2;l
m1;m2;m
C
l1;l2;l
0;0;0 Yl;m (4.44)
Proof. The elements g 2 SO.3/ rotate the points p in the Euclidean 3-space and its
unit sphere S2, but fixing the points we can also view a rotation as a transformation
of the coordinate system .x; y; z/ to another system .x0; y0; z0/. Then a function Y
on the sphere is transformed to a function Y g such that
Y g.x; y; z/ D Y.x0; y0; z0/, Y g.'; 	/ D Y.' 0; 	 0/;
and on the other hand
Y
g
l;m D
X

Dl;m.g/Yl; (4.45)
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since g ! Dl.g/ is, by definition, the matrix representation of SO.3/ on the space
spanned by the functions fYl;mg. Now, for a fixed positive integer l and two points
p1 D .'1; 	1/; p2 D .'2; 	2/ on the sphere, we claim that the quantity
‚ D
X
m
Y l;m.'1; 	1/Yl;m.'2; 	2/ (4.46)
is invariant under rotations. In fact, by (4.45) and the unitary property of the matrix
Dl D Dl.g/,
‚g D
X
m
X
1;2
D
l
1;m
Dl2;m Y l;1 .	1; '1/Yl;2.'2; 	2/
D
X
1;2
ı1;2 Y l;1.'1; 	1/Yl;2.'2; 	2/ D
X

Y l;.'1; 	1/Yl;.'2; 	2/ D ‚
In particular, let ' be the spherical distance between p1 and p2, and choose g to
rotate the coordinate system so that ' 01 D 0 and 	 02 D 0. Then p1 is the new north
pole and hence ' 02 D ', and by (4.33) the quantity (4.46) becomes
‚ D Y l;0.0; 	 01/Yl;0.'; 0/ D
p
2l C 1Yl;0.'; 0/:
Combined with the first formula (4.46) of ‚ this yields the general formula
Yl;0.'; 0/ D 1p
2l C 1
X
m
Y l;m.'1; 	1/Yl;m.'2; 	2/ W (4.47)
On the other hand, let us evaluate the identity (4.45) with m D 0 at the point p2
and obtain the following identity similar to (4.47):
Yl;0.'
0
2; 0/ D Yl;0.' 02; 	 02/ D
X
m
Dlm;0.g/Yl;m.'2; 	2/: (4.48)
Now, choose the rotation g D R.˛; ˇ; 0/ with Euler angle 
 D 0 (cf. (2.26)), which
rotates the (old) north pole .0; 0; 1/ to the point
p1 D .x1; y1; z1/ D .cos˛ sinˇ; sin ˛ sinˇ; cosˇ/;
namely the new north pole is p1 D .'1; 	1/ D .ˇ; ˛/ and therefore its spherical
distance to p2 is ' 02. Consequently, the left sides of (4.47) and (4.48) are identical,
both expressing the same general coupling rule, so we conclude
Yl;m.ˇ; ˛/ D
p
2l C 1Dlm;0.˛; ˇ; 0/:
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Combining the above identity with the coupling rule (3.45) for D-functions, we
deduce the formula (4.44) as follows:
Yl1;m1.'; 	/Yl2;m2.'; 	/ D
p
.2l1 C 1/.2l2 C 1/Dl1m1;0.	; '; 0/D
l2
m2;0
.	; '; 0/
D
p
.2l1C1/.2l2 C 1/
X
l
C l1;l2;lm1;m2;mC
l1;l2;l
0;0;0 D
l
m1Cm2;0.	; '; 0/
D
l1Cl2X
lDjl1l2j
s
.2l1 C 1/.2l2 C 1/
2l C 1 C
l1;l2;l
m1;m2;m
C
l1;l2;l
0;0;0 Yl;m.'; 	/
In the above sum the range of l is also restricted to l  l1 C l2.mod 2/, since the
coefficient C l1;l2;l0;0;0 vanishes when l C l1 C l2 is odd. ut
Remark 4.2.7. We note that the particular rightmost Clebsch-Gordan coefficient
appearing in Eq. (4.44) has a simple closed formula (cf. [74]):
C
l1;l2;l3
0;0;0 D
.1/.l1Cl2l3/=2p2l3 C 1.l1; l2; l3/..l1 C l2 C l3/=2/Š
..l1 C l2 C l3/=2/Š..l1  l2 C l3/=2/Š..l1C l2  l3/=2/Š ; (4.49)
for L D l1 C l2 C l3 even, and C l1;l2;l30;0;0 D 0 for L odd, where .l1; l2; l3/ is given
by Eq. (3.48). We also note that the vanishing condition above follows from one of
the symmetries of the Clebsch-Gordan coefficients (cf. (3.50)), namely,
C
l1;l2;l3
0;0;0 D .1/l1Cl2Cl3C l1;l2;l30;0;0 : (4.50)
Decomposition of the Poisson Bracket
Proposition 4.2.8 ([30]). The Poisson bracket of spherical harmonics decomposes
in the basis of spherical harmonics according to the following formula:
i
n
Y
m1
l1
; Y
m2
l2
o
D
l1Cl21X
lDjl1l2jC1
ll1Cl21
s
.2l1 C 1/.2l2 C 1/
2l C 1 C
l1; l2; l
m1;m2;m
P.l1; l2; l/ Y
m
l
(4.51)
where, by definition,
P.l1; l2; l3/ (4.52)
D .1/
.l1Cl2l3C1/=2p2l3 C 1.l1; l2; l3/.LC 1/..L 1/=2/Š
..l1 C l2 C l3  1/=2/Š..l1  l2 C l3  1/=2/Š..l1C l2  l3  1/=2/Š ;
for L D l1 C l2 C l3 odd, and P.l1; l2; l3/ D 0 for L even.
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The proof of Proposition 4.2.8 for the decomposition of the Poisson bracket is a
bit more technical and considerably longer than the proof of the decomposition of
the pointwise product, so it has been placed in Appendix 10.4.
Remark 4.2.9. One should note the close resemblance between formula (4.44) for
the pointwise product and formula (4.51) for the Poisson bracket, in view of the
close resemblance between formulas (4.49) and (4.52) for the coefficients (which
depend only on the l’s) multiplying C l1;l2;lm1;m2;m in each case.
Note also that, since the Poisson bracket is skew symmetric, the summation
in (4.51) starts with l D jl2  l1j C 1 D maxf jl1  l2  1j, jl2  l1  1jg.
Remark 4.2.10. Of course, by linearity, for f and g decomposed in the basis of
spherical harmonics, one obtains the coefficients of the expansion in spherical
harmonics of fg and ff; gg straightforwardly from (4.44)–(4.49) and (4.51)–(4.52).
Chapter 5
Intermission
Brief historical overview of symbol correspondences in affine mechanical
systems The names of Pythagoras, Euclid and Plato1 can perhaps best summarize
the dawning of the “mathematization of nature” process, that took place in ancient
Greek civilization when the Pythagorean school boosted the philosophy that
numbers and mathematical concepts were the key to understand the divine cosmic
order. While Euclid’s Elements set forth the axiomatization of geometry, what we
now call “flat” geometry, it was Plato, however, who first applied the Pythagorean
philosophy to the empirical science of the time: astronomy.
Inspired by the “divine geometrical perfection” of spheres and circles, in his
dialogue Timaeus Plato set forth the notion of uniform circular motions to be the
natural motions of heavenly bodies, as each of which being in possession of its own
anima mundi, or “world soul”, would continue on such an eternal motion.
Plato’s “circular inertial motions” had to come to terms with the empirical
astronomical data of his historical period, however, and thus a whole mathematical
model was developed, based on uniform circular motions, in which circles upon
circles upon circles . . . were used to describe the apparent motions of the sun, moon
and known planets, culminating in the treatise of Ptolemy called the Almagest. The
latter was used by professional astronomers for centuries with adequate precision,
as it realized the first “perturbation theory” to be used in history, wherein new tinier
circles could always be added to better fit new and more precise data, in a process
akin to our well-known Fourier series decomposition of periodic functions.
Many centuries later, when Galileo discovered empirically that a principle
of inertial motions applied to earthly motions as well, he then followed Plato’s
principle, so that Galileo’s inertial motions were still the circular inertial motions
of Plato, only extended to sub-celestial motions (after all, a uniform straight motion
on the surface of the earth is actually circular) [43].
1This list is by no means exclusive and other names could/should be added, like for instance,
Eudoxus, Archimedes, Apollonius. . .
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It was Descartes who reformulated the universal principle of inertia in terms
of uniform linear motions. But then, the approximately circular planetary motions
(which at that time had already been found by Kepler to be much more simply
described/approximated by ellipses) had to be re-explained as resulting from the
action of a “force”, as emphasized by Hooke, culminating in Newton’s mechanical
theory of universal gravitation set forth in his Principia.
Thus, following Descartes, Newton placed uniform linear motion, or the straight
line, as the first mathematical axiom of his new mechanics, greatly increasing in
importance Euclid’s axiomatics of geometry, so that Euclidean 3-space became
synonymous with universal space.
And as Newtonian mechanics developed mathematically throughout decades,
straight lines retained their primordial predominance so that, at the turn of the
twentieth century, when Planck first set forth the hypothesis of quantized energies,
the mechanics of conservative systems was modeled on what we now understand
as the Poisson algebra of functions on a symplectic affine space, which doubled the
dimensions of the configuration space of positions. This latter was seen as some
product of Euclidean 3-spaces, or in simplified versions as an Euclidean k-space
R
k
 , including k D 1, a straight line (in our notation, Rk is the kth power of R,
while Rk also carries the Euclidean metric k).
In this way, the most fundamental symmetry of these spaces are straight linear
motions, also referred to as rectilinear motions, or affine translations, and so we can
call mechanical systems which are symmetric under such affine translations as affine
mechanical systems.
For an affine symplectic space .R2k; !/  R2k! , where R2k 3 .p; q/ ; p; q 2 Rk ,
! D
kX
iD1
dpi ^ dqi ;
the group of affine translations is R2k with usual vector addition as the group
product, and such that for any fixed  D .a; b/ 2 R2k the affine translation is
T ./ W R2k! ! R2k! ; .p; q/ 7! .p C a; q C b/ : (5.1)
In fact, it is well known that the full group of symmetries of an affine symplectic
space R2k! is actually much larger and is called the affine symplectic group,
aSpR.2k/ D R2k Ì SpR.2k/, the semi-direct product of R2k and SpR.2k/, the latter
being the group of linear symplectic transformations of R2k! , which is the maximal
subgroup of GLR.2k/ that preserves the symplectic structure !.
Therefore, when a mathematical formulation of quantum mechanical systems
began taking shape in early twentieth century, it also followed the form of an affine
mechanical system. However, in contrast to classical affine mechanical systems,
which are defined by the Poisson algebra of functions on a finite dimensional affine
symplectic space, quantum affine mechanical systems are defined by the algebra
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of operators on an infinite dimensional Hilbert space, H D L2
C
.Rk /, where R
k
 is
usually identified with either the space of positions q or the space of momenta p.
Because, while quantum symmetries have to be implemented by unitary opera-
tors, according to the mathematical framework established by von Neumann, some
of these arise from the symmetries of Rk itself, whose symmetry group is the
Euclidean group ER.k/ D Rk Ì O.k/, the semi-direct product of Rk and the
orthogonal group O.k/, the latter being the maximal subgroup of GLR.k/ that
preserves distances (and hence also angles).
Now, O.k/ is compact and thus admits faithful finite dimensional unitary
representations, but Rk and hence ER.k/ are noncompact, so that both only admit
almost faithful unitary representations that are infinite dimensional. This is the
geometrical explanation of why the Hilbert spaces of quantum affine mechanical
systems have to be infinite dimensional.
Letting ER.k/ act “in the same way”, or diagonally, on the p and q subspaces of
R
2k
! , ER.k/ is naturally a subgroup of aSpR.2k/, the latter group being much larger.
Let us denote this embedding of ER.k/ into aSpR.2k/ by QER.k/. Then,
QER.k/  ER.k ˚ k/; R2k  ER.k ˚ k/;
ER.k ˚ k/  EC.k/  aSpR.2k/;
where ER.k ˚ k/ D R2k Ì QO.k/, with QO.k/ denoting the embedding of O.k/ into
SpR.2k/ obtained by diagonal action on the p and q subspaces, and whereEC.k/ D
C
k Ì U.k/ is the “complex Euclidean group”, which is the subgroup of aSpR.2k/
that preserves a complex structure on R2k ' Ck , with U.k/ ' SpR.2k/\O.2k/.
By first restricting attention to affine translations and noting that the group of
translations of R2k! has the double dimension of R
k , a natural question was how to
extend the unitary action of Rk on H to a unitary action of R2k in a way to account
for Heisenberg’s canonical commutation relations Œ Opi ; Oqj  D i„ıij.
A nice approach to solving this problem is by presenting the Heisenberg group
H2k0 , which is a U.1/ central extension of R
2k , with product
.1; exp.i	1//  .2; exp.i	2// D .1 C 2; exp.i.	1 C 	2 C .!.1; 2/=2„//// ;
(5.2)
where j 2 R2k , exp.i	j / 2 U.1/, j D 1; 2. Working with a unitary action
of H2k0 on H, and the Fourier transform, we can formally set up Weyl’s symbol
correspondence between operators on H and functions on R2k! , the latter “almost
identified” with H2k0 , as the commutator of (5.2) does not depend on phases 	j .
More concretely, let  D .a; b/ 2 R2k! , as in (5.1), and recall that k denotes the
Euclidean metric on Rk , in other words, the usual scalar product. Defining
T „0 .; exp.i	// W H! H ;
 .q/ 7!  .q  b/ exp.i	 C k.a; q/=„  k.a; b/=2„/ ; (5.3)
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one can verify that T „0 .; exp.i	// is an element in a unitary representation of H2k0 ,
acting on H (see e.g. [45]). Choosing T „0 .; 1/ to represent the equivalence class
ŒT „0 ./ defined by the equivalence relation T „0 .; exp.i	1//  T „0 .; exp.i	2//,
then via Fourier transform we can formally define the “reflection” operator on H by
R„0 .x/ D
1
.2„/k
Z
T „0 .; 1/ exp.i!.x; /=„/d W H! H ; (5.4)
where d is the Liouville volume element on R2k! 3 x; .
Then, if A is an operator on H, the Weyl symbol of A is the complex function
W „A on R2k! formally defined by (see [64], also [51]):
W „A .x/ D trace.AR„0 .x// ; (5.5)
in such a way that, if the action of A on H is described in integral form by
A .q0/ D
Z
S„A.q0; q00/ .q00/dkq00 ; (5.6)
then, writing x D .p; q/, the integral kernel S„A and the symbolW „A are related by
W „A .p; q/ D
1
.2„/k
Z
S„A.q  v=2; q C v=2/ exp.ik.v; p/=„/dkv ; (5.7)
S„A.q0; q00/ D
1
.2„/k
Z
W „A .p; .q0 C q00/=2/ exp.ik.p; q0  q00/=„/dkp ;
(5.8)
where dkq00; d kv; d kp denote the usual Euclidean volume dkp D dp1dp2    dpk .
Whenever well defined, Weyl’s correspondence, seen as a map A 7! W „A that
assigns to an operatorA a unique functionW „A on affine symplectic space, satisfies:
.i/ It is a linear injective mapI
.ii/ W „A D W „A ; where A is the adjoint of AI
.iii/ It is equivariant under action of aSpR.2k/;
where the action on functions is the usual one, while the action on operators is
the effective action of aSpR.2k/ obtained via adjoint action of a (1-dimensional)
unitary representation of the affine metaplectic group, the latter being a U.1/ central
extension of aSpR.2k/ containing as subgroups H
k
0 and the metaplectic group
Mp.2k/, which is a double covering group of SpR.2k/ [81]
.iv/ trace.A/ D 1
.2„/k
Z
W „A .x/dx ; (5.9)
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where again, dx stands for the Liouville volume on R2k! , dx D dkpdkq. Further-
more, Weyl’s symbol correspondence in fact also satisfies the stronger property:
.v/ trace.AB/ D 1
.2„/k
Z
W „A .x/W
„
B .x/dx : (5.10)
Clearly, a symbol correspondence satisfying all above properties is a very
powerful tool in relating the quantum and classical formalisms of affine mechanical
systems, especially because property (v) allows us to compute quantum measurable
quantities entirely within the classical formalism of functions on affine symplectic
space R2k! in a way that is equivariant under the full group of symmetries of
this space, in accordance with (iii). Furthermore, we can “import” the product of
operators to a noncommutative associative product ? of functions on R2k! , by
W „AB D W „A ? W „B ; (5.11)
which is called the Weyl product, or the Moyal product, whose commutator is
precisely the bracket originally introduced by Moyal [50].
With such a powerful tool in hands, one can thus proceed to study quantum
dynamics in the asymptotic limit of high quantum numbers, where classical Poisson
dynamics should prevail, entirely within the mathematical framework of functions
on R2k! . That is, in this way one first proceeds with a “dequantization” of the
quantum mechanical formalism and then studies its semiclassical limit. For affine
mechanical systems, this semiclassical limit is often studied by treating „ formally
as a variable and looking at the asymptotic expressions for the symbols, their
products and commutators, measurable quantities, etc., as „ ! 0.
However, when trying to make a more rigorous mathematical sense of Weyl’s
symbol correspondence obtained via (5.2)–(5.8), it became clear that one has to be
very careful as to which classes of operators on H and functions on R2k! should
be considered. In fact, although Weyl’s correspondence has been presented as a
map from operators to functions, in practice equations like (5.8) together with (5.6)
have often been used in the opposite direction, that is, of defining new classes
of operators, as pseudo-differential or Fourier-integral operators (see Hörmander
[27, 39, 40], or in the proper Weyl context see [36] and also [79] for asymptotics).
Therefore, this inverse direction of using a symbol correspondence, often also
referred to as “quantization”, has actually become more familiar to many people.
Moreover, it was soon realized that the symbol correspondence rule obtained
via (5.2)–(5.8) is not unique (and it was not the one originally used by Hörmander).
In fact, note that choosing T „0 .; 1/ to represent the equivalence class ŒT „0 ./ seems
to be arbitrary, but more importantly, note also that R2k! can be more generally
“almost identified” with a large family of Heisenberg groupsH2k˛ , which are defined
by modifying the product (5.2) to the more general one given by
.1; exp.i	1//  .2; exp.i	2// D .1 C 2; exp.i.	1C 	2C .Œ!C ˛.1; 2/=2„//// ;
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where ˛ is a symmetric bilinear form on R2k and different choices of ˛ are
related to different choices of “orderings” for products of operators Opj and Oqj . In
this respect, Weyl’s ordering is the symmetric one, pj qj $ . Opj Oqj C Oqj Opj /=2,
but other popularly used orderings are pj qj $ Opj Oqj and pj qj $ Oqj Opj
(normal ordering). Similarly, one can define different symbol correspondences using
complex coordinates zj D qj C ipj and Nzj D qj  ipj on R2k! ' Ck , by considering
different orderings for products of aj D Oqj C i Opj and aj D Oqj  i Opj , or by using
coherent states, etc.
Furthermore, for affine mechanical systems it is not obvious for which group
one should impose equivariance for all possible symbol correspondences. If W „0 is
another symbol correspondence satisfying (i)–(iv) but not (v), then from (5.11) we
see that it also satisfies the weaker property
.v0/ trace.AB/ D 1
.2„/k
Z
W „A
0
? W „B
0
.x/dx ; (5.12)
so that this property (v’) can be used, instead of (v), to compute quantum expectation
values within the classical formalism of functions on affine symplectic space. Then,
one can consider relaxing (iii) to an equivariance under some subgroup of aSpR.2k/
containing ER.k/ and all affine translations, like ER.k ˚ k/ or EC.k/, as long as
(v’) is still invariant under the whole affine symplectic group aSpR.2k/ (symbol
correspondences define via ˛ ¤ 0, like Hörmander’s normal ordering, are usually
not equivariant under the full group aSpR.2k/ in the strong sense of (iii)).
In other words, there are many other symbol correspondences in affine mechan-
ical systems satisfying all or most of properties (i)–(v) above and it would be
desirable to classify all such correspondences, study their semiclassical asymptotic
limit, see how these correspondences agree or disagree in this limit, etc.
For affine mechanical systems, such a complete and systematic study is not
known to us. However, in contrast to quantum affine mechanical systems, for
quantum spin-j systems the Hilbert spaces are finite dimensional, allowing for an
independent mathematical formulation of such systems, as was done in Chap. 3, and
there is never any ambiguity about which classes of operators to consider. Moreover,
for spin systems there is no doubt about the natural group of symmetries to impose
equivariance: the 3-sphere SU.2/, acting effectively via SO.3/.
Therefore, going back in time over two millennia, so to speak, and replacing
straight lines and k-planes by circles and spheres as the fundamental geometrical
objects, we can provide the complete classification and begin a systematic study
of symbol correspondences for spin systems, as is presented below in Chaps. 6–8.
But it is somewhat curious, perhaps, that while ancient Greek philosophers looked
outwards to the far sky in search of circles and spheres, modern physicists found
them by looking deeply inwards into matter.
Chapter 6
Symbol Correspondences for a Spin-j System
In Chaps. 3 and 4, quantum spin-j mechanical systems and the classical spin
mechanical system, respectively, were defined and studied in fully independent
ways. In this chapter, the two formulations are brought together via spin-j symbol
correspondences. Inspired by Weyl’s correspondence in affine mechanical systems
we investigate, for a spin-j system, symbol correspondences that associate operators
on Hilbert space to functions on phase space, satisfying certain properties.
Here we define, classify and study such correspondences, presenting explicit
constructions. Our cornerstone is the concept of characteristic numbers of a symbol
correspondence, cf. Definition 6.2.22, which provides coordinates on the moduli
space of spin-j symbol correspondences. As we shall see below, for any j a (quite
smaller) subset of characteristic numbers can be distinguished in terms of a stricter
requirement for an isometric correspondence. However, a more subtle distinction
is obtained in the asymptotic limit n D 2j ! 1, to be explored in Chap. 8. As
we shall see there in detail, not all n-sequences of characteristic numbers lead to
classical Poisson dynamics in this asymptotic limit.
6.1 General Symbol Correspondences for a Spin-j System
6.1.1 Definition of Spin-j Symbol Correspondences
Following Stratonovich, Varilly and Gracia-Bondia (cf. [67, 73]), in the spirit of
Weyl we introduce the following main definition:
Definition 6.1.1. A symbol correspondence for a spin-j quantum mechanical
system Hj ' CnC1, where n D 2j , is a rule which associates to each operator
P 2 B.Hj / a smooth function W jP on S2, called its symbol, with the following
properties:
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.i/ Linearity : The map P ! W jP is linear and injective:
.ii/ Equivariance : W jPg D .W jP /g , for each g 2 SO.3/:
.iii/ Reality : W jP.n/ D W jP .n/:
.iv/ Normalization : 1
4
:
R
S2
W
j
P dS D 1nC1 trace.P / :
(6.1)
By dropping the injectivity requirement in (i), any map
W j W B.Hj /! C1C .S2/;
satisfying properties (i)–(iv), except that it may not be injective, shall be called a
pre-symbol map. In this way, the symbol correspondences characterize a distin-
guished family of pre-symbol maps.
On the other hand, the injectivity requirement in (i) can be transformed to a
bijectivity requirement by reducing the target space of every map
W j W B.Hj / ' MC.nC 1/! PolyC.S2/n  C1C .S2/ (6.2)
which associates to each operator P its symbol W jP . We shall assume the symbols
W
j
P are polynomial functions, as indicated in (6.2), unless otherwise stated.
Remark 6.1.2. In addition to the above four axioms (6.1) one may also impose the
axiom
.v/ Isometry :
D
W
j
P ;W
j
Q
E
D hP;Qij (6.3)
as a “metric normalization” condition, where the right-hand side of Eq. (6.3) is the
normalized Hilbert-Schmidt inner product of two operators, given by
hP;Qij D
1
nC 1 hP;Qi D
1
nC 1 trace.P
Q/ ; (6.4)
n D 2j , and the left-hand side of (6.3) is the normalized L2 inner product of two
functions on the sphere, given by (4.4). Thus, condition (iv) is just a special case of
(v), namely (iv) can be stated as
.iv/0
D
1;W
j
P
E
D hI; P ij :
Berezin [10–12] was the first to investigate symbol correspondences for spin-j
systems in a more systematic way. His correspondence satisfies axioms (i)–(iv),
but not axiom (v). Varilly and Gracia-Bondia [73] were the first to systematically
investigate the rules P 7! W jP satisfying all five axioms, as previously outlined by
Stratonovich [67] for the spin-j-system version of the Weyl correspondence.
Definition 6.1.3. A Stratonovich-Weyl correspondence is a symbol correspondence
that also satisfies the isometry axiom (v).
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Remark 6.1.4. Varilly and Gracia-Bondia’s justification for axiom (v) is the need
“to assure that quantum mechanical expectations can be calculated by taking
integrals over the sphere”. However, this justification is not entirely proper, as
these latter integrals can be defined for any symbol correspondence (cf. Eq. (6.25)
and Remark 6.2.25, as well as Remark 7.1.4 and Eq. (7.3), below). This situation
mimics, in fact, the situation for symbol correspondences in affine mechanical
systems: while Weyl’s symbol correspondence satisfies property (v) given in (5.10),
many other useful symbol correspondences in affine mechanical systems do not.
6.1.2 The Moduli Space of Spin-j Symbol Correspondences
We recall that the action of SU.2/ on operators in MC.n C 1/, as explained in
Chap. 2, is by conjugation via the representation 'j W SU.2/! SU.nC 1/,
g 2 SU.2/ W A! Ag D 'j .g/A'j .g1/;
which factors to an effective action of SO.3/, while the action of SU.2/ on
polynomial functions in PolyC.S
2/n, as explained in Chap. 3, is obtained from the
standard action of SO.3/ on the two-sphere:
g 2 SU.2/ W F ! F g ; F g.n/ D F.g1n/;
so that in both spaces we have an effective left action of G D SO.3/.
Furthermore, by Proposition 4.2.2 these two spaces are isomorphic and have the
same splitting into G-invariant subspaces, both in the complex and the real case.
Therefore, by the classical Schur’s lemma (Lemma 2.1.3) applied to (4.23),
HomG.MC.nC 1/;PolyC.S2/n/ '
nY
lD0
HomG.MC.'l /;Poly.'l // ' CnC1,
(6.5)
and similarly, by restricting to the real case (4.22),
HomG.H.nC 1/;PolyR.S2/n/ '
nY
lD0
HomG.H. l /;Poly. l // ' RnC1. (6.6)
Now, note that (i) C (ii) in Definition 6.1.1 is the condition that W j is a
G-isomorphism, and (iii) assures that W j preserves the real structure. Therefore,
we have the following:
Corollary 6.1.5. Each R-linear G-map which takes Hermitian matrices to real
polynomials may be identified with a unique .nC 1/-tuple
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.c0; c1; : : :; cn/ 2 RnC1: (6.7)
In particular, the tuple corresponds to a G-isomorphism
H.nC 1/ ' PolyR.S2/n;
\ \
MC.nC 1/ ' PolyC.S2/n;
(6.8)
if and only if each cl ¤ 0 ; l D 0; 1; : : :; n .
Remark 6.1.6. The above correspondence is not canonical since there is no natural
choice of isomorphism by which one may identify matrices with functions on S2
equivariantly. This multitude of choices is a central topic in the next section, where
the numbers cl will be defined in a precise way.
But note also that the symbol W jI of the identity operator is a constant function,
say equal to c0, and then condition (iv) clearly implies
c0 D 1 ; (6.9)
namely, the symbol map respects the unit elements of the two rings in (6.2). In this
way, we can identify each W j by its real n-tuple representation:
W j $ .c1; : : :; cn/ 2 .R/n, where R D R  f0g , (6.10)
(cf. Remark 6.1.6). For an explicit definition of the numbers cl we refer to
Theorem 6.2.7 and Definition 6.2.22 below. To summarize, we have obtained the
following:
Theorem 6.1.7. The moduli space of all spin-j symbol correspondences satisfying
conditions (i)–(iv) in Definition 6.1.1 is .R/n.
Note that nothing has yet been said with respect to the isometric spin-j symbol
correspondences, i.e. the Stratonovich-Weyl symbol correspondences, which also
satisfy condition (v).
In our general setting to be developed below, we fix a representation (6.10), either
by coupled basis decomposition or more systematically in terms of operator kernels,
and relate the metric properties of W j to the numbers cl (further below, we also
present a direct way to define the symbol map introduced by Berezin).
Then, it will be seen below that condition (v) determines each cl up to sign.
6.2 Explicit Constructions of Spin-j Symbol
Correspondences
We consider the general category of spin-j symbol correspondences.
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Remark 6.2.1. The objects of this category are the symbol correspondences, while
the morphisms are induced from the transition operators to be defined later, cf.
Definition 7.1.18. Because all morphisms in this (small) category are invertible, this
is actually a groupoid, cf. Definition 7.1.19.
As a basis point on S2 we choose the north pole n0 D .0; 0; 1/, the positive z
direction (cf. Definition 3.1.4 and Remark 4.2.1), assuming that its isotropy group
is the circle group U.1/  SU.2/ in (2.37) whose fixed point set in MC.n C 1/
consists of the diagonal matrices, namely the m D 0 eigenspace of J3 D Jn0 (cf.
Eq. (3.34) and the discussion following Definition 3.3.1).
From now on, we shall often write W for W j , for simplicity, whenever
suppressing the spin number j D n=2 is not a cause for confusion.
6.2.1 Symbol Correspondences via Standard Basis
Following on the same reasoning that led to Corollary 6.1.5 above, a natural and
simple way to establish a symbol correspondence between operators and polynomial
functions is obtained by relating appropriately chosen basis for each space.
Thus, remind that for a given n D 2j , the operator space B.Hj / has the
orthogonal decomposition
MC.nC 1/ D
nX
lD0
MC.'l /
where each summand MC.'l / has its standard basis ej .l;m/;l 
 m 
 l , in
accordance with Proposition 3.3.5 and Theorem 3.3.6.
On the other hand, the space of polynomial functions on S2 of proper degree
 n
has the orthogonal decomposition
PolyC.S
2/n D
nX
lD0
Poly.'l /
where each summand Poly.'l / of polynomials of proper degree l has its standard
basis of spherical harmonics Yl;m;l 
 m 
 l .
Consequently, for a given value of n and signs "nl D ˙1, l D 1; 2; : : : ; n, we can
set up the 1-1 correspondence
0ej .l;m/ ! "nl Yl;m I  l 
 m 
 l 
 n; 0 D
p
nC 1: (6.11)
Such a correspondence is obviously isometric, therefore, if it extends linearly to
a symbol correspondence in the sense of Definition 6.1.1, then clearly all the 2n
Stratonovich-Weyl symbol correspondences are obtained in this way. In fact, by
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relaxing on the isometric requirement and allowing for scaling freedom, we have
the more general result, whose formal proof is deferred to the next section:
Proposition 6.2.2. Any symbol correspondence W j satisfying Definition 6.1.1 is
uniquely determined by non-zero real numbers cnl , l D 1; 2; : : : ; n, which yield the
explicit 1-1 correspondence
W j D W jEc W 0ej .l;m/ 7! cnl Yl;m I  l 
 m 
 l 
 n; cnl 2 R; (6.12)
where Ec is a shorthand notation for the n-string .cn1 ; cn2 ; : : :; cnn/. Furthermore, W j
is a Stratonovich-Weyl symbol correspondence if and only if cnl D "nl D ˙1, l D
1; 2; : : :; n.
Remark 6.2.3. We can now understand better the moduli space of symbol
correspondences W . Starting with the isometric ones, recall from Remark 4.2.4
that each respective standard basis of MC.'l / and Poly.'l / is uniquely defined
up to an arbitrary overall phase. Therefore, an isometric correspondence between
MC.'l / and Poly.'l / is uniquely defined modulo a relative phase zl 2 S1  C.
However, the reality requirement (iii) in Definition 6.1.1 fixes this phase to be real,
thus zl D "l D ˙1. For the non-isometric correspondences, we have the further
freedom of a relative scaling l 2 RC and, therefore, a correspondence between
MC.'l / and Poly.'l / is uniquely defined modulo a number cl D l"l 2 R.
6.2.2 Symbol Correspondences via Operator Kernel
In order to study general symbol correspondences more systematically, observe that
a diagonal matrixK gives rise to a functionK.n/ on S2 such that K.n0/ D K , and
K.n/ D Kg for n D gn0.
Proposition 6.2.4. For each symbol correspondence W D W j there is a unique
operatorK 2MC.nC 1/ such that
WP .gn0/ D trace.PKg/ (6.13)
or equivalently,
WP .n/ D trace.PK.n// D hP ; K.n/i :
Moreover, K is a diagonal matrix with real entries and trace 1.
Proof. The linear functional
OW WMC.nC 1/! C, P 7! WP .n0/
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is represented by some K such that OW .P / D trace.PK/, since the pairing
hK; P i D trace.PK/ is a Hermitian inner product. Therefore, (6.13) holds for
g D 1 and hence also in general by equivariance
WP .g
1n0/ D .WP /g.n0/ D WPg.n0/ D trace.P gK/ D trace.PKg1 /:
On the other hand, for g 2 U.1/ we have gn0 D n0 and then trace.PKg/ D
trace.PK/ holds for each P , consequently Kg D K: That is, K is fixed by U.1/
and hence K D diag.1; : : : ; nC1/. By choosing P to be the one-element matrix
Ekk it follows that k D WP .n0/ is a real number, due to the reality condition (iii).
Finally, by the normalization condition (iv)WI D 1 and hence trace.K/ D 1. ut
Definition 6.2.5. An operator kernelK 2MC.nC 1/ is a diagonal matrix with the
property that the symbol mapW defined by (6.13) is a symbol correspondence.
It follows from Proposition 6.2.4 that K has an orthogonal decomposition
K D 1
nC 1I CK1 CK2 C    CKn (6.14)
where for l  1 each Kl is a zero trace real diagonal matrix belonging to the zero
weight (or m D 0/ subspace of the irreducible summand MC.'l/ of the full matrix
space (3.56), namelyKl D kle.l; 0/ for some non-zero real number kl .
Conversely, each matrixK of this kind defines a symbol mapP ! WP by (6.13)
whose kernel (as a linear map) is a G-invariant subspace, namely the sum of those
MC.'l / for which Kl D 0: Therefore, by axiom (i) in (6.1) each Kl must be
non-zero for a symbol correspondence.
Lemma 6.2.6. Let K be a real diagonal matrix with trace.K/ D 1, and define a
symbol mapW by the formula (6.13). ThenW satisfies the normalization condition,
namely
1
4
Z
S2
WP dS D 1
nC 1 trace.P /: (6.15)
Proof. Let (6.14) be the orthogonal decomposition of K , where Kl 2 MC.'l / may
possibly be zero, and let dg denote the normalized measure on SU.2/. Then
1
4
Z
S2
WP dS D
Z
SU.2/
WP .gn0/dg D
Z
SU.2/
trace.PKg/dg D
D trace

P
Z
SU.2/
Kgdg

D trace
"
P
 
1
nC 1I C
nX
lD1
Z
SU.2/
Q'l.g/dg

Kl
!#
;
where the operator Q'l.g/ 2 GL.MC.'l // is the action of g on the vector space
MC.'l /, in particular
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Q'l.g/Kl D Kgl D 'l.g/Kl'l .g/1:
Since the representation g ! Q'l.g/ is irreducible, it follows by standard represen-
tation theory that
Z
SU.2/
Q'l.g/dg D 0,
and this proves the identity (6.15). ut
Putting together the above results yields the following classification of all
possible symbol correspondences:
Theorem 6.2.7. The construction of symbol maps W D W j in terms of operator
kernels K D Kj by the formula (6.13) establishes a bijection between symbol
correspondences and real diagonal matrices in MC.nC 1/ of type
Kj D 1
nC 1I C
nP
lD1
cl
s
2l C 1
nC 1 e
j .l; 0/; cl ¤ 0 real, (6.16)
where ej .l; 0/ 2MC.'l / is the traceless diagonal matrix of unit norm given by
ej .l; 0/ D .1/
l
lŠ
p
2l C 1
s
.n  l/Š
.nC l C 1/Š
lX
kD0
.1/k
 
l
k
!
J lk J lCJ k (6.17)
(cf. Theorem 3.3.6). In particular, the symbol correspondence W j defined by
formula (6.13) is determined by the n-tuple .c1; c2; : : :; cn/ 2 .R/n.
Definition 6.2.8. The non-zero real numbers c1; c2; : : :; cn will be referred to as the
characteristic numbers of the operator kernelK .
In the general context of Theorem 6.2.7, we now distinguish the symbol
correspondences of the kind originally defined by Berezin, as follows.
Definition 6.2.9. A Berezin symbol correspondence is a symbol correspondence
whose operator kernelK is a projection operator… (cf. e.g. [57]).
Since the trace of a projection operator is its rank, it follows that … must be a
one-element matrix …k D Ekk for some 1 
 k 
 n C 1 D 2j C 1. Namely, the
expansion (6.16) of …k in the coupled standard basis reads
…k D .1/kC1 j jmj.m/i D 1nC1I C .1/kC1
nP
lD1
C
j; j;l
m;m;0e.l; 0/ ; (6.18)
where m D j  k C 1 ;
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(cf. (3.32) and (3.40)) and hence each Clebsch-Gordan coefficient in the above sum
must be non-zero in the Berezin case. We state this result as follows:
Proposition 6.2.10. For a spin-j quantum system Hj D CnC1, the Berezin symbol
correspondences are characterized by having as operator kernel a projection…k D
Ekk; 1 
 k 
 nC 1, for those k such that the following Clebsch-Gordan coefficients
are non-zero:
C
j; j;l
m;m;0 ¤ 0; m D j  k C 1; 1 
 l 
 n D 2j : (6.19)
Equivalently, the kth entry of each diagonal matrix e.l; 0/, l D 1; 2; : : :; n, must be
non-zero.
Remark 6.2.11. The traceless matrix e.l; 0/ has the following symmetry
e.l; 0/ D diag.d1; d2; : : :; dnC1/; di D ˙dnC2i :
When n D 2j is odd, namely half-integral spin j , we conjecture that the
Berezin condition (6.19) holds for each k. We have checked this for all n < 20
say, since for these cases the above matrices e.l; 0/ can be calculated easily using
computer algebra. However, for integral values of j the Berezin condition fails
for the projection operator …k when k D n=2 C 1. Moreover, d2 D 0 holds for
n D l.l C 1/ D 6; 12; 20; : : :, so in these dimensions the Berezin condition also
fails for…2 and …n. We will come back to this discussion in Sect. 6.2.4.
On the other hand, d1 ¤ 0 always holds, and consequently the Berezin
condition (6.19) is satisfied for k D 1 and k D nC1. Therefore, for all n D 2j 2 N,
the operators…1 and …nC1 always yield Berezin symbol correspondences.
Definition 6.2.12. The symbol obtained via the projection operator …1 will be
called the standard Berezin symbol.
Remark 6.2.13. The standard Berezin symbol correspondence generalizes to spin
systems the method of correspondence via “coherent states” originally introduced
for affine quantum mechanics [33, 70]. In fact, this method can be applied in more
general settings (cf. [53]) and the original papers by Berezin were already cast in the
more general context of complex symmetric spaces [10–12]. Actually, the originally
defined coherent state in affine quantum mechanics is one of many, so it can be
called the standard one. Similarly, we shall call Berezin’s the standard coherent
state of a quantum spin-j system when we generalize it, in Sect. 6.2.4.
General Metric Relation
Now, the following proposition sets a general “metric” relation, similar to axiom (v)
in Remark 6.1.2 which is valid for all symbol correspondences.
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Let K in (6.14) and (6.16) be given, write e.0; 0/ D 1p
nC1I , let P 2 MC.nC 1/
and consider the orthogonal decompositions
P D
nP
lD0
Pl D
nP
lD0
lP
mDl
alme.l;m/, K D
nX
lD0
Kl D
nX
lD0

le.l; 0/ : (6.20)
Proposition 6.2.14. Any symbol correspondenceW satisfies the metric identity
˝
WP ;WQ
˛ D
nP
lD0

2l
2l C 1 hPl ;Qli D
nP
lD0
.cl /
2
nC 1 hPl;Qli (6.21)
where the 
l and cl are related by

l D cl
s
2l C 1
nC 1 ; cf. (6.16) and (6.20), Theorem 6.2.7.
Proof. From (6.13) and (6.20), we have that
WP .gn0/ D
nP
lD0
trace.PlK
g/ D
nP
lD0
nP
l 0D0
lP
mDl
almtrace.e.l;m/K
g
l 0/
D
nP
lD0
nP
l 0D0
lP
mDl
alm
l 0 trace.e.l; m/e.l 0; 0/g/ D
nP
lD0
lP
mDl
.1/malm
lDlm;0.g/
where the inner product
Dlm;0.g/ D he.l;m/; e.l; 0/gi D trace..1/me.l;m/e.l; 0/g/
is a Wigner D-function, namely a matrix element of the unitary matrix Dl.g/
representing the action of g on the irreducible operator subspace MC.'l / ' C2lC1.
Consequently, expandingQ 2MC.nC 1/ similarly to (6.20) we obtain
1
4
R
S2
WP.n/WQ.n/dS D
R
G
WP.gn0/WQ.gn0/dg
D
nP
lD0
nP
l 0D0
lP
mDl
l 0P
m0Dl 0
Nalmbl 0m0
l
l 0
R
G
Dlm;0.g/D
l 0
m0;0.g/dg
D
nP
lD0
lP
mDl
Nalmblm
2l
R
G
ˇ
ˇDlm;0.g/
ˇ
ˇ2 dg
D
nP
lD0
lP
mDl
Nalmblm 

2
l
2l C 1 D
nP
lD0
trace.P l Ql/

2l
2l C 1
6.2 Explicit Constructions of Spin-j Symbol Correspondences 87
where we have used the well-known Frobenius-Schur orthogonality relations for the
matrix elements Dlm;m0.g/ of irreducible unitary representations. ut
From (6.21) we also deduce the formula
.cl /
2 D .nC 1/kWP k
2
kP k2 , for any non-zero P 2MC.'l /: (6.22)
Corollary 6.2.15. For each j , W j is a Stratonovich-Weyl symbol correspondence
if and only if the characteristic numbers are
cl D "l D ˙1; l D 1; : : :; n D 2j (6.23)
and consequently there are precisely 2n different symbol maps W j of this type, in
agreement with Theorem 1 of [73].
Remark 6.2.16. Formula (6.22) also gives .c0/2 D 1; but the value c0 D 1
in (6.23) is already excluded by the normalization axiom (iv), cf. (6.1) and (6.9).
Summary 6.2.17. It follows from (6.21) that each symbol correspondence becomes
an isometry by appropriately scaling the (Hilbert-Schmidt) inner product on each
of the irreducible matrix subspaces MC.'l /. The moduli space of all symbol
correspondences is .R/n, having 2n connected components, and each symbol
correspondence can be continuously deformed to a unique Stratonovich-Weyl
symbol correspondence in the moduli space .Z2/n.
Covariant-Contravariant Duality
Given an operator kernelK in the sense of Definition 6.2.5 and Theorem 6.2.7, it is
also possible to define a symbol correspondence QW via the integral equation
P D nC 1
4
Z
S2
QWP .gn0/KgdS D nC 1
4
Z
S2
QWP .n/K.n/dS (6.24)
where n D gn0 2 S2 D SO.3/=SO.2/ andKg D K.n/, cf. also (6.13).
Definition 6.2.18. The symbol map
QW D QW j;K W B.Hj / 'MC.nC 1/! PolyC.S2/n  C1C .S2/
defined implicitly by Eq. (6.24) is called the contravariant symbol correspondence
given by the operator kernelK . On the other hand, the symbol map
W D W j;K W B.Hj / 'MC.nC 1/! PolyC.S2/n  C1C .S2/
defined explicitly by Eq. (6.13) is called the covariant symbol correspondence given
by the operator kernelK .
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Remark 6.2.19. This terminology of covariant and contravariant symbol correspon-
dences was introduced by Berezin [12]. See also Remark 6.2.25, below.
Proposition 6.2.20. Let K be the operator kernel for a Stratonovich-Weyl covari-
ant symbol correspondence W j;K , that is, cl D ˙1 ; 1 
 l 
 n. Then,QW j;K  W j;K , that is, for any operator P 2 B.Hj /, QWP  WP 2 C1C .S2/.
In other words, for a Stratonovich-Weyl symbol correspondence, the covariant and
the contravariant symbol correspondences (defined by K) coincide.
Proof. From (6.24) and (6.13), we have that
trace.PQ/ D nC 1
4
Z
S2
QWP .n/WQ.n/dS ; (6.25)
but, since W j;K is an isometry (cf. (6.4)),
trace.PQ/ D nC 1
4
Z
S2
WP .n/WQ.n/dS :
Since both equations are valid 8P;Q 2 B.Hj /, it follows that QWP  WP . ut
On the other hand, by analogous reasoning from Eqs. (6.24) and (6.13) and the
metric identity (6.21), there is the following more general result:
Theorem 6.2.21. LetK be determined by the characteristic numbers c1; c2; : : :; cn,
as explained by Theorem 6.2.7, and let
W j;K W B.Hj / ' MC.nC 1/! PolyC.S2/n  C1C .S2/
be the covariant symbol correspondence defined explicitly by Eq. (6.13). Then,
W j;K  QW j; QK W B.Hj /! C1C .S2/ ; (6.26)
where
QW j; QK W B.Hj / ' MC.nC 1/! PolyC.S2/n  C1C .S2/
is the contravariant symbol correspondence defined implicitly by equation
P D nC 1
4
Z
S2
QWP.n/ QKgdS ; (6.27)
with the operator kernel QK determined by the characteristic numbers Qc1; Qc2; : : :; Qcn,
where
Qcl D 1
cl
: (6.28)
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In other words, (6.27) and (6.28) hold iff QW QKP .n/ D trace.PKg/ D W KP .n/.
As a direct consequence of the above theorem, the relation between the covariant
symbol correspondence W given by an operator kernel K and the associated
contravariant symbol correspondence QW given by the same operator kernel K can
be expressed as follows. For any P DPnlD0 Pl 2 B.Hj /, we have
QWP D
nX
lD0
QWPl D
nX
lD0
1
.cl /2
WPl ; (6.29)
WP D
nX
lD0
WPl D
nX
lD0
.cl /
2 QWPl : (6.30)
Definition 6.2.22. The non-zero real numbers c1; c2; : : :; cn, which are the
characteristic numbers of the operator kernel K defining the covariant symbol
correspondence W W B.Hj / ! C1C .S2/ explicitly by Eq. (6.13), will also be
referred to as the characteristic numbers of the symbol correspondenceW .
Definition 6.2.23. A symbol correspondence is characteristic-positive if all cl > 0.
Definition 6.2.24. The unique characteristic-positive Stratonovich-Weyl symbol
correspondence, for which all characteristic numbers are 1, i.e. cl D 1; l D
1; : : :; n, is called the standard Stratonovich-Weyl symbol correspondence and is
denoted by
W
j
1 W B.Hj / 'MC.nC 1/! PolyC.S2/n  C1C .S2/ :
Remark 6.2.25. There is a duality W  ! QW between symbol correspondences,
namely for a given K the covariant symbol correspondence W Kand the con-
travariant symbol correspondence QW K are dual to each other. According to Theo-
rem 6.2.21, the passage to the dual symbol correspondence is described by inverting
the characteristic numbers, that is, by the replacement ci ! c1i . Thus, if K
(resp. QK) has characteristic numbers fcig (resp. fc1i g), then QW K D W QK and,
as observed in Theorem 6.2.21, QW QKcoincides with W K . The Stratanovich-Weyl
symbol correspondences are precisely the self-dual correspondences for a spin-j
system.
We now turn to the formal proof of Proposition 6.2.2 of Sect. 6.2.1.
Proof of Proposition 6.2.2. To see why the choice cnl  cl in (6.12) yields an
operator kernel K given by the formula (6.16), we apply formula (6.13) with
P D e.l; 0/ and g D e, and use the fact that Yl;0 takes the value
p
2l C 1 at
the north pole n0 D .0; 0; 1/. The second part of the proposition is immediate (cf.
Corollary 6.2.15). ut
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Remark 6.2.26. The numbers cl  cnl of Proposition 6.2.2 are precisely the char-
acteristic numbers of W in the sense of Definition 6.2.22. The notation cnl instead
of cl is to emphasize their dependence on n D 2j , whenever this dependence is an
important issue. We also denote by Ec the n-string .c1; c2; : : :; cn/  .cn1 ; cn2 ; : : :; cnn/,
as in (6.12), and by 1Ec the n-string .
1
c1
; 1
c2
; : : :; 1
cn
/. The notationWEc for W K will be
heavily used in the sequel. In particular, the dual of WEc is QWEc D W1
Ec
.
6.2.3 Symbol Correspondences via Hermitian Metric
Let n D 2j , as usual. We shall construct a symbol map
B W B.Hj / 'MC.nC 1/! PolyC.S2/n  C1C .S2/
with the appropriate properties, using the Hermitian metric on the underlying Hilbert
space Hj ' CnC1, which we may take to be the space of binary n-forms.
First of all, consider the following explicit construction of a map:
ˆj W C2 ! CnC1 ; C2 	 S3.1/! S2nC1.1/  CnC1; (6.31)
z D .z1; z2/ 7! ˆj .z/ D QZ D .zn1;
v
u
u
t
 
n
1
!
zn11 z2; : : : ;
v
u
u
t
 
n
k
!
znk1 zk2 ; : : : ; zn2/
where the components of QZ can be regarded as normalized binary n-forms, so that,
for S3.1/ being the unit sphere in C2, S2nC1.1/ is the unit sphere in CnC1 (cf. the
discussion at the end of Sect. 2.2, in particular Eq. (2.44)). As a consequence, as
SU.2/ acts on C2 by the standard representation '1=2, the induced action on n-forms
is the irreducible unitary representation
'j W SU.2/! SU.nC 1/
and the map ˆj is 'j -equivariant. Next, consider the Hopf map
 W S3.1/! S2 ' CP1, .z/ D Œz1; z2 D n; (6.32)
also described in (2.31), which is equivariant when SU.2/ acts on S2 by rotations
via the induced homomorphism W SU.2/! SO.3/, cf. Sect. 2.2.
And finally, let h W CnC1  CnC1 ! C be the usual Hermitian inner product
which is conjugate linear in the first variable. Then we have the following:
Theorem 6.2.27. The map B that associates to each operator P 2MC.nC 1/ the
function BP on S2 defined by
BP .n/ D h. QZ;P QZ/; (6.33)
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is a symbol correspondence, according to Definition 6.1.1, whose operator kernel,
according to Definition 6.2.5, is the projection operator…1.
The proof of Theorem 6.2.27 follows from the set of lemmas below:
Lemma 6.2.28. The function BP is well defined and SU.2/-equivariant.
Proof. First, note that BP is well defined because
ˆ.ei	z/ D ein	 QZ, h.ein	 QZ;Pein	 QZ/ D h.ein	 QZ; ein	P QZ/ D h. QZ;P QZ/:
By the identity ˆ.gz/ D 'j .g/ QZ, SU.2/-equivariance of B is seen as follows:
BPg.n/ D h. QZ;P g QZ/ D h. QZ;'j .g/P'j .g/1 QZ/ D h.'j .g/1 QZ;P'j .g/1 QZ/
D h.ˆ.g1z/; Pˆ.g1z// D BP ..g1z// D BP .g1n/ D .BP /g.n/:
ut
Lemma 6.2.29. The map B W P 7! BP satisfies the reality condition.
Proof. By the definition of BP ,
BP .n/ D h. QZ;P QZ/ D
nX
iD0
nX
jD0
bi bj pjiz
ni
1 z
i
2z1
nj z2
j
D
X
i
b2i piijz1j2.ni/jz2j2i C
X
j<i
bi bj jz1j2.ni/jz2j2j Œpij.z1z2/ij C pji.z1z2/ij ;
where we have written bi D
q
n
i

for simplicity. Now, the replacement P ! P 
means pii ! pii and
Œpij.z1z2/
ij C pji.z1z2/ij ! Œpij.z1z2/ij C pji.z1z2/ij ;
and consequently BP .n/ D BP .n/. ut
Lemma 6.2.30. The map B W P 7! BP is injective.
Proof. The kernel of B is Ker.B/ D K D fP 2MC.nC 1/IBP D 0g; which is an
SU.2/-invariant subspace ofMC.nC 1/ D
nX
lD0
MC.'l /, so assuming K ¤ 0 it splits
as a direct sum of irreducible subspaces
Ker.B/ D K D
kX
iD1
K.'li / ;
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then each of the summands has a zero weight vector jli0 >, namely there is some
non-zero diagonal matrix
D D .d0; d1; : : :; dn/0 2 K
and consequently, for each n 2 S2 there is the linear equation
BD.n/ D h. QZ;D QZ/ D
nX
iD0
dib
2
i z
ni
1 z
i
2z1
niz2i D
nX
iD0
dib
2
i jz1j2.ni /jz2j2i D 0
for the “variables” di . Clearly, the only common solution is di D 0 for each i , so
we must have K D 0. ut
Lemma 6.2.31. The map B can be expressed by the formula
BQ.gn0/ D trace.Q…g1/, g 2 SU.2/; (6.34)
where n0 D .0; 0; 1/ 2 S2 is the north pole, and…1 is the projection operator
…1 D diag.1; 0; 0; : : :; 0/:
Proof. Referring to (6.31) and (6.32), we have
ˆ.1; 0/ D QZ0 D .1; 0; : : : ; 0/ and .1; 0/ D n0;
consequently forQ D .qij/; 1 
 i; j 
 nC 1,
BQ.n0/ D h. QZ0;Q QZ0/ D q11 D trace.Q…1/:
Therefore (6.34) holds for g D e, and hence by the equivariance of B , BQ.gn0/ D
B
Qg
1 .n0/ D trace.Qg1…1/ D trace.Q…g1/ ut
Corollary 6.2.32. The map B is the standard Berezin symbol correspondence (cf.
Definition 6.2.12).
Remark 6.2.33. Berezin [12] introduced his symbol correspondence in a manner
similar to, but not equal to the one presented here. Instead of using the space of
homogeneous polynomials in two variables hP n
C
.z1; z2/, Berezin used the represen-
tation on the space of holomorphic polynomials on the sphere Holn.S2/. As the two
representations are intimately connected (see the discussion at the end of Sect. 2.2),
it is not hard to see that the symbols obtained by Eq. (6.33) coincide with Berezin’s
original definition of covariant symbols on the sphere.
Now, the characteristic numbers of the standard Berezin symbol correspondence
are the characteristic numbers of the symbol map whose operator kernel K is the
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projection operator…1. Thus for each n D 2j there is a string Eb of n characteristic
numbers possibly depending on n, which in this case shall be denoted by bnl , namely
Eb D .bn1 ; bn2 ; : : : ; bnl ; : : : ; bnn/:
According to (6.16), these numbers are expressed by the inner product
bnl D
r
nC 1
2l C 1
˝
…1; ej .l; 0/
˛ D
r
nC 1
2l C 1e
j .l; 0/1;1, (6.35)
where ej .l; 0/1;1 denotes the first entry of the diagonal matrix ej .l; 0/.
From Remark 3.3.11, Eqs. (3.83) and (3.84), we have that
bnl D
r
nC 1
2l C 1C
j;j;l
j;j;0 : (6.36)
Thus, the explicit expression for bnl can be obtained from the general formulae
for Clebsh-Gordan coefficients, as (3.47). But it can also be obtained directly by
induction, as shown in Appendix 10.5. The result is expressed below.
Proposition 6.2.34. The characteristic numbers bnl of the standard Berezin symbol
correspondence are given explicitly by
bnl D
s
n.n  1/: : :.n  l C 1/
.nC 2/.nC 3/: : :.nC l C 1/ D
q
n
l

q
nClC1
l
 D
nŠ
p
nC 1
p
.nC l C 1/Š.n l/Š :
(6.37)
Corollary 6.2.35. The standard Berezin symbol correspondence is characteristic-
positive and, 8l 2 N, its characteristic numbers bnl expand in powers of n1 as:
bnl D 1 
1
n
 
l C 1
2
!
C 1
n2
8
<
:
1
2
 
l C 1
2
!2
C
 
l C 1
2
!9
=
;
 1
n3
8
<
:
1
6
 
l C 1
2
!3
C 4
3
 
l C 1
2
!2
C
 
l C 1
2
!9
=
;
C : : : (6.38)
According to Summary 6.2.17, the standard Berezin symbol correspondence,
with operator kernel being the projection operator …1, can be continuously
deformed to the standard Stratonovich-Weyl symbol correspondence. On the other
hand, according to Remark 6.2.11, 8n  1, the projection operator …nC1 is also
the operator kernel of a Berezin symbol correspondence. Can it be defined via the
Hermitian metric h? What are its characteristic numbers?
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Proposition 6.2.36. Let  W C2 ! C2 be given by
 W z D .z1; z2/ 7! .Nz2; Nz1/
and let ˆ D ˆ ı  W C2 ! CnC1, for ˆ as in (6.31). The map
B WMC.nC 1/! C1.S2/ ; P 7! BP ;
defined by
BP .n/ D h.ˆ.z/; Pˆ.z// ; (6.39)
is a symbol correspondence with operator kernel …nC1 and characteristic numbers
bnl D .1/lbnl ; (6.40)
for bnl given by (6.37).
Proof. We note that, under the Hopf map  W S3  C2 ! S2 given by (2.31), the
conjugate of  , given by  ı  D ˛ ı  ; is the antipodal map ˛ W S2 ! S2,
˛ W n 7! n :
It follows that the function BP given by (6.39) satisfies BP D BP ı ˛ , that is,
8P 2 MC.nC 1/; BP .n/ D BP .n/ ; (6.41)
where BP is the standard Berezin symbol of P . Thus, clearly, all properties of
Definition 6.1.1 are satisfied for the map B.
Now, if P D 0ej .l;m/, then, according to (6.12), BP .n/ D bnlY ml .n/. On
the other hand, by (6.12) and (4.31), BP .n/ D bnl Y ml .n/ D .1/lbnl Y ml .n/.
Therefore, (6.40) follows from (6.41).
Finally,
BP .n0/ D h.Pˆ.1; 0/;ˆ.1; 0//
D h.P.0; 0; : : :; 0; 1/; .0; 0; : : :; 0; 1//
D p.nC1/.nC1/;
for P D Œpij. Thus,
BP .n0/ D trace.P…nC1/
and, by equivariance,…nC1 is the operator kernel for B. ut
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Definition 6.2.37. The symbol correspondence defined by the characteristic num-
bers bnl D .1/lbnl is called the alternate Berezin symbol correspondence.
According to Summary 6.2.17, the alternate Berezin symbol correspondence can
be continuously deformed to a Stratonovich-Weyl symbol correspondence:
Definition 6.2.38. The unique Stratonovich-Weyl symbol correspondence contin-
uously deformed from the alternate Berezin symbol correspondence is called the
alternate Stratonovich-Weyl symbol correspondence and is given by the character-
istic numbers cnl  "l D .1/l . It shall be denoted by
W
j
1 W B.Hj / ' MC.nC 1/! PolyC.S2/n  C1C .S2/ :
Definition 6.2.39. If W jEc is any characteristic-positive symbol correspondence
given by characteristic numbers cnl > 0, the symbol correspondence W
j
Ec with
characteristic numbers cnl D .1/lcnl is a characteristic-alternate symbol corre-
spondence. More generally, we say that two symbol correspondences defined by
characteristic numbers Ec D .cn1 ;    ; cnn / and Ec 0 D .cn1 0;    ; cnn 0/ stand in alternate-
relation, or antipodal-relation to each other if cnl
0 D .1/lcnl , 8l 
 n.
6.2.4 Symbol Correspondences via Coherent States
Although the Stratonovich-Weyl symbol correspondences satisfy all properties (i )–
(iv) of general symbol correspondences plus the isometry property (v) and therefore
seem to be preferable or “better” correspondences, they all seemingly fail to satisfy
a property that is satisfied by all Berezin correspondences.
To look into this, let us first recall and state some basic definitions.
Definition 6.2.40. A Hermitian operatorM 2MC.nC1/ is positive (resp. positive-
definite), if all of its eigenvalues are nonnegative (resp. positive).1 A real function
f 2 CC.S2/ is positive (resp. strictly-positive) if f .n/  0 (resp. f .n/ > 0),
8n 2 S2. Then, a pre-symbol map MC.n C 1/ ! CC.S2/ is a positive map if it
takes positive(-definite) operators to (strictly-)positive functions.
Definition 6.2.41. A symbol correspondenceW jEc W MC.nC 1/! PolyC.S2/n is
mapping-positive if it is a positive map.
Now, we know that
spanRfI; e.l; 0/g1ln D spanRf…kg1knC1 D R.nC 1/
1This definition can be generalized for a non-Hermitian operator by looking at its Hermitian factor,
but we’ll stick here to the simpler definition which requires the operator to be Hermitian.
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is the space of all real diagonal matrices insideMC.nC1/. A subset ofR.nC1/ '
R
nC1 is the set (affine hyperplane) of all trace-one real diagonal matrices
1
R
.nC 1/ D 1
nC 1I ˚ spanRfe.l; 0/g1ln  R.nC 1/;
which via (6.13) is isomorphic to the space of pre-symbol maps MC.n C 1/ !
CC.S2/. Then, a subset of 1R.n C 1/ ' Rn is the set of operator kernels of a
symbol correspondence, which is defined via (6.13), so let us denote this subset by
WŒj   1
R
.nC 1/
and we know from Theorem 6.1.7 that WŒj  ' .R/n (we recall that a pre-symbol
map is a symbol correspondence if it is injective, cf. Definition 6.1.1).
If W k1 andW k2 WMC.nC 1/! PolyC.S2/n are two Berezin correspondences
defined respectively by projectors …k1 and …k2 2 WŒj   1R.n C 1/, it follows
from (6.13) that K D a…k1 C .1  a/…k2  1R.nC 1/ is the operator kernel of a
symbol correspondence if the characteristic numbers ofK are all non-zero.
More specifically, by taking convex combinationsK D a…k1C.1a/…k2 ; a 2
Œ0; 1, all characteristic numbers of K are convex combinations of the characteristic
numbers of …k1 and …k2 with the same a 2 Œ0; 1 and, for at most n values of a, at
least one of the characteristic numbers of K vanishes. For the remaining values of
a (a dense subset of Œ0; 1), K defines a symbol correspondence via (6.13).
Following standard terminology in quantum mechanics, we have:
Definition 6.2.42. If …Ev is the projector on the 1-dimensional subspace generated
by Ev 2 Hj ' CnC1, then …Ev is a pure state. Given two pure states, …Ev1 ;…Ev2 , any
convex combination Sa D a…Ev1 C .1  a/…Ev2 , a 2 Œ0; 1, defines a mixed state
if a ¤ 0; 1. More generally, S 2 B.Hj / ' MC.n C 1/ is a generalized state, or
simply a state, if S is any convex combination of any number of pure states.
Proposition 6.2.43. An operator S 2 B.Hj / 'MC.nC 1/ is a state if and only if
S is a positive Hermitian operator of trace 1.
Proof. The “only if” direction is immediate from Definition 6.2.42. On the other
hand, if S is a positive Hermitian operator of trace 1, then it can be diagonalized
and all its eigenvalues ak satisfy ak  0 and furthermore a1C a2C   C anC1 D 1.
Hence, S is a convex combination of its eigen-projectors. ut
Thus, for the standard spin-j basis, let
Convf…kgnC1  1R.nC 1/
denote the convex hull of all 1-dimensional projectors …k, that is, P 2
Convf…kgnC1 iff P D a1…1Ca2…2C  CanC1…nC1, s.t. a1Ca2C   anC1 D 1,
R 3 ak  0;8k.
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Then, Convf…kgnC1  1R.nC 1/ defines the set of all states which are fixed by
the 1-torus, or circle group U.1/ D fexp .itJ3/; t 2 Rg, and therefore defines the
set of all J3-invariant states. Then we have the following:
Theorem 6.2.44. An operator kernelK 2WŒj  defines a mapping-positive symbol
correspondenceW j WMC.nC 1/! PolyC.S2/n via Eq. (6.13) if and only if K is
a J3-invariant state, that is, K 2WŒj  \ Convf…kgnC1.
Proof. First, recall from linear algebra that a Hermitian operatorM 2 MC.nC1/ is
positive iffM D SS , for some S 2MC.nC1/, andM D SS is positive-definite
iff det.S/ ¤ 0 (in this latter case, there is a unique upper triangular matrix S
with positive diagonal elements and this factorization of M is called the Cholesky
decomposition).
Now, if… is the projector onto the 1-dimensional subspace spanned by a unitary
vector Ev 2 CnC1, then … D …Ev D .Ev/.Ev/, where .Ev/ is the .nC 1/-column vector
representing Ev in a certain basis. It follows that
trace.…EvM/ D trace..Ev/.Ev/SS/ D trace.S.Ev/.S.Ev/// D jSEvj2  0 ;
(6.42)
with strict inequality if S is non-singular, i.e. M is positive-definite.
Then, from (6.13) and (6.42) we have that
trace.…gkM/ D trace.'j .g/…k'j .g/SS/ D trace.S'j .g/…k'j .g/S/
D trace.T…kT / D trace.…kT T /  0; (6.43)
where T D S'j .g/ and, again, strict inequality follows if det.T / D det.S/ ¤ 0.
Since (6.43) holds for all g 2 G D SU.2/, it follows that the pre-symbol map
Bj;k WMC.nC 1/! CC.S2/ ; M 7! trace.…gkM/; g 2 G;
is a positive map, that is, Bj;k.M/ D Bj;kM 2 CC.S2/ is a positive function if M is
a positive operator. And it follows immediately that if K 2 Convf…kgnC1, then the
pre-symbol mapM 7! trace.KgM/; g 2 G, is a positive map.
Therefore, this pre-symbol map is a mapping-positive symbol correspondence if
all characteristic numbers are non-zero.
We have proved that if K 2 WŒj  \ Convf…kgnC1, then K defines a
mapping-positive symbol correspondence via (6.13).
On the other hand, ifK 2WŒj nConvf…kgnC1, thenK D a1…1Ca2…2C  C
anC1…nC1 such that a1 C a2 C   anC1 D 1, but at least one ak < 0. Then, if M
is a positive diagonal matrix whose only positive eigenvalue is the kth eigenvalue,
it follows that trace.KM/ < 0 and thereforeK does not define a mapping-positive
symbol correspondence via (6.13). ut
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Remark 6.2.45. We recall from Definition 3.1.4 that a standard basis of Hj is a set
of eigenstates of Jn0 D J3 and, since this universal convention of singling out J3
is used throughout the whole book, one might wonder why we are emphasizing in
the statement of Theorem 6.2.44 that these states are J3-invariant states. The reason
will become clear a bit further below, after Definition 6.2.50.
The following corollary of Theorem 6.2.44 is immediate:
Corollary 6.2.46. Every Berezin spin-j symbol correspondence is a mapping-
positive symbol correspondence.
Remark 6.2.47. On the other hand, clearly not all mapping-positive spin-j symbol
correspondences are of Berezin type. Although there are at most n C 1 Berezin
spin-j symbol correspondences, clearly the set WŒj  \ Convf…kgnC1 is dense
in Convf…kgnC1, which has positive measure in the space of pre-symbol maps
1
R
.nC 1/ ' Rn (for its standard measure, say), so the set of all mapping-positive
symbol correspondences has positive measure in the moduli-space .R/n of all
spin-j symbol correspondences (with its induced measure from Rn).
However, we seem to have the following:
Conjecture 6.2.48. No Stratonovich-Weyl spin-j symbol correspondence is a
mapping-positive symbol correspondence.
We have verified this conjecture for small j , namely in the range 1=2 
 j 
 3,
but we leave the general case as an open problem. Here we show the argument for
j 
 3=2, using the matrices exhibited in Examples 3.3.8–3.3.10.
Thus, we must check that if K is the J3-invariant operator kernel of a
Stratonovich-Weyl symbol correspondence in the sense of (6.13), then K is not
a J3-invariant state, i.e., K … Convf…kgnC1.
We start with j D 1=2, i.e. n D 1. In this case, K is the kernel of a
Stratonovich-Weyl symbol correspondence iff K D 1
2
.I ˙ p33/. On the other
hand, K 2 Convf…kg2 iff K D 12 .I C 3/;  2 Œ1; 1. But clearly, ˙
p
3 …
Œ1; 1.
We now look at j D 1, i.e. n D 2. From Example 3.3.9 and (6.16) we have that
K is the operator kernel of a Stratonovich-Weyl symbol correspondence iff
K D
 p
2C 3"1 C
p
5"2
3
p
2
!
…1C
 
1p10"2
3
!
…2C
 p
2  3"1 C
p
5"2
3
p
2
!
…3 ;
where "l D ˙1. But if a1…1Ca2…2Ca3…3 2 Convf…kg3, then necessarily every
ak 2 Œ0; 1. But clearly, 1
p
10"2
3
… Œ0; 1.
Similarly for the case j D 3=2, i.e. n D 3, from Example 3.3.10 and (6.16), K
is the operator kernel of a Stratonovich-Weyl symbol correspondence iff
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K D
 p
5C 3p3"1 C 5"2 C
p
7"3
4
p
5
!
…1 C
 p
5Cp3"1  5"2  3
p
7"3
4
p
5
!
…2
C
 p
5 p3"1  5"2 C 3
p
7"3
4
p
5
!
…3 C
 p
5  3p3"1 C 5"2 
p
7"3
4
p
5
!
…4
where again "l D ˙1. But again, K 2 Convf…kg4 only if all coefficients ak of …k
lie in Œ0; 1, which one can verify not to be the case for any choice of "l ’s.
We have checked the validity of this conjecture up to j D 3, i.e., n D 6, but no
further. Thus, one way to prove (or disprove) the conjecture for the general case, is
to show that for every n 2 N there is no choice of "l D ˙1 ; 1 
 l 
 n D 2j , (or
there is at least one such choice) such that all ak 2 Œ0; 1; 1 
 k 
 nC 1, where
ak D 1
nC 1 C .1/
kC1
nX
lD1
"l
s
2l C 1
nC 1 C
j; j; l
m;m;0 ; m D j  k C 1 : (6.44)
Remark 6.2.49. For affine mechanical systems, a statement partially analogous to
Conjecture 6.2.48 is well-known to be true. Namely, the Weyl symbol correspon-
dence, which satisfies a similar isometry condition (cf. (5.10)) and is the analogue
of the standard Stratonovich-Weyl symbol correspondence, also does not satisfy
a similar positivity condition. In that context, the Weyl symbol of a pure state  
is called the Wigner function of  and the very well-known fact that the Wigner
function of a pure state takes on negative values has important consequences.
Hence, assuming the validity of Conjecture 6.2.48, the set of isometric spin-j
symbol correspondences is disjoint from the set of mapping-positive ones. This
latter property (mapping-positivity) often plays a helpful role in some analytical
investigations of the symbols, while the isometry property simplifies and clarifies
matters considerably in other aspects, so we have a competition between these two
kinds of spin-j symbol correspondences and none seems to possess both properties.
For the sake of further clarity, it is useful to recall some other standard
terminology from quantum mechanics:
Definition 6.2.50. If S is a J3-invariant state, that is S 2 Convf…kgnC1, let
Sg D 'j .g/S'j .g/1 D S.n/; n D gn0: (6.45)
Then, Sg D S.n/ is a coherent state.
More precisely, Sg D S.n/ is actually a family of states parametrized by the
points on the 2-sphere, such that for each n 2 S2, Sg D S.n/ is a state which is
fixed by the circle group U.1/ D fexp .itJ.n//; t 2 Rg, where
J.n/ D J g3 D 'j .g/J3'j .g/1; n D gn0: (6.46)
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The point being that, as n varies along the sphere, the state S.n/ also varies in a
“coherent” way, that is, equivariantly with respect to the SU.2/ group action.2
Lemma 6.2.51. The operator-valued function on S2 defined in (6.46) is “the
component of total angular momentum J in the direction n”, that is, J.n/ D Jn D
n  J.
Proof. Both functions agree at the north pole, J.n0/ D Jn0 D J3, and are defined
as functions on S2 via left action of SO.3/. ut
Definition 6.2.52. If S is a state (cf. Definition 6.2.42 and Proposition 6.2.43) and
P 2 B.Hj / is an operator, then trace.SP / is the expectation value of the operator
P in the state S , or simply the expectation of P in S .
It follows that every mapping-positive symbol correspondence is defined as the
set of expectation values of operators in a certain coherent (family of) state(s).
That is, ifW j is the symbol correspondence defined by the operator kernelK D
S 2 Convf…kgnC1 \WŒj  via (6.13), then for any operator P 2 MC.n C 1/, its
symbolW jP is the function whose value at any point n 2 S2 is the expectation value
of P in the state S.n/ D Sg.
For the standard Berezin correspondence, S>.n/ D Sg> D …g1 is called the
highest-weight or standard coherent (family of) state(s), cf. Remark 6.2.13. For the
alternate case, S<.n/ D Sg< D …gnC1 is the lowest-weight coherent state.
Thus, one important subset of general spin-j symbol correspondences is the set of
all symbol correspondences defined by coherent states (the mapping-positive ones)
and another important subset of general symbol correspondences is defined by the
isometric ones. But assuming Conjecture 6.2.48, these two subsets are disjoint.
Now, in view of the above discussion, it would be interesting to have other
explicit examples of spin-j symbol correspondences that are defined by coherent
states. To this end, let us start from the pre-symbol maps defined by projectors,
and denoting the characteristic numbers of the standard and alternate Berezin
correspondences by
bnl D bnl .1/ ; bnl D bnl .nC 1/ ,
we have from (6.16) and (6.18) that
bnl .k/ D .1/kC1
r
nC 1
2l C 1C
j; j; l
m;m;0 ; m D j  k C 1 ; (6.47)
are the characteristic numbers of a Berezin correspondence defined via (6.13) by
K D …k , provided that bnl .k/ ¤ 0 ;8l D 1; 2;    ; n. So, the decisive question
is whether the Clebsch-Gordan coefficients in (6.47) vanish or not.
2Although in the literature it is more common to find the term “coherent state” referring to a
coherent family of pure states, for our purposes such a strict restriction is not appropriate.
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However, even though these coefficients are special cases, closed formulae for
C
j;j;l
m;m;0 are not known for every m. But irrespective of the latter non-vanishing
condition, we will still refer to bnl .k/ as the characteristic numbers of the Berezin
pre-symbol map defined byK D …k via (6.13).
Let us consider some cases of (6.47). First note that m lies in the range j 

m 
 j , and the extreme cases m D j and m D j refer to the well-known
standard and alternate Berezin cases, k D 1 and k D n C 1, respectively, which
as mentioned above, refer to the highest-weight and lowest-weight coherent states.
Therefore, these symbol correspondences could also be called the highest-state and
the lowest-state spin-j symbol correspondences.
From the cases k D 1 and k D nC 1 one can easily determine the coefficients
for k D 2 and k D n using some recursive formulas (cf. [74]), so we get for n > 2;
bnl .2/ D

1  l.l C 1/
n

bnl ; b
n
l .n/ D

1  l.l C 1/
n

bnl : (6.48)
Consequently, both …2 and …n fail to be the operator kernel of a symbol corre-
spondence whenever n D 2j can be expressed as the product n D l.l C 1/ > 2
for some integer l , namely n D 6; 12; 20; 30; : : : (cf. Remark 6.2.11, where these
obstructions were stated without explicit formulas for the characteristic numbers
and it is observed that, at least for n 
 20, no bnl .k/ vanishes when n is odd).
To investigate other cases, it follows from the symmetry properties of the
Clebsch-Gordan coefficients (cf. (3.50)) and (6.47) that we have the general relation
bnl .k/ D .1/lbnl .nC 2  k/ ; (6.49)
that is, bnl .k/ and b
n
l .nC 2  k/ stand in alternate relation to each other.
Therefore, it suffices to look at the cases k 
 Œj C 1, where Œj C 1 denotes
the integral part of j C 1. So, let us now look at the other extremal possibility from
k D 1, in other words, let us look for a symbol correspondence which is defined by
a coherent state that is as far as possible from the highest coherent state, while still
within the convex hull of the “first half” of projectors.
Consider first the case k D j C 1, so j is integral and m D 0 in (6.47). The
Clebsch-Gordan coefficients Cj;j;l0;0;0 are described in Remark 4.2.7 (cf. (4.49)); in
particular, Cj;j;l0;0;0 is zero if and only if 2j C l is odd, that is, l is odd. In other words,
when j is an integer, the pre-symbol map defined by K D …jC1 via (6.13) is very
far from defining a symbol correspondence. Nonetheless, we shall see that …jC1
and…j can be combined to define a symbol correspondence via (6.13), whereas for
j half-integral,…jC1=2 does, in fact, define a symbol correspondence.
Thus, noting that…ŒjC1 D …jC1 when j is integer and…ŒjC1 D …jC1=2 when
j is half-integer, but that in the latter case we can write …jC1=2 D …ŒjC1=2, while
in the integral j case we have …ŒjC1=2 D …j , we define:
Definition 6.2.53. For every n D 2j 2 N, the upper-middle coherent state is the
coherent (family of) state(s) S1=2.n/ D Sg1=2 , where S1=2.n0/ D S1=2 is given by
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S1=2 D 1
2

…ŒjC1=2 C…ŒjC1

: (6.50)
Thus we note that S1=2 is a pure state when j is half-integer, but it is a mixed
state when j is integer. The notation S1=2 comes from the fact that the magnetic
moment m for this state is m D 1=2 when j is half-integer, while in the integral j
case the value 1=2 is the average (expected) value of J3 in this state, that is
trace.S1=2J3/ D trace.S1=2.n/J.n// D 1=2 ; 8n 2 S2 ; 8n D 2j 2 N : (6.51)
On the other hand, clearly the value 1=2 will not generally be the expectation
value of J.n/ in the state S1=2 D S1=2.n0/, if n ¤ n0, or equivalently, 1=2 will not
generally be the expectation value of J3 D J.n0/ in the state S1=2.n/, if n ¤ n0.
Proposition 6.2.54. For every n D 2j 2 N, the operator kernel K D S1=2 given
by (6.50) defines a spin-j symbol correspondence via (6.13), whose characteristic
numbers cnl , henceforth denoted p
n
l .1=2/, are given below.
When n D 2k  1 ; l D 2q ; pnl .1=2/ D p2k12q .1=2/ D
.1/q .2q/Š
.qŠ/2
r
2
k
.k C q/.k C q  1/    .k  q/
p
.2k C 2q/.2k C 2q  1/    .2k  2q/ : (6.52)
When n D 2k  1 ; l D 2q C 1 ; pnl .1=2/ D p2k12qC1.1=2/ D
.1/q .2q C 1/Š
.qŠ/2
r
2
k
.k C q/.k C q  1/    .k  q/
p
.2k C 2q C 1/.2k C 2q/    .2k  2q  1/ : (6.53)
When n D 2k ; l D 2q ; pnl .1=2/ D p2k2q .1=2/ D (6.54)
.1/q .2q/Š
.qŠ/2

1  q.2q C 1/
k.2k C 2/
 p
2k C 1.k C q/.k C q  1/    .k  q C 1/
p
.2k C 2q C 1/.2k C 2q/    .2k  2q C 1/ :
When n D 2k ; l D 2q C 1 ; pnl .1=2/ D p2k2qC1.1=2/ D
.1/q .2q C 1/Š
.qŠ/2
p
.2k C 1/.2k C 2q C 2/.k C q/.k C q  1/    .k  q/
2k.k C 1/p.2k C 2q C 1/.2k C 2q/    .2k  2q/ :
(6.55)
Definition 6.2.55. The spin-j symbol correspondence defined by the operator
kernelK D S1=2 shall be called the upper-middle-state symbol correspondence.
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The proof of Proposition 6.2.54 is found in Appendix 10.6.
Remark 6.2.56. While the projector …ŒjC1 fails miserably to define a symbol cor-
respondence when j is any integer, the projector…ŒjC1=2 fails to generally define a
symbol correspondence by not much. Apart from defining a symbol correspondence
for all odd values of n, it only fails to define a symbol correspondence for even
values of n D 2j when j.j C 1/ D 2p.4p C 1/, for some p 2 N (the first case is
p D 5; j D 14). For these integer values of j , the characteristic number is zero for
l D 4p (thus, the first instance of cnl D 0 is for n D 28, l D 20).
In view of relation (6.49), we can define the lower-middle coherent state as
S1=2.n/ D Sg1=2 ; where S1=2 D
1
2

…nC2ŒjC1=2 C…nC2ŒjC1

;
and the characteristic numbers of the symbol correspondence defined by this state,
called the lower-middle-state symbol correspondence, satisfy
pnl .1=2/ D .1/lpnl .1=2/: (6.56)
Remark 6.2.57. Although the upper and lower-middle-state correspondences are
mapping-positive symbol correspondences which stand in alternate relation to each
other, we see from Proposition 6.2.54 that they are neither characteristic-positive nor
characteristic-alternate correspondences, contrasting with the cases for the standard
and alternate Berezin correspondences (highest and lowest states).
This same observation applies to the Berezin correspondences with characteristic
numbers bnl .2/ and b
n
l .n/, cf. (6.48), which are always well defined when j is half-
integer or when j is an integer different from 3; 6; 10; 15: : :.D l.l C 1/=2; l  2/.
However, apart from the fact that the characteristic numbers pnl .1=2/ never
vanish, in contrast to bnl .2/, note from (6.48) that
lim
n!1 b
n
l .2/ D limn!1 b
n
l D 1 ;
while
lim
n!1p
n
l .1=2/ D .1/q
.2q/Š
.qŠ/222q
; when l D 2q is even
D 0 ; when l D 2q C 1 is odd (6.57)
and this other distinction shall be explored in Chap. 8.
Finally, we remark that there is a way to fully define the upper-middle coherent
state in an n-invariant way, complementing Eq. (6.51), by recalling another standard
definition from quantum mechanics:
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Definition 6.2.58. If S is a state and P 2 B.Hj / is an operator, then
p
trace.SP 2/ .trace.SP //2
is the standard deviation of the operator P in the state S , or simply the deviation of
P in S .
And then the following fact can be easily checked:
Proposition 6.2.59. For any n D 2j 2 N, the upper-middle coherent state
S1=2.n/ D Sg1=2 , with n D gn0 and S1=2 D S1=2.n0/ given by (6.50), is the unique
coherent state of minimal deviation for J.n/ D J g3 that satisfies (6.51).
Namely, when j is half-integral, the deviation is zero, and when j is integral, the
deviation is 1=2. For any other coherent state S 0.n/ satisfying (6.51), the deviation
of J.n/ in that state will be higher, for any n D 2j 2 N.
Of course, the same definition applies for the lower-middle coherent state, with
the obvious change in the value of (6.51) from 1=2 to 1=2.
Chapter 7
Multiplications of Symbols on the 2-Sphere
Given any symbol correspondenceW j D W jEc , the algebra of operators in B.Hj / '
MC.nC1/ can be imported to the space of symbolsW jEc .B.Hj // ' PolyC.S2/n 
C1
C
.S2/. The 2-sphere, with such an algebra on a subset of its function space,
has become known as the “fuzzy sphere” [47]. However, there is no single “fuzzy
sphere”, as each symbol correspondence defined by characteristic numbers Ec D
.c1; : : :; cn/ gives rise to a distinct (although isomorphic) algebra on the space of
symbols PolyC.S
2/n, as we shall investigate in some detail, in this chapter.
This fact has important bearings on the question of how these various symbol
algebras, or Ec-twisted j -algebras as they shall be called, relate to the classical
Poisson algebra in the limit n D 2j !1, as we shall see in Chap. 8.
7.1 Twisted Products of Spherical Symbols
Definition 7.1.1. For a given symbol correspondence (6.2) with symbol mapW j D
W
j
Ec , the twisted product ? of symbols is the binary operation on symbols
? W W jEc .B.Hj // W
j
Ec .B.Hj //! W
j
Ec .B.Hj // ' PolyC.S2/n
induced by the product of operators via W j D W jEc , that is, given by
W
j
PQ D W jP ? W jQ ; (7.1)
for every P;Q 2 B.Hj /, where W jP D W jEc .P /, etc.
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Remark 7.1.2. We often write ?n and ?nEc instead of ? for the twisted product of
symbols to emphasize its dependence on n D 2j and Ec D .c1; : : :; cn/. Also, we
follow [73] in calling the product induced by a symbol correspondence a twisted
product of symbols and not a star-product of functions, or formal power series,
because the latter product, introduced in [9], is defined from the classical data on
S2, as opposed to the former. The relationship between these two different kinds of
product, in the limit n!1, will be briefly commented later on, in the concluding
chapter.
The following properties are immediate from Definitions 6.1.1 and 7.1.1:
Proposition 7.1.3. The algebra of symbols defined by any twisted product is:
.i/ An SO.3/-equivariant algebra W .f1 ? f2/g D f g1 ? f g2 ;
.ii/ An associative algebra W .f1 ? f2/ ? f3 D f1 ? .f2 ? f3/;
.iii/ A unital algebra W 1 ? f D f ? 1 D f;
.iv/ A star algebra W f1 ? f2 D f2 ? f1 ;
(7.2)
where g 2 SO.3/ and f1; f2; f3 2 W j .B.Hj // ' PolyC.S2/n  C1C .S2/.
Remark 7.1.4. In view of Definition 7.1.1, we can use the normalization postulate
(iv) in Definition 6.1.1 to define an induced inner product on the space of symbols:
D
W
j
P ;W
j
Q
E
?
WD 1
4
Z
S2
W
j
P ? W
j
Q dS: (7.3)
With this induced inner product, the isometry postulate can be rewritten as:
.v/ Isometry W
D
W
j
P ;W
j
Q
E
D
D
W
j
P ;W
j
Q
E
?
:
7.1.1 Standard Twisted Products of Cartesian Symbols on S 2
Definition 7.1.5. The twisted product obtained via the standard Stratonovich-Weyl
correspondence is called the standard twisted product of symbols and is denoted by
?n1 , or simply ?1.
Thus, for f; g 2 W j1 .B.Hj // D W j .B.Hj // ' PolyC.S2/n  C1C .S2/
?1 D ?n1 W .f; g/ 7! f ?n1 g D f ?1 g 2 W j .B.Hj // ' PolyC.S2/n  C1C .S2/ :
For a given symbol correspondenceW , a basic problem is to calculate the twisted
product of the cartesian coordinate functions x; y; z and exhibit its dependence on
the spin parameter j . These coordinate functions form a basis for the linear symbols
on S2, i.e. homogeneous polynomials in x; y; z of degree 1.
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Here we shall do this calculation in the basic case W DW1, that is, the standard
Stratonovich-Weyl correspondence. In the initial case n D 2j D 1, it follows from
Example 3.3.8, the identities (4.30), and (6.11) with "l D 1,
x  ! 1p
3

0 1
1 0

; y  ! ip
3

0 1
1 0

; z ! 1p
3

1 0
0 1

;
from which one deduces
x ?11 y D y ?11 x D
ip
3
z; x ?11 x D
1
3
and these identities hold after a cyclic permutation of .x; y; z/. For j  1 there is
the following general result.
Proposition 7.1.6. For the standard Stratonovich-Weyl correspondence, let n D
2j  2, and for fa; b; cg D fx; y; zg let "abc D ˙1 be the sign of the permutation
.x; y; z/ ! .a; b; c/. Then
a ?n1 b D n  .ab/C
"abci
p
n.nC 2/c; (7.4)
a ?n1 a D n  .a2/C
1  n
3
; (7.5)
a ?n1 aC b ?n1 b C c ?n1 c D 1 (7.6)
where
n D
p
302p
nC 1n.nC 2/ D
s
.n 1/.nC 3/
n.nC 2/ : (7.7)
The proof of Proposition 7.1.6 follows readily from the general formula for the
standard twisted product of spherical harmonics to be presented in the next section
(cf. (7.10)), but in Appendix 10.7 the reader can find a more direct proof.
Remark 7.1.7. According to (10.41), via the standard Stratonovich-Weyl corre-
spondence, the cartesian coordinate functions are identified (modulo a scaling) with
the angular momentum operators in the same coordinate directions, namely
x D 1p
j.j C 1/J1; y D
1
p
j.j C 1/J2; z D
1
p
j.j C 1/J3: (7.8)
On the other hand, for a symbol correspondence with characteristic numbers cnl one
must also divide the operator on the right side by cn1 (see below).
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7.1.2 Twisted Products for General Symbol Correspondences
In order to study general twisted products of spherical symbols more systematically,
we start with the twisted product of spherical harmonics. According to (6.12)
and (3.99), for a symbol correspondence W jEc with characteristic numbers c
n
l ,
l D 1; 2; : : :n D 2j , denoting the twisted product ?n by ?nEc we have
Y
m1
l1
?nEc Y
m2
l2
 ! 
2
0
cnl1c
n
l2
ej .l1;m1/ej .l2;m2/
D.1/2jCm 
2
0
cnl1c
n
l2
2jX
lD0

l1 l2 l
m1 m2 m

Œj  ej .l;m/
 !.1/2jCm 
2
0
cnl1c
n
l2
2jX
lD0

l1 l2 l
m1 m2 m

Œj 
cnl
0
Y ml ;
wherem D m1 Cm2 and

l1 l2 l
m1 m2 m

Œj 
is the Wigner product symbol given by Eqs. (3.98) and (3.104) in terms of Wigner
3jm and 6j symbols (cf. (3.105)–(3.109)). Thus, we arrive immediately at the
following main result:
Theorem 7.1.8. For n D 2j 2 N, let W jEc W B.Hj /! PolyC.S2/n  C1C .S2/ be
the symbol correspondence with characteristic numbers cnl ¤ 0, that is,
W
j
Ec W 0ej .l;m/ ! cnl Y ml I  l 
 m 
 l 
 n :
Then, the corresponding twisted product of spherical harmonics Y m1l1 ; Y
m2
l2
, induced
by the operator product on B.Hj /, is given by
Y
m1
l1
?nEc Y
m2
l2
D .1/nCmpnC 1
nX
lD0

l1 l2 l
m1 m2 m

Œj 
cnl
cnl1c
n
l2
Y ml (7.9)
where m D m1 Cm2 and ı.l1; l2; l/ D 1.
Corollary 7.1.9. The standard twisted product of spherical harmonics is given by
Y
m1
l1
?n1 Y
m2
l2
D .1/nCmpnC 1
nX
lD0

l1 l2 l
m1 m2 m

Œj  Y ml : (7.10)
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and the twisted product induced by the standard Berezin correspondence defined by
the characteristic numbers bnl 2 RC as in (6.37) is given by Eq. (7.9) above, via the
following substitution:
cnl3
cnl1c
n
l2
! b
n
l3
bnl1b
n
l2
D
v
u
u
t

nCl1C1
l1

nCl2C1
l2

n
l3


n
l1

n
l2

nCl3C1
l3
 (7.11)
D
s
.nC l1 C 1/Š.nC l2 C 1/Š.n l1/Š.n  l2/Š
.nC l3 C 1/Š.n l3/Š.nC 1/ŠnŠ ;
Remark 7.1.10. (i) By linearity, given two symbols, f D Pl;mlmY ml and g DP
l;m
lmY
m
l , their twisted product expands as
f ?nEc g D
nX
l1;l2D0
l1X
m1Dl1
l2X
m2Dl2
l1m1
l2m2Y
m1
l1
?nEc Y
m2
l2
; (7.12)
where Y m1l1 ?
n
Ec Y
m2
l2
is given by formula (7.9), and also by the integral
formula (7.101) below. Expanding the product (7.12) as f ?nEc g D
P
l;mlmY
m
l ,
the coefficients lm 2 C are given by
.f ?nEc g/lm D lm
D.1/nCmpnC 1
nX
l1;l2D0
l1X
m1Dl1

l1 l2 l
m1 m2 m

Œj 
cnl
cnl1c
n
l2
l1m1
l2m2
(7.13)
where m2 D m m1 and the sum in l1; l2 is restricted by ı.l1; l2; l/ D 1.
(ii) By comparing (7.9) and (7.10), or directly from (7.13) above, we see that
the expansion of any twisted product of spherical harmonics is immediately
obtained from the expansion of the standard twisted product of spherical
harmonics by multiplying each term of the standard expansion by cnl =.c
n
l1
cnl2/.
To illustrate Theorem 7.1.8, Corollary 7.1.9 and Remark 7.1.10, let us first list
the standard twisted product of linear spherical harmonics, which can be obtained
directly from Theorem 7.1.8, or from Proposition 7.1.6 and Remark 7.1.10.
Y 01 ?
n
1 Y
0
1 D n 
2p
5
Y 02 C 1; (7.14)
Y ˙11 ?n1 Y ˙11 D n 
r
6
5
Y ˙22 ; (7.15)
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Y 01 ?
n
1 Y
˙1
1 D n 
r
3
5
Y ˙12 ˙
s
3
n.nC 2/Y
˙1
1 ; (7.16)
Y ˙11 ?n1 Y 01 D n 
r
3
5
Y ˙12 
s
3
n.nC 2/Y
˙1
1 ; (7.17)
Y ˙11 ?n1 Y 11 D n 
1p
5
Y 02 
s
3
n.nC 2/Y
0
1  1: (7.18)
Then, from Remark 7.1.10, or directly from Corollary 7.1.9 we obtain that the
standard Berezin twisted product of linear spherical harmonics is given by
Y 01 ?
n
b Y
0
1 D
n  1
n
 2p
5
Y 02 C
nC 2
n
; (7.19)
Y ˙11 ?nb Y ˙11 D
n  1
n

r
6
5
Y ˙22 ; (7.20)
Y 01 ?
n
b Y
˙1
1 D
n 1
n

r
3
5
Y ˙12 ˙
1
n
p
3Y ˙11 ; (7.21)
Y ˙11 ?nb Y 01 D
n 1
n

r
3
5
Y ˙12 
1
n
p
3Y ˙11 ; (7.22)
Y ˙11 ?nb Y
1
1 D
n  1
n
 1p
5
Y 02 
1
n
p
3Y 01 
nC 2
n
: (7.23)
Thus, again from Remark 7.1.10, we finally get
Corollary 7.1.11. The standard Berezin twisted product of the cartesian coordinate
functions fa; b; cg D fx; y; zg is given by
a ?nEb b D
n  1
n
abC i"abc
n
c ; (7.24)
a ?nEb a D
n  1
n
a2 C 1
n
; (7.25)
a ?nEb aC b ?
n
Eb b C c ?
n
Eb c D
nC 2
n
D j C 1
j
: (7.26)
Remark 7.1.12. Note, in particular, the distinction between Eq. (7.26) for the
Berezin product and Eq. (7.6) for the standard Stratonovich-Weyl twisted product. In
other words, from Remark 7.1.7 and (6.37), for the standard Berezin correspondence
we have the identifications (compare with (7.8)):
x D 1
j C 1J1; y D
1
j C 1J2; z D
1
j C 1J3:
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The Parity Property for Symbols
The relationship between twisted products for the standard and the alternate
Stratonovich-Weyl (resp. Berezin) symbol correspondences is described as follows:
Proposition 7.1.13. LetW j1 be the alternate Stratonovich-Weyl symbol correspon-
dence given by characteristic numbers cnl  "l D .1/l (cf. Definition 6.2.38), and
denote by ?n1 its corresponding twisted product. Similarly, let Bj be the alternate
Berezin symbol correspondence Bj, with characteristic numbers bnl D .1/lbnl
(cf. Definition 6.2.37), and denote by ?nEb its corresponding twisted product. More
generally, denote by ?nEc the twisted product induced by the symbol correspondence
with characteristic numbers cnl D .1/lcnl . Then, we have that
Y
m1
l1
?nEc Y
m2
l2
D Y m2l2 ?nEc Y m1l1 : (7.27)
Proof. Using the symmetry property (3.110) for the Wigner product symbols,
the above identities follow from Eq. (7.9) and the fact that cnl=cnl1c
n
l2 D
.1/ll1l2cnl =cnl1cnl2 D .1/l1Cl2Cl cnl =cnl1cnl2 . ut
Now, the parity property for operators (Proposition 3.3.12) has a neat version for
any twisted product of symbols, to be stated in the proposition below. But first, let
us make some definitions.
Definition 7.1.14. For any point n 2 S2 let n denote its antipodal point. We say
that f 2 C1
C
.S2/ is even if
f .n/ D f .n/ ; 8n 2 S2
and f 2 C1
C
.S2/ is odd if
f .n/ D f .n/ ; 8n 2 S2:
In particular, the null function 0 is the only function that is both even and odd.
For a given symbol correspondence and associated twisted product f ? g of
symbols, let us denote its symmetric product (or anti-commutator) by
ŒŒ f; g ? D f ? gC g ? f
while its commutator is denoted in the usual way by
Œ f; g ? D f ? g  g ? f:
With these preparations, we state the following result.
Proposition 7.1.15 (The Parity Property for symbols). With regard to the parity
of symbols, the behavior of the above products is expressed as follows:
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ŒŒ even; even ? D even Œ odd; odd ? D odd;
ŒŒ odd; odd ? D even Œ even; even ? D odd; (7.28)
ŒŒ even; odd ? D odd Œ even; odd ? D even;
where, for example, ŒŒ even; even ? D even means that the anti-commutator of two
even symbols is an even symbol, and so on.
Proof. From Eq. (4.31), note that if the symbol f is even, then it can be written as
a linear combination of even spherical harmonics,
f D
X
k;m
˛.k;m/ Y m2k
and if the symbol g is odd, then it can be written as a linear combination of odd
spherical harmonics,
g D
X
k;m
ˇ.k;m/ Y m2kC1:
Therefore, the relations (7.28) follow immediately from (7.9) and (3.110). ut
Algebra Isomorphisms
The fact that the parity property for operators (Proposition 3.3.12) can be generally
re-expressed for symbols (Proposition 7.1.15) follows essentially from the fact that,
via any symbol correspondenceW jEc , the linear space PolyC.S
2/n  C1C .S2/ with
its twisted product ?nEc is isomorphic to the matrix algebraMC.nC 1/.
Definition 7.1.16. For each symbol correspondence W jEc , with characteristic num-
bers Ec D .cn1 ; cn2 ; : : :; cnn/, the space of symbols W jEc .B.Hj // D PolyC.S2/n 
C1
C
.S2/with its usual addition and the twisted product?nEc shall be called the twisted
j -algebra associated to W jEc , or simply the Ec-twisted j -algebra.
Proposition 7.1.17. All twisted j -algebras are isomorphic to each other (same j )
and no twisted j -algebra is isomorphic to any twisted j 0-algebra, for j ¤ j 0.
Proof. This follows immediately since every Ec-twisted j -algebra is isomorphic to
MC.nC 1/, whereas the latter is not isomorphic to MC.n0 C 1/, for n ¤ n0. ut
Definition 7.1.18. If .PolyC.S
2/n; ?nEc / and .PolyC.S
2/n; ?nEc0/ are two distinct
twisted j -algebras, then the isomorphisms
U
j
Ec;Ec0 D W
j
Ec0 ı .W
j
Ec /
1 W .PolyC.S2/n; ?nEc / ! .PolyC.S2/n; ?nEc0/; (7.29)
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V
j
Ec0;Ec D .W
j
Ec /
1 ıW jEc0 WMC.nC 1/!MC.nC 1/ (7.30)
and their inverses U jEc0;Ec and V
j
Ec;Ec0 , respectively, define the transition operators.
The transition operator U jEc;Ec0 on PolyC.S
2/n (resp. V jEc0 ;Ec on MC.n C 1/)
has properties reflecting the properties listed in Definition 6.1.1, such as SO.3/-
equivariance and preservation of real functions (resp. Hermitian matrices). There is
the following commutative diagram relating the two types of transition operators
V
j
Ec0;Ec Id
MC.nC 1/ ! MC.nC 1/ ! MC.nC 1/
W
j
Ec0 # # W
j
Ec # W
j
Ec0 ;
Id U jEc;Ec0
PolyC.S
2/n ! PolyC.S2/n ! PolyC.S2/n;
(7.31)
Definition 7.1.19. The (small) category of general spin-j symbol correspondences,
whose (invertible) morphisms are induced by the transition operators as in (7.31),
shall be called the dequantization groupoid of a spin-j system (cf. Remark 6.2.1).
Remark 7.1.20. Although all twisted j -algebras are isomorphic (for fixed j ), the
fact that distinct symbol correspondences define distinct twisted j -algebras has
nontrivial consequences when we consider sequences (in n D 2j 2 N) of twisted
j -algebras and their limits as n!1, as we shall see in the next chapter.
7.2 Integral Representations of Twisted Products
Just as the Moyal product of symbols on R2n has an integral version, the
Groenewold-von Neumann product [35, 77], it is interesting to see that twisted
products of spherical symbols can also be written in integral form:
f ? g .n/ D
“
S2	S2
f .n1/g.n2/L.n1;n2;n/dn1dn2 : (7.32)
Integral forms for twisted products in principle allow for a direct definition of
general twisted products of arbitrary symbols f; g 2 PolyC.S2/n without the need
to decompose them in the basis of spherical harmonics.
In such an integral representation, all properties of the twisted product are
encoded in the integral trikernel
L W S2  S2  S2 ! C: (7.33)
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Therefore, for each symbol correspondence W jEc , there will be a distinct integral
trikernel LjEc .
7.2.1 General Formulae and Properties of Integral Trikernels
For the standard Stratonovich-Weyl symbol correspondenceW j1 , from Eqs. (6.13),
(6.24), and Proposition 6.2.20, we immediately have the following result:
Proposition 7.2.1. Let f; g 2 C1
C
.S2/ be such that f D W j1 .F /, g D W j1 .G/,
for F;G 2 B.Hj /, where W j1 is determined by the operator kernel Kj1 with all
characteristic numbers cl D 1, for 0 
 l 
 n D 2j , in Eq. (6.16). Then,
f ?n1 g .n/ D
“
S2	S2
f .n1/g.n2/L
j
1 .n1;n2;n/dn1dn2 ; (7.34)
where
L
j
1 .n1;n2;n/ D

2j C 1
4
2
trace.Kj1 .n1/K
j
1 .n2/K
j
1 .n// (7.35)
is the standard Stratonovich trikernel.
Corollary 7.2.2. The Stratonovich trikernel is, in fact, a polynomial function Lj1 2
.PolyC.S
2/n/3  C1C .S2  S2  S2/ which can be written as
L
j
1 .n1;n2;n3/ (7.36)
D .1/
n
p
nC 1
.4/2
X
li ;mi

l1 l2 l3
m1 m2 m3

Œj  Y
m1
l1
.n1/Y
m2
l2
.n2/Y
m3
l3
.n3/
with the summations in li andmi subject to the constraints
0 
 li 
 n D 2j; li 
 mi 
 li ; ı.l1; l2; l3/ D 1; m1 Cm2Cm3 D 0: (7.37)
Proof. This follows straightforwardly from the decomposition of symbols in the
standard (orthonormal) basis of spherical harmonics, using formula (7.10) for the
standard twisted product of basis vectors, and Eq. (4.28). ut
From the above formula, using (3.110) we immediately obtain:
Corollary 7.2.3. The Stratonovich trikernel is symmetric, in the sense that it
satisfies
L
j
1 .n1;n2;n3/ D Lj1 .n3;n1;n2/ D Lj1 .n2;n3;n1/ : (7.38)
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General Formulae for Trikernels
For a general correspondenceW jEc , with operator kernelK
j
Ec as in (6.16) and charac-
teristic numbers Ec D .cn1 ; cn2 ; : : :; cnn /, we obtain from Eq. (6.13) and Theorem 6.2.21
the generalization of Proposition 7.2.1 and Corollary 7.2.2.
Theorem 7.2.4. A general twisted product of f; g 2 PolyC.S2/n is given by
f ?nEc g .n/ D
“
S2	S2
f .n1/g.n2/L
j
Ec .n1;n2;n/dn1dn2 ; (7.39)
with
L
j
Ec .n1;n2;n3/ D

2j C 1
4
2
trace. QKjEc .n1/ QK
j
Ec .n2/K
j
Ec .n3// (7.40)
D .1/
n
p
nC 1
.4/2
X
li ;mi

l1 l2 l3
m1 m2 m3

Œj 
cnl3
cnl1 c
n
l2
Y
m1
l1
.n1/Y
m2
l2
.n2/Y
m3
l3
.n3/
as the corresponding integral trikernel, where KjEc and QK
j
Ec are the operator kernels
given by Eq. (6.16) with characteristic numbers Ec D .cnl / D .cn1 ; : : :; cnn/ and 1Ec D
. 1
cn1
; : : :; 1
cnn
/, respectively, and with the restrictions (7.37) for the li ; mi summations.
Note that the trikernel LjEc is a polynomial function, and in general it is not
symmetric, namely (7.38) does not hold. More explicitly, the trikernel (7.40) has
the full expression
L
j
Ec .n1;n2;n3/ (7.41)
D
p
nC 1
.4/2
X
li
s
.n  l1/Š.n  l2/Š.n  l3/Š
.nC l1 C 1/Š.nC l2 C 1/Š.nC l3 C 1/Š
2.l1; l2; l3/l1Šl2Šl3Š
 c
n
l3
cnl1c
n
l2
p
.2l1 C 1/.2l2 C 1/.2l3 C 1/
X
k
.1/k.nC 1C k/Š
.nC k  l1  l2  l3/ŠR.l1; l2; l3I k/

X
mi
S l1; l2; l3m1;m2;m3 N
l1; l2; l3
m1;m2;m3
Y
m1
l1
.n1/Y
m2
l2
.n2/Y
m3
l3
.n3/
with .l1; l2; l3/; S l1; l2; l3m1;m2;m3 ; N
l1; l2; l3
m1;m2;m3
, and R.l1; l2; l3I k/ given respectively
by (3.48), (3.49), (3.106), and (3.109), with restrictions on the summations over
li ; mi ; k according to (7.37) and Remark 3.2.8.
In particular, the explicit expression for the Stratonovich trikernel is obtained
from (7.41) by setting all cnl D 1 and we obtain explicit expressions for the
integral trikernel LjEb of the standard Berezin twisted product by performing the
substitution (7.11) in (7.40)–(7.41).
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General Properties of Trikernels
Since LjEc is a polynomial function it also follows from the general formulae (7.39)–
(7.41) that we cannot use the integral formulation to extend a twisted product
defined on PolyC.S
2/n to a larger subset of C1C .S2/, namely we have:
Corollary 7.2.5. Let f; g 2 C1
C
.S2/, L 2 C1
C
.S2S2 S2/, and define a binary
operation  W C1
C
.S2/  C1
C
.S2/! C1
C
.S2/ via the integral formula
f  g .n/ D
Z
S2	S2
f .n1/g.n2/L.n1;n2;n/dn1dn2 : (7.42)
If L D LjEc 2 .PolyC.S2/n/3  C1C .S2  S2  S2/, then  D ?nEc W PolyC.S2/n 
PolyC.S
2/n ! PolyC.S2/n and, in particular, if either f or g 2 C1C .S2/ n
PolyC.S
2/n, then f  g D 0.
Proof. We prove that, if L D LjEc 2 .PolyC.S2/n/3, then f  g D 0 if either f or
g 2 C1
C
.S2/ n PolyC.S2/n. From this it follows immediately that  D ?nEc .
Now, if g 2 C1
C
.S2/nPolyC.S2/n, then g can be expanded as a series of Y ml ’s,
with all l > n. But from (7.39)–(7.40), with the restriction (7.37), f g D 0 follows
from orthogonality of each Y ml in the g series and every Y
m0
l 0
, for n < l ¤ l 0 
 n.
ut
The integral trikernels L of twisted products have some common properties that
we shall spell out, as follows.
Proposition 7.2.6. If L D LjEc is the integral trikernel of a twisted product
according to Eq. (7.32), then it satisfies:
.i/ L.n1;n2;n/ D L.gn1; gn2; gn/;
.ii/
Z
S2
L.n1;n2;n/L.n;n3;n4/dn D
Z
S2
L.n1;n;n4/L.n2;n3;n/dn;
.iii/
Z
S2
L.n1;n2;n/dn1 D Rj .n2;n/;
Z
S2
L.n1;n2;n/dn2 D Rj .n1;n/;
.iv/ L.n2;n1;n/ D L.n1;n2;n/;
where g 2 SO.3/, and Rj .n2;n/ 2 .PolyC.S2/n/2 is the reproducing kernel of the
truncated polynomial algebra (twisted j-algebra) PolyC.S
2/n, characterized by
Z
S2
Rj .n2;n/f .n2/dn2 D f .n/ ; 8f 2 PolyC.S2/n: (7.43)
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Corollary 7.2.7. The reproducing kernel has the expansion
Rj .n1;n2/ D 1
4
2jX
lD0
lX
mDl
Y ml .n1/Y
m
l .n2/ (7.44)
D 1
4
2jX
lD0
.2l C 1/Pl.n1  n2/ D Rj .n2;n1/ (7.45)
where functions Pl are the Legendre polynomials (see Sect. 4.2.2, also [74]), and
n1  n2 denotes the euclidean inner product of unit vectors in R3. In particular,
Rj .n1;n2/ D Rj .n2;n1/.
Proof. From Eq. (7.32), properties (i)–(iv) in Proposition 7.2.6 follow directly from
properties (i)–(iv) in Proposition 7.1.3, together with Corollary 7.2.5.
Next, we observe that (7.44) is equivalent to (7.43). But (7.44) follows from
Eq. (7.40) and property (iii) in Proposition 7.2.6, using that
Z
S2
Y lm.n/dn D 0, if .l;m/ ¤ .0; 0/;
together with the identity

0 l l
0 m m

0 l l
j j j

D .1/
2jCm
p
.2j C 1/.2l C 1/
(cf. Eqs. (3.94) and (3.104), and equations 8.5.1 and 9.5.1 in [74]).
Finally, to obtain (7.45) we use the identity
.2l C 1/Pl.n1  n2/ D
lX
mDl
Y ml .n1/Y
m
l .n2/; (7.46)
which follows from Eqs. (4.32) and (4.47). ut
Remark 7.2.8. (i) If LjEc is the integral trikernel of a characteristic-positive symbol
correspondence, then by (7.27), (7.39), and Proposition 7.2.6, property (iv),
the integral trikernel of the characteristic-alternate symbol correspondence is
given by
L
j
Ec D L
j
Ec : (7.47)
(ii) For a symmetric integral trikernel Lj (cf. Eq. (7.38)), as for example the
standard Stratonovich trikernel (cf. Eq. (7.36)), we also have that
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Z
S2
L
j
1 .n1;n2;n/dn D Rj .n1;n2/; (7.48)
but this identity does not hold for nonsymmetric integral trikernels.
Explicitly SO.3/-Invariant Formulae for Trikernels
Now, we turn to the SO.3/-invariance of the integral trikernel, namely, according
to property (i) in Proposition 7.2.6, LjEc can also be expressed in terms of SO.3/-
invariant functions. First of all, let us recall the following basic fact, whose proof is
found in a more general setting in Weyl [87].
Lemma 7.2.9. Every SO.3/-invariant function of three points on the 2-sphere S2
represented by unit vectors ni ; i D 1; 2; 3, in euclidean 3-space, can be expressed
as a function of the three euclidean inner products n1n2, n2n3, n3n1, together with
the determinant
Œn1;n2;n3 D det.n1;n2;n3/ : (7.49)
Thus, we introduce two SO.3/-invariant functions of type (7.33), namely
T .n1;n2;n3/ D .n1n2/  .n1n3/.n2 n3/  i Œn1;n2;n3 ; i D
p1 ;
and the following function depending on three integers lk  0:
Ll1;l2;l3 .n1;n2;n3/ (7.50)
D .2l1 C 1/.2l2 C 1/.2l3 C 1/ 
h
l1 l2 l3
0 0 0

Pl1 .n1  n3/Pl2.n2  n3/
C
minfl1;l2gX
mD1
.1/m

l1 l2 l3
m m 0
 2Y
kD1
s
.lk m/Š
.lk Cm/Š
Pmlk .nk n3/
.1  .nk n3/2/m=2
 f.T .n1;n2;n3//m C .1/L.T .n2;n1;n3//mg
i
where L D l1 C l2 C l3. In particular, Ll1;l2;l3 has the following property which is
obvious from (7.50) and the fact that
L is odd )

l1 l2 l3
0 0 0

D 0 :
Lemma 7.2.10. Ll1;l2;l3 is real whenL is even and Ll1;l2;l3 is purely imaginary when
L is odd.
With these preparations, we can state the following result.
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Theorem 7.2.11. The Ec-correspondence trikernel LjEc can also be written as
L
j
Ec .n1;n2;n3/ (7.51)
D .1/2j
p
2j C 1
.4/2
2jX
l1;l2;l3D0
ı.l1;l2;l3/D1

l1 l2 l3
j j j

cnl3
cnl1c
n
l2
Ll1;l2;l3 .n1;n2;n3/:
Proof. By SO.3/-invariance, we may assume n3 D n0 D .0; 0; 1/ 2 R3. Then the
formula (7.51), including the expression (7.50) for Ll1;l2;l3 , are obtained in a rather
straightforward way from formulae (7.40)–(7.41). ut
Remark 7.2.12. Formula (7.50) for the function Ll1;l2;l3 looks asymmetric with
respect to l3 and n3, in comparison with l1; l2 and n1;n2. However, such asymmetry
is only apparent and reflects the asymmetrical way in which the formula for L
was derived. The situation resembles some well-known formulae for the Wigner
6j symbol, which do not manifestly exhibit some of the symmetries of the symbol.
Indeed, we have the following symmetry properties when .l1; l2; l3/ and .n1;n2;n3/
are permuted covariantly:
Ll1;l2;l3 .n1;n2;n3/ D .1/LLl2;l1;l3 .n2;n1;n3/ D .1/LLl1;l3;l2 .n1;n3;n2/:
(7.52)
Example 7.2.13. In view of Eq. (7.52) above, we list the functions Ll1;l2;l3 for lk 
 2
subject to ı.l1; l2; l3/ D 1, as follows:
L0;0;0.n1;n2;n3/ D 1;
L1;1;0.n1;n2;n3/ D 3
p
3.n1  n2/;
L1;1;1.n1;n2;n3/ D i9
r
3
2
Œn1;n2;n3;
L2;1;1.n1;n2;n3/ D 3
r
15
2
f3.n1n2/.n1 n3/  .n2 n3/g ;
L2;2;0.n1;n2;n3/ D 5
p
5P2.n1 n2/ D 5
p
5
2
f3.n1 n2/2  1g;
L2;2;1.n1;n2;n3/ D i15
r
15
2
.n1 n2/Œn1;n2;n3 ;
L2;2;2.n1;n2;n3/ D 25
r
5
14
n
3
˚
Œn1;n2;n32 C .n1n2/.n2 n3/.n3 n1/
 1
o
:
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The following SO.3/-invariant function will be used in various formulas below,
in this chapter, so we denote it here as
X.n1;n2;n3/ D n1  n2 C n2  n3 C n3  n1: (7.53)
Example 7.2.14. We can now calculate the Stratonovich trikernel Lj1 for the two
values j D 1=2; 1, by substituting the appropriate expressions for Ll1;l2;l3 listed in
Example 7.2.13 into Eq. (7.51):
L
1=2
1 .n1;n2;n3/ D
1
.4/2
˚
1C 3X.n1;n2;n3/C i3
p
3Œn1;n2;n3

; (7.54)
L
1
1.n1;n2;n3/ D
1
.4/2
n
1C 3X.n1;n2;n3/C 15
2
Z.n1;n2;n3/ (7.55)
C
p
10
8

3X.n1;n2;n3/ 1
224Z.n1;n2;n3/ 45Œn1;n2;n32
	
C i 9
p
2
4

1C 5X.n1;n2;n3/

Œn1;n2;n3
o
;
where X.n1;n2;n3/ is given by (7.53) and
Z.n1;n2;n3/ D .n1  n2/2 C .n2  n3/2 C .n3  n1/2  1 :
Using Eq. (6.37) for the Berezin characteristic numbers cnl D bnl , we can
similarly calculate the Berezin trikernel LjEb for the two lowest values of j :
L
1=2
Eb .n1;n2;n3/ D
1
.4/2
˚
1C 3X1=2.n1;n2;n3/C i9Œn1;n2;n3

(7.56)
L
1
Eb.n1;n2;n3/ D
1
.4/2

9
4
n
1  X1.n1;n2;n3/
2
(7.57)
 6.n2 n3/2 C .n3 n1/2  2.n1 n2/
 25Œn1;n2;n32
C i21C 5X1.n1;n2;n3/

Œn1;n2;n3
o
;
where
Xj .n1;n2;n3/ D .4j C 1/.n1  n2/C .n2  n3/C .n3  n1/:
Except for L1=21 , which was first presented in [67], and L
1=2
Eb , which can be
inferred from [92], the formulae in Examples 7.2.13 and 7.2.14 were originally
obtained by Nazira Harb, who also worked out formulae for L for some higher
values of li and formulae for L
j
1 and L
j
Eb for some higher values of j .
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7.2.2 Recursive Trikernels and Transition Kernels
Recursive Trikernels
A recursive trikernel associated to the standard Berezin correspondence has been
defined by Wildberger [92]. This trikernel is symmetric, in the sense of Eq. (7.38),
but is not the trikernel of a bona-fide integral equation for the twisted product in the
sense of Eq. (7.39); rather, it is the trikernel of a recursive integral equation for the
standard Berezin twisted product.
Let B be the standard Berezin symbol correspondence, given by Eq. (6.33) in
Theorem 6.2.27. We recall from Remark 7.1.4 that, because this symbol correspon-
dence is not isometric, there are two natural SU.2/-invariant inner products on the
space of symbols PolyC.S
2/n, namely
• The usual L2-inner product on C1
C
.S2/ 	 PolyC.S2/n (cf. Eq. (4.4)):
hf1; f2i D 1
4
Z
S2
f1f2 dS D 1
4
Z
S2
f1.n/f2.n/dn; (7.58)
• The induced inner product on PolyC.S
2/n  C1C .S2/ (cf. Eq. (7.3)):
hf1; f2i?n
Eb
D 1
4
Z
S2
f1 ?
n
Eb f2 dS D
1
4
Z
S2
f1.n/ ?nEb f2.n/dn: (7.59)
Associated with each of these two inner product on PolyC.S
2/n defined by
integration, one can define an integral trikernel L, cf. (7.33). The first one is the
Berezin trikernel LjEb , also defined implicitly by (cf. Eq. (7.39)):
f1 ?
n
Eb f2 .n/ D
“
S2	S2
f1.n1/f2.n2/L
j
Eb .n1;n2;n/dn1dn2: (7.60)
Definition 7.2.15. Wildberger’s recursive trikernel is the function
T
j
Eb W S
2  S2  S2 ! C
defined implicitly by
f1 ?
n
Eb f2 .n/ D
Z
S2
Z
S2
T
j
Eb .n1;n2;n/ ?
n
Eb f1.n1/dn1

?nEb f2.n2/dn2 (7.61)
where each twisted product ?nb on the r.h.s. of the above equation is taken with
respect to the variables being integrated.
One obtains, of course, an explicit expression for the Berezin trikernel Ljb from
the Eqs. (7.40)–(7.11). Similarly, Wildberger’s trikernel also has such an explicit
expression.
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Proposition 7.2.16. Wildberger’s recursive trikernel is given by:
T
j
Eb .n1;n2;n3/ (7.62)
D .1/
n
p
nC 1
.4/2
X
li ;mi

l1 l2 l3
m1 m2 m3

Œj  bnl1b
n
l2
bnl3 Y
m1
l1
.n1/Y
m2
l2
.n2/Y
m3
l3
.n3/
where bnl are the characteristic numbers of the standard Berezin correspondence,
given by Eq. (6.37).
Proof. From Eq. (7.61), we reason analogously to the proof of Corollary 7.2.2,
with the difference that, for the induced inner product (7.59), the orthonormal basis
vectors are not Y ml , but b
n
l Y
m
l , with b
n
l given by (6.37). ut
Wildberger’s recursive trikernel can be generalized to a recursive trikernel for
any symbol correspondence by obvious analogy to the Berezin case:
Corollary 7.2.17. Let W jEc be the symbol correspondence given by characteristic
numbers cnl 2 R. Its recursive integral trikernel is the polynomial function TjEc 2
.PolyC.S
2/n/3 given by
T
j
Ec .n1;n2;n3/ (7.63)
D .1/
n
p
nC 1
.4/2
X
li ;mi

l1 l2 l3
m1 m2 m3

Œj  cnl1c
n
l2
cnl3 Y
m1
l1
.n1/Y
m2
l2
.n2/Y
m3
l3
.n3/
with the usual (7.37) restrictions on the lk;mk summations. It is symmetric in the
sense of (7.38) and is implicitly defined by
f1?
n
Ec f2 .n/ D
Z
S2
Z
S2
T
j
Ec .n1;n2;n/ ?
n
Ec f1.n1/dn1

?nEc f2.n2/dn2; (7.64)
where each twisted product ?nEc on the r.h.s. of the above equation is taken with
respect to the variables being integrated.
Every recursive trikernel can be written more explicitly, by performing the
following substitution into Eq. (7.41),
cnl3
cnl1c
n
l2
! cnl1cnl2cnl3 : (7.65)
Or it can be rewritten in terms of SO.3/-invariant functions, by performing the
substitution (7.65) into Eq. (7.51). For Wildberger’s recursive trikernel, the above
substitution to be performed in Eqs. (7.41) and (7.51) reads:
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cnl3
cnl1c
n
l2
! bnl1bnl2bnl3 D .nŠ
p
nC 1/3
3Y
kD1
1
p
.nC lk C 1/Š.n lk/Š
: (7.66)
Next, we will express the integrand in (7.64) using only ordinary (commutative)
multiplication of functions, that is, no twisted product involved. To this end, we shall
invoke the duality f  ! Qf between symbols in PolyC.S2/n, with reference to
Remark 6.2.25 and Eq. (7.29).
Lemma 7.2.18. If f; g 2 PolyC.S2/n, then
Z
S2
f .n/ ?nEc g.n/dn D
Z
S2
f .n/ Qg.n/dn D
Z
S2
Qf .n/g.n/dn;
where Qf denotes the contravariant dual of f with respect to W jEc , that is,
Qf D U jEc; 1
Ec
.f /, or f D U j1
Ec
;Ec.
Qf / ; (7.67)
cf. Definition 7.1.18.
Proof. Assume P;Q 2 MC.n C 1/ correspond to f; g via W jEc , respectively, and
hence by (6.25)
Z
S2
f .n/ ?nEc g.n/dnD
Z
S2
WEc.PQ/dS D
1
nC 1 trace.PQ/ D
1
nC 1 trace.QP/
D
Z
S2
fWEc.Q/WEc.P /dS D
Z
S2
W1
Ec
.Q/WEc.P /dS
D
Z
S2
Qg.n/f .n/dn D
Z
S2
Qf .n/g.n/dn:
ut
By applying this lemma twice, the recursive integral equation (7.64) can also be
written as
f1 ?
n
Ec f2 .n/ D
“
S2	S2
T
j
Ec .n1;n2;n/ Qf1.n1/ Qf2.n2/dn1dn2 : (7.68)
Transition Kernels
On the other hand, we shall also make special use of the transition kernel
U
j
Ec; 1
Ec
W S2  S2 ! C
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which is associated with the integral form of the transformation f ! Qf (cf. (7.67)),
as follows:
Proposition 7.2.19. The duality transformations (7.67) can be written in integral
form as
Qf .n1/ D
Z
S2
U
j
Ec; 1
Ec
.n1;n2/f .n2/dn2 ; (7.69)
f .n1/ D
Z
S2
U
j
1
Ec
;Ec.n1;n2/
Qf .n2/dn2 (7.70)
with the following transition kernels:
U
j
Ec; 1
Ec
.n1;n2/ D 1
4
2jX
lD0
2l C 1
.cnl /
2
Pl.n1  n2/ ; (7.71)
U
j
1
Ec
;Ec.n1;n2/ D
1
4
2jX
lD0
.cnl /
2.2l C 1/Pl .n1  n2/ : (7.72)
Proof. Let P 2 MC.nC 1/, P DPnlD0 Pl , where each Pl 2 MC.'l / decomposes
as Pl D PlmDl plme.l;m/. Let f 2 PolyC.S2/n be the symbol of P via the
correspondence determined by characteristic numbers Ec. Then, f D PnlD0 fl ,
where each fl 2 Poly.'l / decomposes as fl DPlmDl 1pnC1cnl plmYlm.
It now follows straightforwardly from (7.44)–(7.45), (7.69), and (7.71) that Qf DPn
lD0 Qfl , where Qfl D
Pl
mDl 1pnC1
plm
cnl
Ylm. Therefore, Qf is the contravariant dual
of f . Similarly for (7.70) and (7.72). ut
Note that in the above proof, we may as well replace 1Ec by any other stringEc 0of characteristic numbers. In other words, by similar reasoning we generalize
Eqs. (7.69) and (7.70), as follows:
Proposition 7.2.20. The transition operator U jEc;Ec0 D W
j
Ec0 ı .W
j
Ec /
1, cf. Eq. (7.29),
which takes the symbol f D W jEc ŒP  of P in correspondence defined by Ec to the
symbol f 0 D W jEc0 ŒP  in correspondence defined by Ec 0, can be written in integral
form as
f 0.n1/ D
Z
S2
U
j
Ec;Ec0.n1;n2/f .n2/dn2 ; (7.73)
where
U
j
Ec;Ec0.n1;n2/ D
1
4
2jX
lD0
.cnl /
0
cnl
.2l C 1/Pl.n1  n2/ : (7.74)
7.2 Integral Representations of Twisted Products 125
Moreover, for any pair .Ec; Ec0/ the transition kernels UjEc;Ec0 and U
j
Ec0;Ec yield the
reproducing kernel by the formula
Rj .n1;n2/ D
Z
S2
U
j
Ec;Ec0.n1;n/U
j
Ec0;Ec.n;n2/dn , cf. (7.44)–(7.45). (7.75)
Furthermore, the composition of transition operators U jEc;Ec0 yields the following
“composition” rule for transition kernels
Z
S2
U
j
Ec;Ec0.n1;n2/U
j
Ec0;Ec00.n2;n3/dn2 D U
j
Ec;Ec00.n1;n3/ : (7.76)
Remark 7.2.21. Note that the reproducing kernel Rj .n1;n2/ is an SO.3/-invariant
function on S2  S2 which decomposes as
Rj .n1;n2/ D
nX
lD0
R
j
l .n1;n2/, R
j
l .n1;n2/ D
2l C 1
4
Pl .n1  n2/, (7.77)
so that for every symbol f 2 PolyC.S2/n which is decomposed into the l-invariant
subspaces as f DPnlD0 fl , we have
Z
S2
f .n1/R
j
l .n1;n2/dn1 D fl.n2/ : (7.78)
Combining Eqs. (7.68)–(7.70), we obtain
Proposition 7.2.22. The bona-fide and the recursive integral trikernels for a
twisted product ?nEc are related by the integral equations
L
j
Ec .n1;n2;n/ D
Z
S2	S2
U
j
Ec; 1
Ec
.n1;n01/U
j
Ec; 1
Ec
.n2;n02/T
j
Ec .n
0
1;n
0
2;n/dn
0
1dn
0
2 ; (7.79)
T
j
Ec .n1;n2;n/ D
Z
S2	S2
U
j
1
Ec
;Ec.n1;n
0
1/U
j
1
Ec
;Ec.n2;n
0
2/L
j
Ec .n
0
1;n
0
2;n/dn
0
1dn
0
2 : (7.80)
The following proposition is obtained straightforwardly from the above
Eq. (7.74) for the transition kernels UjEc;Ec0 , see also Eq. (7.46), and the general
formula (7.40) for the twisted product integral trikernels LjEc .
Proposition 7.2.23. The bona-fide integral trikernels of two distinct twisted prod-
ucts ?nEc and ?
n
Ec0 are related by
L
j
Ec .n1;n2;n3/ (7.81)
D
Z
S2	S2	S2
U
j
Ec;Ec0.n1;n
0
1/U
j
Ec;Ec0.n2;n
0
2/U
j
Ec0;Ec.n3;n
0
3/L
j
Ec0.n
0
1;n
0
2;n
0
3/dn
0
1dn
0
2dn
0
3 ;
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Similarly for the relation between recursive trikernels of different symbol
correspondences and also for the relation between the bona-fide trikernel of one
correspondence and the recursive trikernel of another correspondence, by appropri-
ate use of transition kernels (7.74) and (7.71)–(7.72).
Duality of Twisted Products
In this way it is easy to see that, for any non-self-dual symbol correspondence, with
its twisted product ?nEc , the covariant-contravariant duality is not a twisted product
homomorphism, but instead, we have the following
Corollary 7.2.24. The covariant-contravariant duality satisfies
Bf ?nEc g D Qf ?n1
Ec
Qg : (7.82)
Proof. This follows straightforwardly from Eqs. (7.68)–(7.81). ut
Definition 7.2.25. In view of Eq. (7.82) above, the twisted product ?n1
Ec
shall be
called the dual twisted product of ?nEc , also denoted Q?nEc . The dual of the standard
Berezin twisted product shall be called the standard Toeplitz twisted product,
denoted by ?n1
Eb
, and similarly for the dual of the alternate Berezin twisted product.
Remark 7.2.26. For a given symbol correspondence with characteristic numbers
Ec, the twisted product ?nEc is the natural product of covariant symbols, while the
dual twisted product ?n1
Ec
is the natural product of contravariant symbols, which are
induced from the operator product. In the literature, the association of an operator
to a function via the contravariant Berezin symbol correspondence (as given by
Eq. (6.24), but see also Theorem 6.2.21 and Remark 6.2.25) is known as Toeplitz
quantization (see, e.g. [18, 21] and references therein).
Definition 7.2.27. According to Definition 7.2.25 and Remark 7.2.26 above, the
symbol correspondence with characteristic numbers 1Eb shall be called the standard
Toeplitz symbol correspondence and the one with characteristic numbers 1Eb shall
be called the alternate Toeplitz symbol correspondence.
Explicit expressions for the standard Toeplitz twisted product of spherical
harmonics and the standard Toeplitz integral trikernel are obtained from
Eqs. (7.9), (7.39), (7.41) and (7.50)–(7.51), via the following substitution:
cnl3
cnl1 c
n
l2
! b
n
l1
bnl2
bnl3
D
v
u
u
t

n
l1

n
l2

nCl3C1
l3


nCl1C1
l1

nCl2C1
l2

n
l3
 (7.83)
D
s
.nC l3 C 1/Š.n  l3/Š.nC 1/ŠnŠ
.nC l1 C 1/Š.nC l2 C 1/Š.n  l1/Š.n  l2/Š :
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7.2.3 Other Formulae Related to Integral Trikernels
Integral Formulae for Trikernels
Returning to Wildberger’s recursive trikernel (i.e., for the standard Berezin corre-
spondence), its nicest feature is its simple closed formula, presented in the following
proposition, whose proof is delegated to Appendix 10.8.
Proposition 7.2.28 ([92]). Recalling the notation from Lemma 7.2.9, Wildberger’s
recursive trikernel is the function TjEb W S
2  S2  S2 ! C given by
T
j
Eb .n1;n2;n3/ D

nC 1
2n4
2 
1CX.n1;n2;n3/C i Œn1;n2;n3
	n
(7.84)
where i D p1 and X.n1;n2;n3/ is defined by (7.53) and Œn1;n2;n3 is the
3  3 determinant. One should compare the simple closed formula (7.84) with the
formulae that are obtained from (7.41) and (7.51) via substitution (7.66).
Then, an integral equation for general bona-fide trikernels is obtained from
Wildberger’s recursive trikernel (7.84) and Eqs. (6.37) and (7.69)–(7.81).
Theorem 7.2.29. The Ec-correspondence trikernel LjEc is itself also expressed by the
following sum of integrals:
L
j
Ec .n1;n2;n3/ D

nC 1
2n4
2 nX
l1;l2;l3D0
cnl3
cnl1 c
n
l2
1
bnl1b
n
l2
bnl3
Inl1;l2;l3 .n1;n2;n3/
D
p
nC 1
.nŠ/34n.4/2
nX
l1;l2;l3D0
cnl3
cnl1c
n
l2
3Y
kD1
p
.nC lk C 1/Š.n lk/Š Inl1;l2;l3 .n1;n2;n3/
(7.85)
where
Inl1;l2;l3 .n1;n2;n3/ D
1
.4/3
Z
S2	S2	S2
3Y
kD1
.2lk C 1/Plk .nk  n0k/ (7.86)


1CX.n01;n02;n03/C i Œn01;n02;n03
	n
dn01dn02dn03:
The standard Stratonovich trikernel is obtained from the above formula by setting
all cnl D 1, whereas for the standard Berezin case, cnl D bnl is given by (6.37), so
that
cnl3
cnl1c
n
l2
1
bnl1b
n
l2
bnl3
D 1
.bnl1/
2.bnl2/
2
D .nC l1 C 1/Š.n l1/Š.nC l2 C 1/Š.n l2/Š
.nC 1/2.nŠ/4
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and the summation in l3 yields the reproducing kernel (cf. Eq. (7.45)), which
eliminates one integration on S2. Thus, the standard Berezin trikernel is given by
L
j
Eb .n1;n2;n3/ (7.87)
D 1
.nŠ/44n.4/4
nX
l1;l2D0
.nC l1C1/Š.nl1/Š.2l1 C 1/.nC l2 C 1/Š.n  l2/Š.2l2 C 1/

Z
S2	S2
Pl1 .n1  n01/Pl2.n2  n02/

1CX.n01;n02;n3/C i Œn01;n02;n3
	n
dn01dn02 :
On the other hand, the integral trikernel for the standard Toeplitz twisted product
(cf. Definition 7.2.25) is obtained from (7.85) by setting cnl D 1bnl , so that
cnl3
cnl1c
n
l2
1
bnl1b
n
l2
bnl3
D 1
.bnl3/
2
D .nC l3 C 1/Š.n l3/Š
.nC 1/.nŠ/2
and now both summations in l1 and l2 yield reproducing kernels that eliminate two
integrations on S2. Therefore, the standard Toeplitz trikernel is given by
L
j
1
Eb
.n1;n2;n3/ D nC 1
.nŠ/24n.4/3
nX
l3D0
.nC l3 C 1/Š.n  l3/Š.2l3 C 1/

Z
S2
Pl3 .n3  n03/

1CX.n1;n2;n03/C i Œn1;n2;n03
	n
dn03 : (7.88)
Special Functional Transforms
Note that formulae (7.87)–(7.88) could have been obtained directly from
Eqs. (7.69)–(7.79). Note also that, in these two formulae above, we have used
the covariant-to-contravariant transition kernel for the standard Berezin symbol
correspondence, namely
U
j
Eb; 1
Eb
.n;n0/ D 1
4
nX
lD0

nClC1
l


n
l
 .2l C 1/Pl .n  n0/: (7.89)
Its inverse transition kernel has a simple closed formula, as follows:
Proposition 7.2.30. The contravariant-to-covariant transition kernel for the stan-
dard Berezin symbol correspondence is given by
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U
j
1
Eb
;Eb.n;n
0/ D 1
4
nX
lD0

n
l


nClC1
l
 .2l C 1/Pl.n  n0/ D nC 1
4

1C n  n0
2
n
:
(7.90)
Remark 7.2.31. (i) Formula (7.90) can be readily obtained from [11, 12], but in
Appendix 10.9 we present a proof of this formula following more closely
to [92].
(ii) Note that Eq. (7.90) is the “inverse” of Eq. (4.36), that is,

1C z
2
n
D
nX
lD0

n
l


nClC1
l

2l C 1
nC 1 Pl .z/ D .nŠ/
2
nX
lD0
.2l C 1/Pl .z/
.nC l C 1/Š.n l/Š :
(7.91)
(iii) However, a simple closed formula for UjEb; 1
Eb
.n;n0/ remains unknown to us.
Similarly, a simple closed formula like (7.84) for general values of j is not yet
known for the Berezin trikernel or even for the Toeplitz trikernel. The situation
is the same for the Stratonovich trikernel.
Definition 7.2.32. Due to the simple closed form for Uj
1
Eb
;Eb , the integral equation
f .n/ D nC 1
4
Z
S2

1C n  n0
2
n
Qf .n0/dn0 DW BŒ Qf .n/ (7.92)
is known as the Berezin transform of a function Qf on S2.
In view of (iii) in the above remark, no such simple expression as (7.92) is known
to us for the inverse transform f ! Qf . Nonetheless, it follows from (7.89) that the
inverse Berezin transform of a function f on S2 is given by
B1Œf .n/D Qf .n/D 1
.nŠ/2.nC1/
nX
lD0
.nClC1/Š.nl/Š .2lC1/
4
Z
S2
Pl .nn0/f .n0/dn0
(7.93)
Remark 7.2.33. (i) The reader should be aware that the term “Berezin transform”
of an operator is also sometimes used in the literature to indicate the standard
Berezin (covariant) symbol of an operator. Also, the Berezin transform of a
function on S2 is more commonly presented using holomorphic coordinates on
C, which is identified with S2 via the stereographic projection (2.35), as was
originally done by Berezin [11, 12].
(ii) Clearly, both the Berezin transform of a function on S2, B defined by (7.92),
and its inverse, B1 defined by (7.93), depend on n. Also, they both vanish on
the complement of PolyC.S
2/n, so that composing the Berezin transform with
its inverse (or vice-versa) amounts to orthogonally projecting any function on
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S2 to the subspace PolyC.S
2/n. In fact, this follows as a particular case of
Eq. (7.75), for Ec D Eb, Ec 0 D 1Eb .
In the category of characteristic-positive symbol correspondences, the stan-
dard Stratonovich symbol correspondence is naturally singled out, standing in a
prominent position together with its twisted product. For this reason, the standard
Stratonovich trikernel is also singled out. We also observe from Theorem 7.2.29
that the equation which yields the standard Stratonovich trikernel from Wildberger’s
recursive trikernel can be written more simply as follows:
L
j
1 .n1;n2;n3/ D (7.94)
Z
S2	S2	S2
U
j
Eb;1.n1;n
0
1/U
j
Eb;1.n2;n
0
2/U
j
Eb;1.n3;n
0
3/T
j
Eb .n
0
1;n
0
2;n
0
3/dn
0
1dn
0
2dn
0
3
and this, in turn, singles out the importance of the transition kernel UjEb;1.n;n
0/.
Definition 7.2.34. The Berezin-Stratonovich transition kernel
U
j
Eb;1.n;n
0/ D 1
4
nX
lD0
2l C 1
bnl
Pl.n  n0/
defines the Berezin-Stratonovich transform
BS W PolyC.S2/n ! PolyC.S2/n
via the integral equation
BSŒf .n/ D 1
nŠ
p
nC 1
nX
lD0
p
.nC l C 1/Š.n l/Š .2l C 1/
4
Z
S2
Pl .nn0/f .n0/dn0 :
(7.95)
Its inverse, the Stratonovich-Berezin transform SB D .BS/1 is given by
SBŒf .n/ D nŠpnC 1
nX
lD0
1
p
.nC l C 1/Š.n l/Š
.2l C 1/
4
Z
S2
Pl .nn0/f .n0/dn0 :
(7.96)
The following lemma, whose straightforward proof is analogous to the proof
of the equations in Proposition 7.2.20, gives the relation between the two special
transforms on PolyC.S
2/n defined above.
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Lemma 7.2.35. The Berezin transform is the square of the Stratonovich-Berezin
transform,
B D .SB/2 D SB ı SB : (7.97)
Remark 7.2.36. One should note, however, that although SB is the unique positive
square root of B, there are .Z2/n distinct square roots of B, one for each choice
of Stratonovich correspondence with characteristic numbers E" D ."nl /, "nl D ˙1,
defining transition kernels UjEb;E" and U
j
E";Eb .
Again, just as for B1, simple closed formulae like (7.92) for either SB or BS
are yet unknown to us.
Integral Formulae for Twisted Products of Spherical Harmonics
Now, for symbols f; g 2 PolyC.S2/n which are decomposed into the l-invariant
subspaces as f D PnlD0 fl , g D
Pn
lD0 gl , we have from Remark 7.2.21 (cf.
Eqs. (7.77)–(7.78)) and Eqs. (7.39) and (7.85)–(7.86), that
f ?nEc g.n3/ D

nC 1
2n4
2 nX
l1;l2;l3D0
cnl3
cnl1c
n
l2
1
bnl1b
n
l2
bnl3
2l3 C 1
4
(7.98)

Z
S2	S2	S2
fl1.n
0
1/gl2 .n
0
2/Pl3 .n3 n03/

1CX.n01;n02;n03/Ci Œn01;n02;n03
	n
dn01dn02dn03
which for the standard Berezin case reduces to
f ?nEb g.n3/ D

nC 1
2n4
2 nX
l1;l2D0

nCl1C1
l1

nCl2C1
l2


n
l1

n
l2
 (7.99)

Z
S2	S2
fl1 .n
0
1/gl2 .n
0
2/

1CX.n01;n02;n3/C i Œn01;n02;n3
	n
dn01dn02 :
In particular, Eqs. (7.98) and (7.99) above yield alternative expressions for the
twisted products of spherical harmonics.
Corollary 7.2.37. The standard Berezin twisted product of spherical harmonics
can also be written as
Y
m1
l1
?nEb Y
m2
l2
.n3/ D .nC l1 C 1/Š.n l1/Š.nC l2 C 1/Š.n  l2/Š
.nŠ/44n.4/2
(7.100)

Z
S2	S2
Y
m1
l1
.n01/Y
m2
l2
.n02/

1CX.n01;n02;n3/C i Œn01;n02;n3
	n
dn01dn02
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while a general twisted product of spherical harmonics is given by
Y
m1
l1
?nEc Y
m2
l2
.n3/ D

nC 1
2n4
2
1
cnl1c
n
l2
1
bnl1b
n
l2
nX
l3D0
cnl3
bnl3
2l3 C 1
4
(7.101)

Z
S2S2S2
Y
m1
l1
.n01/Y
m2
l2
.n02/Pl3.n3 n03/

1CX.n01;n02;n03/Ci Œn01;n02;n03
	n
dn01dn02dn03
from which the standard Stratonovich product is obtained by setting all cnl D 1, as
Y
m1
l1
?n1 Y
m2
l2
.n3/ (7.102)
D
p
nC 1
.nŠ/34n.4/3
2Y
kD1
p
.nC lk C 1/Š.n lk/Š
nX
l3D0
p
.nC l3 C 1/Š.n  l3/Š.2l3 C 1/

Z
S2S2S2
Y
m1
l1
.n01/Y
m2
l2
.n02/Pl3.n3 n03/

1CX.n01;n02;n03/Ci Œn01;n02;n03
	n
dn01dn02dn03:
Relationship with Spherical Geometry
Finally, we note that the above formulae (7.84)–(7.88) and (7.98)–(7.102) can also
be rewritten in polar form, in terms of the geometry of the vertex spherical triangle
spanned by the triple .n1;n2;n3/ of unit vectors. To this end, let us write
cos˛i D nj  nk , ˛i 2 Œ0; , for fi; j; kg D f1; 2; 3g;
ˇi D ˛i=2 2 Œ0; =2
and consider the geodesic triangle with vertices ni and opposite edges of length ˛i ,
positive orientation given by ni ! niC1.i mod 3/, and oriented (symplectic) area
denoted by ‚ W
2 
 ‚.n1;n2;n3/ 
 2
Lemma 7.2.38. Let nk 2 S2.1/; k 2 f1; 2; 3g, be points on the standard unit
sphere of total (symplectic) oriented area 4 , and consider the geodesic triangle
with vertices nk and arcs of length 2ˇk and signed area ‚, as explained above.
Then
cosˇ1 cosˇ2 cosˇ3 D 1
4
j 1CX.n1;n2;n3/C i Œn1;n2;n3 j (7.103)
‚.n1;n2;n3/ D 2 arg.1CX.n1;n2;n3/C i Œn1;n2;n3/ (7.104)
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where X.n1;n2;n3/ is given by (7.53) and Œn1;n2;n3 is the 3  3 determinant
(cf. (7.49)).
Proof. The Eq. (7.104) for the area ‚.n1;n2;n3/ of the vertex geodesic triangle on
S2 has long been known (at least since Euler, probably much earlier, see also [62]).
To prove Eq. (7.103), we use another known identity (see [61]),
Œn1;n2;n32 D 1 cos2 ˛1 cos2 ˛2 cos2 ˛3C 2 cos˛1 cos˛2 cos˛3 ; (7.105)
which is readily seen to imply (7.103). ut
Corollary 7.2.39 ([92]). For every n D 2j 2 N, Wildberger’s recursive trikernel
T
j
Eb W S
2  S2  S2 ! C, cf. (7.84), can be written in polar form as
T
j
Eb .n1;n2;n3/ D

nC 1
4
2
AnW .n1;n2;n3/ exp fiˆnW .n1;n2;n3/g (7.106)
where the amplitude and phase functions are given respectively by
AnW .n1;n2;n3/ D cosn ˇ1 cosn ˇ2 cosn ˇ3 (7.107)
D 1
23n=2
Œ.1C n1  n2/.1C n2  n3/.1C n3  n1/n=2
ˆnW .n1;n2;n3/ D
n
2
‚.n1;n2;n3/: (7.108)
In view of the fact that the standard Stratonovich-Weyl twisted product can be
seen as the spin version of the ordinary Moyal-Weyl product, whose integral form
obtained by Groenewold and von Neumann [35, 77] can be written in terms of the
geometry of triangles described by their midpoints (see e.g. [60, 62]), one could
hope that a result similar to Corollary 7.2.39 above would hold for the Stratonovich
trikernel, with vertex spherical triangles replaced by midpoint spherical triangles
(i.e. spherical triangles described by their midpoints, with its area function). This
possibility was first set forth by Weinstein [83] and has been partially investigated
by Tuynman in collaboration with one of the authors [62].
However, by comparing with the geometrical formulae for midpoint triangles
(area function, etc.) presented in [61, 62], it is clear from Eqs. (7.54)–(7.55) in
Example 7.2.14, as well the more general Eqs. (7.50)–(7.51), (7.85)–(7.86), that
such a very simple closed “midpoint formula” in the style of Corollary 7.2.39 only
has a chance of holding for the Stratonovich trikernelLj1 asymptotically, as n!1,
as in a WKB-style approximation.
But such an asymptotic study of the Stratonovich trikernel lies outside the scope
of this monograph. The more basic asymptotic study to be presented in the next
chapter does not touch on this matter.
Chapter 8
Beginning Asymptotic Analysis of Twisted
Products
As mentioned in Remarks 3.3.13 and 4.1.10, while the quantum dynamics of an
operator F 2 B.Hj / is governed by Heisenberg’s equation (3.87), the classical
dynamics of a function f 2 C1
C
.S2/ is governed by Hamilton’s equation (4.16).
Now, via a symbol correspondence W jEc , Heisenberg’s equation can be trans-
formed into a dynamical equation for the symbol of F , f 2 PolyC.S2/n 
C1
C
.S2/, by substituting the commutator of operators ŒH; F  by the twisted
commutator of symbols, Œh; f ?n
Ec
D h ?nEc f  f ?nEc h, where h 2 PolyC.S2/n
is the W jEc -symbol of the preferred Hamiltonian operatorH .
Therefore, a natural question is whether Hamilton’s equation, which can be
defined via the Poisson bracket, can be obtained from Heisenberg’s equation for
symbols, which is defined via the ?nEc commutator, in a suitable limit.
1 In other words,
whether Poisson dynamics emerge from quantum dynamics in a suitable asymptotic
limit, the so-called (semi)classical limit.
Historically, this question was first addressed in the context of operators on
infinite dimensional Hilbert space L2.Rk/ and functions on affine symplectic space
R
2k . In that context of affine mechanical systems, the (semi)classical limit, the limit
of very large quantum numbers, can be formally treated as the limit „ ! 0.
However, in the context of spin systems, the (semi)classical limit, the limit of
very large quantum numbers, is the limit 2j D n ! 1 and, in this context, „ is
best treated as a constant which can be omitted by scaling (cf. Remark 3.1.3).
Thus, in order to address Bohr’s correspondence principle for spin systems, we
must investigate the asymptotic limit and expansions, as n ! 1, of the symbol
correspondencesW jEc , their twisted products and the symbols themselves.
1One should also note from (3.89) and (4.11) that the ?n
Ec
commutator is a derivation on the ?n
Ec
algebra, while the Poisson bracket is a derivation on the algebra of functions under pointwise
product.
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As we saw in the previous chapter, each symbol correspondence W jEc defines a
Ec-twisted j -algebra on PolyC.S2/n. However, despite the fact that all Ec-twisted j -
algebras are isomorphic for each finite j , we shall see below that only a subclass of
symbol correspondence sequences yield Poisson dynamics in the asymptotic limit
of high spin numbers (j !1). This subclass realizes Rieffel’s “strict deformation
quantization” of the 2-sphere in reverse order (from quantum to classical). However,
as we shall see below, this subclass is far from being generic.
8.1 Low-l High-j -Asymptotics of the Standard Twisted
Product
If we recall from Proposition 7.1.6 the formulae for the standard twisted product
of the cartesian coordinate functions, and try to compute the asymptotics for these
formulae as n ! 1, the first question is how to expand these formulae. A natural
asymptotic expansion is in power series, but, power series of what? From Eq. (7.4),
one could guess that 1=
p
n.nC 2/, or rather 1=pj.j C 1/, is a natural expansion
parameter (as suggested in [73]). In this case, expanding in negative powers ofp
j.j C 1/ we have
a ?n1 b ! abC
i"abc
2
p
j.j C 1/c CO..j.j C 1//
1/; (8.1)
a ?n1 a ! a2 CO..j.j C 1//1/: (8.2)
On the other hand, looking at the formulae for the Berezin twisted product of the
cartesian coordinate functions, as described in Corollary 7.1.11, a more natural
expansion parameter seems to be 1=n. Then, the standard twisted product of the
coordinate functions in negative powers of n becomes
a ?n1 b ! abC
i"abc
n
c CO.n2/; (8.3)
a ?n1 a ! a2 CO.n2/: (8.4)
We also observe that in the equivalent expressions (8.1)–(8.2) and (8.3)–(8.4),
the zeroth order term is the classical pointwise product, while the first-order term is
the Poisson bracket (multiplied by i ).
Thus we are led to inquire whether the zeroth and first-order expansions of any
twisted product of any polynomial functions always coincide with the pointwise
product and the Poisson bracket of these functions, respectively.
We start this investigation by studying more closely the standard Stratonovich-
Weyl twisted product. But first, we have the following:
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Theorem 8.1.1 ([22, 30]). For n D 2j >> 1, l1; l2; l << 2j ,
.1/2jCm
s
.2j C 1/.2l C 1/
.2l1 C 1/.2l2 C 1/

l1 l2 l
m1 m2 m

Œj 
D C l1;l2;lm1;m2;mC l1;l2;l0;0;0 C
1
2
p
j.j C 1/C
l1;l2;l
m1;m2;m
P.l1; l2; l/CO..j.j C 1//1/
(8.5)
D C l1;l2;lm1;m2;mC l1;l2;l0;0;0 C
1
nC 1C
l1;l2;l
m1;m2;m
P.l1; l2; l/CO..nC 1/2/ (8.6)
D C l1;l2;lm1;m2;mC l1;l2;l0;0;0 C
1
n
C l1;l2;lm1;m2;mP.l1; l2; l/CO.n2/ (8.7)
where C l1;l2;l0;0;0 and P.l1; l2; l/ are given explicitly by (4.49) and (4.52), respectively,
and satisfy C l1;l2;l0;0;0  0 if l1 C l2 C l is odd, P.l1; l2; l/  0 if l1 C l2 C l is even.
One can say that the zeroth order term in Eqs. (8.5)–(8.7) was first obtained by
Brussard and Tolhoek in [22], though not in the form of these equations. The first
order term was first obtained by Freidel and Krasnov in [30].
For the proof of Theorem 8.1.1 we refer to Appendix 10.10.
Corollary 8.1.2. For nonnegative integers l1; l2, the standard twisted product of
spherical harmonics Y m1l1 and Y
m2
l2
satisfies
(i) W lim
n!1

Y
m1
l1
?n1 Y
m2
l2
 Y m2l2 ?n1 Y m1l1
	
D 0; (8.8)
(ii) W lim
n!1

Y
m1
l1
?n1 Y
m2
l2
C Y m2l2 ?n1 Y m1l1
	
D 2Y m1l1 Y m2l2 ; (8.9)
(iii) W lim
n!1

nŒY
m1
l1
?n1 Y
m2
l2
 Y m2l2 ?n1 Y m1l1 
	
D 2ifY m1l1 ; Y m2l2 g; (8.10)
(iv) W lim
n!1

nŒY
m1
l1
?n1 Y
m2
l2
C Y m2l2 ?n1 Y m1l1  2Y m1l1 Y m2l2 
	
D 0; (8.11)
where the limits above are taken uniformly, i.e. we have uniform convergence of the
sequence of functions on the l.h.s. to the function on the r.h.s.
By linearity, properties (i)–(iv) apply to the product of any f; g 2 PolyC.S2/k ,
where k 2 N is finite.
Proof. First, for fixed l1;m1; l2;m2, let us write
P l1;l2m1;m2 D fY ml ; jl1  l2j 
 l 
 l1 C l2; l 
 m D m1 Cm2 
 lg
and start by rewriting Eq. (8.7) as
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.1/2jCm
s
.2j C 1/.2l C 1/
.2l1 C 1/.2l2 C 1/

l1 l2 l
m1 m2 m

Œj 
D C l1;l2;lm1;m2;mC l1;l2;l0;0;0 C
1
n
C l1;l2;lm1;m2;mP.l1; l2; l/C
1
n2
Dl1;l2;lm1;m2.n/ ; (8.12)
whereDl1;l2;lm1;m2.n/ 2 R is such that
ˇ
ˇDl1;l2;lm1;m2.n/
ˇ
ˇ 
 K 2 RC; 8n 2 N: (8.13)
We will show .iii/, the others follow similarly.
Let jjf jj D sup.jf .n/j;n 2 S2/ denote the sup-norm on the space of smooth
functions on the sphere. From Theorem 8.1.1, Propositions 4.2.6 and 4.2.8 and
Eq. (8.12) we have that, 8n  l1 C l2,
jjn

Y
m1
l1
?n1 Y
m2
l2
 Y m2l2 ?n1 Y m1l1
	
 2ifY m1l1 ; Y m2l2 gjj D
1
n
jjRm1;m2l1;l2 .n/jj ; (8.14)
where
R
m1;m2
l1;l2
.n/ D
l1Cl2X
lDjl1l2j
Dl1;l2;lm1;m2.n/Y
m
l ; m D m1 Cm2 :
Then,
jjRm1;m2l1;l2 .n/jj 

l1Cl2X
lDjl1l2j
jjDl1;l2;lm1;m2.n/Y ml jj 
 K
l1Cl2X
lDjl1l2j
jjY ml jj ;
where we have used (8.13). Now, let
M D maxfjjY ml jj; Y ml 2 P l1;l2m1;m2g ;
then
jjRm1;m2l1;l2 .n/jj 
 KM.l1 C l2 C 1  jl1  l2j/ (8.15)
and .iii/ follows immediately from (8.14) and (8.15). The other statements .i/; .ii/
and .iv/ are proved similarly. ut
Remark 8.1.3. For finite n >> 1, the following is a valid expansion in powers of
1=n, as long as l1; l2 << n:
Y
m1
l1
?n1 Y
m2
l2
D Y m1l1 Y m2l2 jn C
i
n
fY m1l1 ; Y m2l2 gjn C o.1=n/ ; (8.16)
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where Y m1l1 Y
m2
l2
jn denotes the nth degree truncation of Y m1l1 Y m2l2 and fY m1l1 ; Y m2l2 gjn
denotes the nth degree truncation of fY m1l1 ; Y m2l2 g, that is, the truncations l 
 n of
the l-summations in formulas (4.44) and (4.51), respectively.
However, the asymptotic (n ! 1) expansion of the Wigner product symbol
presented in Theorem 8.1.1 is invalid without the assumption l1; l2 << n (l1; l2
remaining finite as n!1) and other asymptotic expansions of the Wigner product
symbol are in order if, for instance, we let n!1 while keeping n=l1; n=l2; n=l
finite.
8.2 Asymptotic Types of Symbol Correspondence Sequences
As the classical products of spherical harmonics appear as the zeroth and first order
terms in the expansion of the standard twisted product in powers of n1 (or .j.j C
1//1=2), we want to investigate which of all possible symbol correspondences have
the same property, namely that their twisted products are related to the classical
products of functions on the sphere, as n ! 1. By linearity, it is enough to
investigate this for the products of spherical harmonics.
However, again turning to the standard Berezin twisted product of linear
spherical harmonics or cartesian coordinate functions (cf. Corollary 7.1.11), we note
that the zeroth order term in the 1=n (or 1=
p
j.j C 1/) expansion coincides with the
pointwise product, whereas the first-order term does not coincide with the Poisson
bracket of functions. Therefore, first we introduce the following:
Definition 8.2.1. Let
C.N2/ D f.n; l/ 2 N2 j n  l > 0g
and C W C.N2/ ! R be any given function. We denote by WC D ŒW jEc 2jDn2N
the sequence of symbol correspondences defined by characteristic numbers cnl D
C.n; l/, 8.n; l/ 2 C.N2/, cn0 D 1;8n 2 N. We denote by
WC.S2; ?/ D Œ.PolyC.S2/n; ?nEc /n2N
the associated sequence of twisted algebras (cf. Definitions 6.2.22 and 7.1.16).
8.2.1 Symbol Correspondence Sequences of Poisson Type
Definition 8.2.2. A symbol correspondence sequence WC , with its associated
sequence of twisted algebras WC.S2; ?/, is of Poisson type if, 8l1; l2 2 N,
140 8 Beginning Asymptotic Analysis of Twisted Products
(i) W lim
n!1

Y
m1
l1
?nEc Y
m2
l2
 Y m2l2 ?nEc Y m1l1
	
D 0; (8.17)
(ii) W lim
n!1

Y
m1
l1
?nEc Y
m2
l2
C Y m2l2 ?nEc Y m1l1
	
D 2Y m1l1 Y m2l2 ; (8.18)
(iii) W lim
n!1

nŒY
m1
l1
?nEc Y
m2
l2
 Y m2l2 ?nEc Y m1l1 
	
D 2ifY m1l1 ; Y m2l2 g; (8.19)
WC is of anti-Poisson type if it satisfies properties (i), (ii) above and
(iii’) W lim
n!1

nŒY
m1
l1
?nEc Y
m2
l2
 Y m2l2 ?nEc Y m1l1 
	
D 2ifY m1l1 ; Y m2l2 g; (8.20)
and WC is of pure-(resp. pure-anti)-Poisson type if, in addition to properties (i), (ii),
and (iii) (resp. (iii’)) above, the following property also holds:
(iv) W lim
n!1

nŒY
m1
l1
?nEc Y
m2
l2
C Y m2l2 ?nEc Y m1l1  2Y m1l1 Y m2l2 
	
D 0: (8.21)
Again, all limits above are taken uniformly, i.e. we consider uniform convergence
of the sequence of functions on the l.h.s. to the function on the r.h.s.
Remark 8.2.3. The signs in the r.h.s. of Eqs. (8.19) and (8.20) are related to the
choice of orientation of the symplectic form on the sphere (cf. Remark 4.1.3). Once
a choice is fixed, they are also related by the antipodal map on the sphere (cf.
Proposition 6.2.36, Eq. (6.41), and Proposition 7.1.13).
Remark 8.2.4. If WC is of pure-Poisson type, its twisted product expands as in
Eq. (8.16), under the same assumptions of Remark 8.1.3.
Proposition 8.2.5. The standard Stratonovich-Weyl symbol correspondence
sequence is of pure-Poisson type and the alternate Stratonovich-Weyl symbol
correspondence sequence is of pure-anti-Poisson type.
Proof. For the standard case, this follows from Corollary 8.1.2. For the alternate
case, cnl D "l D .1/l , it follows from the above and from Proposition 7.1.13. ut
Proposition 8.2.6. The standard (resp. alternate) Berezin symbol correspondence
sequence is of Poisson type (resp. anti-Poisson type), but not of pure-Poisson type
(resp. pure-anti-Poisson type). Same for the standard (resp. alternate) Toeplitz
symbol correspondence sequences (cf. Definition 7.2.27).
Proof. To see that the standard Berezin twisted product is of Poisson type, note from
formula (6.38) for bnl D C.n; l/ that
8l; l1; l2 << n; b
n
l
bnl1b
n
l2
! 1CO.1=n/; as n!1:
Therefore, by (7.9) and (8.7), 8l1; l2 << n,
8.2 Asymptotic Types of Symbol Correspondence Sequences 141
lim
n!1

Y
m1
l1
?nEb Y
m2
l2
	
D lim
n!1

Y
m1
l1
?n1 Y
m2
l2
	
;
lim
n!1

nŒY
m1
l1
?nEb Y
m2
l2
 Y m2l2 ?nEb Y
m1
l1

	
D lim
n!1

nŒY
m1
l1
?n1 Y
m2
l2
 Y m2l2 ?n1 Y m1l1 
	
:
On the other hand, property (iv) already fails for the twisted product of linear
symbols, as shown by Corollary 7.1.11. For the alternate case, C.n; l/ D bnl D
.1/lbnl , we use Proposition 7.1.13. Analogously for the standard and alternate
Toeplitz twisted products, cf. Definition 7.2.25 and Eq. (7.82). ut
Remark 8.2.7. The distinction between symbol correspondence sequences of pure-
Poisson or Poisson types is not irrelevant insofar as the Stratonovich-Weyl and the
Berezin and Toeplitz symbol correspondences satisfy different axioms, namely, the
former satisfies the isometry axiom (v) of Remark 6.1.2 while the latter ones do not.
It is therefore interesting to see that these distinct symbol correspondence sequences
exhibit distinct asymptotics, namely the former satisfies the property (8.21) while
the latter ones do not.
We shall say more about their asymptotics below, when a more important
asymptotic distinction between the standard Stratonovich-Weyl and the Berezin and
Toeplitz correspondences will be highlighted (see Remarks 8.2.26 and 8.2.28).
8.2.2 Symbol Correspondence Sequences of Non-Poisson Type
Generic symbol correspondence sequences are not of Poisson or anti-Poisson type.
This can already be seen in the very restrictive case of Stratonovich-Weyl symbol
correspondences. Thus, consider a Stratonovich-Weyl correspondence sequence
given by the characteristic numbers cnl D "nl D ˙1, for 1 
 l 
 n. Combining
Eqs. (7.9) and (8.7), we have for l1; l2 << n,
Y
m1
l1
?nE" Y
m2
l2
D
l1Cl2X
lDjl1l2j
ll1Cl2.mod 2/
s
.2l1 C 1/.2l2 C 1/
2l C 1 C
l1;l2;l
m1;m2;m
C
l1;l2;l
0;0;0
"1l
"1l1 "
1
l2
Y ml
(8.22)
C 1
n
l1Cl21X
lDjl1l2jC1
ll1Cl21.mod 2/
s
.2l1C1/.2l2C1/
2lC1 C
l1;l2;l
m1;m2;m
P.l1; l2; l/
"1l
"1l1 "
1
l2
Y ml CO.1=n2/
where
"1l D limn!1 "
n
l ; (8.23)
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whenever such limits exist.
Clearly, limit (8.23) does not exist for a random sequence of strings of ˙1, of
the form E" D ."n1; "n2;    ; "nn/. Thus, obviously, these generic Stratonovich-Weyl
symbol correspondences are not of Poisson type.
Moreover, by comparison with Eqs. (4.44) and (4.51), we see that the same can be
said of a generic string of˙1 of the form E" D ."1; "2;    ; "n/, where "nl D "l D "1l
because, generically, "l="l1"l2 will be a random assignment
l1;l2 W N \ Œjl1  l2j  1; l1 C l2! f˙1g
and thus, generically, the first sum in (8.22) will not yield the pointwise product
Y
m1
l1
Y
m2
l2
and the second sum will not yield the Poisson bracket (times ˙i )
fY m1l1 ; Y m2l2 g.
In fact, the requirement that, for every Y m1l1 and Y
m2
l2
, l1; l2 << n, the first sum in
(8.22) yields the pointwise product Y m1l1 Y
m2
l2
and the second sum yields the Poisson
bracket (times ˙i ) fY m1l1 ; Y m2l2 g, enforces that, 8l; l1; l2 << n, either "l="l1"l2 D 1
or "l="l1"l2 D .1/lCl1Cl2 (cf. Proposition 7.1.13). Thus, we have:
Proposition 8.2.8. A Stratonovich-Weyl symbol correspondence sequence Œ"nl 
which is of Poisson type is a sequence for which "1l D 1, 8l 2 N, and it is of
anti-Poisson type if "1l D .1/l , 8l 2 N (cf. Eq. (8.23)).
Although a generic symbol correspondence sequence has no limit as n!1,
there exist symbol correspondence sequences which are not of Poisson or anti-
Poisson type, but still have a well-defined limit as n!1. This is interest-
ing because such a correspondence sequence defines a dynamics of symbols
which is not of Poisson type, in the limit n!1. We illustrate this with some
examples:
Example 8.2.9. Let WC be the symbol correspondence sequence defined by the
characteristic numbers cnl D C.n; l/ D nl . As n ! 1, the twisted products
of the cartesian symbols expand as
x ?nEc y D xyC izCO.1=n/ ; x ?nEc x D x2 C 1=2CO.1=n/ (8.24)
and so on for cyclic permutations of .x; y; z/. We note that the commutator
x ?nEc y  y ?nEc x D 2izCO.1=n/ D 2ifx; yg CO.1=n/;
so the Poisson bracket appears as the zeroth order term in the expansion of
the commutator, not as the first order term, as in Eq. (8.19). Thus, this symbol
correspondence sequence is not of Poisson type, according to Definition 8.2.2.
For this symbol correspondence sequence, however, one could try redefining
Poisson dynamics as the zeroth order term in the expansion of the commutator.
But this clearly does not work either, because
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cnl
cnl1c
n
l2
D nl1Cl2l
and therefore, using Eq. (7.9), we can see that the expansion in powers of n, or
1=n, of the twisted product Y m1l1 ?
n
Ec Y
m2
l2
will be completely messed up, with each
expanding term power depending on l1 C l2  l , for jl1  l2j 
 l 
 l1 C l2.
Example 8.2.10. Let WC be the symbol correspondence sequence defined by
the characteristic numbers cnl D C.n; l/ D lbnl  .l  1/=nl , where bnl are the
characteristic numbers of the standard Berezin symbol correspondence, given by
(6.37). Then, clearly,
8l; l1; l2 << n; c
n
l
cnl1c
n
l2
! l
l1l2
CO.1=n/ ; as n!1:
Inserting the above estimate in Eq. (7.9), using Eq. (8.7), we have
lim
n!1Y
m1
l1
?nEc Y
m2
l2
D
l1Cl2X
lDjl1l2j
ll1Cl2.mod 2/
s
.2l1 C 1/.2l2 C 1/
2l C 1 C
l1;l2;l
m1;m2;m
C
l1;l2;l
0;0;0
l
l1l2
Y ml (8.25)
lim
n!1

nŒY
m1
l1
?nEc Y
m2
l2
 Y m2l2 ?nEc Y m1l1 
	
D
l1Cl21X
lDjl1l2jC1
ll1Cl21.mod 2/
s
.2l1 C 1/.2l2 C 1/
2l C 1 C
l1;l2;l
m1;m2;m
P.l1; l2; l/
l
l1l2
Y ml (8.26)
and from (4.44) and (4.51) we immediately see that the first-order expansion in 1=n
of the commutator of ?nEc does not coincide with the Poisson bracket, nor does the
zeroth order expansion in 1=n of ?nEc coincide with the pointwise product. Therefore,
this symbol correspondence sequence is not of Poisson type, either.
Now, one might think that these two examples above seem ad-hoc and that
more “realistic” symbol correspondences would not exhibit such “exotic” behaviors.
However, the following example, the example of the upper-middle-state correspon-
dence (cf. Definition 6.2.55), is enough to dissipate this prejudice.
We recall that the upper-middle-state correspondence is a mapping-positive
symbol correspondence defined via (6.13) by an operator kernel K which is a J3-
invariant state, so that Kg is a coherent (family of) state(s).
Thus, the upper-middle-state correspondence and its antipodal, the lower-middle-
state correspondence, belong to the set of “most realistic possible” symbol corre-
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spondences, which are the ones obtained by a coherent (family of) state(s), realizing
quantum expectation values. Furthermore, this particular coherent state is defined in
a simple invariant and n-independent way via Proposition 6.2.59.
Example 8.2.11. Let WC be the upper-middle-state symbol correspondence
sequence, which is defined by the characteristic numbers (6.52)–(6.55), or
equivalently, by Proposition 6.2.59. Then, the characteristic numbers of this symbol
correspondence satisfy
lim
n!1p
n
l .1=2/ D
.1/l=2
2l
 
l
l=2
!
; when l is even ; (8.27)
D 0 .C O.1=n// ; when l is odd ; (8.28)
cf. (6.57), (6.52)–(6.55), and we can easily see that the upper-middle-state symbol
correspondence sequence is very far from being of Poisson type. Same for the lower-
middle-state correspondence, which stands in alternate relation to this one.
Let us expand on this example. First, from (7.1.8), (8.1.1) and Proposition 7.1.15,
we see that the expansion of the twisted anti-commutator ŒŒ ; ? and twisted
commutator Œ ; ? have the asymptotic orders as outlined below:
ŒŒ even; even ? D O.1/feveng Œ odd; odd ? D O.1/foddg (8.29)
ŒŒ odd; odd ? D “O.n2/00feveng Œ even; even ? D O.1=n2/foddg (8.30)
ŒŒ even; odd ? D O.1/foddg Œ odd; even ? D O.1/feveng (8.31)
where, following notation of Proposition 7.1.15, ŒŒ even; even ? D O.1/feveng
means that the anti-commutator of two even functions is an even function, in
order zero in the expansion in powers of 1=n, and similarly, Œ even; even ? D
O.1=n2/foddgmeans that the commutator of two even functions is an odd function,
in order 1=n2, but vanishes in O.1/ and O.1=n/, etc., assuming that all even and
odd functions appearing in the l.h.s. and r.h.s. of these identities are O.1/.
Note also from (8.27) that the zeroth order expansion of the even characteristic
numbers depends strongly on l (likewise, one obtains from (6.53)–(6.55) that the
first order expansion for the odd characteristic numbers also depends strongly on
l), so that taking the anti-commutator of two even functions, for instance, will not
generally give (twice) the pointwise product of these functions in zeroth order.
Also, the leftmost identity in (8.30) indicates that the anti-commutator of two
odd functions seems to “blow up” quadratically with n, as n ! 1, which at first
makes no sense within an asymptotic expansion of the twisted product in positive
powers of 1=n. Thus, we will now provide an interpretation for this term.
To approach an interpretation for this “blow-up”, let us start by focusing on the
correspondence induced on the l D 1 subspace, with its first characteristic number
cn1 . Note from Eqs. (6.53)–(6.55) that we have
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pn1 .1=2/ D cn1 D 1=
p
n.nC 2/ D 1=nCO.1=n2/ ; (8.32)
so that the symbol correspondence in the l D 1 subspace becomes
J1
p
j.j C 1/ 7! c
n
1 x ;
J2
p
j.j C 1/ 7! c
n
1 y ;
J3
p
j.j C 1/ 7! c
n
1 z (8.33)
(each Ji a .nC 1/-square matrix), with cn1 given by (8.32), cf. Remark 7.1.7.
At first, one could think that for this correspondence, the image of the Lie algebra
of SU.2/ in the space of polynomials, which as a subalgebra of the Poisson-Lie
algebra is generated by the linear monomials x; y; z, would vanish in the asymptotic
limit n!1 (compare with (7.8)). But this is an oversimplification.
In fact we note, upon closer analysis, that the correspondence given by (8.33)
has non-zero right-hand sides for every finite n 2 N and the limit n ! 1 is an
asymptotic limit, so that n D 1 is never actually realized (see further discussion on
this point in Sect. 8.3). And as we discuss below, the non-vanishing of these linear
symbols is not only relevant, but also has nontrivial consequences.
Furthermore, the rightmost identities in (8.29) and (8.31) are explicit indications
that odd symbols (linear ones included) generate proper dynamics on the whole
space of symbols, in the asymptotic limit (although this asymptotic dynamics will
not generally be Poissonian), and therefore cannot be neglected.
However, we do have the interesting fact that, under the upper-middle-state
correspondence, the linear symbols x; y; z become subdominant in the asymp-
totic limit, in comparison with the even symbols, like x2; y2; yz; zx, etc., which
are of order zero in 1=n. And in view of (8.27)–(8.28), this subdominance
extends to all symbols that are odd polynomials, in comparison with the even
polynomials.
In this light, we reinterpret the leftmost identity in (8.30) as indicating an
asymptotic phenomenon, which is a kind of asymptotic “algebraic resurgence”,
when two subdominant symbols multiply (anticommute) to become dominant.
So, let us again take a closer look at linear symbols and their twisted products,
under the upper-middle-state correspondence. In order to obtain more precise
formulae for these products, we will follow the same method used for the com-
putation of the standard Berezin twisted product of linear symbols, outlined
before Corollary 7.1.11. Thus, we need more precise formulae for the two first
characteristic numbers. The first one is given by (8.32). For the second, we
have:
pn2 .1=2/ D cn2 D 
1
2
n ; when n is odd ; (8.34)
D 1
2
n

1CO.1=n2/ ; when n is even ; (8.35)
where n is given in (7.7), that is
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n D
s
.n 1/.nC 3/
n.nC 2/ : (8.36)
Notation 8.2.12. Let us now set the following notation:
f  g ” f D g.1CO.1=n2// : (8.37)
Then, following the same method used to obtain Corollary 7.1.11, we obtain:
Proposition 8.2.13. The upper-middle-state twisted product ?nEp of the cartesian
coordinate functions fa; b; cg D fx; y; zg are given by
a ?nEp b  
.n  1/.nC 3/
2
abC i"abcc; (8.38)
a ?nEp a  
.n  1/.nC 3/
2
a2 C .nC 1/
2
2
 1; (8.39)
a ?nEp aC b ?nEp b C c ?nEp c  n.nC 2/: (8.40)
Remark 8.2.14. The  sign in (8.38)–(8.40) is actually an equality .D/ when n is
odd, in view of (8.34).
Therefore, by taking anti-commutators and commutators of the products above,
we see them as special cases of the leftmost identity in (8.30) and the rightmost
identity in (8.29). Specifically, the commutator is (the SU.2/ algebra)
Œx; y?n
Ep
D 2iz ; (8.41)
plus cyclic permutations. Now identifying W jx D cn1 x, W jy D cn1 y, W jz D cn1 z,
from (8.33), then the Eq. (8.41) for the Lie algebra of SU.2/ becomes
ŒW jx ;W
j
y ?n
Ep
D .cn1 /22iz D cn1 2iW jz D
2iW
j
z
p
n.nC 2/ ; (8.42)
which has the same form of the commutator obtained from the standard twisted
product, cf. (7.4), as one should expect, because the Lie algebra of linear symbols
(multiplied by the first characteristic number) equals the Lie algebra of operators.
However, for the purpose of our discussion regarding asymptotic orders of the
products, the relevant fact is that (8.42) has the regular asymptotic order. In the
same vein, taking the anti-commutator of the regular linear symbols, we get
ŒŒ W ja ;W
j
b ?n
Ep
 .n/2abC n
2 C 2n 1
n2 C 2n ıa;b (8.43)
where the sign  is an equality when n is odd and ıa;b is the Kronecker delta.
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Therefore, Eq. (8.43) provides an explicit instance of the asymptotic algebraic
resurgence mentioned before, as the symbols anti-commuting on the l.h.s. are each
of orderO.1=n/, while the symbol on the r.h.s. is of order O.1/.
Thus, if we denote by eodd the odd symbols with their correct asymptotic order,
which is O.1=n/ according to (8.28), then we can rewrite (8.29)–(8.31) as
ŒŒ even; even ? D O.1/feveng Œeodd;eodd ? D O.1=n/feoddg (8.44)
ŒŒeodd;eodd ? D O.1/feveng Œ even; even ? D O.1=n/feoddg (8.45)
ŒŒ even;eodd ? D O.1/feoddg Œeodd; even ? D O.1=n/feveng (8.46)
where in the r.h.s. of the rightmost identity in (8.44), for instance, O.1=n/feoddg
means that this term is of order O.1=n/ with respect to the order of eodd, and
similarly for all the other cases. Therefore, now all identities in (8.44)–(8.46) have
the regular asymptotic orders and nothing blows up.
We emphasize, however, that having regularized the asymptotic orders does not
mean, at all, that the twisted products have become Poissonian in the asymptotic
limit. This was already made clear by considering the leftmost identity in (8.44), in
view of (8.27), and is clearer when considering the leftmost identity in (8.45), which
for just checking Poisson vs. non-Poisson, is equivalent to (8.30).
8.2.3 Refined Types of Symbol Correspondence Sequences
In the last section, we presented various cases of symbol correspondences of non-
Poisson type and, in particular, considered with some care three examples: Exam-
ples 8.2.9 and 8.2.10, as well as the upper-middle-state symbol correspondence,
Example 8.2.11. However, although all these three examples exhibit non-Poissonian
dynamics of symbols in the asymptotic limit n!1, their symbol correspondence
sequences should not be regarded as having the same asymptotic type.
Namely, the characteristic numbers in Example 8.2.9 satisfy
lim
n!1 c
n
l D 0 ; 8l 2 N;
whereas the characteristic numbers in Example 8.2.10 satisfy
0 < lim
n!1 c
n
l D c1l < 1 ; 8l 2 N;
and the characteristic numbers of the upper-middle-state correspondence satisfy
1 < lim
n!1 c
n
l D c1l < 1 ; 8l D 2q; q 2 N;
lim
n!1 c
n
l D 0 ; 8l D 2q C 1; q 2 N [ f0g:
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Furthermore, we saw at the beginning of the previous section that generic symbol
correspondence sequences may not have a well-defined limit. In view of all this, it
is necessary to refine our distinction of symbol correspondence sequences.
Definition 8.2.15. Let C W C.N2/ ! R, cf. Definition 8.2.1. The symbol
correspondence sequence WC determined by characteristic numbers cn0 D 1;8n 2
N, cnl D C.n; l/; 8.n; l/ 2 C.N2/, is of limiting type if
9 lim
n!1 c
n
l D c1l ; 8l 2 N; (8.47)
and it is of strong-limiting type if, in addition,
9 lim
.n;l/ln!.1;1/
jcnl j : (8.48)
Remark 8.2.16. In the above definition, the limits are taken in the usual way. Thus,
(8.47) means that, 8l 2 N, 9.l/ 2 R, s.t. 8 > 0, 9k.l; / 2 N s.t. n > k )
jcnl  .l/j < . And (8.48) means that, 9 2 R s.t. 8ı > 0, 9p.ı/; q.ı/ 2 N s.t.
n  l; n > p; l > q ) jjcnl j  j < ı.
And as we saw before, among symbol correspondence sequences of limiting
type there can be quite distinct limiting behaviors. It is clear from the example
of the upper-middle-state correspondence, as well as Example 8.2.9, that having
some characteristic numbers converging to zero in the asymptotic limit leads to
particularly strong non-classical behavior/dynamics for the symbols.
Therefore, we would like to distinguish some “more tame” types of symbol
correspondence sequences of non-Poisson type. We present the following definition:
Definition 8.2.17. A limiting-type symbol correspondence sequence is of pseudo-
classical type if
0 < lim
n!1 jc
n
l j <1 ;8l 2 N; (8.49)
and it is of quasi-classical type if
lim
n!1 jc
n
l j D 1 ;8l 2 N; (8.50)
while a symbol correspondence sequence that satisfies (8.50) but which is not
necessarily of limiting type shall be called a symbol correspondence sequence of
ASD type (cf. Remark 8.2.20, below).
The symbol correspondence sequence in Example 8.2.9 is of strong-limiting
type, but not of pseudo-classical type, while the one in Example 8.2.10 is of pseudo-
classical type, but not of strong-limiting type. On the other hand, the upper-middle
and lower-middle-state correspondence sequences are of limiting type, but they are
neither of strong-limiting type nor of pseudo-classical type.
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Proposition 8.2.18. Both the standard and the alternate Stratonovich-Weyl symbol
correspondence sequences are of quasi-classical type and of strong-limiting type.
On the other hand, both the standard and the alternate Berezin and Toeplitz symbol
correspondence sequences are of quasi-classical type, but not of strong-limiting
type.
Proof. The first statement is obvious. The quasi-classical property in the Berezin
and Toeplitz cases follow from the expansion (6.38) for bnl , that is,
lim
n!1 b
n
l D b1l D 1 ;8l 2 N: (8.51)
On the other hand, note from the closed formula (6.37) for bnl that
lim
n!1 b
n
n D 0; (8.52)
and thus, Eqs. (8.51)–(8.52) imply that (8.48) is not satisfied for the standard and
alternate Berezin and Toeplitz symbol correspondence sequences. ut
Example 8.2.19. The symbol correspondence sequence with cn0 D 1; cnl D
C.n; l/ D 1 log.1 ..l  1/=n//; l > 0, and the one with C.n; l/ D 1C n.1=l/,
are both of quasi-classical type, but not of strong-limiting type.
Note that every Stratonovich-Weyl symbol correspondence sequence is of ASD
type, regardless of whether it is of Poisson type or of quasi-classical type.
Remark 8.2.20. (i) In view of Theorem 6.2.21 and Remark 6.2.25, we can say that
a symbol correspondence sequence of ASD type is asymptotically self-dual, at
least for finite l’s (we recall that the set of quasi-classical correspondences is a
proper subset of the set of ASD correspondences, cf. Definition 8.2.17).
In view of Eq. (6.25), this self-duality is an important (classical) feature for
a symbol correspondence sequence. Thus, Eq. (8.52) means that the standard
and alternate Berezin and Toeplitz symbol correspondence sequences loose this
important asymptotic self-dual property if l !1 as n!1.
(ii) On the other hand, from Eqs. (8.51), (7.45) and (7.90) it follows that the
Berezin transform, given by Eq. (7.92), tends, as n ! 1, to the identity on
PolyC.S
2/n, when applied to functions which are decomposable in a finite
sum of spherical harmonics (finite l’s). The same can be said, of course, of
its unique positive square root, the Stratonovich-Berezin transform, given by
Eq. (7.96), and their respective inverses, given by Eqs. (7.93) and (7.95).
Now, the standard and alternate Stratonovich-Weyl, as well as standard and
alternate Berezin correspondences, which are of Poisson-type, are also of quasi-
classical type. However, it is important to know if/when the converse is true.
Furthermore, as we have seen from Examples 8.2.9 and 8.2.10 and from the
examples of the upper and lower-middle-state correspondences, there are various
kinds of symbol correspondence sequences of limiting type that define asymptotic
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.n ! 1/ dynamics of symbols which does not coincide with Poisson dynamics,
and therefore it is important to know exactly which ones are of Poisson type.
But in fact, the following are necessary and sufficient conditions for a symbol
correspondence sequence to be of Poisson, or pure-Poisson type:
Theorem 8.2.21. A symbol correspondence sequence WC is of Poisson type if and
only if its characteristic numbers cnl D C.n; l/ satisfy
lim
n!1 C.n; l/ D c
1
l D 1 ; (8.53)
WC is of anti-Poisson type if and only if
lim
n!1 C.n; l/ D c
1
l D .1/l ; (8.54)
and WC is of pure-(resp. anti)-Poisson type if
lim
n!1n.C.n; l/ c
1
l / D 0 ; (8.55)
where c1l D 1 (resp. c1l D .1/l ), 8l 2 N.
Proof. For the c1l  1 case, sufficiency of condition (8.55) follows from Eqs. (7.9)
and (8.7) and Corollary 8.1.2. The weaker condition (8.53) uses the fact that the first
term of the expansion (8.7) is commutative, while the second is anti-commutative.
The case c1l D .1/l follows from Proposition 7.1.13.
On the other hand, from Eqs. (3.110), (7.9), (8.7), and (8.17)–(8.19), it follows
as in Proposition 8.2.8 that WC is of Poisson type, or anti-Poisson type only if,
8l; l1; l2 2 N, either lim
n!1
cnl
cnl1c
n
l2
D 1, or lim
n!1
cnl
cnl1c
n
l2
D .1/l1Cl2Cl , implying
condition (8.53); that is, either lim
n!1C.n; l/ D c
1
l  1, or limn!1C.n; l/ D c
1
l D
.1/l . Necessity of (8.55) for the pure-Poisson case follows analogously. ut
Corollary 8.2.22. Any symbol correspondence sequence of Poisson type is of
quasi-classical type, but the converse is generically not true for sequences which are
not characteristic-positive (or characteristic-alternate, for the anti-Poisson case).
Example 8.2.23. A symbol correspondence sequence such that
lim
n!1C.n; l/ D c
1
l D
 1 if l  1 mod 3
1 otherwise
is a symbol correspondence sequence of quasi-classical type which is not of Poisson
nor of anti-Poisson type (same, of course, if we change mod3 to mod 4, 5, etc.).
Remark 8.2.24. However, we note that any symbol correspondence sequence of
pseudo-classical type can in principle be “renormalized” to become a symbol corre-
spondence sequence of Poisson type, if the limit of every sequence of characteristic
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numbers is known. In fact, if cnl D C.n; l/ denote the characteristic numbers of a
symbol correspondence sequence of pseudo-classical type, then the “renormalized”
symbol correspondence sequence with characteristic numbers nl D cnl =c1l is of
Poisson type, where 0 ¤ c1l D limn!1c
n
l .
Finally, even among the symbol correspondence sequences of Poisson type,
we would like to establish some distinctions. One such has already been in use:
Poisson versus pure-Poisson type, distinguishing the standard Berezin and standard
Stratonovich-Weyl correspondences, for instance. However, by comparing these
two we note a further distinction, leading to our last definition, which apparently
expresses the optimal asymptotic conditions for symbol correspondence sequences.
Definition 8.2.25. A symbol correspondence sequence of Poisson (resp. anti-
Poisson) type which is also of strong-limiting type is of Bohr (resp. anti-Bohr) type.
A symbol correspondence sequence of pure- (resp. pure-anti)-Poisson type which is
also of strong-limiting type is of pure-(resp. pure-anti)-Bohr type.
Remark 8.2.26. The standard (resp. alternate) Berezin and Toeplitz symbol corre-
spondence sequences are of Poisson (resp. anti-Poisson) type, but not of Bohr (resp.
anti-Bohr) type (cf. Propositions 8.2.6 and 8.2.18). Similarly, both sequences in
Example 8.2.19 are of Poisson type, but not of Bohr type.
The standard (resp. alternate) Stratonovich-Weyl symbol correspondence
sequence is of pure-(resp. pure-anti)-Bohr type (cf. Propositions 8.2.5 and 8.2.18).
Example 8.2.27. If f .l/ D 1 (resp. f .l/ D .1/l ), 8l 2 N, any symbol
correspondence sequence with cnl D C.n; l/ D f .l/g.n/ ¤ 0; 8.n; l/ 2 C.N2/,
is of Bohr (resp. anti-Bohr) type if lim
n!1g.n/ D 1, and it is of pure-(resp. pure-anti)-
Bohr type if g.n/ D 1C o.n1/, n!1.
Remark 8.2.28. The distinction between symbol correspondence sequences of
Poisson type or Bohr type is manifest in the high-l-asymptotic dynamics of symbols,
that is, asymptotic analysis of the dynamics of symbols when l ! 1 as j ! 1;
in other words, highly oscillatory symbols and their twisted products.
Due to space and time constraints, in this monograph we shall not study the high-
l-asymptotics of symbol correspondence sequences and twisted products, deferring
this much harder study to a later opportunity.
8.3 Some Final Discussions and Considerations
8.3.1 Discussions on Our Approach
The attentive reader may, at this point, be asking the following question: since every
twisted j -algebra of polynomial functions is isomorphic to the quantum algebra
of finite .n C 1/-square matrices, while the classical Poisson algebra of smooth
functions is infinite dimensional, how can one pose statements about the n ! 1
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limit of twisted products without addressing the problem of passing from finite to
infinite matrices? In other words, we have so far been clever to avoid addressing this
problem, but is this really justified? If so, in what sense?
In this respect, first we point out that various general works from different authors
have studied the passage from finite matrices to infinite matrices and differential
operators on infinite dimensional Hilbert spaces, which, as one should expect, is far
from being a trivial problem, although it is facilitated in the case where all functions
have compact support, as is the case of functions on the sphere.
But, by working directly with the symbols of the operators, we were able to
bypass this subtle problem altogether, in the sense of looking at the 2j D n ! 1
limit as an asymptotic limit of twisted j -algebras. Let us expand on this point.
Knowing that PolyC.S
2/n D fY ml glmln densely approximates C1C .S2/ as
n ! 1, we treat 1=n, for n 2 N, as an asymptotic expansion parameter and
look at the asymptotic expansions in this parameter of the expressions obtained
for each sequence of twisted j -algebras, associated to each symbol correspondence
sequence. As long as 1=n ¤ 0, we have n 2 N and each Ec-twisted j -algebra
.PolyC.S
2/n; ?nEc / is a finite-dimensional algebra isomorphic to the matrix algebra
of the spin-j system. The case 1=n D 0 is never really considered, just as 1 is
neither a real nor a natural number. Thus, for each n 2 N and general Y m1l1 ; Y m2l2 2
PolyC.S
2/n,
.Y
m1
l1
?nEc Y
m2
l2
C Y m2l2 ?nEc Y m1l1 /=2 Y m1l1 Y m2l2 ¤ 0 ;
n.Y
m1
l1
?nEc Y
m2
l2
 Y m2l2 ?nEc Y m1l1 /=2  ifY m1l1 ; Y m2l2 g ¤ 0 :
However, the errors, i.e. differences from zero in the l.h.s. of these expressions,
become smaller and smaller as n increases, if and only if we have 8l 
 n that
jcnl  1j is either zero or becomes smaller and smaller as n increases keeping the l’s
fixed (similarly for considering jcnl  .1/l j in the anti-Poisson case).
In other words, taking the sup-norm in the space of smooth functions on the
sphere, jjf jj D sup.jf .n/j;n 2 S2/, then we can rewrite the above expressions as
jj.Y m1l1 ?nEc Y m2l2 C Y m2l2 ?nEc Y m1l1 /=2 Y m1l1 Y m2l2 jj D SŒEcm1;m2l1;l2 .n/ ; (8.56)
jjn.Y m1l1 ?nEc Y m2l2  Y m2l2 ?nEc Y m1l1 /=2 ifY m1l1 ; Y m2l2 gjj D AŒEcm1;m2l1;l2 .n/ ; (8.57)
where SŒEcm1;m2l1;l2 ; AŒEcm1;m2l1;l2 W N ! RC are sequences of nonnegative real numbers
satisfying
lim
n!1SŒEc
m1;m2
l1;l2
.n/ D lim
n!1AŒEc
m1;m2
l1;l2
.n/ D 0 ; (8.58)
for general l1; l2, if and only if the sequence of characteristic numbers cnl satisfies
the conditions of Theorem 8.2.21, cf. Eq. (8.53) (or Eq. (8.54) for anti-Poisson).
Therefore, if this asymptotic condition on the characteristic numbers cnl is
satisfied, then we can say that the corresponding sequence of Ec-twisted j -algebras
8.3 Some Final Discussions and Considerations 153
approximates better and better the infinite-dimensional Poisson algebra of smooth
functions on the sphere, knowing that for each n 2 N we are only considering
a finite-dimensional algebra, the Ec-twisted j -algebra .PolyC.S2/n; ?nEc / which is
isomorphic to the operator algebra of the corresponding spin-j quantum system.
In this respect, our approach is somewhat similar in spirit to the approach
developed by Rieffel [57, 58] that uses the standard Berezin (and Toeplitz) symbol
correspondences to show that the operator algebra of spin-j systems “converges
in quantum Gromov-Hausdorff distance”, as n D 2j ! 1, to the algebra
of continuous functions on the sphere (under pointwise product, i.e. concerning
expressions like (8.56) only). Much of Rieffel’s work centers on precisely defining
and proving this metric convergence, for which he relies on the Berezin transform
(see Definition 7.2.32). We note, however, that the standard Berezin (and Toeplitz)
symbol correspondence sequences satisfy Theorem 8.2.21, meaning that the above
necessary and sufficient condition on the characteristic numbers cnl is satisfied (and
as a consequence, we have Remark 8.2.20 .ii/, on the Berezin transform).
We should also point out, however, that the asymptotic relation obtained via
Eqs. (8.56)–(8.58) under the condition of Theorem 8.2.21, between the sequence of
operator algebras of spin-j systems and the Poisson algebra on S2, is considerably
simpler than any similar asymptotic relation involving the algebra of bounded
operators on L2
C
.R/ and the Poisson algebra on R2, for instance, where both
algebras are infinite dimensional. In such cases, any sequence of finite dimensional
algebras that aims at approximating the Poisson algebra asymptotically also needs
to approximate the operator algebra at each stage, and controlling what happens to
the latter (infinite-dimensional) kernel is another issue.
On the other hand, by working with sequences of spin-j operator algebras and
their corresponding sequences of twisted j -algebras .PolyC.S
2/n; ?nEc /, we were
able to discover an interesting phenomenon: although all Ec-twisted j -algebras are
isomorphic for each fixed n D 2j 2 N, any sequence of Ec-twisted j -algebras that
does not satisfy the condition that all jcnl 1j are zero or become smaller and smaller
as n increases (or similarly for jcnl  .1/l j), will not provide a better and better
approximation to the Poisson algebra on S2. Again, this is an asymptotic statement
that is verified for n larger and larger, though always finite.
But, as the generic condition on sequences of characteristic numbers cnl is the
failure of the condition expressed by Theorem 8.2.21, cf. Eqs. (8.53) or (8.54),
the interested reader could then wonder whether such generic failure of sequences
of Ec-twisted j -algebras to approximate the classical Poisson algebra can have
measurable consequences. We now turn to this question.
8.3.2 “Empirical” Considerations
In standard quantum mechanics, the operators themselves are not measurable
quantities, rather, measurable quantities are some expectation values which, for spin
systems, are expressed by the Hilbert-Schmidt inner product (3.27), i.e.,
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hP;Qi D trace.P Q/ : (8.59)
In view of Eq. (6.13), the value at any point n 2 S2 of the symbolW jEc .P / of any
operator P 2 MC.nC 1/ can be written in the form of Eq. (8.59) as an expectation
value, for any symbol correspondenceW jEc .
Though most expectation values are quantum measurable quantities, the real ones
are more easily so. Therefore, the value of any real symbol (i.e. symbol of any
Hermitian operator) at any point on S2 can be assumed to be a quantum measurable
quantity for a spin system. On the other hand, the value of any real function at
any point on S2 is a classical measurable quantity for a spin system. Thus, under
this assumption, the results of the previous section on the asymptotic dynamics of
symbols acquire a definite measurable significance.
This is more clearly seen in the case of mapping-positive symbol correspon-
dences. Remind that an operator P D P , with trace.P / D 1, is a pure-state if P
is the projector onto a one-dimensional subspace and is a mixed-state if P is any
convex combination of pure states. These operators are also called density operators
or (generalized) states of the quantum system. Thus, whenP is a state andQ D Q,
Eq. (8.59) has a standard empirical meaning in quantum mechanics: it measures the
expectation value of the observableQ in the state P .
Now, for mapping-positive symbol correspondences, the operator kernel K in
(6.13) is itself a state, which is a pure state in the case of Berezin correspondences.
And as shown explicitly in the case of the upper-middle-state and lower-middle-
state correspondences (cf. (8.27)), general correspondence sequences obtained via
a coherent (family of) state(s) are not of Poisson type. Therefore these sym-
bols, whose values are standard quantum-measurable quantities, do not generally
behave classically or near classically in the asymptotic limit of high spin (j )
numbers.
However, for still more general symbol correspondences, even if the assumption
on the quantum measurability of every real symbol is considerably relaxed, the
results of the previous section still have far reaching measurability. To see this,
let us focus on a simple instance, namely assume H D H, A D A, and set
Q D ŒH;A D i„ PA (cf. (3.87)). Again let P D P , with trace.P / D 1, be a
generalized state, but now the operator kernel K in (6.13) can be more general and
is not necessarily a state. Then, with H being the Hamiltonian operator, equation
hP; PAi D trace.P PA/ D 1
i„ trace.P ŒH;A/ (8.60)
measures the time derivative of operator A in state P , or the time derivative of the
expectation value of A in P (in the Heisenberg picture, see for instance [23]).
For any symbol correspondenceW jEc , the expectation value (8.60) can be written
in either of the equivalent forms given by Eqs. (6.25) and (7.3),
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where eW jEc is the symbol correspondence dual to W
j
Ec (see Remark 6.2.25) and
ŒW
j
Ec .H/;W
j
Ec .A/?nEc is the twisted commutator ofW
j
Ec .H/ andW
j
Ec .A/.
Now, suppose that all above symbols have well defined j ! 1 asymptotic
limits of non highly-oscillatory type (decomposable into finite sums of spherical
harmonics). In fact, let us also suppose that the symbol correspondence sequence
of W jEc is of quasi-classical type (cf. Definition 8.2.17) and denote by p; h; a the
asymptotic limits of W jEc .P /, W
j
Ec .H/, W
j
Ec .A/, respectively. From the asymptotic
self-dual property of symbol correspondence sequences of quasi-classical type (cf.
Remark 8.2.20), the last expression (8.62) has asymptotic limit
1
4
Z
S2
pŒh; a1dS ; (8.63)
where
Œh; a1 D lim
n!1
nC 1
i„ ŒW
j
Ec .H/;W
j
Ec .A/?nEc
(to directly relate this equation with the ones of the previous chapter, set „ D 2,
reminding that, for spin systems, „ is always treated as a real constant that can be
omitted by proper scaling and the asymptotic limit is taken by letting n!1).
On the other hand, from Hamilton-Poisson dynamics, the classical limit of (8.60)
should be
1
4
Z
S2
pfh; agdS ; (8.64)
where fh; ag is the Poisson bracket of h; a. However, if the quasi-classical symbol
correspondence sequence of W jEc is not of Poisson type, as in Example 8.2.23 for
instance, then Œh; a1 ¤ fh; ag and, in this case, the integrals (8.63) and (8.64) will
in general not coincide.
Similar asymptotics of (8.60) can be performed for other kinds of limiting-
type symbol correspondence sequences which are not of Poisson type, with similar
conclusions. For instance, it is not too difficult to see that, for a characteristic-
positive symbol correspondence sequence W jEc of pseudo-classical type (cf. Defi-
nition 8.2.17), if p; h; a are the asymptotic limits as before, then we have in general
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And this is typical for other instances of quantum expectation values, as well.
On the other hand, in view of Remark 8.2.24, every symbol correspondence
sequence of pseudo-classical type (with characteristic numbers cnl ) can in principle
be mapped to a “renormalized” symbol correspondence sequence of Poisson type
(with characteristic numbers nl ), so that none of the measurable idiosyncrasies
discussed above applies to the asymptotics of the “renormalized” symbols.
However, such a “renormalization” requires knowing c1l D limn!1c
n
l ; 8l 2 N,
and this may not be the case, or it may be impractical to perform such an “asymptotic
renormalization” on an already pre-established symbol correspondence sequence:
just think again of a generic mapping-positive correspondence, in which case the
symbols are expectation values in a specific coherent (family of) state(s).
Now, recalling that the standard Stratonovich-Weyl and Berezin symbol corre-
spondence sequences are of Poisson type, it would be interesting to see whether the
non-pure-Poisson property of standard Berezin symbols can have nontrivial measur-
ability in low-l high-j -asymptotics. Furthermore, the identity (8.52) suggests that
their high-l-asymptotics are quite different, in the standard Stratonovich-Weyl and
standard Berezin (and Toeplitz) cases.
But this is a considerably harder question, which could perhaps be better
addressed by using the integral formulations studied in Sect. 7.2. However, these
would be much more useful, in this respect, if we had been able to obtain
closed formulae for the integral trikernels under consideration. Therefore, further
investigations in this direction could turn out to be profitable.
An alternative standpoint could be established by obtaining adequate asymptotic
approximations for these trikernels which could be used in high-l asymptotic
investigations. A possible approach to this goal is to introduce appropriate j -
dependent scalings on the spheres so that, in the n ! 1 limit, spherical patches
tend to the symplectic plane and the spherical trikernels tend to well-known affine
ones in small neighborhoods. In terms of the symmetry groups, this path leads to
a contraction of the Lie algebra of SU.2/ to the Lie algebra of the Heisenberg
group. Some work along these lines has been carried out in the context of the
group SU.1; 1/, instead of SU.2/, where, by first performing a contraction of the Lie
algebra and later performing a “quantized decontraction”, some closed formulae for
trikernels on the hyperbolic plane have been obtained [15]. One wonders, however,
if the completely different topologies of SU.2/ and the Heisenberg group can allow
for any useful outcome of this kind of procedure, in the spherical case.
Another approach is to use other asymptotic formulae for the Wigner 3jm and
6j symbols, that can be used to obtain high-l asymptotic approximations of the
products and/or the trikernels. Particular formulae for these Wigner symbols are
known in the asymptotic limit when the l’s tend to1 linearly with j , that is, keeping
all fractions l=j fixed. The respective nonuniform formulae have long been known,
cf. [55], but uniform formulae are also known, cf. [3, 4]. Still another approach
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is to work with the integral formulae for the trikernels, which were obtained in
Sect. 7.2.3, either to obtain asymptotic formulae for the trikernels themselves, or
directly to the products of highly oscillatory functions.
Finally, we end this subsection with an important clarification of its context:
at this point, all of the above “empirical” considerations are purely theoretical
and whether any of these can eventually be actually observed in a real physical
laboratory in some possible future, is at present totally unknown to us.
Chapter 9
Conclusion
Since the work of Bayen, Flato, Frondsal, Lichnerowicz and Sternheimer on
deformation quantization [9], much emphasis has been placed on a class of problems
initially known as quantization of Poisson manifolds. At first, the deformation
quantization program, which started in [9] but was inspired by the much older
work of Moyal [50], seemed to promise a definitive approach towards a precise
mathematical relationship between quantum and classical mechanics in a unique and
general setting. And soon, approaches to invariant deformation quantization were
set forth, as the early work of Bayen and Frondsal [8] on the formal deformation
quantization of the 2-sphere. Moreover, this promise of a general formalism showed
itself stronger after the works of Fedosov [29] and Kontsevich [42], thus inspiring
many to enlarge the program to ever more general settings.
However, as could have been clear from the start of the program, already for
the case of affine symplectic spaces, the deformation quantization approach is not
so well suited to handle highly oscillatory functions. These are common in some
WKB semiclassical approximation of certain types of operators in ordinary quantum
mechanics, particularly projectors or evolution operators in the Weyl representation
(see the discussion in [60] and a related question in [59]).
Furthermore, the promise of a very general framework for quantization took
a hard blow with the work of Rieffel [56], based on the work of Wassermann [80],
which showed that, in the simple case of the homogeneous 2-sphere, any SO.3/-
invariant “strict deformation quantization” of S2 has to be isomorphic to some
SU.2/-invariant finite matrix algebra, or some sequence of SU.2/-invariant matrix
algebras in reverse order, i.e. of finite dimensions decreasing from infinity. Here,
by strict deformation quantization, one should understand a closed associative
noncommutative algebra in some function subspace of CC.S2/, with all the required
properties of a deformation quantization. Thus, in particular, equations analogous to
(8.17)–(8.20) have to be satisfied (see [56] for more details; see also [18, 44]).
© Springer International Publishing Switzerland 2014
P. de M. Rios, E. Straume, Symbol Correspondences for Spin Systems,
DOI 10.1007/978-3-319-08198-4__9
159
160 9 Conclusion
In this way, once again one could not simply dismiss an understanding that
the path from classical to quantum mechanics can be quite more subtle than
straightforward, and quite more peculiar than generic.
On the other hand, the path from quantum to classical mechanics has often
been thought to be unique, at least in principle. Despite the various methods
of semiclassical approximation in affine mechanical systems, these have often
been thought of as different approximations pertaining to an underlying unique
limiting procedure. Thus, it is commonly believed that semiclassical approximations
to the Weyl-Wigner formalism should, for instance, not be essentially different
from semiclassical approximations to the coherent-state formalism, as the two
approximations are commonly believed to be empirically equivalent.
The case of spin systems studied in this monograph shows that, on the contrary,
the path from quantum to classical mechanics is very far from being unique.
Different symbol correspondence sequences yield different semiclassical limits,
when such a limit actually exists, which does not always happen.
Therefore, a generic symbol correspondence sequence defines a “quantization
of S2 in reverse order”, i.e. from quantum to “classical”, or better a sequence of
“fuzzy spheres”, in the sense of defining a sequence of function algebras satisfying
Proposition 7.1.3, what we have called in this book a sequence of “Ec-twisted j -
algebras”. However, generically this is not a reversed-order deformation of the
classical sphere, in the sense that to be a reversed-order deformation of the classical
sphere Eqs. (8.17)–(8.20) must also be satisfied.
Only a subclass of symbol correspondence sequences yields Poisson dynamics
on S2 in the asymptotic n!1 limit. This subclass, the subclass of symbol corre-
spondence sequences of Poisson (or anti-Poisson) type, realizes strict deformation
quantizations of the classical two-sphere in reverse order. To this subclass belong
the standard and the alternate Stratonovich-Weyl, as well as the standard and the
alternate Berezin symbol correspondences, which are the spherical analogues of the
Weyl-Wigner and the (standard) coherent-state representations of affine quantum
mechanics, whose classical limits yield Poisson dynamics in affine symplectic
space, at least for non-highly-oscillatory functions (cf. [60]).
Thus, it is important to emphasize that symbol correspondence sequences
outside this subclass define symbolic dynamics on S2 which in general will not
be empirically equivalent to Poisson dynamics in the asymptotic n ! 1 limit.
This includes general cases of isometric symbol correspondence sequences and
(mapping-positive) symbol correspondence sequences defined via coherent states,
even those which are defined in simple and n-invariant ways, as is the case for the
upper and lower-middle-state symbol correspondence sequences, for instance.
On the other hand, further investigations are in order, to assert the possibility of
empirical distinctions within the subclass of symbol correspondence sequences of
Poisson type. In this respect, we could benefit from a more detailed asymptotical
comparison between the standard Stratonovich-Weyl and the standard Berezin (and
Toeplitz) symbol correspondence sequences, particularly from the point of view of
possible quantum measurability of their distinctions.
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This could take the form of: (i) understanding possible measurable consequences
of the higher order terms in the expansion (6.38) for the standard Berezin character-
istic numbers, in low-l high-j asymptotics, or:
(ii) some substantial understanding of the high-l asymptotics of these correspon-
dences, since (8.52) is an indication that the high-l asymptotical dynamics of the
standard Berezin (and Toeplitz) symbol correspondence could be distinguishable
from the high-l asymptotical dynamics of the standard Stratonovich-Weyl corre-
spondence (or some other symbol correspondence sequence of Bohr type, arguably
the “best asymptotical type”, of which the standard and alternate Stratonovich-Weyl
correspondences are the supreme prototypes).
Considerable help for (ii) could come from obtaining closed formulas for these
trikernels, which we haven’t yet been able to acquire, but a less ambitious goal
would be deriving adequate asymptotical expressions for these trikernels which
could be used for investigating (ii).
Finally, we close our present study with a more philosophical conclusion, perhaps
the most important conclusion of this monograph.
It has long been recognized by many, mainly physicists but also mathematicians,
that quantum mechanics “carries more information” or “is actually bigger” than
classical mechanics, meaning that one cannot produce full quantum dynamics
unambiguously, solely on the basis of classical data (the problem of strictly
quantizing the sphere mentioned above being an instance of this general principle).
However, the abounding existence in spin systems of symbol correspondence
sequences of non-Poisson type means that, in order to guarantee classical Poisson
dynamics of spherical symbols, some limiting constraints must be placed upon the
symbol correspondence sequences. In other words, classical information must be
added to the quantum data, as well. This fact brings forth the realization, for spin
systems, that a full consistent theory relating quantum and classical mechanics is
actually bigger than either of these two theories alone.
Chapter 10
Appendix: Further Proofs
10.1 A Proof of Proposition 3.2.6
We shall derive the coupling rule (3.45) and its inversion (3.46) by formal reasoning
with the Clebsch-Gordan coefficients. Starting from the formula (3.40), let g 2
SU.2/ act on both sides, which yields (with m D m1 Cm2)
X
1;2
Dj11;m1D
j2
2;m2
jj11j22i D
X
j
C j1;j2;jm1;m2;m
X

Dj;m j.j1j2/ji : (10.1)
Now, substitute the expansion of type (3.44) for the coupled basis vector j.j1j2/ji
in (10.1) and obtain (with  D 01 C 02)
X
1;2
Dj11;m1D
j2
2;m2
jj11j22i D
X
j
X
01;
0
2
C j1;j2;jm1;m2;mC
j1;j2;j
01;
0
2;
Dj;m
ˇ
ˇj1
0
1j2
0
2
˛
(10.2)
D
X
1;2
X
j
C j1;j2;jm1;m2;mC
j1;j2;j
1;2;
Dj;m jj11j22i ;
where the last expression follows from the second by the change of notation
0i ! i . Since both sides of (10.2) are linear combinations of the uncoupled basis,
corresponding coefficients are identical, consequently formula (3.45) must hold.
Next, by applying g 2 SU.2/ to both sides of the formula (3.44),
X

Dj;m j.j1j2/ji D
X
m1
C j1;j2;jm1;m2;m
X
1;2
Dj11;m1D
j2
2;m2
jj11j22i
D
X
m1
C j1;j2;jm1;m2;m
X
1;2
Dj11;m1D
j2
2;m2
X
k
C j1;j2;k1;2; j.j1j2/ki :
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Now, choosing k D j and fixing the value of , comparison of the coefficient of
j.j1j2/ji on both sides of the previous identity yields
Dj;m D
X
1;2
Dj11;m1D
j2
2;m2
X
m1
C j1;j2;j1;2;C
j1;j2;j
m1;m2;m
which is, in fact, the identity (3.46) since only terms with 2 D   1 can give a
non-zero contribution.
10.2 A Proof of Proposition 3.3.12
The parity property for the product of operators, Proposition 3.3.12, follows straight-
fowardly from the product rule for the coupled basis of operators, Corollary 3.3.22,
and the symmetry properties of the Wigner 3jm and 6j symbols, as stated at
the end of Chap. 2. However, it is possible to prove the parity property in an
independent way, which highlights the large amounts of combinatorics that are
encoded in the Wigner 3jm and 6j symbols. Thus, we now present this direct proof
of Proposition 3.3.12, namely the parity property for the matrices
E.l;m/ D .1/lnl;me.l;m/
introduced in Sect. 3.3.2. This independent proof was worked out in collaboration
with Nazira Harb.
First, we need some preliminary results. For greater clarity, we shall use the
following notation:
A D JC 2 .1/, B D AT D J 2 .1/: (10.3)
so that all matrices in MR.n C 1/ are expressible as linear combinations of
monomials or “words” in the letters A and B . Observe that each monomial
P D Aa1Bb1Aa2Bb2 : : : AapBbp , ai  0; bi  0 (10.4)
is an m-subdiagonal matrix for some m in the range n 
 m 
 n,
P D .x1; x2; : : : ; xk/m , k D nC 1  jmj (10.5)
with nonnegative entries xi . We shall refer to m as the weight .P / of P , and
consequently the monomial (10.4) has weight
m D .P / D
X
ai 
X
bi :
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In particular, .P T / D .P ), .A/ D 1, .B/ D 1, and diagonal matrices has
weight zero. Moreover,
.PQ/ D .P /C .Q/, trace.P / ¤ 0 H) .P / D 0:
We shall also compare a monomial with its reverse monomial, namely the reverse
of X in (10.4) is by definition
P rev D BbpAap : : : Bb2Aa2Bb1Aa1 (10.6)
Lemma 10.2.1. A monomial matrix (10.4) and its reverse (cf. (10.6)) are related as
follows;
P D .x1; x2; : : : ; xk/m, P rev D .xk; xk1; : : : ; x1/m:
In particular, trace.P / D trace.P rev/.
Proof. Define the height of the monomial in (10.4) to be the number h.P / DX
ai C
X
bi . We shall prove the lemma by induction on the height (rather than
weight). The lemma holds for monomials of height 1, namely A and B , which are
their own reverse. For example,
A D .˛1; ˛2; : : : ; ˛n/1, ˛1 D ˛n; ˛2 D ˛n1; : : : : (10.7)
Now, assume the lemma holds for all monomials of height h, and let Y be a
monomial of height h C 1. Then Q D AP or BP, say Q D AP where P
is the m-subdiagonal matrix (10.5) and 0 
 m < n. By assumption, P rev D
.xk; xk1; : : : ; x1/m and we calculate
Q D .˛1x2; ˛2x3; : : : ; ˛k1xk/mC1; Qrev D P revA D .˛mC1xk; ˛mC2xk1; : : : ; ˛nx2/mC1:
By the symmetry of A illustrated in (10.7), the lemma also holds for Q. The case
Q D BP is similar and hence it is omitted. ut
Now, we turn to the proof of the parity property. The two cases (i) and (ii) of
Theorem 3.3.12 are similar, so let us choose case (i) and give a detailed proof, which
amounts to showing the following inner product:
hE.l;m/; ŒE.l1;m1/; E.l2;m2/i
D
lmX
kD0
l1m1X
iD0
l2m2X
jD0
.1/iCjCk
 
l m
k
! 
l1 m1
i
! 
l2 m2
j
!
ftrace.AkBlAlmkBl1m1iAl1Bl2m2jCiAl2Bj /
trace.AkBlAlmkBl2m2jAl2Bl1m1iCjAl1Bi /g
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vanishes when we assume l  l1 C l2.mod 2/ and m D m1 C m2. The vanishing
of the inner product is immediate when m ¤ m1 C m2 since each E.l;m/ is an
m-subdiagonal matrix. Thus, for the proof, let us consider separately the two cases:
either l m is odd or l m is even.
First, assume l m is odd and divide the summation over k into two sums:
† D
lmX
kD0
Œ: : : D †1 C†2 D
.lm1/=2X
kD0
Œ: : : :C
lmX
kD.lmC1/=2
Œ: : :
In the second sum we make the substitution .k; i; j / ! .t; r; s/ by setting t D
l m  k; r D l1 m1  i; s D l2 m2  j ; in particular
i C j C k D .l m  t/C .l1 m1  r/C .l2 m2  s/  r C s C t.mod 2/
because of the assumption l  l1 C l2. Consequently, the second sum becomes
†2 D
lm1
2X
tD0
l1m 1X
rD0
l2m2X
sD0
.1/rCsCt
 
l m
t
! 
l1 m1
r
! 
l2 m2
s
!
 ftrace.AlmtBlAtBrAl1Bl1m1CsrAl2Bl2m2s/
 trace.AlmtBlAtBsAl2Bl2m2sCrAl1Bl1m1r /g;
and by the change of notation .t; r; s/! .k; i; j / in the expression†2, we can write
† D
lm1
2X
kD0
l1m1X
iD0
l2m2X
jD0
.1/iCjCk
 
l m
k
! 
l1 m1
i
! 
l2 m2
j
!
 f: : :g
where
f: : :g D ftrace.AkBlAlmkBl1m1iAl1Bl2m2jCiAl2Bj /
 trace.AkBlAlmkBl2m2jAl2Bl1m1iCjAl1Bi /
C trace.AlmkBlAkBiAl1Bl1m1CjiAl2Bl2m2j /
 trace.AlmkBlAkBjAl2Bl2m2jCiAl1Bl1m1i /g
D ftrace.AkBlAlmkBl1m1iAl1Bl2m2jCiAl2Bj /
 trace.BjAl2Bl2m2jCiAl1Bl1m1iAlmkBlAk/
C trace.BiAl1Bl1m1CjiAl2Bl2m2j AlmkBlAk/
 trace.AkBlAlmkBl2m2jAl2Bl1m1iCjAl1Bi /:
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To obtain the last expression of f: : :g we have rearranged the four trace terms of
f: : :g in the new order 1; 4; 3; 2, and we have also made use of the cyclic property
of the trace. Now, it follows from Lemma 10.2.1 that the expression f: : :g vanishes
identically, for each triple .k; i; j / of indices.
Next, if l  m is an even integer, we break the sum † over k into two sums †1
and †2. In the first sum, k D 0; 1 : : : ; lm2  1, plus the first trace term of f: : :g in
(10.4) for k D lm
2
(and summation over i; j , of course). In the second sum, k D
lm
2
C 1; : : : ; l  m, plus the second trace term for k D lm
2
. Then the proof of
the vanishing of † follows analogously, and this completes the proof of property
(i). Property (ii) is proven analogously.
Finally, to complete the proof of Theorem 3.3.12 it remains to show that
the product E.l1;m1/E.l2;m2/ is a linear combination of terms E.l;m/ with
jl1  l2j 
 l 
 l1 C l2.
But, in the linear expansion of the product, a typical term E.l;m/ belongs to
the matrix subspace MC.'l /. The operator A D JC acts as the derivation adA
on matrices and leaves the subspace invariant, so by repeated application the term
E.l;m/ is mapped to non-zero multiples of E.l;m0/ with jm0j 
 l . In particular,
if the expansion has a term E.l;m/ with l > l1 C l2, say l is maximal, application
of the operator A will map the expansion to a non-zero multiple of E.l; l/. On the
other hand, the above product is anm-subdiagonal matrix and the action ofA yields
m0-subdiagonal matrices with m0 at most equal to l1 C l2. This is a contradiction.
Next, let us assume l1  l2, and suppose the expansion has the term E.l;m/
where l lies in the range 0 
 l < l1  l2. Application of A to this term can only
yield terms E.l;m0/ with m0 
 l . However, application of A to the product also
yields the term E.l1; l1/E.l2;m2/, which ism0-subdiagonal withm0 D l1Cm2. On
the other hand,
m0 D l1 Cm2  l1  l2 > l
and this is a contradiction.
10.3 A Proof of Proposition 3.3.24
Proposition 3.3.24 follows straight from the explicit formulae (3.108)–(3.109).
However, it is interesting to see how it can be obtained directly from the general
Eq. (3.103) defining the Wigner 6j symbol, as shown below.
Thus, we start from the following formula, which is a particular case of (3.103):

l1 l2 l3
j j j

D
X
.1/3jCıCC (10.8)


l1 l2 l3
˛ ˇ 


l1 j j
˛  

j l2 j
ı ˇ 

j j l3
ı  


168 10 Appendix: Further Proofs
where, again, the sum is taken over all possible values of ˛; ˇ; 
; ı; ; , and only
three of these are independent. Therefore,

l1 l3 l2
j j j

D
X
.1/3jCı0C0C0 (10.9)


l1 l3 l2
˛0 ˇ0 
 0

l1 j j
˛0 0 0

j l3 j
ı0 ˇ0 0

j j l2
ı0 0 
 0

:
Using (3.95) and re-naming ˛0 D ˛; ˇ0 D 
; 
 0 D ˇ, from (10.9) we get

l1 l3 l2
j j j

D
X
.1/3jCı0C0C0Cl1C2l2C2l3C4j (10.10)


l1 l2 l3
˛ ˇ 


l1 j j
˛ 0 0

j j l3
ı0 0 


j l2 j
ı0 ˇ 0

:
Renaming ı0 D ı ; 0 D  ; 0 D , from (10.10) we get

l1 l3 l2
j j j

D
X
.1/3jıCl1C2l2C2l3C4j (10.11)


l1 l2 l3
˛ ˇ 


l1 j j
˛  

j j l3
ı  


j l2 j
ı ˇ 

:
Again using (3.95), from (10.11) we get

l1 l3 l2
j j j

D
X
.1/3jıC2l1C2l2C2l3C6j (10.12)


l1 l2 l3
˛ ˇ 


l1 j j
˛  

j l2 j
ı ˇ 

j j l3
ı  


:
But .1/3jıC2l1C2l2C2l3C6j D .1/3jCıCC.1/2.l1Cl2Cl3C2j /.1/2.jı/
and .1/2.l1Cl2Cl3C2j / D .1/2.jı/ D 1, so the values of (10.12) and (10.8)
are identical.
Similarly, permutation of any other two columns in (10.8) leaves the value
invariant.
10.4 A Proof of Proposition 4.2.8
The calculation for the decomposition of the Poisson bracket
n
Y
m1
l1
; Y
m2
l2
o
D .1/
l1Cl2
l1;m1l2;m2
˚
J l1m1 .x C iy/l1 ; J l2m2 .x C iy/l2

(10.13)
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can be considerably simplified by the appropriate choices of coordinates on R3,
perhaps also complex coordinates since the functions are complex. Thus, in addition
to .x; y; z/ and spherical polar coordinates
.; '; 	/ W x D  sin' cos 	; y D  sin' sin 	; z D cos';
following [30] we shall also express the various vector fields (or infinitesimal
operators) in terms of the coordinate system
.u; v; z/ W u D x C iy; v D x  iy; z D z (10.14)
(the main difficulty with using only spherical polar coordinates for this calculation
lies in handling the derivatives of the associated Legendre polynomials).
Now, via the action of SO.3/ on R3 the angular momentum operators Jk act as
derivations of functions, yielding the following (complex-valued) vector fields
J1 D i.z @
@y
 y @
@z
/ D i.sin 	 @
@'
C cot' cos 	 @
@	
/;
J2 D i.x @
@z
 z @
@x
/ D i. cos 	 @
@'
C cot' sin 	 @
@	
/;
J3 D i.y @
@x
 x @
@y
/ D u @
@u
 v @
@v
D i @
@	
; (10.15)
JC D J1 C iJ2 D 2z @
@v
 u @
@z
D ei	 . @
@'
C i cot' @
@	
/;
J D J1  iJ2 D 2z @
@u
C v @
@z
D ei	 . @
@'
C i cot' @
@	
/;
which are also tangential to the unit sphere S2 D . D 1/. Let us also express the
coordinate vector fields of the system (10.14) in terms of spherical coordinates
@
@u
D 1
2
.sin 'ei	
@
@
C cos'ei	 1

@
@'
 ie
i	
 sin '
@
@	
/;
@
@v
D 1
2
.sin 'ei	
@
@
C cos'ei	 1

@
@'
C ie
i	
 sin'
@
@	
/; (10.16)
@
@z
D cos' @
@
 sin ' 1

@
@'
:
In particular, along the sphere S2 these operators also have a component in the
normal direction @
@
, which is simply ignored when we calculate the Poisson bracket
(4.8) on S2. The following lemma turns out to be very useful.
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Lemma 10.4.1. The Poisson bracket fF;Gg on the 2-sphere can be expressed by
the formula
i fF;Gg D .@F
@u
/.JCG/C .@F
@v
/.JG/C .@F
@z
/.J3G/: (10.17)
Proof. It is straightforward to calculate the right-hand side of the identity in terms of
the coordinates .'; 	/, using the expressions (10.15) and (10.16). Then one arrives
at the expression (4.8) multiplied by i . ut
The spherical harmonics Y ml are generated by the successive application of the
operator J to the monomial ul , and calculation of their Poisson bracket (10.13)
amounts to applying operator products of type @
@'
J k and @@	 J
k to ul . However,
since the commutation relations between J k and @@' or
@
@	
are rather intricate,
the coordinates (10.14) suggest themselves as more suitable for calculation of the
bracket of these particular functions.
In fact, the operator @
@u commutes with J. This is, indeed, the motivation for
the above lemma, cf. also formula (B14) in [30]. Using the expressions (10.15) the
following commutation identities are easily proved by induction;
@
@v
J k D J k
@
@v
C kJk1
@
@z
 k.k  1/J k2
@
@u
;
@
@z
J k D J k
@
@z
 2kJk1
@
@u
; J3J
k D J kJ3  kJk :
Consequently,
@
@u
Y ml D 
1
2
r
2l C 1
2l  1
p
.l Cm/.l Cm  1/Y m1l1 ;
@
@v
Y ml D
1
2
r
2l C 1
2l  1
p
.l m/.l m  1/Y mC1l1 ;
@
@z
Y ml D
r
2l C 1
2l  1
p
.l Cm/.l m/Y ml1;
JY ml D
p
.l Cm/.l mC 1/Y m1l ;
JCY ml D
p
.l m/.l CmC 1/Y mC1l ; J3Y ml ;D mYml
and substitution into formula (10.17) yields
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i
n
Y
m1
l1
; Y
m2
l2
o
D 1
2
s
2l1 C 1
2l1  1
p
.l1 m1/.l1 m1  1/.l2 Cm2/.l2 m2 C 1/Y m1C1l11 Y m21l2
 1
2
s
2l1 C 1
2l1  1
p
.l1 Cm1/.l1 Cm1  1/.l2 m2/.l2 Cm2 C 1/Y m11l11 Y m2C1l2
C
s
2l1 C 1
2l1  1 m2
p
.l1 m1/.l1 Cm1/Y m1l11Y m2l2
Combining this with the product formula (4.44) we arrive at
i
n
Y
m1
l1
; Y
m2
l2
o
D
l1Cl21X
lDjl1l2jC1
ll1Cl21
s
.2l1 C 1/.2l2 C 1/
2l C 1 C
l11;l2;l
0;0;0 P
l11;l2;l
m1;m2;m
Y ml (10.18)
wherem D m1 Cm2, and
P l11;l2;lm1;m2;m D
1
2
p
.l1 m1/.l1 m1  1/.l2 Cm2/.l2 m2 C 1/C l11;l2;lm1C1;m21;m
 1
2
p
.l1 Cm1/.l1 Cm1  1/.l2 m2/.l2 Cm2 C 1/C l11;l2;lm11;m2C1;m
Cm2
p
.l1 m1/.l1 Cm1/C l11;l2;lm1;m2;m : (10.19)
(We mention that Eqs. (10.18)–(10.19) can be put in a more symmetric form by
writing similar equations for
n
Y
m2
l2
; Y
m1
l1
o
and using the skew symmetry of the
Poisson bracket to write
n
Y
m1
l1
; Y
m2
l2
o
D 1
2
n
Y
m1
l1
; Y
m2
l2
o

n
Y
m2
l2
; Y
m1
l1
o	
).
Now, in order to obtain (4.51) we use equivariance under the group action. Let
us introduce the symbol
Kl1;l2;lm1;m2;m D
s
.2l1 C 1/.2l2 C 1/
2l C 1 C
l11;l2;l
0;0;0 P
l11;l2;l
m1;m2;m
: (10.20)
From Eq. (4.45), we have on the one hand
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fY gl1;m1 ; Y
g
l2;m2
g D
X
1;2
Dl11;m1.g/D
l2
2;m2
.g/fYl1;1 ; Yl2;2g
D
X
1;2;l
Dl11;m1.g/D
l2
2;m2
.g/Kl1;l2;l1;2; Yl; ; (10.21)
where we have used (10.18) and (10.20), with summation in l under the appropriate
restriction indicated in (10.18). On the other hand,
fY gl1;m1 ; Y
g
l2;m2
g D
X
l
Kl1; l2; lm1;m2;m Y
g
l;m
D
X
l;
Dl;m.g/K
l1; l2; l
m1;m2;m
Yl; : (10.22)
But by the coupling rule, Eq. (3.45), we can rewrite Eq. (10.21) as
fY gl1;m1 ; Y
g
l2;m2
g D
X
1;2;l;l 0
C
l1;l2;l
0
1;2;0
C
l1;l2;l
0
m1;m2;m0
Dl
0
0 ;m0.g/ K
l1; l2; l
1;2;
Yl; : (10.23)
Then, using the orthonormality relations (3.43) of the Clebsch-Gordan coefficients,
we conclude that “solutions” of (10.22)D (10.23) are given by
Kl1; l2; lm1;m2;m D F.l1; l2; l/ C l1;l2;lm1;m2;m ; (10.24)
where, in principle, F could be any function of l1; l2; l . However, writing
F.l1; l2; l/ D
s
.2l1 C 1/.2l2 C 1/
2l C 1 P.l1; l2; l/
and substituting (10.24) into (10.20), we see that the function P.l1; l2; l/ is
determined by
C
l11;l2;l
0;0;0 P
l11;l2;l
m1;m2;m
D C l1; l2; lm1;m2;m P.l1; l2; l/ : (10.25)
Now, first we note that the l.h.s. of (10.25) vanishes if l1 C l2 C l is even (cf.
(4.50)), and therefore
P.l1; l2; l/  0 , if l1 C l2 C l is even, (10.26)
which agrees with the sum in (4.51) being restricted to l  l1 C l2  1 (mod 2).
Second, we note that Eq. (4.2.6) must hold for any values of m1 and m2; thus, in
particular, for m D m1 Cm2 D l and m1 D l1 we have that
C
l11;l2;l
0;0;0 P
l11;l2;l
l1;ll1;l D C l1; l2; ll1;ll1;l P.l1; l2; l/ : (10.27)
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The Clebsch-Gordan coefficient C l11;l2;l0;0;0 has the closed formula given by
Eq. (4.49), with l1 replaced by l1 1, but similarly, the Clebsch-Gordan coefficients
C
l1; l2; l
l1;ll1;l also have a well-known simple closed formula (cf. [74]):
C
l1;l2;l
l1;ll1;l D
s
.2l1/Š.2l C 1/Š
.l1 C l2 C l C 1/Š.l1  l2 C l/Š : (10.28)
Then, Eqs. (10.27) and (10.19), together with Eqs. (4.49) and (10.28) straightfor-
wardly yield Eq. (4.52), when l1 C l2 C l is odd.
10.5 A Proof of Proposition 6.2.34
The formula (6.37) in Proposition 6.2.34 follows directly from Eq. (6.36) and the
explicit formulae (3.47)–(3.49) for the Clebsch-Gordan coefficients. Nonetheless, it
is interesting to see how it can be obtained more directly and independently of these
formulae.
To begin with, for l D 1 we have by (3.15) and (3.68)
e.1; 0/ D 1
ˇ1;1
ŒJ; e.1; 1/ D 1
ˇ1;11
ŒJC; J D
p
2
1
J3:
and consequently
bn1 D
r
n
nC 2 :
We shall work out the general formula
ej .l; 0/1;1 D 1
l
p
.2l/Š
x21x
2
2 : : : x
2
l , where xk D
p
k.n  k C 1/; (10.29)
and then, formula (6.37) follows immediately from
bnl D
r
nC 1
2l C 1
x21x
2
2 : : : x
2
lp
.2l/Šl
: (10.30)
So, let us focus on this formula, which can be proved by induction on l . The
underlying calculations are simpler by working with the matricesE.l; 0/ rather than
the normed matrices e.l; 0/, so let us illustrate the idea by taking l D 3 and formally
calculate subdiagonal matrices
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A D .x1; x2; : : : ; xn/1; B D .x1; x2; : : : ; xn/1;
A2 D .y1; y2; : : : ; yn1/2; yk D xkxkC1;
A3 D .z1; z2; : : : ; zn2/3; zk D xkC2yk D xkxkC1xkC2;
E.3; 2/ D ŒB;A3 D .u1; u2; : : : ; un1/2; u1 D x3z1 D x1x2x23 ;
E.3; 1/ D ŒB; ŒB;A3 D .v1; v2; : : : ; vn/1; v1 D x2u1 D x1x22x23;
E.3; 0/ D ŒB; ŒB; ŒB;A3 D .w1;w2; : : : ;wnC1/0; w1 D x1v1 D x21x22x23 :
Thus, the first entry of the diagonal matrix E.l; 0/ is seen to be
E.l; 0/1;1 D .1/lx21x22 : : : x2l ;
and on the other hand (cf. Sect. 3.3.2)
e.l; 0/ D .1/
l
nl;0
E.l; 0/; (10.31)
where by (3.77)
nl;0 D l
p
lŠ
p
.2l/.2l  1/.2l  2/ : : : .l C 1/ D l
p
.2l/Š
is the norm of E.l; 0/. Now, formula (10.30) follows from (6.35) and (10.31).
10.6 A Proof of Proposition 6.2.54
We have to show that pnl .1=2/ ¤ 0 ;8n D 2j 2 N; 8l D 1; 2;    ; n. But
pnl .1=2/ D .bnl .Œj C 1=2/C bnl .Œj C 1//=2 ; (10.32)
where bnl .Œj C 1=2/ and bnl .Œj C 1/ are the characteristic numbers of the Berezin
pre-symbol maps defined by projectors …k D …ŒjC1=2 and …k D …ŒjC1,
respectively.
Starting with the case Œj C 1=2, when j is a half-integer, k D Œj C 1=2 D
j C 1=2. In this case, m D j  k C 1 D 1=2. When j is an integer, k D Œj C
1=2 D j . In this case, m D j  k C 1 D 1. Therefore, from (6.47) we have that
bnl .Œj C 1=2/ D .1/j1=2
r
nC 1
2l C 1C
j; j; l
1=2;1=2;0 ; Œj C 1=2D j C 1=2 ;
D .1/j1
r
nC 1
2l C 1C
j; j; l
1;1;0 ; Œj C 1=2 D j : (10.33)
10.6 A Proof of Proposition 6.2.54 175
The case Œj C 1 only differs from the case Œj C 1=2 when j is an integer and
then k D Œj C 1 D j C 1, so that m D j  k C 1 D 0. Therefore,
bnl .Œj C 1/ D bnl .Œj C 1=2/ ; Œj C 1 D j C 1=2 ; (10.34)
D .1/j
r
nC 1
2l C 1C
j; j; l
0;0;0 ; Œj C 1 D j C 1 :
From (10.33) and (10.34) we arrive at the following explicit expressions for the
characteristic numbers in (10.32), namely
pnl .1=2/ D
8
<
:
.1/j1=2
q
nC1
2lC1C
j;j;l
1=2;1=2;0 D bnl .j C 1=2/ ; j half-integral
.1/j
q
nC1
2lC1

1
2
.Cj;j;l1;1;0 C Cj;j;l0;0;0 /
	
; j integral.
In both cases for pnl .1=2/ as above (for n even or odd), there are different
formulas for the Clebsch-Gordan coefficients in (10.33), depending on whether l is
even or odd, and they are related by well-known recursive relations (cf. Section 8.6
in [72]) which enable us to express pnl .1=2/ as a certain multiple of a Clebsch-
Gordan coefficient of type C l1;l2;l30;0;0 with .l1 C l2 C l3/ even, so that we can use
(4.49).
So let us consider all four cases separately. For the case n odd (j half-integer),
we obtain from formulas (18) and (19) in section 8.6.3 of [74], that
C
j; j; l
1=2;1=2;0 D
p
.n  l/.nC l C 1/
nC 1 C
j1=2;j1=2;l
0; 0; 0 ; n odd; l even; (10.35)
C
j; j; l
1=2;1=2;0 D
p
l.l C 1/
nC 1 C
jC1=2;j1=2;l
0; 0; 0 ; n odd; l odd; (10.36)
while the case n even (j integer) and l even is obtained from formula (7) in
section 8.6.2 of [74] as
C
j; j; l
1;1;0 D
2l.l C 1/ n.nC 2/
n.nC 2/ C
j;j;l
0;0;0 ; n even; l even; (10.37)
and in the case n even l odd, a closed formula for C j; j; l1;1;0 is obtained by combining
formulas (9), (18) and (19) of section 8.6.3 in [74], yielding
C
j; j; l
1;1;0 D
2
p
.n  l/.nC l C 1/l.l C 1/
n.nC 2/ C
j;j1;l
0; 0; 0 ; n even; l odd: (10.38)
We also recall that in the j integral (n even) case for (10.34), the only nontrivial
case is when l is even. Now, combining (10.32)–(10.38), we obtain
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pnl .1=2/ D .1/j1=2
s
.n  l/.nC l C 1/
.nC 1/.2l C 1/ C
j1=2;j1=2;l
0; 0; 0 ; n odd; l even;
D .1/j1=2
s
l.l C 1/
.nC 1/.2l C 1/C
jC1=2;j1=2;l
0; 0; 0 ; n odd; l odd;
D .1/j
r
nC 1
2l C 1

1  l.l C 1/
n.nC 2/

C
j;j;l
0;0;0 ; n even; l even; (10.39)
D .1/j1
r
nC1
2lC1
p
.nl/.nC l C 1/l.l C 1/
n.nC2/ C
j;j1;l
0; 0; 0 ; n even; l odd:
Thus we observe by direct inspection that pnl .1=2/ ¤ 0 in all possible cases,
being always a non-zero multiple of a Clebsch-Gordan coefficient of type C l1;l2;l30;0;0 ,
with .l1 C l2 C l3/ even.
Finally, Eqs. (6.52)–(6.55) follow straightforwardly from (10.39) and Eq. (4.49)
for the Clebsch-Gordan coefficient of type C l1;l2;l30;0;0 .
10.7 A Proof of Proposition 7.1.6
Proposition 7.1.6 follows from (7.10). But it can be proved more directly, without
resorting to the formulas for the Wigner product symbol, as follows.
From the identities (4.30) we deduce the following formulae:
x D 1p
6
.Y1;1  Y1;1/; y D ip
6
.Y1;1 C Y1;1/; z D 1p
3
Y1;0;
.x ˙ iy/2 D
r
8
15
Y2;˙2; xy D ip
30
.Y2;2  Y2;2/; x2  y2 D
r
2
15
.Y2;2 C Y2;2/:
Therefore, recalling the definition of the coupled standard basis fe.l;m/g, the
symbol correspondence
W1 W 0e.l;m/ ! Yl;m
yields the specific correspondences
x  ! 1p
6
0
1
.ACB/; y D ip
6
0
1
.AC B/; z D 1p
6
0
1
.AB BA/;
xy ! ip
30
0
2
.A2  B2/; x2  y2  !
r
2
15
0
2
.A2 CB2/; (10.40)
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where we have used the notation A D JC; B D J. Consequently,
x ?n1 y  !
1p
6
0
1
.AC B/ ip
6
0
1
.AC B/
D
p
302
n.nC 2/0
ip
30
0
2
.A2  B2/C ip
n.nC 2/
1p
6
0
1
.AB  BA/
 !
p
302
n.nC 2/0 .xy/C
i
p
n.nC 2/ z :
This gives the product formula (7.4) for .x; y; z/ D .a; b; c/, and similarly one
verifies the formula for a cyclic permutation of the coordinate functions.
On the other hand, by (3.14)–(3.15) we also have
x  ! 2p
6
0
1
J1 ; y  ! 2p
6
0
1
J2 ; z ! 2p
6
0
1
J3; (10.41)
which by (3.3) yields
x ?n1 x C y ?n1 y C z ?n1 z !
4
n.nC 2/.J
2
1 C J 22 C J 23 / D I;
and this proves the third identity (7.6).
Finally, let us calculate the three products aa, for a D x; y; z; from three linear
equations relating them. To this end, we start with the correspondences
A ! 1
0
r
3
2
.x C iy/; B  ! 1
0
r
3
2
.x  iy/
which yield
A2 C B2  ! 3
2
1
20
.x ?n1 x  y ?n1 y/:
Combining this with (10.40) we obtain the identity
x ?n1 x  y ?n1 y D
1
3
r
15
2
02
21
.x2  y2/;
and similarly, there is the identity
y ?n1 y  z ?n1 z D
1
3
r
15
2
02
21
.y2  z2/:
These two equations together with Eq. (7.6) yield the solution (7.5).
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10.8 A Proof of Proposition 7.2.28
In order to keep par with the convention used in [92], in this appendix we assume
the Hermitian inner product hnC1.; / D < ;  > on Hj  CnC1, as well as all
other inner products, to be conjugate linear in the second entry, not the first. Then,
the standard Berezin symbol of an operator T W Hj ! Hj is given by
BT .n/ D hnC1.T QZ; QZ/ D < T QZ; QZ >
where
z D .z1; z2/ 2 SU.2/ D S3  C2; ˆj .z/ D QZ 2Mj  S2nC1  CnC1;
ˆj .z/ D QZ D
0
@zn1;
v
u
u
t
 
n
1
!
zn11 z2; : : : ;
v
u
u
t
 
n
k
!
znk1 zk2 ; : : : ; zn2
1
A (10.42)
and n D .z/ D Œz1; z2 2 S2,  being the projection in the Hopf fibration
S1 ! S3 ! S2 ;  W S3 ! S2 :
The map ˆj W S3 ! S2nC1 is SU.2/-equivariant and is an embedding if j is
half-integral, in which case its image is the orbit Mj ' SU.2/ ' S3, whereas in
the case of integral j the orbit is a manifold Mj ' SO.3/ ' P3. To the Hopf
fibration there is a related S1 principal fibre bundle depending on j ,
S1 !Mj ! S2 ; j WMj ! S2 ;  D j ıˆj : (10.43)
In what follows, it is important to highlight the explicit relation between the
Hermitian metrics hnC1 WMj Mj ! C and h2 W S3 S3 ! C that is immediate
from the explicit expression (10.42) of the map ˆj , namely
hnC1. QZ; QZ0/ D hnC1.ˆj .z/; ˆj .z0// D .h2.z; z0//n : (10.44)
To simplify and keep close to the notation in [92], we shall denote points QZ; QZ1; : : :
on the orbit Mj by m;m1;m2; : : : and general vectors in CnC1 by v; v1; v2;w; : : :.
Now, the manifold Mj inherits from the Hilbert space Hj , viewed as a euclidean
space R2nC2, an SU.2/-invariant Riemannian metric, and hence an SU.2/-invariant
measure dm as well as an invariant L2-inner product
< f; g >Mj WD
Z
Mj
f .m/g.m/dm: (10.45)
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Thus, the idea set forth in [92] is to work out most of what is related to the standard
Berezin correspondence at the level of the orbit Mj , which is possible because of
the explicit use of the Hermitian structure for this correspondence, as follows.
First, we may and shall assume the measure dm is “normalized” so that
v D
Z
Mj
< v; m > mdm; for all v 2 CnC1: (10.46)
In particular, this implies
< v1; v2 >D
Z
Mj
< v1;m >< m; v2 > dm: (10.47)
Lemma 10.8.1. For any T 2MnC1.C/,
trace.T / D
Z
Mj
< Tm; m > dm: (10.48)
Proof. Let fei ; i D 1; 2; : : : nC 1g be an orthonormal basis of CnC1, and hence
8m 2Mj ; m D
nC1X
iD1
< m; ei > ei ; and ei D
Z
Mj
< ei ;m > mdm ;
trace.T / D
X
< Tei ; ei > D
X
i
< T .
Z
Mj
< ei ;m > mdm; ei >
D
X
i
<
Z
Mj
<ei ;m > Tmdm; ei> D
X
i
Z
Mj
< Tm; <ei ;m >ei > dm
D
Z
Mj
< Tm;
X
i
< m; ei > ei > dm D
Z
Mj
< Tm; m > dm:
ut
By choosing T D Id in the above lemma we deduce the following:
Vol.Mj / D
Z
Mj
dm D nC 1 : (10.49)
For any operator T , following [92] we define the function
KT W Hj Hj ! C, KT .v;w/ D < Tv;w > (10.50)
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and express T as an integral operator by integration over Mj :
Tv D
Z
Mj
KT .v; m/mdm: (10.51)
The validity of identity (10.51) follows from the normalization (10.46) of the
measure dm. In view of (10.51),KT is the integral kernel of T .
Clearly, the kernel of the composition T2T1, as a function Hj Hj ! C, can be
expressed directly via an inner product using (10.50), but also as an integral
KT2T1 .v;w/ D < T2T1v;w > D
Z
Mj
KT1.v; m/KT2.m;w/dm: (10.52)
Now, we recall that for the standard Berezin correspondence determined by char-
acteristic numbers Eb, the covariant-to-contravariant transition operator on symbols
U
j
Eb; 1
Eb
W PolyC.S2/n ! PolyC.S2/n ; f 7! Qf
corresponds to the transition operator (cf. Definition 7.1.18)
V
j
Eb; 1
Eb
WMC.nC 1/!MC.nC 1/ ; F 7! F 0
in such a way that
f D W jEb .F / D BF ” Qf D W
j
Eb .F
0/ D BF 0 : (10.53)
To keep par with the notation used in [92], we shall denote these transition operators
and their respective inverses, as follows:
1  V jEb; 1
Eb
;   V j
1
Eb
;Eb ; Q
1  U jEb; 1
Eb
; Q  U j
1
Eb
;Eb ;
According to Eqs. (6.25) and (7.3), denoting the induced inner product on
PolyC.S
2/n by < ;  >?n
Eb
and the (usual) L2-inner product on C1.S2/ by < ;  >,
1
nC 1 trace.FG
/D <f; g>?n
Eb
D < Qf ; g> D < Q1.BF /; g> D <B1.F /; BG> ;
1
nC 1 trace..F /G
/ D < B.F /; g >?n
Eb
D< Q.f /; g >?n
Eb
(10.54)
D < f; g >D< BF ;BG > :
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In what follows, we denote by T the trivial lift of a standard Berezin symbolBT
on S2 to the orbit Mj , namely
T .m/ D BT .j .m// :
Lemma 10.8.2. For T 2 MC.n C 1/, the operator .T / can be expressed as
follows:
.T /.v/ D
Z
Mj
BT .j .m// < v; m > mdm: (10.55)
Proof. Define the operator T1 2MC.nC 1/ by the right side of (10.55), namely
T1.v/ D
Z
Mj
T .m/ < v; m > mdm: (10.56)
We need to show that T1 D .T /. Now, KT1.v;w/ D< T1v;w >, thus, by (10.56),
KT1.v;w/ D
Z
Mj
T .m/ < v; m >< m;w > dm:
But, given another operator S , the composition T1S has by (10.52) kernel
KT1S.v;w/ D
Z
Mj
KS.v; m/KT1.m;w/dm (10.57)
D
Z
Mj
Z
Mj
< Sv; m > T .m0/ < m;m0 >< m0;w > dm0dm
D
Z
Mj
Œ
Z
Mj
< v; Sm >< m;m0 > dmT .m0/ < m0;w > dm0
D
Z
Mj
< v; Sm0 > T .m0/ < m0;w > dm0
where in the last step we have applied (10.47). Now, by (10.48), (10.57), and
applying (10.47) again, we obtain
trace.T1S
/ D
Z
Mj
KT1S.m;m/dm (10.58)
D
Z
Mj
Z
Mj
T .m
0/ < m; Sm0 >< m0; m > dm0dm
D
Z
Mj
T .m
0/ < m0; Sm0 > dm0 D
Z
Mj
T .m
0/< Sm0; m0 >dm0
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D
Z
Mj
T .m
0/S .m0/ D< T ; S >MjD .nC 1/ < BT ;BS >S2
) 1
nC 1 trace.T1S
/ D< BT ;BS >; (10.59)
and since S is arbitrary it follows from (10.54) that T1 D .T /. ut
Now, let us denote by !1; !2 the standard Berezin symbols of T1; T2 lifted up to
the orbit Mj . Then, denoting by !1 ?!2 the standard Berezin symbol of T1T2 lifted
to Mj , we have the following result.
Lemma 10.8.3. For Berezin symbols !i D Ti ; i D 1; 2,
!1 ? !2.m/ D
“
Mj	Mj
B 01.m;m2;m1/ Q!1.m1/ Q!2.m2/dm1dm2 (10.60)
where Q!i D Q1.!i / is the contravariant Berezin symbol of Ti lifted to Mj , and
B 01.m;m1;m2/ D < m;m1 >< m1;m2 >< m2;m > : (10.61)
Proof. Start with
< T2T1v; v >D< T1v; T 2 v >D
Z
M
< T1v; m >< m; T

2 v > dm
D
Z
Mj
< T1v; m >< T2m; v > dm: (10.62)
Using Lemma 10.8.2, let us choose S D 1.T1/, so that
T1v D
Z
Mj
1.T1/.m1/<v; m1>m1dm1D
Z
Mj
<1.T1/m1;m1><v; m1>m1dm1
)< T1v; m >D
Z
Mj
< 1.T1/m1;m1 >< v; m1 >< m1;m > dm1
)< T2T1v; v >D
Z
Mj
fŒ
Z
Mj
< 1.T1/m1;m1 >< v; m1 >< m1;m > dm1
 Œ
Z
Mj
< 1.T2/m2;m2 >< m;m2 >< m2; v > dm2gdm
)< T2T1v; v >D
“
Mj	Mj
< 1.T1/m1;m1 >< 1.T2/m2;m2 >
 < v; m1 >< m1;m2 >< m2; v > dm1dm2:
Now, we write v D m and obtain the desired result. ut
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Because B 01 clearly descends to the level of S2 (cf. (10.42) and (10.43)), the
following result is immediate (cf. Eq. (7.68)):
Corollary 10.8.4. Set j .mi / D ni 2 S2, i D 1; 2; 3. Then,
B 01.m1;m2;m3/ D

4
nC 1
2
T
j
Eb .n1;n2;n3/ ; (10.63)
where conjugation on the l.h.s. is necessary to account for the different conventions
of Hermitian product used for defining B 01 and T
j
Eb (cf. Remark 3.1.2).
Now, from Eqs. (10.44) and (10.61), we have immediately
B 01.m1;m2;m3/ D .h2.z1; z2/h2.z2; z3/h2.z3; z1//n ; (10.64)
and by a straightforward computation using formula (2.31) for the Hopf map and
the convention that h2 is conjugate linear in the second entry, we finally get
h2.z1; z2/h2.z2; z3/h2.z3; z1/ (10.65)
D 1
4
.1C n1  n2 C n2  n3 C n3  n1  i Œn1;n2;n3/ :
Equations (10.63)–(10.65) are equivalent to Eq. (7.84).
10.9 A Proof of Proposition 7.2.30
We use notations and conventions from Appendix 10.8. Proposition 7.2.30 is
equivalent to Lemma 10.9.2 below, which is a consequence of the following lemma.
Lemma 10.9.1. At the level of Mj , the kernel of the contravariant-to-covariant
symbol transformation Q for the standard Berezin correspondence is the function
N 0.m;m0/ D j < m;m0 > j2:
Proof. Let ! D T . The operator Q is defined by
Q.!/.m/ D
Z
Mj
N 0.m;m0/!.m0/dm0:
Then, by Lemma 10.8.2,
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Q.!/.m/ D .T /.m/ D < .T /m;m >
D
Z
Mj
T .m
0/ < m;m0 >< m0; m > dm0
D
Z
Mj
!.m0/Œ< m;m0 >< m0; m >dm0
D
Z
Mj
N 0.m;m0/!.m0/dm0
where N 0.m;m0/ D < m;m0 >< m0; m >D j < m;m0 > j2. ut
Clearly, N 0 descends to the level of S2 and we have the following result.
Lemma 10.9.2. Let n D j .m/;n0 D j .m0/ 2 S2. Recalling that  D V 1
Eb
;Eb ,
N 0.m;m0/ D j < m;m0 > j2 D

1C n  n0
2
n
D 4
nC 1U 1Eb ;Eb.n;n
0/ : (10.66)
Proof. It follows immediately from Eq. (10.44) that
j < m;m0 > j2 D jhnC1. QZ; QZ0/j2 D j.h2.z; z0//nj2 D .jh2.z; z0/j2/n;
and by a straightforward computation using Eq. (2.31) for the Hopf map,
jh2.z; z0/j2 D .1C n  n0/=2 :
The last equality in (10.66) is immediate from the definitions. ut
10.10 A Proof of Theorem 8.1.1
Clearly, Eqs. (8.5)–(8.7) are equivalent, so here we will focus on the expansion of
type (8.6) in inverse powers of nC 1, namely,
.1/2jCm3
s
.2j C 1/.2l3 C 1/
.2l1 C 1/.2l2 C 1/

l1 l2 l3
m1 m2 m3

Œj  (10.67)
D C l1;l2;l30;0;0 C l1;l2;l3m1;m2;m3 C
1
nC 1C
l1;l2;l3
m1;m2;m3
P.l1; l2; l3/CO..nC 1/2/ (10.68)
for n D 2j >> 1, l1; l2; l3 << n (we emphasize that, in what follows, this is
equivalent to letting n!1 keeping l1; l2; l3 finite).
10.10 A Proof of Theorem 8.1.1 185
The Wigner product symbol, as expressed in (119), decomposes as follows:

l1 l2 l3
m1 m2 m3

Œj 
D
p
.2l1 C 1/.2l2 C 1/.2l3 C 1/

l1 l2 l3
m1 m2 Cm3

l1 l2 l3
j j j

D
p
.2l1 C 1/.2l2 C 1/.2l3 C 1/.1/l1Cl2Cl3

l1 l2 l3
m1 m2 m3

l1 l2 l3
j j j

D .1/l1Cl2Cl3p.2l1 C 1/.2l2 C 1/.2l3 C 1/.1/
l1Cl2m3
p
2l3 C 1
C l1;l2;l3m1;m2;m3

l1 l2 l3
j j j

D .1/ l3m3
p
.2l1 C 1/.2l2 C 1/C l1;l2;l3m1;m2;m3

l1 l2 l3
j j j

;
and consequently we can write the expression (10.67) as
.1/nCm3
s
.2j C 1/.2l3 C 1/
.2l1 C 1/.2l2 C 1/

l1 l2 l3
m1 m2 m3

Œj 
D C l1;l2;l3m1;m2;m3ˆ.l1;l2; l3InC 1/ (10.69)
where the functionˆ is defined by
ˆ.l1;l2; l3InC 1/ D .1/n.1/l3
p
nC 1
p
2l3 C 1

l1 l2 l3
j j j

: (10.70)
Next, using the expression (123) for the 6j-symbol fg on the right-hand side of
(10.70), we can express the above function as
ˆ.l1;l2; l3InC 1/ D .1/l3
p
2l3 C 1l1Šl2Š l3Š.l1; l2; l3/‡.l1;l2; l3InC 1/
where ‡ is the only function depending on n, namely,
‡.l1; l2; l3InC 1/ (10.71)
D
s
.nC 1/  .n  l1/Š.n l2/Š.n  l3/Š
.nC l1 C 1/Š.nC l2 C 1/Š.nC l3 C 1/Š
X
k
.1/k.nC1Ck/Š
.nCkl1l2l3/ŠR.l1; l2; l3I k/ ;
with summation index k assuming all integral values for which all factorial
arguments in .nC k  l1  l2  l3/ŠR.l1; l2; l3I k/ are nonnegative, where
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R.l1; l2; l3I k/ D
3Y
iD1
.k  li /Š
3Y
i<j
.li C lj  k/Š , cf. (3.109) . (10.72)
We note that, for n >> li , the restriction on summation index k amounts to
demanding all factorial arguments in R.l1; l2; l3I k/ being nonnegative, namely
max flig 
 k 
 min
˚
li C lj

: (10.73)
Now, writing  D nC 1, L D l1C l2C l3, we can re-express‡.l1; l2; l3InC 1/
as follows:
‡.l1; l2; l3I/ D 1=2
"
3Y
iD1
.  li / : : : .C li /
#1=2

X
k
.1/k.C k/Š
.C k  L  1/ŠR.l1; l2; l3I k/
D L1
"
3Y
iD1

1 li


: : :

1C li

#1=2X
k
.1/k.C k/Š
.C k  L  1/ŠR.l1; l2; l3I k/
D
2
4
3Y
iD1
liY
piD0
 
1 

pi

2
!3
5
1=2
1
LC1
X
k
.1/k.C k/Š
.C k  L 1/Š R.l1; l2; l3I k/ :
(10.74)
Note that the inverse square root factor in (10.74) expands as 1 C O.2/.
Therefore, the first two terms in powers of 1= in the expansion of ‡.l1; l2; l3I/
are given by the first two terms in powers of 1= in the expansion of
‰.l1; l2; l3I/ D 1
LC1
X
k
.1/k.C k/Š
.C k  L 1/ŠR.l1; l2; l3I k/ (10.75)
D
X
k
.1/kS.k;LI/
R.l1; l2; l3I k/ (10.76)
where we have written
S.k;LI/ D

1C k


1C k  1


: : :

1C k  L


: (10.77)
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Clearly, the latter expands when !1 as
S.k;LI/ D 1C 1


LC 1
2
.2k  L/

CO.2/ : (10.78)
Consequently, the asymptotic expansion of ‡ begins as follows:
‡.l1; l2; l3I/ D
X
k
.1/k
R.l1; l2; l3I k/ (10.79)
C 1

.l1 C l2 C l3 C 1/
2
X
k
.1/k.2k  .l1 C l2 C l3//
R.l1; l2; l3I k/
CO.2/
where the summation index k is subject to the constraint (10.73). Thus, the
expression (10.67), presented as (10.69), has the asymptotic expansion
C l1;l2;l3m1;m2;m3ˆ.l1;l2; l3I/ D C l1;l2;l3m1;m2;m3.1/l3
p
2l3 C 1l1Šl2Š l3Š.l1; l2; l3/

(
X
k
.1/k
R.l1; l2; l3I k/ C
1

.l1 C l2 C l3 C 1/
2
X
k
.1/k.2k  .l1 C l2 C l3//
R.l1; l2; l3I k/ CO.
2/
)
D C l1;l2;l3m1;m2;m3ˆ0.l1; l2; l3/C
1

C l1;l2;l3m1;m2;m3ˆ1.l1; l2; l3/CO.2/ (10.80)
where
ˆ0.l1; l2; l3/ D .1/l3
p
2l3 C 1l1Šl2Š l3Š.l1; l2; l3/
X
k
.1/k
R.l1; l2; l3I k/ ; (10.81)
ˆ1.l1; l2; l3/ D .1/l3
p
2l3 C 1l1Šl2Š l3Š.l1; l2; l3/ (10.82)
 .l1 C l2 C l3 C 1/
2
X
k
.1/k.2k  .l1 C l2 C l3//
R.l1; l2; l3I k/ :
Thus, the analysis of the first two terms in (10.80) amounts to a closer look at the
above functionsˆ0 and ˆ1, and below we shall divide into two cases accordingly.
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10.10.1 The 0th Order Term
Let us set
†0.l1; l2; l3/ D
X
k
.1/k
R.l1; l2; l3I k/ ; (10.83)
where as before, the summation index runs over the string of nonnegative integers k
as in (10.73). Then, for the zeroth order term, if we perform the change of variables
k ! L  k in the summation †0, we obtain
†0.l1; l2; l3/ D .1/L†0.l1; l2; l3/ (10.84)
because
R.l1; l2; l3I k/ D R.l1; l2; l3; L  k/ (10.85)
which implies that
†0  ˆ0  0 ; if L D l1 C l2 C l3 is an odd number, (10.86)
so the expression (10.81) can be non-zero only when L is even.
Recall the summation in Eq. (3.47), which defines explicitly the Clebsch-Gordan
coefficients,
C l1;l2;l3m1;m2;m3 D ı.m1 Cm2;m3/
p
2l3 C 1 .l1; l2; l3/ S l1; l2; l3m1;m2;m3

X
z
.1/z
zŠ.l1Cl2l3  z/Š.l1m1z/Š.l2Cm2z/Š.l3l2Cm1Cz/Š.l3l1m2Cz/Š
with .l1; l2; l3/ and S l1; l2; l3m1;m2;m3 given respectively by (3.48) and (3.49). Then,
setting m1 D m2 D 0 and z D k  l3, the summation above becomes
X
k
.1/kl3
.k  l1/Š.k  l2/Š.k  l3/Š.l1 C l2  k/Š.l2 C l3  k/Š.l3 C l1  k/Š
D .1/l3
X
k
.1/k
R.l1; l2; l3I k/ D .1/
l3†0.l1; l2; l3/:
Thus we have the formula
C
l1;l2;l3
0;0;0 D .1/l3
p
2l3 C 1.l1; l2; l3/l1Šl2Šl3Š†0.l1; l2; l3/ (10.87)
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where the r.h.s. expression is the same as (10.81), consequently
ˆ0.l1; l2; l3/ D C l1;l2;l30;0;0 : (10.88)
We remark that the symmetry of Clebsch-Gordan coefficients (cf. (4.50)), besides
the above discussion, implies that the quantity (10.88) vanishes when L is odd. We
also note that the coefficient (10.88) is given in closed form by Eq. (4.49) and, in
view of Eq. (10.87), this is equivalent to the following closed formula for †0 when
L D l1 C l2 C l3 is even, namely
†0.l1; l2; l3/ D .1/L=2
.L
2
/Š
l1Š.
L
2
 l1/Š l2Š.L2  l2/Š l3Š.L2  l3/Š
: (10.89)
10.10.2 The 1st Order Term
Let us set
†1.l1; l2; l3/ D
X
k
.1/k k
R.l1; l2; l3I k/ ; (10.90)
with summation over nonnegative integers k as in (10.73). Now, using the symmetry
(10.85), we calculate
X
k
.1/k.L  k/
R.l1; l2; l3I k/ D .1/
L
X
k
.1/Lk.L  k/
R.l1; l2; l3; L  k/ D .1/
L†1
D L
X
k
.1/k
R.l1; l2; l3I k/ 
X
k
.1/k k
R.l1; l2; l3I k/ D L†0 †1
and deduce the identity
Œ1C .1/L†1 D L†0 (10.91)
and hence
L odd H) †0.l1;l2; l3/ D 0 (cf. (10.86));
L even H) †1.l1; l2; l3/ D L
2
†0.l1;l2; l3/: (10.92)
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Therefore, using (10.91),ˆ1 given by (10.82) can be re-expressed as
ˆ1.l1; l2; l3/ D .1/l3
p
2l3 C 1.l1; l2; l3/l1Šl2Šl3Š .LC 1/
2
(10.93)

 
X
k
.1/k k
R.l1; l2; l3I k/ 
X
k
.1/k.L  k/
R.l1; l2; l3I k/
!
D .1/l3
p
2l3 C 1.l1; l2; l3/l1Šl2Šl3Š .LC 1/
2

†1  .1/L†1

D .1/l3 1C .1/
LC1
2
p
2l3 C 1.l1; l2; l3/l1Šl2Šl3Š.LC 1/ †1:
Corollary 10.10.1. With †1 defined as in (10.90) and L D l1 C l2 C l3, we have
that ˆ1.l1; l2; l3/ D 0 if L is even, and
ˆ1.l1; l2; l3/ D Œ.1/l3
p
2l3 C 1.l1; l2; l3/l1Šl2Šl3Š.LC 1/ †1.l1; l2; l3/
if L is odd.
Now, just as †0 has the closed formula given by (10.89),†1 has a similar closed
formula which we shall seek. Denote by Œx the integer part of a positive rational
number, namely the largest integer 
 x. Set
Q.l1; l2; l3/ D Œ
L
2
Š
l1Š.Œ
L
2
  l1/Š l2Š.ŒL2   l2/Š l3Š.ŒL2   l3/Š
; (10.94)
so that †0  .1/L=2Q, when L D l1 C l2 C l3 is even.
Proposition 10.10.2. The functions †1 and Q defined by (10.90) and (10.94),
respectively, are proportional to each other. More precisely:
†1.l1; l2; l3/ D .1/
Œ LC12 
2

1C

LC 1
2

C .1/L

L  1
2

Q.l1; l2; l3/
(10.95)
D
8
ˆˆ
<
ˆˆ
:
.1/L2 L
2
Q.l1; l2; l3/ ; if L is even
.1/LC12 Q.l1; l2; l3/ ; if L is odd:
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For L even, the above expression for †1 is immediate from (10.89) and (10.92),
namely it follows from simple symmetry considerations. For L odd, a formal
(combinatorial) proof of the above formula for †1 has so far eluded us. The reader
may easily verify the formula with a computer program, say for oddL D l1Cl2Cl3
up to ' 40;000, recalling that the numbers li are subject to the triangle inequalities
ı.l1; l2; l3/ D 1, cf. (3.36).
Therefore, from the equations in Corollary 10.10.1 and Proposition 4.2.8 we
finally obtain that, regardless of whether L is even or odd, we always have
ˆ1  P
and (cf. Eqs. (10.68) and (10.80)) this concludes the proof of Theorem 8.1.1.
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Wigner 3jm symbols, 48–53
Wigner 6j symbols, 49–54
Wigner D-functions, 30, 35
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Standard deviation, 104
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mixed, 96
pure, 96
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Lie algebras, 17
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Symbol correspondence sequences, 139–151
of ASD type, 148
of limiting type, 148
of non-Poisson type, 141
of (pure)-(anti) Bohr type, 151
of (pure)-(anti) Poisson type, 139
of pseudo-classical type, 148
of quasi-classical type, 148
of strong-limiting type, 148
Symbol correspondences, 77–95
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moduli space, 80, 82, 87
operator kernel, 83, 84
Stratonovich-Weyl symbol, 78
alternate, 95
standard, 89
Toeplitz symbol, 126
transition operators, 113
upper-middle-state, 102
Symplectic
affine space, 72
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form, 56
2-sphere, 21, 55
coadjoint orbit, 16
group (quaternionic), 9
group (real), 72
manifold, 56, 58
Toeplitz symbol, 126. see also Symbol
correspondences
Transition kernels, 123–126
Transition operators, 113
Trikernels, 113–133
and spherical geometry, 132–133
general formulae, 115
general properties, 116
integral formulae, 127–128
positive-alternate relation, 117
recursive (general), 122
SO.3/-invariant formulae, 118
standard Berezin, 115
standard Stratonovich, 114
symmetric property, 114
Wildberger’s recursive, 121, 127
Twisted j-algebras, 112
isomorphisms, 112
reproducing kernel, 116
transition kernels, 123–126
transition operators, 112, 124
Twisted products
Berezin, 108, 110
covariant-contravariant duality, 126
definition, 105
general properties, 106
induced inner product, 106
integral representations, 113 (see also
Trikernels)
of spherical harmonics
general formulae, 108
integral formulae, 131–132
parity property, 111
positive-alternate relation, 111
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standard, 106–108
low-l high-j asymptotics, 136–137
Toeplitz, 126
upper-middle-state, 146
Unitary
group, 9
representation, 10, 21
irreducible, 21
Weight, 22
decomposition, 32
highest, 29
highest coherent state, 100
lowest coherent state, 100
system, 22
zero subspace, 83
Weyl product, 75
Weyl symbol (correspondence), 74
Wigner 3jm symbols, 48–53
explicit formulae, 52
relation with Clebsh–Gordan coefficients,
48
symmetry properties, 48
Wigner 6j symbols, 49–54
relation with Wigner 3jm symbols, 50–51
symmetry properties, 53
Wigner coefficients. See Clebsch–Gordan
coefficients
Wigner D-functions, 30
coupling rule, 35
Wigner product symbol, 49–54
explicit formulae, 52–53
relation with Wigner 6j and 3jm symbols,
51
symmetry properties, 54
