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Povzetek  
Z napredkom razvoja računalniške tehnologije se je znatno povečala tudi moč umetne 
inteligence. V diplomskem delu so opisani postopek izdelave, učenje in rezultat uporabljene 
nevronske mreže. Glavni cilj dela je bila izdelava klasifikacije posameznih objektov, zajetih s 
kamero GoPro. Ta je pritrjena na vrhu samovozečega čolna. Z uporabo segmentacije lahko 
zazna objekte v okolici. Postopek določanja klasifikacije posameznemu slikovnemu gradivu se 
imenuje semantična segmentacija.  
Zaradi pomanjkanja morskih učnih baz je bilo treba pridobiti lastne učne slike. V 
diplomskem delu sta opisana zgradba in delovanje konvolucijske nevronske mreže. Ta je 
sestavljena iz dveh delov: prvi se imenuje kodirnik in se uporablja za prepoznavo objektov, 
drugi pa se imenuje dekoder in podatkom kodirnika določi prostorsko lokacijo. Ob koncu 
diplomskega dela so predstavljeni rezultati in meritve, pridobljene z uporabo nevronske 
mreže. Glede na pridobljene rezultate je bilo treba ugotoviti, ali se sistem lahko zanesljivo 
uporablja kot eden od ladijskih senzorjev za prepoznavanje oklice. Preverilo se je tudi, kako 
različni dejavniki, kot so lokacija, velikost slike in kakovost slike, vplivajo na pridobljene 
rezultate.  
 
Ključne besede: umetna inteligenca, semantična segmentacija, konvolucijska nevronska 
mreža. 
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Abstract 
With the advancement of computer technology, the power of the artificial network was 
also increased. Thesis, describe the process of making, training and the result of using neural 
networks. Main goal was to classify individual objects covered by a Go pro camera. The latter 
is attached to the top of the self-driving boat. By using segmentation, the boat can "detect" 
objects in the surrounding area. The process of determining the classifications of individual 
images is called semantic segmentation. 
Due to the lack of annotated sea image bases, it was also necessary to produce the 
training images. The middle section described a structure of a convolutional neural network. 
This one consisted of two parts. The first part, called the encoder that is used to identify 
objects. The second part is called a decoder, which determines the spatial location of the 
encoder data. The last sections show the results in the measurements obtained from neural 
network. The obtained results were used to determine, if the camera could be used as one of 
the sensors for detecting surrounding area. It was also necessary to present how different 
factors such as location, image size in image quality affect the results. 
 
Key words: artificial intelligence, semantic segmentation, convolutional neural network. 
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1 Uvod 
1.1 Strojno učenje 
Pojem umetne inteligence se je prvič pojavil leta 1956 [1]. Zaradi omejitve računalniške 
tehnologije se je v preteklosti, umetna inteligenca le redko uporabljala. Z napredkom 
tehnologije pa se je njena uporaba drastično povečala. Uporaba strojnega učenja (ang. 
machine learning) je danes opazna že na vsakem koraku našega življenja. Glavni namen 
strojnega učenja je, da se nevronska mreža glede na vhodne podatke nauči opravljati 
zahtevane naloge. Vodilna podjetja, kot so Amazon, Google, Apple in Intel, dnevno objavljajo 
nove tehnologije in raziskave s tega področja. Pri diplomskem delu je bilo uporabljeno 
nadzirano učenje (ang. supervised learning). To pomeni, da je bilo treba za učenje modela 
uporabiti ročno označene slike, glede na katere nevronska mreža nato prilagaja notranje 
parametre.  
1.2 Globoko učenje 
Globoko učenje (ang. deep learning) posnema obnašanje nevronskih mrež v človeških 
možganih [2]. Gre za podskupino strojnega učenja in se uporablja na mnogo področjih, kot so: 
 računalniški vid (ang. computer vision), 
 prepoznava govora (ang. speech recognition), 
 prepoznava pisave, 
 prepoznava zvokov, 
 medicina in 
 spletno oglaševanje. 
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2 Konvolucijska nevronska mreža 
Največji napredek pri globokem učenju je v zadnjih letih ravno konvolucijska nevronska 
mreža. Kot pove že izraz, je njen glavni gradnik matematična operacija, imenovana konvolucija 
(ang. convolution) . Ta mreža lahko z veliko podatki doseže zadovoljive rezultate. Za 
prepoznavanje objektov se je uporabila ena od različic omenjene mreže. Na sliki 2.1 lahko 
vidimo sestavo nevronske mreže [3]. V prvem koraku slika preide čez konvolucijski sloj, sloj 
ReLu (ang. recitified linear units) in združevalni sloj (ang. pooling layer). To kombinacijo slojev 
nato večkrat ponovimo. Iz velikega števila slojev, ki se lahko pojavijo v mreži, izhaja 
poimenovanje globokega učenja.  
 
 
Slika 2.1: Primer glavnih gradnikov konvolucijske nevronske mreže (povzeto po [3]). 
V začetnih slojih se v mreži najdejo preprostejše oblike. Te so vertikalni robovi, 
horizontalni robovi in polkrogi. Ko slika napreduje čez mrežo, se začenjajo pojavljati bolj 
kompleksne oblike. Na koncu mreže se nahaja popolnoma povezani sloj (ang. fully connected 
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layer). Sestavljen je iz sloja ReLu, filtriranega linearnega sloja (ang. recetified linear unit) in 
sloja softmax. Slednji kompleksne oblike sestavi skupaj, na izhodu pa dobimo verjetnost 
objekta na dani sliki. Mreža, ki je bila uporabljena pri problemu klasifikacije, je nekoliko 
drugačna. V našem primeru smo morali narediti prepoznavo za vsak slikovni gradnik posebej. 
Zato se je zadnji del (popolnoma povezani sloj) odstranil, dodal pa se je dekoder, ki bo opisan 
pozneje.  
2.1 Semantična segmentacija 
Semantična segmentacija je proces določanja klasifikacije vsake posamezne slikovne 
enote. Največja uporaba segmentacije je opazna predvsem v medicinski in v avtomobilski 
industriji. V našem primeru smo segmentacijo uporabili na posnetkih kamere GoPro. Glavni 
namen je zaznavanje okolice in objektov, ki se v njej nahajajo. Za prepoznavanje smo 
segmentacijo razdelili na 5 razredov: morje (temno modra), nebo (svetlo modra), ladja 
(zelena), človek (rumena) in obala (oranžna). Za učenje nevronske mreže je bilo treba 
predhodno narediti slikovno bazo z označenimi deli slik, ki pripadajo razredom. Na sliki 2.2 
lahko vidimo rezultat segmentacije pri uporabi naučene konvolucijske nevronske mreže. Vsaki 
slikovni enoti je bil določen lasten razred, pri čemer lahko vidimo, da so prisotna odstopanja. 
Glede na to, da je bila slika uporabljena za učenje mreže, je bil zadovoljiv rezultat tudi 
pričakovan.  
 
 
 
Slika 2.2: Primer uspešne segmentacije štirih razredov. 
Morje Ladja Obala Nebo 
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2.2 Priprava slik 
Vhodna slika iz kamere GoPro ima 2560 × 1920 slikovnih enot s tremi barvnimi sloji (RGB). 
Brez sprememb bi to bilo kar 14 × 106 vhodnih spremenljivk. Zaradi velikosti mreže je to velika 
težava pri računalniški zmogljivosti in težava glede časa v učenju mreže. A z zmanjšanjem slike 
se lahko uničijo pomembne informacije. Za ohranitev velikega dela informacij so bile vhodne 
slike zmanjšane na velikost 648 × 378 slikovnih enot. 
2.3 Konvolucija  
Konvolucija je glavni gradnik v mreži, uporabljeni za segmentacijo. To je matematična 
operacija z dvema vhodnima funkcijama. Korelacija njunih površin je predstavljena kot 
izhodna funkcija. Medsebojna povezava funkcij je opisana kot produkt integrala, pri čemer je 
ena od funkcij rotirana. Pri nevronskih mrežah je konvolucija predstavljena kot množenje 
posameznih korespondenčnih elementov vhodne matrike in filtra poljubne velikosti [4]. 
Seštevek posameznih produktov je nato izhodna vrednost nove matrike. Filter nato pomikamo 
skozi celotno vhodno sliko. Na izhodu dobimo novo sliko, ki je rezultat produkta vhodne slike 
in filtra. Primer konvolucije vidimo na sliki 2.3.  
 
 
Prvi element izhodne matrike = 1 × 2 + 4 × 2 + 9 × 3 + 2 × (–4) + 1 × 7 + 4 × 4 + 1 × 2 + 1 × 
(–5) + 2 ×* 1 
Slika 2.3: Primer množenja vhodne slike s filtrom velikosti 3 × 3 (povzeto po [4]). 
Enačba (2.1) opisuje operacijo konvolucije: 
 
(𝑭 ∗ 𝒌)(𝒑) = ∑ 𝑭(𝒔)𝒌(𝒕) 𝒔+𝒕=𝒑                              (2.1) 
pri čemer 𝑭 predstavlja vhod in 𝒌 filter. Indeksiranje vrstice in stolpca na izhodu je 
označeno s 𝒔 in s 𝒕.     
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2.3.1 Filter 
Filter je osnovni gradnik, ki ga uporablja konvolucijska nevronska mreža. Na spodnjih dveh 
primerih (slika 2.4 in slika 2.5) vidimo primer uporabe filtra za zaznavo vertikalnih [5] in 
horizontalnih [5] linij. 
 
 
Slika 2.4: Poudarek na vertikalnih linijah z uporabo filtra Sobel (povzeto po [5]). 
 
Slika 2.5: Poudarek na horizontalnih linijah z uporabo filtra Sobel (povzeto po [5]). 
Filtri v konvolucijski nevronski mreži niso vnaprej določeni, ampak se spreminjajo glede 
na zahteve nevronske mreže (opisano v poglavju 4). Na sliki 2.6 lahko vidimo sestavo filtra, 
kjer so elementi 𝒘𝒏 posamezne spremenljivke. 
 
W1 W2 W3 
W4 W5 W6 
W7 W8 W9 
Slika 2.6: Filter velikosti 3 × 3, sestavljen iz spremenljivk. 
2.3.2 Učinek oblazinjenja 
Pri uporabi konvolucije je opaziti, da se izhodna velikost matrike pomanjša. V enačbi (2.2) 
vidimo vpliv velikosti izhoda glede na velikost filtra.  
X = 
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Enačba (2.2) opisuje izhodno velikost matrike o:  
𝒐 = 𝒊 − 𝐤 + 𝟏          (2.2) 
pri čemer 𝒊 predstavlja velikost vhodne matrike in 𝒌 velikost filtra. 
Mnogokrat je želja imeti enake velikosti vhoda in izhoda. Za rešitev tega problema se 
uporablja učinek oblazinjenja (ang. padding). Vhodna slika ima dodano obrobo z vrednostjo 0. 
S tem zagotovimo izhod, ki je enak vhodu, pri čemer pa ne vplivamo na rezultat konvolucije.  
 
 
Slika 2.7: Oblazinjenje (povzeto po [5)]. 
Enačba (2.3) predstavlja izhodno velikost matrike o: 
 
𝒐 = 𝒊 + 𝟐𝒑 − 𝒌 + 𝟏        (2.3) 
pri kateri dodamo še faktor oblazinjenja 𝒑. V primeru, ko imamo filter velikosti 3 × 3 in 
enojno oblazinjenje, je izhodna velikost enaka vhodni.  
Pomen oblazinjenja je tudi poudarek na obrobnih informacijah. Če pogledamo robne 
slikovne gradnike, bodo čez filter prešli samo enkrat, medtem ko se filter čez preostale 
vrednosti matrike pomakne večkrat. Zato bodo imeli robni podatki manjši vpliv na izhodni 
rezultat. Z uporabo oblazinjenja robnim informacijam povečamo tudi pomen.  
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2.3.3 Korak 
Pri uporabi konvolucije se lahko nastavi tudi velikost koraka (ang. stride), ki ga filter naredi 
med posameznimi množenji. Pri tem lahko nastane težava pri njegovem izračunu. Na primer, 
če imamo vhodno sliko velikosti 8 × 8, bomo s korakom velikosti 2 dobili izhodno matriko 3 × 3 
in pri tem izgubili informacije zadnje vrste. Velikost koraka je lahko različna za vertikalne in 
horizontalne prehode. Korak se v nevronskih mrežah uporablja tudi kot nadomestek 
združevalnega sloja.  
 
Enačba (2.4) opisuje izhodno širino 𝑶𝒘: 
 
𝑶𝒘 =
𝑾−𝑲𝒘
𝑺𝒘
+ 𝟏       (2.4) 
pri čemer 𝑾 predstavlja širino vhodne matrike, 𝑲𝒘 širino filtra in 𝑺𝒘 velikost 
horizontalnega koraka.  
 
Enačba (2.5) opisuje izhodno širino 𝑶𝒘: 
 
𝑶𝒉 =  
𝑯−𝑲𝒉
𝑺𝒉
+ 𝟏       (2.5) 
pri čemer so 𝑯 širina vhodne matrike, 𝑲𝒉 širina filtra in 𝑺𝒉 velikost vertikalnega koraka.  
Na sliki 2.8 lahko vidimo, kako velikost koraka vpliva na velikost izhodne matrike. Pri 
enojnem koraku se velikost vhodne matrike zmanjša za 24 elementov. Pri drugem primeru pa 
imamo dvojni korak, kjer se vhodna slika zmanjša za 40 elementov.  
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Slika 2.8: Primer uporabe različnih faktorjev premika (povzeto po [6)]. 
Enačba (2.6) [7] opisuje izhodno velikost matrike 𝑶: 
 
𝒐 =
𝒊+𝟐𝒑−𝒌
𝒔
+ 𝟏        (2.6) 
pri čemer dodamo še faktor koraka 𝒑. Če pogledamo enačbo, vidimo, da imamo zaradi 
deljenja v nekaterih primerih ostanek, ki pomeni izgubo informacij.  
2.3.4 Konvolucija z razmikom  
V arhitekturo nevronske mreže je bila implementirana tudi posebna oblika konvolucije z 
razmikom (ang. dilated convolution), ki se uporablja predvsem v nalogah segmentacije. Z 
dodatnim faktorjem razmika lahko z enako računsko močjo dobimo večjo prostorsko 
informacijo. Na primer konvolucijo velikosti 3 × 3 in z razmikom faktorja 2 lahko primerjamo z 
normalno konvolucijo velikosti 5 × 5.  
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Slika 2.9: Primer konvolucije velikosti 3 × 3 s prostorskim razmikom velikosti 2 (povzeto po 
[8]). 
Enačba (2.7) [8] opisuje konvolucijo z razmikom: 
 
(𝑭 ∗𝒍 𝒌)(𝒑) = ∑ 𝑭(𝒔) 𝒌(𝒕)𝒔+𝒍𝒕=𝒑      (2.7) 
pri čemer F predstavlja vhodno matriko, k filter in ∗𝒍 množenje z razmikom. Indeksiranje 
vrstice in stolpca na izhodu je označeno s s in s t. Ko je l = 1, dobimo normalno konvolucijo.  
2.4 Združevanje  
Zaradi omejene računalniške zmogljivosti je treba sliko skozi nevronske mreže 
pomanjšati. To operacijo zagotovimo z uporabo koraka. Pogosteje uporabljena operacija pa 
se imenuje združevanje. Z uporabo združevanja zagotovimo pomanjšanje slike, pri tem pa 
obdržimo ključne informacije objekta. V nevronskih mrežah se uporabljata predvsem dve vrsti 
združevanja. Pri maksimalnem združevanju je za izhodno vrednost izbrana samo največja 
vrednost vhodne matrike. Prednost uporabe maksimalnega združevanje je poudarek 
predvsem na robovih, kar omogoča lažjo zaznavo objekta. Primer maksimalnega združevanja 
vidimo na sliki 2.10.  
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Slika 2.10: Maksimalno združevanje z velikostjo filtra 2 × 2 (povzeto po [9]). 
Enačba (2.8) opisuje operacijo maksimalnega združevanja 𝒇𝒎𝒂𝒙(𝒙): 
 
𝒇𝒎𝒂𝒙(𝒙) = 𝒎𝒂𝒙𝒊𝒙𝒊       (2.8) 
pri čemer vektor x vsebuje aktivacijske vrednosti iz lokalne regije velikosti N (običajno je 
to velikost 2 × 2 ali 3 × 3).  
Drugi primer pa je povprečno združevanje (ang. avrage pooling), pri čemer je izhod enak 
povprečni vrednosti vhodne matrike. Zaradi upoštevanja vseh vrednosti pri izračunu lahko to 
pomeni težavo pri klasifikaciji, saj potrebujemo samo informacije iskanega objekta.  
 
Enačba (2.9) opisuje operacijo maksimalnega združevanja 𝒇𝒂𝒗𝒈(𝒙): 
 
𝒇𝒂𝒗𝒈(𝒙) =
𝟏
𝑵
∑ 𝒙𝒊
𝑵
𝒊=𝟏        (2.9) 
pri čemer je N število elementov v vhodni matriki. Primer povprečnega združevanja lahko 
vidimo na sliki 2.10. 
 
 
Slika 2.11: Povprečno združevanje (povzeto po [9]). 
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V konvolucijski mreži se je uporabilo maksimalno združevanje. Rezultat je viden na sliki 
2.11. Vrednost faktorja združevanja je bila 2, kar pomeni, da se je izhod zmanjšal za polovico 
vhodne vrednosti. Kot je razvidno iz slike 2.12, se je kakovost zmanjšala, kljub temu pa smo 
obdržali pomembne informacije. Zaradi uporabe maksimalnega združevanja je poudarek 
predvsem na robnih informacijah. Kakovost slike se je poslabšala zaradi uporabe združevanja, 
medtem ko je spremembo odtenka povzročila aktivacijska funkcija ReLu . 
 
 
Slika 2.12: Uporaba sloja za združevanje na posnetku iz kamere. 
Za vpogled v posamezne sloje nevronske mreže smo uporabili spodnjo kodo Matlab, pri 
čemer spodaj navedeni izrazi pomenijo naslednje:  
 net: konvolucijska nevronska mreža; 
 im: vhodna slika;  
 'conv1': izbira sloja v mreži (v našem primeru prvi konvolucijski sloj).  
 
act1 = activations(net,im,'conv1'); 
sz = size(act1); 
act1 = reshape(act1,[sz(1) sz(2) 1 sz(3)]); 
I = imtile(mat2gray(act1),'GridSize',[8 12]);imshow(I) 
2.4.1 Prostorsko piramidno združevanje  
Pri segmentaciji ima velik pomen tudi velikost objektov. Če smo mrežo učili z objekti 
manjše velikosti, lahko nastanejo težave pri segmentaciji objektov večje velikosti. Težavo 
odpravimo z uporabo prostorskega piramidnega združevanja (ang. spatial pyramid pooling). 
Njegova glavna prednost je vzporedna uporaba filtrov različnih velikosti. Z uporabo omenjene 
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tehnike lahko zajamemo informacije na različnih velikostnih ravneh, ki pa jih pozneje 
združimo. Na sliki 2.13 je prikazan primer prostorskega piramidnega združevanja. 
 
 
Slika 2.13: Prostorsko piramidno združevanje z uporabo filtrov velikosti 1 × 1, 2 × 2 in 3 × 3 
(povzeto po [10]). 
Glavni težavi piramidnega združevanja sta povečana uporaba računalniškega pomnilnika 
in kompleksnost računskih nalog. Za nadomestilo združevalnih slojev se uporablja konvolucija 
z razmikom (ang. dialated convolution), omenjena v podpoglavju 2.3.4. Tako lahko zaznamo 
strukture na različnih velikostnih ravneh in hkrati zmanjšamo računsko zahtevnost. 
V našem primeru je piramida sestavljena iz 4 vzporednih vej. Razmiki, uporabljeni v mreži, 
so naslednji: 1 × 1, 6 × 6, 12 × 12 in 18 × 18. V posamezni veji sta uporabljena še sloj za 
normalizacijo in filter ReLu. 
 
 
Slika 2.14: Prostorsko piramidno združevanje v nevronski mreži. 
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Velikost slike, ki vstopi v piramidno združevanje, je 24 × 24. Prvi element operacije je 
konvolucija z razmikom. Za optimizacijo sta nato uporabljeni še funkcija za normalizacijo in 
aktivacijska funkcija.  
 
 
Slika 2.15: Prikaz piramidnega združevanja. 
Na sliki 2.15 vidimo rezultate konvolucije z različnimi faktorji razmika. Zaradi uporabe 
oblazinjenja se vhodnim slikam dimenzija ne spremeni. Na izhodu (catAspp) dobimo 1024 
posameznih kanalov velikosti 24 × 24. 
2.5 Aktivacijski sloj  
Aktivacijska funkcija [9] je nelinearna transformacija, ki jo izvedemo na vhodnem signalu. 
Na sliki 2.16 vidimo različne vrste funkcij, ki se uporabljajo v nevronskih mrežah. Aktivacijske 
funkcije se vedno uporabljajo po operaciji konvolucije.  
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Slika 2.16: Vrste aktivacijskih funkcij (povzeto po [9]). 
V večini primerov se uporablja funkcija ReLu (ang. rectified linear unit ). Njena glavna 
prednost je, da ne aktivira vseh vhodov naenkrat. Primer uporabe funkcije ReLu v uporabljeni 
nevronski mreži lahko vidimo na sliki 2.17. Negativne vrednosti postavi na 0, preostale 
vrednosti pa ostanejo nespremenjene.  
 
 
Slika 2.17: Prikaz uporabe aktivacijske funkcije ReLu. 
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3 Deeplab V3+ 
Deeplab V je model nevronske mreže in je izdelan za semantično segmentacijo slik. 
Google ga je izdal leta 2016. Od takrat je bilo izdelanih kar nekaj različic, na primer Deeplab 
V2, Deeplab V3 in zadnja različica Deeplab V3+ [11], ki je bila uporabljena tudi v diplomski 
raziskavi. Glavni posebnosti mreže sta prostorsko piramidno združevanje in konvolucija z 
razmikom (podpoglavji 2.4.1 in 2.3.4).  
3.1 Kodirnik  
Mreža je sestavljena iz dveh delov. Prvi se imenuje kodirnik (ang. encoder). Njegov glavni 
namen je ekstrakcija pomembnih informacij iz vhodne slike. Za kodirnik je uporabljena 
konvolucijska nevronska mreža Resnet 18. Kodirnik je sestavljen iz 8 zaporednih gradnikov, ki 
vsebujejo elemente, navedene v sliki 3.1. Zadnji del kodirnika je prostorsko piramidno 
združevanje, ki je omenjeno v podpoglavju 2.4.1. 
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Slika 3.1: Sestavni deli gradnika v kodirniku Resnet 18. 
3.2 Dekodirnik 
Drugi del nevronske mreže se imenuje dekodirnik (ang. decoder). Njegova glavna namena 
sta pretvorba slike nazaj na vhodno velikost in uporaba informacij, pridobljenih s kodirnikom. 
Na začetku uporablja obratno konvolucijo za povečanje vhodne vrednoti za faktor 4. Nato 
povečane slike združi s strukturami iste velikosti, pridobljene v kodirniku (Concat). Zatem sledi 
še konvolucija 3 × 3 in nato ponovno povečanje slike za faktor 4. Na izhodu dobimo sliko 
klasifikacije vsakega slikovnega gradnika, velikost pa je enaka vhodni. Prednost mreže je, da je 
izhodna velikost vedno enak vhodni, zato je lahko vhodna slika poljubne velikosti. 
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Slika 3.2: Sestavni deli nevronske mreže Deeplab V3+ (povzeto po [11]). 
Glavna prednost nevronske mreže Deeplab V3+ je predvsem doseg zadovoljivih rezultatov 
kljub manjši porabi računalniškega pomnilnika. Uporablja se predvsem v situacijah, ko je 
potreben hiter odziv (npr. pri mobilnih aplikacijah). Poleg omenjenega je velika prednost 
uporabe omenjene mreže tudi krajši čas učenja. 
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Slika 3.3: Celotna struktura nevronske mreže Deeplab V3+. 
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4 Učenje nevronske mreže  
Za učenje nevronske mreže smo uporabili metodo nadzorovanega učenja (ang. supervised 
learning). To pomeni, da nevronska mreža spreminja parametre filtrov glede na predhodno 
označene slike. Ko dobimo rezultat segmentacije, se ta primerja z ročno označenimi slikami 
klasifikacije (ang. ground truth). Glede na odstopanja nevronska mreža nato prilagodi 
vrednosti filtrov. Cilj učenja nevronske mreže je ustvariti funkcijo, ki se prilagaja vsem 
primerom. Naučeno mrežo lahko nato uporabimo v primerih, ki niso bili uporabljeni pri 
učenju, a kljub temu dobimo zadovoljiv rezultat. Za doseganje uspešnih rezultatov take mreže 
potrebujejo na tisoče ročno označenih slik. Po navadi so takšne baze prosto dostopne na 
internetu. V našem primeru je bila naloga precej posebna, zato je bilo treba ustvariti lastne 
slike za klasifikacijo. Zaradi časovne omejitve je bila mreža učena samo na 160 omenjenih slik.  
4.1 Funkcija izgube  
Funkcija izgube (ang. loss function) pomeni uspešnost nevronske mreže pri izvajanju 
zahtevane naloge. Odstopanje dobimo tako, da vhodno sliko pošljemo skozi nevronsko mrežo. 
Na izhodu dobimo številsko vrednost, ki jo primerjamo z želeno vrednostjo.  
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Slika 4.1: Funkcija izgube s primerjavo dejanskega in želenega izhoda. 
Enačba (4.1) predstavlja funkcijo izgube 𝒇(𝒚, ?̂?): 
 
𝑓(𝑦, ?̂?) =
1
𝑚
∑ (𝑦𝑙 − 𝑦?̂?)
2𝑚
𝑙=1          (4.1) 
v kateri 𝒚𝒍 predstavlja želeno vrednost mreže. 𝒚?̂? predstavlja dejansko vrednost izhoda, 𝒍 
pomeni število primera in m celotno število primerov.  
Z izračunom dejanske vrednosti 𝑦?̂? vseh primerov, poslanih skozi nevronsko mrežo, lahko 
po formuli (4.1) izračunamo natančnost celotne nevronske mreže. Manjša kot je funkcija 
izgube, večja je uspešnost nevronske mreže.  
4.2 Naklonski spust  
Spust po naklonu (ang. gradient descent) je ena najpopularnejših metod za optimizacijo 
nevronske mreže. Glavni namen uporabe algoritma je poiskati globalni minimum funkcije. 
Primer lokalnega minimuma lahko vidimo na sliki 4.2. Za lažje razumevanje imamo primer 
kvadratne funkcije izgube. Rdeča točka na grafu predstavlja trenutno vrednost odstopanja 
mreže od optimalnega stanja. Sestavljena je iz vsote razlik med regresijsko premico in 
posameznimi vrednostmi vzorcev (slika 4.4).  
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Slika 4.2: Primer lokalnega minimuma funkcije. 
V nevronski mreži sta 2 vrsti parametrov, na katere lahko neposredno vplivamo. Prvi 
parametri se imenujejo uteži (ang. weight). Predstavljeni so kot posamezni elementi filtra. 
Drugi parametri se imenujejo dodana vrednost (ang. bias) in jo prištejemo po operaciji 
konvolucije. Na začetku so vrednosti danih parametrov poljubne (rdeča točka na sliki 4.2). To 
pomeni, da je razlika med trenutno vrednostjo in želeno vrednostjo velika. Naš cilj je prilagajati 
parametre tako dolgo, dokler ne dosežemo optimalnega stanja mreže (zelena točka na sliki 
4.2). Tukaj pa se pojavita dve težavi. Prva težava je smer, ki jo lahko izberemo (v našem 
primeru gor ali dol). Druga težava pa je velikost pomika. Za rešitev predstavljenih težav 
uporabimo funkcijo odvoda, ki nam pove naklon in smer, po kateri se je treba premakniti. Na 
začetku je naklon velik, zato je premik večji. Z bližanjem trenutne vrednosti proti lokalnemu 
minimumu se naklon začne zmanjševati, zato se posledično začne uporabljati tudi manjše 
korake.  
 
Enačba (4.2) [12] predstavlja funkcijo izgube 𝒇(𝒚, ?̂?): 
 
𝒇(𝒎, 𝒃) =
𝟏
𝒏
∑ (𝒚𝒍 − (𝒎𝒙𝒍 + 𝒃))
𝟐𝒏
𝒍=𝟏         (4.2) 
pri čemer trenutno vrednost 𝒚?̂? (iz enačbe 4.1) zamenjamo z enačbo linearne premice 
𝒎𝒙𝒍 + 𝒃. V enačbi (4.2) 𝒎 predstavlja uteži, 𝒃 predstavlja dodatno vrednost (bias) in n število 
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vzorcev. V sliki 4.3 je primer linearne regresije, vsota vseh odmikov pa predstavlja funkcijo 
izgube, ki smo jo omenili v enačbi (4.2). Cilj gradientnega spusta je zmanjšati funkcijo napake 
s spreminjanjem naklona in položaja premice.  
 
 
Slika 4.3: Linearna regresija (povzeto po [13]). 
Modre točke na sliki 4.3 predstavljajo dejanske vrednosti (n). V primeru klasifikacije vsak 
vzorec (n) predstavlja numerično vrednost segmentirane izhodne slike. Lokacijo, kjer premica 
seka vertikalno os, imenujemo presek (b).  
 
Enačba (4.3) opisuje izračun predvidenega rezultata za posamezni primer 𝒚?̂?(𝒏): 
 
𝒑𝒓𝒆𝒅𝒗𝒊𝒅𝒆𝒏𝒊 𝒓𝒆𝒛𝒖𝒍𝒕𝒂𝒕(𝒏) = 𝒑𝒓𝒆𝒔𝒆𝒌 + 𝒗𝒓𝒆𝒅𝒏𝒐𝒔𝒕(𝒙) ∗
𝒖𝒕𝒆ži(𝒏)        (4.3) 
𝑦?̂?(𝑛) = 𝑏 + 𝑥𝑙 ∗ 𝑚 
 
Enačba (4.4) opisuje odstopanje predvidenega rezultat od dejanskega △ 𝒚𝒍 : 
 
𝒐𝒅𝒔𝒕𝒐𝒑𝒂𝒏𝒋𝒆(𝒏) = 𝒅𝒆𝒋𝒂𝒏𝒔𝒌𝒂 𝒗𝒊š𝒊𝒏𝒂(𝒏) − 𝒑𝒓𝒆𝒅𝒗𝒊𝒅𝒆𝒏𝒂 𝒗𝒊š𝒊𝒏𝒂(𝒏)       (4.4) 
△ 𝑦𝑙 = 𝑦𝑙 − (𝑚𝑥𝑙 + 𝑏) 
Enačba (4.5) predstavlja vsoto kvadratov odstopanja vseh primerov vzorca:  
 
𝒗𝒔𝒐𝒕𝒂 = (𝒐𝒅𝒔𝒕𝒐𝒑𝒂𝒏𝒋𝒆 (𝒏𝟏))𝟐 + (𝒐𝒅𝒔𝒕𝒐𝒑𝒂𝒏𝒋𝒆(𝒏𝟐))𝟐 + (𝒐𝒅𝒔𝒕𝒐𝒑𝒂𝒏𝒋𝒆(𝒏𝟑))𝟐   (4.5) 
x 
y 
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∑(𝑦𝑙 − (𝑚𝑥𝑙 + 𝑏))
2
𝑛
𝑙=1
 
Z združitvijo vseh elementov dobimo že zapisano enačbo (4.2). Sedaj ko imamo enačbo za 
funkcijo odstopanja, lahko naredimo parcialni odvod posameznih spremenljivk (m in b).  
 
Enačba (4.6) predstavlja parcialni odvod funkcije izgube po spremenljivki m: 
 
𝑑𝑓
𝑑𝑚
=
1
𝑛
∑ −2𝑥𝑙(𝑦𝑙 − (𝑚𝑥𝑙 + 𝑏))         (4.6) 
Enačba (4.7) predstavlja parcialni odvod funkcije izgube po spremenljivki b: 
 
𝑑𝑓
𝑑𝑏
=
1
𝑛
∑ −2(𝑦𝑙 − (𝑚𝑥𝑙 + 𝑏))         (4.7) 
pri čemer je 𝒏 število vhodnih podatkov, 𝒚𝒍 želeni rezultat, 𝒎 so uteži, 𝒃 pristranskost in 
𝒙𝒍 trenutna vrednost.  
Za rešitev naklona in odmika je treba podatke pošiljati skozi nevronsko mrežo. Med 
posameznimi iteracijami se določajo nove vrednosti parametrov m in b. Po spremembi 
parametrov dobimo nove vrednosti parcialnih odvodov. Slednji pa nam povedo naklon 
funkcije v naši trenutni legi. 
Po določitvi naklona lahko ponovno prilagodimo spremembo parametrov m in b. Na levi 
strani slike je graf, ki predstavlja posamezne linearne regresije. Na desni strani pa sta funkcija 
odstopanja in njena odvisnost od linearne regresije.  
 
 
Slika 4.4: Graf linearne regresije in funkcije izgube (povzeto po [13]). 
y 
x 
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Enačba (4.8) predstavlja korak premika zaradi spremembe parametra ∆𝒃: 
 
𝐤𝐨𝐫𝐚𝐤 𝐩𝐫𝐞𝐦𝐢𝐤𝐚 =  𝐝𝐞𝐥𝐧𝐢 𝐨𝐝𝐯𝐨𝐝 𝐟𝐮𝐧𝐤𝐜𝐢𝐣𝐞 𝐢𝐳𝐠𝐮𝐛𝐞 𝐩𝐨 𝐩𝐚𝐫𝐚𝐦𝐞𝐭𝐫𝐮 𝐛 ∗ 𝐟𝐚𝐤𝐭𝐨𝐫 𝐮č𝐞𝐧𝐣𝐚 
∆𝒃 = ∑ −𝟐(𝒚𝒍 − (𝒎𝒙𝒍 + 𝒃)) ∗ 𝒏       (4.8) 
Z računanjem koraka premika lahko določimo velikost in smer vertikalnega premika 
premice. Z večanjem spremenljivke b se korak premika manjša, saj se manjša naklon. To 
pomeni, da imamo na začetku velike premike, ko se bližamo lokalnemu minimumu, pa se 
premiki manjšajo (slika 4.5). V enačbi (4.8) smo dodali tudi dodatni faktor učenja n, ki 
pripomore k hitrejšemu doseganju cilja.  
 
Enačba (4.9) predstavlja izračun novega preseka premice 𝒃𝒏: 
 
𝒏𝒐𝒗𝒊 𝒑𝒓𝒆𝒔𝒆𝒌 = 𝒔𝒕𝒂𝒓𝒊 𝒑𝒓𝒆𝒔𝒆𝒌 − 𝒌𝒐𝒓𝒂𝒌 𝒑𝒓𝒆𝒎𝒊𝒌𝒂 
 
𝒃𝒏 = 𝒃𝒏−𝟏 − ∆𝒃 = 𝒃𝒏−𝟏 − ∑ −𝟐(𝒚𝒍 − (𝒎𝒙𝒍 + 𝒃)) ∗ 𝒏        (4.9) 
 
Slika 4.5: Prikaz premikov z uporabo naklonskega spusta (povzeto po [13]). 
V prejšnjem primeru smo spreminjali samo presek b, pri čemer je parameter m ostajal 
konstanten. Če hočemo doseči optimalno regresijo za naše podatke, moramo upoštevati tako 
m 
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parcialni odvod preseka kot parcialni odvod naklona. V enačbi (4.10) vidimo spremembo 
naklona premice z vplivanjem na parameter m. 
 
Enačba (4.10) predstavlja korak premika zaradi spremembe parametra ∆𝒎: 
 
𝐬𝐩𝐫𝐞𝐦𝐞𝐦𝐛𝐚 𝐧𝐚𝐤𝐥𝐨𝐧𝐚 = 𝐝𝐞𝐥𝐧𝐢 𝐨𝐝𝐯𝐨𝐝 𝐩𝐨 𝐩𝐚𝐫𝐚𝐦𝐞𝐭𝐫𝐮 𝐦 ∗ 𝐟𝐚𝐤𝐭𝐨𝐫 𝐮č𝐞𝐧𝐣𝐚 
∆𝒎 = ∑ −𝟐𝒙𝒍(𝒚𝒍 − (𝒎𝒙𝒍 + 𝒃)) ∗ 𝒏      (4.10) 
Enačba (4.11) predstavlja izračun novega naklona premice zaradi spremembe parametra 
𝒎𝒏: 
 
𝒏𝒐𝒗𝒊 𝒏𝒂𝒌𝒍𝒐𝒏 = 𝒔𝒕𝒂𝒓𝒊 𝒏𝒂𝒌𝒍𝒐𝒏 − 𝒔𝒑𝒓𝒆𝒎𝒆𝒎𝒃𝒂 𝒏𝒂𝒌𝒍𝒐𝒏𝒂 
𝒎𝒏 = 𝒎𝒏−𝟏 − ∆𝒎 = 𝒎𝒏−𝟏 − ∑ −𝟐(𝒚𝒍 − (𝒎𝒙𝒍 + 𝒃)) ∗ 𝒏     (4.11) 
 
Slika 4.6: Sprememba naklona in položaja regresijske premice (povzeto po [13]). 
Slika 4.6 predstavlja prilagajanje regresijske premice z optimizacijo parametrov. S 
parcialnim odvodom spremenljivke b dobimo optimalni presek vertikalne osi. S parcialnim 
odvodom spremenljivke m pa dobimo optimalni naklon regresijske premice.  
V praksi imamo funkcijo izgube v tridimenzionalnem prostoru. To pomeni, da se lahko od 
trenutne točke pomikamo v vse smeri. Poleg tega imamo večje število minimumov. Doseg 
x 
y 
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lokalnega minimuma (ang. local minima) še ne pomeni, da se nahajamo na optimalni točki, saj 
ima lahko funkcija manjši globalni minimum (ang. global minima). Na sliki 4.7 vidimo primer 
izgleda funkcije izgube. 
 
 
Slika 4.7: Funkcija izgube v tridimenzionalnem prostoru [14]. 
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4.3 Stohastični naklonski spust 
Glavna težava, ki se pojavi pri izračunu naklonskega spusta, je število izračunov, ki jih je 
treba narediti. Za primer vzemimo mrežo, pri kateri je treba analizirati 10.000 različnih genov 
za prepoznavo bolezni. Če imamo za prepoznavo 1.000.000 vzorcev, bi za vsak korak 
prilagoditve naklona potrebovali kar 10 × 106 izračunov. Za rešitev te težave uporabimo 
stohastični naklonski spust, ki za izračun namesto vsakega vzorca vzame naključni vzorec za 
vsak korak. S tem drastično zmanjšamo zahtevnost kalkulacije, a hkrati vseeno obdržimo želeni 
rezultat. 
 
 
Slika 4.8: Stohastični naklonski spust (povzeto po [15]). 
Za vzorec lahko uporabimo tudi manjšo skupino vzorcev (ang. mini-batch). Na sliki 4.9 
lahko vidimo kombinacijo stohastičnega in navadnega gradienta. V vsaki manjši lokalni skupini 
se je izbralo samo en vzorec (rdeči krogi).  
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Slika 4.9: Stohastični naklonski spust s selekcijo podskupin (povzeto po [15]). 
4.4 Stohastični naklonski spust z momentom  
Zelo popularna tehnika, ki se uporablja v kombinaciji z stohastičnim naklonskim spustom, 
se imenuje moment. Njegova prednost je, da pri izračunu novega koraka ne uporablja samo 
trenutnega naklona, ampak tudi predhodni naklon. 
 
Enačba (4.12) [16] opisuje stohastični naklonski spust z momentom (𝜸): 
 
𝜽 = 𝜽 − 𝒏
𝒅𝒇
𝒅𝜽
𝑱(𝜽) + 𝜸𝒗𝒕    (4.12) 
V formuli (4.12) 𝜽 predstavlja enega od parametrov (m-uteži, b-dodatek), 𝒏 je faktor 
učenja, 
𝒅𝒇
𝒅𝜽
𝑱(𝜽) predstavlja parcialni odvod izgubne funkcije, 𝜸 je nova spremenljivka 
momenta in 𝒗𝒕 predstavlja velikost predhodnega koraka. Če pogledamo formulo (21), vidimo, 
da je enaka stohastičnemu naklonskemu spustu, na koncu pa je dodatek momenta in 
predhodne vrednosti. Z dodatkom 𝜸𝒗𝒕 povečamo velikost premika glede na prejšnjega, kjer je 
γ konstantna vrednost med 0 in 1. 
 
Enačba (4.13) [16] predstavlja časovno odvisni stohastični naklonski spust z momentom: 
 
𝜽𝒕 = 𝜽𝒕 − 𝒏
𝒅𝒇
𝒅𝜽
𝑱(𝜽𝒕) + 𝜸 ∑ 𝒏
𝒅𝒇
𝒅𝜽
𝑱(𝜽𝝉)
𝒕
𝝉=𝟏   (4.13) 
Če upoštevamo notacijo časa, ugotovimo, da je trenutna sprememba parametra odvisna 
od naklona v trenutnem času in od seštevka momenta vseh predhodnih naklonov (formula 
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(4.11)). To pomeni, da nova sprememba nosi hitrost predhodnih naklonov in tako funkcija 
konvergira hitreje. Na spodnjih primerih lahko vidimo rezultate učenja pri uporabi različnih 
momentov. Vrednosti momentov so naslednje: 𝜸𝟏 = 𝟎; 𝜸𝟐 = 𝟎. Cilj učenja je globalni 
minimum (0,0).  
 
 
Slika 4.10: Naklonski spust brez uporabe momenta,  𝛄𝟏 = 𝟎 (povzeto po [17)]. 
Slika 4.10 prikazuje učenje mreže brez uporabe momenta (𝜸𝟏 = 𝟎). Funkcija se ustavi 
pred dosegom optimalne točke oziroma lokalnega minimuma.  
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Slika 4.11: Naklonski spust brez uporabe momenta,  𝛄𝟐 = 𝟎, 𝟖 (povzeto po [17)]. 
Slika 4.11 prikazuje učenje mreže z uporabo momenta (𝜸𝟐 = 𝟎,8). Funkcija doseže 
optimalno točko brez previsa.  
 
 
Slika 4.12: Naklonski spust brez uporabe momenta,  𝛄𝟑 = 𝟎, 𝟗 (povzeto po [17)]. 
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Slika 4.12 prikazuje učenje mreže z uporabo momenta (𝜸𝟑 = 𝟎,9). Funkcija preseže 
optimalno točko, nato pa se zaradi obratnega naklona vrne v globalni minimum. 
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35 
5 Programska koda 
Matlab je številčno računalniško okolje, ki ga je razvilo podjetje MathWorks, in ima izdelan 
lastni programski jezik. Za ustvarjanje in učenje globokih konvolucijskih nevronskih mrež smo 
uporabili naslednje orodjarne: Computer Vision Toolbox, Deep Learning Toolbox in Model for 
ResNet-18 Network. Za ustvarjanje učnih slik smo uporabili vmesnik Matlab »Image Labeler«. 
 
 
Slika 5.1: Aplikacija za kreacijo učnih slik. 
V aplikacije je bilo označenih 160 slik za učenje. Na levi strani lahko vidimo 5 posameznih 
razredov, ki jih je bilo treba ročno označiti. Vse slike so bile zajete iz kamere GoPro, ki je bila 
pritrjena na čolnu. Za učenje so bile slike pozneje razdeljene v dva razreda (»slike za učenje« 
in »slike za validacijo«).  
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Na naslednjih straneh je predstavljana programska koda, uporabljena za inicializacijo in 
učenje konvolucijske nevronske mreže. V komentarjih (zelena barva) je zapisana razlaga 
posameznih vrstic kode. 
V prvem delu programske kode sta bili narejeni slikovni bazi (ang. image datastore) za 
neoznačene slike (»imds«) in označene slike (»pxds«). Definirani so bili tudi razredi za 
posamezno klasifikacijo, določen jim je bil numerični indeks.  
 
%Z uporabo funkcije "imageDatastore" omogočimo hitrejše računanje pri 
%večjem številu slik. 
imgDir = fullfile('D:\Matlab2\test_net3\neoznačene slike'); 
imds = imageDatastore(imgDir); 
 
%Imenovanje posameznih skupin segmentacije in njihova numerična določitev. 
classes=["coln" "obala" "nebo" "morje" "clovek"] 
Labelid=[1 2 3 4 5] 
 %Kreacija baze segmentiranih(označenih) slik. 
labeldir=fullfile('D:\Matlab2\test_net3\segmentriane_slike') 
pxds = pixelLabelDatastore(labeldir,classes,Labelid); 
 
V naslednjem delu je bil narejen pregled gostote razredov. Na sliki 5.2 vidimo porazdelitev 
razredov, zapisano v odstotkih. Največji delež predstavlja morje, sledita nebo in obala. 
Najmanjši delež na slikah so ladje in ljudje, kar je bil tudi pričakovani rezultat.  
 
%Pregled deležev posameznih razredov.  
tbl = countEachLabel(pxds) 
frequency = tbl.PixelCount/sum(tbl.PixelCount); 
bar(1:numel(classes),frequency) 
xticks(1:numel(classes))  
xticklabels(tbl.Name) 
xtickangle(45) 
 
ylabel('Frequency') 
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Slika 5.2: Porazdelitve semantičnih razredov. 
Vse slikovne pare smo nato naključno razdelili na 3 podskupine. Delež slik za učenje je 
60 %, delež slik za validacijo je 20 % in delež slik za testiranje je prav tako 20 %. 
 
%Razdelitev slik za učenje(60%, učenje(20%) in validacijo(20%).  
[imdsTrain, imdsTest,pxdsTrain,pxdsTest] = partitionCamVidData(imds,pxds); 
[imdsTest,imdsVal,pxdsTest,pxdsVal]=partitionCamVidData(imdsTest,pxdsTest); 
numTrainingImages = numel(imdsTrain.Files) 
numTestImages = numel(imdsTest.Files) 
numTestImages = numel(imdsVal.Files) 
 
 %Priprave velikosti slike in število razredov. 
imageSize = [378 672 3]; 
numClasses = 5; 
 
%Inacilizacija DeepLabv+3 mreže z resnet 18 kodirnikom.   
lgraph = helperDeeplabv3PlusResnet18(imageSize, 5); 
layer = dicePixelClassificationLayer 
imageFreq = tbl.PixelCount ./ tbl.ImagePixelCount; 
 
%Zamenjava zadnje plasti klasifikacije.  
pxLayer = pixelClassificationLayer('Name','labels','Classes',tbl.Name,... 
    'ClassWeights',classWeights); 
lgraph = replaceLayer(lgraph,"classification",pxLayer); 
 
%inicializacija baze za validacijo 
pximdsVal = pixelLabelImageDatastore(imdsVal,pxdsVal); 
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%Nastavitve za učenje nevronske mreže.  
options = trainingOptions('sgdm', ... 
    'LearnRateSchedule','piecewise',... 
    'LearnRateDropPeriod',10,... 
    'LearnRateDropFactor',0.95,... 
    'Momentum',0.9, ... 
    'InitialLearnRate',1e-3, ... 
    'L2Regularization',0.005, ... 
    'ValidationData',pximdsVal,... 
    'MaxEpochs',20, ...   
    'MiniBatchSize',6, ... 
    'Shuffle','every-epoch', ... 
    'VerboseFrequency',2,... 
    'Plots','training-progress',... 
    'ValidationPatience', 4); 
 
pximds = pixelLabelImageDatastore(imdsTrain,pxdsTrain, ... 
    'DataAugmentation',augmenter); 
  
%Avgmentacija slik z uporabo naključnih rotacij in translacij. 
augmenter = imageDataAugmenter('RandXReflection',true,... 
 'RandXTranslation',[-10 10],'RandYTranslation',[-10 10]); 
  
%učenje nevronske mreže 
[Test_net3, info] = trainNetwork(pximds,lgraph,options); 
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6 Rezultati in meritve 
Na sliki 6.1 vidimo naključne rezultate segmentacije. Slike pripadajo bazi za testiranje 
(»testImds«) in niso bile uporabljene pri učenju nevronske mreže. V prvi vrstici so neoznačene 
slike kamere GoPro, ki so bile zmanjšane na velikost 378 px × 672 px (opisano v podpoglavju 
2.2). V drugi vrsti so učne baze slik, ki so bile ročno kreirane z aplikacijo »ImageLabeler«. V 
tretji vrsti so segmentirane slike, ki jih je producirala nevronska mreža, medtem ko je v zadnji 
vrsti primerjava med želenimi rezultati in rezultati segmentacije. Pri rezultatih nevronske 
mreže je treba poudariti, da so bile za učenje uporabljene slike le z ene lokacije (Koper). 
Rezultati na testnih slikah so zadovoljivi, vendar to še ne pomeni, da je mreža uspešna v vseh 
scenarijih.  
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Slika 6.1: Primeri semantične segmentacije na testni skupini. 
Količino prekrivanja na razred lahko merimo z Jaccardovim indeksom. Določen je kot 
meritev prekrivanja dveh podatkovnih nizov. Indeks je izražen v odstotkih. V tabeli 6.1 vidimo 
natančnost segmentacije za posamezne razrede. Podatki se navezujejo na sliko 6.1.  
V nadaljevanju je navedena koda za izračun prekrivanja bazne slike in segmentirane slike. 
 
%segmentacije slike z uporabo mreže 
C = semanticseg(I,test_net3); 
%prekrivanje segmentirane slike in označene slike iz Testne skupine 
Pricakovan_rezultat = readimage(pxdsTest,10); 
Dejanska_vrednost= uint8(C); 
Pricakovana_vrednost= uint8(Pricakovan_rezultat); 
imshowpair(Dejanska_vrednost, Pricakovana_vrednost) 
%izračun prekrivanja z uporab jaccard indeksa 
iou = jaccard(I,pricakovan_rezultat); 
table(razredi,iou) 
 
Enačba (6.1) prikazuje matematično definicijo Jaccardovega indeksa: 
Neoznačene slike 
Bazne slike 
(ang. ground 
truth) 
Segmentirane 
slike 
Odstopanja 
Slika 6.2: Prikaz primerov segmentacije 
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    (6.1) 
 
Tabela 6.1: Natančnost klasifikacije posameznih razredov z uporabo Jaccardovega indeksa 
(rezultati se navezujejo na sliko 35). 
 
S funkcijo »EvaluateSemanticSegmentation« lahko preverimo uspešnost delovanja mreže 
na celotni skupini slik. Rezultate posameznih skupin (test, validation, train) lahko vidimo v 
tabelah 6.3, 6.4 in 6.5. 
 
%segmentacije celotne baze za testiranje 
pxdsResults = semanticseg(imdsTest,mrce_net3, ... 
    'MiniBatchSize',4, ... 
    'WriteLocation','D:\Matlab2\test_net3\sgmentriane_slike_test, ... 
    'Verbose',false); 
%Evaluacija celotne testne skupine slik 
Metrics= evaluateSemanticSegmentation(pxdsResults,pxdsTest,'Verbose',false); 
 
V tabelah od 6.2 do 6.9 izrazi v angleščini prestavljajo: 
 GlobalAccuracy: indeks, ki predstavlja pravilno določeno segmentacijo in ne upošteva 
natančnosti posameznih razredov; 
 MeanAccuracy: indeks, ki izračuna natančnost posameznih razredov in jih nato združi 
v skupno povprečje; 
 MeanIoU: povprečje Jaccardovega indeksa; 
 WeightedIoU: Jaccardov indeks z upoštevanjem utežnih vrednosti posameznih 
razredov; 
 MeanBFScore: indeks, ki preverja povprečno natančnost pri robovih posameznih 
razredov. 
Tabela 6.2: Natančnost klasifikacije na celotni skupini slik (Test, Val, Train). 
 Segmentirana slika 1 Segmentirana slika 2 Segmentirana slika 3 
»coln« 0,87079 Ni na sliki 0,84026 
»obala« 0,79783 0,97898 0,79444 
»nebo« 0,90793 0,97051 0,95329 
»morje« 0,98734 0,98614 0,99234 
»clovek« Ni na sliki Ni na sliki Ni na sliki 
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GlobalAccuracy MeanAccuracy MeanIoU WeightedIoU MeanBFScore 
0,9892 0,98648 0,94203 0,97939 0,96876 
 
Tabela 6.3: Natančnost klasifikacije na testni skupini slik. 
GlobalAccuracy MeanAccuracy MeanIoU WeightedIoU MeanBFScore 
0,98909 0,98565 0,94711 0,97886 0,95987 
 
Tabela 6.4: Natančnost klasifikacije na validacijski skupini slik. 
GlobalAccuracy MeanAccuracy MeanIoU WeightedIoU MeanBFScore 
0,99073 0,9797 0,87722 0,98213 0,97474 
 
Tabela 6.5: Natančnost klasifikacije na skupini slik za učenje 
GlobalAccuracy MeanAccuracy MeanIoU WeightedIoU MeanBFScore 
0,98924 0,98728 0,94116 0,97933 0,97051 
 
 
Tabela 6.6: Natančnost posameznih razredov na celotni skupini slik (Test, Val, Train). 
 Accuracy IoU MeanBFScore 
»coln« 0,98775 0,86613 0,96337 
»obala« 0,98266 0,95251 0,98184 
»nebo« 0,98383 0,97796 0,95067 
»morje« 0,99283 0,99191 0,97453 
»clovek« 0,98534 0,92164 0,96617 
 
Tabela 6.7: Natančnost posameznih razredov na skupini slik za učenje. 
 Accuracy IoU MeanBFScore 
»coln« 0,99015 0,89011 0,96581 
»obala« 0,98562 0,95794 0,98174 
»nebo« 0,98443 0,97714 0,94216 
»morje« 0,99175 0,9907 0,96102 
»clovek« 0,97631 0,91964 0,97786 
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Tabela 6.8: Natančnost posameznih razredov na validacijski skupini slik. 
 Accuracy IoU MeanBFScore 
»coln« 0,98884 0,85254 0,97296 
»obala« 0,98656 0,95514 0,97659 
»nebo« 0,98476 0,9799 0,96037 
»morje« 0,99352 0,99234 0,98851 
»clovek« 0,94483 0,60619 0,93182 
 
Tabela 6.9: Natančnost posameznih razredov na testni skupini slik. 
 Accuracy IoU MeanBFScore 
»coln« 0,9882 0,86185 0,96103 
»obala« 0,9809 0,95087 0,98331 
»nebo« 0,98443 0,97901 0,95572 
»morje« 0,9929 0,99212 0,97439 
»clovek« 0,98997 0,92195 0,96588 
 
Na spodnji sliki 6.2 lahko vidimo potek učenja nevronske mreže. Na začetku učenja je 
natančnost manjša, sčasoma pa dosegamo boljše rezultate. Učenje se je končalo po 42 
minutah, končna natančnost pa je znašala 94,93 %. Krivulja na sliki 6.2 prikazuje potek 
zmanjševanja izgubne funkcije, opisane v podpoglavju 4.1. 
 
 
Slika 6.3: Potek učenja nevronske mreže. 
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6.1 Kvalitativna analiza segmentacije 
Na sliki 6.1 so bili prikazani rezultati z lokacije, na kateri je bila mreža učena. Na sliki 6.3 
pa lahko vidimo segmentacijo na ostalih lokacijah. Iz rezultatov lahko vidimo, da v nekaterih 
primerih nastanejo velika odstopanja. Rezultat je bil pričakovan, saj je mreža za učenje vsega 
skupaj porabila samo 160 slik. Za doseganje boljših rezultatov v vseh primerih bi bilo treba 
uporabiti večjo in bolj raznoliko bazo podatkov.  
Lokacija: Strunjan. Slike so bile zajete z istega čolna in z isto kamero kot v Kopru. 
 
 
Slika 6.4: Zbirka segmentacij iz lokacije Strunjan. 
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Lokacija: Fort Lauderdale (Florida). Slike so bile zajete s kamero GoPro. 
 
 
Slika 6.5: Primeri segmentacije v mestu Fort Lauderdale. 
Glede na zgornje zbirke slik lahko ugotovimo, da je največja težava klasifikacija neba. 
Večinoma se mu dodeli klasifikacijo obale ali morja. Težava se pojavi tudi pri klasifikaciji ladje, 
saj robovi klasifikacije niso kakovostno določeni. Na sliki nevronska mreža pravilno določi 
lokacijo ladje, ne izriše pa točno meje objekta. Najbolje se obnese klasifikacija morja.   
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Lokacija: Rotterdam (Nizozemska). Slike so bile zajete s kamero G  oPro. 
 
 
Slika 6.6: Primeri segmentacije iz Rotterdama. 
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6.2 Odvisnost segmentacije od vhodne velikosti slike 
Vhodne slike v nevronski mreži so lahko drugačnih dimenzij. Rezultate segmentacije pri 
različnih velikostih vidimo na sliki 6.6. Segmentacija pri večjih resolucijah slike ne deluje 
pravilno . Pri resoluciji 1152 px × 658 px vidimo, da se rezultat izboljša. Pri resoluciji 786 px × 
432 px so nekateri elementi celo boljši kot pri velikosti, na kateri je bila mreža učena. Za 
spodnje slike je bila mreža učena samo na velikosti 648 px × 378 px. 
 
Slika 6.7: Rezultati segmentacije pri različnih velikostih. 
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6.3 Primerjava segmentacije z različnimi kamerami 
Primerjavo klasifikacije vidimo na sliki 6.7. Obe kameri sta bili pritrjeni na čoln. Za oceno 
primerjave smo izbrali slike s 3 istih lokacij. Leve slike so bili narejene s starejšo kamero; 
velikost prvotne slike je bila 1287 px × 958 px. Desne slike so bile narejene s kamero GoPro s 
prvotno velikostjo slike 3840 px × 2160 px. V prvih treh slikah se klasifikacija lahko primerja s 
kamero GoPro, opazne so manjše razlike v natančnosti. Na primeru štiri pa vidimo veliko 
odstopanje med posameznima klasifikacijama. V zadnjem primeru vidimo veliko napako v 
klasifikaciji, in sicer slikah, narejenih z obema vrstama kamer. Če primerjamo večje število 
vzorcev (večje število slik), ugotovimo, da segmentacija s kamero GoPro (3840 px × 2160 px) 
dosega boljše rezultate.   
 
 
49 
 
Slika 6.8: Primerjava klasifikacije med različnima kamerama. 
50  Rezultati in meritve 
 
6.4 Kvantitativna analiza 
Za ugotavljanje natančnosti je bila v zadnjem delu narejena še primerjava z različnimi 
vrstami konvolucijskih mrež. Metode in meritve so bile izdelane v laboratoriju za umetne in 
vizualne spoznavne sisteme in v laboratoriju za strojno inteligenco [18, 19]. Segmentacije in 
vsi posnetki so iz istega čolna, pri čemer je bila uporabljena stereo kamera z resolucijo 1287 px 
× 958 px. Pri učenju se je uporabila slikovna baza Mastr1325. Vsebuje 1325 notiranih slik, v 
katerih so zajeti različni vremenski pogoji in časovna obdobja. Pri klasifikaciji so bili uporabljeni 
3 razredi: 
 ovire in okolje = indeks (0); 
 voda = indeks (1); 
 nebo = indeks (2). 
Vse mreže so bile nato testirane na podatkovni bazi Modd2. Ta vsebuje 11.675 stereo slik 
z resolucijo 1278 px × 958 px. Vsaka od slik vsebuje označeno mejo morja in ovire, ki so 
prisotne v vodi. Za učenje naše mreže smo uporabili že prej omenjene ročno označene slike iz 
posnetkov GoPro (161 slik). Za ugotavljanje natančnosti segmentacije sta v tabelah 6.10 in 
6.11 pomembna 2 parametra. Prvi parameter predstavlja natančnost klasifikacije vodne 
površine (2. stolpec). Drugi parameter je F-mere (6. stolpec), ki predstavlja natančnost 
segmentacije objektov znotraj vodne površine. Večja kot je natančnost F-mere, boljši je 
sistem. Rezultati se vrstijo od najslabšega do najboljšega, pri čemer je rezultat mreže, ki je 
opisana v diplomskem delu, označen z rdečo barvo. 
 
Tabela 6.10: Rezultati segmentacije na slikovni bazi Modd2 (results on Raw and Distored 
images) [18,19]. 
Metoda Natančnost vodne 
meje (točkovno 
pike) 
TP FP FN F-mera 
(odstotki) 
DL3+Kope161 96,8 (45,6) 862 16025 4587 7,7 
PSPNet [19] 13,8 (16.0) 5886 4359 431 71,1 
SegNet [19] 13,5 (18,5) 5834 2138 483 81,7 
DL2noCRF [19] 12,8 (21,4) 3946 227 2371 75,2 
DL3+ [19] 14,1 (20,9) 5311 2935 1006 72,9 
BiSeNet [19] 12,4 (19,2) 5699 1894 618 81,9 
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Kratice, navedene v tabeli 6.10, pomenijo: 
 TP (true positives): število ovir, ki jih je mreža zaznala in ki se nahajajo na slikah; 
 FP (false positives): število ovir, ki jih je mreža zaznala , ampak se niso nahajale na sliki; 
 FN (false negatives): število ovir, ki jih mreža ni zaznala, a so bile prisotne na sliki.  
 
Enačba (6.2) opisuje F-meritev: 
 
𝐹 − 𝑚𝑒𝑟𝑎 =
2∗𝑇𝑃
(2∗𝑇𝑃+𝐹𝑃+𝐹𝑁)∗100
     (6.2) 
Iz rezultatov v tabeli 6.10 lahko ugotovimo, da ima mreža, ki je bila učena na slikah GoPro, 
najslabši rezultat. V tabeli 6.11 pa lahko vidimo rezultate na isti podatkovni bazi, pri čemer so 
bile stereo slike obdelane. 
 
Tabela 6.11: Rezultati segmentacije na popravljeni slikovni bazi Modd2 (Results on 
Undistorted and Recitifed Images) [28]. 
Metoda Natančnost vodne 
meje (točkovne 
pike) 
TP FP FN F-mera 
(odstotki) 
ISSmono [19] 52,8 (62,9) 1865 3442 3584 34,7 
ISSstereo [19] 52,8 (52,9) 1828 105 3621 49,5 
DL3+Kope161 63,7 (45,9) 3424 3905 2025 53,6 
IeSSM [19] 55,0 (65,5) 2276 151 3173 57,8 
PSPNet [19] 13,7 (16,1) 5131 3919 318 70,8 
SegNet [19] 13,2 (16,6) 5106 1852 343 82,3 
DL2noCRF [19] 12,3 (17,5) 3482 211 1967 76,2 
DL3+ [19] 13,6 (17,4) 4797 2338 652 76,2 
BiSeNet [19] 12,1 (16,8) 5014 1667 435 82,7 
 
V tabeli 6.11 vidimo, da so se rezultati segmentacije izboljšali. Znatno sta se zmanjšali 
števili FP in FN, število TP se je povečalo. Pri natančnosti vodne meje lahko ugotovimo, da še 
vedno doseže najslabši rezultat. Za povečanje uspešnosti mreže bi bilo treba narediti večjo in 
predvsem bolj raznoliko podatkovno bazo ročno izdelanih anotacij. Iz meritev lahko 
ugotovimo, da se je mreža preveč prilagodila na lokacijo, na kateri je bila učena. 
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7 Zaključek 
Glavni cilj diplomskega dela je bil ustvariti sistem za prepoznavo okolice iz videoposnetkov 
kamere. Z dobro izdelano klasifikacijo lahko samovozeče vozilo kamero uporabi kot enega 
glavnih senzorjev za prepoznavanja oklice. Zaradi velikih napredkov globokega učenja smo za 
klasifikacijo implementirali konvolucijsko nevronsko mrežo. Za lažje razumevanje rezultatov 
smo opisali posamezne gradnike mreže, nato je bila predstavljena celotna struktura. Glavni 
težavi naloge sta bili poraba računalniškega pomnilnika in pomanjkanje izdelanih slikovnih 
učnih baz. Za učenje je bilo treba zato izdelati ročne slike klasifikacij. Iz rezultatov nevronske 
mreže je razvidno, da so rezultati na učeni lokaciji dosegli cilj klasifikacije. Težava pa nastane 
pri klasifikaciji na drugih lokacijah in pri različnih pogojih, kar pomeni, da se je mreža 
prilagodila samo določenim scenarijem. Pri doseganju boljših rezultatov na vseh področjih bi 
bilo treba ustvariti večjo in bolj raznoliko bazo učnih slik. Kljub temu pa lahko ugotovimo, da 
imajo konvolucijske nevronske mreže neverjetno moč za klasifikacijo objektov. 
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A: kvantitativna predstavitev delovanja skozi 
nevronsko mreže  
Vizualni prikaz enega od kanalov, skozi nevronsko mrežo ( glej sliko 3.3). 
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