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Abstract In this article, we investigate the robust optimal design problem for the prediction of response
when the fitted regression models are only approximately specified, and observations might be missing
completely at random. The intuitive idea is as follows: We assume that data are missing at random, and
the complete case analysis is applied. To account for the occurrence of missing data, the design criterion
we choose is the mean, for the missing indicator, of the averaged (over the design space) mean squared
errors of the predictions. To describe the uncertainty in the specification of the real underlying model,
we impose a neighborhood structure on the regression response and maximize, analytically, the Mean of
the averaged Mean squared Prediction Errors (MMPE), over the entire neighborhood. The maximized
MMPE is the “worst” loss in the neighborhood of the fitted regression model. Minimizing the maximum
MMPE over the class of designs, we obtain robust “minimax” designs. The robust designs constructed
afford protection from increases in prediction errors resulting from model misspecifications.
Keywords: Optimal designs, model robustness, missing observations, missing completely at random,
minimax, multiple linear regression model, nonlinear regression model.
1 Introduction
Data missing is a common problem in many practices. Improper handling of missing values may re-
duce the power of the study, increase the variability of estimation, cause bias in estimates, and result
in misleading conclusions (see, for example, Schafer 1997). Missing data mechanisms roughly can be
categorized into missing at random (MAR) and missing not at random (MNAR). Data missing at random
(MAR), as defined in Rubin (1976), means that the conditional probability of the observed pattern of
missing data, given the missing data and the value of the observed data, is the same for all the possible
values of the missing data.
A large amount of literature proposed various models and methods for handling data missing at
random. The classical and popular methods include complete case analysis, the hot deck imputation (Oh
and Scheuren, 1980), the last observation carried forward (Shao and Zhong, 2003), and so on. Among
them, the simplest and the most direct method is a complete case analysis, i.e., removal of all cases with
missing data. This method is a commonly used method for data missing completely at random (MCAR),
which is a particular case of MAR (see Little, 1992, and Little and Rubin, 2019).
A few studies are focusing on handling the missing data problem at the design stage. Ortega-Azurduy,
Tan, and Berger (2008) studied D-optimal designs for linear mixed models where dropout is encountered
in the longitudinal data. Ahmad and Gilmour (2010) assessed the robustness of subset designs, a class of
response surface designs, against missing observations for the efficiency of parameter estimation. Imhof,
Song, and Wong (2002) proposed a method for constructing efficient designs by assuming varying-
probabilities of realizing responses, i.e. when there are potentially failing trials in the experiment. Lee,
Biedermann, and Mitra (2018) developed a new approach for proposing optimal designs, which include
the method proposed in Imhof, etc. (2002) as a particular case.
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Motivated by the work in Lee, etc. (2018), in this paper, we will study the construction of optimal
designs that are robust in that we allow imprecision in the specification of the response. The development
of robust designs when missing data might occur has aroused attention. Imhof, etc. (2002) discussed
the construction of optimal designs when the response probability function belongs to a known set of
plausible functions. Imhof, Song, and Wong (2004) investigated the sensitivity of their optimal designs
to nominal values assigned to the parameters in the model. In our framework, the experimenter assumes
- perhaps erroneously - that the mean conditional response is given by a known function of unknown
parameters and known regressors. We will propose robust optimal designs that are robust to the potential
model misspecification.
Let xi, i = 1, ..., n be a set of regressors for the i-th subject in the experiment and S = {x1, ..., xN} be
the design space. A design is a specification of weights for the points in the design space ξ = (ξ1, ..., ξN)
where ξi = ni/n such that
∑N
i=1 ni = n. For convenience, we denote diag(nξ) as Dξ. Then ni observations
are made at the covariate xi. The responses may be missing. We define the missing indicator as
mi j =
{
1 if the jth observation at xi is not missing
0 if the jth observation at xi is missing
(1)
with i = 1, ...,N and j ≤ ni. For predictors not selected in the design, their missing data indicators are 0.
Denote M = (m11, ...,m1n1 , ...,mN1, ...,mNnN )T . Similar to Lee, etc. (2018), we assume that the responses
are missing completely at random (MCAR). In particular, the probability of missing data only depends
on the design points x. Here the probability that the observation made at xi is missing is assumed to be
1 − p(mi j = 1|xi,γ) with
p(mi j = 1|xi,γ) =
exp(xTi γ)
1 + exp(xTi γ)
:= p(xi,γ). (2)
The parameters γ in (2) are nuisance parameters. Another reasonable assumption about the missing
indicator is that 1n
∑N
i=1
∑nξi
j=1 mi j = Op(1). That is, the number of missing data in probability does not
increase at the speed of O(n).
Assume that the experimenter fits a regression model to the data of the following form
y = f (x;β) + ε (3)
where x = (x1, ..., xp) and β is the regression coefficients vector. The random errors (ε) are independent
and normally distributed with variance σ2.
For robustness, one anticipates that the model (3) fitted by the experimenter is not necessarily the true
one. The deviation from the model assumption may lead to biased predict of the response variable (see,
for example, Box and Draper, 1959; Ford, Titterington, and Kitsos, 1989; Xu and Yuen, 2011; Maronge,
Zhai, Wiens, and Fang, 2017). Therefore, in this paper, we will propose the robust designs that optimize
the precision of prediction over a small neighborhood to which the true model might belong.
Let
n−1/2ψ(x;β) = E[Y |x] − f (x;β), (4)
so that the exact but only approximately specified model is
y = f (x;β) + n−1/2ψ(x;β) + ε. (5)
We define the “true” β through minimizing the integrated squared discrepancy as follows
β = arg min
θ
∫
S
ψ2(x; θ)dx. (6)
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For convenience, let
zi(β) =
∂ f (xi;β)
∂β
and
Z(β) =
 z
T
1 (β)
...
zTN(β)

N×p
.
Then, due to (6), a constraint on Ψ(β) = (ψ(x1;β), ..., ψ(xN ;β))T is
ΨT (β)Z(β) = 0.
We consider a small neighborhood of Ψ(β) as follows
F =
{
Ψ(β) : ΨT (β)Z(β) = 0, ‖Ψ(β)‖2 ≤ η2 < +∞
}
. (7)
That is, the true model is assumed to be in the small neighborhood of (3): {F(β)+n−1/2Ψ(β) : Ψ(β) ∈ F }
with F(β) = ( f (x1;β), ..., f (xN ;β))T . In the following, without confusing we will refer this neighborhood
of model (3) also as F .
Experimenters do not realize the misspecification of the fitted model (3), so they may still estimate
the regression parameters by the maximum likelihood estimate βˆ. This estimate, however, will lead to an
incorrect prediction of the response values. It is our intention to propose optimal designs that minimize
the “worst” (i.e., the largest over F ) Averaged Mean Squared Errors (AMSE) of the predicted values
over S. Here
AMS E =
1
N
N∑
i=1
Eβˆ[ f (xi, βˆ) − E(Y |xi)]2.
Furthermore, to account for the occurrence of missing data, we take the mean of AMSE for the missing
indicator. Then as a measure of loss we use MMPE(ψ, ξ):
MMPE(ψ, ξ) = EM
 1N
N∑
i=1
Eβˆ[ f (xi, βˆ) − E(Y |xi)]2

=
1
N
N∑
i=1
Eβˆ,M[ f (xi; βˆ) − E(Y |xi)]2. (8)
A problem that arises immediately is that (8) depends on the unknown values of the parameters β
when the regression model is nonlinear. There are various methods for handling this problem. One
is by constructing a “locally optimal” design – one that is optimal only at a particular value β0 of the
parameter. This local parameter value might arise from the experimenter’s prior knowledge, or perhaps
as an estimate from an earlier experiment. To allow for uncertainty about the parameter values, one
might first maximize the loss function over a neighborhood of a local parameter β0 and then minimize
the maximized loss function over the class of designs. For details of this second approach, see Atkinson
and Fedorov (1975a,b), Dette and Biedermann (2003), Lo´pez-Fidalgo, Tommasi, and Trandafir (2007).
Another method that is arguably more practical than others (Hunter & Reiner, 1965; Fedorov & Pazman,
1968; Sinha & Wiens, 2002, Hu & Wiens, 2017, Hu, 2018) is sequential strategy. In this approach, the
estimates are evaluated using the available data, and subsequent observations are made at new design
points minimizing the loss function, evaluated at the current estimates.
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In this paper, we will apply the Bayesian methods, which are discussed and widely used in literature
(see Dette and Neugebauer 1997, Karami and Wiens 2014). The loss function is averaged with respect
to an appropriate prior distribution on the parameters before being minimized.
In section 2, we find the “worst” value of MMPE(ψ, ξ) over F theoretically. We consider linear
and nonlinear regression models. For linear models, AMSE can be found explicitly. For nonlinear
models, an asymptotic approximation of AMSE has been derived. Since it is impossible to calculate
EM[AMS E] directly, we will find an approximation of MMSE by taking the expectation for the missing
indicator on the first term and the second term of the Taylor expansion of AMSE. In Section 3, we apply
numeric method to look for the minimax robust optimal designs by minimizing the largest MMPE(ψ, ξ)
regarding the design ξ. The development of robust designs concerns linear regression and nonlinear
regression examples. Computing code, written in Matlab, to duplicate these examples is available from
the authors. Derivations are in the Appendix.
2 Maximum MMPE(ψ, ξ) over F
We will decompose MMPE(ψ, ξ) into four terms. This decomposition will have a more explicit form
for the multiple linear regression model, which will lead us to define the loss function as the Taylor
approximate of it.
Lemma 2.1. The MMPE(ψ, ξ) defined in (8) can be decomposed as follows
MMPE(ψ, ξ) = MB(ξ) + MV(ξ) − 2
N
EM[BT (ξ)]
Ψ(β)√
n
+
1
Nn
‖Ψ(β)‖2 (9)
where the bias vector B(ξ) is
B(ξ) =
(
Eβˆ[ f (xi; βˆ)] − f (xi;β)
)N
i=1
and the mean bias MB(ξ), and the mean variance MV(ξ) are
MB(ξ) =
1
N
EM
[
BT (ξ)B(ξ)
]
, (10)
MV(ξ) =
1
N
N∑
i=1
EM[Varβˆ( f (xi; βˆ))]. (11)
Theorem 2.1 will be proved in Appendix A.
In the following subsections, we will present our results for multiple linear regression and nonlinear
regression models separately.
2.1 Multiple Linear Regression Model
When f (x;β) = zT (x)β, where z(x) is a vector function of x, the model (3) becomes the following
multiple linear regression model
y = zT (x)β + ε. (12)
Denote Z = (zT (xi))Ni=1 and R(ξ,M) is
R(ξ,M) = Z
(
ZTDξMZ
)−1
ZT ,
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with DξM being the diagonal matrix of (
∑nξ1
j=1 m1 j, ...,
∑nξN
j=1 mN j). Notice that DξM = Dξ when mi j = 1 for
all j ≤ ni and i = 1, ...,N.
In the following lemma, we will show the explicit form of (9) for the multiple linear regression
models.
Lemma 2.2. For the multiple linear regression model, the optimality criterion MMSE is
MMPE(ψ, ξ) =
1
Nn
ΨT (β)
{
EM
[
DξMR2(ξ,M)DξM
]
+ I
}
Ψ(β)
+
1
N
σ2EM
[
t r(R(ξ,M))
]
, (13)
where σ2 is the variance of the response variable, and t r(R(ξ,M)) is the trace of matrix R(ξ,M).
Based on Lemma 2.2, we can maximize MMPE(ψ, ξ) over the neighborhood F of Ψ(β) as follows.
Theorem 2.3. For the multiple linear regression model, the maximized MMPE(ψ, ξ) over the neighbor-
hood F of Ψ(β) is
max
v∈RN−p:||v||≤η
MMPE(ψ, ξ) =
η2
Nn
EM
[
Chmax
(
DξMR2(ξ,M)DξM
)]
+
η2
Nn
+
σ2
N
EM
[
t r (R(ξ,M))
]
. (14)
Here Chmax(P) denotes the maximum eigenvalue of a matrix P.
In Appendix C, we present the proof of Theorem 2.3. Theorem 2.3 leads us to consider the Taylor
approximation of (14) as the loss function for the robust design.
Theorem 2.4. For the multiple linear regression model, (14 ) is approximately equal to the loss function
Lη2,σ2(ξ) which is defined as
Lη2,σ2(ξ) = η
2
Nn
Chmax(DξR2(ξ)Dξ) +
σ2
N
t r
[
R(ξ)
]
+
η2
Nn
−2η
2
Nn
t r
[
(I − DξP)
(
(I − R(ξ)Dξv1vT1R(ξ)
)]
+
σ2
N
t r
[
(I − DξP)R2(ξ)
]
. (15)
Here R(ξ) = Z(ZTDξZ)−1ZT , P is the diagonal matrix of the vector (p(mi = 1|xi, γ))Ni=1 with p(mi =
1|xi, γ) being defined in (2), and v1 is the normalized eigenvector of Chmax(DξR2(ξ)Dξ).
The proof of Theorem 2.4 will be given in Appendix D.
2.2 Nonlinear Regression Model
For the nonlinear regression model (3), where f (xi;β) is a smooth enough nonlinear function, we need
to derive the asymptotic distribution of MLE βˆ conditional on the missing indicators.
Lemma 2.5. Under the assumption that the missing indicators satisfy
∑N
i=1
∑ni
j=1 mi j = Op(n), for the
nonlinear regression model (3),
√
n( f (xi, βˆ) − f (xi,β)) follows an asymptotic normal distribution with
asymptotic mean
zTi (β)(Z
T (β)DξMZ(β))−1ZT (β)DξMΨ(β) (16)
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and asymptotic variance
nσ2zTi (β)(Z
T (β)DξMZ(β))−1zi(β). (17)
The proof of Lemma 2.5 will be given in Appendix E. Lemma 2.5 implies that the bias vector
B(β, ξ,M), asymptotically, becomes
n−1/2R(β; ξ,M)DξMΨ(β),
where
R(β; ξ,M) = Z(β)(ZT (β)DξMZ(β))−1ZT (β).
Then asymptotically,
N × MB(ξ) = EM[BT (β, ξ,M)B(β, ξ,M)]
= n−1ΨT (β)EM[DξMR2(β; ξ,M)DξM]Ψ(β) (18)
and
N × MV(ξ) = EM{t r[Varβˆ(F(βˆ))]}
= σ2EM
{
t r
[
R(β, ξ,M)
]}
.
where F(βˆ) = ( f (xi, βˆ))Ni=1. Thus, similar to (13), the asymptotic MMPE(ψ, ξ) for multiple linear regres-
sion model becomes
MMPE(ψ, ξ) =
1
Nn
ΨT (β)
{
EM
[
DξMR2(ξ,M)DξM
]
+ I
}
Ψ(β)
+
1
N
σ2EM
[
t r (R(β; ξ, M))
]
. (19)
For nonlinear models, similar to Theorem 2.3, the following result holds. The proof follows a similar
argument and thus is omitted.
Theorem 2.6. For the nonlinear regression model (3), the maximized MMPE(ψ, ξ) over the neighbor-
hood F of Ψ(β) is
max
v∈RN−p:||v||≤η
MMPE(ψ, ξ) =
η2
Nn
EM
[
Chmax
(
DξMR2(β; ξ,M)DξM
)]
+
η2
Nn
+
σ2
N
EM
[
t r (R(β; ξ,M))
]
, (20)
where
R(β; ξ,M) = Z(β)(ZT (β)DξMZ(β))−1ZT (β).
Apply Taylor expansion to (20), we will end up with an approximated design criterion similar to
(15). The new design criterion for nonlinear regression model is denoted as Lη2,σ2(ξ;β) which indicates
that the model parameters β is included.
Lη2,σ2(ξ;β) = η
2
Nn
Chmax(DξR2(β; ξ)Dξ) +
σ2
N
t r
[
R2(β; ξ)
]
+
η2
Nn
−2η
2
Nn
t r
[
(I − DξP)
(
(I − R(β; ξ)Dξv1vT1R(β; ξ)
)]
+
σ2
N
t r
[
(I − DξP)R2(β; ξ))
]
, (21)
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where R(β; ξ) = Z(β)(ZT (β)DξZ(β))−1ZT (β), P is the diagonal matrix of the vector (p(mi = 1|xi, γ))Ni=1
with p(mi = 1|xi, γ) being defined in (2), and v1 is the normalized eigenvector of Chmax(DξR2(β; ξ)Dξ).
In the next section, we will discuss the minimization of Lη2,σ2(ξ) in (15) for multiple linear regres-
sion, and Lη2,σ2(ξ;β) in (21) for nonlinear regression with respect to design ξ.
3 Robust optimal designs
To obtain robust optimal designs, we minimize the design criterion (15) for multiple linear regression,
and (21) for nonlinear regression models. To obtain optimal designs, we minimize the design criteria by
applying numerical methods. The Matlab code is available from the authors.
3.1 Multiple Linear Regression
Since the design criteria for linear regression models do not depend on regression parameters, we will
obtain optimal designs by minimizing the design criterion via particle swarm optimization.
In many applications the sample size n is decided a priori the design, after which the experimenter
seeks for an exact n−point design ξn = (ξn1, ..., ξnN), with ξni = ni/n, for non-negative integers ni, i =
1, 2, ...,N, that sum up to n. Since the particle swarm optimization algorithm is efficient at looking
for continuous solutions, we will apply the particle swarm optimization function in Matlab to look for
optimal minimax design densities ξi, and then apply the “efficient design apportionment” method of
Pukelsheim & Rieder (1992) - a rounding procedure that assigns integer allocations ni ≈ nξi to a design.
We will perform the rounding procedure by applying the Matlab code provided in Wiens (2018).
Example 1: A polynomial model Consider a design space, which includes 100 equally spaced design
points in [0, 1]. We consider the following model
y = β0 + β1x + β2x2 + β3x3 + ε. (22)
Let n = 30. The missing indicator has the following probability
p(mi = 1|xi, γ0 = 2, γ1 = 0.5) = exp(0.5xi + 2)1 + exp(exp(0.5xi + 2) , i = 1, 2, ..., 100.
We choose η2 = 0.01, 0.5, 1, 1.5, respectively.
Figures 1 & 2 show the robust optimal designs that minimize the design criterion for σ2 = 0.01 and
σ2 = 0.1, respectively.
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Figure 1: For the polynomial model (22) with σ2 = 0.01, (a) η2 = 0.01 with L0.01,0.01 = 4.1406e − 2;
(b) η2 = 0.5 with L0.5,0.01 = 3.9907e − 2; (c) η2 = 1 with L1,0.01 = 4.1624e − 2; (d) η2 = 1.5 with
L1.5,0.01 = 4.3134e − 2.
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Figure 2: For the polynomial model (22) with σ2 = 0.1, (a) η2 = 0.01 with L0.01,0.1 = .4296e − 2;
(b) η2 = 0.5 with L0.5,0.1 = 1.2865e − 2; (c) η2 = 1 with L1,0.1 = .9688e − 2; (d) η2 = 1.5 with
L1.5,0.1 = 1.8149e − 2.
Example 2: A linear regression model with two predictors Consider a design space which includes
100 equally spaced design points in a square [0, 1] × [0, 1]. We consider the following model
y = β0 + β1x1 + β2x2 + β3x1x2 + β4x21 + β5x
2
2 + ε. (23)
The missing indicator has the following probability p(mi = 1|xi1, xi2, γ0 = 2, γ1 = 0.5, γ2 = 0.5), i.e.,
exp(0.5xi1 + 0.5xi2 + 2)
1 + exp(exp(0.5xi1 + 0.5xi2 + 2)
.
We choose η2 = 0, 0.5, 1, 1.5, respectively.
Figures 3 & 4 show the robust optimal designs that minimize the design criterion for σ2 = 0.01 and
σ2 = 0.1, respectively.
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Figure 3: For the multiple model (23) with σ2 = 0.01, (a) η2 = 0.01 with L0.01,0.01 = .5245e − 2;
(b) η2 = 0.5 with L0.5,0.01 = .4813e − 2; (c) η2 = 1 with L1,0.01 = 1.0006e − 2; (d) η2 = 1.5 with
L1.5,0.01 = 1.0643e − 2.
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Figure 4: For the multiple model (23) with σ2 = 0.1, (a) η2 = 0.01 with L0.01,0.1 = 5.3271e − 2;
(b) η2 = 0.5 with L0.5,0.1 = 5.2037e − 2; (c) η2 = 1 with L1,0.1 = 5.0803e − 2; (d) η2 = 1.5 with
L1.5,0.1 = 5.5624e − 2.
3.2 Nonlinear Regression
The design criterion for a nonlinear regression depends on unknown regression parameters β. Our
method to handle the dependency on the unknown parameters is through the Bayesian-optimal mech-
anism. We average the design criterion with respect to a “prior” distribution, and we obtain the optimal
designs by minimizing the averaged design criterion via the particle swarm algorithm.
Example 3: A nonlinear regression model and Bayesian optimality We consider the model for long-
term recovery after discharge from hospital in Kutner, Nachtsheim and Neter (2003), a two-parameter
nonlinear regression model with f (x|β) = β0 exp{β1x}. Estimates of βˆ = (56.7,−.03797) were obtained
by performing a preliminary linear regression with response, log(Y), and predictor X. We replace the
regression parameters by two new variables T1,T2 ∈ [0, 1]:
β0 = 57(T1 + 0.5) ∈ [28.5, 85.5], β1 = −T2 + .525 ∈ [−.06,−.02].
where a density is assigned to T1 and T2, respectively. Then the design criterion (14) is replaced by∫ 1
0
∫ 1
0
Lη2,σ2(ξ; t1, t2)p(t1;α1, α2)p(t2;α1, α2)dt1dt2. (24)
The design space includes design points {1, 2, ..., 100}. The missing indicator has the probability
p(mi = 1|xi, γ0 = 2, γ1 = 0.05) = exp(0.05xi + 2)1 + exp(0.05xi + 2) .
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We first assign a uniform distribution on [0, 1] to each T1 and T2, respectively. As well, we use
variance σ2 = 0.01, and different η2(= .01, .5, 1, 1.5), respectively. The robust optimal designs are
shown in Figure 5.
Figure 5: For the nonlinear model f (x|β) with σ2 = 0.01 and Uniform[0, 1] prior, (a) η2 = .01 with
L.5,0.01 = .4091e − 3; (b) η2 = .5 with L.5,0.01 = .4091e − 3; (c) η2 = 1 with L1,0.01 = 1.3611e − 3; (d)
η2 = 1.5 with L1.5,0.01 = 1.3611e − 3.
We then assign a Beta distribution, Beta[a, b], to T1 and T2. The robust optimal designs with σ2 =
0.01 and η2 = 0.5, 1, respectively, are shown in Figure 6. The designs in plots (a) and (b) are obtained
for Beta[5, 5], a symmetric prior, while the designs in plots (c) and (d) are for Beta[2, 4], a right skewed
prior.
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Figure 6: For the nonlinear model f (x|β) with σ2 = 0.01, (a) η2 = .5 and Beta[5, 5] prior. The minimax
loss isL.5,0.01 = 4.5089e−04; (b) η2 = 1 and Beta[5, 5] prior. The minimax loss isL1,0.01 = 8.3797e−04;
(c) η2 = .5 and Beta[2, 4] prior. The minimax loss is L.5,0.01 = 3.3015e − 04; (d) η2 = .5 and Beta[2, 4]
prior. The minimax loss is L.5,0.01 = 7.1366e − 04.
4 Summary and concluding remarks
In this paper, we propose methods of obtaining robust optimal designs for use with possible missing data,
when the functional form of the model is in doubt. We first find a neighborhood of the parametric model
thought to be a reasonable approximation to the true response. We then maximize the design criterion
(the mean of averaged MSE of the predictions for the missing indicator) within this neighborhood. When
the loss depends on the model parameters, i.e., for the nonlinear models, we integrate the parameters in
the loss with respect to different prior distributions. The result of this process, which only depends on the
designs, is then minimized by applying the particle swarm optimization function in Matlab to look for the
optimal designs. For multiple linear regressions, the designs are sensitive to the size of the neighborhood
of the fitted model. When the neighborhood is small (η2 = 0.01), the optimal designs have fewer support
points and hence more replicates (see Figures 1-4). But when the neighborhood reaches a critical size
(η2 ≥ 1), the design points are scattered, and designs become less sensitive to the size change. As for
the nonlinear regression example, we considered three different prior distributions: uniform distribution,
symmetric distribution (Beta[5, 5]), and asymmetric distribution (Beta[2, 4]). We can observe that the
designs are no longer so sensitive to the choice of prior distributions. We noticed the clustering of the
most design points around relatively small values. Different from the multiple linear regression models,
the designs for nonlinear models are also not very sensitive to the choice of η2 value.
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Appendix: Derivations
Appendix A. Proof of Theorem 2.1
Multiplying by N on both sides of (8), we have
N × MMPE(ψ, ξ)
=
N∑
i=1
Eβˆ,M
( f (xi; βˆ) − f (xi;β) − ψ(xi;β)√n
)2
=
N∑
i=1
Eβˆ,M
( f (xi; βˆ) − Eβˆ( f (xi; βˆ)) + Eβˆ( f (xi; βˆ)) − f (xi;β) − ψ(xi;β)√n
)2
= EM
 N∑
i=1
Eβˆ[ f (xi; βˆ) − E( f (xi; βˆ))]2 +
N∑
i=1
[Eβˆ( f (xi; βˆ)) − f (xi;β)]2
+
‖Ψ(β)‖2
n
− 2
N∑
i=1
[Eβˆ( f (xi; βˆ)) − f (xi;β)]
ψ(xi;β)√
n

= N × MV(ξ) + N × MB(ξ) − 2EM(BT (ξ)Ψ(β))√
n
+
‖Ψ(β)‖2
n
, (25)
where
N × MV(ξ) =
N∑
i=1
Eβˆ,M[ f (xi; βˆ) − Eβˆ( f (xi; βˆ))]2
=
N∑
i=1
EM[Varβˆ f (xi; βˆ)]
and
N × MB(ξ) = EM
 N∑
i=1
[Eβˆ( f (xi; βˆ)) − f (xi;β)]2
 = EM [BT (ξ)B(ξ)] .
Appendix B. Proof of Lemma 2.2
The maximum likelihood estimate βˆ of the regression parameters of a multiple linear regression model
(12) is
βˆ =
 N∑
i=1
ni∑
j=1
mi jzizTi

−1 N∑
i=1
ni∑
j=1
mi jziyi j
=
(
ZTDξMZ
)−1
ZT

∑nξ1
j=1 m1 jy1 j
...∑nξN
j=1 mN jyN j
 .
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We then have
E[βˆ] =
(
ZTDξMZ
)−1
ZT

∑nξ1
j=1 m1 jE[y1 j]
...∑nξN
j=1 mN jE[yN j]

=
(
ZTDξMZ
)−1
ZT

∑nξ1
j=1 m1 j(z
T
1 β +
ψ(x1;β)√
n
)
...∑nξN
j=1 mN j(z
T
Nβ +
ψ(xN ;β)√
n
)

=
(
ZTDξMZ
)−1
ZTDξM
(
Zβ +
Ψ(β)√
n
)
,
and
Var[βˆ] =
(
ZTDξMZ
)−1
ZT diag

nξi∑
j=1
mi jVar[yi j] : i = 1, · · · ,N
Z (ZTDξMZ)−1
= σ2
(
ZTDξMZ
)−1
.
For a multiple linear regression model, the bias vector B(ξ,M) becomes
B(ξ,M) = ZE[βˆ] − Zβ
= Z
(
ZTDξMZ
)−1
ZTDξM
(
Zβ +
Ψ(β)√
n
)
− Zβ
= Z
(
ZTDξMZ
)−1
ZTDξM
Ψ(β)√
n
= R(ξ,M)DξM
Ψ(β)√
n
, (26)
where R(ξ,M) = Z
(
ZTDξMZ
)−1
ZT .
We then have
BT (ξ,M)Ψ(β) = n−1/2ΨT (β)DξMZ
(
ZTDξMZ
)−1
ZT Ψ(β) = 0
according to the orthogonal condition. That is, the last term of (25) is 0. Moreover,
N × MB(ξ)
= EM[BT (ξ,M)B(ξ,M)]
= n−1ΨT (β)EM
[
DξMR2(ξ,M)DξM
]
Ψ(β). (27)
Next, we find MV(ξ):
N × MV(ξ) =
N∑
i=1
Eβˆ,M[z
T (xi)βˆ − E(zT (xi)βˆ)]2
= Eβˆ,M
[(
Zβˆ − ZE(βˆ)
)T (
Zβˆ − ZE(βˆ)
)]
= Eβˆ,M
[(
βˆ − E(βˆ)
)T
ZTZ
(
βˆ − E(βˆ)
)]
= t r
{
ZTZEβˆ,M
[(
βˆ − E(βˆ)
) (
βˆ − E(βˆ)
)T ]}
= t r
{
ZTZEM
[
Var[βˆ]
]}
= σ2EM
[
t r {R(ξ,M)}] .
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Appendix C. Proof of Theorem 2.3
Notice that the orthogonality requirement ΨT (β)Z = 0 is equivalent to that Ψ(β) lies in R⊥(Z). Let K be
an N × (N − p) matrix whose columns form an orthonormal basis for this orthogonal complement, i.e.,
KTK = IN−p. Then Ψ(β) = Kv for some v ∈ RN−p with ‖v‖ = ‖Ψ(β)‖. Thus, maximizing MMPE(ψ, ξ)
over Ψ(β) is equivalent to solving the following problem
max
v∈RN−p:||v||≤η
MMPE(ψ, ξ)
= max
v∈RN−p:||v||≤η
{
1
Nn
vTKT
{
E
[
DξMR2(ξ,M)DξM
]
+ I
}
Kv
}
+
1
N
σ2EM
{
t r
[
R(ξ,M)
]}
.
We can decompose DξMR2(ξ,M)DξM as QΛQT where Q is an orthogonal matrix of size N × N and
Λ is an N×N diagonal matrix with eigenvalues as its diagonal elements. Because ‖vTKTQQTKv‖ = ‖v‖
we have
max
v∈RN−p:||v||≤η
{
1
Nn
E
[
vTKT
{
DξMR2(ξ,M)DξM
}
Kv
]}
≤ 1
Nn
EM
[
max
v∈RN−p:||v||≤η
{
vTKTQΛQTKv
}]
≤ 1
Nn
E
[
max diag(Λ) max
v∈RN−p:||v||≤η
{
vTKTQQTKv
}]
=
1
Nn
E
[
max diag(Λ) max
v∈RN−p:||v||≤η
‖v‖2
]
=
η2
Nn
E
[
Chmax
[
DξMR2(ξ,M)DξM
]]
,
where Chmax of a matrix denotes the largest eigenvalue of the matrix.
Therefore,
max
v∈RN−p:||v||≤η
MMPE(ψ, ξ)
=
η2
Nn
EM
[
Chmax
(
DξMR2(ξ,M)DξM
)]
+
η2
Nn
+
σ2
N
EM
{
t r
[
R(ξ,M)
]}
.
Appendix D. Proof of Theorem 2.4
Let M = (m11, ...,m1n1 , ...,mN1...,mNnN )T be the vector of missing indicators. We use the first two terms
of the Taylor expansion to approximate Chmax(DξMR2(ξ,M)DξM) at M = 1 = (1, ..., 1)T . Notice that for
M = 1, Dξ1 is Dξ and R(ξ, 1) = Z(ZTDξZ)−1Z := R(ξ). Then the approximation is
Chmax(DξMR2(ξ,M)DξM)
≈ Chmax(DξR2(ξ)Dξ) +
∂Chmax(DξMR2(ξ,M)DξM)
∂MT
|M=1(M − 1),
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where
∂Chmax(DξMR2(ξ,M)DξM)
∂M
=

∂Chmax(DξMR2(ξ,M)DξM)
∂m11
...
∂Chmax(DξMR2(ξ,M)DξM)
∂mNnN

and
∂Chmax(DξMR2(ξ,M)DξM)
mi j
= vT1
∂DξMR(ξ,M)
∂mi j
R(ξ,M)DξMv1 + vT1DξMR(ξ,M)
∂R(ξ,M)DξM
∂mi j
v1,
for i ∈ {1, ...,N}with nξi > 0, and j = 1, ..., ni. Here v1 is the normalized eigenvector of Chmax(DξMR2(ξ,M)DξM)
which is assumed to be simple (see Theorem 1 in Magnus 1985).
Next, we will find ∂R(ξ,M)DξM∂mi j . We first notice that
∂DξM
∂mi j
= diag(ei),
where ei is an N × 1 vector with the ith element ei = 1 being the only nonzero element. Therefore,
∂R(ξ,M)DξM
∂mi j
= Z
∂(ZTDξMZ)−1
∂mi j
ZTDξM + R(ξ,M)
∂DξM
∂mi j
= −R(ξ,M)∂DξM
∂mi j
R(ξ,M)DξM + R(ξ,M)
∂DξM
∂mi j
= −R(ξ,M)diag(ei)R(ξ,M)DξM + R(ξ,M)diag(ei)
= R(ξ,M)diag(ei)(I − R(ξ,M)DξM).
We then have
vT1
∂DξMR(ξ,M)
∂mi j
R(ξ,M)DξMv1 = vT1DξMR(ξ,M)
∂R(ξ,M)DξM
∂mi j
v1,
= vT1R(ξ,M)diag(ei)(I − R(ξ,M)DξM)v1,
and the first partial derivative of Chmax(DξMR2(ξ,M)DξM) with respect to mi j at M = 1 is
2vT1R(ξ)diag(ei)(I − R(ξ)Dξ)v1 = 2
(
(I − R(ξ)Dξ)v1vT1R(ξ)
)
ii
.
For t r
[
Z
(
ZTDξMZ
)−1
ZT
]
, its first partial derivative with respect to mi j at M = 1 is
−t r [R(ξ)diag(ei)R(ξ)] = − (R2(ξ))ii .
Then the first and second terms of the Taylor expansion of AMSE are
η2
Nn
Chmax(DξR2(ξ)Dξ) +
σ2
N
t r
[
R(ξ)
]
+
η2
Nn
+
2η2
Nn
N∑
i=1
nξi∑
j=1
(mi j − 1)
(
(I − R(ξ)Dξ)v1vT1R(ξ)
)
ii
+
σ2
N
N∑
i=1
nξi∑
j=1
(1 − mi j)
(
R2(ξ)
)
ii
. (28)
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Taking the expectation forM on (28) we then obtain an approximation of the design criterion MMPE. No-
tice that E[mi j] = p(xi,γ) which is defined in (2). Let P be the diagonal matrix of the vector (p(xi, γ))Ni=1.
Then the approximated MMPE is
η2
Nn
Chmax(DξR2(ξ)Dξ) +
σ2
N
t r
[
R(ξ)
]
+
η2
Nn
−2η
2
Nn
t r
[
(I − DξP)
(
(I − R(ξ)Dξv1vT1R(ξ)
)]
+
σ2
N
t r
[
(I − DξP)R2(ξ)
]
.
Appendix E. Proof of Lemma 2.5
Let Y = (Y11,Y12, ...,YNnN ) where Yi j is the jth observation being made at xi, with i = 1, ...,N and j ≤ n j.
Let mi j be the missing indicator for Yi j as defined in (1). The missing indicators satisfy
∑N
i=1
∑ni
j=1 mi j =
Op(n). Denote the maximum likelihood estimate (MLE) of the model coefficients as βˆ. Suppose that the
missing data are handled by complete case analysis. Then the MLE can be found by maximizing
N∑
i=1
ni∑
j=1
mi jΦi j(β) = −12
N∑
i=1
ni∑
j=1
mi j
[
Yi j − f (xi;β)
]2
.
We will find the asymptotic distribution of MLE conditional on the missing indicators M. Notice that
MLE βˆ satisfies
N∑
i=1
ni∑
j=1
mi jΦ˙i j(βˆ) = 0.
where
Φ˙i j(β) =
∂Φi j(β)
∂β
=
[
Yi j − f (xi;β)
] ∂ f (xi;β)
∂β
.
Assume that f (k)(x;β) exists for k = 1, 2, .... Then, according to Taylor’s Theorem, we have
0 =
N∑
i=1
ni∑
j=1
mi jΦ˙i j(βˆ)
=
N∑
i=1
ni∑
j=1
mi jΦ˙i j(β) +
N∑
i=1
ni∑
j=1
mi jΦ¨i j(β)(βˆ − β) (29)
+O(‖βˆ − β‖2),
where
Φ¨i j(β) = [Yi j − f (xi;β)]∂
2 f (xi;β)
∂β∂βT
− ∂ f (xi;β)
∂β
(
∂ f (xi;β)
∂β
)T
. (30)
We then have
√
n(βˆ − β) = √n
− N∑
i=1
ni∑
j=1
mi j
Φ¨i j(β)
n

−1 N∑
i=1
ni∑
j=1
mi j
Φ˙i j(β)
n
+
− N∑
i=1
ni∑
j=1
mi j
Φ¨i j(β)
n

−1
O(‖βˆ − β‖2)√
n
.
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Notice that since
∑N
i=1
∑ni
j=1 mi j = Op(n)
EY
 N∑
i=1
ni∑
j=1
mi j
Φ¨i j(β)
n

=
N∑
i=1
ni∑
j=1
mi j
E
[
Yi j − f (xi;β)
]
n
∂2 f (xi;β)
∂β∂βT
− n−1
N∑
i=1
ni∑
j=1
mi j
∂ f (xi;β)
∂β
(
∂ f (xi;β)
∂β
)T
= n−1/2
N∑
i=1
ni∑
j=1
mi j
ψ(xi;β)
n
∂2 f (xi;β)
∂β∂βT
− n−1
N∑
i=1
ni∑
j=1
mi j
∂ f (xi;β)
∂β
(
∂ f (xi;β)
∂β
)T
= Op(n−1/2) − n−1
N∑
i=1
ni∑
j=1
mi j
∂ f (xi;β)
∂β
(
∂ f (xi;β)
∂β
)T
.
Then, since 1n
∑N
i=1
∑ni
j=1 mi jΦ¨i j(β) =
1
n
∑N
i=1
∑ni
j=1 Φ¨i j(β) − Op(n−1), we have
−
N∑
i=1
ni∑
j=1
mi j
Φ¨i j(β)
n
− n−1
N∑
i=1
ni∑
j=1
mi j
∂ f (xi;β)
∂β
(
∂ f (xi;β)
∂β
)T
pr−→ 0.
Moreover, we have
1√
n
N∑
i=1
ni∑
j=1
mi jEY
[
Φ˙i j(β)
]
=
1
n
N∑
i=1
ni∑
j=1
mi jψ(xi;β)
∂ f (xi;β)
∂β
= ZT (β)DξMΨ(β)
and
VarY
 1√n
N∑
i=1
ni∑
j=1
mi jΦ˙i j(β)

= VarY
√n N∑
i=1
ni∑
j=1
mi j
[
Yi j − f (xi;β)
] ∂ f (xi;β)
∂β

= nVarY
 N∑
i=1
ni∑
j=1
mi j
[
Yi j − f (xi;β)
]
zi(β)

= nVarY
ZT (β)

∑nξ1
j=1 m1 j(Y1 j − f (x1;β))
...∑nξN
j=1 mN j(YN j − f (xN ;β))


= nσ2ZT (β)DξMZ(β),
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since
VarY


∑nξ1
j=1 m1 j(Y1 j − f (x1;β))
...∑nξN
j=1 mN j(YN j − f (xN ;β))


= diag
Var
 nξi∑
j=1
mi jYi j


N
i=1
= diag
 nξi∑
j=1
m2i jVar(Yi j)

N
i=1
= σ2diag
 nξi∑
j=1
mi j

N
i=1
= σ2DξM
as m2i j = mi j.
By following the proof in Section 12.2 of Seber and Wild (2003), we have
√
n(βˆ − β) is asymptotic
normal with asymptotic mean
(ZT (β)DξMZ(β))−1ZT (β)DξMΨ(β)
and asymptotic variance
nσ2(ZT (β)DξMZ(β))−1ZT (β)DξMZ(β)(ZT (β)DξMZ(β))−1
= nσ2(ZT (β)DξMZ(β))−1.
Then, by the delta method,
√
n( f (xi, βˆ) − f (xi,β)) follows an asymptotic normal distribution with
asymptotic mean
zTi (β)(Z
T (β)DξMZ(β))−1ZT (β)DξMΨ(β) (31)
and asymptotic variance
nσ2zTi (β)(Z
T (β)DξMZ(β))−1zi(β). (32)
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