Given a graph with maximum cut of (fractional) size c, the Goemans-Williamson [GW95] semidefinite programming (SDP) algorithm is guaranteed to find a cut of size .878 · c. However this guarantee becomes trivial when c is near 1/2, since a random cut has expected size 1/2. Recently, Charikar and Worth [CW04] (analyzing an algorithm of Feige and Langberg [FL01]) showed that given a graph with maximum cut 1/2 + , one can find a cut of size 1/2 + Ω( / log(1/ )).
1. We give a natural 1/2 + vs. 1/2 + O( / log(1/ )) SDP gap for MAXCUT in Gaussian space. This shows that the SDP-rounding algorithm of Charikar-Worth is essentially best possible. Further, the "s-linear rounding functions" used in [CW04, FL01] arise as optimizers in our analysis, somewhat confirming a suggestion of [FL01] .
We show how this SDP gap can be translated into a Long
Code test with the same parameters. This implies that beating the Charikar-Worth guarantee with any efficient algorithm is NP-hard, assuming the Unique Games Conjecture (UGC) [Kho02] . We view this result as essentially settling the approximability of MAXCUT, assuming UGC.
Building on (1) we show how "randomness reduction" on related SDP gaps for the QUADRATICPRO-GRAMMING programming problem lets us make the Ω(log(1/ )) gap as large as Ω(log n) for n-vertex graphs. In addition to optimally answering an open question of [AMMN06] , this technique may prove useful for other SDP gap problems.
Finally, illustrating the generality of our technique in (2), we also show how to translate Reeds's [Ree93] SDP gap for the Grothendieck Inequality into a UGChardness result for computing the · ∞ →1 norm of a matrix.
Introduction

MAXCUT
Constraint satisfaction problems constitute some of the most fundamental algorithmic tasks. For most interesting CSPs, finding the optimum solution is NP-hard; hence it is of interest to study "approximation algorithms", i.e., efficient algorithms guaranteed to find a solution within a certain factor of the optimum. Unfortunately, the computational complexity of approximating CSPs is still not well understood; for example, it is not known if approximating VERTEXCOVER to a factor of 3/2 is in P, nor is the problem known to be NP-hard.
The main topic of this paper is the approximability of the MAXCUT problem -arguably the simplest of all NP-hard constraint satisfaction problems. Recall that MAXCUT is the following algorithmic task: Given an undirected graph G with nonnegative weights, partition its vertices into two parts so as to maximize the "value" of the "cut" -i.e., the sum of the weights of the edges that straddle the partition. Throughout this paper we will assume that graphs' weights are normalized so that their total sum is 1.
Regarding approximation algorithms for MAXCUT, the trivial solution of picking a random partition guarantees (in expectation) a cut of value at least 1/2. No essential improvement on this was known until the breakthrough paper of Goemans and Williamson [GW95] . Let us very briefly review the Goemans-Williamson algorithm. Given an n-vertex input graph G with weight a ij on edge (i, j) (and weights summing to 1), the algorithm writes down the associated MAXCUT problem as an integer program:
The algorithm then relaxes this to a semidefinite program (SDP) which can be solved efficiently -
subject to: y i ∈ S n−1 .
Here S n−1 denotes the unit sphere in n dimensions: {y ∈ R n : y 2 = 1}, and · is interpreted as inner product. Finally, given the optimal unit vector solution {y * i }, the algorithm "rounds" the vectors to a ±1 solution as follows: It picks a random vector r from the ndimensional Gaussian distribution (i.e., each component r i is an independent standard Gaussian) and sets
Goemans and Williamson showed that their algorithm has the following two guarantees: 1
• Given a graph with maximum cut 1 − the algorithm finds a cut of value 1 − Θ( √ ).
• Given a graph with maximum cut s the algorithm finds a cut of value α GW · s, where α GW ≈ .878 is a certain trigonometric quantity.
On the hardness-of-approximation side, the best NPhardness result known for MAXCUT, due to [Hås01] and [TSSW00] , shows that given a graph with maximum cut 17/21 it is NP-hard to find a cut with value 16/21. However recently, Khot, Kindler, Mossel and O'Donnell [KKMO04] showed hardness results that match the above guarantees of Goemans and Williamson, assuming Khot's "Unique Games Conjecture" (UGC) [Kho02] . For a discussion of why assuming UGC seems necessary for sharp results give our current knowledge, see [Kho02, KKMO04] .
MAXCUTGAIN
Despite the [KKMO04] results, the Goemans-Williamson algorithm is certainly suboptimal in some cases. For example, given a graph with optimum cut .55, the Goemans-Williamson algorithm is only guaranteed to return a cut with value .878 · .55 < .49, which is worse than the trivial random algorithm. This issue was addressed by Zwick [Zwi99] who gave an alternate SDP rounding procedure which on graphs with maximum cut of fractional size t is guaranteed to find a cut of size at least β(t), where β is a somewhat explicitly defined function satisfying β(t)/t → 1 as t → 1/2. The function β was improved by Feige and Langberg [FL01] 1 In expectation, but the results can be made to hold w.h.p. using a different rounding algorithm:
Step 1: Set
(3)
Step 2: Randomly round y i ∈ [−1, 1] to y i ∈ {−1, 1}. (4)
In
Step 1, the algorithm may try different values for T . The meaning of Step 2 is that we take y i to be 1 with probability 1 2 + 1 2 y i and −1 otherwise (so E[y i ] = y i ). Note that we may well view the [−1, 1] values {y i } as the final "solution", since with respect to Step 2,
Feige and Langberg believed the the rounding functions used in Step 1, which they called "s-linear functions", were "close to being [optimal]" given their rounding technique.
Since the trivial random algorithm finds cuts of value at least 1/2, it makes sense to measure the performance of a MAXCUT approximation algorithm in terms of how much more than 1/2 it can guarantee. Indeed, Håstad and Venkatesh [HV04] suggest measuring the performance of algorithms for CSPs by looking at how well they approximate the gain over a random solution; [HV04] was particularly interested in this question for the MAXLIN(MOD 2) problem, of which MAXCUT is a special case. To that end, we define the MAXCUTGAIN approximation problem as follows: Given a weighted graph with maximum cut 1/2 + , find a cut of value 1/2 + α for α as large as possible.
Neither [Zwi99] or [FL01] provided any analysis of their algorithms in the MAXCUTGAIN framework. However, Charikar and Worth [CW04] recently gave an analysis of the Feige-Langberg algorithm showing that when T = Θ( log(1/ )), it has the following guarantee:
• Given a graph with maximum cut 1/2 + the algorithm finds a cut of value 1/2 + Ω( / log(1/ )).
As for hardness of MAXCUTGAIN, the 16/17 NP-hardness result can be trivially translated into NP-hardness of finding cuts of value 1/2 + (11/13) in graphs with maximum cut 1/2 + . The methods of [KKMO04] slightly improve this to 1/2 + (2/π) , assuming UGC.
Our main results -informal statement and discussion
The first two main results of this paper can now be stated as follows:
Theorem: For each > 0, the Goemans-Williamson SDP for MAXCUTGAIN has an "integrality gap" of 1/2 + vs. 1/2 + O( / log(1/ )). In other words, there are nonnegative a ij 's summing to 1 such that (2) has value at least 1/2 + but (1) has value at most 1/2 + O( / log(1/ )). Thus the Charikar-Wirth SDProunding algorithm is essentially optimal. Theorem: The above SDP gap can be translated into an equivalent "Long Code test". As a consequence, we get that for each > 0, given a graph with maximum cut 1/2 + it is UGC-hard to find a cut of value 1/2 + O( / log(1/ )). In other words, beating the Charikar-Wirth MAXCUTGAIN guarantee with any efficient algorithm is NP-hard, assuming UGC.
Recall that [KKMO04] proved sharp UGC-hardness in the "high end" -maximum cut near 1 -and also sharp UGC-hardness of .878-factor approximation. Since our second theorem proves sharp UGC-hardness in the "low end" -maximum cut near 1/2 -we consider the question of MAXCUT's approximability to be essentially settled, up to UGC.
We view these two results as an interesting continuation of the recent flurry of work on 2-bit constraint satisfaction problems such as VERTEXCOVER, MAXCUT and SPARSESTCUT. This recent work has made intriguing connections among the following topics:
• SDP integrality gaps [KV05, KN06, KR06];
• Fourier analysis-based hardness results [KR03, KKMO04, CKKRS05, MOO05, DMR06] subject to the Unique Games Conjecture (UGC) [Kho02] .
In particular, within these papers we see SDP rounding algorithms, SDP gap constructions, and Fourier analysis results all motivating one another. However the situation is still somewhat ad hoc and the full extent of the relationships is not yet clear.
The main theme in the present paper is the illustration of how SDP gaps for 2-bit constraint satisfaction problems arise naturally in Gaussian space, and how these SDP gaps can be naturally translated into Long Code tests and UGC-hardness results.
Related problems:
CORRELATIONCLUSTERING and QUADRAT-ICPROGRAMMING MAXCUTGAIN is a special case of a recently introduced algorithmic problem called (weighted) COR-RELATIONCLUSTERING.
The unweighted version of the problem, introduced by Bansal, Blum and Chawla [BBC04] , has the following setting: Given is an unweighted graph G with some edges labeled "similar" and the remaining edges labeled "dissimilar". The goal is to partition the vertices into any number of "clusters" with the idea that edges labeled "similar" should be contained within clusters and edges labeled "dissimilar" should straddle clusters. The authors of [BBC04] considered three different goals for a solution: "MaxAgree", namely maximizing the number of correctly positioned edges, "MinDisagree", minimizing the number of incorrectly positioned edges, and "MaxCorr", maximizing the "correlation" -i.e., the difference of the number of correctly positioned edges and incorrectly positioned edges.
Although the approximability of the MaxAgree and MinDisagree versions became fairly well understood, progress on the approximability of the MaxCorr was not made until the paper of Charikar and Wirth. [CW04] first showed that up to a constant factor (at most 3), partitions into just two clusters are as good as partitions into arbitrary numbers of clusters. Thus not much is lost by restricting to the two-cluster version of CORRELATION-CLUSTERING. It is easy to see that the weighted twocluster version of CORRELATIONCLUSTERING is essentially the same as the QUADRATICPROGRAMMING problem: Given a matrix of weights A = (a ij ),
To see the equivalence to two-cluster CORRELATION-CLUSTERING, think of the y i 's as indicating which cluster i is in and think of the positive weights a ij as measuring similarity and the negative weights a ij measuring dissimilarity. Also, note that MaxCutGain is the special case of QUADRATICPROGRAMMING in which all the weights are nonpositive. QUADRATICPROGRAMMING was shown to admit a Ω(1/ log n)-approximation algorithm in works of Nesterov [Nes98], Nemirovski, Roos and Terlaky [NRT99] , and Megretski [Meg01] ; as described in Charikar and Wirth [CW04] , running the Feige-Langberg rounding procedure with T = Θ( √ log n) on the natural SDP relaxation (5) yields a Ω(1/ log n)-approximation algorithm. Thus CORRELATIONCLUSTERING also has an Ω(1/ log n)-approximation algorithm.
On the hardness side, Arora, Berger, Hazan, Kindler and Safra [ABHKS05] showed that giving a O(1/ log γ n)-approximation is hard for some γ > 0 unless NP is in quasipolynomial time. The instances constructed in this paper use heavily skewed positive and negative weights and are thus not relevant for the MAXCUTGAIN problem.
Alon, Makarychev, Makarychev and Naor [AMMN06] showed a tight SDP gap for QUADRATICPROGRAMMING of Ω(log n). Their proof, however, was completely nonconstructive; they used duality to argue that such a gap existed without giving any explicit instance. They gave as an open problem the question of finding an explicit instance demonstrating the Ω(log n) gap.
[ABHKS05] gave a complicated construction showing an Ω(log n/ log log n) gap.
The third main result in this paper is the following:
Theorem: There is a relatively simple and essentially explicit Ω(log n) SDP gap for QUADRATICPROGRAM-MING, based on "randomness reduction" of the 1/2 + vs. 1/2 + O( / log(1/ )) SDP gap we prove for MAXCUTGAIN.
Finally, the two-cluster CORRELATIONCLUSTER-ING problem is of special interest when the underlying graph is bipartite. Following [AMMN06], we call the weighted version of this problem K N,N -QUADRATICPROGRAMMING:
This problem is equivalent to that of computing the · ∞ →1 norm of the matrix A, which is closely related to its "cut norm". See Alon and Naor [AN06] for a discussion of the algorithmic significance of this problem. Alon and Naor studied approximation algorithms for this problem and noted that the Grothendieck Inequality [Gro53] from the theory of metric spaces is nothing more than a constant upper bound on the SDP gap of (6). They took the best known constant for Grothendieck's inequality -K Krivine = π/2 ln(1 + √ 2) ≈ 1.78, due to Krivine [Kri77] -and translated it into a (1/K Krivine )-approximation algorithm for the problem of approximating A ∞ →1 .
The last main theorem of our paper can be thought of as a "matching" UGC-hardness result, modulo the fact that the best constant for Grothendieck's inequality is not yet known:
Theorem: The best known lower bound on the Grothendieck SDP (6) -namely, K Reeds ≈ 1.67, due to Reeds [Ree93] -can be translated into a UGChardness result for (1/K Reeds )-approximating K N,N -QUADRATICPROGRAMMING.
Outline of this paper
The remainder of the paper is organized as follows. In Section 2 we formally define the algorithmic problems we are interested in for this paper -MAX-CUTGAIN, QUADRATICPROGRAMMING, and K N,N -QUADRATICPROGRAMMING. We also describe the SDP relaxations for these problems, as well as a probabilistic rephrasing of them that allows us to consider instances on Gaussian space. In Section 3 we introduce the Fourier and Hermite expansion tools we use, define "Long Code tests", and introduce the "Reeds operator" that provides the basis for our SDP gaps and UGC-hardness results. Section 4 is devoted to formal statements of our main results. We omit all proofs for the lack of space.
Problem definitions
In this section we give formal definitions of the problems we study.
Algorithmic problems
The most general algorithmic problem we are concerned with is QUADRATICPROGRAMMING:
Convention: We will always assume (without loss of generality, by scaling) that i,j |a ij | = 1.
(The assumption that A is symmetric is without loss of generality. Also, note that our definition of QUADRATICPROGRAMMING has a slight difference from the definition given in [CW04, ABHKS05, AMMN06]: namely, we allow the variables to take values in [−1, 1], not just {−1, 1}, and we also allow nonzero diagonal entries in A, corresponding to "selfloops" in the graph in the CORRELATIONCLUSTERING problem. We believe our definition is mathematically more natural, and in any case, the two definitions are essentially equivalent for all intents and purposes).
We are interested in two special cases of QUADRAT-ICPROGRAMMING. The first is our main problem of interest, MAXCUTGAIN:
Definition 2
The MAXCUTGAIN problem is the special case of QUADRATICPROGRAMMING in which all a ij 's are nonpositive. This corresponds to the graphical instance of MAXCUTGAIN instance in which the weight on edge (i, j) is −a ij /2. We remark that Crescenzi, Silvestri and Trevisan [CST01] showed the weighted and unweighted versions of MAXCUTGAIN have the same polynomialtime approximability up to additive 1/poly(n).
We also define the bipartite special case of the QUADRATICPROGRAMMING problem, investigated by Alon and Naor [AN06] using the Grothendieck Inequality. This is equivalent to the problem of computing A ∞ →1 .
Definition 3 The K N,N -QUADRATIC-PROGRAMMING
problem is the following: Given a real matrix A = (a ij ), compute
subject to:
It is easy to check that the optimizers in this problem are always in {−1, 1} and thus the issue of "zeros on the diagonal" is irrelevant.
SDP relaxations, and the probabilistic viewpoint
We begin this section by defining the semidefinite programming (SDP) relaxation of the QUADRATICPRO-GRAMMING problem. Note that the QUADRATICPROGRAMMING problem can be written as:
Definition 5 The d-dimensional SDP relaxation of (8) is defined to be:
When d is not mentioned, we assume d = n.
The interest in the SDP relaxation is that if d = n, it can be solved in polynomial time (strictly speaking, it can be solved to within additive error 2 −poly(n) ; see [GW95] ). Thus we have the following strategy for trying to approximate (8): solve the SDP relaxation and then try to "round" the optimal vectors y * i into reals y i in [−1, 1] such that the value of the quadratic form does not go down by too large a factor. This strategy motivates the definition of "SDP integrality gaps": Definition 6 Given the matrix A, we say that the SDP has an SDP (integrality) gap of κ vs. κ if the value of (9) is at least κ and the value of (8) is at most κ . We also sometimes refer to this SDP gap as being κ /κ.
The SDP gap of the problem QUADRATICPRO-GRAMMING is defined to be the worst case SDP gap ratio over all possible inputs A.
We make the same definition for MAXCUTGAIN and K N,N -QUADRATICPROGRAMMING.
The input instances A we construct in exhibiting SDP gaps for MAXCUTGAIN and QUADRATICPROGRAM-MING are most naturally set in Gaussian space. One can think of this setting as the one in which the matrices A are infinite, their "coordinates" are indexed by points in R n , and their coordinates are also "weighted" according to the Gaussian probability distribution. The most natural way to allow for this is to rephrase the QUADRAT-ICPROGRAMMING problem and its SDP relaxation in a probabilistic manner. The following are important definitions for us:
Definition 7
The probabilistic version of QUADRAT-ICPROGRAMMING is defined as follows: We let (X, µ) be any probability space. The three cases of interest to us are X = {1, . . . , N} with µ the uniform distribution, X = {−1, 1} n with µ the uniform distribution, and X = R n with µ = γ, the n-dimensional Gaussian probability distribution.
We consider the set of functions f : X → [−1, 1] as an inner product space, with
We will sometimes write
We also write f 2 = f, f . f, Af .
An instance of QUADRATICPROGRAMMING is now a (bounded) linear operator A on this inner product space, and the associated problem is
(10)
Note that in the case of X = {1, . . . , N} this is the same as the QUADRATICPROGRAMMING originally defined, after scaling (the matrix) A by a factor of N .
The
Finally, to define the probabilistic version of MAX-CUTGAIN, we need to define a probability operator. This is just an operator B satisfying the following two conditions: Bf ≥ 0 for all f ≥ 0, and 1, B1 = 1. The probabilistic version of MAXCUTGAIN is now defined to be the special case of QUADRATICPROGRAM-MING in which A is the negative of a probability operator.
Definition 8
The probabilistic version of the SDP for QUADRATICPROGRAMMING is defined as follows: First, we extend the inner product space defined above to functions f : X → B d by defining
where the ·, · inside the expectation is just the usual inner product in R d .
Second, we say that a linear operator A on this space is a component-wise operator if it arises by applying some linear operator
Finally, we define the d-dimensional SDP relaxation of (10) to be sup
and make similar definitions for MAXCUTGAIN and K N,N -QUADRATICPROGRAMMING. When X = R n with the Gaussian measure and d is not mentioned, we assume d = n.
Regarding the possibility of an infinite domain X, the reader can be assured of the following facts: First, for any constants κ and κ , a probabilistic SDP gap of κ vs. κ in the Gaussian space setting for any of our problems implies the same gap in the usual {1, . . . , N} setup for sufficiently large N , by a limiting argument. Furthermore: a) our Long Code test and UGC-hardness result for MAXCUTGAIN take place entirely in the finite setting of X = {−1, 1} n , using the Gaussian space setting only for motivation; b) our third theorem on "randomness reduction" shows how to effectively convert an vs. O( / log(1/ )) SDP gap in Gaussian space into one with the same parameters over {1, . . . , N} with N = poly(1/ ). We stress that the extension to the Gaussian space framework is made because this is the setting in which our SDP gaps naturally occur.
Long Code tests and Fourier analysis
Fourier and Hermite expansions
We begin by defining the notions we need for Fourier analysis of Boolean functions and Hermite analysis of functions on Gaussian space.
Definition 9
Recall the inner product space on functions f : {−1, 1} n → [−1, 1] defined in Definition 7. Under this definition, the set of functions (χ S ) S⊆[n] defined by χ S (x 1 , . . . , x n ) = i∈S x i form an orthonormal basis, and thus we have the Fourier expansion of any f :
The functions χ i = χ {i} and their negations are called the dictator functions or Long Codes. We also have the Plancherel identity,
We define the projection to level k operator P k (for 0 ≤ k ≤ n) and the Bonami-Beckner operator T ρ (for 0 ≤ ρ ≤ 1) by
The Bonami-Beckner operator also acts as (T ρ f )(x) = E y [f (y)], where the string y is formed by letting y i = x i with probability ρ and letting y i be uniformly random otherwise, independently for each i. Thus the Bonami-Beckner operator is a probability operator.
Definition 10 Recall the inner product space on functions f : (X, γ) → B d defined in Definition 8, where X = R n and γ is the n-dimensional Gaussian probability distribution. Under this definition there is a complete set of orthonormal polynomials R n → R called the Hermite polynomials, (H k ) k∈N n (see, e.g., the book of Ledoux and Talagrand [LT91] We define the projection to level k operator P k (for k ∈ N) and the Ornstein-Uhlenbeck operator T ρ (for 0 ≤ ρ ≤ 1) by
As H 0 (x) = 1 and H e i (x) = x i , we have
x, y f (y) dγ(y).
We also have that
so the Ornstein-Uhlenbeck operator is a probability operator. From these facts we also see that P 0 , P 1 , and T ρ are component-wise operators.
Long Code tests
Our second main theorem in this paper is a hardness result for MAXCUTGAIN. Being a "2-variable constraint satisfaction problem", it seems very difficult to prove a sharp inapproximability NP-hardness result for it using current techniques (see Khot [Kho02] ). Thus we prove a UGC-hardness result; i.e., we reduce the "Unique Label Cover" problem to that of approximating MAXCUTGAIN. The paper [KKMO04] provided a relatively clean template for such reductions in its UGChardness result for MAXCUT; the reduction is through the use of gadgets known as "Long Code tests". (Such reductions originate in the work of Bellare, Goldreich and Sudan [BGS98] and were developed significantly by the work of Håstad [Hås01] .)
Long Code tests are usually defined as property testing algorithms for testing whether a given function f : {−1, 1} n → {−1, 1} is close to a "Long Code" or "dictator" -i.e., ±χ i for some i. For our purposes, however, we can think of a Long Code test as something like an instance A demonstrating a probabilistic SDP integrality gap in the setting X = {−1, 1} n . The difference is that we don't compare f, Af for functions f : {−1, 1} n → B d and f : {−1, 1} n → [−1, 1]. Instead we compare dictator functions f = ±χ i versus functions f : {−1, 1} n → [−1, 1] that are far from being dictators. Note that a function f is far from being a dictator if |f (i)| is small for all i. We make the following definition:
Definition 11 In the context of QUADRATICPRO-GRAMMING and its subproblems, a linear operator A on functions f : {−1, 1} n → [−1, 1] is said to be a Long Code test with completeness c and soundness s if:
where δ( ) is a function with δ( ) → 0 when → 0.
As a rule of thumb, given a c vs. s Long Code test for a 2-query constraint satisfaction problem, the techniques in [KKMO04] tend to yield UGC-hardness of finding solutions of value s + δ on inputs with optimum value c, for every δ > 0. We will see that this applies in our case of MAXCUTGAIN, and thus to get our sharp vs. O( / log(1/ )) UGC-hardness for approximating MAXCUTGAIN it will suffice for us to construct a Long Code test with these parameters.
Indeed, the methodology of [KKMO04] can even work in a more relaxed setting, where instead of showing (12), one only needs to show
where
and k(δ) < ∞ is a function independent of n. We use this relaxation in our UGC-hardness result for K N,N -QUADRATICPROGRAMMING.
The Reeds operator
We now define a linear operator that plays a crucial role in all of our results:
Definition 12 For each 0 < λ < 1, define the Reeds operator R λ on functions f : (X, µ) → R d by R λ = P 1 − λ · id. This definition makes sense both for X = {−1, 1} n and µ the uniform distribution, and for X = R n and µ = γ, the n-dimensional Gaussian distribution.
Reeds [Ree93] chose this operator (with a suitable value of λ) to give the best known lower bound on the integrality gap of the K N,N -QUADRATICPROGRAMMING (Grothendieck) SDP (7).
Although a Reeds operator is not negative probability operator, it can be closely related to one; we will use it to give our SDP gaps for MAXCUTGAIN and also our Long Code test for this problem. Our "randomness reduction" will also be for QUADRATICPROGRAM-MING instances with Reeds operators, and our UGChardness result for K N,N -QUADRATICPROGRAMMING passes through Reeds's SDP.
Note that in general, id = k≥0 P k . Thus we can also write the Reeds operator R λ as
Intuitively, the Reeds operator keeps the "linear" part of a function and also "negatively highlights" the nonlinear parts of a function. Thus it makes sense that it plays a useful role in Long Code tests, where the functions to be distinguished, dictator functions ±χ, are precisely the linear {−1, 1}-valued functions.
Formal statements of our results
In this section we formally state our main results. They illustrate the main theme of the paper -natural SDP gaps on Gaussian space yielding Long Code tests yielding UGC-hardness results.
First, an SDP gap on Gaussian space for a MAXCUT-GAIN operator:
Theorem 13 Let > 0 and set d = poly(1/ ). Let A denote either the Reeds operator R 1− or the negative probability operator A defined in Section A. Then we have the following SDP gap on d-dimensional Gaussian space: For negative probability operators -i.e., those operators used in the MAXCUTGAIN problem -this tradeoff is optimal, by the SDP rounding algorithm of Charikar and Wirth [CW04] . Interestingly, the optimizing functions in the Gaussian setting with operator R 1− are of the form round T (t) used in the Feige-Langberg rounding algorithm (3). This partially confirms a suggestion made in [FL01] , that these functions seem to be close to optimal for rounding the SDP.
We next show that this gap can be translated into an equivalent Long Code test. and sup f,g:{−1,1} n →{−1,1} ∀i |ĝ(i)|≤δ f, R λ g ≤ s(λ) + O(δ).
Here s(λ) is SDP "soundness" arising in Reeds's proof. This Long Code test is not yet sufficient for a UGChardness result because it only shows that if f and g pass the test with probability significantly more than s(λ) then each has a coordinate with large low-degree influence. However we need f and g to share such a coordinate. This technical difficulty can be overcome, however, with a novel application of Green's "Szemerédi Regularity Lemma for (Z/2Z) n " [Gre05] . Having done this, we get a UGC-hardness result for K N,N -QUADRATICPROGRAMMING:
Theorem 18 Assume UGC holds. Then for every constant > 0 it is NP-hard to approximate the K N,N -QUADRATICPROGRAMMING problem to within factor 1/K Reeds + ≈ .597.
This result complements the SDP rounding algorithm of Alon and Naor [AN06] which uses Krivine's upper bound on Grothendieck's constant to give a 1/K Krivine ≈ .561 approximation for K N,N -QUADRATICPROGRAMMING. The result also improves significantly on the 12/13 ≈ .923 NP-hardness result for K N,N -QUADRATICPROGRAMMING given in [AN06] , albeit only under UGC.
