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MULTI-PARTITE SEPARABLE STATES WITH UNIQUE
DECOMPOSITIONS AND CONSTRUCTION OF THREE QUBIT
ENTANGLEMENT WITH POSITIVE PARTIAL TRANSPOSE
KIL-CHAN HA AND SEUNG-HYEOK KYE
Abstract. We investigate conditions on a finite set of multi-partite product vectors
for which separable states with corresponding product states have unique decompo-
sition, and show that this is true in most cases if the number of product vectors is
sufficiently small. In the three qubit case, generic five dimensional spaces give rise to
faces of the convex set consisting of all separable states, which are affinely isomorphic
to the five dimensional simplex with six vertices. As a byproduct, we construct three
qubit entangled PPT edge states of rank four with explicit formulae. This covers
those entanglement which cannot be constructed from unextendible product basis.
1. Introduction
Theory of entanglement arising from quantum physics is now one of the main re-
search topics in information sciences, and involves various fields of mathematics such
as algebraic geometry, matrix theory, functional analysis and combinatorics. Since a
quantum state which is not separable is entangled, it is important to understand the
structures of separable states. We note that the set S of all separable states is a convex
set, and so it is urgent to characterize the facial structures of the convex set S.
A state on the Hilbert space H = Cd1 ⊗Cd2 ⊗ · · · ⊗Cdn is said to be separable if it
is the convex combination
̺ :=
∑
i∈I
pi|zi〉〈zi|
of pure product states |zi〉〈zi|, where
(1) |zi〉 = |x1i〉 ⊗ |x2i〉 ⊗ · · · ⊗ |xni〉 ∈ C
d1 ⊗ Cd2 ⊗ · · · ⊗ Cdn , i ∈ I.
Therefore, ̺ is a d× d matrix, with the dimension d =
∏n
i=1 di of the Hilbert space H.
By definition, pure product states are extreme points of the convex set S, which are
0-dimensional simplices. Therefore, the first step to understand the facial structures of
S is to search for faces which are affinely isomorphic to higher dimensional simplices,
as it was initiated by Alfsen and Shultz [2, 3] for bi-partite case with n = 2. We call
those simplicial faces.
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We note that a point of a convex set determines a unique face in which it is an
interior point. It is clear that the separable state ̺ determines a simplicial face of
S if and only if ̺ has a unique decomposition, for which we have a simple sufficient
condition: If {|zi〉 : i ∈ I} is linearly independent and its span has no more product
vectors then it is clear that ̺ has a unique decomposition. This condition has been
considered by several authors for bi-partite cases. See [9, 12, 22] for example, as well
as [2, 3]. The authors [15, 16] utilized the fact that linear independence of states
{|zi〉〈zi| : i ∈ I} are sufficient for this purpose, and found simplicial faces with higher
dimensions for bi-qutrit and qubit-qudit cases. This approach was also very useful
to construct entangled states with positive partial transposes. Searching for those
entanglement is of independent interest in the contexts of PPT criterion [11, 26] and
distillation problem [17].
The purpose of this paper is to continue this line of research for general multi-
partite cases. We note that arbitrary choice of finitely many product vectors (1) gives
those in general position with the probability one, that is, any choice of dj vectors
from j-component gives linearly independent vectors. Suppose that we have k product
vectors in general position. If k ≤
∑n
i=1(di−1)+1 then we show that they are linearly
independent, and if k ≤
∑n
i=1(di − 1) then there is no more product vectors in their
span up to scalar multiplications. Therefore, the corresponding product states make
a simplicial face. This extends the result in [9] to multi-partite case. In the n-qubit
case, we see that an arbitrary choice of n product vectors in general position gives us
a separable state with unique decomposition.
In the three-qubit case, we go further. We show that four product vectors in general
position give separable states with unique decomposition if and only if they are also
in general position as product vectors in C2 ⊗ C4. Those separable states are of rank
four. As for rank five separable states, we note that generic five dimensional spaces
have exactly six product vectors. It turns out that these six product vectors give rise
to linearly independent pure product states, and any choice of five product vectors
among them must be linearly independent.
Therefore, they give rise to a simplicial face which is affinely isomorphic to the five
dimensional simplex ∆5 with six extreme points. If we take an interior point ̺c of this
face then it is of rank five. Because an interior point ̺1 in a maximal face also has
rank five, we can extend the line segment from ̺c to ̺1 to get an entangled state with
positive partial transpose (PPT). The endpoint of this line segment in the set of PPT
states must be a PPT entangled state (PPTES) of rank four. A standard method to
construct a PPTES is to use unextendible product basis [5]. This method gives rise to
general construction of a PPTES of rank four in the two qutrit case, as it was shown in
[8, 27]. But, it is far from being true in three qubit case, since generic four dimensional
spaces have no product vectors. Our construction covers PPT entangled states of rank
four which cannot be constructed by unextendible product basis. Furthermore, we give
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an explicit formula for those entangled states in terms of six product vectors in generic
five dimensional spaces.
In the next section, we collect basic facts on product vectors in general position
and generalized unextendible product basis and give examples for further references,
even though some of them must be known to the specialists. We consider the general
multi-partite cases in Section 3, and concentrate on three qubit case in Section 4.
After we construct three qubit PPT entangled states with rank four in Section 5, we
close this paper with discussions on n-qubit cases and questions in the last section.
Throughout this paper, a product vector |x1〉⊗ |x2〉⊗ · · ·⊗ |xn〉 will also be written as
|x1, x2, . . . , xn〉, and we denote by {|e1〉, . . . , |ed〉} the usual basis of C
d.
We are grateful to Lin Chen for useful discussion on the topics.
2. General position and generalized unextendible product basis
A finite set {|zi〉 : i ∈ I} of product vectors in (1) is said to be in general position
(GP), if for each j = 1, 2, . . . , n and a subset J of I with |J | ≤ dj the set {|xji〉 : i ∈ J}
is linearly independent in Cdj , where |J | denotes the cardinality of the set J . On
the other hand, it is called a generalized unextendible product basis (GUPB) if the
orthogonal complement of span {|zi〉 : i ∈ I} has no product vector in H. It is easy to
check if a given set of product vectors is a generalized unextendible product basis or
not, by the following proposition in [27], Proposition 2.10. We include a simple proof
for the convenience of the readers.
Proposition 2.1. A set {|zi〉 : i ∈ I} of product vectors in H is a generalized un-
extendible product basis if and only if the following is satisfied: For any partition
I1 ∪ I2 · · · ∪ In of I, there exists j ∈ {1, . . . , n} such that the set {|xji〉 : i ∈ Ij}
spans Cdj .
Proof. Let |zi〉 be of the form |zi〉 = |x1i, x2i, . . . , xni〉 as in (1). For the ‘only if’ part,
suppose that there exists a partition I1 ∪ · · · ∪ In of I such that {|xji〉 : i ∈ Ij} does
not span Cdj for any j = 1, 2, . . . , n. We take |yj〉 ∈ C
dj orthogonal to the span of
{|xji〉 : i ∈ Ij} for each j = 1, . . . , n, then we see that |y1, . . . , yn〉 is orthogonal to the
span of {|zi〉 : i ∈ I}.
For the ‘if’ part, assume that there exists a product vector |y1, . . . , yn〉 which is
orthogonal to |zi〉 for each i ∈ I, and put
Ij = {i ∈ I : 〈xji|yj〉 = 0}, j = 1, 2, . . . , n.
The assumption implies I = I1 ∪ · · · ∪ In. We can take a nonempty subset Iˆj of Ij
for each j = 1, . . . , n so that I = Iˆ1 ∪ · · · ∪ Iˆn is a partition of I. It is clear that no
{|xji〉 : i ∈ Iˆj} spans C
dj . 
Therefore, the minimum number |I| of product vectors to be a generalized unex-
tendible product basis is given by
∑n
i=1(di − 1) + 1. In fact, it is known [29] that the
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maximum dimension of subspaces without product vectors is given by
(2) smax =
n∏
i=1
di −
(
n∑
i=1
(di − 1) + 1
)
,
and generic smax+1 dimensional spaces have
(∑
i(di − 1)
)
!/
(∏
i(di − 1)!
)
product vec-
tors. See also [21]. If |I| ≥
∑n
i=1(di − 1) + 1, then it is clear that product vectors in
general position must be a generalized unextendible product basis. The converse also
holds if |I| =
∑n
i=1(di − 1) + 1, as it was observed in [27], Proposition 2.4, for the
bi-partite case.
Proposition 2.2. A set {|zi〉 : i ∈ I} of product vectors inH with |I| =
∑n
i=1(di−1)+1
is in general position if and only if it is a generalized unextendible product basis.
Proof. It remains to prove the ‘if’ part. Suppose that J ⊂ I with |J | ≤ dj. Then we
can take a partition I1 ∪ · · · ∪ In of I satisfying
Ij ⊃ J, |Ij| = dj, |Iℓ| = dℓ − 1 for ℓ = 1, . . . , j − 1, j + 1, . . . , n.
Then proposition 2.1 implies that {|xji〉 : i ∈ Ij} span C
dj , and so we conclude that
{|xji〉 : i ∈ J} is linearly independent in C
dj . 
Example 2.3. Recall that a generalized unextendible product basis is said to be just an
unextendible product basis if they are orthogonal. An example of three qubit unextendible
product basis is given in [5]:
|z1〉 = ( · , · , +, +, · , · , · , · )
t = |e1〉 ⊗ |e2〉 ⊗ (|e1〉+ |e2〉)
|z2〉 = ( · , · , · , · , +, · , +, · )
t = |e2〉 ⊗ (|e1〉+ |e2〉)⊗ |e1〉
|z3〉 = ( · , +, · , · , · , +, · , · )
t = (|e1〉+ |e2〉)⊗ |e1〉 ⊗ |e2〉
|z4〉 = (+ , −, −, +, −, +, +, − )
t = (|e1〉 − |e2〉)⊗ (|e1〉 − |e2〉)⊗ (|e1〉 − |e2〉),
where, +,−, · denote +1,−1, 0, respectively. We also identify C2 ⊗ C2 ⊗ C2 with C8
with the basis in the lexicographic order:
|e1, e1, e1〉, |e1, e1, e2〉, |e1, e2, e1〉, |e1, e2, e2〉,
|e2, e1, e1〉, |e2, e1, e2〉, |e2, e2, e1〉, |e2, e2, e2〉.
Note that the orthogonal complement is spanned by
|w1〉 = ( · , · , 1 , −1 , · , · , · , −2 )
t
|w2〉 = ( · , · , · , · , 1 , · , −1 , −2 )
t
|w3〉 = ( · , 1 , · , · , · , −1, · , −2 )
t
|w4〉 = ( 1 , · , · , · , · , · , · , 1 )
t.
The orthogonal complement of the three vectors {|w1〉, |w2〉, |w3〉} has exactly six prod-
uct vectors {|z1〉, . . . , |z5〉, |z6〉}, where
|z5〉 = ( 8 , 4 , 4 , 2 , 4 , 2 , 2 , 1 ) = (2|e1〉+ |e2〉)⊗ (2|e1〉+ |e2〉)⊗ (2|e1〉+ |e2〉),
|z6〉 = ( 1 , · , · , · , · , · , · , · ) = |e1〉 ⊗ |e1〉 ⊗ |e1〉.
We summarize properties for a subset S of {|z1〉, . . . , |z6〉} as follows:
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|S| |z6〉 ∈ S GP GUBP
6 Yes No Yes
5 No Yes Yes
5 Yes No Yes
4 No Yes Yes
4 Yes No No
3. Linear Independence of Product Vectors and Product States
In this section, we consider k product vectors in (1) in general position, and deal
with the question to what extent they make separable states with unique decomposi-
tion. We begin with the question of linear independence of product vectors themselves.
Proposition 3.1. Suppose that k product vectors in Cd1⊗Cd2⊗· · ·⊗Cdn are in general
position. If k ≤
∑n
i=1(di − 1) + 1 then they are linearly independent.
Proof. We use mathematical induction on n. By Proposition 2.1 in [15], we know
that the claim is true for n = 2. Now, we show that if the claim holds for n = N , then
it also holds for n = N + 1. Let 1 ≤ k ≤
∑N+1
i=1 (di − 1) + 1. Suppose that k product
vectors
|x1i, . . . , xNi, yi〉, (1 ≤ i ≤ k)
in Cd1 ⊗ · · · ⊗ CdN ⊗ CdN+1 are in general position, and have the relation
k∑
i=1
ci|x1i, . . . , xNi, yi〉 = 0,
for scalars c1, . . . , ck. So, we may assume that k > dN+1. For any vector |ω〉 in the
orthogonal complement of the space span{|yi〉 : 1 ≤ i ≤ dN+1 − 1} ⊂ C
dN+1 , we see
that
(3) 〈ω|yi〉 = 0 (1 ≤ i ≤ dN+1 − 1), 〈ω|yi〉 6= 0 (dN+1 ≤ i ≤ k),
since product vectors are in general position. Then we have
k∑
i=dN+1
ci〈w|yi〉|x1i, . . . , xNi〉 = 0.
These k−dN+1+1 product vectors |x1i, . . . , xNi〉 (dN+1 ≤ i ≤ k) are linearly indepen-
dent by the induction hypothesis, because k−dN+1+1 ≤
∑N
i=1(di−1)+1. Therefore,
we see that ci〈ω|yi〉 = 0, and so ci = 0 for each i = dN+1, · · · , k by (3). This implies
that
∑dN+1−1
i=1 ci|x1i, . . . , xNi, yi〉 = 0, and thus we see that ci = 0 for 1 ≤ i ≤ dN+1− 1
since dN+1 − 1 vectors {|yi〉 : 1 ≤ i ≤ dN+1 − 1} are linearly independent in C
dN+1 .
Consequently, we get ci = 0 whenever 1 ≤ i ≤ k. This completes the proof. 
The number
∑n
i=1(di− 1)+1 in Proposition 3.1 is optimal in two qutrit case, since
generic five dimensional spaces have six product vectors. It is also optimal in qubit-
qudit case by the construction in [24]. Actually, tensor products of (1, t)t ∈ C2 and
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(1, t, . . . , td−1)t ∈ Cd with t ∈ R span (d + 1)-dimensional space. In n-qubit case, we
consider n-times tensor product of (1, t)t ∈ C2 which span (n + 1)-dimensional space,
to see that this number is also optimal.
The following theorem tells us that if k ≤
∑n
i=1(di − 1) then k product vectors in
general position give rise to a simplicial face. The number
∑n
i=1(di− 1) is also optimal
in the above cases by the same examples.
Theorem 3.2. Suppose that k product vectors in Cd1 ⊗Cd2 ⊗ · · · ⊗Cdn are in general
position. If k ≤
∑n
i=1(di−1) then the span of these product vectors has no more product
vectors except for scalar multiples of these product vectors.
Proof. We also use induction on n. The assertion is true for n = 2 by Lemma 29 in
[9]. We show that if the assertion is true for n = N , then it is also true for n = N + 1.
We denote by V the subspace of Cd1⊗· · ·⊗CdN ⊗CdN+1 generated by k product vectors
|x1i, . . . , xNi, yi〉 in general position with k ≤
∑N+1
i=1 (di − 1). Take a product vector
|a1, . . . , aN , b〉 in the space V, and write
(4) |a1, . . . , aN , b〉 =
K∑
i=1
ci|x1i, . . . , xNi, yi〉
for scalars ci ∈ C with K ≤ k, by rearrangement of product vectors. We proceed to
show that |a1, . . . , aN , b〉 ∈ V is a scalar multiple of |x1i, . . . , xNi, yi〉, for some i with
1 ≤ i ≤ K. The first step is to show the following:
(5)
|a1, . . . , aN 〉 is a scalar multiplication of a product vector
|x1i, . . . , xNi〉 for some i = 1, 2, . . . , K.
To do this, we first consider the case K ≤ dN+1. In this case, |y1〉, . . . , |yK〉 are
linearly independent since |x1i, . . . , xNi, yi〉’s are in general position. We note that(
N∏
j=1
〈aj|aj〉
)
|b〉 =
K∑
i=1
(
ci
N∏
j=1
〈aj|xji〉
)
|yi〉,
and so, we see that |b〉 =
∑K
i=1 ξi|yi〉 with ξi ∈ C. By (4), we have
K∑
i=1
(
ξi|a1, . . . , aN 〉 − ci|x1i, . . . , xNi〉
)
⊗ |yi〉 = 0.
From the linear independence of |y1〉, . . . , |yK〉, we see that
ξi|a1, . . . , aN〉 − ci|x1i, . . . , xNi〉 = 0
for each i = 1, . . . , K. Because not all of ξi’s are zero, the assertion (5) follows.
Now, we consider the case K > dN+1 to prove (5). Since {|y1〉, . . . , |ydN+1〉} is a
basis of CdN+1 , we have
|yi〉 =
dN+1∑
j=1
ηij |yj〉, (dN+1 + 1 ≤ i ≤ K), |b〉 =
dN+1∑
j=1
ζj|yj〉,
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for scalars ηij, ζj ∈ C. So, the relation (4) is written by
dN+1∑
j=1
(ζj |a1, . . . , aN〉)⊗ |yj〉
=
dN+1∑
j=1
(
cj |x1j , . . . , xNj〉+
K∑
i=dN+1+1
ciηij |x1i, . . . , xNi〉
)
⊗ |yj〉.
We take α ∈ {1, 2, . . . , dN+1} with ζα 6= 0. By the linear independence of |y1〉, . . . , |ydN+1〉
again, we conclude that |a1, . . . , aN 〉 is contained in the subspace W ⊂ C
d1⊗· · ·⊗CdN
generated by K − dN+1 + 1 product vectors
|x1α, . . . , xNα〉, |x1i, . . . , xNi〉 (dN+1 + 1 ≤ i ≤ K).
Since K − dN+1 + 1 ≤ k − dN+1 + 1 ≤
∑N
i=1(di − 1), the induction hypothesis tells
us that the product vector |a1, . . . , aN 〉 is a scalar multiple of |x1β, . . . , xNβ〉 for some
β ∈ {α} ∪ {dN+1 + 1, · · · , K}, and this completes the proof of statement (5).
Now, we may assume β = 1, that is
(6) |a1, . . . , aN , b〉 = c|x11, . . . , xN1, b〉,
with a nonzero scalar c ∈ C, by rearranging K product vectors |x1i, . . . , xNi, yi〉 with
1 ≤ i ≤ K. Therefore, we have
(7) c|x11〉 ⊗ |x21, . . . , xN1, b〉 =
K∑
i=1
|x1i〉 ⊗
(
ci|x2i, . . . , xNi, yi〉
)
,
by (4) and (6).
If K ≤ d1 then we see that |x11〉, . . . , |x1K〉 are linearly independent, and so we have
ci = 0 for all i = 2, · · · , k in (4). Therefore, it remains to consider the case K > d1. In
this case, we note that {|x11〉, . . . , |x1d1〉} is a basis of C
d1 . So, we have
|x1j〉 =
d1∑
i=1
µij |x1i〉 (d1 + 1 ≤ j ≤ K)
with scalars µij ∈ C. We note that all µij’s are nonzero since the product vectors
{|x1i〉 : i = 1, 2, . . . , K} are in general position. Thus we have
c|x11〉 ⊗ |x21, . . . , xN1, b〉
=
d1∑
i=1
|x1i〉 ⊗
(
ci|x2i, . . . , xNi, yi〉+
K∑
j=d1+1
cjµij|x2j , . . . , xNj , yj〉
)
,
by (7). From the linear independence of |x11〉, . . . , |x1d1〉, we have
(8) ci|x2i, . . . , xNi, yi〉+
K∑
j=d1+1
cjµij|x2j , . . . , xNj , yj〉 = 0,
for i = 2, · · · , d1. Since K − d1 + 1 ≤ k − (d1 − 1) ≤
∑N+1
i=2 (di − 1), we see that
K − d1 + 1 product vectors in (8) are linearly independent in C
d2 ⊗ · · · ⊗ CdN+1 by
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Proposition 3.1. Recall that all µij are nonzero. Therefore, we conclude that ci = 0 for
all i = 2, · · · , k in (4), and this completes the proof. 
If three product vectors in C2 ⊗ C2 are in general position then the span of them
has always infinitely many product vectors. See [24]. The span of four product vectors
in C2 ⊗ C2 ⊗ C2 may also have infinitely many product vectors. We denote by |zt〉
the product vector in C2 ⊗ C2 ⊗ C2 given by three times repeated tensor product of
(1, t)t ∈ C2. Four such product vectors are in general position, and their span has
all |zt〉’s. But, such examples are very rare in the three qubit case. Actually, generic
choice of four product vectors {|x1i〉⊗ |x2i〉⊗ |x3i〉} in general position gives us linearly
independent vectors {|x2i〉 ⊗ |x3i〉} in C
4. In this case, we may apply Theorem 3.2 for
C2⊗C4 to conclude that there are no more product vectors in their span. We also see
that the set {|zt〉〈zt| : t ∈ R} of product states spans the seven dimensional subspace
in the real vector space of all 8× 8 self-adjoint matrices. This shows that the number∑n
i=1 2(di − 1) + 1 is the best choice in the following proposition.
Proposition 3.3. Suppose that k product vectors in Cd1⊗Cd2⊗· · ·⊗Cdn are in general
position. If k ≤
∑n
i=1 2(di − 1) + 1 then the corresponding product states are linearly
independent.
Proof. Since pure product states corresponding to linearly independent product vectors
are always linearly independent, this assertion is true for 1 ≤ k ≤
∑n
i=1(di − 1) + 1 by
Proposition 3.1.
Now, we consider the case of
∑n
i=1(di − 1) + 1 < k ≤
∑n
i=1 2(di − 1) + 1. Let
Vi ⊂ C
di be the subspace generated by di − 1 product vectors as follows:
V1 = span{|x1i〉 : 1 ≤ i ≤ d1 − 1},
Vj = span
{
|xji〉 :
j−1∑
ℓ=1
(dℓ − 1) + 1 ≤ i ≤
j∑
ℓ=1
(dℓ − 1)
}
, j = 2, 3, · · · , n.
We choose n vectors |ψj〉 ∈ C
dj such that |ψj〉 ∈ V
⊥
j for each j = 1, 2, · · · , n. We note
that
n∑
ℓ=1
(dℓ − 1) + 1 ≤ i ≤ k =⇒
n∏
j=1
〈xji|ψj〉 6= 0,
since the given k product vectors are in general position.
Now, we put |ψ〉 = |ψ1, ψ2, . . . , ψn〉 and |zi〉 = |x1i, x2i, . . . , xni〉 for each i =
1, 2, · · · , k. We suppose that
∑k
i=1 ci|zi〉〈zi| = 0. Then we have that
0 =
k∑
i=1
ci|zi〉〈zi|ψ〉 =
k∑
i=
∑n
ℓ=1(dℓ−1)+1
(
ci
n∏
j=1
〈xji|ψj〉
)
|x1i, . . . , xni〉.
Since k −
∑n
ℓ=1(dℓ − 1) ≤
∑n
ℓ=1(dℓ − 1) + 1, the product vectors in the righthand side
of the above equality are linearly independent by Proposition 3.1. Therefore, we have
ci = 0 whenever
∑n
ℓ=1(dℓ − 1) + 1 ≤ i ≤ k. Since
∑n
ℓ=1(dℓ − 1) product states |zi〉〈zi|
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for 1 ≤ i ≤
∑n
ℓ=1(dℓ − 1) are linearly independent as stated in the beginning of this
proof, we see that ci = 0 for all 1 ≤ i ≤
∑n
ℓ=1(dℓ − 1). This completes the proof. 
4. Three qubit case
In the three qubit case, three product vectors in general position make a simpli-
cial face by Theorem 3.2. The following theorem gives us a necessary and sufficient
condition on four product vectors in general position for which they make a simplicial
face.
Theorem 4.1. Let {|zi〉 = |x1i〉 ⊗ |x2i〉 ⊗ |x3i〉 : i = 1, 2, 3, 4} be in general position in
C2⊗C2⊗C2. Then they make a simplicial face if and only if {|xji〉⊗|xki〉 : i = 1, 2, 3, 4}
is linearly independent in C2 ⊗ C2 for some (j, k) = (1, 2), (2, 3), (3, 1).
This theorem follows from the following proposition, because four product vectors
in general position are linearly independent by Proposition 3.1 and {|xji〉 ⊗ |xki〉 : i =
1, 2, 3, 4} spans at least three dimensional space by Proposition 3.1 again.
Proposition 4.2. Let {|zi〉 = |x1i〉 ⊗ |x2i〉 ⊗ |x3i〉 : i = 1, 2, 3, 4} be in general position
in C2⊗C2⊗C2, and D the subspace of C2⊗C2⊗C2 spanned by these product vectors.
Then the following are equivalent:
(i) D has a product vector which is not parallel to any |zi〉.
(ii) dim(span{|xji〉⊗ |xki〉 : i = 1, 2, 3, 4}) = 3 for every (j, k) = (1, 2), (2, 3), (3, 1).
(iii) D has infinitely many product vectors.
Proof. (i) =⇒ (ii): We first show that {|x2i, x3i〉 : i = 1, 2, 3, 4} is linearly dependent.
To see this, we write |α, β, γ〉 =
∑4
i=1 ai|x1i, x2i, x3i〉, where at least two of ai’s are
nonzero. Take a nonzero vector |α⊥〉 which is orthogonal to |α〉, then we have
4∑
i=1
ai〈α
⊥|x1i〉|x2i, x3i〉 = 0.
We note that 〈α⊥|x1i〉 6= 0 for at least three i = 1, 2, 3, 4. Therefore, we see that
{|x2i, x3i〉 : i = 1, 2, 3, 4} are linearly dependent, and have the required conclusion by
Proposition 3.1 for C2 ⊗ C2.
(ii) =⇒ (iii): We identify C2 ⊗ C2 ⊗ C2 with C4 ⊗ C2 in the obvious way. Take
|ζ〉 ∈ C4 which is orthogonal to the span of {|x1i, x2i〉 : i = 1, 2, 3, 4}. Then |ζ〉 ⊗ |e1〉
and |ζ〉 ⊗ |e2〉 are orthogonal to D. By the same reasoning, we can also take a non-
product vector |ξ〉 ∈ C4 such that |e1〉⊗|ξ〉 and |e2〉⊗|ξ〉 are orthogonal to D. It is easy
to see that {|ζ〉 ⊗ |ei〉, |ei〉 ⊗ |ξ〉 : i = 1, 2} is a basis of D
⊥. Indeed, if the intersection
of two subspaces span {|ζ〉 ⊗ |e1〉, |ζ〉 ⊗ |e2〉} and span {|e1〉 ⊗ |ξ〉, |e2〉 ⊗ |ξ〉} has a
nonzero vector then it must be a product vector in C2 ⊗ C2 ⊗ C2. In such a case, the
nonzero vector |ζ〉 should be a product vector in C2⊗C2. But, this is impossible since
{|x1i〉 ⊗ |x2i〉 : i = 1, 2, 3, 4} is in general position in C
2 ⊗ C2.
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Now, for each |β〉 ∈ C2, there exist |α〉 and |γ〉 such that |α〉 ⊗ |β〉 is orthogonal to
|ζ〉 and |β〉 ⊗ |γ〉 is orthogonal to |ξ〉. Therefore, we see that there are infinitely many
product vectors in D.
There is nothing to prove for the direction (iii) =⇒ (i). 
It was shown in [6] that any unextendible product basis in C2⊗C2⊗C2 has exactly
four vectors, and there exists no other product vectors in their span. Therefore, they
must be in general position as product vectors in C2⊗C4 by Proposition 4.2. This can
be seen directly, as follows.
Proposition 4.3. Let four product vectors form an unextendible product basis in the
space C2 ⊗ C2 ⊗ C2. Then they are in general position as vectors in C2 ⊗ C4, as well
as in C2 ⊗ C2 ⊗ C2.
Proof. It is easy to see that four product vectors are of the form
|x〉 ⊗ |η〉 ⊗ |z〉, |x⊥〉 ⊗ |y〉 ⊗ |ζ〉, |ξ〉 ⊗ |y⊥〉 ⊗ |z⊥〉, |ξ⊥〉 ⊗ |η⊥〉 ⊗ |ζ⊥〉
for |x〉, |y〉, |z〉, |ξ〉, |η〉, |ζ〉 ∈ C2, where |a⊥〉 denotes the vector orthogonal to |a〉 in
C2. To see that the following four vectors
|η, z〉, |y, ζ〉, |y⊥, z⊥〉, |η⊥, ζ⊥〉
are linearly independent, we write |η〉, |z〉, |ζ〉 as a linear combination of |y〉 and |y⊥〉,
and consider the 4 × 4 matrix whose rows are given by coefficients of the above four
vectors. By a direct calculation, we see that the determinant is nonzero. 
We proceed to consider five dimensional subspaces. Recall that generic five dimen-
sional subspaces have exactly six product vectors. We show that these six product vec-
tors make a simplicial face. Recall that every six dimensional subspace of C2⊗C2⊗C2
has infinitely many product vectors by [21]. We state our main results in this section:
Theorem 4.4. Suppose that a five dimensional subspace D of C2⊗C2⊗C2 has exactly
six product vectors. Then we have the followings:
(i) Any five product vectors among six product vectors are linearly independent.
(ii) The corresponding six pure product states are linearly independent.
For the proof, we begin with two simple lemmas.
Lemma 4.5. Suppose that a subspace D of Cd1 ⊗ Cd2 ⊗ Cd3 has a finite number of
product vectors |zi〉 = |x1i, x2i, x3i〉 which are not parallel to each others. For two
product vectors |zi〉, |zj〉 in D, if |xki〉 is parallel to |xkj〉 for some k ∈ {1, 2, 3}, then
|xℓi〉 is not parallel to |xℓj〉 for each ℓ ∈ {1, 2, 3} \ {k}.
Proof. If not, we may assume that |xki〉 is parallel to |xkj〉 for k = 1, 2. In this case,
|x3i〉 is not parallel to |x3j〉, and so we see that β|zi〉+γ|zj〉 = |xi1, xi2〉⊗(β|x3i〉+γ|x3j〉)
is a product vector in D for any complex numbers β, γ. This is a contradiction. 
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Lemma 4.6. Three product vectors {|xi, yi〉 : i = 1, 2, 3} in C
2 ⊗ C2 must be linearly
independent, whenever either span {|x1〉, |x2〉, |x3〉} or span {|y1〉, |y2〉, |y3〉} is of two
dimensional.
Proof. If they are in general position, then this is Proposition 3.1. Suppose that two,
say |x1〉 and |x2〉, are parallel to each others. If
∑3
i=1 ai|xi, yi〉 = 0 then take nonzero
vector |x〉 so that 〈x|xi〉 = 0 for i = 1, 2. Now, we consider
∑3
i=1 ai〈x|xi〉|yi〉 = 0 to get
a3 = 0. 
The following proposition proves the statement (i) of Theorem 4.4 in the case
when six product vectors form a generalized unextendible product basis, that is, the
orthogonal complement D⊥ of D has no product vectors.
Proposition 4.7. Suppose that a 5-dimensional subspace D of C2⊗C2⊗C2 has exactly
six product vectors {|zi〉 = |x1i, x2i, x3i〉 : i = 1, 2, . . . , 6} which form a generalized
unextendible product basis. Then any five product vectors among six product vectors
are linearly independent.
Proof. We first show that any five of them also form a generalized unextendible
product basis. By Proposition 2.1, it is enough to prove the following:
(i) If S is a subset of {1, 2, . . . , 6} with |S| = 3 then {|xji〉 : i ∈ S} spans C
2 for
each j = 1, 2, 3.
(ii) If S1 and S2 are disjoint subsets of {1, 2, . . . , 6} with |S1| = |S2| = 2 then
{|xji〉 : i ∈ Sj} spans C
2 for some j = 1, 2.
For the proof of (i), we first note that no four vectors among {|x1i〉 : 1, 2, . . . , 6}
can be parallel to each others by Proposition 2.1. Suppose that three vectors, say
{|x11〉, |x12〉, |x13〉}, are parallel to each others. In this case, {|x2i, x3i〉 : i = 4, 5, 6}
in C2 ⊗ C2 satisfies the assumption of Lemma 4.6 by Proposition 2.1 again. We also
note that {|x2i, x3i〉 : i = 1, 2, 3} is in general position in C
2 ⊗ C2 by Lemma 4.5.
Consequently, both {|zi〉 : i = 1, 2, 3} and {|zi〉 : i = 4, 5, 6} span 3-dimensional
subspaces of C2 ⊗ C2 ⊗C2, respectively. We denote by D1 and D2 the spans of {|zj〉 :
j = 1, 2, 3} and {|zj〉 : j = 4, 5, 6}, respectively. If there exists a vector in D1 ∩ D2,
then we have
3∑
j=1
ai|x1i, x2i, x3i〉 =
6∑
j=4
ai|x1i, x2i, x3i〉.
We take |x1〉 orthogonal to |x1i〉 for i = 1, 2, 3, to get
6∑
j=4
ai〈x1|x1i〉|x2i ⊗ x3i〉 = 0.
Since {|x2i, x3i〉 : i = 4, 5, 6} in C
2 ⊗ C2 is linearly independent by Lemma 4.6 and
〈x1|x1i〉 6= 0, we have a4 = a5 = a6 = 0. This tells us that two space D1 and D2 have
no nonzero intersection, and D is of six dimensional.
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To prove (ii), it suffices to consider the case when any three vectors among {|xji〉 :
i = 1, 2, . . . , 6} span C2 for each j = 1, 2, 3 by the above result (i). Assume that
there exist disjoint subsets, say {1, 2} and {3, 4} such that both {|x11〉, |x12〉} and
{|x23〉, |x24〉} span one dimensional spaces. In this case, we see that {|x35〉, |x36〉} is
linearly independent in C2 by Proposition 2.1. Then, it is easy to see that the vectors
|z1〉, |z2〉, |z3〉, |z4〉 are linearly independent by Lemma 4.5. Suppose that
4∑
i=1
ai|x1i, x2i, x3i〉 =
6∑
i=5
ai|x1i, x2i, x3i〉.
We take two vectors |x1〉 and |x2〉, which span the orthogonal complements of |x11〉
and |x23〉, respectively. Applying 〈x1, x2| to both sides of the above equation, we have∑6
i=5 ai〈x1|x1i〉〈x2|x2i〉|x3i〉 = 0. Since 〈x1|x1i〉〈x2|x2i〉 6= 0 for i = 5, 6 by the above
result (i), we see that a5 = a6 = 0. This shows that the span of six product vectors is
of six dimensional. Therefore, we have shown that any five product vectors also form
a generalized unextendible product basis.
We proceed to show that they are linearly independent. Suppose that they are
linearly dependent, and so they span a four dimensional subspace E. Take four vectors
which span E. Then E has another extra product vector, but does not have infinitely
many product vectors. This shows that these four product vectors are not in general
position by Proposition 4.2, and E⊥ has a product vector by Proposition 2.2. This
tells us that the five vectors do not form a generalized unextendible product basis. 
Now, we consider the case when E := {|zi〉 = |x1i, x2i, x3i〉 : i = 1, 2, . . . , 6} ⊂ D
does not form a generalized unextendible product basis, that is, E⊥ has a product
vector. To begin with, we recall [24] that if a subspace of C2 ⊗ C2 has three product
vectors then it must have infinitely many product vectors. If E⊥ has a product vector
then there is a partition I1 ∪ I2 ∪ I3 of {1, 2, . . . , 6} so that {|xji〉 : i ∈ Ij} spans one
dimensional space for each j = 1, 2, 3 by Proposition 2.1. Suppose that |Ij| ≥ 3 for
some j = 1, 2, 3. Then by the result [24] mentioned above, we see that D has infinitely
product vectors. Therefore, we conclude that if D satisfies the condition of Theorem
4.4 then |Ij| = 2 for each j = 1, 2, 3. Therefore, the following proposition completes
the proof of the statement (i) of Theorem 4.4.
Proposition 4.8. Suppose that six product vectors {|zi〉 = |x1i, x2i, x3i〉 : i = 1, 2, . . . , 6}
are given with the following properties:
(i) |x1i〉 is parallel to |x11〉 if and only if i = 2.
(ii) |x2i〉 is parallel to |x23〉 if and only if i = 4.
(iii) |x3i〉 is parallel to |x35〉 if and only if i = 6.
If the span of these six product vectors have finitely many product vectors, then any
five of six product vectors are linearly independent.
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Proof. It suffices to consider the five product vectors |zi〉 with i = 1, 2, . . . , 5. Suppose
that
∑5
i=1 ai|x1i, x2i, x3i〉 = 0. We take |x1〉 and |x2〉 orthogonal to |x11〉 and |x23〉,
respectively. Then we have
0 =
5∑
i=1
ai〈x1|x1i〉〈x2|x2i〉|x3i〉 = a5〈x1|x15〉〈x2|x25〉|x35〉,
from which we have a5 = 0, and
∑4
i=1 ai|x1i, x2i, x3i〉 = 0. Then we have
a1〈x11|x11〉〈x2|x21〉|x31〉+ a2〈x11|x11〉〈x2|x22〉|x32〉 = 0.
We note that there are infinitely many product vectors if |x31〉 and |x32〉 are linearly
dependent, and so a1 = a2 = 0. From this we also have a3 = a4 = 0. 
The following proposition now completes the proof of Theorem 4.4. We include
here Lin Chen’s argument [7] which is much simpler than our original proof. We are
grateful to him for informing this and allowing us to put it here.
Proposition 4.9. Suppose that five of six product vectors in C2⊗C2⊗C2 are linearly
independent then the corresponding six pure product states are linearly independent.
Proof. We may assume that five vectors |z1〉, . . . , |z5〉 are linealy independent. Suppose
that |z1〉〈z1|, . . . , |z6〉〈z6| are linearly dependent, then we have
|z6〉〈z6| =
5∑
i=1
ai|zi〉〈zi|.
The left hand side of the above equation has rank one, while the right hand side has
rank equal to the number of nonvanishing ai because {|zi〉 : i = 1, 2, . . . , 5} is linearly
independent. So the only possibility is that exactly one ai is nonzero. It implies |z6〉
and |zi〉 are parallel, which gives us a contradiction. 
Therefore, we get a simplicial face which is affinely isomorphic to the five dimen-
sional simplex ∆5 with six vertices. A maximal face of ∆5 has five vertices whose
corresponding product vectors are linearly independent. Therefore, we can follow the
argument in [15] to get a PPT edge state of rank four as it will be explained in the
next section.
Six product vector satisfying the condition of Proposition 4.8 may span six or five
dimensional spaces. As for the case when they span the five dimensional space, we
consider the following example, which shows that six product vectors may make a
simplicial face even though they do not form a generalized unextendible product basis.
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Example 4.10. Consider the following six product vectors given by
|z1〉 = |e2〉 ⊗
(
|e1〉+ 2|e2〉
)
⊗ |e1〉,
|z2〉 = |e2〉 ⊗
(
|e1〉+ |e2〉
)
⊗
(
|e1〉+ |e2〉
)
,
|z3〉 = |e1〉 ⊗ |e2〉 ⊗
(
|e1〉 − |e2〉
)
,
|z4〉 =
(
|e1〉+ |e2〉
)
⊗ |e2〉 ⊗
(
|e1〉+ |e2〉
)
,
|z5〉 =
(
|e1〉+ 2|e2〉
)
⊗ |e1〉 ⊗ |e2〉,
|z6〉 =
(
|e1〉+ |e2〉
)
⊗
(
|e1〉 − 2|e2〉
)
⊗ |e2〉.
Then we have |z1〉+ |z3〉+ |z5〉 = |z2〉+ |z4〉+ |z6〉, and so they span the five dimensional
space D. These six product vectors do not form a generalized unextendible product
basis, since D⊥ has a product vector |e1〉 ⊗ |e1〉 ⊗ |e1〉. In fact, this is the only product
vector in D⊥. It is easy to check that D has only these six product vectors up to scalar
multiplications.
5. Construction of three qubit PPT entanglement of rank four
In this section, we construct three qubit PPT entangled states of rank four. We
begin with the description of facial structures of the convex set T consisting of all PPT
states acting on the Hilbert space H = Cd1 ⊗Cd2 ⊗ · · · ⊗Cdn . For a given subset S of
{1, 2, . . . , n}, we can define the linear map T (S) from
⊗n
j=1Mdj into itself by
(A1 ⊗A2 ⊗ · · · ⊗An)
T (S) := B1 ⊗ B2 ⊗ · · · ⊗ Bn, with Bj =
{
Atj, j ∈ S,
Aj, j /∈ S,
where At denotes the transpose of the matrix A. A state ̺ is said to be of positive
partial transpose (PPT) if ̺T (S) is positive for every subset S. The PPT criterion
[11, 26] tells us that a separable state must be of PPT. The convex set T is the
intersection of convex sets
T
S = {̺ : ̺T (S) is positive}
through subsets S of {1, 2, . . . , n}. Since ̺T (S) is positive if and only if ̺T (S
c) is positive
with the complement Sc of S in {1, 2, . . . , n}, the convex set T is actually intersection
of 2n−1 convex sets TS, whose faces are determined by subspaces of the Hilbert space
H. From this, it is easy to describe their facial structures for the convex set T. See
[14] for the bi-partite case of n = 2. For a product vector |z〉 = |x1〉 ⊗ · · · ⊗ |xn〉, we
also define the partial conjugate |z〉Γ(S) by
(|x1〉 ⊗ · · · ⊗ |xn〉)
Γ(S) := |y1〉 ⊗ · · · ⊗ |yn〉, with |yj〉 =
{
|x¯j〉, j ∈ S,
|xj〉, j /∈ S,
where |x¯〉 denotes the conjugate of |x〉. We will abuse notations T (i) and Γ(i) for
T ({i}) and Γ({i}), respectively.
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We will restrict ourselves to the three qubit case with H = C2 ⊗ C2 ⊗ C2. For a
given quartet (D0, D1, D2, D3) of subspaces of H, the convex set
3⋂
i=0
{̺ ∈ T : R̺T (i) ⊂ Di}
is a face of T unless it is empty, and every face of T is in this form, where ̺T (0) denotes
̺T (∅) = ̺ for notational convenience and R̺ means the range of ̺. It is very difficult
to determine if the above set is nonempty or not. Many authors have been trying to
classify PPT states by possible combinations of ranks of ̺T (i). See [1, 5, 13, 19], for
example. See also [4, 18, 28] for higher qubit cases. Most important cases are PPT
entangled edge states, that is, PPT states with no product vectors in their ranges.
Such states in two qutrit case have been completely classified in [20, 25] by their ranks.
It is still open for 2⊗ 4 case. See [23]. We refer to [21] for recent progress.
PPT states of rank four are of special interest since four is the lowest rank for
PPTES. Structures of such PPT states have been studied extensively in [10]. Especially,
if ̺ is a three qubit PPT state of rank four then ̺T (i) is also of rank four for each
i = 1, 2, 3. Furthermore, it is separable if and only if the range has a product vector.
Therefore, any three qubit PPT entangled states of rank four must be edge states.
From now on, we suppose that six product vectors {|zi〉 : i = 1, 2, . . . , 6} in C
2⊗C2⊗
C2 span the 5-dimensional subspace D. We also assume that {|zi〉
Γ(j) : i = 1, 2, . . . 6}
also spans a five dimensional space for each j = 1, 2, 3. This is the case if all of the
entries are real numbers, as in the examples in Section 2 and Section 4. Therefore, we
have a simplicial face ∆5 with six extreme points |zi〉〈zi|. We write
(9) |z6〉 =
5∑
i=1
ai|zi〉
with scalars ai, and take positive numbers pi with
∑5
i=1 pi = 1. Consider
(10) ̺t = (1− t)|z6〉〈z6|+ t
5∑
i=1
pi|zi〉〈zi|,
for real number t. We note that ̺t is an interior point of the convex set ∆5 for
0 < t < 1, and ̺1 is an interior point of a maximal face ∆4 of ∆5. Because ̺t is of
rank five for 0 < t ≤ 1, there exists t > 1 such that ̺t is still positive. This is the
case for ̺
T (j)
t for each j = 1, 2, 3. Take the largest number λ > 1 such that ̺λ is of
PPT. Then there exists j = 0, 1, 2, 3 such that the rank of ̺
T (j)
λ is strictly less than
five. For such j = 0, 1, 2, 3, we see that ̺
T (j)
λ is entangled, since its range space has
only six product vectors |wi〉 := |zi〉
Γ(j) and the simplicial face with six extreme points
|wi〉〈wi| =
(
|zi〉〈zi|
)T (j)
does not contain ̺
T (j)
λ . By the results in [10] mentioned just
above, we see that ̺
T (j)
λ must be of rank four for each j = 0, 1, 2, 3. Especially, we see
that ̺λ is of rank four. We proceed to determine this number λ in terms of pi and ai.
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Figure 1. The triangle, edges, vertices represent the 5-simplex, 4-
simplices and 3-simplices consisting of separable states, respectively. The
boundary points of the round convex body which are not on the vertices
represent PPT entangled edge states of rank four.
Since the orthogonal complement D⊥ is already in the kernel of ̺λ which has the
four dimensional kernel, there exists a unique vector ξ ∈ D ∩Ker ̺λ up to scalar mul-
tiplications. From the relation ̺λ|ξ〉 = 0, we can express |z6〉 as the linear combination
of |zi〉 with i = 1, 2, . . . , 5. We compare these coefficients with (9) to get the relation
(1− t)ai〈z6|ξ〉+ tpi〈zi|ξ〉 = 0, i = 1, 2, 3, 4, 5.
Because ξ ∈ D, we see that five vectors {(1 − t)a¯i|z6〉 + tpi|zi〉 : i = 1, 2, 3, 4, 5}
are linearly dependent. If we use the relation (9) to express these vectors as linear
combinations of {|zi〉 : i = 1, 2, 3, 4, 5} and write |a〉 = (a1, a2, . . . , a5)
t, then we have
the coefficient matrix
(1− λ)|a〉〈a|+ λDiag (p1, p2, p3, p4, p5)
which must be singular. From the condition λ > 0, we see that λ satisfies the equation
(1− λ)
(
5∑
i=1
|ai|
2
pi
)
+ λ = 0
with the null vector whose i-th entry is given by ai
pi
. We note that the coefficients ai’s
are in fact already determined by five product vectors |zi〉 with i = 1, 2, 3, 4, 5. Turning
back to (10), we can express ̺λ in terms of |zi〉 and pi for i = 1, 2, 3, 4, 5.
For concrete examples, we consider normalizations |z˜i〉’s of six product vectors
introduced in Section 2 after Proposition 2.2. For each p = (p1, p2, p3, p4, p5) with∑5
i=1 pi = 1 and pi > 0, our construction gives us rank four PPT entangled states ̺p
by
(11) ̺p =
1
α− 1
(
α
5∑
i=1
pi|z˜i〉〈z˜i| − |z˜6〉〈z˜6|
)
,
where α = 2
9p1
+ 2
9p2
+ 2
9p3
+ 8
81p4
+ 125
81p5
. We can describe four vectors spanning the
kernel of ̺p in terms of pi’s, and check the existence of product vectors in the kernel of
̺p. See Appendix E in [13] for a general method of finding product vectors. In contrast
to PPT entangled states constructed from unextendible product basis [5], the kernel
of ̺p contains no product vector in most cases of p including p = (
1
5
, 1
5
, 1
5
, 1
5
, 1
5
).
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For another examples, we take |z˜i〉 as normalizations of six product vectors in
Example 4.10, to get get rank four PPT entangled states as in (11) with α = 1
2p1
+
2
5p2
+ 1
5p3
+ 2
5p4
+ 1
2p5
. In this case, the kernel of ̺p contains no product vector for any
p = (p1, p2, p3, p4, p5) with
∑5
i=1 pi = 1 and pi > 0.
In our construction, one crucial condition is that partial conjugates of six product
vectors must span five dimensional spaces. If one kind of partial conjugates of six
product vectors are linearly independent, then we cannot obtain PPT entangled states
by the above method. For example, we consider the following six product vectors:
|w1〉 =
(
|e1〉+ |e2〉
)
⊗
(
|e1〉+ |e2〉
)
⊗
(
|e1〉+ |e2〉
)
,
|w2〉 =
(
|e1〉+ i|e2〉
)
⊗
(
|e1〉 − |e2〉
)
⊗
(
|e1〉 − i|e2〉
)
,
|w3〉 =
(
|e1〉 − |e2〉
)
⊗
(
|e1〉+ |e2〉
)
⊗
(
|e1〉 − |e2〉
)
,
|w4〉 =
(
|e1〉 − i|e2〉
)
⊗
(
|e1〉 − |e2〉
)
⊗
(
|e1〉+ i|e2〉
)
,
|w5〉 = |e1〉 ⊗ |e1〉 ⊗ |e1〉,
|w6〉 = |e2〉 ⊗ |e1〉 ⊗ |e2〉,
which span the five dimensional subspace with completely entangled orthogonal com-
plement. We note that their partial conjugates span six dimensional space.
6. higher qubit cases and discussion
It is an interesting question to ask to what extent our approach works. To get
separable states with unique decomposition, we have exploited the fact that generic
smax + 1 dimensional subspaces have finitely many product vectors which give rise to
linearly independent product states, where smax is given by (2). In the n qubit case,
generic 2n − n dimensional spaces have n! product states in the 22n dimensional real
vector space consisting of all 2n × 2n self-adjoint matrices. If n ≥ 9 then n! > 22n,
and so the convex hull of these n! pure product states is not a simplex anymore, but a
polytope with n! extreme points. It would be interesting to investigate combinatorial
structures of these polytopes.
By Theorem 3.2, we see that n qubit separable states with rank ≤ n have unique
decomposition in most cases. Our next question is what happens for n qubit separable
states of rank k with n < k < smax+1. We note that Theorem 4.1 gives an answer for
three qubit case.
One important application of our results is to construct three qubit PPT entangled
states of rank four. This construction gives us explicit formulae for those entangled
states which are not obtained by the construction from unextendible product basis. It
would be very nice to know whether this construction is general enough to get all three
qubit PPT entangled states of rank four.
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