We prove the existence of a weak solution to the equations describing the inertial motions of a coupled system constituted by a rigid body containing a viscous compressible fluid. We then provide a weak-strong uniqueness result that allows us to completely characterize, under certain physical assumptions, the asymptotic behavior in time of the weak solution corresponding to smooth data of restricted "size," and show that it tends to a uniquely determined steady-state.
Introduction
The study of the motion of coupled systems consisting of a rigid body with an interior cavity entirely filled with a viscous fluid has a long history tracing back to the pioneering work of Stokes [25] and Zhoukovski [27] . Successively, also due to the primary role played in several significant applications, the problem has been all along addressed, from different perspectives, by a large number of applied mathematicians, mostly belonging to the Russian school. The list of their names and corresponding contributions is too long to include here and, therefore, we refer the reader to the introductory chapter of the recent monograph [4] .
However, it is only over the past few years, that a rigorous mathematical analysis has been initiated, with the objective of investigating a fundamental property of such coupled systems, namely, the characterization of their "ultimate dynamics" [24, 11, 5, 12, 15, 9, 14, 21] . In fact, as shown by both experiment and qualitative analysis [27, 3, 4] , the viscous liquid acts as a damper on the rigid body to the point, in some cases, of even bringing it to rest (see [13, 15] for a rigorous mathematical explanation).
In the particular, but important, case where no external forces act on the system (inertial motions) in [11, 5, 9] it has been shown that the final motion is one where the body-fluid, as a whole, rotates uniformly and rigidly around an axis passing through the center of mass and parallel to an eigenvector the inertia tensor (central axis of inertia), no matter the size or smoothness of the initial data, but only provided they have finite kinetic energy. This result, proved when the fluid is an incompressible Navier-Stokes liquid, is obtained in the very large class of weak solutions a la Leray-Hopf, and is based on a detailed study of the relevant Ω-limit. In this regard, it should be emphasized that all results cited above are obtained under the hypothesis that the fluid is incompressible and of the Navier-Stokes type.
More recently, the present authors have started to investigate the problem of a rigid body with a fluid-filled interior cavity by relaxing the assumption of incompressibility and, as in [11, 5, 9] , performed their analysis in the case of inertial motions. Their main achievement was to show that, under suitable hypotheses on the "mass distribution" and for "small" Mach numbers, the system will eventually tend to a steady-state characterized by a rigid, uniform rotation around one of the central axes of inertia [10] . However, unlike [11, 5, 9] , the analysis in [10] is carried out in the class of strong solutions, whose existence is established for initial data that are smooth enough and
Formulation of the Problem and Governing Equations
Let B be a rigid body with an interior, hollow cavity C entirely filled with a viscous, compressible fluid, F, moving in absence of external forces. Under these circumstances, the center of mass G of the coupled system body-liquid, S, will move by uniform and rectilinear motion with respect to the inertial frame I. Thus, denoting by F the inertial frame with origin in G and axes parallel to those of I, the governing equations of S in F are given by [10, 17, 19, 20] : r (∂ t w + w · ∇w) = div T (w, p) ∂ t r + div(rw) = 0 (y, t) ∈ ∪ t>0 C(t) × {t} , w = ̟(t) × (y − y C ) + η(t) , (y, t) ∈ ∪ t>0 ∂C(t) × {t} , Here r, p and w are fluid density, pressure and velocity fields, ̟ is the angular velocity of B, and η the velocity of its center of mass C. Moreover, y C denotes the vector position of C, while
(1= unit tensor), ρ B , m B are, respectively, inertia tensor with respect to C, density and mass of B, and N is the unit outer normal on ∂C. Also,
is the Cauchy stress tensor with S defined by
As for the dependence of p on r, we shall consider the isentropic case 5) where γ (specified later) and a are positive material constants. Equations (2.1) 1,2,3 represent conservations of linear momentum and mass for F, along with adherence of the fluid at the boundary of C, whereas (2.1) 4 is the balance of angular momentum of B. Finally, (2.1) 5 translates the fact that the center of mass G of S is at rest in F . With the help of (2.1) 1 we can put (2.1) 4 in an equivalent form that is physically more relevant, as well as more useful for our purposes. To this end, we cross-multiply both sides of (2.1) 1 by (y − y C ), and integrate over C. Employing Reynolds transport theorem and Gauss formula we then show
Consequently, (2.1) can be formally written in the following equivalent form 6) where now (2.6) 4 represents the conservation of total angular momentum of S.
As customary in this type of problems [8, 17, 22, 19, 20] , it is convenient to rewrite the relevant equations in a frame, R, attached to B, so that the domain occupied by the fluid becomes timeindependent. To this end, let Q = Q(t), t ≥ 0, be the family of proper orthogonal transformations defined by the equations
By choosing C as the origin of R we perform the following change of coordinates
and define accordingly the transformed quantities
As a result, one shows that (2.1) becomes [8, 17] 
where C ≡ C(0),
stands for the relative velocity field of the fluid with respect to the body. In this regard, we point out the obvious identity S(∇u) = S(∇v) .
Likewise, (2.6) transforms into the following one
Finally, we endow equations (2.9) (or, equivalently, (2.11)) with the following initial conditions
The problem we will address in the following sections is two-fold. On the one hand, we are interested in showing that the above equations possess a weak solution (suitably defined) for initial data of unrestricted size; on the other hand, we want to determine their asymptotic behavior in time with a possible characterization of the associated Ω-limit. The latter will be achieved by reviewing the recent results proved by the authors in [10] .
Before initiating our analysis, we collect here some basic notation that will be used throughout.
The supporting sets of these spaces will be usually not emphasized. Set S = B ∪ C. We define
Further, we set
Finally, we define the space W
. We would like to point out that, since S(∇u) is a symmetric matrix, we get
In particular, S(∇u) : ∇u = S(∇v) : ∇v.
Existence of weak solutions for initial data of arbitrary size
We begin to give the definition of weak solution. 
(ii) The density ρ satisfies the integral identity
holds in a weak sense for every h ∈ C 1 (R).
γ+1 (S)) and the following equations are satisfied:
, and
We assume that ρ restricted to B is equal to some given constant.
2
(iv) The energy inequality
with ρ := − C ρ, 3 holds for almost all τ ∈ (0, T ).
By employing a standard procedure, it is easily shown that if a weak solution is sufficiently smooth, it must then satisfy the original problem (2.9) or, equivalently, (2.11). In fact, clearly (3.3) specializes to (2.9) 2 by choosing h ≡ 1. Obviously, from (3.5) we see that (2.9) 5 is also met. Furthermore, choosing at first ϕ ∈ D(C ×(0, T )), integrating by parts (3.4) as necessary and taking into account (2.9) 2 , (3.4) 3 we at once obtain that ρ, u solve (2.9) 1,5 . If we now take ϕ = ψ(t)ℓ × x, ψ ∈ C ∞ 0 ((0, T )), and recall that S = B ∪ C and that v ≡ 0 in B, by a straightforward calculation we show
We next use (2.9) 1,2 in the first integral to get
The latter, in turn, after integration by parts delivers
which proves (2.9) 4 since ℓ is arbitrary. We now come to the main objective in this section, namely, to show global existence of weak solutions for arbitrarily large initial data. Precisely, the following result holds.
3.2 Theorem. Let S be a bounded domain. Let C ⊂ C ⊂ S be a given open set with the boundary
, where q = 0 on a set where ρ 0 = 0. Then there exists a weak solution to (2.9).
Approximation Procedure
In order to provide a proof of Theorem 3.2, we consider the following approximating problem
where p b (ρ) = p(ρ) + bρ β together with (2.9) 4,5 .
3.3 Remarks. Basically, in the problem (3.7) there are two types of approximation.
(A1) We added an artificial viscosity term to the right hand side of (2.9) 2 .
(A2) We approximated the pressure by adding the artificial term bρ β , in order to get better integrability property of the density.
We shall pursue the following strategy:
(S1) First, we will show existence of solutions to (3.7) by using Galerkin method for both momentum equation and the parabolic Neumann problem for the density.
(S2) Secondly, we let d → 0 (the vanishing viscosity limit).
(S3) Finally, we let the artificial pressure term to vanish by imposing b → 0.
We begin to consider (S1) first.
3.4 Lemma. Let S be a bounded domain. Let C ⊂ C ⊂ S be a given open set with the boundary
, and satisfying the following energy inequality
Finally there exists r > 1 such that
and equation (3.7) 2 is satisfied a.a. on C × (0, T ).
Proof. The proof is quite standard. Therefore, we shall outline only the main underlying ideas, referring the reader to [23] for the missing parts. First, for a given velocity field, one proves the existence of solutions to the continuity equation with dissipation (3.7) by the Galerkin method, see [23, Section 7.6.2]. The regularity of solutions to this equation with Neumann boundary conditions is classical and can be found, e.g., in the book of Amann [1] . After solving the continuity equation one applies the Galerkin method to the momentum equations. Successively, by combining the two findings, the Banach fixed point theorem is used to secure local existence of approximating solution (u (n) , ρ (n) ). In the next step, by using uniform estimates, it can be shown that such a solution can be extended to all positive times. Finally, one passes to the limit n → ∞, thus obtaining a solution to the original problem (3.7) satisfying the properties stated in the lemma. For full details, we refer the reader to [23, Proposition 7 .43] (see also [6] ).
Vanishing artificial viscosity limit
Our next objective is to let d to zero in (3.7), within the class of solutions determined in the previous lemma. Let (u d , ρ d ) be a solution in such a class. From (3.9) we get the following estimates
where C is independent of d. Further, proceeding as in [6] , we test (3.7) 1 by ψ(t) div
With the help of (3.11), we will show uniform (in d) bounds for each of the terms I i . This bound is obvious for I 1 and I 8 . Moreover, by Hölder inequality, and the following one
we show
where we use the fact that div −1 (g) r ≤ g r whenever g ∈ L r (C) with g · n| ∂C = 0. Similarly,
where we also employed (3.10). The estimate for I 5 follows easily from Hölder inequality:
Furthermore,
Finally,
As a consequence we get
with C independent of d. All the above estimates combined with (3.10) give
where by p b (ρ) we denote the weak limit of p b (ρ). We now test (3.7) 1 by Φ ∈ V(S) and integrate over S × (t
Similarly as in [23] one then shows the equicontinuity of 
As an immediate consequence we have
In the same way as in [23, Section 7.9] we get
As a result of these considerations, we conclude
It remains to show p b (ρ) = p(ρ) + bρ β .
Effective viscous flux
3.5 Lemma. It holds
for all ψ ∈ D(0, T ) and Φ ∈ D(C).
Proof. The proof is just a modification of the proof of Lemma 3.2 in [6] . The additional terms do not bring any substantial troubles.
The functions ρ and v solve the continuity equation in a renormalized sense, i.e.
We take b(z) = z log(z) and we integrate (3.12) to deduce
Similarly, from (3.7) 2 we deduce
These two identities together with Lemma 3.5 yield lim sup
and, by Minty's trick, we get p b (ρ) = aρ γ + bρ β ; see [6, Section 3.5] for more details. The results obtained in this subsection then prove existence of a weak solution to the following problem
satisfying (2.9) 4,5 , along with the energy inequality (3.9).
Vanishing artificial pressure limit
We need to relax our hypothesis on initial data. In order to do so, we follow [6, Section 4] and construct initial data in such way that
Now, let (u b , ρ b ) be a solution to (3.13) corresponding to the given initial data. In this section we shall study its behavior when b → 0. Similarly as we showed earlier on, we may get higher integrability property for the density. Namely, there exists θ > 0 such that
where c is independent of b. Such an improvement can be achieved by standard methods, and we refer reader to [6, Section 4] for details. This, together with energy inequality (3.9), implies
Also, by (3.14) we get bρ
Further, from (3.15) 3 we get ω u b → ω u , and
This convergence yields that ρ and u satisfy
s 2 ds for z ≥ k, and where T k (z) = 2k for z > 3k and z ≥ 3k and T k is concave. We get
and
From (3.17) we get
and, since z log(z) ≈ L k (z),
From (3.17) and (3.18) we deduce, after passing to a limit with
Again as in [6, Section 4] we may show that the right-hand side of (3.19) tends to zero as k → ∞.
This gives ρ log(ρ)(t) = ρ log(ρ)(t) for all t ∈ [0, T ] and it implies the strong convergence of ρ b in L 1 ((0, T ) × C). This completes the proof of Theorem 3.2.
Existence of strong solutions
Our next goal is to study the asymptotic behavior of weak solutions. As pointed out in [10] , the investigation of this property in the class of weak solutions corresponding to data of arbitrary "size" appears to be an extremely challenging problem. However, the task is somehow simplified if we assume that the initial data are sufficiently smooth and "small". In fact, in such a case, one can construct a global, "strong" solution possessing the regularity properties necessary to carry out the above investigation and that, in the following Theorem 5.2, we shall prove to coincide with the weak solution corresponding to the same data. Thus, the main objective of this section is to present the relevant results available about this problem and, in doing so, we shall rely upon our recent work [10] . Since details of proofs can be found there, we highlight just the main ideas. We begin to introduce "strong" solutions and furnish their existence, at least in some open interval of time. To this end, consider the following set of equations ρ. Proceeding as in Section 3, we show that every sufficiently smooth solution to (4.1) is, in fact, a solution to (2.9), which, as shown earlier on, is equivalent to (2.11).
The following existence and uniqueness result holds.
is a solution to ( 2.12), ( 4.1). Moreover, this solution is unique in its own class.
This result can be achieved by employing the method introduced in [26] . The main ingredients are the Schauder fix point argument combined with regularity results for the continuity equation and a suitable elliptic problem. We refer to [10, Section 4] for its proof.
The solutions constructed in Theorem 4.1 can be extended to a time interval (0, T ) for arbitrary T ∈ R + provided the magnitude of the initial data is restricted in an appropriate sense. We introduce some further notation. Specifically, we denote by [ · ] k the sum of L 2 -norms involving only interior (in C) and tangential derivatives (at ∂C) of order k, and by ]| · |[ k , [| · |] k suitable norms equivalent to the norm · k,2 -more can be found in [10, Section 5] . We set
We also put
representing (twice) the total energy of the coupled system. The following theorem holds.
solving ( 2.11), ( 2.12). Moreover,
Remark 4.1. It is worth observing that existence of strong solutions only requires γ > 1, whereas in the analogous result for weak solutions (Theorem 3.2) we need γ > 3/2
On the Weak-Strong Uniqueness Property
Our goal in this section is to show that the weak solution constructed in Theorem 3.2 and the strong solution of Theorem 4.2 coincide, so that, for "small" initial data it is regular for all times.
In doing this, we shall follow the ideas developed in [7, 18, 2] . We begin to derive the relative entropy inequality. We recall that the entropy functional E(ρ, u, r, U ) with respect to [r, U ] is defined by
where
Notice that [7, Section 4 ]
The following result holds.
Lemma.
Let all assumptions of Theorem 3.2 be satisfied, let (ρ, u, ω u , ξ u ) be a weak solution to (2.9) satisfying the energy inequality. Then (ρ, u) satisfies the relative entropy inequality
Proof. From Definition 3 we know that the energy inequality is satisfied
Next, in the weak formulation (3.4) we take ϕ = U to get
Also, (5.3)−(5.4) together with the continuity equation yield 6) and, again by the continuity equation,
the claimed relative entropy inequality is obtained by summing, side by side, (5.5), (5.6) and (5.7).
Remark 5.1. We wish to emphasize that the relative entropy inequality is valid for all suitable test function r, U , which, in addition, are in the space V(S).
We are now in a position to show the weak-strong uniqueness property.
Theorem.
Let all assumptions of Theorem 3.2 be satisfied, and let w ≡ (ρ, u, ω u , ξ u ) be a weak solution to (2.9) obeying the energy inequality. Moreover, let s ≡ (r, U , Ω U , Ξ U ) be the strong solution to (2.9) constructed in Theorem 4.1 and corresponding to the same initial data. Then w = s on the time interval where the strong solution exists.
Proof. Our objective is to show that the right-hand side of (5.2) can be increased by a a suitable combination of space-time integral of the entropy functional and dissipation, that is,
for some "small" δ > 0. To this end, we begin to show a basic inequality. For any (real or vectorial) function f : S → R (or R 3 ) we introduce essential and residual part as follows
From Theorem 4.1 we deduce that there exist r 0 > 0 and r 1 < ∞ such that r 0 < r(t, x) < r 1 . As a result, we infer
Further, we get
|ρ − r||U − u| dxdt =:
Also,
where we have employed (5.9). In order to estimate the first term on the right-hand side of (5.13), we observe that, recalling the definition (2.10) of v (and the analogous one for V ), we have
By a straightforward computation, we get
Therefore, from the latter and Poincaré inequality we deduce
Moreover, we observe that, by the very definition of inertia tensor (see (2.2)) we have
which implies
We thus may infer
where, in the last step, we have used the obvious relation (see (5.1))
Finally, recalling that both (u, ξ) and (U , Ξ) obey (2.9) 5 , along with the regularity properties of ρ, we infer
Consequently, from (5.13)-(5.20) we conclude
21) which is the inequality we wanted to show. We are now in a position to outline the proof of (5.8). By using the linear momentum equation for the strong solution, we can show In view of the regularity properties of (r, U ), and with the help of Schwarz inequality and (5.21), we obtain
Moreover,
To prove the latter, we begin to notice that by Schwarz inequality, the smoothness properties of U , and (5.19) we obtain
Also, again recalling the definition (2.10) of v (and the analogous one for V ), we get 
Collecting the above information and combining them with (??), we end up with the following inequality Further, using the continuity equation for the strong solution,
Consequently, (5.27) furnishes
and the weak-strong uniqueness is an easy consequence of the Gronwall inequality.
Steady-State Solutions
Once the coincidence of a weak solution with a strong one (with same data) has been established, its asymptotic behavior can be studied by the arguments used in [10] , and that we will briefly outline in the remaining part of this article. In analogy with the incompressible case [5] , one guesses that the terminal state of the generic solution will be steady.
With this in mind, we begin by characterizing the set of all steady-state solutions to (2.11) in a very general function class. Sufficient conditions for their existence will be postponed till the next section.
From (2.11) we deduce that steady-state solutions must satisfy the following set of equations
If we formally dot-multiply (6.1) 1 by ϕ ∈ C ∞ 0 (C) and integrate by parts over C, we get
Likewise, we derive from (6.1) 2 that
with C b a constant that may depend on b, again from (6.1) 2 we deduce the "renormalized" continuity equation
We then say that the quadruple (ρ, u, ω, ξ) is a renormalized weak solution to (6.1) if, for some (6.3), and, in addition, (6.5) in the sense of distributions in the whole of R 3 , with ρ and v prolonged by 0 outside C with b satisfying (6.4) and the following assumptions
The next lemma, proved [10, Lemma 1], shows that steady-state weak solutions may occur only if the fluid is at rest relative to B, namely, the coupled system S moves, as a whole, by rigid motion.
6.1 Lemma. Let (ρ, u, ω, ξ) be a renormalized weak solution to ( 6.1).
from the previous lemma and (6.1) we easily show that any weak solution to (6.1) must be then of the form (ρ s , v ≡ 0, ω s , ξ s ), with ρ s , ω s , and ξ s satisfying the following system of equations:
where m S is the mass of S andĨ C :=Ī(ρ s ) is (for ρ s > 0) the inertia tensor with respect to C of the fluid in the steady-state configuration. We notice that, if ρ s (x) > 0 in C, then by a simple boot-strap argument from (6.7) 1 it follows that, in fact, ρ s ∈ C ∞ (C). Set
and define
The following result, proved in [10, Lemma 2] , clarifies the physical meaning of I g .
6.2 Lemma. For any (sufficiently smooth) ρ = ρ(x) > 0, the tensor
is symmetric and positive definite. Moreover, denoting by G = G(ρ) the center of mass of S, I(ρ) coincides with the inertia tensor of S with respect to G.
Collecting the results stated in the two previous lemmas one can easily show the following characterization of the class of weak solutions to (6.1).
6.3 Proposition. Let (ρ s , u s , ω s , ξ s ) be a weak solution to ( 6.1) with ρ s > 0. Then
while ρ s , ω s and ξ s satisfy the following equations
(6.11)
6.4 Remark. The existence of solutions to (6.11) (or, equivalently, weak solutions to (6.1)) will be addressed in the next section; see Remark 7.4.
Long time behavior of weak solutions
This final section is devoted to the long time behavior of a weak solution to (2.9), (2.12) (see Theorem 3.2) corresponding to initial data satisfying the assumptions of Theorem 4.2. As we have shown in Section 5, the weak solution must then coincide with the strong solutions constructed in Theorem 4.2. However, for the latter, the asymptotic behavior in time has been completely characterized in [10] under suitable assumptions on the mass distribution of the coupled system and for "sufficiently small" Mach number. For completeness, in what follows we shall collect the main steps established in [10] that lead to this result. The starting point is the investigation of Ω-limit set, defined as follows.
7.1 Definition. Let (v, ρ, ω u , ξ u ) be a solution constructed in Theorem 4.2. The corresponding
is the set of all (v,ρ,ω,ξ), for which there exists an increasing, unbounded sequence {t n } ⊂ (0, ∞) such that lim n→∞ v(t n ) −v 2 + ρ(t n ) −ρ 2 + |ω u (t n ) −ω| + |ξ u (t n ) −ξ| = 0. (ii) Every element of the set is of the form (0,ρ,ω,ξ) withρ ∈ (ρ/2, 3/2ρ).
(iii) It is invariant under solutions constructed in Theorem 4.2.
The next result shows that Ω(v, ρ, ω u , ξ u ) is a subset of the set of steady-state solutions. where I(ρ s ) is defined in (6.9), M 0 is the magnitude of the initial angular momentum M defined in (2.11) 4 , and, we recall, m F is the mass of the fluid.
7.4 Remark. Since the Ω-limit set is not empty, by the previous lemma we deduce that the set of solutions to (6.11) (or, equivalently, weak solutions to (6.1)) is not empty as well.
If the initial total angular momentum is 0, then the final state is the trivial singleton. In fact, we have the following. 7.6 Remark. Theorem 7.5 is (for small initial data) the compressible counterpart of the same result shown in [24] in the incompressible case.
In the general case M 0 = 0 -unlike the incompressible case [5] , [9] -it is still an open question to ascertain whether the Ω-limit becomes a singleton. However, one can show the following result.
7.7 Lemma. [10, Lemma 9] Suppose the eigenvalues of I(ρ) are distinct. Then, there exists a 0 > 0 6 such that if a > a 0 , the Ω−limit set associated to a generic solution of Theorem 4.2 reduces to a singleton.
Some comments about the physical meaning of the tensor I(ρ) are in order. Precisely, suppose we replace the compressible fluid, F , in the cavity with a fluid,F , of constant densityρ ≡ m F /|C|. Also, denote byḠ the center of mass of the coupled systemS := B ∪F. Then (Lemma 6) I(ρ) is the inertia tensor ofS with respect toḠ. The results collected so far then lead to the following main finding, whose proof is given in [10, Theorem 4].
7.8 Theorem. Let C be of class C 4 and let (u, ρ) be a generic solution given in Theorem 3.2, corresponding to initial data satisfying the assumptions of Theorem 4.2. Suppose M 0 = 0, and that the three eigenvalues of the tensor I(ρ) are all distinct. Then, there exists a 0 > 0 such that if a > a 0 , (ρ, u) tends, as t → ∞, in appropriate norms to a uniquely determined solution (ρ s , ω s , ξ s ) to (6.1). Therefore, the terminal motion of the coupled system S reduces to a uniform rotation around an axis parallel to the (constant) angular momentum, M 0 , of S and passing through its center of mass G.
