INTRODUCTION
Snow is an important component of the Earth's surface.
Because of its importance from both a scientific and resource management standpoint, accurate monitoring of snow cover extent is an important research goal in the geoscience. The high spatial resolution and numerous MODIS spectral bands in the 0.4 to 2.5 µm wavelength region allow more accurate monitoring of snow cover extent on a global basis than is possible with other operational satellites.
Medium spatial resolution remotely sensed imagery is comparatively very cheap, but has a critical drawback "mixed" pixels. The problem leads to mis-classification of snow covered areas. Mixture modelling is becoming an increasingly important tool in the remote sensing community as researchers attempt to resolve the sub-pixel, mixture information, which arises from the overlapping land cover types within the pixel's instantaneous field of view.
In the paper, I tested four different sub-pixel analysis The FCM is based on minimization of the following objective function to U, a fuzzy c-partition of the data set, and to V,a set of K prototype:
B. Fuzzy c-means Clustering
Where m is any real number greater than 1, U ij is the degree of member of X j in the cluster i, X j is the jth of d-dimensional measured data, V i is the dimension of the cluster.
Fuzzy partition is carried out through an iterative of (3) with the update of membership uij and the cluster centers V i 
C. Back-Propagation Neural Network
Since the mid 1980 , s ,artificial neural networks have been increasingly applied to diverse remote sensing analyses to overcome the limitations of traditional statistical methods and to fully utilize the potential of newly deployed satellite sensors. It has been applied on sub-pixel classification. [3] Back-propagation is a supervised learning algorithm that applies to non-linear, multilayer, feed-forward structure of nodes (networks). The architecture of a BP network refers to the way it decodes information, that is the direction of information during recall. In a BP neural network the nodes are organized in input, hidden, and output layers, as Figure 1 .
D. Support Vector Machine
The principle of the SVM-based solution for the learning process is very briefly described below [4] . Suppose that the training data:
can be separated by a hyperplane:
The set of vectors is said to be optimally separated by the hyperplane if it is separated without error and the distance between the closest vector to the hyperplane is maximal.
A separating hyperplane in canonical form must satisfy the following constraints,
Then the hyperplane that optimally separates the data is the one that minimises .2) as an example is shown in figure 3 .
In FCM, the fuzzy membership value is not linearly correlated with the class proportion. To utilize the fuzzy membershipvaue to estimate the actual composition of snow in a mixed pixel, simulated data is created through mixing the endmenbers spectral value. The simulated data and the image data is applied together in FCM, and the relation is found.
The simulated data is also took as training data to establish the networks in BP neural networks algorithm. The parameter in BP is set up by testing again and again.
The training data in SVM is selected manually from image, the data is split into two base class: snow and non-snow (soil, grass, shrubs, etc), image 5( fig.2) as an example is shown in figure 3 .
IV.
RESULT and CONCLUTION
The result of unmixing for snow is shown in table in TABLEⅠ. In FCM , only the pixels that the percent of snow cover area in it is greater than 15% are count,because previous work showed lower accuracy when the proportion is less than 15%.
The error of SVM is less than 4.4% as compared to the reference data from Aster image classification and the average of error is 1.9%, the least error just is 0.004%. The error of LMM is less than 3.26% compared to the reference data from
Aster image classification and the average of error is 5.1%, the least error is 0.14%. The error of BPNN is less than 3.26% ompared to the reference data from Aster image classification and the average of error is 3.4%, the least error is 0.79%. The relative error between FCM and LMM is less than 2.08% ,and most of them is less than 0.5%. In summary, all of the four sub-pixel algorithms for MODIS snow mapping described previously provided considerable accuracy of snow cover area, and LMM and SVM method provided the best estimates of the snow cover components.
The linear mixture assumption of the endmembers spectra of LMM is upheld to a large extent as evidenced by the rather high accuracy of snow cover estimation. The results of this study provide comprehensive information of the utility of sub-pixel analysis for the estimation of snow cover components and suggest that the comparatively accurate snow cover estimation is attainable from medium resolution satellite imagery. These results are significant in that they demonstrate that medium resolution remotely sensed imagery such as Modis provide a cost effective image data source for snow monitoring.
