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Abstract
Following Smale, we study simple symmetric mechanical systems of n point particles
in the plane. In particular, we address the question of the linear and spectral stability
properties of relative equilibria, which are special solutions of the equations of motion.
Our main result is a sufficient condition to detect spectral (hence linear) instability.
Namely, we prove that if the Morse index of an equilibrium point with even nullity is
odd, then the associated relative equilibrium is spectrally unstable. The proof is based
on some refined formulæ for computing the spectral flow.
As a notable application of our theorem, we examine two important classes of singular
potentials: the α-homogeneous one, with α ∈ (0, 2), which includes the gravitational case,
and the logarithmic one. We also establish, for the α-homogeneous potential, an inequality
which is useful to test the spectral instability of the associated relative equilibrium.
MSC Subject Class : Primary 70F10; Secondary 37C80.
Keywords : linear instability, relative equilibria, spectral flow, partial signatures, n-body
problem, α-homogeneous potential, logarithmic potential.
1 Introduction
Simple mechanical systems are a special class of Hamiltonian systems in which the Hamiltonian
function can be written as the sum of the potential and kinetic energies. The search for special
orbits, such as equilibria and periodic orbits, and the understanding of their stability properties
are amongst the major subjects in the whole theory of Dynamical Systems.
In 1970, in one of his famous papers [25], S. Smale, following the ideas sketched out by
E. Routh in [24], examined the stability of relative equilibria of simple mechanical systems
with symmetries. For a general system of this kind, a relative equilibrium is a dynamical
fixed point (i.e. an equilibrium point) in the reduced phase space obtained by quotienting the
original phase space by the symmetry group. Thus, generally speaking, relative equilibria are
the analogue of fixed points for systems without symmetry (whence their great importance),
yet they can also be viewed as one-parameter group orbits. Of course, the larger the symmetry
∗The authors were partially supported by PRIN 2009 “Critical Point Theory and Perturbative Methods for
Non-Linear Differential Equations”.
12010 Mathematics Subject Classification: Primary 35L05, 35P15; Secondary 53D12, 35B05.
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group is, the richer the supply of relative equilibria becomes. For a system of particles in the
plane described in the coordinates of the centre of mass, subject to the action of the rotation
group SO(2) — like the one that we examine here — relative equilibria are solutions in which
the whole system rotates with constant angular velocity around the barycentre. For this reason
they are also called dynamical motions in steady rotation.
Given a relative equilibrium, it is natural to investigate its stability properties in order
to understand the dynamical behaviour of the orbits nearby. Two of the main methods used
to study the stability of relative equilibria are the Energy-Casimir method and the Energy-
Momentum method ; however, even when applicable, they do not give any information about
the instability without further investigation. One of the few feasible methods to study the
matter of stability is to show that the Hamiltonian H, or some other integral, has a maximum
or minimum at a critical point: if the maximum or minimum is isolated then H is a Lyapunov
function and the equilibrium point is stable. Unfortunately, in the n-body context, it is easy
to see (cf. [19, page 86]) that this approach never works in the case of relative equilibria, and
for this reason it is hopeless to try to prove their stability (or instability). Instead of that, we
concentrate here on the notions of linear and spectral stability (see Subsection 2.2 for their
definition): we linearise the Hamiltonian system around a relative equilibrium and analyse its
features. This involves the computation of the spectrum of a Hamiltonian matrix, which is
symmetric with respect to both axes in the complex plane. A direct consequence of this fact
is that relative equilibria are never asymptotically stable.
In studying symmetric systems of particles it is usual to introduce the so-called augmented
potential UΞ, which is equal to the potential of the system plus a term coming from the
centrifugal forces (cf. [15] and references therein). The reason is that relative equilibria are
precisely the critical points of this modified potential (see [25]).
Our main result reads as follows (see Theorem 4.1 and Section 4 for a more precise state-
ment, further details and the proof).
Theorem. Let x¯ be a critical point of the augmented potential and assume that it has even
nullity. If iMorse(x¯) is odd, then the relative equilibrium corresponding to x¯ is spectrally unsta-
ble.
An immediate consequence is the following.
Corollary. Let x¯ be a critical point of the augmented potential. If its Morse index or its
nullity are odd then the corresponding relative equilibrium is linearly unstable.
The main tool that we use in the proof of this theorem is the spectral flow (in the very
elementary case of Hermitian matrices). We recall that this is a well-known integer-valued
homotopy invariant of paths of self-adjoint Fredholm operators introduced by M. F. Atiyah,
V. K. Patodi and I. M. Singer in [3]. In finite-dimensional situations it is nothing else but
the difference of the Morse index at the endpoints (see Section 3 for its definition and Ap-
pendix A for its main properties). Up to perturbation, non-degeneracy and transversality
conditions, this invariant can be computed in terms of the so-called crossing forms, which,
intuitively speaking, counts in an appropriate way the net number of eigenvalues crossing the
value 0 in a transversal way. In our setting this need not be the case; however, the third
author developed in other papers (see for instance [9], or Appendix A for a short descrip-
tion) a non-perturbative analysis of the non-transversal intersections. The reason behind the
choice of a non-perturbative technique lies in the fact that, in general, perturbative methods
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preserve global invariants but completely destroy the local information concerning the single
intersection. By means of this theory, based on what has been termed partial signatures, we
have been able to prove Theorem 4.1.
The main applications of our result (see Section 5) are directed towards the α-homogeneous
and the logarithmic potentials, although also some other interesting classes can be reformu-
lated in our framework, such as the Lennard-Jones interaction potential. Our theorem offers
indeed a unifying viewpoint of all these quite different situations, since the property that it
unravels descends only from the rotational invariance of the mechanical system. All of these
potentials are extensively studied in literature: the α-homogeneous ones are the natural gen-
eralisation of the gravitational attraction (α = 1) and they are employed in different atomic
models, whilst the logarithmic potential naturally arises when looking from a dynamical view-
point at the stationary helicoidal solutions of the n-vortex filaments model, which is popular
and useful in Fluid Mechanics. See [22, 26, 7] and references therein for the homogeneous
cases, [21] for the logarithmic one and [4] for a general overview.
To detect a relative equilibrium in an n-body-type problem means to determine a moving
planar central configuration of the bodies which solves Newton’s equations and in which the
attractive force is perfectly balanced by the centrifugal one. This is currently the only way
known to obtain exact solutions, albeit finding central configurations amounts to solving a
system of highly nonlinear algebraic equations and is therefore very hard (see [19] for the
Newtonian case and [8] for the α-homogeneous one).
Being invariant under the symmetry group of Euclidean transformations and admitting
linear momentum, angular momentum and energy as first integrals, n-body-type problems
are highly degenerate. This in particular yields Jacobians with nullity 8 (cf. [16, 17] for the
gravitational force), but only in an inertial reference frame: indeed, if we move (as we do) to
a suitable uniformly rotating coordinate system (so that the relative equilibrium becomes an
effective equilibrium) six out of the eight eigenvalues produced by the first integrals depend
on the angular velocity. This is not surprising at all, since linear stability properties strongly
depend on the choice of the frame of the observer. For this reason, studying the case α = 1,
R. Moeckel in [19] defined the linear and spectral stability by ruling out all the eigenvalues
linked to this kind of degeneracy. In the same context, K. R. Meyer and D. S. Schmidt con-
cluded in [18] a deep study of the linearised equations: in particular, they introduced a suitable
system of symplectic coordinates in which the matrices are block-diagonal, with one block rep-
resenting the translational invariance of the problem and another one carrying the symmetries
induced by dilations and rotations. These two submatrices generate the eight eigenvalues
responsible of degeneracy, whilst a third (and last) block contains all the information about
stability, in the sense mentioned above. We observe that an analogous decomposition holds
also for the potentials that we examine (see Subsection 5.2).
In this picture, it is worthwhile to mention a conjecture on linear stability stated by
Moeckel, which we report here.
Moeckel’s Conjecture (cf. [2, Problem 16]) — In the planar Newtonian n-body
problem, the central configuration associated with a linearly stable relative equi-
librium is a non-degenerate minimum of the potential function restricted to the
shape sphere (i.e. the SO(2)-quotient of the ellipsoid of inertia).
This conjecture is still unproved; however, X. Hu and S. Sun have made some progress. More
precisely, they showed in [11] that if the Morse index or the nullity of a central configuration
(viewed as a critical point of the potential restricted to the shape sphere) are odd, then the
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corresponding relative equilibrium is linearly unstable. Therefore the central configurations
giving rise to linearly stable relative equilibria should correspond to a critical point with even
Morse index and nullity. The main result in [11] is the first attempt towards the understanding
of the relationship (if there is any) between two dynamics: the gradient flow on the shape
sphere and Hamilton’s equations in the phase space.
The contribution of our paper in this setting is twofold:
1. We provide a complete and detailed proof of the result on linear instability proved in
[11] and we extend it to a very general class of interaction potentials by using spectral
flow techniques.
2. We prove a result on spectral instability by means of the theory of partial signatures
previously developed in [9]. Note that our Corollary 5.8 is actually the main result in
[11] (written there in the gravitational setting only).
Moeckel’s Conjecture can thus be adapted to the class of potentials that we study; accordingly,
we reformulate it as follows:
Conjecture— In planar SO(2)-symmetric mechanical systems, a critical point of
the augmented potential associated with a linearly stable relative equilibrium, is
a non-degenerate minimum.
We cast some light on this question with Theorem 4.1 and with Theorem 5.6 in the special
case of n-body-type problems.
Furthermore, following the approach of G. E. Roberts in [23], we are able to give a sufficient
condition for spectral instability of a relative equilibrium (at least in the α-homogeneous case)
in terms of the potential evaluated at a central configuration. It is in fact rather foreseeable
that the linear stability depends also on the homogeneity parameter α (see Subsection 5.4 and
cf. Corollary 5.10 for a precise statement).
Theorem. Let x¯ be a central configuration. If the following inequality holds
n∑
i,j=1
i<j
mi +mj
|x¯i − x¯j|α+2
>
2n + α− 4
α
Uα(x¯)
then the arising relative equilibrium is linearly unstable.
We conclude this section by pointing out that no sufficient condition for detecting the linear
or spectral stability has been found thus far. This question is addressed in a forthcoming paper
[5], where we are trying to establish in a precise way the stability properties of the relative
equilibria by using some symplectic and variational techniques, mainly based on the Maslov
index, index theorems and topological invariants.
The following table of contents shows how the paper is organised.
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2 Description of the problem: setting and preliminaries
In this section we briefly outline the basic definitions and properties of simple mechanical
systems with symmetry, as well as their reduction to the quotient space.
Consider the Euclidean plane R2 endowed with the usual inner product 〈·, ·〉 and let
m1, . . . ,mn be n > 3 positive real numbers which can be thought of as masses. The con-
figuration space of n point particles with masses mi, with i ∈ {1, . . . , n}, will therefore be a
suitable subset X ⊆ R2n (equipped with its Euclidean inner product, which we denote again
by 〈·, ·〉). For any position vector q := (q1, . . . , qn)T ∈ R2n, with qi ∈ R2 (column vector) for
every i ∈ {1, . . . , n}, we can define a norm in R2n through the moment of inertia:1
I(q) := ‖q‖2M := 〈Mq, q〉 =
n∑
i=1
mi |qi|2 ,
where M ∈ Mat(2n,R) is the diagonal mass matrix diag(m1I2, . . . ,mnI2), In is the n × n
identity matrix and |qi| denotes the Euclidean norm of qi in R2.
A simple mechanical system of n point particles onX is described by a Lagrangian function
L : TX → R of the form
L (q, q˙) := K(q, q˙) + U(q),
where K : TX → R is the kinetic energy of the system and U : X → R is its potential function.
This Lagrangian thus equals the difference between the kinetic energy and the potential energy
(−U); in our case we have K(q, q˙) := 12I(q˙).
1What we define here is actually the double of the moment of inertia: we drop the factor 1/2 in order to
make computations lighter in the following.
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Using the mass matrixM , Newton’s equations can be written as the following second-order
system of ordinary differential equations on X:
Mq¨ = ∇U(q), (2.1)
which can of course be transformed into a first-order system as follows. Let us introduce the
Hamiltonian function H : T ∗X → R, defined by
H (q, p) :=
1
2
〈M−1pT, pT〉 − U(q).
Here p := (p1, . . . , pn) ∈ R2n, with pi ∈ R2 (row vector) for all i ∈ {1, . . . , n}, is the linear
momentum conjugate to q. The Hamiltonian system associated with (2.1) is the first-order
system of ordinary differential equations on the phase space T ∗X ∼= X × R2n given by{
q˙ = ∂pH = M
−1pT
p˙T = −∂qH = ∇U(q).
(2.2)
We shall consider simple mechanical systems with an SO(2)-symmetry, meaning that the group
SO(2) acts properly on X through isometries that leave the potential function U unchanged.
It follows that the Lagrangian and the Hamiltonian are SO(2)-invariant under the natural lift
of this action to TX and to T ∗X, respectively.
2.1 Relative equilibria
Among all the solutions of Newton’s Equations (2.1), as already observed, the simplest are
represented by a special class of periodic solutions called relative equilibria.
In the following and throughout all this paper, the matrix
J2n :=
(
0 −In
In 0
)
will denote the complex structure in R2n, but it will always be written simply as J , its
dimension being clear from the context.
Let eωJt =
(
cosωt − sinωt
sinωt cosωt
)
be the matrix representing the rotation in the plane with
angular velocity ω. In order to rewrite Hamilton’s Equations (2.2) in a frame uniformly
rotating about the origin with period 2pi/ω, we employ the following symplectic change of
coordinates: {
x := R(t) q
yT := R(t) pT
where R(t) is the 2n × 2n block-diagonal matrix diagn(eωJt, . . . , eωJt). Since a symplectic
change of variables preserves the Hamiltonian structure, in these new coordinates System (2.2)
is still Hamiltonian and transforms as follows:{
x˙ = ∂yĤ = ωKx+M
−1yT
y˙T = −∂xĤ = ∇U(x) + ωKyT
(2.3)
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where K is the 2n× 2n block-diagonal matrix diagn(J, . . . , J) and Ĥ is the new Hamiltonian
function given by
Ĥ (x, y) :=
1
2
〈M−1yT, yT〉 − U(x) + ω〈Kx, yT〉. (2.4)
From the physical point of view, the term involving K is due to the Coriolis force.
An equilibrium for System (2.3) must satisfy the conditions{
ωKx+M−1yT = 0
∇U(x) + ωKyT = 0,
which, taking into account that [K,M ] = 0 and that K2 = −I, can be rewritten as{
yT = −ωMKx
M−1∇U(x) + ω2x = 0. (2.5)
Setting now Ξ := ωK, it is easy to see that the Hamiltonian Ĥ defined in (2.4) coincides
with the augmented Hamiltonian function
HΞ(x, y) := KΞ(x, y)− UΞ(x),
where
KΞ(x, y) :=
1
2
∥∥∥M−1yT + Ξx∥∥∥2
M
is the augmented kinetic energy and
UΞ(x) := U(x) +
1
2
‖Ξx‖2M . (2.6)
is called the augmented potential function. In terms of these augmented quantities, Sys-
tem (2.5) becomes {
yT = −MΞx
∇UΞ(x) = 0
and we have the following definition.
Definition 2.1. The point (x¯, y¯) ∈ T ∗X is a relative equilibrium for Newton’s Equations (2.1)
with potential U if both the following conditions hold:
1) y¯T = −MΞx¯;
2) x¯ is a critical point of the augmented potential function UΞ.
Let us now consider the autonomous Hamiltonian System (2.3) in R4n: by grouping vari-
ables into z := (xT, y)
T
, it can be written as follows:
z˙(t) = −J∇Ĥ (z(t)). (2.7)
Linearising it at the relative equilibrium z¯ := (x¯T, y¯)
T
, we obtain the linear autonomous
Hamiltonian system
z˙(t) = −JBz(t), (2.8)
where B is the constant 4n× 4n symmetric matrix given by
B :=
(−D2U(x¯) ΞT
Ξ M−1
)
. (2.9)
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2.2 Linear and spectral stability for autonomous Hamiltonian systems
We now recall some basic definitions and well-known facts about the linear stability of au-
tonomous Hamiltonian systems, starting with the definition of the symplectic group and its
Lie algebra. The reader is invited to consult, for instance, [1] for more details.
The (real) symplectic group is the set
Sp(2n,R) :=
{
S ∈ Mat(2n,R)
∣∣∣ STJS = J } .
Symplectic matrices correspond to symplectic automorphism of the standard symplectic space
(R2n,Ω), where Ω is the standard symplectic form represented by J via the standard inner
product of R2n, i.e. Ω(u, v) := 〈Ju, v〉 for every u, v ∈ R2n.
By differentiating the equation HTJH = J and evaluating it at the identity matrix, we
find the characterising relation of the Hamiltonian matrices: the Lie algebra of the symplectic
group is defined as
sp(2n,R) :=
{
H ∈ Mat(2n,R)
∣∣∣ HTJ + JH = 0 } ,
and its elements are called Hamiltonian or infinitesimally symplectic.
Remark 2.2. Since Sp(2n,R) is a matrix Lie group and sp(2n,R) is its Lie algebra, the ex-
ponential map exp : sp(2n,R) → Sp(2n,R) coincides with the usual matrix exponential, and
therefore we have that H is a Hamiltonian matrix if and only if exp(H) is symplectic. It
follows that λ ∈ σ(H) if and only if eλ ∈ σ(exp(H)).
The next proposition recollects the symmetries of the spectra of Hamiltonian and sym-
plectic matrices.
Proposition 2.3. The characteristic polynomial of a symplectic matrix is a reciprocal poly-
nomial. Thus if λ is an eigenvalue of a real symplectic matrix, then so are λ−1, λ, λ−1.
The characteristic polynomial of a Hamiltonian matrix is an even polynomial. Thus if λ
is an eigenvalue of a Hamiltonian matrix, then so are −λ, λ, −λ.
Proof. See [17, Proposition 3.3.1].
Remark 2.4. It descends directly from Proposition 2.3 that the spectrum of a Hamiltonian
matrix H is, in particular, symmetric with respect to the real axis of the complex plane.
Moreover, 0 has always even (possibly zero) algebraic multiplicity as a root of the characteristic
polynomial of H.
We now present the definition of spectral and linear stability for Hamiltonian matrices, in
view of the fact that these are the ones on which we shall focus in our analyses.
Definition 2.5. A Hamiltonian matrix H ∈ sp(2n,R) is said to be spectrally stable if σ(H) ⊂
iR, whereas it is linearly stable if σ(H) ⊂ iR and in addition it is diagonalisable.
This concept is easily adapted to symplectic matrices by using the exponential map, as
explained in Remark 2.2, and by remembering that the imaginary axis of the complex plane is
the Lie algebra of the unit circle U in the same plane (cf. Remark 2.4). Indeed, a symplectic
matrix S is said to be spectrally stable if σ(S) ⊂ U and, as before, the property of linear
stability requires in addition the diagonalisability of S.
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A linear autonomous Hamiltonian system in R2n has the form
ζ˙(t) = JAζ(t), (2.10)
where A is a symmetric matrix. Being it autonomous, its fundamental solution can be written
in the explicit form
γ(t) := exp(tJA).
The definition of spectral and linear stability for this kind of systems is given in accord
with Definition 2.5.
Definition 2.6. The linear autonomous Hamiltonian System (2.10) is spectrally (resp. lin-
early) stable if the symplectic matrix exp(JA) corresponding to its fundamental solution at
time t = 1 is spectrally (resp. linearly) stable. We say that System (2.10) is degenerate if
0 ∈ σ(JA), or equivalently if 1 ∈ σ(exp(JA)), and non-degenerate otherwise.
We conclude the subsection by reporting a criterion for linear stability of symplectic ma-
trices, in order to complete our brief recollection of definitions and results on this topic. We
also point out that we are not aware of any existing proof of this lemma. In the following, the
symbol ‖ · ‖
L (H) will denote the norm of a bounded linear operator from the Hilbert space H
to itself.
Lemma 2.7. A matrix S ∈ Sp(2n,R) is linearly stable if and only if
sup
m∈N
‖Sm‖
L (R2n) < +∞.
Proof. If S is linearly stable, then in particular it is similar to a diagonal matrix D through
an invertible matrix P , so that we have
sup
m∈N
‖Sm‖
L (R2n) = sup
m∈N
∥∥P−1DmP∥∥
L (R2n)
6
∥∥P−1∥∥
L (R2n)
‖P‖
L (R2n) sup
m∈N
‖Dm‖
L (R2n)
=
∥∥P−1∥∥
L (R2n)
‖P‖
L (R2n) < +∞,
where the last equality holds true because all the eigenvalues of S (and hence those of D) lie
on the unit circle.
Vice versa, if S is not linearly stable then it is not spectrally stable or it is not diagonalisable
(or both). If it is spectrally unstable there exists, by definition, at least one eigenvalue λ /∈ U,
and we can assume, by the properties of the spectrum of symplectic matrices, that |λ| > 1.
Writing S in its Jordan form (possibly diagonal) and computing Sm yields on the diagonal
a power λm, whose modulus diverges as m → +∞. Hence ‖Sm‖
L (R2n) → +∞. If S is not
diagonalisable, then there exists at least one Jordan block of size k > 2 (say) relative to the
eigenvalue λ. Its m-th power has the form
λm mλm−1 0 . . . . . . 0
0 λm mλm−1 0 . . . 0
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
0 . . . . . . . . . . . . . . . . 0 λm mλm−1
0 . . . . . . . . . . . . . . . . . . . 0 λm
 ,
and therefore even in this case (regardless of the fact that λ ∈ U or not) the norm of Sm tends
to +∞ as m goes to +∞.
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3 Auxiliary results
In this section we present the lemmata and the propositions needed in the proof of the main
results in Section 4. We first introduce some notation and definitions; for further properties
we refer to Appendix A.
3.1 Notation and definitions
Let H be, throughout all this paper, a finite-dimensional complex Hilbert space (we shall
specify its dimension when needed). We denote by B(H) the Banach algebra of all (bounded)
linear operators T : H → H and by Bsa(H) the subset of all (bounded) linear self-adjoint
operators on H. For a subset A ⊆ B(H), the writing G A indicates the set of all invertible
elements of A .
Definition 3.1. For any T ∈ Bsa(H), we define its index n−(T ), its nullity ν(T ) and its
coindex n+(T ) as the numbers of its negative, null and positive eigenvalues, respectively. Its
extended index and the extended coindex are defined as
n−ext(T ) := n
−(T ) + ν(T ), n+ext(T ) := n
+(T ) + ν(T ).
The signature sgn(T ) of T is the difference between its coindex and its index:
sgn(T ) := n+(T )− n−(T ).
Remark 3.2. We shall refer to the index n−(T ) of a self-adjoint operator T ∈ Bsa(H) also as
its Morse index, which will be denoted by iMorse(T ).
Definition 3.3. Let X be a topological space, Y ⊆ X a subspace and a, b ∈ R, with a < b.
We denote by Ω(X,Y ) the set of all continuous paths γ : [a, b] → X with endpoints in Y .
Instead of Ω(X,X) we simply write Ω(X). Two paths γ, δ ∈ Ω(X,Y ) are said to be (free)
homotopic if there is a continuous map F : [0, 1] × [a, b] → X which satisfies the following
properties:
i) F (0, ·) = γ, F (1, ·) = δ;
ii) F (s, a) ∈ Y , F (s, b) ∈ Y for all s ∈ [0, 1].
The set of homotopy classes in this sense is denoted by pi1(X,Y ).
Remark 3.4. Note that the endpoints are not fixed along the homotopy; however, they are
allowed to move only within Y .
Taking into account [13, Corollary 3.7], we are entitled to give the following definition:
Definition 3.5. Let a, b ∈ R, with a < b, and let T ∈ Ω(Bsa(H),G Bsa(H)). We define its
spectral flow on the interval [a, b] as:
sf
(
T, [a, b]
)
:= n+ext
(
T (b)
)− n+ext(T (a)).
Remark 3.6. It is worthwhile noting that
sf
(
T, [a, b]
)
= n−
(
T (a)
) − n−(T (b)).
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We now switch to introduce the key notion of crossing.
Definition 3.7. Let a, b ∈ R, with a < b, and let T ∈ C 1([a, b],Bsa(H)). A crossing instant
(or simply a crossing) for the path T is a number t∗ ∈ [a, b] for which T (t∗) is not injective.
We define the crossing operator (also called crossing form) Γ(T, t∗) : ker T (t∗)→ ker T (t∗) of
T with respect to the crossing t∗ by
Γ(T, t∗) := QT˙ (t∗)Q
∣∣
ker T (t∗)
, (3.1)
where Q : H → H denotes the orthogonal projection onto the kernel of T (t∗). A crossing t∗
is called regular if the crossing form Γ(T, t∗) is non-degenerate. We say that the path T is
regular if each crossing for T is regular.
Remark 3.8. The computation of the spectral flow of a path of operators involves the signature
of the crossing form. We point out here that we actually refer to the signature of the quadratic
form associated with the linear map defined in (3.1), that is, we make the following implicit
identification. Given an endomorphism Γ : V → V on a vector space V , it is associated in a
natural way with a bilinear form BΓ : V × V ∗ → R defined by
BΓ(u, f) := f(Γu),
where f ∈ V ∗ is an element of the dual space V ∗ of V . Since V ∗ ∼= V one can then define
BΓ(u, v) := v
TΓu.
The quadratic form associated with Γ is thus the quadratic form associated with BΓ. This
is the justification for the abuse of language and notation that the reader will encounter
throughout the paper.
As last piece of information, we point out that in the rest of the paper we shall denote the
matrix iJ by G.
3.2 Relationships among linear stability, spectral flow and partial signa-
tures
Here are the properties and facts that we shall exploit later to prove our main theorem.
In this subsection we identify the Hilbert space H with C4n and consider the affine path
D : [0,+∞)→ Bsa(C4n) defined by
D(t) := A+ tG,
where A ∈ Bsa(C4n) is a real symmetric matrix (hence JA is Hamiltonian). Without different
indication, it will be understood that H, A and D are as defined above.
Thanks to the identification H = C4n, we implicitly fix the canonical basis of C4n and
therefore every operator in Bsa(H) is represented by a 4n× 4n complex Hermitian matrix.
We explicitly note that the spectral flow does not depend on the particular inner product
chosen but only on the associated quadratic form (see [10]).
Lemma 3.9. Assume that JA is linearly stable.
Then if A is singular there exist ε > 0 and T > ε such that
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(i) The instant t∗ = 0 is the only crossing for the path D on [0, ε];
(ii) sf
(
D, [ε, T1]
)
= sf
(
D, [ε, T2]
)
for all T1, T2 > T ;
(iii) sf
(
D, [ε, T ]
)
is an even number.
If A is non-singular there exists T > 0 such that
(i) sf
(
D, [0, T1]
)
= sf
(
D, [0, T2]
)
for all T1, T2 > T ;
(ii) sf
(
D, [0, T ]
)
is an even number.
Proof. Since A is symmetric, the matrix JA is Hamiltonian. Therefore its spectrum is sym-
metric with respect to the real axis of the complex plane and kerA (which is equal to ker JA
because J is an isomorphism) is even-dimensional, being JA diagonalisable. Furthermore,
due to the Krein properties of G (see Subsection A.3), the crossing form QλGQλ|Eλ is always
non-degenerate on each eigenspace Eλ.
Hence the hypotheses of Proposition A.5 or of Corollary A.6 (depending whether A is
invertible or not) are fulfilled and this proof reduces to the corresponding one in Appendix A.
Proposition 3.10. Assume that t∗ > 0 is an isolated (possibly non-regular) crossing instant
for the path D. Then, for ε > 0 small enough,
sf
(
D, [t∗ − ε, t∗ + ε]
)
= sgnB1,
where
B1 := 〈G ·, ·〉
∣∣
Ht∗
and Ht∗ is the generalised eigenspace given by
Ht∗ :=
4n⋃
j=1
ker(GA+ t∗I)j .
Proof. We observe that for t ∈ (0,+∞)
D(t) = t
(
1
t
A+G
)
=: t D˜
(
1
t
)
.
Clearly, the spectral flow is invariant by multiplication of a path for a positive real-analytic
function:
sf
(
D, [t∗ − ε, t∗ + ε]
)
= sf
(
D˜,
[
1
t∗
− ε, 1
t∗
+ ε
])
.
Using now Proposition A.11, with C := G and s := 1
t
, we obtain the thesis (observe that the
difference in sign to the local contribution to the spectral flow is due to the change of variable
s := 1
t
).
We now prove the main result of this section by means of the theory of partial signatures
(see Subsection A.2).
Theorem 3.11. If JA is spectrally stable, then n−(A) is even.
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Proof. If we write
D(t) = −J(JA− itI)
we see that t∗ ∈ [0,+∞) is a crossing instant for D if and only if
it∗ ∈ σ(JA) ∩ i[0,+∞).
Indeed, since −J is an isomorphism,
kerD(t) = ker(JA− itI) ∀t ∈ [0,+∞),
and thus there is a bijection between the set of crossing instants t∗ of D and the set of pure
imaginary eigenvalues of JA of the form it∗. Being D an affine path, it is real-analytic, and
the Principle of Analytic Continuation implies that every crossing (be it regular or not) is
isolated, because it can be regarded as a zero of the (real-analytic) map detD(t).
Let us examine the strictly positive crossings. By Proposition 3.10, in a suitable neigh-
bourhood with radius δ > 0 around a crossing t∗ > 0 we see that
sf
(
D, [t∗ − δ, t∗ + δ]
)
= sgnB1,
where B1 and Ht∗ are as in the aforementioned proposition. Furthermore, by the general
theory of the Krein signature (see Subsection A.3), for any crossing t∗ ∈ (0,+∞) the restric-
tion 〈G ·, ·〉|Ht∗ of the Krein form to each generalised eigenspace Ht∗ is non-degenerate. In
particular, Remark A.12 yields
sf
(
D, [t∗ − δ, t∗ + δ]
) ≡ dimHt∗ mod 2. (3.2)
for every strictly positive crossing instant t∗.
When turning our attention to the instant t = 0, we have to distinguish two situations:
one where A is singular and one where it is not. Let us start with the former and assume
that A is non-invertible, so that t∗ = 0 is a crossing for the path D. Since this is isolated, by
arguing as in the proof of (T2) in Proposition A.5 we can find ε > 0 and T > ε such that the
path D has only t∗ = 0 as crossing instant on [0, ε] and sf
(
D, [ε, T1]
)
= sf
(
D, [ε, T2]
)
for every
T1, T2 > T . Thus, recalling Remark 3.6 and the fact that n
−(D(T )) = n−(G), we obtain
sf
(
D, [ε, T ]
)
= n−
(
D(ε)
) − n−(D(T ))
= n−
(
D(ε)
) − 2n. (3.3)
We observe that the dimension of the generalised eigenspace H0 (which coincides with the
algebraic multiplicity of the eigenvalue 0) is even, being JA Hamiltonian. Intuitively speaking,
then, since the Krein form is non-degenerate on this subspace, the null eigenvalues move from 0
as t leaves 0; and since its signature at the initial instant is 0 (by Krein theory, see Appendix A,
page 37), they split evenly: half become positive and half negative. This justifies the choice
of ε so small that
n−
(
D(ε)
)
= n−(A) +
dimH0
2
. (3.4)
On the other hand, we have
4n = 2
∑
it∗ ∈σ(JA)∩ i(0,+∞)
dimHt∗ + dimH0,
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or, equally well,
2n− dimH0
2
=
∑
it∗ ∈σ(JA)∩ i(0,+∞)
dimHt∗ . (3.5)
By Equation (3.2) and by the concatenation axiom defining the spectral flow, we get
sf
(
D, [ε, T ]
) ≡ ∑
it∗ ∈σ(JA)∩ i(0,+∞)
dimHt∗ mod 2, (3.6)
and comparing (3.5) and (3.6) we infer
sf
(
D, [ε, T ]
) ≡ −dimH0
2
≡ dimH0
2
mod 2. (3.7)
Equations (3.3) and (3.4) also yield
sf
(
D, [ε, T ]
) ≡ n−(A) + dimH0
2
mod 2, (3.8)
and from the last two congruences (3.7) and (3.8), we finally conclude that
n−(A) ≡ 0 mod 2.
In the case where A is invertible, the initial instant t = 0 is not a crossing and therefore we
can repeat the previous discussion in a simpler way, by considering the spectral flow directly
on the interval [0, T ] (cf. Corollary A.6).
The following corollary is a direct consequence of Theorem 3.11; however, since the case
is much simpler and does not require in fact the partial signatures, we give an independent
proof. In this special case in which the matrix JA is diagonalisable the result can be proved
directly by arguing as in Proposition A.11 and by taking into account the local contribution
to the spectral flow as discussed in Lemma A.3.
Corollary 3.12. If A is invertible and JA is linearly stable, then n−(A) is even.
Proof. First we observe that the second assumption implies that there is a bijection between
the crossing instants t∗ and the pure imaginary eigenvalues of JA of the form it∗ for positive
real t∗. Let us then compute the crossing form Γ(D, t∗) in correspondence of a crossing
t∗ ∈ (0,+∞): by definition it is given by
Γ(D, t∗) := QD˙(t∗)Q
∣∣
kerD(t∗)
= QGQ
∣∣
kerD(t∗)
,
where Q is the orthogonal projection onto the kernel of D(t∗). Note that the linear map
Γ(D, t∗) coincides (in the sense of Remark 3.8) with the quadratic Krein form:
Γ(D, t∗)[u] = 〈Gu, u〉, ∀u ∈ Eit∗(JA),
since kerD(t∗) = Eit∗(JA) for every crossing t∗. By Krein theory and by the fact that JA
is diagonalisable, for any crossing instant t∗ ∈ (0,+∞) the Krein form g(u, u) := 〈Gu, u〉 is
non-degenerate on each eigenspace Eit∗(JA) and by Proposition A.5 there exists T > 0 such
that sf
(
D, [0, T1]
)
= sf
(
D, [0, T2]
)
for every T1, T2 > T . Thus we get
sf
(
D, [0, T ]
)
= n−(A) − n−(D(T ))
= n−(A) − 2n.
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Since JA is diagonalisable we have
4n = 2
∑
λ∈σ(JA)∩ i(0,+∞)
dimEλ,
or, which is the same,
2n =
∑
λ∈σ(JA)∩ i(0,+∞)
dimEλ
Equation (A.5) applied to the path D yields
sf
(
D, [0, T ]
) ≡ ∑
λ∈σ(JA)∩ i(0,+∞)
dimEλ mod 2
and we conclude that
n−(A) ≡ 0 mod 2.
Remark 3.13. We observe that Corollary 3.12 can be proved without using the technique of
partial signatures also in the case where A is not invertible. In order to take care of the crossing
instant t = 0 it is enough to argue as in the proof of Theorem 3.11, with the only difference
that, assuming diagonalisability, H0 coincides with the kernel of A (and, consequently, the
kernel of JA).
4 Main theorem
We state and prove here the main result of our research, concerning the relationship between
the Morse index of a critical point and the spectral instability of an associated relative equi-
librium.
Consider the matrix B defined in (2.9) and set
N :=
(
I MΞ
0 I
)(−D2U(x¯) ΞT
Ξ M−1
)(
I 0
MΞT I
)
=
(−(D2U(x¯) + ω2M) 0
0 M−1
)
. (4.1)
Observe that D2U(x¯)+ω2M is precisely the Hessian D2UΞ(x¯) of the augmented potential UΞ
evaluated at its critical point x¯ and define then the nullity and the Morse index of x¯ as:
ν(x¯) := ν
(
D2UΞ(x¯)
)
,
iMorse(x¯) := iMorse
(
D2UΞ(x¯)
)
.
Thus we have the following theorem.
Theorem 4.1. Let x¯ be a critical point of the augmented potential function UΞ defined in (2.6)
and assume that ν(x¯) is even. If iMorse(x¯) is odd, then the relative equilibrium corresponding
to x¯ is spectrally unstable.
Proof. Let H := C4n and define the path D : [0,+∞)→ Bsa(H) as
D(t) := B + tG
with G := iJ , as in the previous section. We prove the contrapositive of the statement, that is,
we show that if the relative equilibrium corresponding to the given critical point x¯ is spectrally
15
stable then its Morse index iMorse(x¯) is even. Thus, assuming spectral stability, Theorem 3.11
immediately yields
n−(B) ≡ 0 mod 2.
Now, by Sylvester’s Law of Inertia, we observe that
n−(B) = n−(N),
where N is given by (4.1), and since n−(N) = 2n− iMorse(x¯)− ν(x¯), it directly follows that
iMorse(x¯) ≡ 0 mod 2.
The next corollary is an immediate consequence of the previous theorem.
Corollary 4.2. Let x¯ be a critical point of the augmented potential function UΞ. If iMorse(x¯)
or ν(x¯) are odd then the corresponding relative equilibrium is linearly unstable.
Remark 4.3. Assuming linear stability we have that ν(x¯) = ν(JB), which is even due to the
diagonalisability of JB.
5 An important application: n-body-type problems
With reference to the notation and the setting outlined in the beginning of Section 2, we define
two n-body-type problems by specifying two potential functions as follows. For each pair of
indices i, j ∈ {1, . . . , n}, i 6= j, we let ∆ij denote the collision set of the i-th and j-th particles
∆ij :=
{
q ∈ R2n ∣∣ qi = qj } ;
we call ∆ :=
n⋃
i,j=1
∆ij the collision set (by definition, then, ∆ is a union of hyperplanes) and
X := R2n \∆ the (collision-free) configuration space.
On this set (which is a cone in R2n) we define the potential functions Uα, Ulog : X → R
(generally denoted by U) as
Uα(q) :=
n∑
i,j=1
i<j
mimj
|qi − qj|α , α ∈ (0, 2); (5.1a)
Ulog(q) := −
n∑
i,j=1
i<j
mimj log |qi − qj| . (5.1b)
From now on, unless otherwise specified, every reference to the contents of Section 2 will be
intended as concerning these two potential, i.e. we consider U = U .
Remark 5.1. Note that for α = 1 one finds the gravitational potential of the classical n-body
problem. Moreover, the logarithmic potential can be considered as a limit case of the α-ho-
mogeneous2 one, in the following sense:
Uα(q)− 1
α
∼ Ulog(q), α→ 0+,
2The α-homogeneous potential is actually homogeneous of degree −α; however, we call it in this way for
the sake of simplicity.
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for every q ∈ X. Nevertheless, it displays quite a different behaviour with respect to Uα, as
we shall show.
Since the centre of mass of the system moves with uniform rectilinear motion, without loss
of generality we can fix it at the origin, that is we can set
∑n
i=1miqi = 0. We thus consider
the reduced (collision-free) configuration space as follows:
X̂ :=
{
q ∈ X
∣∣∣∣∣
n∑
i=1
miqi = 0
}
.
Remark 5.2. We observe that the Hamiltonian flow of System (2.2) is well defined on T ∗X̂
but it is not complete on T ∗R2n, due to the existence of solutions for which the potential
escapes to infinity in a finite time. This happens, for instance, for initial conditions leading
to a collision between two or more particles.
5.1 Central configurations and relative equilibria
We recall here some well-known facts about central configurations and fix our notation. For
further references in the classical gravitational case, we refer to [19].
Let a, b ∈ R, with a < b. We call q¯ ∈ X̂ a (planar) central configuration if there is some
smooth real-valued function r : (a, b) → R, with r(t) > 0 for all t ∈ (a, b), such that
q(t) := r(t) q¯ (5.2)
is a (classical) solution of Newton’s Equations (2.1). Here q¯ represents the constant shape of
the configuration, while r(t) its time-depending size. Substituting (5.2) into (2.1) we obtain:
α-homogeneous case:
r¨Mq¯ = r−(α+1)∇Uα(q¯).
Taking the scalar product with q¯ in both sides of the above equality and applying Euler’s
theorem on homogeneous functions, we get r¨ = −λα/rα+1, where
λα :=
αUα(q¯)
I(q¯)
. (5.3)
Logarithmic case:
r¨Mq¯ = r−1∇Ulog(q¯).
Taking again the scalar product with q¯ as before, we get r¨ = −λlog/r, where
λlog := −
〈∇Ulog(q¯), q¯〉
I(q¯)
.
A straightforward computation shows that −〈∇Ulog(q¯), q¯〉 =
n∑
i,j=1
i<j
mimj =: M, so that
λlog =
M
I(q¯)
. (5.4)
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Remark 5.3. It is worthwhile noting that in the logarithmic case the Lagrange multiplier
depends only on the size of the central configuration (via the moment of inertia) and not on
its shape.
In both cases, a central configuration q¯ satisfies the central configurations equation
M−1∇U(q¯) + λq¯ = 0, (5.5)
where λ = λα (resp. λ = λlog) when U = Uα (resp. U = Ulog). Thus we can also look at a
central configuration as a special distribution of the bodies in which the acceleration vector of
each particle lines up with its position vector, and the proportionality constant λ is the same
for all particles. Equation (5.5) is a quite complicated system of nonlinear algebraic equations
and only few solutions are known.
Let us now introduce the ellipsoid of inertia (also called the standard ellipsoid)
S :=
{
q ∈ X̂
∣∣∣ I(q) = 1 } .
If q¯ is a central configuration, then so are cq¯ and Rq¯, for any c ∈ R \ {0} and any 2n × 2n
block-diagonal matrix R with blocks given by a 2 × 2 fixed matrix in SO(2). We observe
that the rescaled configuration cq¯ solves a system analogous to (5.5) obtained by replacing λα
with λ˜α := λα |c|−(α+2) and λlog with λ˜log := λlog |c|−2. Because of these facts, it is standard
practice to count central configurations by fixing a constant c (the “scale”: this actually means
to work on S) and to identify all those which are rotationally equivalent. This amounts to take
the quotient of the configuration space X̂ with respect to homotheties and rotations about
the origin, or, which is the same, to consider the so-called shape sphere
S := S/SO(2).
Note that the second equation of System (2.5) (with U = U) is precisely the Central Configura-
tions Equation (5.5), with the square modulus of the angular velocity as Lagrange multiplier.
Intuitively speaking, then, if we let n bodies, distributed in a planar central configuration,
rotate with an angular velocity ω equal to
√
λα or
√
λlog (depending on the potential they
are subject to), we get a relative equilibrium, which becomes an equilibrium in a uniformly
rotating coordinate system.
Motivated by the observation that one can write, for every q ∈ X̂,
U(q) = U
(√
I(q)
q√
I(q)
)
=

I
−α
2 (q)Uα
(
q√
I(q)
)
if U = Uα
Ulog
(
q√
I(q)
)
− M
2
log I(q) if U = Ulog
we define, as in [6], the maps fα, flog : X̂ → R respectively as
fα(q) := I
α
2 (q)Uα(q) and flog(q) := Ulog(q) +
M
2
log I(q),
so that, restricting to the ellipsoid of inertia S, we have
fα(q) = Uα
∣∣
S
(q) and flog(q) = Ulog
∣∣
S
(q), ∀q ∈ S.
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The reason for introducing these functions lies in the fact that we want to find the critical
points of the potentials Uα, Ulog constrained to S: we shall now show that it is possible to
compute them more easily as free critical points of fα and flog. Since the manifold S is
topologically a sphere, we can avoid the use of the covariant derivative for this purpose.
For every (q, v) ∈ TX̂ we calculate, in the standard basis of R2n,
〈∇fα(q), v〉 = α
2
I
α
2
−1(q)Uα(q)〈∇I(q), v〉 + I
α
2 (q)〈∇Uα(q), v〉, (5.6a)
〈∇flog(q), v〉 = 〈∇Ulog(q), v〉 + M
2I(q)
〈∇I(q), v〉. (5.6b)
Now, recalling that I(q) = 1 on S and that 〈∇I(q), v〉 = 〈2Mq, v〉, we obtain, for every q ∈ S
and every v ∈ TqX̂:
〈∇Uα
∣∣
S
(q), v〉 = 〈∇Uα(q), v〉 + αUα(q)〈Mq, v〉, (5.7a)
〈∇Ulog
∣∣
S
(q), v〉 = 〈∇Ulog(q), v〉 +M〈Mq, v〉. (5.7b)
It is now clear, comparing Equations (5.5) and (5.7) and using (5.3) and (5.4), that the
constrained critical points of the restricted potentials Uα|S and Ulog|S are precisely the central
configurations.
From Equations (5.6) we compute the Hessians of fα and flog for every (q, v) ∈ TX̂ :
〈D2fα(q)v, v〉 = α
2
(α
2
− 1
)
I
α
2
−2(q)Uα(q)〈∇I(q), v〉2 + αI
α
2
−1(q)〈∇Uα(q), v〉〈∇I(q), v〉
+
α
2
I
α
2
−1(q)Uα(q)〈D2I(q)v, v〉 + I
α
2 (q)〈D2Uα(q)v, v〉, (5.8a)
〈D2flog(q)v, v〉 = 〈D2Ulog(q)v, v〉 + M
2
(
−〈∇I(q), v〉
2
I2(q)
+
〈D2I(q)v, v〉
I(q)
)
. (5.8b)
Assuming that q ∈ S is a central configuration for Uα (resp. for Ulog) and recalling that
〈D2I(q)v, v〉 = 〈2Mv, v〉, from (5.5) and (5.8) we obtain, for every v ∈ TqX̂ :
〈D2Uα
∣∣
S
(q)v, v〉 = 〈D2Uα(q)v, v〉 + αUα(q)〈Mv, v〉 − α(α + 2)Uα(q)〈Mq, v〉2,
〈D2Ulog
∣∣
S
(q)v, v〉 = 〈D2Ulog(q)v, v〉 +M
{〈Mv, v〉 − 〈Mq, v〉2}.
Choosing v ∈ TqS, these last expressions can be simplified, since the equality 〈Mq, v〉 = 0
holds:
〈D2Uα
∣∣
S
(q)v, v〉 = 〈D2Uα(q)v, v〉 + αUα(q)〈Mv, v〉, (5.9a)
〈D2Ulog
∣∣
S
(q)v, v〉 = 〈D2Ulog(q)v, v〉 +M〈Mv, v〉. (5.9b)
Thus, for any central configuration q ∈ S, the previous equations ensure that the Hessians of
the restrictions of Uα and Ulog to S are restrictions to TqS of quadratic forms defined on the
whole TqX̂ .
Remark 5.4. The previous equations still hold unchanged also if we restrict the potentials to
the shape sphere S.
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5.2 A symplectic decomposition of the phase space
We continue our analysis by presenting here a symplectic splitting of the phase space which
reflects the invariance of the n-body-type problems under some isometries. There are three
components: the first one, denoted by E1, represents the translational invariance, E2 is the
subspace generated by all rotations and dilations of the central configuration and the third
one, E3, is the symplectic complement of the other two. The reason behind this construction
is that, due to the existence of the first integrals, there are eight eigenvalues of the linearised
matrix which are always present, independently of the number of bodies n: accordingly, we
isolate them and focus only on the remaining 4n−8, the ones holding the heart of the dynamics.
When linearising around a relative equilibrium ζ¯, the 4n× 4n Hamiltonian matrix associ-
ated to System (2.8) is
L := −JB =
(
ωK M−1
D2U(x¯) ωK
)
, (5.10)
where, we recall, each block is a square matrix of size 2n × 2n. Since it will be necessary, in
the following, to know the explicit expressions of the Hessians of the two potentials Uα and
Ulog, we write them down here:
D2Uα(x) =:
(
S
(α)
ij
)
, with

S
(α)
ij := α
mimj
|xi − xj |α+2
[
I2 − (α+ 2)uijuTij
]
if j 6= i
S
(α)
ii := −
n∑
j=1
j 6=i
S
(α)
ij
(5.11a)
D2Ulog(x) =:
(
S
(log)
ij
)
, with

S
(log)
ij :=
mimj
|xi − xj|2
[
I2 − 2uijuTij
]
if j 6= i
S
(log)
ii
:= −
n∑
j=1
j 6=i
S
(log)
ij
(5.11b)
where uij :=
xi − xj
|xi − xj| and the indices i and j vary in {1, . . . , n}.
Going back to the linearisation, we note that the first integrals of motion and the symme-
tries of the system generate two linear symplectic subspaces of the phase space T ∗X ∼= X×R2n
which are invariant under L. Indeed, a basis for the position and momentum of the centre of
mass is given by the four vectors in R4n
v1 :=
(
v
0
)
, v2 :=
(
Kv
0
)
, v3 :=
(
0
Mv
)
, v4 :=
(
0
KMv
)
with v := (1, 0, 1, 0, . . . , 1, 0)T ∈ R2n. If we let E1 denote the space spanned by these vectors,
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with the following computations we see that it is L-invariant:
Lv1 =
(
ωKv
D2U(x¯)v
)
= ωv2 +
(
0
D2U(x¯)v
)
= ωv2,
Lv2 =
(
ωK2v
D2U(x¯)Kv
)
= −ωv1 +
(
0
D2U(x¯)Kv
)
= −ωv1,
Lv3 =
(
M−1Mv
ωKMv
)
= v1 +
(
0
ωKMv
)
= v1 + ωv4,
Lv4 =
(
M−1KMv
ωK2Mv
)
= v2 +
(
0
ωK2Mv
)
= v2 − ωv3,
since K and M commute and D2U(x¯)v = D2U(x¯)Kv = 0 for both Uα and Ulog, due to
their matrix structure (5.11). The invariant space E1 is also symplectic, because the standard
symplectic form3 Ω1 := Ω|E1×E1 of (R4n,Ω) restricted to E1 is non-degenerate: we have indeed
that Ω1(v1, v3) = 〈Jv1, v3〉 = vTMv 6= 0 and Ω1(v2, v4) = 〈Jv2, v4〉 = vTMv 6= 0. We denote
by L1 the restriction L|E1 of L to E1; from the calculations performed above to show the
invariance of E1, it follows that it is given, in the basis (v1, v2, w1, w2), by the 4× 4 matrix
L1 :=

0 −ω 1 0
ω 0 0 1
0 0 0 −ω
0 0 ω 0
 .
Its eigenvalues are ±iω, each with algebraic multiplicity 2; however, the dimension of the
associated eigenspaces is 1, and therefore L1 is not diagonalisable. Note that the symplectic
complement E⊥Ω1 of E1 is the space where the centre of mass of the system is fixed at the
origin and the total linear momentum is zero.
The scaling symmetry and the conservation of the angular momentum generate another
linear symplectic L-invariant subspace E2, a basis of which is given by the four vectors in R
4n
w1 :=
(
x¯
0
)
, w2 :=
(
Kx¯
0
)
, w3 :=
(
0
Mx¯
)
, w4 :=
(
0
KMx¯
)
To show that this is L-invariant, we compute:
Lw1 =
(
ωKx¯
D2U(x¯)x¯
)
= ωw2 +
(
0
D2U(x¯)x¯
)
=
{
ωw2 + (α+ 1)ω
2w3 if U = Uα
ωw2 + ω
2w3 if U = Ulog
,
Lw2 =
(
ωK2x¯
D2U(x¯)Kx¯
)
= −ωw1 +
(
0
D2U(x¯)Kx¯
)
= −ωw1 − ω2w4,
Lw3 =
(
M−1Mx¯
ωKMx¯
)
= w1 +
(
0
ωKMx¯
)
= w1 + ωw4,
Lw4 =
(
M−1KMx¯
ωK2Mx¯
)
= w2 +
(
0
ωK2Mx¯
)
= w2 − ωw3.
3We take as standard symplectic form Ω on R4n that one induced by the complex structure J4n (denoted
again by J).
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The first relation is obtained from Euler’s theorem on homogeneous functions applied to
∇U(x):
D2U(x)x = D
(∇U(x))x = {−(α+ 1)∇Uα(x) if U = Uα−∇Ulog(x) if U = Ulog
and using the central configurations equation for relative equilibria. The second one comes
from the invariance of the potentials under rotations: following [19], we have indeed that
U
(
R(t)x
)
= U(x) for every R(t) := eωKt, and differentiating this relation with respect to x
we obtain4 DU
(
R(t)x
)
R(t) = DU(x). If we differentiate again with respect to t at t = 0 and
divide by ω, we get
(Kx)TD2U(x) +DU(x)K = 0.
When x = x¯ is a central configuration associated with a relative equilibrium, as it is in this
case, DU(x¯) = −ω2(Mx¯)T and the equation above becomes, dividing both sides by ω:
(Kx¯)TD2U(x¯)− ω2(Mx¯)TK = 0,
or, equivalently,
(Kx¯)TD2U(x¯) + ω2(KMx¯)T = 0.
Because of the symmetry of the Hessian it is now sufficient to take the transpose of both sides
to conclude.
The space E2 is again symplectic: a verification of the non-degeneracy of Ω2 := Ω|E2×E2 is
completely analogous to the one that we performed above for E1. The matrices of L|E2 with
respect to the basis (w1, w2, w3, w4) are
L
(α)
2 :=

0 −ω 1 0
ω 0 0 1
(α+ 1)ω2 0 0 −ω
0 −ω2 ω 0
 if U = Uα
and
L
(log)
2 :=

0 −ω 1 0
ω 0 0 1
ω2 0 0 −ω
0 −ω2 ω 0
 if U = Ulog.
Their eigenvalues are 0 (with algebraic multiplicity 2) and ±iω√2− α in the homogeneous
case (Uα), and 0 (with algebraic multiplicity 2) and ±iω
√
2 in the logarithmic case (Ulog).
Again, these matrices are not diagonalisable because the eigenspace associated to 0 is only
one-dimensional. Table 1 on the following page summarises the information obtained thus far
about these first eight eigenvalues.
Thus, a relative equilibrium is always degenerate and not linearly stable in the classical
sense. For this reason, we shall consider the restriction L3 := L|E3 of L to the skew-orthogonal
complement
E3 := (E1 ⊕ E2)⊥Ω , (5.12)
which is a linear symplectic subspace of dimension 4n − 8 of R4n. Following [19], we adopt
the following terminology.
4We denote by DU(x) the transpose of ∇U(x).
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Table 1: Eigenvalues of L1 and L2 for both potentials.
Potential Eigenvalue Multiplicity
Uα
L
(α)
1
iω 2
−iω 2
L
(α)
2
0 2
iω
√
2− α 1
−iω√2− α 1
Ulog
L
(log)
1
iω 2
−iω 2
L
(log)
2
0 2
iω
√
2 1
−iω√2 1
Definition 5.5. A relative equilibrium is non-degenerate if the remaining 4n− 8 eigenvalues
(relative to L3) are different from 0; we say that it is spectrally stable if these eigenvalues are
pure imaginary and linearly stable if, in addition to this condition of spectral stability, L3 is
diagonalisable.
In order to understand the structure of L3, let us now consider the following change of
variables: {
x 7→ Cξ
yT 7→ (C−1)TηT,
where C is a 2n× 2n invertible matrix such that [C,K] = 0 and CTMC = I. Then we have,
for every (x, y) ∈ T ∗X:
L
(
x
yT
)
=
(
ωK M−1
D2U(x¯) ωK
)(
Cξ
(C−1)TηT
)
=
(
ωKCξ +M−1(C−1)TηT
D2U(x¯)Cξ + ωK(C−1)TηT
)
.
From the first condition on C we find that also (C−1)T commutes with K, while from the
second one we get that (C−1)T = MC, so that we can write
L
(
x
yT
)
=
(
C(ωKξ + ηT)
(C−1)T
(
CTD2U(x¯)Cξ + ωKηT
)) = (C 0
0 (C−1)T
)(
ωK I
CTD2U(x¯)C ωK
)(
ξ
ηT
)
.
The matrix C can be thought of as made up of 2× 2 blocks of the form (b, Jb), for any vector
b ∈ R2; furthermore, it can be shown (see [18]) that, using a Gram-Schmidt-type algorithm,
the first four columns of C can be chosen as (v,Kv, x¯,Kx¯), where v is, as before, the vector
(1, 0, . . . , 1, 0)T ∈ R2n. Looking now at the structures of (the first columns of) C and K, one
can recover the restrictions L1 and L2 from the equation above and derive the expression for
the (4n− 8)× (4n − 8) matrix representing L3:
L3 :=
(
ωK I
D ωK
)
,
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where every block has dimension (2n − 4) × (2n − 4) and D is the Hessian CTD2U(x¯)C
restricted to E3, acting on the last 2n−4 components of ξ. The study of the linear stability of
the relative equilibrium z¯ amounts then to determine whether or not this matrix is spectrally
stable and/or diagonalisable.
5.3 An example: the equilateral triangle
It is easy to see that the Lagrangian triangle with equal masses is a central configuration both
for the α-homogeneous potential and the logarithmic one. Indeed, both of them give rise to
a central force field and the symmetry of a regular polygon is a sufficient condition for the
bodies to satisfy Equation (5.5). We analyse here the behaviour of this relative equilibrium
with respect to linear stability for both potentials.
For simplicity of computation we set
m1 := m2 := m3 := 1
in both situations. The centre of mass is fixed at the origin and the setting is as described
previously, specially Subsection 2.1.
In the α-homogeneous case we have that ω =
√
3α, hence the matrix L(α) of the linearised
problem is
L(α) =

0 −√3α 0 0 0 0 1 0 0 0 0 0√
3α 0 0 0 0 0 0 1 0 0 0 0
0 0 0 −√3α 0 0 0 0 1 0 0 0
0 0
√
3α 0 0 0 0 0 0 1 0 0
0 0 0 0 0 −√3α 0 0 0 0 1 0
0 0 0 0
√
3α 0 0 0 0 0 0 1
1
2
a 0 − 1
4
a −
√
3
4
b − 1
4
a
√
3
4
b 0 −√3α 0 0 0 0
0 1
2
c −
√
3
4
b − 1
4
c
√
3
4
b − 1
4
c
√
3α 0 0 0 0 0
− 1
4
a −
√
3
4
b 1
2
α+ 5
4
α2
√
3
4
b −α(α+1) 0 0 0 0 −√3α 0 0
−
√
3
4
b − 1
4
c
√
3
4
b − 1
2
α+ 3
4
α2 0 α 0 0
√
3α 0 0 0
− 1
4
a
√
3
4
b −α(α+1) 0 1
2
α+ 5
4
α2 −
√
3
4
b 0 0 0 0 0 −√3α
√
3
4
b − 1
4
c 0 α −
√
3
4
b − 1
2
α+ 3
4
α2 0 0 0 0
√
3α 0

,
where a := α(α− 2), b := α(α+ 2) and c := α(3α + 2). Its eigenvalues are
λ1 := i
√
3α, λ5 := 0, λ9 :=
1
2
√
6α2 + 12α(i
√
2α− 1),
λ2 := −i
√
3α, λ6 := 0, λ10 := −1
2
√
6α2 + 12α(i
√
2α− 1),
λ3 := i
√
3α, λ7 := i
√
3α(2 − α), λ11 := 1
2
√
6α2 − 12α(i
√
2α+ 1),
λ4 := −i
√
3α, λ8 := −i
√
3α(2 − α), λ12 := −1
2
√
6α2 − 12α(i
√
2α+ 1).
The first four are those relative to the subspace E1, the second four are related to the subspace
E2 and the last four are linked to the essential part of the dynamics, the subspace E3. It is
immediate to see that, for any value of α ∈ (0, 2), none of these last four eigenvalues is pure
imaginary: their square is indeed a complex number with non-zero imaginary part, and not
a negative real number as it should be. Therefore we conclude that the equilateral triangle
is spectrally (hence linearly) unstable for every α ∈ (0, 2). This accords with the fact that
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every regular polygon is linearly unstable in the gravitational case, as showed by Moeckel in
[20]. We also verified (only for α = 1/2 and α = 1) that the matrix L
(α)
3 is diagonalisable;
unfortunately, due to lack of computational power, we could not check if this property is
maintained for every other value of the homogeneity parameter in the range of investigation.
As for the logarithmic potential, the angular velocity of the bodies is ω =
√
3 and the
matrix of the linearisation is the following:
L(log) =

0 −√3 0 0 0 0 1 0 0 0 0 0√
3 0 0 0 0 0 0 1 0 0 0 0
0 0 0 −√3 0 0 0 0 1 0 0 0
0 0
√
3 0 0 0 0 0 0 1 0 0
0 0 0 0 0 −√3 0 0 0 0 1 0
0 0 0 0
√
3 0 0 0 0 0 0 1
−1 0 1
2
−
√
3
2
1
2
√
3
2
0 −√3 0 0 0 0
0 1 −
√
3
2
− 1
2
√
3
2
− 1
2
√
3 0 0 0 0 0
1
2
−
√
3
2
1
2
√
3
2
−1 0 0 0 0 −√3 0 0
−
√
3
2
− 1
2
√
3
2
− 1
2
0 1 0 0
√
3 0 0 0
1
2
√
3
2
−1 0 1
2
−
√
3
2
0 0 0 0 0 −√3
√
3
2
− 1
2
0 1 −
√
3
2
− 1
2
0 0 0 0
√
3 0

.
Its eigenvalues are
λ1 := i
√
3, λ5 := 0, λ9 := i
√
3,
λ2 := −i
√
3, λ6 := 0, λ10 := −i
√
3,
λ3 := i
√
3, λ7 := i
√
6, λ11 := i
√
3,
λ4 := −i
√
3, λ8 := −i
√
6, λ12 := −i
√
3
and as before the last four are connected to the essential subspace E3. Here it is clear that the
relative equilibrium is spectrally stable, since every eigenvalue is pure imaginary. Nevertheless,
it is not linearly stable, because the matrix L
(log)
3 is not diagonalisable.
This simple example shows the deep contrast between the α-homogeneous potential and the
logarithmic one, as well as their similarities: in both cases, indeed, there is linear instability,
but for opposite reasons.
5.4 Linear instability results
We now present a theorem on spectral (hence linear) instability of relative equilibria, valid
both in the α-homogenous and in the logarithmic case. This constitutes an improvement, even
in the gravitational case (α = 1), of the result found by X. Hu and S. Sun in [11]. Since their
proof was only sketched, we provide here a complete demonstration and, at the same time, we
show that it holds for more general singular potentials. In what follows U can be indifferently
substituted by Uα or Ulog.
Let B3 ∈ Mat(4n− 8,R) be the restriction of the 4n× 4n matrix B of System (2.8) to the
invariant symplectic subspace E3 of the phase space defined by (5.12). It can be written as
B3 :=
(−D ωKT
ωK I
)
,
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where each block is of dimension (2n− 4)× (2n− 4) and D is the restriction of CTD2U(x¯)C
to E3. Following the authors in [11], we have:(
I ωK
0 I
)(−D ωKT
ωK I
)(
I 0
−ωK I
)
=
(−(D+ ω2I) 0
0 I
)
=: N3. (5.13)
Note that
D+ ω2I := CTD2U(x¯)C
∣∣
E3
+ ω2I = CT
(
D2U(x¯) + ω2M
)
C
∣∣
E3
is precisely the Hessian of U |S evaluated at the central configuration x¯ (cf. Equations (5.9),
keeping in mind that ω2 = λα if U = Uα and ω
2 = λlog if U = Ulog) and restricted to E3.
Define then the nullity and the Morse index of x¯ as
ν(x¯) := ν
(
D+ ω2I
)
and
iMorse(x¯) := iMorse
(
D+ ω2I
)
,
respectively.
Theorem 5.6. Let x¯ ∈ S be a central configuration for Uα or Ulog such that its nullity ν(x¯)
is even. If iMorse(x¯) is odd, then the corresponding relative equilibrium is spectrally unstable.
Proof. Let H := C4n−8 and define the path D : [0,+∞) → Bsa(H) as
D(t) := B3 + tG
with G := iJ , as above. The proof is then completely analogous to that of Theorem 4.1,
taking into account (5.13) rather than (4.1).
Remark 5.7. A case occurring quite frequently is ν(x¯) = 0: this happens, for instance, in
regular n-gons, at least for small values of n.
An immediate corollary of this theorem is the following, which, in the gravitational case
α = 1, is the main result of [11].
Corollary 5.8. Let x¯ ∈ S be a central configuration for Uα or Ulog. If iMorse(x¯) or ν(x¯) are
odd then the corresponding relative equilibrium is linearly unstable.
We shall now derive a useful condition to detect spectral instability of a relative equilib-
rium utilising only the associated central configuration. Consider again the matrix L of the
linearised problem given by Equation (5.10). In the wake of [23], we study the eigenvalue
problem Lu = λu, with λ ∈ C and u := ( u1u2 ) belonging to C2n × C2n (both u1 and u2 are
column vectors):
Lu :=
(
ωK M−1
D2U(x¯) ωK
)(
u1
u2
)
=
(
λu1
λu2
)
,
which corresponds to the system {
u2 = M(λI − ωK)u1
Pu1 = 0,
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where
P :=M−1D2U(x¯) + (ω2 − λ2)I + 2λωK.
Thus, to compute the eigenvalues of L, it is enough to find those of P .
Note that the diagonal 2× 2 blocks of P are of the form(
dii + ω
2 − λ2 di,i+1 − 2λω
di+1,i + 2λω di+1,i+1 + ω
2 − λ2
)
,
where the dij ’s are the entries of the symmetric matrix M
−1D2U(x¯) — hence i is odd. The
determinant of each diagonal block is (setting µ := λ2)
µ2 + (2ω2 − dii − di+1,i+1)µ+ (dii + ω2)(di+1,i+1 + ω2),
so that we have
detP = µ2n +
(
2nω2 − tr [M−1D2U(x¯)])µ2n−1 + · · · , (5.14)
because the only contribution to the coefficient of µ2n−1 comes from the diagonal blocks. Now,
since the characteristic polynomial of L is even (being L Hamiltonian), from Equation (5.14)
we can derive an expression for the sum of the squares of its roots, i.e. the eigenvalues λi of
L:
2n∑
i=1
µi =
2n∑
i=1
(λ2)i =
1
2
4n∑
i=1
(λi)
2 = tr
[
M−1D2U(x¯)
]− 2nω2.
Recalling the structure of the Hessians of the potentials (5.11), we obtain
tr
[
M−1D2U(x¯)
]
=

n∑
i,j=1
i<j
α2(mi +mj)
|x¯i − x¯j |α+2
if U = Uα
0 if U = Ulog.
The computation is easily done, noting that tr(uiju
T
ij) = 1:
tr
[
M−1D2Uα(x¯)
]
=
n∑
i=1
{
−
n∑
j=1
j 6=i
αmj
|x¯i − x¯j |α+2
[
2− (α+ 2)]}
=
n∑
i=1
n∑
j=1
j 6=i
α2mj
|x¯i − x¯j|α+2
=
n∑
i,j=1
i<j
α2(mi +mj)
|x¯i − x¯j |α+2
,
tr
[
M−1D2Ulog(x¯)
]
=
n∑
i=1
{
−
n∑
j=1
j 6=i
mj
|x¯i − x¯j |2
[
2− 2]} = 0. (5.15)
This discussion proves the following claim.
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Theorem 5.9. Let z¯ := (x¯T, y¯)
T
, with x¯ ∈ S a central configuration, be a relative equilibrium
for System (2.7) related to Uα (resp. Ulog), with angular velocity ω =
√
αUα(x¯) (resp. ω =√
M), and let L be the matrix (5.10) of the associated linearised System (2.8), with eigenvalues
λi (i = 1, . . . , 4n). Then we have
i) α-homogeneous case:
4n∑
i=1
(λi)
2 = 2α2
n∑
i,j=1
i<j
mi +mj
|x¯i − x¯j|α+2
− 4nαUα(x¯); (5.16)
ii) Logarithmic case:
4n∑
i=1
(λi)
2 = −4nM.
For a relative equilibrium to be spectrally stable, its eigenvalues must be pure imaginary
and therefore their squares must be non-positive. We know the first eight of them, listed in
Table 1 on page 23: the sum of their squares in the α-homogeneous case is
8∑
i=1
(λi)
2 = (2α− 8)ω2 = 2α(α − 4)Uα(x¯). (5.17)
We are now in the position to formulate the following sufficient condition for spectral
(hence linear) instability.
Corollary 5.10. With the hypotheses of Theorem 5.9 (for U = Uα), if the following inequality
holds:
n∑
i,j=1
i<j
mi +mj
|x¯i − x¯j |α+2
>
2n+ α− 4
α
Uα(x¯) (5.18)
then the relative equilibrium z¯ is spectrally unstable.
Remark 5.11. Observe that the relative equilibrium may be degenerate, i.e. the matrix L3
may have some zero eigenvalues. We rule out, however, the possibility of complete degeneracy
(L3 = 0): this would correspond indeed to a spectrally stable scenario.
Proof of Corollary 5.10. We prove the contrapositive statement: suppose that the relative
equilibrium z¯ is spectrally stable. This assumption implies that the sum of the squares of the
remaining 4n− 8 eigenvalues must be non-positive:
4n∑
i=9
(λi)
2
6 0,
where equality corresponds to the completely degenerate case where all the eigenvalues of L3
are equal to zero. Adding to both sides the first eight eigenvalues we obtain
4n∑
i=1
(λi)
2
6
8∑
i=1
(λi)
2.
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Therefore, by Equations (5.16) and (5.17), we get
2α2
n∑
i,j=1
i<j
mi +mj
|x¯i − x¯j|α+2
− 4nαUα(x¯) 6 2α(α − 4)Uα(x¯).
Solving for the summation yields the result.
Remark 5.12. Note that Corollary 5.10 provides a tool to detect spectral instability only for
the α-homogeneous potential Uα. In the logarithmic case, indeed, it is not possible to derive
a similar useful condition because of Equation (5.15). As a justification of this fact, if we let
α → 0+ in (5.18) we see that the left-hand side remains finite, as well as Uα(x¯), whereas the
coefficient on the right-hand side tends to +∞, thus shrinking the solution set of the inequality
to ∅. This is not surprising, and is actually in accord with Remark 5.3.
As an example of application of Corollary 5.10, we examine regular n-gons (with n > 3, as
before), employing Roberts’ estimates in [23]. For the sake of simplicity, set mj := 1 for every
j ∈ {1, . . . , n} and let all the bodies lie at distance 1 from the origin of the reference frame,
positioned at the vertices of a regular n-gon. In this way x¯j =
(
cos 2jpi
n
, sin 2jpi
n
)T
denotes
the position of the j-th body. Because of the symmetry of this configuration, we have that
|x¯i − x¯i+j | = |x¯n − x¯j| for all i, j ∈ {1, . . . , n}, where the indices are understood modulo n.
Through elementary trigonometry we find
|x¯n − x¯j | = 2 sin jpi
n
, ∀ j ∈ {1, . . . , n− 1},
and after a few simplifications Inequality (5.18) becomes
n−1∑
j=1
1
sinα+2
(
jpi
n
) − 4n+ 2α− 8
nα
n−1∑
j=1
1
sinα
(
jpi
n
) > 0,
where we have taken into account the moment of inertia, I(x¯) = n, so that x¯ ∈ S. We make
use of the following estimates:
n−1∑
j=1
1
sinα+2
(
jpi
n
) > 2
sinα+2
(
pi
n
) , n−1∑
j=1
1
sinα
(
jpi
n
) 6 n− 1
sinα
(
pi
n
)
and impose the stronger condition
2
sinα+2
(
pi
n
) − 4n+ 2α− 8
nα
[
n− 1
sinα
(
pi
n
)] > 0.
Collecting the common factor 1/ sinα
(
pi
n
)
, which is positive for every n > 3, this is equivalent
to asking
2
sin2
(
pi
n
) − (n− 1)4n + 2α− 8
nα
> 0.
Exploiting the fact that 1
sin2 x
> 1
x2
for every x ∈ R \ piZ, we obtain the solution
α¯(n) :=
2pi2(n2 − 3n+ 2)
n3 − pi2n+ pi2 < α < 2,
which is meaningful only for n > 8. Therefore, for every n > 8 we see that there exists a real
number α¯(n) ∈ (0, 2) such that for any α ∈ (α¯(n), 2) the regular n-gon is spectrally unstable.
Moreover, we observe that α¯(n) monotonically tends to 0 as n→ +∞.
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A Analytic and symplectic framework
The aim of this section is to examine more in depth the analytic and symplectic setting which is
used in the rest of the paper, reporting some properties and results supporting and completing
the previous propositions. The notation is the same as that one adopted in Subsection 3.1.
A.1 On the spectral flow
We present here some important properties of the spectral flow. Our basic reference is [13].
Theorem A.1 ([13]). Let
µ : Ω
(
B
sa(H),G Bsa(H)
)→ Z,
be a map which satisfies the following properties:
i) Concatenation: If γ, δ ∈ Ω(Bsa(H),G Bsa(H)), with γ(b) = δ(a), then
µ(γ ∗ δ) = µ(γ) + µ(δ).
ii) Homotopy invariance: The map µ descends to a map µ˜ : pi1
(
Bsa(H),G Bsa(H)
) → Z,
that is, the following diagram is commutative (p denotes the quotient map):
Ω
(
Bsa(H),G Bsa(H)
) µ
//
p

Z
pi1
(
Bsa(H),G Bsa(H)
)
.
µ˜
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iii) Normalisation: There exist an orthogonal projector P ∈ Bsa(H) of rank 1 such that
a) the restriction (I −P )A(I −P )|kerP of the operator (I −P )A(I −P ) ∈ Bsa(H) to the
kernel of P is invertible for every A ∈ Bsa(H);
b) the path ζ ∈ Ω(Bsa(H),G Bsa(H)) defined by
ζ(t) :=
(
t− 1
2
)
P + (I − P )A(I − P ) for all t ∈ [0, 1]
verifies
µ(ζ) = 1.
Then
µ(γ) = sf
(
γ, [a, b]
)
for all γ ∈ Ω(Bsa(H),G Bsa(H)).
Remark A.2. If we fix a basis (e1, . . . , en) inH, then the axiom of normalisation in the previous
theorem can be stated as follows. Let P ∈ Bsa(H) be an orthogonal projector whose image is
generated by e1 and for a fixed k ∈ {2, . . . n−1} define two other orthogonal projectors P+k and
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P−k by imP
+
k
:= span{e2, . . . , ek} and imP−k := span{ek+1, . . . , en}. Choose A := P+k − P−k .
Then the path ζ ∈ Ω(Bsa(H),G Bsa(H)) given by
ζ(t) :=
(
t− 1
2
)
P +A for all t ∈ [0, 1]
satisfies µ(ζ) = 1.
This is actually a particular case of what we wrote in Theorem A.1, but we observe that
it can be used as well to declare which paths have spectral flow equal to 1.
We note that our formulation of this axiom corrects the statement of [13, Theorem 5.7],
in which there is clearly just an oversight: the condition of invertibility of (I −P )A(I −P ) is
indeed missing there.
Lemma A.3. Let t∗ ∈ R and consider a path T ∈ C 1
(
[t∗−ε, t∗+ε],Bsa(H)
)
, for some ε > 0.
Suppose that T has a unique regular crossing at t = t∗. Then
sf
(
T, [t∗ − ε, t∗ + ε]
)
= sgnΓ(T, t∗).
Proof. Let Q : H → H be the orthogonal projection onto the kernel of T (t∗). Since t∗ is
a regular crossing instant for T , the operator QT˙ (t∗)Q|Ht∗ is invertible on Ht∗ := kerT (t∗).
Therefore there exists a number β > 0 such that Q
(
T˙ (t∗) +B
)
Q|Ht∗ is also invertible on Ht∗
for every B ∈ Bsa(H) such that ‖B‖ < β. On the other hand, being T (t∗)|Ht∗ = 0, we may
choose a number ε > 0 such that∥∥∥∥∥
(
T (t)− T (t∗)
t− t∗ − T˙ (t∗)
)∣∣∣∣
Ht∗
∥∥∥∥∥ =
∥∥∥∥∥
(
T (t)
t− t∗ − T˙ (t∗)
)∣∣∣∣
Ht∗
∥∥∥∥∥ < β
for every t ∈ [t∗ + ε, t∗ + ε] \ {t∗}.
Define then a homotopy F : [0, 1] × [t∗ − ε, t∗ + ε]→ Bsa(Ht∗) by
F (s, t) := sT (t)
∣∣
Ht∗
+ (1− s)(t− t∗)T˙ (t∗)
∣∣
Ht∗
= (t− t∗)
[
s
(
T (t)
t− t∗ − T˙ (t∗)
)∣∣∣∣
Ht∗
+ T˙ (t∗)
∣∣
Ht∗
]
.
The previous choice of ε is thus sufficient to guarantee that F (s, t) is invertible for every
s ∈ [0, 1] and every t ∈ [t∗− ε, t∗+ ε]. Hence, by the homotopy invariance of the spectral flow,
sf
(
T, [t∗ − ε, t∗ + ε]
)
= sf
(
(t− t∗)T˙ (t∗)
∣∣
Ht∗
, [t∗ − ε, t∗ + ε]
)
. (A.1)
Here we actually use the fact that, for all t ∈ [t∗ − ε, t∗ + ε], the operator T (t) splits into
T |Ht∗ (t) + T |H⊥t∗ (t) on H = Ht∗ ⊕ H
⊥
t∗ and that the spectral flow is compatible with this
splitting, i.e.
sf
(
T
∣∣
Ht∗
+ T
∣∣
H⊥
t∗
, [t∗ − ε, t∗ + ε]
)
= sf
(
T
∣∣
Ht∗
, [t∗ − ε, t∗ + ε]
)
+ sf
(
T
∣∣
H⊥
t∗
, [t∗ − ε, t∗ + ε]
)
.
The last addendum is of course zero and this justifies equality (A.1).
Finally, by Remark 3.6,
sf
(
(t− t∗)T˙ (t∗)
∣∣
Ht∗
, [t∗ − ε, t∗ + ε]
)
= n−
(−εT˙ (t∗)∣∣Ht∗)− n−(εT˙ (t∗)∣∣Ht∗)
= n+
(
T˙ (t∗)
∣∣
Ht∗
)− n−(T˙ (t∗)∣∣Ht∗)
= sgn T˙ (t∗)
∣∣
Ht∗
= sgnQT˙ (t∗)Q|Ht∗ .
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From this Lemma immediately follows the next Proposition.
Proposition A.4. Let T ∈ C 1([0, 1],Bsa(H)) be a regular curve with invertible endpoints.
Then the spectral flow is computed as:
sf
(
T, [0, 1]
)
=
∑
t∗∈[0,1]
t∗ crossing
sgn Γ(T, t∗). (A.2)
Proof. Since every crossing is regular by assumption, the corresponding crossing forms are all
non-degenerate and we can use the Inverse Function Theorem to deduce that the crossings
are isolated. Then we can apply Lemma A.3 to each isolated crossing and sum up every
contribution by means of the concatenation property of the spectral flow. The compactness
of the interval [0, 1] ensures that there are only finitely many crossing and that the sum on
the right-hand side of (A.2) is well defined.
In the following proposition we investigate the parity of the spectral flow of an affine path
of Hermitian matrices.
Proposition A.5. Let H be a complex Hilbert space of dimension 4n, let A ∈ Bsa(H) \
G Bsa(H) be a real symmetric non-invertible matrix and take C ∈ G Bsa(H) of the form
C := iB, where B is a real skew-symmetric invertible matrix. Consider the affine path D :
[0,+∞)→ Bsa(H) defined by
D(t) := A+ tC.
Let Eλ := ker(B
−1A + λI) be the eigenspace of −B−1A relative to the eigenvalue λ and let
Qλ : H → H be the eigenprojection onto Eλ. We assume that
(H1) The quadratic form QλCQλ
∣∣
Eλ
is non-degenerate for every λ ∈ σ(−B−1A);
(H2) −B−1A is diagonalisable;
(H3) σ(−B−1A) ⊂ iR and it is symmetric with respect to the real axis;
(H4) ν(A) is even.
Then there exist ε > 0 and T > ε such that
(T1) The instant t = 0 is the only crossing for D on [0, ε];
(T2) sf
(
D, [ε, T1]
)
= sf
(
D, [ε, T2]
)
for all T1, T2 > T ;
(T3) sf
(
D, [ε, T ]
)
is even.
Proof. Statement (T1) follows by assumption (H1). Indeed, t = 0 is a crossing instant because
A is singular and it is regular because the crossing form Q0CQ0|E0 is non-degenerate. Thus,
by the Inverse Function Theorem, it is isolated and the number ε > 0 claimed in the first
thesis exists.
In order to prove (T2), we observe that there exist T > ε such that
sgnD(t) = sgnC, ∀ t > T.
To prove this claim, we analyse the following two cases (note that σ(C) ⊂ R \ {0}, being C
hermitian and invertible):
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• λ∗ ∈ σ(C) ∩ R−. If u∗ ∈ ker(C − λ∗I) is an eigenvector related to λ∗, we have
〈D(t)u∗, u∗〉 = 〈Au∗, u∗〉+ tλ∗ ‖u∗‖2 .
Thus
sup
‖u‖=1
u∈ ker(C−λ∗I)
〈D(t)u, u〉 6 λmax + tλ∗,
where λmax is the maximum of the quadratic form 〈Au, u〉 on the unit sphere of the
eigenspace of C relative to λ∗ (which is attained by Weierstraß theorem). If we choose
Tmax :=
1 + λmax
|λ∗| , we obtain that
sup
‖u‖=1
u∈ ker(C−λ∗I)
〈D(t)u, u〉 6 −1, ∀t > Tmax,
so that λ∗ eventually defines a negative eigendirection for D(t).
• λ∗ ∈ σ(C) ∩ R+. If u∗ ∈ ker(C − λ∗I) is an eigenvector related to λ∗, we have
〈D(t)u∗, u∗〉 = 〈Au∗, u∗〉+ tλ∗ ‖u∗‖2 .
Thus
sup
‖u‖=1
u∈ ker(C−λ∗I)
〈D(t)u, u〉 > λmin + tλ∗,
where λmin is the minimum of the quadratic form 〈Au, u〉 on the unit sphere of the
eigenspace of C relative to λ∗ (which is attained by Weierstraß theorem). If we choose
Tmin :=
1− λmin
|λ∗| , we obtain that
sup
‖u‖=1
u∈ker(C−λ∗I)
〈D(t)u, u〉 > 1, ∀t > Tmin,
so that λ∗ eventually defines a positive eigendirection for D(t).
Define then T := max{Tmin, Tmax}. Without loss of generality we may assume that T1 < T2.
By means of the concatenation property of the spectral flow we get
sf
(
D, [ε, T2]
)
= sf
(
D, [ε, T1]
)
+ sf
(
D, [T1, T2]
)
= sf
(
D, [ε, T1]
)
,
where the last equality comes from the fact that D(t) is an isomorphism for every t > T .
As we showed, indeed, for any t > T each eigenvalue of C determines an eigendirection (and
hence an eigenvalue) of D(t) of the same sign. Being C invertible, the claim follows.
We now prove (T3). Let us first make the link between t∗ and λ explicit: writing
D(t) = −B(−B−1A− itI) ∀t ∈ [0,+∞)
it is clear that t∗ is a crossing for D if and only if λ = it∗ is an eigenvalue of −B−1A. Now, by
construction both ε and T are not crossing instants for D, hence we can apply Proposition A.4
to sf
(
D, [ε, T ]
)
and write
sf
(
D, [ε, T ]
)
=
∑
t∗ ∈ [ε,T ]
t∗ crossing
sgn
(
QλCQλ
∣∣
Eλ
)
. (A.3)
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(Note that this summation is meaningful because of our brief discussion a few lines above.)
Since the crossing forms are non-degenerate by (H1) and since −B−1A is diagonalisable by
(H2), we have that
sgn
(
QλCQλ
∣∣
Eλ
)
:= n+
(
QλCQλ
∣∣
Eλ
)
− n−
(
QλCQλ
∣∣
Eλ
)
≡ n+
(
QλCQλ
∣∣
Eλ
)
+ n−
(
QλCQλ
∣∣
Eλ
)
mod 2
= dimEλ
(A.4)
for all λ ∈ σ(−B−1A). As a consequence of (A.3) and (A.4) we infer that
sf
(
D, [ε, T ]
) ≡ ∑
t∗ ∈ [ε,T ]
t∗ crossing
dimEλ =
∑
λ∈σ(−B−1A)∩ i[ε,+∞)
dimEλ mod 2. (A.5)
Finally, taking into account (H2), (H3) and (H4), we deduce∑
λ∈σ(−B−1A)∩ i[ε,+∞)
dimEλ = 2n− ν(A) ≡ 0 mod 2.
The next corollary is directly derived from the previous proposition and it deals with the
case when the matrix A is invertible.
Corollary A.6. In the same setting of Proposition A.5, assume that A ∈ G Bsa(H) and that
(H1), (H2) and (H3) hold. Then there exists T > 0 such that
(T2’) sf
(
D, [0, T1]
)
= sf
(
D, [0, T2]
)
for all T1, T2 > T ;
(T3’) sf
(
D, [0, T ]
)
is even.
Proof. Since A is invertible, the instant t = 0 is not a crossing for L and ν(A) = 0. Con-
sequently, we can compute the spectral flow of L directly on the interval [0, T ] and apply
Proposition A.5 with obvious modifications.
A.2 Root functions, partial signatures and spectral flow
The aim of this section is to derive a formula for computing the spectral flow of an affine path
at a possibly degenerate (i.e. non-regular) crossing instant. The main references are [9, 10]
and references therein.
Let t∗ ∈ R, ε > 0 and T : [t∗ − ε, t∗ + ε] → Bsa(H) be a real-analytic path such that
t = t∗ is an isolated crossing for T . We are interested in computing the “jumps” of the
functions n+
(
T (t)
)
and n−
(
T (t)
)
as t passes through t∗ also in the degenerate case, in order
to generalise Lemma A.3. Recall that, given k ∈ N\{0}, a smooth map f : [t∗−ε, t∗+ε]→ H
is said to have a zero of order k at t = t∗ if f(t∗) = f ′(t∗) = . . . = f (k−1)(t∗) = 0 and
f (k)(t∗) 6= 0. We recall that in this case both the eigenvalues and the eigenvectors of T (t) are
real-analytic functions defined on the domain of T (see [12, Chapter 2]); we denote them by
λi(t) and vi(t) respectively, for i ∈ {1, . . . ,dimH}. Moreover, if λi(t) vanishes at t = t∗ for
some index i then it has a zero of finite order, and for each i the vi’s are pairwise orthogonal
unit eigenvectors relative to the λi(t)’s.
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Definition A.7. A root function for T (t) at t = t∗ is a smooth map u : [t∗ − ε, t∗ + ε] → H
such that u(t∗) ∈ kerT (t∗). The order ord(u) of the root function u is the (possibly infinite)
order of the zero at t = t∗ of the map t 7→ T (t)u(t).
In correspondence of the (possibly non-regular) crossing instant t∗ for T we define, for every
k ∈ N \ {0}, a descending filtration (Wk) of vector spaces Wk ⊂ H and a sequence (Bk) of
sesquilinear forms Bk : Wk ×Wk → C as follows:
Wk := { u∗ ∈ H | ∃ a root function u with ord(u) > k and u(t∗) = u∗ } ,
Bk(u∗, v∗) :=
1
k!
〈
dk
dtk
[
T (t)u(t)
]∣∣∣
t= t∗
, v∗
〉
∀u∗, v∗ ∈Wk, (A.6)
where u in (A.6) is any root function with ord(u) > k and u(t∗) = u∗. The right-hand side of
the equality in (A.6) is well defined and indeed it turns out to be independent of the choice
of the root function u (see [10, Proposition 2.4]).
Definition A.8. For all k ∈ N \ {0}, the integer number
sgnk(T, t∗) := sgnBk
is called the k-th partial signature of T (t) at t = t∗.
Proposition A.9. Let t∗ ∈ R, ε > 0 and T : [t∗ − ε, t∗ + ε]→ Bsa(H) be a real-analytic path
having a unique (possibly non-regular) crossing at t = t∗. Then
(i) Wk = span
{
vi(t∗) ∈ H
∣∣∣ λ(j)i (t∗) = 0 for all j < k and λ(k)i (t∗) 6= 0 };
(ii) If v ∈Wk is an eigenvector of λ(t∗) then Bk(v,w) = 1k!λ(k)(t∗)〈v,w〉, for all w ∈Wk;
(iii) sf
(
T, [t∗− ε, t∗+ ε]
)
=
+∞∑
k=1
sgn2k−1(T, t∗), where the sum has only finitely many non-zero
terms.
Proof. It follows verbatim from [10, Proposition 2.9, Corollary 2.14]: the results there con-
tained hold also if the underlying Hilbert space is complex.
Remark A.10. Part (iii) of Proposition A.9 is the generalisation of Lemma A.3 to the degen-
erate case that we were seeking.
We close this subsection with the following central result, which computes the spectral
flow for a path of Hermitian matrices in terms of partial signatures.
Proposition A.11. Let A ∈ Bsa(H) and C ∈ G Bsa(H). Consider the affine path D˜ :
(0,+∞)→ Bsa(H) defined by
D˜(s) := sA+C
and assume that s∗ ∈ (0,+∞) is an isolated (possibly non-regular) crossing instant for D˜, so
that 1/s∗ is an eigenvalue of −C−1A. Then for ε > 0 small enough
sf
(
D˜, [s∗ − ε, s∗ + ε]
)
= − sgnB1,
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where
B1 := 〈C ·, ·〉
∣∣
Hs∗
and Hs∗ is the generalised eigenspace
Hs∗ :=
dimH⋃
j=1
ker
(
C−1A+
1
s∗
I
)j
.
Proof. See [10, Corollary 3.30].
A.3 Krein signature of a complex symplectic matrix
We now briefly recall some basic facts about the Krein signature of a symplectic matrix. Our
main references are the books [1, Chapter 1] and [14].
Let S ∈ Sp(2n,R) be a real symplectic matrix. In order to define the Krein signature of
the eigenvalues of S, we consider the usual action of S on C2n
S(ξ + iη) := Sξ + iSη, ∀ ξ, η ∈ R2n,
and the Hermitian form g : C2n × C2n → R given by
g(v,w) := 〈Gv,w〉 ∀ v,w ∈ C2n,
where 〈·, ·〉 denotes the standard scalar product in C2n. The complex symplectic group Sp(2n,C)
is the set of all complex linear automorphisms of C2n which preserve g or, equivalently, the
set of all complex matrices S satisfying the condition S†JS = J . A matrix is an element of
Sp(2n,R) if and only if it belongs to Sp(2n,C) and it is real. Following the discussion in [1,
pages 12–13] and [14, Chapter 1], it is possible to show that the spectral decomposition of C2n
C
2n =
⊕
λ∈σ(S)
|λ|> 1
Fλ,
where
Fλ :=
{
Eλ if |λ| = 1
Eλ ⊕ Eλ−1 if |λ| > 1
and
Eλ :=
2n⋃
j=1
ker(S − λI)j ,
is g-orthogonal. Therefore each restriction g|Fλ is non-degenerate for all λ ∈ σ(S).
Remark A.12. Because of the non-degeneracy of g on each space Fλ we obtain that
sgn g
∣∣
Fλ
:= n+
(
g
∣∣
Fλ
)− n−(g∣∣
Fλ
)
≡ n+(g∣∣
Fλ
)
+ n−
(
g
∣∣
Fλ
)
mod 2
= dimFλ.
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If λ ∈ σ(S)\U has algebraic multiplicity d, then g restricted to the 2d-dimensional subspace
Eλ ⊕ Eλ−1 has a d-dimensional isotropic subspace. Thus g has zero signature on Eλ ⊕ Eλ−1 .
On the contrary, an eigenvalue λ ∈ σ(S)∩U may have any signature on Eλ, and therefore we
are entitled to give the following definition.
Definition A.13. Let S ∈ Sp(2n,C) be a complex symplectic matrix and let λ ∈ σ(S) ∩ U
be a unitary eigenvalue of S. The Krein signature of λ is the signature of the restriction g|Eλ
of the Hermitian form g to the generalised eigenspace Eλ.
Assume that S ∈ Sp(2n,R). If an eigenvalue λ ∈ σ(S) ∩ U has Krein signature p, then
its complex conjugate λ (which is again an eigenvalue of S because of the properties of the
spectrum of symplectic matrices, cf. Proposition 2.3) has Krein signature −p. This implies,
in particular, that 1 and −1 always have Krein signature 0.
References
[1] A. Abbondandolo, Morse theory for Hamiltonian systems, Chapman & Hall/CRC Re-
search Notes in Mathematics, vol. 425, Chapman & Hall/CRC, Boca Raton, FL, 2001.
MR 1824111 (2002e:37103)
[2] A. Albouy, H. E. Cabral, and A. A. Santos, Some problems on the classical n-body problem,
Celestial Mech. Dynam. Astronom. 113 (2012), no. 4, 369–375. MR 2970201
[3] M. F. Atiyah, V. K. Patodi, and I. M. Singer, Spectral asymmetry and Riemannian
geometry. III, Math. Proc. Cambridge Philos. Soc. 79 (1976), no. 1, 71–99. MR 0397799
(53 #1655c)
[4] V. Barutello, D. L. Ferrario, and S. Terracini, On the singularities of generalized solutions
to n-body-type problems, Int. Math. Res. Not. IMRN (2008), Art. ID rnn 069, 78. MR
2439573 (2010g:70019)
[5] V. Barutello, R. D. Jadanza, and A. Portaluri, Morse index, Maslov index and linear
stability of the Lagrangian circular orbit in 3-body-type problems, in preparation (2014).
[6] V. Barutello and S. Secchi, Morse index properties of colliding solutions to the N -body
problem, Ann. Inst. H. Poincaré Anal. Non Linéaire 25 (2008), no. 3, 539–565.
[7] F. Diacu, E. Pérez-Chavela, and M. Santoprete, Central configurations and total collisions
for quasihomogeneous n-body problems, Nonlinear Anal. 65 (2006), no. 7, 1425–1439. MR
2245515 (2008f:70027)
[8] D. L. Ferrario and A. Portaluri, On the dihedral n-body problem, Nonlinearity 21 (2008),
no. 6, 1307–1321. MR 2422381 (2009d:70013)
[9] R. Giambò, P. Piccione, and A. Portaluri, Computation of the Maslov index and the
spectral flow via partial signatures, C. R. Math. Acad. Sci. Paris 338 (2004), no. 5, 397–
402. MR 2057171 (2004k:53128)
[10] R. Giambò, P. Piccione, and A. Portaluri, On the Maslov index of symplectic paths that are
not transversal to the Maslov cycle. Semi-Riemannian index theorems in the degenerate
case, arXiv:math/0306187v3 (2004), 1–55.
37
[11] X. Hu and S. Sun, Stability of relative equilibria and Morse index of central configurations,
C. R. Acad. Sci. Paris, Ser. IV 347 (2009), 1309–1312.
[12] T. Kato, Perturbation Theory for Linear Operators, Grundlehren der Mathematischen
Wissenschaften, vol. 132, Springer-Verlag, 1980.
[13] M. Lesch, The uniqueness of the spectral flow on spaces of unbounded self-adjoint Fredholm
operators, Spectral geometry of manifolds with boundary and decomposition of manifolds,
Contemp. Math., vol. 366, Amer. Math. Soc., Providence, RI, 2005, pp. 193–224. MR
2114489 (2005m:58049)
[14] Y. Long, Index theory for symplectic paths with applications, Progress in Mathematics,
vol. 207, Birkhäuser Verlag, Basel, 2002. MR 1898560 (2003d:37091)
[15] J. E. Marsden, Lectures on mechanics, London Mathematical Society Lecture Note Series,
vol. 174, Cambridge University Press, Cambridge, 1992. MR 1171218 (93f:58078)
[16] K. R. Meyer, Periodic solutions of the N -body problem, Lecture Notes in Mathematics,
vol. 1719, Springer-Verlag, Berlin, 1999. MR 1736548 (2001i:70013)
[17] K. R. Meyer, G. R. Hall, and D. Offin, Introduction to Hamiltonian dynamical systems
and the N -body problem, second ed., Applied Mathematical Sciences, vol. 90, Springer,
New York, 2009. MR 2468466 (2010d:37108)
[18] K. R. Meyer and D. S. Schmidt, Elliptic relative equilibria in the N -body problem, J. Dif-
ferential Equations 214 (2005), 256–298.
[19] R. Moeckel, Celestial Mechanics (especially central configurations), Unpublished lecture
notes, available at http://www.math.umn.edu/∼rmoeckel/notes/Notes.html, October 1994.
[20] , Linear stability analysis of some symmetrical classes of relative equilibria, Hamil-
tonian dynamical systems (Cincinnati, OH, 1992), IMA Vol. Math. Appl., vol. 63,
Springer, New York, 1995, pp. 291–317. MR 1350320 (96i:70011)
[21] F. Paparella and A. Portaluri, Geometry of stationary solutions for a system of vortex
filaments: a dynamical approach, Discrete Contin. Dyn. Syst. 33 (2013), no. 7, 3011–3042.
MR 3007736
[22] M. Ramos and S. Terracini, Noncollision periodic solutions to some singular dynamical
systems with very weak forces, J. Differential Equations 118 (1995), no. 1, 121–152. MR
1329405 (96d:58115)
[23] G. E. Roberts, Spectral instability of relative equilibria in the planar n-body problem,
Nonlinearity 12 (1999), no. 4, 757–769. MR 1709850 (2000e:70011)
[24] E. J. Routh, Stability of a given state of motion, Halsted Press, New York. Reprinted in
Stability of Motion (1975), A. T. Fuller ed., 1877.
[25] S. Smale, Topology and Mechanics I, Invent. Math. 10 (1970), 305–331.
[26] A. Venturelli, Application de la minimisation de l’action au Problème des N corps dans
le plan et dans l’espace, Ph.D. thesis, Université Paris 7 (D. Diderot), 2002.
38
Vivina L. Barutello
Dipartimento di Matematica “G. Peano”
Università degli Studi di Torino
Via Carlo Alberto, 10
10123 Torino
Italy
E-mail: vivina.barutello@unito.it
Riccardo Danilo Jadanza
Dipartimento di Scienze Matematiche “J.-L. Lagrange” (DISMA)
Politecnico di Torino
Corso Duca degli Abruzzi, 24
10129 Torino
Italy
E-mail: riccardo.jadanza@polito.it
Alessandro Portaluri
Dipartimento di Scienze Agrarie, Forestali e Alimentari (DISAFA)
Università degli Studi di Torino
Via Leonardo da Vinci, 44
10095 Grugliasco (TO)
Italy
E-mail: alessandro.portaluri@unito.it
Website: http://aportaluri.wordpress.com
39
