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R610nonlinear relationship between
membrane potential and transmitter
release at this synapse (Figure 1C). This
nonlinear relationship arises through
several mechanisms, including from
the steep voltage dependence of Ca2+
channels driving release, which only
activate when depolarized above
approximately –55 mV. The authors
hypothesize that, when the ON cone
bipolar is in a depolarized state in the
dark, it sits on the linear part of this
curve, and increases or decreases its
vesicle release proportional to
luminance increments or decrements.
However, the ambient light-dependent
hyperpolarization of just a fewmillivolts
shifts the ON cone bipolar cell release
to the highly nonlinear ‘foot’ of the
activation curve (Figure 1C). In this
nonlinear regime, bright objects in the
visual field depolarize cone ON bipolar
cells to trigger an increase in release,
but dark objects that hyperpolarize do
not, i.e. the ON cone bipolar cell output
is rectified.
Conclusions and Future Directions
In summary, the new study by Grimes
et al. [8] elegantly demonstrates how
retinal circuit elements are effectively
repurposed to execute distinct coding
strategies to optimize vision under
different lighting conditions. Their
finding that bright light hyperpolarizes
the presynaptic ON cone bipolar
cell, pushing it into a nonlinear
response regime, provides a simple
framework to understand how subtle
changes in membrane potential can
lead to fundamental modifications in
circuit function. In addition, their
findings also raise many new
questions.
Firstly, Grimes et al. [8] propose a
model based on relativelymild changes
in membrane potential of ON cone
bipolar cells (3–5 mV), which is likely to
be an underestimate of the true range
of voltages affecting release, as their
measurements were made at the soma
while release occurs at the distal axon
terminals. To clarify this issue, it will be
necessary to determine the changes in
membrane potential that AII amacrine
cells impart to the cone bipolar
terminal, the site of the connecting
gap junctions. This may be extremely
challenging and will likely require
sophisticated optical imaging
techniques.
Secondly, it remains to be
determined what ion channels in
these cells are most affected bymembrane hyperpolarization.
Interestingly, as Na+ channels are
expressed in the AII amacrine cells (but
not in ON cone bipolar cells in the
mouse), an intriguing possibility is that
the network hyperpolarization brings
Na+ channels out of inactivation and
thereby increases the gain of the ON
cone bipolar cell synapse [17].
And thirdly, how do the changing
kinetics of the ON cone bipolar output
response contribute to the non-linear
responses of ganglion cells [18]?
Afinal but important question is howare
the linear/non-linear properties
of excitatory bipolar cells described
by Grimes et al. [8] linked to the
light-dependent changes in the
inhibitory circuitry mediated by
downstream amacrine cells [6]?
Clearly, Grimes et al. [8] havedefined an
important path for future investigations
that aim to understand the workings
of complex retinal circuitry.
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and DeathAlthough historically reactive oxygen species have been implicated as
a potential cause of ageing, recent evidence suggests that a modest increase
in oxidants can actually extend lifespan. A new study suggests that, in
Caenorhabditis elegans, reactive oxygen species regulate longevity through
a pathway classically linked to apoptosis.Julia Liu and Toren Finkel*
Perhaps no organism has contributed
as much to our understanding of
complex biological processes as thesimple roundworm, Caenorhabditis
elegans. Investigations using this
organism began in the 1970s and
eventually culminated a few decades
later in a detailed understanding of
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Figure 1. The classical apoptotic pathway regulates lifespan.
Mutations in structural components of the electron transport chain (ETC) can lead to increased
lifespan. These include the previously characterized mutations in nuo-6 and isp-1, which
encode proteins that localize to complex I and complex III of the ETC. Both mutations lead
to increased mROS production, as does the addition of the redox-cycling agent paraquat.
ROS appear to activate the components of the intrinsic apoptosis pathway, although in this
context, CED-3 activation does not lead to cell death, but rather increased lifespan. Previous
results suggest that mROS can also activate the HIF-1 transcription factor, and this activation
contributes to the observed change in longevity. The relationship, if any, between these two
pathways is currently unknown. Proteins required for cell death are shown in red, while those
mediating the effect of mROS on lifespan are shown in green.
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R611the mechanisms underlying
programmed cell death. Subsequent
investigators, using the same model
system, were also able to delineate
the first pathway regulating the lifespan
of an organism. The initial ageing
analysis centered on the transcription
factor Daf-16, a protein that is related to
the mammalian FoxO family of
transcriptional regulators [1]. Both
Daf-16 and FoxO proteins regulate a
variety of downstream targets
involved in stress resistance and
metabolism. Subsequent studies have
identified a large number of other
pathways that can regulate the lifespan
of the worm. Many of these additional
pathways also seem to regulate
metabolism, stress resistance, or
related properties [2]. One class of
such life-extending mutants
comprises worms in which
mitochondrial function is mildly
impaired. A new paper by Yee et al. [3]
reports that the lifespan of such
worms is apparently extended
by activation of components of the
cell death pathway. In this case,
activation of the cell death machinery
does not culminate in apoptosis, but
rather, it leads to increased stress
resistance and a surprisingly long
lifespan.
Yee et al. [3] focus primarily on
strains of C. elegans mutant in either
of two genes, isp-1 and nuo-6, the
protein products of which are
subunits of the electron transport
chain, and in particular, components
of mitochondrial complex III and
complex I, respectively [3]. The
missense mutations isp-1(qm150)
and nuo-6(qm200) in these strains do
not lead to a full loss of electron
transport function, although the
mutants do exhibit a measurable
reduction in ATP levels. The
authors have previously demonstrated
that these mitochondrial mutants
had an extended lifespan, as well
as enhanced mitochondrial
superoxide production [4].
Remarkably, the increased lifespans
of both the isp-1 and nuo-6 mutant
strains were previously demonstrated
to be abrogated by antioxidant
treatment [4]. This suggested that the
longevity of these mutants is intimately
connected to the observed increase
in mitochondrial reactive oxygen
species (mROS). This point was
further strengthened by the
observation that lifespan was also
increased in wild-type worms followingaddition of the redox-cycling and
superoxide-generating compound
paraquat. Hence in these models,
mitochondrial superoxide release
seems to act as a signal to positively,
rather than negatively, regulate
longevity.
The new study sought to better
characterize how an increase in
mitochondrial superoxide production
could extend lifespan. Yee et al. [3]
hypothesized that components of the
intrinsic apoptotic signaling pathway
might play a role in the increased
longevity observed in both the isp-1
and nuo-6 mutant strains, as well as
following low dose paraquat exposure.
This hypothesis was based on the
knowledge that components of this
pathway are known to be associated
with mitochondria, and at least in
higher organisms, activation of this
pathway can be triggered by mROS
release. In the worm, the intrinsic
apoptosis signaling pathway includes
CED-3 (caspase 9 homologue), CED-4
(apoptotic protease activating factor 1,
Apaf1-like), CED-9 (Bcl2 homologue)
and EGL-1, a BH3-only protein.Remarkably, while by itself, a ced-4
mutation had no effect on lifespan,
the lifespan extension observed in
the isp-1 and nuo-6mutant strains was
significantly suppressed when
combined with ced-4. A similar and
even stronger suppression was
seen when the ced-4 mutant was
exposed to paraquat. In this case, the
lifespan extension observed following
paraquat exposure in wild-type worms
was completely absent in the ced-4
mutant.
These observations suggest that
components of the intrinsic apoptosis
pathway may be directly or indirectly
sensing mROS and mediating the
subsequent increase in lifespan.
Surprisingly, this life-extending
capacity has nothing to do, however,
with apoptosis. This point was
reinforced by the observation that
an egl-1 mutation, known to cause a
defect in intrinsic apoptotic signaling,
was unable to suppress the increased
lifespan seen in the isp-1 and nuo-6
mutant strains, or the increased
longevity observed after paraquat
exposure. In contrast, the only
Current Biology Vol 24 No 13
R612other BH3 protein in the worm,
CED-13, appeared to act in a similar
fashion as CED-3, CED-4 and CED-9.
Additional genetic experiments
suggested that these four
mutations — ced-13, ced-9, ced-4
and ced-3— all act in a single pathway
to mediate the lifespan-prolonging
effects of mROS, with oxidants
appearing to act downstream of
CED-13 (Figure 1).
What do these results tell us about
aging and the role that mitochondria
and ROS might play in that process?
First, they need to be put in some
context, as there is a growing set of
similar observations suggesting that,
in both yeast and worms, a rise in
ROS might initiate a signaling pathway
that results in lifespan extension [5–7].
These recent observations are in
stark contrast to the widely-held
belief that an increase in ROS levels is
a proximal cause of the ageing
process, an idea that has been
maintained for over a half century [8].
Similarly, even in the absence of a
documented increase in ROS levels,
genetic screens in C. elegans have
consistently demonstrated that mild or
moderate disruption of mitochondrial
function can lead to augmented
lifespan [9,10]. These results have
also been extended to mammals, as
perturbing mitochondrial function via
knockout of Surf1, an electron
transport assembly factor [11],
reduction of the ubiquinone synthesis
enzyme Mckl1 [12], or altering the
mitochondrial ribosomal subunit S5
[13] all extend lifespan in mouse
models. It is important to note that
we are discussing mild mitochondrial
dysfunction, as severe disruption of
the electron transport chain in both
simple and complex organisms most
often results in shortened lifespan or
lethality.
These observations have spurred
interest in understanding how
perturbation in mitochondrial
function could subsequently result
in augmented longevity. Previous
results have demonstrated that the
increased lifespan of the isp-1
mutant was dependent on the
induction of hypoxia-inducible
factor (HIF-1) [14]. HIF-1 is a highly
conserved transcription factor that
orchestrates the transcriptional
program that promotes cellular and
organismal survival under low
oxygen conditions. Subsequent
screens have also identified additionaltranscription factors necessary for
the lifespan extension seen in the
isp-1 mutant [15]. What was missing,
however, was the potential proximate
sensingmechanism—what connected
dysfunctional mitochondria to the
observed nuclear transcriptional
events and the subsequent increased
lifespan?
The work of Yee et al. [3] suggests
that the answer to that question may
lie in one of the best-studied
pathways in C. elegans, namely the
pathway regulating programmed
cell death. Both CED-4 and CED-9
are associated with the mitochondria
and thus ideally positioned to
respond to perturbations within the
organelle. What is less clear is what
these proteins actually sense. One
possibility certainly is the release of
mROS. In general, ROS signal by
altering redox-sensitive amino acids
such as cysteine residues. Previous
evidence suggests that the activity of
cysteine proteases, of which CED-3 is
the founding member, are exquisitely
sensitive to ROS levels [16]. Similar
redox modifications appear to be
important for other components of the
pathway [17].
There are of course other potential
mechanisms through which a
change in mitochondrial function
could be sensed. For instance,
recent metabolomic analysis has
demonstrated that long-lived
mitochondrial mutants have a buildup
of a-ketoacids and a-hydroxyacids
[18]. These compounds are structurally
related to a-ketoglutarate, a
metabolic intermediary that is known
to regulate the HIF-1 pathway. Thus,
dysfunctional mitochondria could
lead to changes in metabolic
intermediates that, in turn, might be
directly sensed. Similarly, changes in
mitochondrial function invariably alter
the NADH/NAD+ ratio and therefore
have the ability to alter protein
acetylation via the action of the sirtuin
family of enzymes.
Through whatever mechanism,
these most recent results suggest
that activation of CED-3 does not
invariably lead to cell death. Rather, in
the context of mitochondrial
dysfunction, CED-3 can activate a
non-apoptotic program that leads to
increased lifespan. Interestingly,
another recent report suggested that
ced-3 mutants are more resistant
to a variety of stresses [19]. The
authors of this study proposedthat there is an intimate link between
two very different strategies that
protect the organism: an animal-wide
stress resistance pathway induced
by environmental insults and cellular
pathways that kill damaged cells
through apoptosis. One way to link
these two pathways is to posit that
apoptotic proteins have additional
non-apoptotic functions. Although
not extensively studied, there are
certainly some previous examples in
which such non-apoptotic functions
have been demonstrated [20]. To that
list, we now add the observations of
Yee et al. [3].
In this tumultuous world we live in,
novelists and philosophers often
remind us that the balance between
life and death is indeed tenuous.
These new observations suggest
that the relationship between long life
and programmed death is perhaps
even more complex and intertwined
than anticipated. For this important
insight,weneedn’t thankaphilosopher.
Rather, our thanks should once again
go to a simple, round, transparent
worm.References
1. Kenyon, C. (2011). The first long-lived
mutants: discovery of the insulin/IGF-1
pathway for ageing. Phil. Trans. R. Soc. Lond. B
366, 9–16.
2. Shore, D.E., and Ruvkun, G. (2013). A
cytoprotective perspective on longevity
regulation. Trends Cell Biol. 23, 409–420.
3. Yee, C., Yang, W., and Hekimi, S. (2014).
The intrinsic apoptosis pathway mediates
the pro-longevity response to mitochondrial
ROS in C. elegans. Cell 157, 897–909.
4. Yang, W., and Hekimi, S. (2010). A
mitochondrial superoxide signal triggers
increased longevity in Caenorhabditis elegans.
PLoS Biol. 8, e1000556.
5. Schulz, T.J., Zarse, K., Voigt, A., Urban, N.,
Birringer, M., and Ristow, M. (2007). Glucose
restriction extends Caenorhabditis elegans life
span by inducing mitochondrial respiration and
increasing oxidative stress. Cell Metab. 6,
280–293.
6. Zarse, K., Schmeisser, S., Groth, M., Priebe, S.,
Beuster, G., Kuhlow, D., Guthke, R., Platzer, M.,
Kahn, C.R., and Ristow, M. (2012). Impaired
insulin/IGF1 signaling extends life span by
promoting mitochondrial L-proline catabolism
to induce a transient ROS signal. Cell Metab.
15, 451–465.
7. Pan, Y., Schroeder, E.A., Ocampo, A.,
Barrientos, A., and Shadel, G.S. (2011).
Regulation of yeast chronological life span
by TORC1 via adaptive mitochondrial
ROS signaling. Cell Metab. 13, 668–678.
8. Harman, D. (1956). Aging: a theory based on
free radical and radiation chemistry.
J. Gerontol. 11, 298–300.
9. Lee, S.S., Lee, R.Y., Fraser, A.G., Kamath, R.S.,
Ahringer, J., and Ruvkun, G. (2003). A
systematic RNAi screen identifies a critical role
for mitochondria in C. elegans longevity. Nat.
Genet. 33, 40–48.
10. Munkacsy, E., and Rea, S.L. (2014).
The paradox of mitochondrial dysfunction
and extended longevity. Exp. Gerontol. 56C,
221–233.
Dispatch
R61311. Dell’agnello, C., Leo, S., Agostino, A.,
Szabadkai, G., Tiveron, C., Zulian, A., Prelle, A.,
Roubertoux, P., Rizzuto, R., and Zeviani, M.
(2007). Increased longevity and refractoriness
to Ca(2+)-dependent neurodegeneration in
Surf1 knockout mice. Hum. Mol. Genet. 16,
431–444.
12. Liu, X., Jiang, N., Hughes, B., Bigras, E.,
Shoubridge, E., and Hekimi, S. (2005).
Evolutionary conservation of the
clk-1-dependent mechanism of longevity: loss
of mclk1 increases cellular fitness and lifespan
in mice. Genes Dev. 19, 2424–2434.
13. Houtkooper, R.H., Mouchiroud, L., Ryu, D.,
Moullan, N., Katsyuba, E., Knott, G.,
Williams, R.W., and Auwerx, J. (2013).
Mitonuclear protein imbalance as a conserved
longevity mechanism. Nature 497, 451–457.
14. Lee, S.J., Hwang, A.B., and Kenyon, C. (2010).
Inhibition of respiration extends C. elegans
life span via reactive oxygen species thatincrease HIF-1 activity. Curr. Biol. 20,
2131–2136.
15. Khan, M.H., Ligon, M., Hussey, L.R., Hufnal, B.,
Farber, R., 2nd, Munkacsy, E., Rodriguez, A.,
Dillow, A., Kahlig, E., and Rea, S.L. (2013).
TAF-4 is required for the life extension of
isp-1, clk-1 and tpk-1 Mit mutants. Aging 5,
741–758.
16. Hampton, M.B., Fadeel, B., and Orrenius, S.
(1998). Redox regulation of the caspases
during apoptosis. Ann. NY Acad. Sci. 854,
328–335.
17. Zech, B., Kohl, R., von Knethen, A., and
Brune, B. (2003). Nitric oxide donors inhibit
formation of the Apaf-1/caspase-9 apoptosome
and activation of caspases. Biochem. J. 371,
1055–1064.
18. Butler, J.A., Mishur, R.J., Bhaskaran, S., and
Rea, S.L. (2013). A metabolic signature for
long life in the Caenorhabditis elegans
Mit mutants. Aging Cell 12, 130–138.19. Judy, M.E., Nakamura, A., Huang, A., Grant, H.,
McCurdy, H., Weiberth, K.F., Gao, F.,
Coppola, G., Kenyon, C., and Kao, A.W. (2013).
A shift to organismal stress resistance in
programmed cell death mutants. PLoS Genet.
9, e1003714.
20. Yeretssian, G., Correa, R.G., Doiron, K.,
Fitzgerald, P., Dillon, C.P., Green, D.R.,
Reed, J.C., and Saleh, M. (2011). Non-apoptotic
role of BID in inflammation and innate
immunity. Nature 474, 96–99.
Center for Molecular Medicine,
National Heart, Lung and Blood Institute,
NIH Bethesda, MD 20892, USA.
*E-mail: finkelt@nih.govhttp://dx.doi.org/10.1016/j.cub.2014.05.057Neurobiology: The Eye within the
BrainAll vertebrates except mammals have photoreceptors within their brains;
however, the light-sensitive cells have never been unambiguously identified. A
new paper provides direct evidence of photosensitivity in cerebrospinal fluid
(CSF)-contacting neurons in quail brain that mediate the seasonal reproductive
response.Michael Menaker
It is not difficult to make a cell —
especially a nerve cell — responsive
to visible light. In principle one has only
to couple a light-sensitive molecule to
an ion channel; the machinery to
translate a change in membrane
potential into action potentials is
already in place. Natural selection
has accomplished this many times in
the long history of life; our recent
ability to imitate this feat, more or less
at will, has created the exciting new
field of optogenetics. So it is somewhat
surprising that biologists have found
it hard to accept the evidence of
direct photoreception by the vertebrate
brain. More than 100 years ago the
young Karl von Frisch — later a Nobel
laureate and famed translator of the
language of bees — and Ernest
Scharrer trained blinded fish to come to
the surface of the water for food in
response to presentation of a light
signal [1,2]. This led to the discovery
of photosensitivity in the pineal gland
and associated structures in fish and
later in amphibians and reptiles [3].
Nonetheless it was with great
skepticism that reproductive
endocrinologists greeted the work of
Benoit in the 1930s which showed (inretrospect quite clearly) that blinded
ducks, like their sighted brothers,
could be induced to grow their
gonads by exposure to long days [4,5].
Benoit’s work, which implicated
hypothalamic photoreception, was
viewed as a kind of curiosity and did
not receive the further experimental
attention that it deserved. In the 1960s
we published several papers
demonstrating that surgically blinded
house sparrows synchronized
(entrained) their circadian activity
rhythms to light cycles and also
responded reproductively to long days
[6,7]. Work from several laboratories
soon established that extra retinal or
non-visual photoreception was an
invariant feature of the sensory
armametaria of all vertebrate classes,
with the interesting and important
exception of mammals [8]. The parallel
story in mammals, involving
specialized non-visual retinal
photoreceptors — neither rods nor
cones — is also fascinating [9,10]. A
search for the photoreceptors
mediating these responses in birds and
reptiles was undertaken by several
groups using two techniques: attempts
to identify opsins (a class of
protein usually associated with
photoreceptors) in the brain withimmunocytochemistry and the
ingenious use of small radioluminous
discs implanted in various regions
of the brain to cause gonad growth
[11–13]. These experiments
identified brain regions that were
putative sites of photoreception
(Figure 1) and suggested cerebrospinal
fluid (CSF)- contacting neurons as
possible photoreceptive cell
types [11,14].
It is likely that the skepticism with
which discoveries in this field have
been met is due in part to our own
intensely visual sensory system and
in part to the fact that no specific
photoreceptors in the deep brain
have been unambiguously identified.
A new study by Yoshimura and
colleagues [15] reported in this issue of
Current Biology provides direct,
neurophysiological evidence of
photoreception by CSF-contacting
neurons in the brains of quail linked to
that bird’s seasonal photoperiodic
response.
The gold standard for the
demonstration of intrinsic
photosensitivity is neurophysiological
recording of light responses from
individual cells isolated from other
possible photoreceptor inputs. This
can be technically demanding
especially if the putative
photoreceptors are small cells buried in
the deep brain. The authors have
solved these technical problems
elegantly. First they hypothesized that
the CSF-contacting neurons in the
paraventricular organ (PVO) were
intrinsically photoreceptive. They had
previously shown that these cells
stained immunocytochemically with
antibodies against OPN5 (an opsin
