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Abstract
Dendritic solidification has been the subject of continuous research, also because of
its high importance in metal production. The challenge of predicting macroscopic
material properties due to complex solidification processes is complicated by the
multiple physical scales and phenomena involved. Practical modeling approaches
are still subject to significant limitations due to remaining gaps in the systematic
understanding of dendritic microstructure formation. The present work investigates
some of these problems at the microscopic level of interfacial morphology using
phase-field simulations. The employed phase-field models are implemented within
a finite-element framework, allowing efficient and scalable computations on high-
performance computing facilities. Particular emphasis is placed on the evolution and
interaction of dendrite sidebranches in the broader context of dendrite fragmentation,
varying and dynamical solidification conditions.
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1 Introduction
Most metals solidify in the form of dendrites which are geometrically complex, tree-like
structures (Ancient Greek: dendron = tree), similar in appearance to snowflakes. These
interesting patterns are the result of combined diffusive transport and capillarity effects
that are characteristic for non-equilibrium phase transitions. The non-equilibrium
character of this process results from the circumstance that solidification of metallic
melts will typically require a state, where the temperature is significantly below the
equilibrium melting point of the melt. The underlying morphological instability of
the solidification front causes a branched growth which exhibits preferred orientations
according to the crystalline lattice of the material (Fig. 1.1(a)). The locations where
dendrites of different crystallographic orientation impinge their neighbors constitute
the grain boundaries in the solidified polycrystalline microstructure (Fig. 1.1(b)).
(a) (b)
Figure 1.1: (a) Dendrite tip in transparent succinonitrile-acetone alloy [97]. (b) Grain
structure of an aluminum-copper sample obtained from an electrolyti-
cally etched section under polarized light (courtesy of G. Zimmermann,
unpublished).
Extensive research has been dedicated to the understanding of dendritic solidification.
From a theoretical perspective, dendritic growth is a prototype example for pattern
formation and self-organization in non-equilibrium systems [80, 35, 51]. On the other
hand, this topic has a high practical relevance for many casting and welding processes
in industrial applications [77, 36, 10]. This results from the fact that the quality of
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casting or welding products is determined by the features of their microstructure which
in turn is largely influenced by the evolution of dendrites. It is, therefore, necessary to
pursue an understanding of solidification processes which reaches down to the scale of
dendrites and even beyond.
However, a major challenge in understanding dendritic solidification results from
the multiscale character of the involved processes. Transport of heat and mass takes
place on a macroscopic level of the entire solidifying volume at an order of meters
and reaches down to the scale of the smallest geometrical details as the tip radii of
dendrites, which have the magnitude of a few microns. Whereas these lengthscales can
usually be captured by a continuum approach, the actual interface between the liquid
and solid phase may require further considerations on an atomistic level. Even though
the computing power has increased dramatically over the last decade and numerical
methods have at the same time matured significantly, it remains impossible so far
to run simulations that cover the space and time dimensions of the full solidification
process. Practical modeling approaches are therefore addressing phenomena that
occur at specific scales and further effects that result from smaller scales can only be
considered in an approximate or averaged way. Even for modeling single dendrite
growth, it may be necessary to consider lengthscales that cover several orders of
magnitude, depending on the experimental parameters [150].
The present thesis was initiated within a project that was aimed at investigating the
impact of electromagnetically induced melt flow on the solidification microstructure.
In particular, the grain refining effect in the presence of flow that is widely believed to
result from enhanced dendrite fragmentation was addressed as a question of major
importance. The present work is built around some key issues of this complex
phenomenon:
An important consequence of convection in the melt are potential fluctuations in the
local solidification conditions at the growing tips of dendrites. These transients have a
crucial effect on the sidebranching behavior which in turn has several implications for
the later evolution of the microstructure. Since the major theories of dendritic growth
are only valid under steady-state conditions, a more systematic understanding of this
issue is still lacking. Chapter 4 studies the impact of flow-induced transients on the
basic example of an equiaxed dendrite that is exposed to a periodically modulated
flow.
The later development of sidebranches is mainly characterized by capillarity-driven
coarsening. This process involves several characteristic evolution scenarios of side-
branches which are analyzed in Ch. 5. The scenario, where a sidearm pinches of its
parent stem is probably the most interesting one, as it represents the basic mechanism
behind dendrite fragmentation.
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In Ch. 6, growth and coarsening of complex dendritic structures are analyzed by 3D
simulations on the scale of a dendrite. The main focus in this study is the evolution
of integral geometric features such as the specific interface area with respect to time
and volume fraction of solid. Such measures are important in the characterization and
modeling e.g. of permeability of the partly solidified region (mush-zone) and formation
of microsegregations.
One of the primary concerns throughout Ch. 5–6 is the combined action of capil-
larity-driven coarsening and cooling-induced growth of the structures as occurring in
most typical solidification processes. In particular, this topic is felt to be important,
since the latter effects have been treated as separate phenomena in most of the past
research.
Before entering into presentation and discussion of the results, this works starts
with explaining the essentials of dendritic solidification and corresponding phase-field
models in Ch. 2 and 3, respectively.
9
2 Dendritic solidification
In a typical process of metal casting liquid melt is poured into a mold where heat
is extracted through the walls towards the colder environment. Therefore, the tem-
perature distribution inside the melt is generally non-uniform and characterized by a
temperature drop towards the mold walls from where solidification progresses inwards.
During this stage, dendritic growth is strongly influenced by the present thermal
gradient where dendrites form long, columnar grains which are oriented along this
gradient. In the course of the cooling process, the inward temperature gradient be-
comes weaker, and further solidification can take place in the inner free melt as the
temperature falls below the melting point. Dendrites that form during this stage are
called equiaxed as they grow freely inside the melt and have no preferred direction
of growth. These different kinds of dendrites lead to distinct structural zones in the
solidified microstructure (Fig. 2.1) which play an important role in the quality of
castings.
There can be made some general distinctions regarding the conditions of dendritic
growth. Primarily, dendritic solidification can occur both in pure substances or in
mixtures such as metallic alloys. In both cases, the solid phase can only exist below
the melting temperature and usually requires a certain degree of undercooling to be
formed. For a pure substance where the melting temperature is uniform, solidification
is solely determined through the temperature field. Although this is the most basic
case it already shares many common features with the more general situation of alloy
solidification. However pure substances are relatively rare and solidification in alloys
has a far higher practical relevance.
In an alloy, the melting point depends on the local composition which enters the
problem as an essential field quantity. The growth characteristics in alloy solidification
may be further distinguished by whether growth takes place in a uniform or gradient
shaped temperature field. In a melt of uniform temperature free growth leads to the
formation of equiaxed dendrites, where the only external parameter is the degree of
undercooling. This type of growth is very similar to the growth of equiaxed dendrites
in a pure melt. When solidification takes place in a thermal gradient the orientation
and rate of growth strongly depend on the direction and dynamics of the temperature
gradient. This situation is termed constrained growth and is responsible for the
formation of columnar dendrites as mentioned earlier.
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(a)
columnar
equiaxed
(b)
Figure 2.1: Columnar and equiaxed dendrites forming zones of different grain structure
(from [77]): (a) during solidification, (b) typical section after solidification.
The growth of dendrites into an undercooled melt is governed by two principal
mechanisms.While the solidification front extends into the surrounding melt it produces
an excess in heat and/or solute that needs to be carried away by diffusion. The
diffusivity of the material, therefore, limits the rate at which solidification can proceed.
Under these circumstances, a complex, branched geometry becomes favored that
optimizes diffusive transport away from the interface. This tendency of reducing the
geometrical lengthscales is however limited by the effect of capillarity that imposes
an energetic penalty to small structure sizes. Hence the characteristic dimensions of
the dendrite geometry are selected through the competition between diffusion and
capillarity at the interface. The typical appearance of dendrites, where arms grow along
certain preferred directions in space is essentially influenced by a slight anisotropy in
the surface energy, resulting from the crystalline lattice structure of the solidifying
material.
The remainder of this chapter will be organized as follows. In Sec. 2.1–2.2 the governing
equations are introduced that are required to describe dendritic solidification of a
pure melt and in binary alloys, respectively. Section 2.3 will then discuss the basic
mechanism of morphological instability that is key to the characteristic geometry of
dendrites and is the basis of many further theories of dendrite evolution. The following
section 2.4 will give a short view on the steady-state solution for the growth of a
needle-like dendrite with the purpose to determine the state of the dendrite tip. This
topic is of special importance since many of the growth characteristics of dendrites
can be linked to the operating state of their primary tips.
Section 2.5 describes the formation sidebranches behind the primary tip and their
further evolution. Sidebranches arise from small perturbations which lead to a shape
11
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instability closely related to the instability mechanism debated in Sec. 2.3. While
initial growth of sidebranches is determined by the undercooling of the surrounding
melt, later evolution takes place by a slow coarsening process near phase equilibrium.
During this stage, interface dynamics are mainly driven by capillarity which tends to
increase the overall feature size.
A major concern in the design of casting processes is to obtain a fine-grained
microstructure which generally corresponds to an early transition from a columnar to
an equiaxed grain structure. Section 2.7 provides more details about the columnar-
to-equiaxed transition (CET) and the factors which influence its occurrence. A key
question for the quantification of the CET is the generation of equiaxed grains from
dendrite fragments that are released by the columnar zone. This fragmentation effect
has been debated for a long time in solidification science and will also play a significant
role in the present work.
Although diffusion is the basic transport mechanism in solidification, under realistic
casting conditions, convection effects may play a crucial role by altering the transport
of heat and solute on various lengthscales. Section 2.6 will look into the implications
that either natural or forced convection has for the solidification problem presented by
the preceding sections.
Finally, Sec. 2.8 gives a summary on different approaches for numerical modeling
of dendritic solidification. A particular emphasis of this section are the different
lengthscales addressed by the modeling approaches and some consequences for their
prediction capabilities and numerical complexity.
2.1 Solidification of a pure substance
The interface kinetics in solidification of pure substances are essentially limited by
diffusion of heat. Since usually, the thermal diffusivity in the solid and liquid phase
are rather similar, a uniform value α is assumed for both phases which results in
the symmetrical free boundary problem for the temperature T . The diffusive heat
transport equation is given by
∂tT = α∇2T. (2.1)
The interface that moves at the velocity Vn in normal direction has to fulfill the
conservation of heat which is required by the Stefan condition
LVn = cpα
(
∂nT |− − ∂nT |+
)
, (2.2)
where L is the latent heat of freezing, cp is the specific heat at constant pressure, and
∂nT |∓ is the normal derivative of the temperature on the solid and liquid side of the
12
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interface, respectively. Per definition, the interface normal n is oriented towards the
liquid, so that Vn is positive for solidification and negative for melting. Equation (2.2)
implies that the latent heat generated at the moving interface has to be balanced by a
diffusive flux into the bulk phases.
The generalized Gibbs-Thomson condition introduces a shift of the interface tem-
perature Ti with respect to the melting temperature Tm due to interface curvature κ
and normal velocity Vn,
1
Ti = Tm − Γκ− Vn
µk
. (2.3)
The curvature related term in Eq. (2.3) represents the effect of capillarity between
both phases which is quantified through the Gibbs-Thomson coefficient
Γ =
γ0Tm
L
, (2.4)
where γ0 is the excess free surface energy. The contribution of the interface velocity
in Eq. (2.3) is associated with the rate at which the addition of liquid atoms to the
crystalline solid takes place, given by the kinetic coefficient µk. In crystalline solids,
the surface energy and kinetics are generally slightly anisotropic, which is reflected by
an orientation dependence of γ0 and µk. This anisotropy is omitted here for brevity
but is handled in more detail in the context of phase-field modeling in Ch. 3.
For the purpose to unify the description amongst the different solidification models
and their phase-field counterparts later in Ch. 3, Eqs. (2.1)–(2.3) are rewritten by
introducing the dimensionless temperature
u =
T − Tm
L/cp
. (2.5)
The reduced equations then result in
∂tu = α∇2u (2.6)
Vn = α
(
∂nu|− − ∂nu|+
)
(2.7)
ui = −d0κ− βVn, (2.8)
1The interface curvature can be generally defined as
κ = ∇ · n,
which corresponds to the inverse of the local interface radius in 2D, and 1/R1 + 1/R2 in 3D, where
R1,2 are the principal radii of the interface. The sign of κ is positive for a convex solid geometry.
Note that in differential geometry the slightly different definition of κ/2 is used for the mean
curvature of a surface [50].
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where
d0 =
Γcp
L
, β =
cp
µkL
(2.9)
refer to the microscopic capillarity length and the kinetic coefficient, respectively.
In metallic systems that solidify under the usual low undercooling conditions, the
growth velocity of the interface is much slower than the attachment kinetics of atoms.
It is therefore commonly assumed that β = 0, which is adopted in the remainder of
this work.
2.2 Solidification of binary alloys
For solidifying alloys, the thermal free boundary problem is extended by transport of
chemical constituents that are rejected at the moving interface and modify the local
melting point. As the current work is addressing solidification phenomena on a rather
fundamental level it considers only binary alloys, as they are the basis for more general
material models.
A binary alloy can be defined as a mixture of the components A and B, where c
defines the concentration (here the weight fraction) of solute B, which is solved in
A. The concentration dependence of the thermodynamical properties of the alloy is
usually given by an equilibrium phase diagram, which divides the c–T plane into the
regimes for the various phases at thermodynamical equilibrium. For the case of dilute
alloys (c 1), the phase diagram can be idealized by means of straight liquidus and
solidus lines [77] as depicted in Fig. 2.2. Thus, the liquidus line is defined by
cl c
T
mT
0T
0c
0
lccs
Ti
0T
ΔT
Δc
0c
0
liquidus
solidus
Figure 2.2: Idealized phase diagram for a dilute binary alloy; the material is fully
liquid above the liquidus line, partially solid between liquidus and solidus
line and fully solidified below the solidus line.
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T = Tm +mcl, (2.10)
where Tm is the melting temperature of the pure solvent (c = 0) and m is the (negative)
liquidus slope. The solidus line results from the partition relation
cs = kcl, (2.11)
that expresses the disparity in solubility between the solid and the liquid phase, where
k ∈ [0, 1] is the partition coefficient. This relation is valid in solidification at low
undercoolings, where the interface is locally at thermodynamic equilibrium, i.e., the
chemical potential across the interface is constant. In rapid solidification processes,
this is not the case anymore and concentration partitioning at the interface becomes
dependent on the growth rate.
In contrast to the diffusion of heat, where diffusivity is similar among the phases,
diffusion of mass is essentially faster in the liquid than in the solid phase. This leads
to the one-sided model of diffusion, where diffusion takes only place in the liquid of
diffusivity D = Dl and vanishes in the solid phase, i.e. Ds = 0. Mass diffusion in the
liquid is thus described as
∂tc = D∇2c (2.12)
and mass conservation at the interface becomes
cl(1− k)Vn = −D∂nc|+, (2.13)
where the LHS corresponds to the solute rejection of the moving interface, which is
due to the concentration difference between the solid and liquid side of the interface
(∆c in Fig. 2.2) as a result of the partition relation, Eq. (2.11).
The same solute flux has to diffuse away into the liquid, according to the RHS of
Eq. (2.13). Consequently, the rejection of solute can be seen as an analog to the release
of latent heat in the thermal problem.
According to Eq. (2.10) the liquidus temperature is shifted by the amount of solute,
cl in the melt and the Gibbs-Thomson condition at the interface from the previous
section, Eq. (2.3) becomes
Ti = Tm − |m|cl − Γκ, (2.14)
where any kinetic undercooling effect has already been omitted, i.e. β = 0. In general,
the interface temperature Ti is determined by the thermal free boundary problem in
the previous section. However, the fact that heat diffusion is usually much faster than
the diffusion of mass (α D) allows in many cases to assume the temperature to be
15
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uniform or follow an externally imposed distribution.
The first case of an isothermal approximation corresponds to free dendrite growth in
a melt of constant undercooling ∆T . This can be applied, e.g., in modeling the growth
of equiaxed dendrites. It should be noted that in this case the validity of assuming
vanishing temperature gradients is however limited, specifically when considering the
limit of low solute concentrations [126, 125].
An important configuration is that of directional solidification, where the growth is
constrained by a temperature gradient – a condition that applies to the presumably
major part of practical solidification processes. Solidification under such conditions
can be studied in a controlled way by the Bridgman experiment, where a sample is
pulled through an apparatus that imposes a fixed temperature gradient between a hot
and a cold zone as schematically shown in Fig. 2.3. This scenario is often modeled
heater
observation window,
solidification zone
cooler
pulling direction
te
m
pe
ra
tu
re
 g
ra
di
en
t
sample
te
m
pe
ra
tu
re
 g
ra
di
en
t
Figure 2.3: Principle of the Bridgman experiment for directional solidification.
by a frozen temperature approximation, where the temperature field is prescribed by
a constant temperature gradient G along the sample axis z that moves in the same
direction at the pulling velocity Vp, given by
T (z, t) = T0 +G(z − Vpt), (2.15)
where T0 is a reference temperature corresponding to the equilibrium temperature of
a planar interface at steady state.
In order to provide a more flexible formulation, Eq. (2.15) is expressed in terms of
the cooling rate T˙ = −GVp, i.e.
T (z, t) = T0 +Gz + T˙ t. (2.16)
This allows to include the important limit of G = 0, where the temperature is uniform
16
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in space but variable over time. Then the temperature distribution defined in Eq. (2.16)
is used to prescribe the interface temperature Ti in Eq. (2.14) at the z-location zi
according to Ti = T (zi, t). When introducing the equilibrium liquid concentration at
T0,
c0l =
c0
k
=
Tm − T0
|m| , (2.17)
the Gibbs-Thomson condition at the interface reads as follows
cl = c
0
l −
Γκ+Gz + T˙ t
|m| . (2.18)
Finally, as in the previous section the problem is rewritten in reduced form by
incorporating the scaled supersaturation
U =
c− c0l
(1− k)c0l
, (2.19)
which transforms Eqs. (2.12), (2.13), and (2.18) into the equations for diffusion
∂tU = D∇2U, (2.20)
conservation of mass at the interface
[1 + (1− k)Ui]Vn = −D∂nU |+, (2.21)
and the Gibbs-Thomson relation at the interface
Ui = −d0κ+ θ˙t− γz, (2.22)
where the chemical capillary length, the scaled cooling rate, and temperature gradient
are defined as
d0 =
Γ
∆T0
, θ˙ = − T˙
∆T0
, γ =
G
∆T0
, (2.23)
respectively, and
∆T0 = |m|(1− k)c0l (2.24)
is the freezing range as depicted in Fig. 2.2.
Note that the same variable name is used for the capillary length d0 as in the thermal
model, Eq. (2.9), although in the solutal model it has a different definition (the same
applies for the kinetic coefficient β). In the following discussions, however, it should
be unambiguously clear from the context, which one definition applies.
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2.3 Instability of the interface
A phenomenon that is essential for the appearance of dendrites is the morphological
instability of the solidification front. The most elementary form of this instability
is found, when a planar interface advances into a melt which is either thermally or
constitutionally undercooled [82]. Small perturbations of the interface will then tend
to grow in amplitude since convex regions (peaks) cause a diverging diffusion field
which enhances transport and leads to faster growth. At the same time, the growth
in concave regions (valleys) becomes inhibited due to the convergence of the local
diffusion field. Further, one generally observes that perturbations below a certain
wavelength will disappear, whereas at increasing wavelengths their amplification goes
through a maximum. This is explained by taking into account the effect of capillarity.
From the perspective of the diffusion problem, smaller wavelengths would generally
result in stronger amplification. However, smaller wavelengths also translate into
larger differences in curvature that become effective in the Gibbs-Thomson equation
(2.14) and cause a diffusive flux that opposes the previously described instability
mechanism.In addition, this stabilizing transport between the regions of different
curvature becomes more efficient for smaller wavelengths, due to the reduced mean
diffusion length.
A first theoretical treatment of this problem for steady-state growth has been carried
out in the linear stability analysis of Mullins and Sekerka [101]. According to their
model, the minimum critical wavelength of a growing perturbation is given by
λi = 2pi
√
DΓ
V∆T0
= 2pi
√
lcd0 (2.25)
and the fastest growing perturbation occurs at λmax =
√
3λi. The RHS form of
Eq. (2.25) reveals that the characteristic length scales with the geometric mean of the
microscopic capillary length d0 and the macroscopic diffusion length lc = D/V , which
is a central feature of solidification related instabilities.
Mullins and Sekerka have performed a similar analysis on the stability of a growing
sphere [102]. This analysis can be applied to the early stage of an equiaxed dendrite
that grows from a spherical seed. It is concluded that above a radius of only seven
times the critical value for nucleation, shape instabilities of the seed begin to evolve
into the primary arms of the dendrite.
2.4 Operating state of the dendrite tip
Understanding the characteristics of the dendrite tip is among the issues that have
reached most scientific attention in the past research on dendritic solidification. As the
18
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tip is the foremost portion of a dendrite that reaches into the free undercooled melt, it
initiates and fundamentally affects all further evolution of the dendrite morphology.
On the other hand, experimental analysis and theoretical prediction of the tip operating
state has turned out surprisingly challenging, as will be discussed in the following.
To facilitate a theoretical approach, the idealized situation is considered, where a
needle-like crystal grows into an infinite melt of uniform undercooling. Sidebranches
that would normally appear at some distance behind the tip are omitted here. Under
these conditions, the dendrite tip approaches a steady-state of a near parabolic shape
that advances at a constant velocity along its axis of symmetry. The main goal is then
to predict the operating state of the tip, characterized by velocity V and radius of
curvature R, which the system selects for a given melt undercooling.
The basis for many further theories is the analytical Ivantsov solution for the
diffusive transport at a dendrite tip that is approximated by an isothermal paraboloid
of revolution [60]. In this model, the contributions of capillarity (Gibbs-Thomson
effect) and kinetics or their anisotropies are neglected.
The Ivantsov solution establishes a relation between the tip Peclet number P =
V R/2D and scaled undercooling ∆ = (Tm − T∞)cp/L of the form
∆ = Iv(P ) =

√
piP exp (P ) erfc(
√
P ) in 2D
P exp (P )
∫ ∞
P
s−1 exp (−s) ds in 3D,
(2.26)
which is here given for a thermal dendrite. An equivalent relation is obtained for
the solutal case by replacing ∆ in Eq. (2.26) by the scaled supersaturation Ω =
(c0l − c∞)/[c0l (1 − k)], where T∞ and c∞ are the temperature and concentration far
away from the interface. It is clear, however, that this result doesn’t provide a unique
solution for the operating state as it only fixes the product of V and R. This pending
degree of freedom seems reasonable when considering that a similar stability mechanism
might be involved in the tip selection problem as in the Mullins-Sekerka instability
from the previous section, where the characteristic length is only determined through
a combination of diffusion and capillarity.
Based on this idea, Langer and Mu¨ller-Krumbhaar [81] proposed a theory that for
the first time could give a comprehensive quantitative explanation to the experimental
observations. This theory is based on a linear stability analysis of the Ivantsov problem
in which capillarity acts as a perturbation. It was argued that the operating state
is selected at the point, where a transition from a stable to an unstable regime was
found within the continuous space of solutions. This marginal stability hypothesis
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results in the selection criterion
V R2 = 2
Dd0
σ
, (2.27)
where σ is a selection constant that does not depend on external conditions.It should
be noted that the relation Eq. (2.27) for R bears a close resemblance to the critical
wavelength of the Mullins-Sekerka instability Eq. (2.25), accordingly these two relations
only differ by a constant factor. In combination with the Ivantsov solution Eq. (2.26),
the stability criterion Eq. (2.27) then allows to uniquely determine the parameters
V and R of the tip operating state. This result was found to broadly agree with
experiments. However, the theory could so far not offer a reliable explanation for the
variation of the selection constant σ among different materials.
Later on, a more thorough analysis revealed that, if only isotropic surface energy
is considered, a break-down of any steady-state solutions for a shape-preserving tip
will occur. Furthermore, such solutions could be restored when including an arbitrary
small but finite amount of anisotropy in the surface energy. Although this anisotropy
is usually not larger than a few percents, it has proven to play a fundamental role in a
correct description of the problem.
The effort to obtain a clearer picture of how anisotropic surface energy affects
the tip selection problem has subsequently lead to the development of the so-called
microscopic solvability theory (MST) [73, 78]. In this theory, the surface energy
represents a singular perturbation in the problem, where existing solutions have to be
identified by some solvability condition. Such a condition can be, e.g., the requirement
for smoothness of the solution across the tip. Whereas no solutions exist for purely
isotropic surface energy, including a finite amount of anisotropy leads to a discrete set
of solutions, of which only the fastest growing candidate is linearly stable. As a result
of the MST the selection criterion Eq. (2.27) retains its validity, however, the stability
constant σ is predicted to be essentially a function of anisotropy. The highly involved
mathematical apparatus behind the MST and its different implementations render it
difficult to provide a comprehensive picture in the current place.
Physically, the critical role of anisotropy may be illustrated by reconsidering the
Gibbs-Thomson effect of surface energy on the temperature distribution at the tip [15].
In the presence of isotropic surface energy, the point of highest curvature coincides
with a minimum in the temperature profile across the tip. The resulting gradient
away from this point causes a flux that enhances growth of the neighborhood at the
expense of the very tip region. This tendency manifests in a persistent blunting of
the tip, making the tip subject to a splitting instability. If orientation dependence
is added to the surface energy, stable tips can grow along the direction where the
surface energy has a maximum. For an appropriate tip curvature, this maximum can
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eliminate the distinct negative temperature peak that is induced by curvature, and
thus stabilize the tip. Amongst all existing solutions, the one with the highest growing
rate is selected, as a large ratio of the tip velocity to its radius allows the tip to escape
the present perturbations fast enough to remain stable. Instabilities will only grow
at a certain distance behind the tip, causing the typical sidebranching activity. This
subtle stability mechanism is concluded to cause a unique selection of the tip operating
state and naturally explains the orientation preference that is apparent in dendritic
growth.
Different formulations of the MST have been developed which are either based on
numerical solution methods [74, 14, 96] or linearized models [9, 13, 78] that under
more restrictive conditions allow an analytical treatment of the problem.
In the limit of small anisotropy strength and undercooling, linear analyzes have
stated an anisotropy dependence of the stability constant of the form σ ∝ 7/44 that
applies both for dendrites in 2D [8, 78] and in 3D [13], respectively. Numerical
calculations [74, 71], however, have revealed that this relation is only valid for very
small magnitudes of anisotropy which are most likely not practically relevant. For more
realistic values of 4 a rather linear dependence of σ is observed, which is moderately
influenced by undercooling and dimensionality of the dendrite.
A particular challenge in the development of the MST has been its extension towards
3D as due to the anisotropic surface energy the tip attains a non-axisymmetric shape.
Whereas axisymmetric approximations of the needle crystal can be considered to be
sufficiently accurate near the tip, farther away from the tip, where these approximations
converge towards the Ivantsov paraboloid, a realistic needle shape will exhibit increasing
deviations.
A linear theory of Brener et al. has succeeded in predicting the non-axisymmetric
needle shape by a separate treatment of the near-tip region [13], where deviations from
the parabolic solutions are small, and the downward tail region, where longitudinal
variations are small enough to treat the evolution of the needle cross-section as a 2D
problem [24]. For a cubic material, where undercooling and anisotropy strength are
small, the shape of the near-tip region is predicted to be universal, i.e., independent of
these quantities, following
z =
r2
2
−A4 r4 cos (4ϕ). (2.28)
The origin of the cylindrical coordinates (r, ϕ, z) is located at the tip, with z pointing
in opposite growth direction, and all lengths are scaled by the tip radius R. The
amplitude of the deviation from a parabolic shape is given as A4 = 1/88 (the more
accurate value of A4 = 1/96 has been provided in some later work [25]). This deviation
essentially consists in the presence of fins, i.e., radial maxima in the shape that are
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growing along the needle in the crystalline symmetry planes. In an intermediate tail
region, there is a crossover of the shape evolution from the description in Eq. (2.28)
to a different mode [24], where a fin (e.g., at ϕ = 0) will grow according to
z ∝ r5/3. (2.29)
The exponent of 5/3 in Eq. (2.29) implies that fins grow faster in z-direction when
compared to the average shape in the axisymmetric approximation, where the exponent
tends towards 2 (Ivantsov paraboloid). Although these findings have only minor
consequences for the operating state of the tip, they prove to be significant for the
sidebranching instability along the tail, which is described in the following section.
As a further effect of the interface energy anisotropy, the tip will exhibit a local
deviation from a parabolic shape that increases with anisotropy strength (linear
theories cannot capture this effect as the tip is assumed to become locally parabolic
in shape). Consequently, the local tip radius becomes reduced with respect to the
minimum radius of curvature of an underlying parabolic shape. This fact complicates
a consistent and accurate characterization of the tip radius and derived quantities,
accordingly [68, 140, 98].
To validate the predictions made by the MST, a comparison with numerical cal-
culations of the full time-dependent problem has been performed by corresponding
phase-field models [71, 68]. While a good overall agreement was found by these studies,
a robust confirmation by experimental data is still a pending issue. One reason for
those difficulties is most certainly related to the numerous challenges in carrying
out accurate experimental measurements under controlled conditions regarding local
geometric features such as the tip radius as well as the basic material parameters that
are involved in the problem.
2.5 Sidebranch evolution and coarsening
An important and characteristic feature of dendrite evolution is the existence of side-
branches that develop in the wake of a growing tip. When a dendrite tip advances into
the melt it leaves behind small perturbations in the interface shape that start to grow
into sidebranches. After reaching some magnitude, these protrusions begin to interact
in a nonlinear way through diffusion, becoming part in a selection process that results
in a characteristic sidearm spacing. Upon further growth, these sidebranches may, in
turn, become unstable and develop sub-branches themselves. In a later stage where
the surrounding melt approaches phase equilibrium, the dendritic structures undergo
a slow coarsening process which continuously reduces the number of sidebranches and
leads to an increase of the average feature size [92, 99].
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The origin of sidebranches has for some time been a debated topic. On the one
hand, a deterministic mechanism was proposed that involves small oscillations of
the tip [93], on the other hand, it was suggested that random fluctuations at the
tip become selectively amplified along the sides of the dendrite. Meanwhile, careful
experimental observations and the theoretical insight provided by the solvability
theory have strongly supported that noise amplification is generally responsible for
the initiation of sidebranches [26, 16, 70]. However, some specific situations like the
presence of a temperature gradient can introduce an additional feedback mechanism
between sidebranching and the tip operation that causes deterministic oscillations [40].
Sidebranching can be in principal seen as a phenomenon that is similar to the
Mullins-Sekerka instability of a planar interface (Sec. 2.3). The situation, however,
turns more difficult for a growing dendrite tip, as the local curvature and normal
velocity change continuously along the interface, opposite to the direction of growth.
While the tip is stabilized by its high curvature, present fluctuations become amplified
with increasing distance away from the tip where a wider shape leads to a decline
in curvature. This results in the somehow paradox situation that sidebranches are
initiated at the tip although this is the most stable region in the shape of a dendrite.
A theoretical approach to the problem of sidebranch development has been carried
out with the help of the WKB (Wentzel-Kramers-Brillouin) method for the symmetric
model of solidification [7, 79, 26]. Therefore, the stability of the steady-state shape
obtained from the solvability theory (Sec. 2.4) was analyzed with respect to time-
dependent perturbations.
It was found that random perturbations that are experienced close to the tip, grow
in the form of wave-packets which remain at a fixed position while the tip progresses [7].
These perturbations stretch and spread as the shape becomes wider, acquiring a narrow
distribution of slowly growing wavelengths. A continuous growth of sidebranches is
only possible as long as some broadband noise exists in the environment of the tip.
It is conjectured that sidebranching is realized by a selective amplification of noise
acting at the dendrite tip.
The evolution of noise-induced sidebranching along the growth axis can be written
for an arbitrary profile of the unperturbed needle r0(z) [70]. Accordingly, the root-
mean-square amplitude of the sidebranching instability is given by
A¯(z¯) =
√
〈[r¯(z¯, t)− r¯0(z¯)]2〉 = C exp
[
r¯
3/2
0
(σz¯)1/2
]
, (2.30)
where the coefficient C contains a quantitative approximation of thermal fluctuations
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that are present in the system. The characteristic wavelength follows
〈
λ¯(z¯)
〉
= pi
√
12σz¯
r¯0
. (2.31)
All lengths are scaled by the tip radius R, which is indicated by an overbar.
The original attempt of Langer [79] to quantify the influence of thermal noise
was based on the axisymmetric approximation of the needle shape according to
z ∝ r20 (see previous section). When introduced in Eq. (2.30), this leads to an
amplification following ∝ exp (1/4z), which was found to significantly underestimate
the sidebranching magnitude observed in corresponding experiments.
In a later work, Brener and Temkin [26] found that when accounting for the non-
axisymmetric needle shape described in Eq. (2.29) [24] a reasonable agreement with
experiments is obtained, as confirmed in [16]. This finding can be essentially understood
by inserting Eq. (2.29) into Eq. (2.30) which yields an increased amplification rate
that follows ∝ exp (2/5z).
Equations (2.30) and (2.31) provide the important insight that all geometric features
of the sidebranching process essentially scale with the tip radius. Moreover, noise
amplification depends sensitively on the unperturbed needle shape, i.e., low values of
σ corresponding with a blunter tip lead to an increased sidebranching tendency.
Although phase-field simulations have shown a good agreement with the sidebranch-
ing amplitude in Eq. (2.30) the corresponding wavelengths from Eq. (2.31) were shown
to bear an overemphasized z-dependence which is presumably due to a shape-dependent
stretching correction that is not considered in the linear WKB model.
When the wave-like instabilities have grown over some distance away from the tip
the resulting protrusions are becoming increasingly irregular as they enter a nonlinear
competition process (Fig. 2.4). Surviving sidebranches will subsequently begin to
act similar to individual dendrites. Among the evolving sidebranches, there is a
continuing selection process that results in a characteristic stable spacing between
adjacent branches. At lower spacings, the overlapping diffusive boundary layers of the
branches cause an interaction between their tips. A slightly faster branch suppresses
the growth of its neighbor through the release of latent heat or solute. The overgrown
branches remain in a quasi-isothermal environment close to the melting point where
they are typically eliminated by a capillarity dominated remelting process. The selected
spacing can be assumed to depend on local growth velocity in a very similar way than
the wavelength of the Mullins-Sekerka instability, Eq. (2.25) and increases slightly
with distance from the tip [83]. Importantly, the nonlinear spacing selection retains
the property of self-similarity with respect to the main tip radius that is already
inherent to the initial instability stage [26, 83, 84]. It may be noted that a very similar
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Figure 2.4: 2D simulation of columnar dendrites under directional solidification condi-
tions; colors refer to the scaled supersaturation U as defined by Eq. (3.16)
in Sec. 3.2.
mechanism is responsible in selecting the spacing between the primary dendrites in
directional solidification.
The elimination of overgrown branches mentioned before is exemplary for a change
of the mechanism that drives sidebranch evolution. Initially, the development of
sidebranches near the tip is driven by a pronounced gradient towards the undercooled
melt. These growing sidebranches continue to fill the space behind the advancing tip.
The release of either latent heat or solute caused by this growth process, however,
successively reduces the amount of undercooling in corresponding regions and further
evolution will take place close to phase equilibrium.
In the absence of any essential undercooling, the subsequent interface movement
is only driven by the Gibbs-Thomson effect due to curvature differences in adjacent
structures. This process is commonly termed isothermal coarsening, where the tendency
to minimize the overall interface energy leads to a gradual increase of the average size
of geometric features. The dynamics of this process depend mainly on the contrast
in mean curvature and the distance between two “communicating” interface regions.
Since the interface motion is quite slow during this stage, diffusion can essentially be
considered as quasi-stationary.
Coarsening generally also includes various changes in the topology of the solid and
liquid domains resulting in a complex geometry (Fig. 2.5). Such changes are expressed
by typical events like coalescence or detachment of sidebranches, the formation of
liquid inclusions and highly interconnected structures. These coarsening mechanisms
are essential in determining finial lengthscales of the microstructure as they occupy
most of the time throughout the entire evolution process.
In isothermal coarsening processes that are limited by diffusion, the average length-
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Figure 2.5: Interior of a dendrite in the late stage of coarsening (cutaway view):
complex distribution of liquid channels and droplet inclusions; simulation
details: see Ch. 6.
scale 〈λ〉 of the structure is generally found to evolve as
〈λ〉−3 − 〈λ0〉−3 = Kt, (2.32)
where 〈λ0〉 is the initial average lengthscale and K is a rate constant that depends
on the geometrical and material properties of the system under consideration [92].
Such a behavior was first described in the statistical LSW theory of Ostwald ripening
[86, 154, 153] for the long-time evolution of a system of dispersed spherical particles.
In this theory, the particle size distribution is predicted to be independent on time,
i.e., self-similar when scaled by the characteristic length 〈λ〉. Despite the difficulty of
extending an analytical analysis to more general geometries and finite solid fractions,
it was shown that Eq. (2.32) retains its validity for a broad class of coarsening systems
including dendritic structures [49, 92].
In the majority of solidification processes, coarsening is not operating at purely
isothermal conditions as the sustained extraction of heat causes a continuous increase of
the solid fraction. Therefore, capillary-driven interface dynamics are superimposed by
growth. A particular effect of additional growth occurs at higher solid fractions, where
coalescence of adjacent interfaces leads to an accelerated decay of the interface area.
Whether the overall kinetics will be dominated by capillarity or growth depends on
various factors such as undercooling, cooling rate and the local geometry. While most
of the published research is focused on isothermal coarsening at constant solid fraction
the understanding of concurrent growth and coarsening has remained incomplete.
Several aspects of coarsening in the presence of finite cooling rates are studied in
Ch. 5–6, where the general evolution of sidebranches is quantitatively characterized
based on simplified model and integral features of complex dendritic structures are
analyzed by simulations on a larger scale.
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2.6 Influence of melt convection
Metallic melts that are involved in solidification processes are generally characterized
by significant density variations and a low viscosity. This makes buoyancy-driven or
natural convection very likely to have a considerable influence on the solidification
process. The impact of flow can be seen either on the macroscopic scale of an entire
casting by an enhanced transport of heat, solute, and solid grains but also on a
microscopic scale of dendritic features, where the local growth conditions are altered
by a flow relative to the dendrites. This effect may be especially pronounced for the
common situation of low supercoolings, where flow velocities can be large with respect
to the growth velocity of dendrites. In fact, results from dendritic growth experiments
have shown systematic deviations when compared to solely diffusion based theories
[58]. In subsequent studies, natural convection could conclusively be identified as
the source of these deviations by performing reference experiments in a microgravity
environment.
When including convection into the moving boundary problem for solidification
(Sec. 2.1 and 2.2) an additional advection term appears in the transport Eqs. (2.1)
and (2.12), respectively, which establishes a coupling with the flow field. The flow field
is obtained by solving the incompressible Navier-Stokes equations within the liquid
domain. Further details on the incorporation of convection can be found in Sec. 3.3 in
the context of a phase-field representation of the solidification problem.
From a macroscopic point of view, the columnar region (mushy zone) can be
described as a porous medium where the permeability varies as a function of solid
fraction. In that region, convection can be therefore modeled by a Darcy-type flow
model [111].
The presence of convection basically modifies the diffusive transport at the interface
by deforming the diffusion boundary layer, depending on the relative orientation of the
mean flow with respect to the local interface (Fig. 2.6). Regions, where the interface
is oriented in upstream direction experience a reduction of the diffusive boundary
layer width, resulting in enhanced transport and accelerated growth. Conversely,
downstream facing regions of the interface will exhibit reduced growth.
Probably the most essential impact on microscopic growth theories is related to the
operating state of the dendrite tip, which has been discussed in Sec. 2.4. The Ivantsov
solution to the steady-state transport problem around a parabola of revolution in the
absence of capillarity effects has been modified to include the effect of convection, e.g.
by Saville and Beaghton [133]. In their solution, the dendrite is assumed to grow in
the opposite direction to an incoming parallel flow of magnitude v, where the Reynolds
number is sufficiently small that the Oseen flow approximation can be used. This
model relates the growth Peclet number P = V R/(2D) to the flow Peclet number
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Figure 2.6: “Equiaxed” dendrite in a parallel flow, showing preferential growth in the
flow-facing direction: temperature- and flow field; the high regularity of
sidebranches is due to periodic variations in the flow velocity, see Ch. 4.
Pf = vR/(2D) and the melt undercooling ∆. As for the Ivantsov solution, this model
thus only determines the product of the tip radius and growth velocity rather than
providing the unique operating state of the tip. Bouissou and Pelce [22] have therefore
performed a linearized solvability analysis for the two-dimensional case, based on the
Oseen-Ivantsov solution of Saville and Beaghton in order to quantify the impact of flow
on the tip operating state. They found that in the regime of low external flow velocities
the selection parameter σ [see Eq. (2.27)] remains unaffected by the magnitude of flow.
In a regime of higher flow velocities, the selection parameter changes to a behavior,
where it scales roughly with the inverse of the external flow magnitude. These findings,
however, could not be consistently confirmed in experimental studies up to now. A
more thorough overview of the available theory extensions for including convection
can be found in [148, 85].
Beckermann et al. [148] have carried out 2D phase-field simulations to analyze
the impact of flow on free dendritic growth. Generally, their results were found to
support the aforementioned theories. Namely, the flow-facing dendrite tip experiences
an increase in growth velocity and a decrease of its radius of curvature for increasing
magnitude of the external flow whereas their relation R2V = 2d0α/σ remains constant
over the considered regime of flow rates. Furthermore, the characteristics of sidebranch-
ing were compared to the predictions of the WKB model introduced in Sec. 2.5. It
was demonstrated that the relationships for the evolution of sidebranch amplitude and
wavelength along the growing dendrite remain essentially unchanged when considering
the additional effect of convection. However, due to an altered operating state of
the tip, the absolute value for the sidebranch amplitude will increase whereas the
wavelength will decrease at a fixed ratio with R in response to an external flow.
Another important convection related effect has to be considered by the fact that flow
may potentially induce fluctuations in the local growth conditions. The growing tips
thus experience temporal changes in their operating states which causes a considerable
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response in the subsequent sidebranching behavior [34, 45, 61, 143], which in turn
has a likely impact on spacing selection and the susceptibility to fragmentation. This
aspect will be further elaborated in Ch. 4 and remains especially interesting as until
now there exists only little experimental and theoretical work related to the growth of
dendrites under varying external conditions.
Finally, there is to be mentioned the influence of convection on coarsening. It has
been shown [37] that the general coarsening law for diffusion, according to which the
average feature size evolves as ∝ t1/3 in the long-time limit will be modified towards
∝ t1/2 by the contribution of flow. Consequently, coarsening processes are accelerated,
which again reflects on the permeability and therefore the imposed flow conditions
inside the dendritic region. Furthermore, the dynamics of sidearm pinch-off are likely
to be influenced in a similar way. This would imply that convection may speed-up the
fragmentation process even in cases, where flow does not have a direct influence on
the melt composition or temperature as when its orientation is perpendicular to the
columnar dendrite zone.
The important role, especially of macroscopic flow effects in the columnar-to-equiaxed
transition of dendritic grains will be discussed in the following section.
2.7 Columnar-to-equiaxed transition, dendrite fragmentation
The columnar-to-equiaxed transition (CET) of the grain structure is a key factor in
the design and analysis of a casting process as already mentioned in the introduction of
this chapter. In a temperature gradient, (solutal) dendrites primarily tend to grow in
a columnar fashion. However, the undercooled region ahead of the columnar front also
provides the potential for the nucleation and growth of new equiaxed grains. When
equiaxed growth is strong enough the resulting increase of solute in the melt prevents
further growth of the columnar dendrites, leading to CET [94].
The potential for equiaxed growth is essentially determined by these factors: i) the
number density of available nuclei in the melt, ii) the amount of undercooling at the
columnar front which affects the rate for nucleation and growth of the grains, iii)
the size of the undercooled region which defines the growing time before a grain is
encountered by the columnar front. A higher magnitude in each of these quantities
will be beneficial to a CET.
The CET mechanism can be best explained by adopting the directional solidification
problem as outlined in Sec. 2.2, where a constant temperature gradient G moves at
pulling speed Vp. Thus, an increase of the undercooling (ii) can be related to an
increased Vp as discussed in Sec. 2.4. The size of the undercooled region, corresponding
to its length ahead of the columnar front, essentially scales with 1/G. An additional,
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weaker influence is due to Vp, which affects the tip undercooling. These basic relations
are captured by the well-known analytical model by Hunt [59].
A principal flaw of models for CET has remained the difficulty in predicting the
nucleus density which mostly has to be specified as an input parameter. Equiaxed
grains, can on the one hand, result from heterogeneous nucleation, e.g., from foreign
particles, and, on the other hand grow from dendrite fragments originating from the
columnar zone. Especially under “natural” conditions, when no additional inoculants
(grain refiners) are used, dendrite fragmentation is believed to be the major source
for equiaxed grain nucleation [47, 94]. Jackson [61] has first noted detachment of
sidebranches from columnar dendrites in experiments with transparent alloys and
suggested it as the origin of equiaxed grains. Although it has become obvious that
dendrite fragmentation is strongly affected by such factors as the thermal history
and melt convection, a quantitative understanding of this complex phenomenon still
appears difficult.
Basically, fragments are generated inside the columnar zone from sidebranches that
detach from a larger stem by a capillarity-driven pinch-off process. A detailed analysis
of this mechanism, which takes place in the context of different coarsening processes is
presented in Ch. 5. The particular difficulty of this topic results from the essential
influence of thermal and solutal changes that need to be included when assessing the
occurrence and dynamics of the pinch-off process.
These effects may be the result of external cooling [89], recalescence [134] or the
presence of flow [88]. Also, mechanical failure due to gravitational or flow-induced
forces has been debated [116], but is meanwhile discarded as the primary cause of
fragmentation.
In order to initiate equiaxed growth, detached fragments are furthermore required
to escape the columnar zone [56]. This can be achieved through buoyancy or an
outward directed flow. Good candidates are fragments that are formed sufficiently
close to the columnar front so they can reach the undercooled region before remelting
or becoming mechanically blocked by the surrounding solid. However, if buoyancy
is too high, fragments will escape the solidification front and remelt in the hot melt
ahead of the undercooled region [61]. Although dendrite fragmentation is mostly a
desired effect in achieving refined, equiaxed grain structures, in some situations it can
also have unwanted consequences by causing grain defects such as freckles in single
crystal components [61, 33].
The impact of melt convection on the grain structure can also be utilized by
deliberately inducing a flow by such means as electromagnetic stirring. This method
allows a non-invasive flow control by the use of rotating or traveling magnetic fields
that induce a Lorentz force in the liquid melt. Systematic studies have been carried
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out on cylindrical geometries where cooling is applied from the bottom, both in
constant rotating (RMF) and traveling (TMF) magnetic fields, in combinations of
RMF and TMF or in RMFs of which the amplitude was modulated in time. Applying
non-modulated RMFs, it has been demonstrated that a distinct decrease in grain size
can be achieved which scales with the intensity of the convection, driven by the RMF
[53, 28, 103, 130, 90, 31]. As was shown in [157, 43], this concerns the refinement of
both columnar and equiaxed grains.
The interaction between microstructure and the combination of moderate forced
convection and natural convection during freckle formation was resolved by means of
real-time X-ray observations [17, 138, 136, 137]. Although electromagnetic stirring
clearly dominates thermosolutal convection at large values of the magnetic induction,
persistent macrosegregation patterns remain when stirring with non-modulated RMFs.
These patterns are characterized by an enrichment of an alloy component, e.g., silicon
in [131] at the top region of the sample, or an enhanced eutectic fraction at the position
of the CET and along the axis of the solidified cylinders [53, 147, 110, 158, 113]. These
patterns are the fingerprint of the underlying vortex structure of the flow in the melt
which carries solute, rejected ahead of the mushy zone towards the axis [131, 110].
The silicon-enriched liquid leads to the formation of a liquid channel on the axis of
rotation inside the mushy zone due to local remelting.
Since solute accumulation cannot be circumvented by continuous stirring by either
an RMF or TMF, temporarily modulated magnetic fields were introduced in [124,
41, 158, 112, 42, 156]. Based on a thorough understanding of the underlying flow
dynamics[124, 41], characteristic frequencies for a purposeful modulation could be
identified. By means of this physically based modulation concept, a significant
reduction of macrosegregations could be shown in [158], while still maintaining a fine
grain structure.
2.8 Numerical modeling of dendritic solidification
Simulations of casting processes on an engineering level usually only resolve the
macroscopic convective and diffusive transport processes where all microstructural
features are treated as volume-averaged quantities and need to be described by
approximate models [108, 155, 10]. Models that operate on a finer mesoscopic scale have
been designed to capture the evolution of individual grains depending on macroscopic
transport. Therefore, stochastic models were developed that use cellular automata
to track the grain evolution which are coupled with a finite element discretization of
the transport processes [127]. These models have been used in predicting the grain
structure of castings by taking into account various phenomena such as grain growth,
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thermosolutal convection, and macrosegregation [30]. This approach, however, is
limited by its inherent simplifications regarding the microstructure behavior as it uses
analytical models of stationary dendrite growth and volume-averaged microsegregation
that require the input of pre-determined microstructural parameters.
A second mesoscopic model that is more accurate in capturing the local grain
dynamics describes the evolution of the grain envelope that extends from the primary
dendrite tips and includes all sidebranches, which are represented in a volume-averaged
manner [146, 144]. Although this model proves generally realistic under transient
solidification conditions it is still lacking a detailed sidearm model that takes into
consideration the complex interaction between individual branches.
The most recent attempt to formulate a mesoscopic model that includes single
sidearm dynamics is the dendritic needle network model [150, 149]. In this model,
a dendritic grain is represented by a network of thin needle crystals that interact
through the diffusion field. The dendritic needle network model provides a very
detailed view on sidebranching statistics and the dynamics of grain boundaries and
is primarily intended for studying solidification in concentrated alloys which exhibit
highly hierarchical morphologies at low volume fractions of solid.
Phase-field models have become the method of choice for numerical modeling at the
scale of the fully resolved solid-liquid interface that represents the dendrite morphology
[18, 72]. The phase-field method allows microstructure predictions in a quite general
way in that it only relies on parameters that can in principle be determined by
experimental measurements. Therefore, phase-field models will form the basis of the
current work – as a tool to approach a better understanding of certain phenomena of
dendritic solidification, for which, despite their practical importance, no sufficiently
accurate theoretical models exist.
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Simulating the evolution of dendrites requires solving the time-dependent free-boun-
dary problem that has been discussed in Sec. 2.1-2.2. The numerical treatment of the
underlying model equations, Eqs. (2.1)–(2.3), is however complicated by the presence
of the interface that separates the bulk phases. In the given problem, the interface
poses a discontinuity within the diffusional domain that requires a local treatment of
gradients, fluxes, and curvature at the interface location. A direct approach to this
problem, therefore, requires treating the bulk phases as separate domains of variable
geometry that are coupled at their interface. This involves direct calculation of the
interface location and curvature by some boundary tracking method [4]. Whereas
such an approach appears quite natural in one dimension, its extension to 2D and 3D
rises increasing technical challenges that would render implementations algorithmically
complex and intransparent.
The phase-field method has become a well-established way to circumvent these
issues however at the price that the involved equations become somehow more complex.
Supported by the considerable growth in available computing power during the last
decades the phase-field method has therefore been established as the primary tool for
modeling of dendritic growth and various other phenomena in and beyond material
science. Its basic idea is to incorporate a phase-field variable Ψ which takes a distinct
constant value in each bulk phase and exhibits a localized but smooth transition at
their interface. In the present model, the phase-field variable takes fixed values of
Ψ = 1 in the solid and Ψ = −1 in the liquid domain, respectively (Fig. 3.1). The
interface between both phases is then implicitly given by the level-set at Ψ = 0.
In particular, this concept is attractive in that it naturally incorporates all physical
effects of the interface such as capillarity and growth kinetics. Furthermore, complicated
geometries that result from coalescence or separation of phases are captured without
the need of any specialized handling of the changed topology. This also permits a
straightforward extension to 3D problems. The phase-field problem consists only of
field quantities whose dynamics are described by a set of differential equations over
a continuous domain. These equations are suitable to be discretized and solved by
standard numerical tools in the context of, e.g., finite difference or finite element
methods. It is seen as another advantage that the phase-field method provides a
formal methodology to analyze convergence towards the corresponding sharp-interface
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Figure 3.1: Phase-field profile along the interface normal (stationary solution).
problem. A downside of phase-field models is that they tend to be computationally
costly as high local gradients at the interface have to be resolved by a fine numerical
grid. On the other hand, various improvements and additional techniques have been
developed to successfully mitigate these limitations. Through the development of
so-called quantitative phase-field models it became possible to maintain an accurate
representation of the intended physics at a diffuse interface width that is big enough
to keep the problem computationally tractable [71, 67].
Advanced techniques regarding the implementation of the phase-field equations have
helped to increase efficiency and scalability of the simulation, which is of particular
importance for the realizations of 3D models. These techniques include the application
of adaptive mesh refinement [122], the combination of a random-walk algorithm with
finite-difference discretization [120], implicit time stepping schemes, multi-grid ap-
proaches [19] and highly parallelized implementations that allow distributed computing
on a large number of graphical processing units (GPUs) [139].
Phase-field techniques have been applied in the modeling of an increasing number
of microstructure phenomena. First quantitative models for dendritic growth in
pure substances [69, 71] have been extended for solidification of binary alloys under
isothermal [67] and directional solidification conditions [39] as well as for the more
general case of fully coupled mass and heat transport. Furthermore, the contribution of
convection was incorporated into these models by [11]. Further phase-field models have
been developed for multi-phase systems such as polycrystalline dendritic solidification
[52], eutectic solidification [46, 3], and grain growth [76]. A recent review on phase-field
modeling in a broader scope of solidification microstructures is found in [72, 3].
In the following section, the basic construction of a phase-field model for solidification
is elaborated for the case of solidification of a pure substance. Similar to the sharp-
interface models, there is a close correspondence between the models for pure substance
and alloy solidification. Therefore, the alloy model is introduced in subsequent chapters
by extending the pure substance model by some additionally required components.
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3.1 Phase-field model for solidification of a pure substance
The derivation of phase-field models usually starts from a phenomenological free energy
expression that characterizes the thermodynamic state of the two-phase system. This
approach basically goes back to the systematic theoretical framework of Halperin
and Hohenberg [57] to describe the dynamics of systems near the critical point. The
system dynamics are captured by continuum models that are based on conserved and
non-conserved field variables, where the equations of motion are derived variationally
from a free energy functional. Meanwhile, parts of this formalism have been adopted
in a large context of nonequilibrium phenomena.
Generally, the total free energy F is described by a Lyapounov type functional,
which is required to decrease monotonically for an isolated system, and in the current
case is given by [71]
F =
∫ [
1
2
W (n)2|∇Ψ|2 + F (Ψ, u)
]
dV . (3.1)
The first part of the integrand in Eq. (3.1) is a gradient energy term whose coefficient
W (n) defines the diffuse interface thickness. The dependence of the interface thickness
upon the interface orientation n accounts for anisotropies in the interface energy. The
second part is the free energy density function
F (Ψ, u) = f(Ψ) + λug(Ψ), (3.2)
that has the form of a double-well potential which becomes increasingly biased as
the interface departs from equilibrium (Fig. 3.2). This potential is realized by the
Ψ = 1Ψ = −1
u > 0
u = 0
solid liquid
Figure 3.2: Variation of the free energy density function F (Ψ, u) at the interface
depending on u.
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symmetric double well function
f(Ψ) = −1
2
Ψ2 +
1
4
Ψ4 (3.3)
and the odd function
g(Ψ) = Ψ− 2
3
Ψ3 +
1
5
Ψ5, (3.4)
that interpolates between the bulk energies. The dimensionless parameter λ in Eq. (3.2)
determines the coupling strength between the phase field and the diffusion field at the
interface. The temperature is expressed in non-dimensional form u = (T − Tm)/(L/cp)
which is consistent with the formulation of the sharp-interface model, Eq. (2.5). When
u departs from zero where the interface is in equilibrium, F (Ψ, u) becomes tilted
in one direction which will initiate interface movement towards the corresponding
potential minimum. An important feature of the combined Eqs. (3.3) and (3.4) is that
both minima of F (Ψ, u) are independent of u and remain at fixed values of Ψ = ±1.
This implies that there is only a coupling between the phase-field variable Ψ and the
evolution of u within the interface region but no coupling inside the bulk.
The evolution equation of the phase-field is derived by variation of the total free
energy, Eq. (3.1) by
τ(n)∂tΨ = − δF
δΨ
, (3.5)
where τ(n) denotes the anisotropic relaxation time of the phase-field. The minimization
of the free energy on the system’s way towards global equilibrium will thus induce a
motion of the interface which is proportional to the magnitude of the LHS of Eq. (3.5).
Furthermore, the diffusion equation for u is given by
∂tu = α∇2u+ 1
2
∂th(Ψ), (3.6)
where the interpolation function is chosen as h(Ψ) = Ψ, but can, in general, have
different forms, depending on the modeling approach. Inside the bulk phases, where
Ψ is stationary Eq. (3.6) is identical to its counterpart in the sharp-interface model,
Eq. (2.1). At a moving interface, however, the last term in Eq. (3.6) becomes different
from zero and acts as a source of latent heat.
Principally, the equations for the evolution of both Ψ and u can be derived varia-
tionally from a single functional similar to that in Eq. (3.1). Although this approach is
thermodynamically more strict, it can impose significant restrictions upon the design
of a phase-field model that is optimal for computational purposes [71, 119]. The non
variational-approach that is outlined here permits, e.g., the simple choice of h(Ψ) = Ψ
that minimizes the local gradients in the interface region which is key for fast numerical
convergence.
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The anisotropy of the interface energy and kinetics is incorporated by the orientation
dependence of the interface width
W (n) = W0as(n) (3.7)
and relaxation time
τ(n) = τ0as(n)
2, (3.8)
where W0 and τ0 are their constant mean values, respectively. The anisotropy function
for cubic symmetry is commonly formulated as
as(n) = 1− 4
(
3 + 4
d∑
i=1
n4i
)
, (3.9)
where the crystal is oriented along the coordinate axes and 4 is the anisotropy strength
of the surface energy. The interface normal n is related to the phase-field variable
according to
n = − ∇Ψ|∇Ψ| . (3.10)
The final equation for the evolution of the phase-field is obtained by carrying out the
functional derivative in Eq. (3.5), leading to the nonlinear partial differential equation
τ(n)∂tΨ =Ψ−Ψ3 − λu
(
1−Ψ2)2
+∇ · [W (n)2∇Ψ]+ d∑
i=1
∂i
[
|∇Ψ|2W (n)∂W (n)
∂(∂iΨ)
]
,
(3.11)
where the upper part of the RHS corresponds to −∂ΨF (Ψ, u) and the lower part can
be interpreted as an “anisotropic Laplacian” which in the isotropic limit (4 = 0)
simply reduces to W 20∇2Ψ.
An important next step is to correlate the parameters of the phase-field method to the
physical parameters which define the corresponding sharp-interface problem. Therefore,
an asymptotic analysis has to be performed, which requires that the sharp-interface
solution is recovered by the phase-field problem in the limit of vanishing interface
thickness W0. For a long time, phase-field models have suffered from the circumstance
that a quantitative agreement with the sharp-interface problem required very small
values for W0 and τ0 which would render computational treatment extremely expensive.
This is especially true for the important case of vanishing interface kinetics, i.e., β = 0,
which typically applies to the standard, low undercooling solidification conditions in
metals, where the diffusion length D/V is several magnitudes larger than the capillarity
length d0. These limitations to small values of W0 and τ0 mainly resulted from the
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assumption made in standard asymptotic approaches that variations of u across the
interface are negligible. Although there is a legitimate physical interpretation of a
finite interface thickness, its realistic value is typically several orders of magnitude
smaller than any length scale of the evolving microstructure.
Therefore, it was suggested to view W0 as a purely artificial length scale that only
serves as a convergence parameter regarding the sought-after solution of the sharp-
interface problem. A remedy to the problem of slow convergence was introduced by
the so-called thin-interface asymptotics by Karma et al. [71]. Their approach includes
the effects of finite interface width by means of an extended asymptotic analysis. Thus,
it has become possible to achieve quantitative results for much larger values of W0,
which are limited by the mesoscopic size of geometrical features, rather than by the
microscopic scale of the atomic interface.
The relationship between the phase-field model and the free boundary problem,
Eqs. (2.6)–(2.8) is established by a matched asymptotic expansion procedure. The
latter is based on the local matching of the inner problem regarding the diffuse-interface
behavior with an outer solution of the diffusion field. Therefore, both problems are
expanded in terms of a small parameter that scales with W0. Both problems are
then matched order-by-order in their expansions. Since the details of this asymptotic
analysis are rather extensive, they will not be included here – however, a thorough
discussion can be found in [71, 39]. As result of the asymptotic analysis, the phase-field
parameters and physical parameters of the problem, namely the thermal diffusivity α,
capillary length d0, and the kinetic coefficient β are related by
d0 = a1
W0
λ
(3.12)
β = a1
(
τ0
λW0
− a2W0
α
)
, (3.13)
where the constants
a1 =
5
8
√
2, a2 =
47
75
(3.14)
result from the individual choice of the functions f(Ψ) and g(Ψ). While the first
term in Eq. (3.13) conforms with the result of standard asymptotics the second term
reflects the contribution of a finite interface width and appears in a higher order of the
expansion in the analysis of [71]. At this point λ remains the only tunable parameter
in the model. As λ fixes the ratio between diffusive interface thickness and capillary
length, W0/d0 in Eq. (3.12) it needs to be chosen small enough to obtain independent
solutions. One essential feature of Eq. (3.13) is that it allows to model the important
limit of β = 0 mentioned before, where the kinetic undercooling effect is zero. Under
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this condition, from Eq. (3.13) follows
λ =
ατ0
a2W 20
, (3.15)
which together with Eq. (3.12) is the basis for all simulations that are carried out
throughout this work.
3.2 Phase-field model for binary alloy solidification
It has already been discussed in Ch. 2 that there are many analogies between the
description of pure substance and alloy solidification, which are exploited by simply
replacing the diffusion of heat by mass diffusion of solute. A fundamental difference,
however, is that while the pure substance model is based on the assumption of equal
diffusivities in both phases the diffusivity for mass is in general essentially lower in
the solid compared to the liquid phase. Alloy solidification is consequently better
described by the one-sided model, where the diffusivity in the solid is assumed to be
zero. This jump in the diffusivity introduces new sources of finite interface artifacts
that are absent in the symmetric model. To maintain a mesoscale interface thickness
as discussed in the previous section, requires additional measures to compensate these
non-equilibrium effects, which basically scale by the interface width W0. These are i)
a surface diffusion effect, where the asymmetry in the diffusivity causes a tangential
flux inside the interface, ii) an interface stretching effect, where mass conservation at
the interface is affected due to unequal curvature contributions in the solid and liquid
facing part of the interface, and iii) a solute trapping effect caused by a discontinuity in
the chemical potential across the interface. Again as in the previous section, all three
effects can have a realistic meaning as long as the scale of the interface is physically
motivated. However, by using a mesoscale interface thickness these phenomena are
artificially amplified, which under experimentally relevant conditions would be present
only at a negligible amount. This especially applies to metallic alloys, where usually
the interface remains in local equilibrium, since attachment kinetics are much faster
than advancement of the interface.
Through the flexibility in choosing appropriate interpolation functions f(Ψ), g(Ψ)
and h(Ψ) it is possible to simultaneously counterbalance two of these effects. In order
to make all three corrections vanish at once, Karma [67, 39] proposed a model, where
the surface diffusion and interface stretching effect are suppressed by the proper choice
of interpolation functions and an additional flux term is introduced that compensates
the solute trapping effect. This model for solidification in dilute binary alloys is
adopted in the present work. Analog to the sharp-interface alloy model it assumes
straight solidus and liquidus lines in the phase diagram, which provides a linear relation
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between temperature and equilibrium concentration. A distinct advantage of this
model is its compatibility with the symmetric, i.e., pure substance model throughout
the structure of the equations and the matched asymptotic analysis. As in the sharp-
interface version, the problem is transformed by replacing the thermal diffusivity α by
its solutal counterpart D, and using the alternate definitions for capillary length d0,
and kinetic coefficient β for the solutal problem, respectively. However, besides the
unequal diffusivities in the bulk phases, differences in the models also arise from the
partitioning and temperature dependence of equilibrium solid and liquid concentrations
as resulting from the binary phase diagram.
Instead of the dimensionless temperature u, the diffusive field now consists of the
scaled supersaturation
U =
1
1− k
[
2c/c0l
1−Ψ + k(1 + Ψ) − 1
]
, (3.16)
where c is the solute concentration, k is the partition coefficient, and c0l = c0/k is the
equilibrium liquid concentration of a planar interface. In contrast to the concentration
field c, the scaled supersaturation U is formulated to be continuous across the interface,
where the concentration gap is eliminated through the dependency on Ψ. It can be
seen that in the bulk liquid the scaled supersaturation coincides with its definition in
the sharp-interface model (2.19), namely U(Ψ = −1) = (c− c0l )/(1− k)c0l .
For the one-sided, non-isothermal model of solidification [39], the evolution equation
for the phase-field is given by
[1 + (1− k) θ] τ (n) ∂tΨ =Ψ−Ψ3 − λ
(
1−Ψ2)2 (U − θ)
+∇ · [W (n)2∇Ψ]+ d∑
i=1
∂i
[
|∇Ψ|2W (n)∂W (n)
∂(∂iΨ)
] (3.17)
where the scaled (negative) temperature is defined as
θ =
T0 − T
|m|c0l (1− k)
. (3.18)
The scaled supersaturation follows
[1 + k − (1− k) Ψ] ∂tU = ∇ · [D (1−Ψ)∇U + jat] + [1 + (1− k)U ] ∂tΨ, (3.19)
which incorporates the corrective anti-trapping current
jat =
W0√
2
[1 + (1− k)U ] ∇Ψ|∇Ψ| ∂tΨ. (3.20)
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This term contributes an additional normal flux at the interface that opposes the
solute trapping tendency and is proportional to the local velocity and curvature of the
interface.1
The physical parameters are introduced into the phase-field model in the same way
as for the pure material model for vanishing interface kinetics in Sec. 3.1. Therefore,
Eqs. (3.12) and (3.15) are simply rewritten by inserting D instead of α, resulting in
d0 = a1
W0
λ
(3.21)
and
λ =
Dτ0
a2W 20
, (3.22)
respectively, where d0 is now the chemical capillary length as defined in Eq. (2.23),
and the constants a1, a2 are given again by Eq. (3.14).
An extension of the above model was proposed by Ohno et al. [114] to treat the more
general case, where the diffusivity is nonzero in the solid phase. In this two-sided
model, Eq. (3.19), becomes
[1 + k − (1− k) Ψ] ∂tU =∇ ·
[
D
(
1−Ψ + (1 + Ψ)Ds
Dl
k
)
∇U
+
(
1− Ds
Dl
k
)
jat
]
+ [1 + (1− k)U ] ∂tΨ,
(3.23)
where Ds/Dl denotes the ratio between the diffusivities in the solid and liquid phase,
respectively. As pointed out by Plapp [118] this model might under certain conditions
be plagued by an additional thin-interface effect called interface resistance. This effect
is however considered to be very small in the context of the current work, where
Ds/Dl = O(10
−4).
For the phase-field model for a solidifying alloy, due to the thermodynamical interaction
of the two involved species, the formal model derivation from a free energy functional
becomes somewhat more complex than in the case of a pure substance (Eq. (3.1)).
The basic similarities between the two models can, however, be noted already in a
side-by-side comparison of their respective model equations. It is easily seen that for
the case of k = 1 and Ds = Dl, Eqs. (3.17) and (3.23) of the alloy model will reduce
to the same structure as for the pure substance model, Eqs. (3.11) and (3.6). For the
1In the context of implicit surfaces, the interface curvature can be described as [50]
κ = ∇ · n = −∇ ·
( ∇Ψ
|∇Ψ|
)
.
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more general case of k 6= 1, the one-sided model (Eqs. (3.17), (3.19)) contains several
terms depending on k, which reflects the circumstance that the concentration jump at
the interface becomes a function of temperature [117].
3.3 Incorporation of flow
To simulate dendritic growth in the presence of melt flow, it is necessary to couple the
phase-field model for purely diffusive transport with the additional flow problem of the
liquid phase. In the present work, therefore, the model proposed by Beckermann et al.
[11] is utilized, which is carried out for the pure substance solidification model. This
model is derived from a volume-averaging approach that is based on the theory of
porous media. Thus, the phase-field variable is used to implicitly describe the geometry
of the flow domain (Fig. 3.3) in terms of the liquid fraction
Φ =
1
2
(1−Ψ), (3.24)
which introduces a locally changing permeability. All other fluid parameters are
assumed to be constant throughout the phases. Furthermore, the solid phase is
assumed to be stationary and rigid. Accordingly, the conservation equations for mass
and momentum are given by
∇ · (Φv) = 0 (3.25)
∂t(Φv) + Φv · ∇v = −1
ρ
Φ∇p+ ν∇2(Φv)− 2νh
W 20
Φ(1− Φ)2v, (3.26)
0=Φ
solid
liquid
1=Φ
Figure 3.3: Half velocity profile of a Poiseuille-flow where the bottom wall is represented
either by a sharp (orange line) or diffuse interface (dashed line) in terms
of the phase-field variable Φ (green line).
42
3.4 Implementation
where v, p, ρ, and ν denote the flow velocity, pressure, density, and kinematic viscosity
of the melt. In these equations, the quantity Φv basically plays the role of a volume-
averaged flow velocity in a region where the liquid phase coexists with a porous solid.
The last term in Eq. (3.26) introduces a dissipative drag force that acts over the diffuse
interface region, and provides a diffuse representation of the usual boundary forces
that are resulting at the no-slip walls. With the choice of h = 2.757, the corresponding
sharp-interface solution for the flow field is matched, at a similar mesoscopic diffuse
interface thickness as for the thin-interface formulation of the purely diffusive model
[11].
The heat transport equation, Eq. (3.6) is now supplemented by an additional
advection term and reads
∂tu+ Φv · ∇u = α∇2u− ∂tΦ. (3.27)
In the present model, the evolution equation for the phase-field remains unchanged,
which implies that thermodynamics at the interface are not affected by the flow.
3.4 Implementation
The feasibility of phase-field modeling on a meaningful scale depends very much on an
efficient and scalable numerical realization of the corresponding system of PDEs. An
inherent feature of phase-field models is that the solution varies strongly over a close
distance from the interface but is constant inside the bulk phases. The interface region
containing the highest local gradients, therefore, defines the maximum required spatial
resolution. Numerical schemes that operate on equidistant grids, consequently, are
over-resolved in major parts of the computational domain. In contrast, an essential
gain in efficiency can be attained by using a numerical framework that permits adaptive
control over the local grid size.
For this purpose, all phase-field models that are presented in the current work
are implemented on top of the finite-element framework AMDiS [151, 159] which is
intended for problems that can benefit from adaptive mesh refinement and efficient
parallelization on an HPC infrastructure. This software library is written in C++ and
thanks to its highly modular and flexible design it can be effectively customized for
specific PDE based problems which are formulated on an abstract level.
In AMDiS the calculation domain is discretized by simplex shaped elements, which
are lines in 1D, triangles in 2D or tetrahedra in three space dimensions, respectively.
The choice of simplicial elements offers the following advantages over other element
shapes such as quadrilateral or hexahedral elements. The local basis functions of an
element can be formulated in barycentric coordinates on a single reference element.
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Refinement of the mesh can be performed by bisectioning of elements without causing
any “hanging” nodes (nodes, which are not shared among all adjacent elements). The
domain geometry is initially defined by a coarse macro mesh which is subsequently
refined based on local criteria such as an estimated error of the solution. The resulting
refinement structure can be represented by a binary tree which is translated to a
unique binary sequence (mesh structure code). This allows efficient storage and
communication between distributed computation processes.
The general procedure that is followed during a single timestep is depicted in Fig. 3.4
[159]. In a first step, the assembler performs a local integration over all elements based
on the predefined basis functions (here named Φ0,1,2). This results in a system of
equations that represents the coupling of the elements at their shared nodes. Thereafter
an appropriate solver solves the sparse, linear system of equations. In a subsequent
step, the error of the discrete solution is estimated for each element. Regions of the
mesh, where the error lies outside a defined margin are then marked for adaption.
This sequence is repeated until the error criterion is met everywhere throughout the
calculation domain.
For the implementation of the phase-field equations in AMDiS, complex expressions
need to be decomposed into single terms by means of basic differentiation rules.
Remaining nonlinear terms have to be linearized by transforming them into products
of linear differential operators regarding the solution of a new timestep n+ 1 and their
coefficients that contain nonlinear contributions that depend on the solution of the
previous timestep n. Finally, collecting terms for n+ 1 on the LHS leads to a system
of linear stationary PDEs that needs to be solved for calculating the updated timestep.
„0
„2
„1
≠ u = f
? =assembler
solver
error estimator
marker
mesh adaptivity
Figure 3.4: Calculation scheme of one adaptive timestep in AMDiS (from [159]).
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In other words, when solving the problem for a new timestep, linear components are
treated implicitly and nonlinear components explicitly. Time integration can, therefore,
be classified as a semi-implicit Euler method.
In order to minimize the complexity of the mathematical expressions and number of
required model parameters, the phase-field model is implemented in a dimensionless
form, where length and time are scaled by the diffuse interface width W0 and kinetic
coefficient τ0, respectively. The evolution of the phase-field in the pure substance
model in Sec. 3.1, Eq. (3.11) is then obtained as
as(nn)
2 Ψn+1 −Ψn
∆t
=
(
1− 3Ψ2n
)
Ψn+1 + 2Ψ
3
n
− λ (1−Ψ2n)2 un+1 +∇ · [A(nn) · ∇Ψn+1] , (3.28)
where ∆t is the time step size. The terms resulting from −∂ΨF (Ψ, u) in Eq. (3.11)
are linearized as
−f ′(Ψ) = Ψ−Ψ3 ≈ (1− 3Ψ2n)Ψn+1 + 2Ψ3n, (3.29)
which corresponds to the linear part of a Taylor expansion about Ψn, and
λug′(Ψ) = λu
(
1−Ψ2)2 ≈ λ (1−Ψ2n)2 un+1, (3.30)
respectively [152]. Furthermore, the anisotropy function is that from Eq. (3.9),
as(n) = 1− 4
(
3 + 4
d∑
i=1
n4i
)
, (3.31)
where the interface normal is given by Eq. (3.10),
n = − ∇Ψ|∇Ψ| (3.32)
and A is a diagonal matrix that contains the nonlinear contributions of ∇Ψ in the
last term of Eq. (3.28). The nonzero elements i = 1 . . . d along the diagonal of A are
given by
Aii(n) = as(n)
2 + 16 4 as(n)
n2i − d∑
j=1
n4j
 , (3.33)
This linearization of the last term in the phase-field equation (3.28) is based on the
approach used by Singer et al. [141, 142] in their finite difference discretization of the
anisotropic Laplacian operator of their phase-field model.
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Finally, the heat equation Eq. (3.6) is implemented as
un+1 − un
∆t
= a2λ∇2un+1 + Ψn+1 −Ψn
2∆t
, (3.34)
where the coefficient a2λ of the second order term is the non-dimensional counterpart
of the diffusion coefficient α.
The implementation of the phase-field equation for alloy solidification Eq. (3.17),
[1− (1− k)θn+1] as(nn)2 Ψn+1 −Ψn
∆t
=
(
1− 3Ψ2n
)
Ψn+1 + 2Ψ
3
n
− λ (1−Ψ2n)2 (Un+1 − θn+1) +∇ · [A(nn) · ∇Ψn+1] , (3.35)
results as a straightforward extension of the corresponding version for the pure
substance model, Eq. (3.28) as seen from their original forms Eq. (3.11) and Eq. (3.17).
The implementation of the solute transport equation Eq. (3.19) is given by
[1 + k − (1− k)Ψn] Un+1 − Un
∆t
= [1 + (1− k)Un] Ψn+1 −Ψn
∆t
+ a2λ∇ · [(1−Ψn)∇Un+1] +∇ · jat,
(3.36)
where the divergence of the anti-trapping current jat,
∇ · jat =−
1√
2
[1 + (1− k)Un]nn · ∇Ψn+1 −∇Ψn
∆t
− 1√
2
(1− k)∇Un · nnΨn+1 −Ψn
∆t
− 1√
2
[1 + (1− k)Un]∇ · nnΨn+1 −Ψn
∆t
,
(3.37)
is obtained from the product rule.
The term ∇ · nn in Eq. (3.37) needs to be calculated by using a recovery gradient
method [161] since second derivatives of the solution from the previous timestep n
cannot be directly derived by means of the local basis functions. This expression
is equivalent to the interface curvature κ, which is additionally used in the online
evaluation of several geometric features of the interface.
The extension of Eq. (3.36) for the finite solid diffusivity model Eq. (3.23) is done
in a straightforward manner, however not shown here.
Both the phase-field variable Ψ and the conserved quantities u or U in the respective
models are generally discretized by a single grid of Lagrange elements with linear basis
functions.
Principally, adaption of the mesh size can be performed by a residuum based
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(a) (b)
Figure 3.5: (a) 2D simulation of a columnar dendrite: scaled supersaturation U (left),
element area size in units of W 20 (right); (b) detail of the adaptively refined
grid near the dendrite tip (blue frame in (a)).
adaption criterion [151]. In the case of the present models, however, the control of
the grid size turns out to be prone to oscillatory or unstable behavior. Furthermore,
the necessary error estimation step is rather costly in terms of computation resources.
Therefore, an alternative adaption strategy is implemented that consists of a hybrid
criterion, which is based on the gradient of the diffusive field and local restrictions of
the mesh size inside a predefined boundary layer at the interface. In particular, the
one-sided (alloy) model shows a high numerical sensitivity against changes in the mesh
size at the solid side of the interface. This has been addressed by a two-level criterion
of fixed element sizes: a narrow, symmetrical region of maximum resolution at the
interface and medium resolution region that extends further into the solid phase. An
illustration of this adaption process is given in Fig. 3.5.
In contrast to numerical codes that use explicit timestepping, the present scheme
does not impose any stability limit on the choice of the timestep size ∆t. This allows
choosing significantly larger timesteps that only have to fulfill the requirement for
convergence, which is typically much less restrictive. In simulations, which contain
large variations in interface dynamics the timestep size is adapted to the fastest moving
region of the interface, i.e. ∆t ∝ 1/max |Vn|. In this way, the maximum distance is
prescribed which the interface can advance in one timestep. Adaptive timestepping
is especially useful in simulations that include both stages of fast growth and slow
coarsening, where the average interface velocity is smaller by 2–3 orders of magnitude,
such as in Ch. 5 and Ch. 6. In addition, the coarsening stage also might include some
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spontaneous events, where a local rapid movement of the interface occurs, e.g., during
break-up or coalescence of interfaces.
The simulations that are carried out in Ch. 4 are based on the phase-field model for
solidification under the influence of convection of the melt, Eqs. (3.25)–(3.27). This
model is essentially implemented by following the work of Aland et al. [5] in their diffuse
domain description of complex flow domains. The phase-field model and the diffuse-
domain Navier-Stokes equations are solved successively as two separate problems.
Since changes in the dendrite geometry are significantly slower than the characteristic
time of the flow problem, it is sufficient to choose a timestep that is around factor ten
larger than in the phase-field problem [148]. Stabilization of the Navier-Stokes problem
is provided by the use of Lagrange elements of quadratic order for the velocity field
and of linear order for the pressure field, respectively (Taylor-Hood elements) [159, 5].
Adaption of the element size follows the phase-field problem, including the gradient
criterion of the transport quantity (scaled temperature). Although no direct influence
of the flow problem is included in the adaption criterion, a sufficient resolution of both
problems is maintained through the circumstance that in the present case of laminar
flow the boundary layer of the flow field roughly coincides with the advection-diffusion
boundary layer, where a refined mesh is required to resolve the existing field gradients.
Numerous validation and benchmark calculations were performed in order to ensure
the quantitative validity of the phase-field models and to find a compromise between
convergence of the solution and computational costs. In view of the different modeling
situations, the influence of control parameters such as the phase-field interface thickness
W0, space and time resolution have been studied with respect to convergence of the
solution, independence of the grid geometry and problem size.
Moreover, there are some aspects that are specifically related to modeling of dendritic
growth, which need some special attention when it comes to a parallel treatment of
the problem. For the parallel computation of a model simulation, the problem domain
is decomposed into partitions that are assigned to the allocated number of computing
nodes. In order to balance the computational load among the computing nodes, a
partitioning scheme attempts to create partitions that hold approximately the same
number of DOFs.
In phase-field models of dendritic growth, the distribution of the mesh size is highly
non-uniform since a highly refined region is localized around the interface. The
motion of the interface causes a permanent change in the distribution of DOFs among
the spatial partitions. As a counter-measure to this increasing load imbalance, a
repartitioning of the domain has to be performed at regular time intervals. A further
feature of dendritic growth problems is that their size typically increases strongly over
the simulation time. Since a load per node that is either higher or lower than certain
48
3.4 Implementation
thresholds can lead to a dramatic degradation in performance, it may be necessary to
resume the simulation on a stepwise increased number of computational nodes.
As a validation example for the implementation of the directional solidification
model a scenario of cellular growth was simulated, which refers to the computed
results in Gurevich et al. [54]. Growth in the form of cells is often found during the
transitional stage in columnar growth and is closely related to the dendritic growth –
however being geometrically less complex. The results of this comparison are depicted
in Fig. 3.6 in terms of the scaled undercooling at the cell tips at steady state.
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Figure 3.6: 3D simulation of steady-state cell growth: scaled tip undercooling Ω =
(Tl − Ttip)/|m|(1− k)c0l at different spacings Λ, compared to results from
Gurevich et al. [54] and finite-difference calculations (unpublished).
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4 Growth of a free dendrite in pure
substances under modulated flow
conditions
1 Under practical solidification conditions, fluid flow can significantly affect dendrite
growth and the resulting microstructure. Convection of the melt not only alters the
macroscopic transport of heat and mass but also induces small-scale fluctuations to
the local solidification conditions near the dendrite tips. This can be important as
the dendrite tip is sensitive even to very small perturbations in the undercooling and
controls the selection of fundamental morphological parameters such as wavelength
and amplitude of the emerging sidebranches. For the purely diffusive growth of free
dendrites, and even to some extent for the presence of flow, the operating state of
the dendrite tip under steady-state conditions is well described by theoretical models
[23, 148, 62, 125] (and references therein). However, despite the practical relevance,
only a small number of works consider dendrite growth under transient flow conditions
[146, 75, 45, 38]. It has been shown in experiments applying a series of laser pulses
[123], an oscillating flow [21] or both pressure and electric current modulation [20] that
sidebranching can be distinctly modified in dependence on the frequency of modulation.
It has been demonstrated that a highly regular sidearm growth of a dendrite can be
achieved in resonance situations in which the wavelength of modulation corresponds to
the natural wavelength, as seen in Fig. 4.1. However, with exception of [21, 106] the
impact of flow variations has not yet been addressed systematically. Therefore, the
focus of this chapter is on analyzing the response of a free dendrite to flow-induced
periodic fluctuations. In contrast to steady-state conditions at the dendrite tip, where
sidebranching is triggered non-deterministically by microscopic noise, under modulated
flow conditions sidebranching becomes synchronized to the external forcing.
The present study is concerned with a rather basic case, where a free dendrite grows
in a parallel flow of a pure undercooled melt by means of a two-dimensional model.
The general structure of this study is as follows. First, the growth characteristics are
analyzed under quasistationary conditions to validate the model against results from
the literature. For this purpose, the steady-state tip parameters are required as a
1This chapter is based on the publications [106, 107].
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Figure 4.1: Dendritic growth where regularization of the sidebranching is obtained by
a pulsed flow impinging the dendrite tip (from [22]).
reference for the modulated flow cases at different flow velocities. To study the tip
response to sudden changes, the inflow velocity is modulated by periodic square pulses
of different durations. Then two different schemes of flow-induced fluctuations are
compared where a sinusoidal modulation is applied either to the velocity or temperature
of the incoming flow. In both situations, distinct amplification of sidebranching activity
was observed at a certain pulse duration. This resonant case is found in good agreement
with the naturally preferred wavelength of the morphological instability as predicted
by theoretical models (Sec. 2.5, Eq. (2.31)). By means of a modulation scheme using
a linear variation of pulse durations, an efficient strategy is furthermore proposed to
identify the resonant pulse durations. To allow a quantitative characterization of the
resonant situation some integral parameters of the dendrite morphology are discussed.
4.1 Model
The two-dimensional model of a free dendrite is based on the phase-field model for pure
substance solidification from Sec. 3.1 and the diffuse-interface flow model, described in
Sec. 3.3. For the phase-field a constant element size of ∆x/W0 = 0.6 is forced inside
an interface region of fixed width. The hierarchical mesh coarsening normal to the
interface, together with a maximum limit for the element size, guarantees an adequate
resolution for both the flow and advected temperature equations. A time step size of
∆t = 0.25τ0 was chosen in order to reach converged values for the operating state of
the fastest-growing tip. Because of the large discrepancy between the different time
scales, it was found that in accordance with other work [148] a time step greater by a
factor of ten than for the phase-field equations was sufficient to obtain accurate results
for the flow problem. In addition, the flow problem was treated in a quasi-stationary
manner, since in the case of constant external flow the timescale of geometry changes
is much larger than the characteristic time of inertial flow features. Even transient
flow states have shown not to significantly affect the flow boundary layer around the
inflow-facing branch, particularly in the most relevant near-tip region. This allows
a faster convergence of the flow algorithm, which enables the choice of larger time
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steps. Also, degenerate volume conservation behavior of the diffuse boundary flow
representation could be omitted for situations with rapid changes in flow conditions.
In the following, all variables are given in dimensionless form using d0, d
2
0/α and α/d0
as scales for length, time and velocity, respectively. The simulations were performed
with unified values for τ0 = W0 = 1 together with the following physical parameters:
undercooling ∆ = 0.55, surface anisotropy  = 0.05, diffusion coefficient α = 2 and a
Prandtl number of Pr = 23.1.
A seed of size 10d0, with its crystal axes aligned with the coordinate axes, is placed in
the middle of a square domain. It is exposed to an undercooled melt which horizontally
enters the domain of size L × L (L = 1200W0) as a parallel flow with a uniform
velocity v. Two different modeling approaches are used, which are schematically shown
in Fig. 4.2. In the first one, 1/2 of the domain is simulated considering the symmetry
of the problem with respect to the horizontal center line. In the second approach,
a further reduction to 1/8 of the domain (Fig. 4.2) is applied. This is motivated
1/8
L
domain
1/2 domain
L/2v
Figure 4.2: Model setup for the 1/2- and the 1/8-domain approach.
by the fact that the primary interest of this study is the sidebranching behavior of
the streamwise growing dendrite arm, in a region where the interaction with lateral
arms becomes negligible. In the 1/8-domain the flow is subject to an open boundary
condition on the diagonal dashed line in Fig. 4.2. Besides a reduction of the numerical
effort, the flow conditions are closer to a free needle crystal because the artificial flow
acceleration due to the finite height of the domain can be avoided.
The results for the 1/2- and 1/8-domain simulations agree perfectly for an unper-
turbed smooth dendrite. For modulation-induced sidebranch growth, the deviation
between the morphologies vanishes in the first half of the dendrite after the tip. In the
remaining part, the sidebranch length in the 1/8-domain is slightly smaller than in the
1/2-domain since the thermal boundary layer is less compressed in the 1/8-domain for
the aforementioned reasons. Furthermore, all qualitative observations are consistent
among both cases. At the flow inlet boundary, either velocity or temperature are
subject to a time-modulation scheme which is explained in more detail later.
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Figure 4.3: Dendrite growth under modulation of the inflow temperature with resonant
pulse duration τ = τr at t = 77400 in the full computational domain:
temperature field (upper half), vectors and vorticity of the flow field (lower
half).
Figure 4.3 demonstrates how flow modulation – in this case of the inflow temperature
– can affect sidebranching towards a highly regular configuration. Morphology evolution
in the wake direction is inhibited due to a stretching of the thermal boundary layer.
4.2 Stationary tip operating states
In order to validate the model implementation, the tip velocities are computed for a
dendrite that is growing under constant inflow velocity, which is shown in Fig. 4.4. A
good agreement with the literature [148] is found for the stationary tip-states.
As a basis for further analysis, it is essential to evaluate the steady-state behavior
of the tip depending on the inflow velocity within the relevant range of the present
study. Therefore, tip velocity and radius were examined in a simulation, where the
inflow velocity was increased at a constant rate that was chosen small enough to
guarantee a quasi-stationary flow field. In Fig. 4.5 it is observed that after passing
a transient initial state the velocity enters a linear regime, followed by a final small
deviation from linearity, which results from boundary effects caused by the dendrite
tip approaching the inflow region. Therefore, it is assumed that inflow and tip velocity
obey a sufficiently linear relationship throughout the range relevant to this study.
Further, it is noted that in this range the tip radius behaves roughly according to
R ∝ V −1/2, which agrees with the theoretical expectation for tip stability (Sec. 2.4,
Eq. (2.27)). This can be used as an estimate for the general scaling of the geometrical
features which are approximately proportional to R [148].
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Figure 4.4: Model validation: tip velocities for primary arms versus time compared
to microscopic solvability theory (MST, Sec. 2.4) as in [148]; ∆ = 0.55,
 = 0.03, Pr = 23.1, and vd0/α = 0.135.
0 0.2 0.4 0.6
0.02
0.04
0.06
0.08
v
V
 
 
0 0.2 0.4 0.6
16
18
20
22
24
26
28
v
R
 
 
Figure 4.5: Tip velocity and radius for continuously increasing flow velocity.
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4.3 Square pulse modulation of the inflow velocity
Now the inflow velocity is modulated periodically in time by means of a symmetrical
square pulse of variable period duration τ as shown in Fig. 4.6. Note that in this
section only a preliminary estimate of the resonant pulse period τr is used, while
in the following sections an efficient method for a systematic determination of this
value will be presented. In Fig. 4.7(a) the normalized values of both tip velocity and
curvature are plotted over several pulses at τ = τr while Fig. 4.7(b) shows the time
evolution over a single pulse for a range of different pulse durations. For this purpose,
the time is normalized with respect to τ so that the different periods can be mapped
into the interval 0 ≤ t/τ ≤ 1. The simulations in this figure were performed by using
α = 1 instead of α = 2 in order to achieve a higher accuracy in the local tip values at
the expense of higher computational resources. However, to increase computational
efficiency, α = 2 was used for all other simulations because the maximum error with
respect to the tip-state variables is still less than ten percent whereas the global
morphology remains unaffected.
0/)( vtv
t
1
2/
2
0
Figure 4.6: Modulation scheme for the inflow velocity with pulse duration τ/2 and
non-modulated reference case.
When inspecting the upper row of Fig. 4.7 showing the tip velocity, one can observe
a saw-tooth-like response, i.e. an exponential behavior with respect to a change of the
flow state. As soon as the parallel flow is switched on, the tip velocity increases. While
a steady state is approached for longer pulse periods this is not the case for period
times below τr. After the flow is switched off, only thermal diffusion is operating, and
the tip velocity relaxes on a larger time scale towards a steady value which is slightly
lower than the value for the non-modulated reference case, cf. Fig. 4.7(a), bottom.
From Fig. 4.7(b) it can be observed that tip velocity and curvature are strongly
correlated, i.e. with increasing tip velocity the radius of the tip decreases. At this
point, it has to be noted that a general problem exists regarding the evaluation of
high tip curvatures as they occur at high anisotropy . Here, the steep rise of the
curvature toward the tip causes a notable uncertainty in combination with the limited
number of grid points in the vicinity of the tip. This may lead to a cutoff artifact for
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Figure 4.7: (a) Evolution of the tip velocity and curvature over time (τ = τr). (b) Com-
parison of tip velocity and curvature response for several pulse durations
τ , where time is normalized over one pulse period.
rapidly increasing tip curvature which possibly is still present in Fig. 4.7(b), bottom.
Furthermore, it is found that temporal behavior of the temperature in vicinity of the
tip during the pulses corresponds qualitatively with that of the tip velocity.
Now the impact of the particular behavior of the tip on the sidebranching activity
for different pulse periods τ is examined in Fig. 4.8. Here, the left column shows the
corresponding dendrite contours together with the reference case of the non-modulated
flow. The right column contains the spectra of the side branches at three different
positions zi=1...3 behind the tip, measured in a coordinate system that is pinned to the
moving tip. The spectra of the positions z2 and z3 were shifted so that the location of
the first maxima of all three zi overlap. Here, the amplitudes of the sidebranches were
determined as the perpendicular distance between the center line at the position zi
and the interface.
Note that the flow modulation causes a division of the primary dendrite stem into
periodic segments of length zp, determined by the tip velocity and the pulse duration
according to zp ∝ V τ . The resulting sidearm development depends on the ratio
between zp and the naturally favored wavelength. The spectra Fig. 4.8(d)–(f) show
that close to the tip, the interface amplitude follows the external forcing. As the
distance increases, additional perturbations may evolve in the form of higher harmonics
of 1/τ as seen in Fig. 4.8(f). This is the consequence of a competition of multiple
sidearms in a single segment zp, see Fig. 4.8(c). Figure 4.8 shows that the most regular
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Figure 4.8: (a)–(c) The dendrite shapes for different pulse periods τ (solid line) and
the reference case without modulation (gray line) at t = 55000; (d)–(f)
corresponding sidebranching spectra with compensated time shift.
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sidebranching structure displaying the largest amplitude is obtained for τ = τr while
either smaller amplitudes (Fig. 4.8(a), (d)) or irregular sidebranching (Fig. 4.8(c), (f))
occurs for smaller or larger τ , respectively. The resonant case is characterized by a
maximum growth of the amplitude in Fig. 4.8(d)–(f).
4.4 Different modulation types
Next, the two basic types of flow-induced fluctuations are compared, i.e., fluctuations
in velocity and temperature. In particular, it is evaluated how the efficiency of the
velocity modulation studied so far, compares to that of a modulation of the melt
temperature.
First, as a reference case, a modulation of the inflow velocity is applied in form
of sinusoidal pulses of pulse duration τ and a mean velocity v0 which is chosen as
v0 = 0.3 and 0.15, respectively. Since this method exerts only a moderate impact on
the growth, here the maximum amplitude is applied, leading to variations between
0 and 2v0. In the second method, the temperature of the melt entering the model
domain is modulated while the inflow velocity is kept constant. As a result, oscillating
temperature fronts are carried towards the dendrite. In this method one has to consider
the time delay of the temperature pulses traveling towards the tip together with a
correction of the pulse duration at the inflow according to the relative tip velocity V¯ ,
giving an effective pulse duration of τ/(1−V/v0). In case of a temperature modulation
at v0 = 0.3, an amplitude of 0.2∆ is sufficient to achieve a similar extent of sidebranch
amplification compared to velocity modulation. Both methods however have some
limitations with respect to lowering the flow velocity to very small values. Whereas
temperature modulation requires sufficiently large flow velocities to guarantee that the
advection of heat dominates diffusion, for velocity modulation the maximum available
amplitude is constrained by the applied mean flow velocity.
4.5 Determination of the resonant pulse duration
With the information from Fig. 4.5 about the admissible velocity amplitude, the
nucleus in the center of the domain is then exposed to a temporarily modulated flow
of a constant average velocity, given by
v(t)
v0
= 1 + sin
[
2pi
t1
tp1
log(tp1t)
]
. (4.1)
This corresponds to a pulse duration increasing linearly with time from zero to tp1 at
t = t1. This strategy provides an efficient way to determine the specific pulse duration
at which a maximum amplification of sidebranch growth occurs. The center panel of
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Figure 4.9: Left column: sidebranching resulting from a sweep of the pulse duration
τ = 0 . . . 104 (v0 = 0.15, t = 10
5); right column: position and magnitude
of the maximum in the top left figure over time.
Fig. 4.9 shows the morphology at the final state of a dendrite grown under such ramped
modulated flow conditions, exhibiting a maximum in the sidebranch length. For a
quantitative evaluation, the sidebranch amplitude A is determined by subtracting the
linearly interpolated upper and lower envelopes of the branching boundary, which
results in the upper diagram. The Z-position of the amplitude maximum is then
obtained by second-order finite differences. The bottom picture shows the spacing λ of
the sidebranches along the Z-coordinate measured in terms of the horizontal distance
of the contour minima.
Given the maximum Z-position, obtained from the top diagram of Fig. 4.9, the
resulting optimum pulse durations can be estimated in two different ways. In the first
approach the evaluation of the spacing λr at the resonant Z-position together with
the mean tip velocity V¯ gives the pulse duration at resonance as τr(λr) = λr/V¯ . The
mean tip velocity can be estimated from Fig. 4.5. The second approach correlates
the tip position data to the resonance position to obtain the respective point in time
Zt(tr) = Zr and the related pulse duration τr(tr). The results of the two methods are
shown in Tab. 4.1 for temperature and velocity modulation and for two different mean
flow velocities.
For v0 = 0.3 the values comparing velocity and temperature modulation results
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Table 4.1: Sidebranch spacings and optimum pulse durations under different conditions.
v0 = 0.3
veloc. mod.
v0 = 0.3
temp. mod.
v0 = 0.15
veloc. mod.
v0 = 0.15
temp. mod.
λr 154.6 157.8 168.4 208.1
τr(λr) 3382 3457 4733 5849
τr(tr) 3672 3689 4998 6429
Table 4.2: Resonant sidebranch spacings for the velocity modulation case, compared
to the WKB theory [70].
λr λWKB(Zr) % deviat. λr/R
v0 = 0.3 154.6 173.4 12.2 7.80
v0 = 0.15 168.4 189.4 12.5 7.83
are found in good agreement. The values for temperature modulation are, however,
slightly higher, which may be attributed to the general damping behavior inherent to
this method. In the further analysis, a value of τr = 3400 is chosen and verified to
accurately match the resonance criteria given in the following section. This indicates
the reliability of the value given by τr(λr), whereas τr(tr) overestimates the optimum
pulse duration by about 7%.
In the case of v0 = 0.15 the values for temperature and velocity modulation deviate
significantly. A plausible explanation may be, that due to the reduced flow velocity,
temperature modulation suffers from a substantial diffusion-induced decay of the pulse
amplitude, affecting the position of the sidebranching maximum. Hence, velocity
modulation appears to be more suitable to give accurate results down to lower flow
velocities.
In Tab. 4.2 the resonant sidebranch spacings for the velocity modulation case are
compared to the WKB theory, discussed in Sec. 2.5. The theoretical wavelengths λWKB
are calculated according to Eq. (2.31), and, except for some systematic deviation,
a fairly good agreement is found with the corresponding simulation results. Most
notably, for the considered range of velocities, the spacings are proportional to the tip
radius at a high level of confidence.
Once the optimum pulse duration τr has been obtained, the dendrite is exposed
to different constant pulse durations τ = n τr. The results are shown in Fig. 4.10
for v0 = 0.3 where the upper half of each picture represent results from velocity
modulation and the lower half those from temperature modulation, respectively. As
it can be observed from Fig. 4.9 the amplitude maximum is asymmetrical, i.e. is
approached faster when approaching from smaller wavelengths (corresponding to
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(a) (b)
(c) (d)
Figure 4.10: Morphology of the flow-facing branch at t = 70000, τr = 3400 for different
ratios τ/τr: (a) 2/3, (b) 1, (c) 5/3, and (d) 2; upper half in each picture:
velocity modulation, lower half: temperature modulation.
smaller Z-magnitudes) which leads to the choice of τ = 2/3τr as the smallest value,
lying closer to the optimum at τ = τr than the preceding value of τ = 5/3τr.
One interesting feature in Fig. 4.10(a) is the instability of the sidebranch wavelength
which occurs at some distance away from the tip and shows a rapid transition between
wavelengths of factor one and factor two with respect to external forcing. In Fig. 4.10(c)
and (d) resulting from pulse durations τ > τr a destabilizing effect on the sidebranches
is observed whose spacing is determined by the external forcing. This leads to the
temporary splitting of one sidebranch. Subsequently, the additional sidebranch is
overgrown again by its dominating neighbor. Generally, there is a close similarity
between the impact on the morphology as resulting from velocity and temperature
modulation. However, the velocity modulation exhibits a more pronounced response to
higher frequencies in the development of the boundary, while temperature modulation
shows a stronger tendency towards smoothing of morphological features. The latter may
be attributed to the inherently limited response towards transient thermal conditions
as a result of the diffusion process.
In order to find a quantitative description for the differences in morphological
development seen in Fig. 4.10 two integral properties are evaluated as shown in
Fig. 4.11 that provide characteristic indicators of the resonant behavior. One property
is the specific boundary length, given by S(4piA)−1/2, which defines the ratio of the
actual boundary length S to the circumference of a circle of equivalent area A. This
quantity can be seen as a measure for the development of geometrical complexity.
Initially having a value of unity corresponding to the circular seed shape the specific
boundary length can in its convex section be described by an exponential law with
respect to time. The other property evaluated is the magnitude of curvature averaged
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Figure 4.11: Specific boundary length (see definition in text) and boundary-averaged
curvature for the different velocity-modulated cases in Fig. 4.10 (left) and
temperature-modulated cases (right).
over the boundary, κavg. Here, an initial uniform decay is followed by a distinct
increase which indicates the onset of sidebranching. Additionally, a maximum appears,
which can be interpreted as the point where initial sidebranches reach a steady state
and no further contribute to global curvature generation. Both quantities clearly
indicate the extremal characteristics in morphology development that are associated
with the resonant pulse duration. Hence, in the case of τ = τr, a minimal time is
needed to reach onset and steady state of sidebranching combined with a maximum in
the slope of the specific boundary length and of the variation in averaged curvature.
4.6 Conclusions
It was shown that a flow modulation with an optimum pulse duration τr may lead to
resonant sidebranching, whereby a highly periodic array of sidebranches with enlarged
amplitudes can be achieved. In contrast to conditions of constant solidification
conditions where perturbations take place only at the microscopic scale, e.g., in terms
of thermal noise, small amounts of external forcing are able to change this non-
deterministic behavior towards deterministic sidebranching that becomes synchronized
to the applied modulation. Compared to a global forcing as described in [20], convection-
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driven forcing acts locally at the flow-facing dendrite tip. Therefore, the influence of
disturbances in the tip state can be studied isolated from varying conditions at the
sidebranches. This may promise a closer analogy to established theories, which assume
local disturbances to constitute the major mechanism in sidebranch generation [23].
In order to extend the investigation of resonant features towards more general
material and growth conditions, it is important to better understand the influence of
the key parameters undercooling, anisotropy and mean flow velocity on the operating
state of the tip and the resulting wavelength and amplitude selection in the formation
of sidebranches.
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5 Dendrite arm pinch-off in alloy
solidification
1 Dendrite sidearm detachment is an important fragmentation mechanism during
solidification of alloys. The detachment of dendrite sidearms from a larger stem or the
breakup of dendrite arms are considered key mechanisms in the formation of grain
structure transitions (columnar to equiaxed) in metal alloy castings [61, 56], grain
defects such as freckles in single crystal components [61], and highly refined grain
structures in solidification of undercooled melts [134, 66]. Despite its technological
importance, a systematic understanding of dendrite fragmentation has been difficult
to obtain due to the complexity of the processes involved and the challenges associated
with its direct experimental observation.
Sidearm detachment has first been noted in experiments with transparent alloys [61]
(Fig. 5.1). Dendritic structures are characterized by a complex network of primary,
secondary and higher order arms (Fig. 5.1). Directional solidification experiments
have linked its occurrence to certain transient conditions [61, 132, 89]. More recently,
sidearm detachment events have been observed in metal alloys using synchrotron and
X-ray facilities [95, 160, 63, 88]. Dendritic structures are characterized by a complex
network of primary, secondary and higher order arms (Fig. 5.1).
After their initial growth in an undercooled melt, the arms undergo a slower
1The essential results of this chapter have been published in [104]; see also Addendum.
(a) (b)
Figure 5.1: Sidearm evolution as shown in the classical experiments by Jackson & Hunt
[61] showing retraction (red) and detachment (yellow); the time between
(a) and (b) is 10 min; dark areas correspond to the solid phase.
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evolution near equilibrium that involves both further solidification and capillary-driven
coarsening. For this later stage, experimental observations have revealed three different
scenarios for fundamental changes in the sidearm morphology [115, 58]: (i) retraction
of small sidearms towards their parent stem (Fig. 5.1, red selection), (ii) pinch-off
or detachment of sidearms at the narrow neck with the parent stem (Fig. 5.1, yellow
selection), and (iii) coalescence of neighboring sidearms. In the present study, pinch-off
of sidearms is investigated as a cause of dendrite fragmentation. It will be seen that
retraction and coalescence bound the pinch-off regime to a rather limited parameter
range.
Capillary-driven pinching occurs in numerous two-phase systems. Elongated inter-
face shapes are prone to a pinching instability that results from a minimization of
surface energy, with mass or heat transport occurring through the interior and/or
the embedding phase. Examples can be found in hydrodynamics [44, 135], material
sciences [32, 1, 2], nanotechnology [65], and biology [29, 55]. The final stage of pinching,
when the neck radius approaches zero, is characterized by strong localization and
acceleration of the neck dynamics, leading to self-similar, universal behavior. Recently,
this phenomenon has been analyzed in coarsening of metallic alloys [1, 2].
One well-known pinching mechanism is the Rayleigh-Plateau instability (RPI) of
an infinitely long, perturbed cylindrical rod subject to capillarity. The RPI has been
used to explain grain refinement in solidification of undercooled melts [134, 66]. Here,
the sidearms are assumed to be already detached from the primary dendrite trunks,
and the RPI then acts on the remaining corrugated trunks to produce fragments.
While this mechanism can indeed be responsible for the grain refined, fully equiaxed
microstructures that are observed in solidification of undercooled droplets, the present
study focuses on the initial sidearm detachment process during columnar growth.
In solidification of castings, the primary trunks in the columnar zone usually do
not fragment, but dendrite sidearms can still detach and become equiaxed grains
[61, 56]. All previous direct experimental observations [61, 132, 89, 95, 160, 63]
confirm this mechanism and reveal that the location for the pinch-off is the narrow
neck that naturally develops close to the junction between a sidearm and its parent
stem (Fig. 5.1).
Previous capillary pinching theories [32, 2, 66] are limited to isothermal conditions.
However, alloy solidification processes such as metal casting involve a continuous
decrease in temperature, such that the overall fraction of solid in the system increases.
In the present study, the pinching dynamics are investigated in the presence of cooling
and net solidification. Whereas capillarity results in a continual decrease in the neck
radius during pinching, solidification tends to increase the radius of the neck.
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5.1 Model
The majority of the pinching process takes place in a nonlinear regime that is neither
accessible to a linear stability analysis nor to a self-similar description. Here, a
numerical model of concurrent growth and coarsening is introduced that is based on a
simplified dendritic structure of a solidifying binary alloy. It allows for quantitative
predictions of characteristic durations and parameter regimes for pinch-off, retraction,
and coalescence of dendrite sidearms. The model considers a generic axisymmetric
sidearm, connected at a right angle to a larger parent stem. The initial geometry of
the sidearm, Fig. 5.2, is given by a cylinder of radius R and length l that is attached to
a planar base. The sidearm tip and root sections are circularly rounded. The sidearm
l
2
R
r
z R
1solid
liquid
Figure 5.2: Axisymmetric sidearm model and parameters of the initial geometry.
and its base are contained in a domain of longitudinal and radial dimensions of Λ1
and Λ2, respectively, which can be thought of as half of the primary and secondary
dendrite arm spacings. The sidearm dimensions relative to the domain size determine
the initial fraction of solid in the system. The initial solute concentrations in the liquid
and solid are c0l and kc
0
l , respectively, corresponding to phase equilibrium at the initial
temperature T = T0, where k is the partition coefficient. The domain is sufficiently
small that it can be assumed to be at a uniform temperature T . This temperature
decreases over time with a specified constant cooling rate −T˙ , according to (2.16)
T (t) = T0 + T˙ t. (5.1)
The constant cooling rate assumption is commonly made in modeling of directional
(columnar) solidification. Diffusion of solute in the melt (diffusion of solute in solid is
neglected), expressed as a scaled supersaturation U = (c− c0l )/∆c0, and the dynamics
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of the solid-liquid interface are governed by:
∂tU = D∇2U (5.2)
[1 + (1− k)U |i]Vn = −D∂nU |+i (5.3)
U |i = −d0κ+ θ, (5.4)
where
θ =
T0 − T
|m|∆c0 (5.5)
is the dimensionless temperature scaled by the equilibrium concentration gap ∆c0 =
c0l (1 − k), and t is time. D, m, Vn, and κ refer to the solute diffusivity in the melt,
liquidus slope, normal interface velocity, and sum of the principal curvatures of the
solid-liquid interface, respectively. The normal vector n is oriented towards the liquid
phase. d0 = Γ/|m|∆c0 is the chemical capillary length, with Γ being the Gibbs-
Thomson coefficient. The subscript i and superscript + denote the interface location
and positive normal direction, respectively. In order to represent a periodic array
of equally spaced and sized sidearms, no-flux conditions are applied on all domain
boundaries.
Additional insight can be gained by introducing the following dimensionless length
and time
r˜ =
r
R
, t˜ = t
Dd0
R3
. (5.6)
Herein, the initial sidearm radius R is taken as the characteristic length and without
loss of generality R ∝ t1/3 is acknowledged as an intrinsic scaling for coarsening
dynamics [100, 1] (see also Sec. 2.5). Introducing the dimensionless variables of
Eq. (5.6) into Eqs. (5.2)–(5.4) yields
∂t˜U = ∇˜2U (5.7)
[1 + (1− k)U ] V˜n = −∂n˜U |+i (5.8)
U |i = −κ˜+ θ, (5.9)
were  = d0/R. Since the initial growth of a sidearm is not considered,   1 is
generally true. The problem is further clarified through the change of variables for the
supersaturation
U˜ =
1

(U − θ). (5.10)
Considering that the spatial derivatives of θ are zero, this results in
∂t˜
(
U˜ + θ
)
= ∇˜2U˜ (5.11)
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[
1 + (1− k)
(
U˜ |i + θ
)]
V˜n = −∂n˜U˜ |+i (5.12)
U˜ |i = −κ˜. (5.13)
When letting → 0 the problem becomes independent of  and reduces to
˜˙
θ = ∇˜2U˜ (5.14)
[1 + (1− k)θ] V˜n = −∂n˜U˜ |+i (5.15)
U˜ |i = −κ˜, (5.16)
where ˜˙
θ = − T˙R
3
DΓ
(5.17)
is the scaled cooling rate.
Typically, Eqs. (5.14)–(5.16) are accurate for d0/R . 10−4, as will be elaborated
later (Sec. 5.2.1, Fig. 5.4(b)). This limit is satisfied for all sidearm radii encountered
in common solidification processes and implies that the interface dynamics are slow
compared to the relaxation of the diffusion field. As Eq. (5.14) shows, solute diffusion
can then be treated as quasi-stationary. Note that the scaled problem is independent
of D, d0, and R. For vanishing cooling rates
˜˙
θ = θ = 0, corresponding to isothermal
coarsening, the sidearm evolution is determined entirely by geometrical parameters.
In the presence of solidification (
˜˙
θ > 0), the partition coefficient k remains as the only
material parameter and is taken as k = 0.14 (Al-Cu) for illustrative purposes, unless
mentioned otherwise.
5.2 Phase-field implementation
For the numerical simulations in this study the phase-field model for alloy solidification
[39] described in Sec. 3.2 was adopted in order to represent the sharp-interface problem,
Eqs. (5.14)–(5.16). During coarsening, the anisotropy of the interface energy only
has a marginal effect on the interface dynamics. Therefore, the isotropic version of
Eqs. (3.17) and (3.19) is used, which read
[1− (1− k)θ] ∂t¯Ψ = ∇¯2Ψ + Ψ−Ψ3 − λ
(
1−Ψ2)2 (U − θ) (5.18)
[1 + k − (1− k)Ψ] ∂t¯U =∇¯ ·
[
a2λ(1−Ψ)∇¯U + jat
]
+ [1 + (1− k)U ] ∂t¯Ψ.
(5.19)
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Furthermore, length and time have been non-dimensionalized in these equations by
the diffuse interface width and kinetic coefficient, i.e.
r¯ =
r
W0
, t¯ =
t
τ0
, (5.20)
where the latter, for vanishing interface kinetics, are given by
W0 =
d0λ
a1
, τ0 =
a2d
2
0λ
3
a21D
, (5.21)
respectively.
Convergence of the phase-field solution towards the sharp-interface model Eqs. (5.2)–
(5.4) is achieved if W0 is chosen small enough with respect to the smallest relevant
length scale of the problem, according to the thin-interface asymptotics analysis in
[39]. In the present model, a converged solution is thus determined by a fixed value of
W0/R. In order to approach the limit of d0/R→ 0 considered in the sharp-interface
model, this implies that λ in Eqs. (5.18) and (5.19) tends to infinity (see definition of
W0, Eq. (5.21). To avoid ill-conditioning of these equations the problem is furthermore
rewritten by the substitution
U¯ =
1
¯
(U − θ) , (5.22)
where ¯ = 1/a2λ, which yields
[1− (1− k)θ] ∂t¯Ψ = ∇¯2Ψ + Ψ−Ψ3 −
U¯
a2
(
1−Ψ2)2 (5.23)
[1 + k − (1− k)Ψ]
(
¯∂t¯U¯ +
¯˙
θ
)
=∇¯ · [(1−Ψ)∇¯U¯ + jat]
+
[
1 + (1− k) (¯U¯ + θ)] ∂t¯Ψ, (5.24)
where
¯˙
θ is the scaled cooling rate in terms of the dimensionless time as defined by
Eq. (5.20). In the limit ¯→ 0, Eq. (5.24) then reduces to
[1 + k − (1− k)Ψ] ¯˙θ =∇¯ · [(1−Ψ)∇¯U¯]
+ [1 + (1− k)θ] ∂t¯Ψ.
(5.25)
Since d0/R→ 0 corresponds to the limit of low interface velocities, the anti-trapping
current jat in Eq. (5.24) can be omitted.
With respect to the present axisymmetric model, the phase-field equations are
formulated in cylindrical coordinates, and their numerical implementation was carried
out according to Sec. 3.4. In particular, the element size within the refined interface
region was required to be less than 0.7W0, and time steps are controlled by the interface
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Figure 5.3: Sidewiew of the isothermal, long sidearm case (Λ˜2 = 12, Λ˜1 = 60); thick
line: initial geometry at t˜ = 0; gray area: pinch-off at t˜ = 0.53.
velocity Vn of largest magnitude as ∆t¯ = 0.15/max |V¯n|.
In the following, the validity and convergence of the model are examined by means
of the basic case of a long sidearm under isothermal conditions, as detailed later in
Sec. 5.3.1. The parameters used in these calculations are Λ˜2 = 12 and Λ˜1 = 60, as
shown in Fig. 5.3. Note that to fulfill the requirement of the long sidearm limit, a
domain length of Λ1 = 5Λ2 is found to be large enough for the essential dynamics to
become independent of Λ1.
5.2.1 Convergence
Convergence of the presented model with respect to the interface width of the phase-
field is analyzed in Fig. 5.4(a) by plotting the pinch-off time t˜p (scaled according to
Eq. (5.6)) as a function of W0/R. An acceptable accuracy of the results is achieved
around W0/R = 0.1, which is taken as the default value in this study. This rather
fast convergence is due to the fact that, even though close to pinch-off the essential
length |κ−1ϕ | becomes arbitrary small (Fig. 5.7), the duration of this final collapse is
small compared to the time of the entire process. For the study of the critical arm
length for the transition between retraction and pinch-off, lr-p, a somehow lower value
of W0/R = 0.04 was necessary, since in addition to the narrowing neck, the collapsing
tip radius of the arm, seen in the inset of Fig. 5.11, needs to be resolved, too.
The scatter of t˜p at larger W0/R is caused by the increasing sensitivity of the
solution with regard to changes in the mesh size. Since the mesh is continuously scaled
in proportion to W0/R, the discrete nature of mesh refinement causes the minimum
element size to vary in the range of 0.5 . . . 0.7W0. The vanishing scatter towards small
values of W0/R therefore also indicates that the threshold of 0.7W0 for the minimum
element size provides sufficient accuracy of the solution.
In addition to the convergence study, the calculated variation of the neck radius
near pinch-off is compared in Fig. 5.8 to an exact analytical solution, and excellent
agreement is obtained.
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Figure 5.4: Convergence of the pinch-off time for the reference case from Fig. 5.3
with respect to (a) diffuse interface width W0, and (b) capillary length d0,
corresponding to the limit of quasistationary diffusion.
Limit of quasistationary diffusion
As stated earlier in Sec. 5.1, the quasistationary diffusion approximation becomes
valid for d0/R . 10−4. The latter is verified by the observation in Fig. 5.4(b) that for
the corresponding conditions, the non-dimensional pinch-off time becomes constant.
Under these circumstances, a simplified formulation of the diffusion problem can be
applied, as for the sharp-interface form, Eqs. (5.14)–(5.16), or for the corresponding
phase-field form, Eqs. (5.23)–(5.25), respectively.
5.2.2 Determination of regime boundaries
The major conclusions of this study, which follow later in Sec. 5.3.1 and 5.3.2, are
based on the boundary lines that divide the 2D parameter space into regimes for the
different evolution scenarios (e.g., pinch-off and coalescence). Therefore, simulations
are automated within a script that evaluates the occurred scenario and adaptively
chooses new parameter sets. The simulations are terminated either if rb ≤ rn in the
case of retraction (see definitions in Fig. 5.7(a)), or if changes in topology are detected
that indicate pinch-off or coalescence, respectively.
First, the 2D parameter space is interpreted as a geometrical plane, where the axes
have to be scaled in an appropriate way. After some initialization steps, the following
tracking algorithm will proceed along the boundary line in a chosen direction, as
illustrated in Fig. 5.5. Finding the next point along the boundary line is accomplished
by the following steps:
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Figure 5.5: Tracking scheme to determine the boundary line between two sidearm
evolution regimes in the 2D parameter space: black line; red circles:
sampling locations; the algorithm proceeds from right to left; this example
is a detail from the pinch-off coalescence transition case in Fig. 5.12(b).
1. Calculate the tangent direction from the two previous points.
2. Place new probing point on the tangent line (the distance can be either fixed or
controlled by the local curvature).
3. Perform a coarse scan in perpendicular direction until a point in the opposite
regime is found.
4. Further improve the boundary location: perform one or more refinement steps
by bisectioning of the line between the closest known points in opposite regimes.
5.3 Results
Figure 5.6(a) shows an example of the computed evolution of the sidearm shape during
a pinching process. Time is measured relative to the pinch-off time tp. In this example,
the cooling rate is zero and interface motion is driven purely by diffusive mass exchange
between interface regions of different curvatures due to the Gibbs-Thomson effect,
Eq. (5.4). Solid tends to melt in regions of higher curvature and accumulate in regions
of lower curvature. Mass exchange and interface motion are generally promoted by
either high curvature contrasts or short diffusion paths. The diffusion processes can
be visualized well by the flux lines [92, 12] plotted in Fig. 5.6(b). Within a short
time from the start of the simulation, a narrow neck is formed immediately above the
junction between the sidearm and the parent stem. This can be attributed to the
short diffusion paths between the stem and the sidearm in this region. The tip of the
sidearm retracts due to its high curvature and the sidearm evolves into a more evenly
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ptt 5.0 ptt 9.0
ptt 1.1 ptt 4
(a) (b)
Figure 5.6: (a) Sidearm evolution during pinch-off. (b) Flux lines of the diffusive
transport during isothermal coarsening; solute concentration: high (red),
low (blue).
rounded shape. Later, the sidearm pinches off at the neck and the resulting fragment
coarsens into a sphere. Please note that in the following all quantities are written in
dimensionless form as described by Eq. (5.20) unless mentioned otherwise, and the
tilde will be omitted for convenience.
The evolution of the neck in the region where the pinch-off occurs is controlled by
the local curvature components as depicted in Fig. 5.7(a). The computed variations of
the circumferential curvature κz = r
−1
n , where rn is the minimum neck radius, and the
meridional curvature κϕ, together with their sum κ, are plotted in Fig. 5.7(b). While
κz is always positive and promotes melting and pinch-off, the negative κϕ counteracts
this effect. During most of the coarsening process, the magnitudes of κz and κϕ
increase slightly, while the sum of the two curvatures κ, remains almost constant and
close to unity. Within a short period before pinch-off κz becomes suddenly dominant
and the neck collapses. These curvature evolutions demonstrate that the final stage of
the pinching process is very fast and localized.
This localized behavior has recently led to the development of a general theory of
curvature-driven pinching dynamics in the presence of external volume diffusion [2].
The theory shows that the pinching region eventually acquires a self-similar shape that
approaches a double cone with an angle of 80◦. During this stage, the neck radius varies
as rn(t) = 0.88(tp − t)1/3. Figure 5.8 shows that the present results for the variation
of the neck radius (a) and the shape of the neck at pinch-off (b) indeed approach the
theoretical predictions of Ref. [2]. This agreement lends not only confidence to the
present computations but also provides additional insight into the universality of the
theory. Included in Fig. 5.8 are results, not only for purely curvature-driven pinching,
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Figure 5.7: (a) Measured dimensions of the evolving sidearm; indices t, b, n, r refer
to tip, bulge, neck, and root, respectively. (b) Curvature components and
total curvature during pinching as a function of time; note that κz = r
−1
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Figure 5.8: Evolution of (a) neck radius rn and (b) interface shape at pinch-off for
three different cooling rates: comparison with the theory of Ref. [2]; the
size of the detail seen in (b) is 2× 2.
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but also for two finite cooling rates. As expected, in the presence of net solidification
the neck radius approaches zero more slowly and the neck shape is generally wider.
However, the very last stage of pinching is still characterized by the same universal
dynamics as predicted by the theory, which was originally developed for isothermal
conditions. This indicates that the localized nature of the pinch-off process effectively
eliminates any influence of the global geometry and even opposing effects such as
solidification. Nonetheless, the theory of Ref. [2] is limited to a very short time interval
before pinch-off, and it cannot provide a full understanding of the entire sidearm
pinching process during solidification.
The effect of the competition between solidification and coarsening on dendrite
fragmentation is now demonstrated for a typical initial sidearm geometry by varying
the cooling rate. Figure 5.9(a) shows the times obtained for certain events to occur,
together with the associated sidearm shapes. At low cooling rates, including negative
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Figure 5.9: (a) Durations of the different sidearm evolution scenarios as a function of
cooling rate (Λ2 = 2, l = 5, Λ1 = 15); dashed lines refer to the fragment
after pinch-off. (b) Isothermal, long sidearm case: influence of the lateral
spacing Λ2.
values, the sidearm retracts towards the primary stem because remelting of the tip
takes less time than remelting of the neck. Although the time to retraction increases
with increasing cooling rate, coarsening dominates over solidification in this regime. At
high cooling rates, the lateral growth of the sidearm bulge is so rapid that it coalesces
with a neighboring arm before any pinch-off can occur. The pinch-off regime is limited
to a relatively small range of intermediate cooling rates. The time to fragmentation
increases slightly with increasing cooling rate, reflecting the fact that solidification
opposes the curvature-driven necking process. The resulting fragment experiences
either remelting or coalescence, with the transition between the two being characterized
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by a spherical fragment where solidification exactly balances remelting due to the
Gibbs-Thomson effect.
A more general characterization of the durations and parameter ranges identified in
Fig. 5.9(a) can be obtained by analyzing some important limiting cases consisting of (i)
the isothermal limit (θ˙ = 0), where the fraction of solid in the system remains constant
and Λ1 has no influence, and (ii) the limit of a long sidearm, where interactions between
the tip and neck regions are negligible.
5.3.1 Isothermal coarsening
Long sidearm limit
In this most basic case, no interaction takes place between the tip and neck regions, as
they are separated by a sufficiently large distance. Therefore, the calculation domain
can be truncated at a certain length, and the lateral spacing Λ2 remains the only
relevant parameter. An example of this case has been already provided in Sec. 5.2
(Fig. 5.3).
From Figure 5.9(b) it can be seen that with increasing Λ2 the pinch-off time rapidly
decreases towards an asymptotic value of
tp(Λ2 →∞) = 0.52 R
3
Dd0
(5.26)
in dimensional variables. This value provides the approximate lower limit for the
pinch-off time of a sidearm subject to solidification. The moderate increase of tp
towards small Λ2 is likely caused by the involved geometrical constriction of the neck
region.
Comparison with the Rayleigh-Plateau instability
It is interesting to note that Eq. (5.26) is the same as [134, Eq. (4)] for the breakup
time of an infinitely long rod undergoing a RPI (Fig. 5.10(a)), except that the constant
in [134] is equal to 3/2.2
Additional phase-field simulations were performed for an infinitely long rod of radius
R with an initial perturbation amplitude of 0.1R. In Fig. 5.10(b) the resulting breakup
times tp are compared with the linear analysis of [109, 134]. It can be seen that the
fastest growing wavelength in the simulations (location of the minimum) is similar to
the value of 12.96 that is predicted by linear stability theory [109]. On the other hand,
the magnitude of the breakup times is significantly smaller in the simulations, which
2The perturbation amplitude used in that study is 0.37R.
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Figure 5.10: (a) Sequence of the periodic Rayleigh-Plateau instability of a cylindrical
rod; last picture: breakup at tp, (b) comparison of breakup time vs.
wavelength λ between simulation and linear theory, (c) neck radius over
time for the minimum breakup time (λ ≈ 13).
can be explained by the increasingly non-linear geometry, when approaching breakup
(Fig. 5.10(c)).
Note that a perturbation at the fastest growing wavelength and with an amplitude
of 0.1R gives a breakup time that is about four times larger than the one given by
Eq. (5.26) for a branched shape. Hence, even for long sidearms where the RPI could
become an issue, dendrite fragmentation is more likely to occur by pinching near the
branching point.
Finite sidearm
This case characterizes the competition between retraction and pinching at low arm
lengths. Figure 5.11 shows the critical arm length lr-p as a function of Λ2 above which
a sidearm pinches off rather than retracts (Fig. 5.1). The variation of lr-p with Λ2, in
physical units, can be fit by
lr-p(Λ2) = R
[
6.67− 1.3 exp
(
−0.25Λ2
R
)]
. (5.27)
The critical arm length increases with a larger sidearm spacing because the diffusive
flux between the retracting tip and the root region is less restricted, and lr-p approaches
soon an upper limit of 6.67. This limit for the isothermal case also provides the upper
arm length limit for retraction in a solidifying system (θ˙ > 0), because sidearm growth
only reduces lr-p.
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Figure 5.11: Critical sidearm length for the retraction to pinch-off transition as a
function of the spacing Λ2 for isothermal coarsening, fitted by Eq. (5.27)
(red line); the regime boundary is determined according to Sec. 5.2.2.
5.3.2 Non-isothermal conditions
Under non-isothermal conditions, remelting due to high curvatures is opposed by
progressive solidification (here, only the case of decreasing temperature is considered).
Therefore, both retraction and pinch-off are delayed or do not occur at all. Essen-
tially, this effect can be characterized in terms of the solidification rate f˙s, i.e., the
instantaneous rate of change of the solid fraction. In the following, a relation for the
solidification rate is derived under the present assumption of quasi-stationary diffusion,
and by neglecting the small influence of curvature (Gibbs-Thomson effect, Eq. (5.4)).
Solidification rate
When curvature effects are neglected, the current problem can be simplified as the
one-dimensional case of Eqs. (5.14)–(5.16):
∂2zU = θ˙ (5.28)
[1 + θ(1− k)] ξ˙ = −∂zU |z=ξ, (5.29)
where z and ξ are the space coordinate and position of the solid-liquid interface,
respectively, and ξ˙ corresponds to the velocity of the solid-liquid front ((˙) = d/dt). If
the solidification domain is set to the interval 0 ≤ z ≤ 1, ξ becomes equivalent to the
solid fraction fs. By including the no-flux boundary conditions at the liquid boundary,
∂zU |z=1 = 0, the integration of Eq. (5.28) yields
∂zU = θ˙ (z − 1) . (5.30)
78
5.3 Results
Substituting Eq. (5.30) into (5.29) gives
[1 + θ(1− k)] ξ˙ = θ˙ (1− ξ) , (5.31)
which can be integrated by separation of variables, resulting in∫
dξ
1− ξ =
∫
dθ
1 + θ(1− k) + c. (5.32)
After setting the initial condition ξ|θ=0 = 0, the evolution of the interface (i.e., solid
fraction) is obtained as
fs = ξ = 1− [1 + θ(1− k)]
1
k−1 , (5.33)
which is found to be identical to the well-known Scheil equation.3 Furthermore, the
time derivative of Eq. (5.33) can be written as
f˙s(θ) = θ˙f
′
s(θ). (5.34)
When substituting the inverse of Eq. (5.33), i.e. θ(fs), into (5.34) one obtains the
solidification rate as
f˙s = θ˙ (1− fs)2−k . (5.35)
Equation (5.35) shows that the solidification rate f˙s depends both on the cooling rate
θ˙ and the instantaneous volume fraction of solid fs. Therefore, the net solidification
effect, in addition to the cooling rate, is determined by the initial solid fraction,
resulting from the chosen geometrical parameters.
Long sidearm limit
Here, the influence of cooling rate on the evolution of the neck is analyzed in further
detail, which has already been sketched earlier in Fig. 5.8. Figure 5.12(a) indicates
that for a given Λ2, the pinch-off time increases with cooling rate and tends to infinity
at a critical value of the cooling rate θ˙p-c, where curvature- and solidification-induced
effects at the neck are exactly balanced.
3The Scheil equation
cl
c0l
= (1− fs)k−1
describes the solute distribution for the idealized case, where the concentration is uniform in the
liquid, e.g., due to fast diffusion, and no diffusion occurs in the solid phase [77]. This expression
can be converted into the present notation, using Eq. (5.5) and Eq. (2.10), i.e.
cl
c0l
= 1 + θ(1− k).
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Figure 5.12: Long sidearm limit: (a) pinch-off time versus cooling rate; (b) dependence
of the critical cooling rate for the pinch-off to coalescence transition on
Λ2 for different k, fitted by Eq. (5.36) (dashed line); cross symbols: data
excluded from fit; the regime boundaries are determined according to
Sec. 5.2.2.
At higher cooling rates, the neck radius remains finite, no pinch-off occurs, and
the sidearm eventually coalesces with its neighbor. The two curves in Fig. 5.12(a)
show that a larger Λ2 results in a smaller critical cooling rate θ˙p-c, for the pinch-off
to coalescence transition. This indicates that solidification effects are stronger for
large Λ2 and, hence, low fractions of solid in the system. In the previous section this
essential relation for the solidification rate has already been derived in Eq. (5.35),
where for the long sidearm limit the initial solid fraction can be approximated by
fs(t = 0) ≈ Λ−22 .
The complete dependence of θ˙p-c on Λ2 is plotted in Fig. 5.12(b), and can be fit for
moderate and large Λ2, in dimensional terms, by
T˙p-c(Λ2) = −DΓ
R3
(
0.023 +
0.446
1.86 + Λ2/R
)
for k = 0.5. (5.36)
At infinitely large spacings, the critical cooling rate for the pinch-off to coalescence
transition reaches a lower bound of θ˙p-c = 0.023. This value is a general upper limit
for the cooling rate up to which pinch-off is possible.
Also, note from Fig. 5.12(b) that the partition coefficient k has only a small effect on
θ˙p-c(Λ2). At early times, k plays a negligible role as θ in Eq. (5.15) is small. During the
final stage, the influence of k vanishes again as the neck region approaches universal
behavior (Fig. 5.8).
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5.4 Conclusions
Curvature-driven coarsening and net solidification compete in complex and heretofore
largely unknown ways in shaping the dendritic microstructure of an alloy. Using a
simple axisymmetric model of periodic sidearms, it was possible to derive fundamental
characteristics and limits of the pinching instability at the junction between a sidearm
and its parent stem. Although the neck ultimately converges to a universal self-similar
shape at pinch-off, the overall duration for pinch-off retains a strong dependence on
the initial arm geometry and cooling rate. Pinching at the sidearm junction is shown
to be more likely than the RPI of an infinitely long rod. The results in Fig. 5.11
and Fig. 5.12 indicate that pinch-off is generally favored by low spacings between the
sidearms. Low Λ2 increase both the sidearm length range, Fig. 5.11, and the cooling
rate range, Fig. 5.12, over which pinch-off can occur. Two important limits have been
established, which can be summarized in physical units as follows. A long sidearm will
always pinch off if T˙ & −0.023DΓ/R3. Retraction is only possible if l/R < 6.67 (for
T˙ ≤ 0). Generally, the tendency for pinch-off is enhanced for smaller Λ2, i.e., higher
initial solid fractions.
These relations may provide effective guidance for future experimental and numerical
studies on dendrite fragmentation. The effects of more complex non-axisymmetric
and non-periodic dendrite arm geometries and of melt convection are deserving of
additional research attention.
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6 Evolution of specific interface area in
dendritic alloy solidification
1 A key aspect in predicting the microstructure in castings is the detailed knowledge of
how geometrical features evolve over time during solidification. Often, local features,
such as the secondary dendrite arm spacing, are used for the geometrical charac-
terization of the microstructure. However, they represent incomplete descriptions
of the solid structure and their measurement can become difficult during the late
stages of solidification when the structure undergoes fundamental transformations.
Alternatively, integral measures, such as the specific area of the solid-liquid interface,
can be introduced that more generally characterize the overall morphology [92, 99].
One definition of the specific interface area is the amount of interface area A per
volume of the enclosed solid phase Vs,
Ss = A/Vs, (6.1)
which may also be considered a characteristic inverse length scale of the microstructure.
Another definition is the ratio of the interface area A to the sample volume V containing
both solid and liquid phases
Sv = A/V = fsSs, (6.2)
where fs = Vs/V is the solid volume fraction. Sv is also referred to as the interfacial
area density. Ss and Sv can be measured directly from metallographic sections.
Both quantities are key ingredients in volume-averaged (macroscopic) models of alloy
solidification and are needed, for example, in modeling of microsegregation (back-
diffusion) or melt flow through the mush [108]. In the latter example, the permeability
of the mush Kp is directly related to the interfacial area density via the Kozeny-Carman
relation Kp ∝ (1− fs)3/S2v .
Under isothermal conditions, the evolution of the inverse specific interface area S−1s
is usually described by the following relation for surface energy driven coarsening [92]
S−ns − S−ns0 = Kt (6.3)
1This chapter is based on the publication [105]; see also Addendum.
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or
S−1s =
(
S−ns0 +Kt
) 1
n , (6.4)
where t, n, Ss0, and K are time, coarsening exponent, specific interface area at t = 0,
and coarsening rate constant, respectively. For volume diffusion-limited coarsening an
exponent of n = 3 has been firmly established by both experiments and theory. This
exponent was first obtained in the context of Ostwald ripening by the LSW theory
[86, 154, 153], describing the long-time evolution of a system of dispersed spherical
particles. While the LSW theory assumes an idealized geometry and vanishing solid
fractions, it has been possible to extend the validity of n = 3 to more general
geometries [92, 100] and higher solid fractions [91], including morphologies that are
initially dendritic. In the latter case, the coarsening rate constant K is known to
be a strong function of the solid fraction [91]. While in pure coarsening theories the
solid fraction is assumed to remain constant, a model has been developed for the case
of concurrent growth and coarsening [128]. While this model is limited to low solid
fractions, an exponent of n = 3 was obtained even in the presence of solidification.
In contrast to pure coarsening, solidification implies that the solid fraction fs
increases over time. Eventually, the specific interface area becomes strongly affected by
coalescence and the theory of Ref. [128] is no longer valid. For processes that involve
only growth, but no surface energy driven coarsening, the interfacial area density Sv
is often correlated to fs by
Sv = Cf
p
s (1− fs)q , (6.5)
where C, p, and q are constants. According to Eq. (6.5), Sv experiences a steep increase
during growth, goes through a maximum, and then decreases due to impingement
and coalescence of interfaces. Different values for the exponents p and q have been
suggested in the literature. Speich and Fisher [145] found that data from a broad range
of recrystallization experiments could be described by p = q = 1. These exponents
were later confirmed by a computational model for the growth and impingement of
grains [121]. Other suggestions have been p = q = 2/3 [27] and p = q = 1/2 [129].
A geometrical model of growing and impinging spheres has demonstrated that the
parameters C, p, and q are influenced by the nucleation kinetics and the spatial
distribution of the spheres [6]. Hence, generally valid values for C, p, and q are
unavailable.
In summary, Eqs. (6.4) and (6.5) are useful relations for the specific interface area,
but are limited to seemingly opposing cases. While Eq. (6.3) was developed for the
isothermal case (θ˙ = 0, fs =const), where the interface area evolves over time due to
coarsening, Eq. (6.5) is meant to describe situations where fs varies with time due
to growth (θ˙ 6= 0, fs 6=const) but the interface area does not change when the solid
83
6 Evolution of specific interface area in dendritic alloy solidification
fraction is held constant. Hence, the question remains how these two models can be
combined for situations that involve both growth and coarsening, such as dendritic
solidification of alloys.
The direct measurement of the specific interface area during alloy solidification has
not been possible until about a decade ago. Now, high-speed X-ray tomography is able
to provide time-resolved geometric data during metallic alloy solidification [87, 48]. In
addition, recent advancements in computational methods allow for detailed studies of
solidification using phase-field simulations. The present work uses a 3D phase-field
model to analyze concurrent growth and coarsening during directional solidification
of a binary alloy. Experimental data for the specific interface area are extended to
cooling rates that are beyond the limit of present X-ray tomography. As a result, it
could be shown how the specific interface area kinetics change with cooling rate.
6.1 Model
To analyze the morphological evolution during growth and coarsening a three-dimen-
sional phase-field model (Sec. 3.2) of a columnar dendrite (Al-6wt.%Cu) is employed.
The model setup corresponds to a Bridgman experiment, where dendrites grow in a
fixed temperature gradient G that moves at constant velocity Vp.
The numerical implementation of the problem is based on the FEM library AMDiS
[152, 159], which enables the use of adaptive mesh refinement and efficient paralleliza-
tion on an HPC infrastructure (Sec. 3.4). A semi-implicit time integration scheme is
employed to allow for adaption of the time steps to the different time scales of the in-
terface dynamics during growth and coarsening. The present simulation is for a pulling
speed of Vp = 300µm/s and temperature gradient of G = 200 K/cm. The material
data are representative of an Al-Cu alloy and are given by an alloy solute concentration
c0 = 6 wt.%, liquidus slope m = −2.6 K/wt.%, partition coefficient k = 0.14, and mass
diffusivities in the liquid Dl = 3000µm
2/s and solid Ds = 0.3µm
2/s, respectively. The
capillary length is taken as d0 = 0.005µm and the surface energy anisotropy coefficient
as ε4 = 0.02. The computational domain covers a 1/8 sector of a full dendrite by
using available symmetries. The width of the simulation domain is 70µm, i.e., one
half of the primary dendrite spacing, while the length is 350µm. No-flux conditions
are applied on all boundaries and the initial geometry of the seed at the bottom of
the domain is a parabola of revolution. The domain is limited at the top, such that
the dendrite tip impinges on the upper wall, and the simulation proceeds by further
solidification and coarsening of the previously grown structure (Fig. 6.1). Numerical
and phase-field parameters were chosen in order to obtain converged results for the
steady-state dendrite tip undercooling. This value was then used as the initial liquid
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(a) t = 0.5 s (b) t = 1 s (c) t = 2.5 s
μm50
(d) t = 7 s
Figure 6.1: Evolution of the dendrite geometry: (a)–(b) full view of the growing
dendrite, (c)–(d) cutaway view of half of the dendrite during the coarsening
stage.
undercooling in the present simulation. The computations were performed on an HPC
cluster using 512 CPUs and took about one week of time. The smallest element size
was 0.153µm and the average problem size was 2.5× 107 degrees of freedom.
6.2 Results and discussion
Figure 6.1 shows snapshots of the computed dendrite at different times. The first
stage is characterized by a rapid increase of the interface area, while at later times
coarsening and coalescence of sidebranches can be observed. At high solid fractions,
liquid channels and inclusions are formed inside the solid structure (Fig. 6.1(c), (d)).
For the evaluation of the interface area A and the solid volume Vs of the dendrite
shown in Fig. 6.1, five sample volumes are placed along the direction of growth inside
the computational domain; see Fig. 6.2 (top). The size of the sample volumes is chosen
small enough to neglect temperature variations within them, but large enough to avoid
excessive scatter in the integral measures. The tilted shape of the sample volumes
further aids in suppressing scatter by covering an approximately constant number of
sidebranches between adjacent volumes. The interface area A and solid volume Vs for
each sample volume are plotted in Fig. 6.2 (bottom) as a function of time, where t = 0
refers to the instant when a portion of the interface enters the sample volume. It can
be seen that A differs more strongly between the five sample volumes than Vs. The
center sample volume is most representative of the average variation in A and is used
exclusively in the following analysis.
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Figure 6.2: Averaging volumes at different positions along the growth direction (top),
and evolution of the averaged interface area and solid volume (bottom).
A scaled undercooling and cooling rate can be defined, respectively, as
θ =
Tl(c0)− T
∆T0
, θ˙ =
−T˙
∆T0
, (6.6)
where T is the temperature, T˙ is the cooling rate, Tl(c0) = Tm−|m|c0 is the equilibrium
liquidus temperature and ∆T0 = |m|c0(1/k − 1) is the equilibrium freezing range.
Figure 6.3(a) shows the computed solid fraction as a function of the scaled undercooling.
As expected, the solid fraction is equal to zero until the scaled undercooling reaches the
dendrite tip undercooling (θ ≈ 0.04); afterwards, the solid fraction increases sharply
with increasing scaled undercooling. This solid fraction variation can be compared to
the classical lever rule and Scheil equation predictions, which assume that the dendrite
tips are located at the equilibrium liquidus isotherm (θ = 0). In terms of the present
nomenclature, the lever rule is given by
fs =
[
1 + k
(
1
θ
− 1
)]−1
(6.7)
and the Scheil equation is given by
fs = 1−
[
1 + θ
(
1
k
− 1
)] 1
k−1
, (6.8)
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Figure 6.3: (a) Solid fraction as a function of the scaled undercooling, (b) variation of
the interfacial area density with solid fraction.
respectively. The above equations can also be written in time-dependent form fs(t) by
using the relation θ = θ˙t, where it is assumed that T (t = 0) = Tl(c0). Figure 6.3(a)
shows that, other than for the dendrite tip undercooling effect, the lever rule and the
Scheil equation closely bound the fs(θ) variation from the phase-field simulation.
The computed interfacial area density Sv is plotted in Fig. 6.3(b) against the solid
fraction. The figure shows that Sv varies in accordance with Eq. (6.5). By fitting the
present data to Eq. (6.5), it is found that the exponents are equal to p = 0.99 and
q = 0.92, which is close to p = q = 1 suggested in Ref. [145]. Clearly, exponents of
p = q = 1/2 [87] do not fit the simulation results.
The various temporal evolutions of the inverse specific interface area S−1s are shown
and compared in Fig. 6.4. Figure 6.4(a), (b), and (c) represent experimental data
from three different studies [64, 48, 87], while Fig. 6.4(d) provides the results for the
present simulation. The plots are ordered by increasing cooling rate. The experimental
data for Ss are fit to Eq. (6.4) in order to determine the exponent n. For a vanishing
cooling rate (θ˙ = 0), Fig. 6.4(a) indicates that the value of n = 3 that is expected for
pure coarsening is approximately attained. The exponent decreases with increasing
cooling rate. For the present simulation with the highest cooling rate (Fig. 6.4(d)), an
exponent of n = 3 is obtained for short times (t < 2 s), while an exponent of n = 0.86
fits the simulation data at longer times (t > 2 s). The exponent of n = 3 during the
initial growth stage is in agreement with the finding in Ref. [128] for concurrent growth
and coarsening of spheres in the limit of low solid fractions. The solid fraction at t = 2 s
is equal to 0.5, indicating that the neglect of coalescence of solid is only appropriate up
to this fraction. The exponent of n = 0.86 observed at higher solid fractions (t > 2 s)
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Figure 6.4: Evolution of the characteristic length scale for increasing scaled cooling
rates: (a) experimental data from the dissertation of D. Kammer [64], (b)
Gibbs et al. [48], (c) Limodin et al. [87]; (d) present simulation results.
may be explained as follows. By inserting the Scheil equation, Eq. (6.8), into Eq. (6.5),
assuming that p = q = 1 and using S−1s = fs/Sv, an analytical relation for the inverse
specific interface area as a function of time can be derived as
S−1s =
1
C
[
1 + θ˙t
(
1
k
− 1
)] 1
1−k
. (6.9)
Comparing this relation to the general coarsening law given by Eq. (6.4) yields
n = 1− k, (6.10)
where k = 0.14 in the present simulation. Figure 6.4(d) shows that an exponent of
n = 0.86 does indeed provide a good fit of the predicted S−1s at long times. Note
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that this derivation is only valid for p = q = 1 and cannot be applied to the data in
Fig. 6.4(b) and (c).
6.3 Conclusions
In this study, the kinetics of the solid-liquid interface of a columnar dendrite were
studied by performing a 3D phase-field simulation. The computed interface area and
volume are integrated over a representative volume element and presented in terms
of the inverse specific interface area as a function of time and the interfacial area
density as a function of solid fraction. These results are compared to existing models
for pure coarsening and pure growth. For the latter case, Eq. (6.5), exponents close
to p = q = 1 are obtained, which compares favorably with the exponents suggested
by Speich and Fisher [145]. Comparing the present data to a pure coarsening law,
Eq. (6.4), gives an exponent of n = 3 at short times and n = 0.86 at longer times. The
former is in agreement with the concurrent growth and coarsening theory of Ref. [128],
while the latter is explained in the special case of p = q = 1 and the solid fraction
following the Scheil equation. An examination of previous experimental data, together
with the present simulation results, reveals that the coarsening exponent decreases
with increasing cooling rate. Nonetheless, considerable additional research is necessary
to obtain a generally valid relation for the evolution of the specific interface area in
alloy solidification. Simulations are underway that investigate the effect of different
cooling rates and other alloy characteristics on the interface kinetics.
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7 Summary
Perhaps the most prominent feature in dendritic growth is the development of side-
branches. The present work addresses some of the existing questions regarding the
different stages in the evolution of the branched dendritic morphology. This evolution
ranges from early emergence of sidebranches near the dendrite tip to the slow coars-
ening processes of the complex interface as the liquid volume becomes increasingly
occupied by the solid phase. A particular focus lies on how these evolution processes
are affected by temporal changes in external solidification conditions. Such changes
naturally arise from convection in the melt that is most likely to play an important
role under the usual influence of gravity.
In Ch. 4 the issue of transient flow conditions was approached by a two-dimensional
numerical study of a free dendrite in a parallel flow, where a periodic forcing is applied
through modulation of the inflow conditions. The periodic forcing was applied by
a sinusoidal modulation of either the velocity or the temperature at the flow-facing
boundary of the model domain. Furthermore, a rectangular pulse was used for the
inflow velocity in order to analyze the system response to sudden changes. In contrast
to the stochastic appearance of sidebranches under (mesoscopically) constant growth
conditions, in a modulated flow the flow-facing dendrite branch exposes highly regular
sidebranches that are synchronized to the applied pulse duration. In all cases, a
maximum amplification of the sidebranch amplitude was observed at some distinct
pulse duration, which was conjectured to coincide with the characteristic wavelength
of the noise-driven, “natural” sidebranching process.
The subsequent chapters, Ch. 5–6 are mainly concerned with the later coarsening
stage of the dendritic morphology. An important point in these chapters is the
concurrent effect of solidification, which accompanies the capillarity-driven coarsening
process.
In Ch. 5 the essential dynamics of dendrite sidebranch development and the resulting
morphological transitions were studied by means of an idealized, axisymmetric model
for an individual sidebranch. Depending on the geometrical and thermal conditions, the
evolution of sidebranches follows one of the following characteristic scenarios: a sidearm
either retracts towards its parent stem, pinches off at its junction with the parent
stem by forming a free fragment, or coalesces with a neighboring sidearm. Of these
scenarios, the pinch-off case is of particular interest because the generated fragments
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act as a potential source of equiaxed dendrites in the free melt. This provides a natural
mechanism for archiving a fine-grained microstructure with desirable technological
properties.
It was shown that, in accordance with the theory, the pinching neck attains a
universal, self-similar behavior as the geometry approaches a singularity at the moment
of detachment. When regarding the entire pinching process, however a significant
influence of the cooling rate and geometrical conditions can be observed, which is
already essential in selecting the general evolution scenario of the sidebranch. It
was found that generally pinch-off only occurs over a limited range of geometrical
parameters and cooling rates and is generally bounded by sidearm retraction and
coalescence regimes. Some important limiting cases were analyzed, where it was possible
to reduce the model dependencies to a maximum of two dimensionless parameters and
the resulting regime boundaries could be tracked in the resulting parameter plane by
an adaptive search procedure.
These studies have allowed identifying some important limits such as the minimum
dimensionless cooling rate, below which a long sidebranch will always pinch off – or
an upper threshold for the initial length-to-diameter ratio which bounds the existence
of the retraction case when finite solidification is present. It was further concluded
that the tendency for pinch-off is generally enhanced by lower spacings between the
sidearms, which corresponds to higher initial solid fractions within the system. Most
generally, the solidification rate, which is the crucial quantity in the scenario selection,
itself is a function of cooling rate and the instantaneous fraction of solid, which can be
already conjectured from the well-known Scheil equation.
In Ch. 6, 3D phase-field simulations on the scale of an entire columnar dendrite were
performed to study the evolution of integral quantities such as the specific interface
area, which is a fundamental geometric measure for long-time structure evolution.
This effort was aimed towards a generalization of existing models that are strictly
valid only either in the limit of pure coarsening or growth of the dendritic structures.
After rapid growth of the sidebranches that is driven by the undercooling of the
surrounding melt, the structures enter a slower coarsening process, where the interface
kinetics are dominated by capillarity effects. It was observed that during the early
coarsening stage the specific area evolves according to the cube root of time, similar
as in pure coarsening. With increasing solid fraction, the coalescence of adjacent
interfaces becomes increasingly important and tends to accelerate the decay of the
interface area within a defined control volume.
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Addendum
A certain amount of time has now passed from the original submission of this thesis
until its final publication. Therefore, it should be noted that in the meanwhile some
progress has been made on the topics of Ch. 5 and 6, respectively. These results have
been recently published in the following articles:
• H. Neumann-Heyme, N. Shevchenko, Z. Lei, K. Eckert, O. Keplinger, J. Grenzer,
C. Beckermann, and S. Eckert. Coarsening evolution of dendritic sidearms: From
synchrotron experiments to quantitative modeling. Acta Mater, 146:176–186,
2018.
• H. Neumann-Heyme, K. Eckert, and C. Beckermann. General evolution equation
for the specific interface area of dendrites during alloy solidification. Acta Mater,
140:87–96, 2017.
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