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Abstract
We consider the error term of the asymptotic formula for the number of pairs of
k-free integers up to x. Our error term improves results by Heath-Brown, Brandes
and Dietmann/Marmon. We then extend our results to r-tuples of k-free numbers
and improve previous results by Tsang. Furthermore, we establish an error term
for consecutive square-full integers. Finally, we will show that for all θ < 3 and for
almost allD, the fundamental solution ǫD associated to the Pell equation x
2−Dy2 =
1 satisfies ǫD > D
θ. This improves/recovers previous results by Fouvry and Jouve.
The main tool of our work is the approximate determinant method.
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1 Introduction
Notation
We write x ∼ X to say that X < x < 2X and we write x ≍ X to say that there exist
positive constants A, B, independent of X, such that AX ≤ |x| ≤ BX.
1DTG reference number: EP/J500495/1
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The Main Theorem
In this paper, we will present a generalization of the approximate determinant method
developed by Heath-Brown in [12]. More precisely, we will prove the following theorem:
Theorem 1. Let D,E, x > 1 and ǫ > 0. Let k, l, h be integers such that 1 ≤ l < k and
h 6= 0. Suppose N (x;D,E) is the number of elements in the set
{(d, e, u, v) ∈ N4 : d ∼ D, e ∼ E, u ∼ U, v ∼ V, ekvl − dkul = h},
where
U =
x1/l
Dk/l
, and V =
x1/l
Ek/l
.
Let M > 1 be defined by
log(M) =
9
8
log(DE) log(UV )
log x
,
and suppose that the following conditions are satisfied:
1. log(DE) ≍ log(UV ) ≍ log(x).
2. l ≥ 2, or DE ≫k,l,h x1/k.
Then, if x is large enough in terms of ǫ,
N (x;D,E)≪ǫ,k,l,h xǫmin{(DEM)1/2 +D +E, (UV M)1/2 + U + V }.
Theorem 1 gives an upper bound for the number of integer points on the algebraic variety
defined by
ekvl − dkul = h, (1)
where each of the variables d, e, u, v are restricted to certain sizesD,E,U, V . It is possible
to generalize our result to algebraic varieties described by f1(d, e)v
l+f2(d, e)u
l = h where
f1 and f2 are homogeneous polynomials of weighted degree. But for our applications,
Theorem 1 suffices. The main strategy of the proof of Theorem 1 will be to reduce the
problem of counting integer points on the algebraic variety ekvl − dkul = h to counting
rational points “close” to the curve t = sk/l where t = v/u and s = d/e. The fundamental
tool we use to tackle this counting problem will be the Determinant Method for which
the interested reader should consult Heath-Brown [10]. Indeed, our proof of Theorem
2 is very similar in many stages to Heath-Brown [12] where he derives an asymptotic
formula for square-free values of the form n2+1 up to x, say. In the following paragraphs,
we will illustrate our applications of Theorem 1.
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Pairs of k-free integers
For k ∈ Z≥2, we say that an integer n is k-free if there is no prime p such that pk | n.
By convention, a 2-free integer is called square-free. It is an elementary fact that
Sk(x) := # {n ≤ x : n is k-free} = x
ζ(k)
+O(x1/k).
We shall now consider the more general problem of deriving an asymptotic formula for
pairs of k-free integers up to x, say. More precisely, for integers k ≥ 2 and h 6= 0, let
Nk,h(x) be the number of integers n ≤ x such that both n and n + h are k-free. Then,
we have the following theorem:
Theorem 2. For all ǫ > 0 and all sufficiently large x, we have that
Nk,h(x) = ck,hx+Oǫ,k,h(x
ω(k)+ǫ),
where
ck,h =
∏
p
(
1− ρk,h(p)
pk
)
,
with
ρk,h(p) =
{
2 if pk ∤ h
1 if pk | h ,
and
ω(k) =
{
26+
√
433
81 ≈ 0.578 if k = 2
169
144k for k ≥ 3.
The problem of estimating Nk,h(x) as in Theorem 2 is most interesting when k is fairly
small because Sk(x)/x → 1 as k → ∞. The trivial error term for Theorem 2 is ω(k) =
2/(k + 1) which can be obtained with elementary arguments (see for example Carlitz
[2]).
By considering the Dirichlet series of ζ(s)/ζ(ks), it is plausible to suspect that the
error term of Sk(x) cannot be improved by a proper power of x below O(x
1/k) without
assuming some quasi-Riemann-Hypothesis. By assuming uniformity in the error term of
Theorem 2 with respect to h≪ x, one can show that an error term O(xθ) in Theorem 2
implies an error term O(xθ) in the formula for Sk(x) and it is thus reasonable to assume
that the error term of Theorem 2 cannot be improved below O(x1/k) by a power of x
without radically new ideas.
Heath-Brown [8] considered the problem of Theorem 2 in the case k = 2 and h = 1.
He obtained ω(2) = 7/11 ≈ 0.636 improving the trivial value ω(2) = 2/3. Heath-
Brown’s approach uses exponential sums and the Square Sieve. It should be noted that
Heath-Brown’s method is actually uniform in h≪ x. Brandes [1] has generalized Heath-
Brown’s method for general k. Her argument yields the value ω(k) = 14/(7k+8), which
is the currently best available result for small k. Our error exponent ω(k) stated in
Theorem 2 is such that ω(k) ≤ 14/(7k + 8) for all values of k. Dietmann and Marmon
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[3] have worked independently on improving the exponent ω(k) at the same time this
paper was produced. Their method is similar to ours and they obtain the exponent
ω(k) = 14/(9k), which improves upon Brandes’ bound for k ≥ 5. Our error exponent
is smaller than theirs for all k ≥ 2. The proof of Theorem 2 will be an application of
Theorem 1 with l = 1.
An asymptotic formula for r-tuples of k-free integers
The second application of Theorem 1 that we will present is the following:
Theorem 3. Let k ≥ 2, r ≥ 2 and li(x) = aix + bi ∈ Z[x] for i = 1, . . . , r such that
aibj − ajbi 6= 0 and ai 6= 0 for all i, j with 1 ≤ i, j ≤ r and i 6= j. Then define
ρ(p) = #{n(mod pk) : pk | li(n) for some i},
and let
c =
∏
p
(
1− ρ(p)
pk
)
.
If N(x) is the number of integers n ≤ x such that l1(n), . . . , lr(n) are all k-free. Then
for any ǫ > 0 and any sufficiently large x we have that
N(x) = cx+Oǫ(x
3/(2k+1)+ǫ).
It should be noted that the implied constant in Theorem 3 depends on the choice of the
li and that the best error term in the sense of Theorem 3 available in the literature for
k = 2 was O(x7/11+ǫ) (See Tsang [13]). Tsang’s proof uses a form of the Rosser-Iwaniec
sieve and the version of Theorem 2 due to Heath-Brown. It should be noted that even
though Tsang’s error term is weaker than ours, his implied constants are uniform in r
and maxi ||li||.
Consecutive square-full numbers
We will prove the following theorem about consecutive square-full numbers. Recall that
an integer n is called square-full if, for all primes p | n, we have p2 | n.
Theorem 4. Let N(x) be the number of integers n ≤ x such that both n and n+ 1 are
square-full. Then we have for all ǫ > 0 and sufficiently large x that
N(x)≪ǫ x29/100+ǫ.
It can be shown that there are indeed infinitely many consecutive square-full numbers,
for if n and n+ 1 are square-full then so are 4n(n + 1) and 4n(n + 1) + 1. However, it
follows from a simple application of the abc-conjecture that there are at most finitely
many n such that n, n+1 and n+2 are all square-full. The proof of Theorem 4 will be
an application of Theorem 1 with the variety given by e3v2 − d3u2 = 1.
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Size of the fundamental solution of Pell Equations
Let D > 0 be an integer which is not a square. Consider the Pell equation
T 2 −DU2 = 1 (2)
as an equation in (T,U). Write a solution of this equation as ηD = T +U
√
D. For each
fixed D, the Pell equation (2) has a unique solution called the fundamental solution ǫD
which satisfies ǫD > 1 and
{ηD : ηD is a solution of (2)} = {±ǫnD : n ∈ Z}.
It is strongly believed that ǫD is almost always much larger than D. In particular, one
may study the quantity
S(X,α) = #{(D, ηD) : D ∼ X,D is not a square, 1 < ηD ≤ D1/2+α}
for α > 1/2. One can show that
S(X,α)≪ Xmin(α+ǫ,1). (3)
Fouvry and Jouve [5] have shown that this estimate can be improved to
S(X,α)≪ǫ X α3 + 712+ǫ.
Their bound improves (3) in the range 7/8 < α < 5/4. We will improve their result
further. More precisely, we will prove the following result:
Theorem 5.
S(X,α)≪ǫ Xmax
(
9
16
α
α+1/2
+ 1
2
min(1,α), 1
2
+α
5
)
.
Our result is stronger than (3) in the range 5/8 < α < 5/2. We obtain the following
corollary:
Corollary 6. For all 0 ≤ θ < 3, we have
#{D : 1 < D ≤ X,D is not a square, ǫD ≤ Dθ} = oθ(X).
This improves upon the result by Fouvry and Jouve [5]. They have shown that one can
take θ < 7/4 in Corollary 6. Furthermore, Fouvry and Jove have proved a slightly weaker
version of Corollary 6 in [6]. They showed that for all θ < 3, there is a positive proportion
of fundamental discriminants D such that ǫD > D
θ. For a more thorough discussion
of the history and motivation behind Theorem 5 and Corollary 6, the interested reader
should consult their papers [5] and [6].
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2 The Proof of Theorem 1
We will now start to prove Theorem 1. From now on all implied constants may depend
on k, l and h. We may assume without loss of generality that (ev, du) = 1, because if
p | (ev, du) then p | h. As a first step, we will set t = v/u and s = d/e so that the
equation (1) becomes
tl = sk +O
(
1
EkU l
)
.
Note that
tl − sk = (t− sk/l)
∑
a+b=l−1
ta(sk/l)b.
Using that s ≍ D/E and t ≍ V/U = (D/E)k/l, we may deduce that
∑
a+b=l−1
ta(sk/l)b ≍
(
V
U
)l−1
.
Note that Ek = x/V l and hence
t = sk/l +O
(
1
x
V
U
)
. (4)
Thus, we have transformed our problem of counting integer points on a three-fold into a
problem where we count rational points close to the curve t = sk/l, where the sizes of the
numerators and denominators of s and t are determined by D and E. The determinant
method seems to be stronger in counting-problems involving varieties of lower dimension
so that dealing with a curve rather than a three-fold will provide the key saving in our
proof. In section 2.1 we will show how the determinant method allows us to subdivide the
range of s into intervals I of equal length so that our problem transforms into counting
rational points close to the curve t = sk/l where s belongs to some particular interval I.
In section 2.2, we will then calculate the contribution of one such interval I to N (x;D,E)
and in section 2.3 we will then add up all the contributions to finish the proof of the
estimate in Theorem 1.
2.1 Determinant Method
Note that s is of exact order D/E. Our plan is to pick an integer M such that log x≪
logM ≤ log x and split the range of s into O(M) intervals I = (s0, s0(1+M−1)]. For the
rest of this section we will fix one such interval I and consider solutions (s, t) of (4) with
s ∈ I. We label these solutions as (s1, t1), . . . , (sJ , tJ ), say. Consider one such (sj, tj).
We can write sj = s0(1 + αj) where 0 < αj ≤ 1/M : Note that sk/l0 ≍ V/U and hence
tj = s
k/l
j +O
(
1
x
V
U
)
= s
k/l
0
(
(1 + αj)
k/l +O
(
1
x
))
.
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Hence, after applying Taylor’s Theorem with a suitable degree in αj to (1 + αj)
k/l, we
can write
sj = s0(1 + αj) with 0 < αj ≤ 1
M
,
tj = s
k/l
0 (1 + p(αj) + βj) with βj ≪
1
x
,
where p(αj) is a polynomial in αj with no constant coefficient and with coefficients of size
O(1). The next step is to choose positive integers A and B and to label the monomials
satb with a ≤ A and b ≤ B as m1(s, t), . . . ,mH(s, t), where H = (A + 1)(B + 1). Then
one considers the J×H matrixM whose (j, h)-th entry is mh(sj , tj). We will show that
the rank of M is strictly less than H provided we choose A,B and M appropriately.
This will enable us to deduce that there is a non-zero vector c such that Mc = 0. If
we now consider the polynomial CI(s, t) = C(s, t) =
∑H
h=1 chmh(s, t) then we can see
that C(sj, tj) = 0 for all our solutions with sj ∈ I. The vector c can be constructed
from subdeterminants of M which shows that c ∈ QH has rational entries. Note that
the values sj and tj have numerators and denominators of size ≪ some power of x. By
clearing out the common denominator of the coefficients of C we may therefore assume
that C has integer coefficients of size ≪ xκ(A,B), say.
To show thatM has rank strictly less than H we can assume that H ≤ J since otherwise
this gets trivial. Thus, it suffices to show that every H × H subdeterminant of M
vanishes. Without loss of generality it suffices to show that the determinant ∆ coming
from the first H rows and columns of M vanishes. The j-th row of M has entries with
common denominator eAj u
B
j which implies that
∏
j≤H
eAj u
B
j

∆ ∈ Z. (5)
Observe that
∏
j≤H e
A
j u
B
j ≪ EAHUBH and hence if we can show
|∆| ≪A,B E−AHU−BH ,
with a suitable implied constant, then the integer in (5) has to be an integer strictly less
than 1 which implies ∆ = 0. We substitute sj = s0(1+αj) and tj = s
k/l
0 (1+ p(αj)+βj)
so that M has entries
s
a+bk/l
0 (1 + αj)
a(1 + p(αj) + βj)
b.
Hence
∆ =
(
A∏
a=0
B∏
b=0
s
a+bk/l
0
)
∆1 = s
1
2
H(A+Bk/l)
0 ∆1,
where ∆1 is the determinant of the generalized Vandermonde matrix with its entries
being polynomials in αj and βj and coefficients of size OA,B(1). Note that we have
|αj | ≤ X−11 and |βj | ≤ X−12 ,
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where X1 is of exact order M and X2 is of exact order x. In particular, note that
logX1 and logX2 are both of exact order log x. We now order the monomials X
−a
1 X
−b
2
decreasing in size, 1 =M0,M1, . . . ,MH , . . . say. Then by Lemma 3 in Heath-Brown [11],
we may bound ∆1 and hence ∆ as follows:
∆ = s
1
2
H(A+Bk/l)
0 ∆1 ≪A,B (D/E)
1
2
H(A+Bk/l)
H∏
h=1
Mh.
Let MH =W
−1. Then X−a1 X
−b
2 ≥MH if and only if
a logX1 + b logX2 ≤ logW. (6)
The number of pairs (a, b) which satisfy this inequality is
1
2
(logW )2
(logX1)(logX2)
+O
(
logW
log x
)
+O(1).
This number must be equal to H which gives
|2H(logX2)(logX1)− (logW )2| ≪ (logW )(log x) + (log x)2,
and hence
|
√
2H(logX2)(logX1)− logW | ≪ (log x) (logW ) + (log x)√
2H(logX2)(logX1) + logW
≪ log x,
since (logX2)(logX1) ≍ (log x)2. Therefore
logW =
√
2H(logX2)(logX1) +O(log x). (7)
Next, observe that
log
H∏
h=1
Mh = −
∑
a,b
(a logX1 + b logX2)
= −1
3
(logW )3
(logX1)(logX2)
+O
(
(logW )2
log x
)
+O(log x),
where the summation is subject to the inequality (6). Using the value for logW in (7),
we get
log
H∏
h=1
Mh = −2
√
2
3
H
3
2
√
(logX1)(logX2) +O(H log x).
This shows that
log |∆| ≤ OA,B(1) + 1
2
H(A+B
k
l
) log
D
E
− 2
√
2
3
H
3
2
√
(logX1)(logX2) +O(H log x).
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Thus, to get our required bound on log |∆| it suffices to show that
A logE+B logU+
1
2
(A+B
k
l
) log
D
E
+C1(A,B)+C2 log x ≤ 2
√
2
3
H
1
2
√
(logX1)(logX2),
where C1(A,B) is some constant depending on A and B and C2 is an absolute constant.
Note that AB ≤ H and
A logE +B logU +
1
2
(A+B
k
l
) log
D
E
=
A
2
log(DE) +
B
2
log(UV ).
Hence, it suffices to show
1
2
A log(DE) +
1
2
B log(UV ) + C1(A,B) + C2 log x ≤ 2
√
2
3
(AB)
1
2
√
(logX1)(logX2).
We will optimize the error by choosing A =
⌊
B log(UV )
log(DE)
⌋
. The first assumption of Theorem
1 implies that ν := log(UV )log(DE) ≍ 1. In particular, if B ≥ 2/ν then we may apply the
inequalities 12Bν ≤ ⌊Bν⌋ ≤ Bν for B ≥ 2/ν to get that A ≍ B. Analyzing Lemma 3
of Heath-Brown [11] which produces our constant C1(A,B), we can see that C1(A,B)
can be replaced by some C3(B), say. Now observe that
1
2A log(DE) +
1
2B log(UV ) ≤
B log(UV ) and that
2
√
2
3
(AB)
1
2
√
(logX1)(logX2) ≥2
√
2
3
Bν
1
2
(
1− 1
Bν
) 1
2 √
(logX1)(logX2)
≥2
√
2
3
Bν
1
2
(
1− 1
Bν
)√
(logX1)(logX2)
=
2
√
2
3
B
√
log(UV )
log(DE)
√
(logX1)(logX2) +O(log x)
since (logX1)(logX2) ≍ (log x)2. It therefore suffices if we have
B log(UV ) + C3(B) + C2 log x ≤ 2
√
2
3
B
√
log(UV )
log(DE)
√
(logX1)(logX2).
Let δ > 0 be arbitrary and pick X1 such that
2
√
2
3
√
log(UV )
log(DE)
√
(logX1)(logX2) ≥ (1 + δ) log(UV ),
whence it suffices if we have B log(UV ) + C3(B) + C2 log x ≤ B(1 + δ) log(UV ) which
holds if and only if Bδ log(UV ) ≥ C3(B) + C2 log x. Pick
B = B(δ) ≥ 2C2 log x
δ log(UV )
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so that C2 log x ≤ 12δB log(UV ) and pick x large enough in terms of δ so that C3(B) ≤
1
2δB log(UV ). Thus, we have shown that if we pick B (and hence A) and x large enough
in terms of δ and if we can pick a suitable X1 as above then ∆ = 0. Observing that
X1 ≫M and X2 ≫ x, we may rewrite the condition with a redefined δ as
logM ≥ 9
8
(1 + δ)
log(UV ) log(DE)
log x
.
In summary, we get the following lemma:
Lemma 7. Let δ > 0, and assume that an integer M satisfies log x ≪ logM ≤ log x
and
logM ≥ 9
8
(1 + δ)
log(DE) log(UV )
log x
.
Then for any interval I =
(
s0, s0(1 +M
−1)
]
, there exists a non-zero integer polynomial
CI(s, t) of total degree Oδ(1) and coefficients of size O(x
κ) where κ = κ(δ) and such that
CI(s, t) = 0 for all solutions of (4) with s ∈ I.
2.2 Counting Solutions
Next, we want to estimate how much a fixed interval I contributes to N (x;D,E). As in
[12], we may assume that CI is absolutely irreducible. By clearing the denominators of
CI(s, t) = 0, we may rewrite the equation in the form
F (d, e; v, u) = 0. (8)
In summary, we have created an auxiliary polynomial F which is bi-homogeneous of
degree (a, b), say, has a total degree of size Oδ(1) and coefficients of size O(x
κ(δ)) and it
vanishes at the solutions (s, t) of (4) with s ∈ I. The condition s ∈ I gives |d − es0| ≪
D/M . We also have |e| ≪ E. It is convinient to define the linear map T : R2 → R2 by
T (x1, x2) =
(
M
D
(x1 − x2s0), 1
E
x2
)
.
This linear map defines a lattice
Λ = {T (x1, x2) : (x1, x2) ∈ Z2}
of determinant det(Λ) =M/(ED). Consider the rectangle
R = {(α1, α2) : |α1| ≪ 1, |α2| ≪ 1},
with suitable implied constants so that s = d/e ∈ I, implies T (d, e) ∈ Λ ∩ R. Thus, we
will now count points falling into Λ ∩R.
Let g(1) be the shortest non-zero vector in Λ and let g(2) be the shortest vector in Λ
not parallel to g(1). Then g(1),g(2) will be a basis for Λ. Moreover, λ1g
(1) + λ2g
(2) ∈ R
implies |λ1g(1)| ≪ 1 and |λ2g(2)| ≪ 1. By defining Li to be a suitable constant times
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|g(i)|−1 for i = 1, 2, we may write |λi| ≤ Li. Note that |g(1)| ≤ |g(2)| and |g(1)||g(2)| ≪
det(Λ) =M/(DE) from which we may conclude L2 ≪ L1 and L1L2 ≫ DEM . Next set
h(i) = (
D
M
g
(i)
1 + s0Eg
(i)
2 , Eg
(i)
2 ).
Then h(1) and h(2) will form a basis for Z2 and if x = λ1h
(1) + λ2h
(2) is in the region
given by |x1 − x2s0| ≪ D/M and |x2| ≪ E then λ1g(1) + λ2g(2) ∈ R. Thus, after a
change of basis we may replace (d, e) by (λ1, λ2) with |λi| ≤ Li where L2 ≪ L1 and
L1L2 ≫ (DE)/M .
Our value s0 is of the form s0 =
x3
M
D
E where x3 is an integer of exact order M . Define
x4 := ⌊xk/l3 M1−k/l⌋ and t0 := x4M VU so that s
k/l
0 = t0 +O
(
1
M
V
U
)
. Observe that
t = s
k/l
0 + s
k/l
0 p(α) + s
k/l
0 β = s
k/l
0 +O
(
1
M
V
U
)
+O
(
1
x
V
U
)
= t0 +O
(
1
M
V
U
)
,
since M ≤ x. This leads to the conditions |v − ut0| ≪ VM and |u| ≪ U and hence we
can analogously to the above argument replace (v, u) by (τ1, τ2) say where |τi| ≤ Ti with
T2 ≪ T1 and T1T2 ≫ UVM . These substitutions convert equation (1) into an equation
G0(λ1, λ2; τ1, τ2) = h, (9)
say where G0 is bi-homogeneous of degree (k, l). Similarly, equation (8) will turn into
an equation of the form
G1(λ1, λ2; τ1, τ2) = 0, (10)
where G1 is bi-homogeneous of degree (a, b) and satisfies the same conditions as F . Also,
from the above argument it is clear that the vectors (λ1, λ2) and (τ1, τ2) are primitive.
For example, if p | (λ1, λ2) then p | (d1, e1) = 1.
If a = 0 then (10) determines Oδ(1) pairs (τ1, τ2) each of which gives a pair (u, v). The
number of pairs (d, e) corresponding to such a (u, v) is
#{(d, e) : d ≍ D, e ≍ E, ekvl − dkul = h} ≪ xǫ. (11)
This follows since ekvl − dkul = h is a Thue equation for k ≥ 3 which has only Ok,l,h(1)
solutions (Thue [14]). For k = 2, the estimate (11) follows from Estermann [4]. Thus,
the case a = 0 contributes Oδ(x
δ) to N (x;D,E).
If b = 0 then (10) determines Oδ(1) pairs (λ1, λ2) each of which gives a pair (d, e). The
number of pairs (u, v) corresponding to such a pair (d, e) is
#{(u, v) : u ≍ U, v ≍ V, ekvl − dkul = h} ≪ xǫ.
If l = 2 then this follows again by Estermann’s result and if l ≥ 3 the estimate follows
from the above result about Thue equations. If l = 1 then the equation ekv − dku = h
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is a linear Diophantine equation in (u, v) and thus, for each pair (d, e), the number of
solutions (u, v) to (1) is
≪ V
Dk
+ 1 =
x
(DE)k
+ 1≪ 1,
where the last estimate follows from the assumption DE ≫ x1/k of the theorem. Hence,
the case b = 0 contributes Oδ(1) to N (x;D,E).
If a ≥ 2 then Lemma 2 of Heath-Brown [12] gives us that (10) hasOǫ,δ(T 1+ǫ1 xκǫ) solutions.
(recall that the coefficients of G1 are of order x
κ). Picking ǫ small enough in terms of
δ, we may assume that this is Oδ(T
1+δ
1 x
δ). Each solution of (10) produces at most one
solution of (1). So in the case a ≥ 2 the contribution of I to N (x;D,E) is Oδ(T 1+δ1 xδ).
Similarly, if b ≥ 2 then the contribution of I to N (x;D,E) is Oδ(L1+δ1 xδ).
If a = 1 then (10) can be written as
λ1G11(τ1, τ2) + λ2G12(τ1, τ2) = 0,
and hence qλ1 = G12(τ1, τ2) and qλ2 = −G11(τ1, τ2) for some integer q. We define two
polynomials g1, g2 ∈ Z[x] by G1i(τ1, τ2) = τ b1gi(τ2/τ1) for i = 1, 2. Observe that g1 and
g2 must be coprime since G1 is absolutely irreducible. Hence, by the Euclid’s Algorithm
there exist polynomials h1, h2 ∈ Z[x] and an integer H such that
g1h1 + g2h2 = H
where H = O(xκ). Evaluating this equation at τ2/τ1 we may deduce that q | HτK1 where
K is some integer. and similarly we may conclude that q | H˜τK2 where H˜ = O(xκ). But
τ1 and τ2 are coprime. Thus, we may deduce that we have Oδ(x
δ) choices for q. Each
value of q gives us a value of λ1 and λ2 in terms of τ1 and τ2 which we may substitute into
(9) to get a Thue equation of the form G3(τ1, τ2) = hq
k, say. This equation gives O(T1)
possible pairs τ1, τ2 which shows that the case a = 1 contributes at most Oδ(x
δT1) to
N (x;D,E). Similarly, we may deduce that the case b = 1 contributes at most Oδ(xδL1)
to N (x;D,E). In summary, we obtain the following:
Lemma 8. For any δ > 0, the contribution of the solutions (s, t) with s ∈ I to
N (x;D,E) is Oδ(xδmin(L1+δ1 , T 1+δ1 )).
2.3 Completion of the proof of Theorem 1
In the previous section, we calculated the contribution of each interval I to N (x;D,E).
It remains to sum up the contribution of the various intervals. To proceed, we write g(1)
from the previous section as
g(1) = ((M/D)(x1 − x2s0), (1/E)x2) .
Recall that L1 was defined to be a suitable multiple of |g(1)|−1. This gives
L1(x1 − x2s0)≪ D/M, and L1x2 ≪ E.
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Recall that we produce the intervals I = (s0, s0+
1
M
D
E ] by taking s0 = x3
1
M
D
E for integers
x3 ≍M . Hence, the number of intervals I for which L < L1 ≤ 2L is at most the number
of triples (x1, x2, x3) ∈ Z3 for which gcd(x1, x2) = 1 and
x2x3 =
ME
D
x1 +O
(
E
L
)
, x2 ≪ E
L
, x3 ≍M.
Recalling that L1 ≫ L2 and L1L2 ≫ (DE)/M , we can deduce that L≫ (DE/M)1/2.
If x2 = 0 then x1 = ±1 since (x1, x2) = 1. Hence, L ≍ |g(1)|−1 = D/M . Note that
x3 6= 0. Thus, there are O(M) choices for x3. Hence, the number of intervals I for which
x2 = 0 and L < L1 ≤ 2L is O(M). By Lemma 8, each such interval contributes at most
O(xδL1+δ) to N (x;D,E) which gives a total contribution of O(xδD) corresponding to
these intervals.
Next consider the cases when x1 = 0. In this case x2 = ±1 because (x1, x2) = 1, and
hence L ≍ E/M . And thus, a similar argument as above shows that the intervals I for
which x1 = 0 and L < L1 ≤ 2L contribute a total of O(xδE) to N (x;D,E).
We are therefore left with the case when x1 and x2 are both non-zero. We can now
see that |g(1)| ≫ E−1 which implies that L ≪ E. The above conditions on (x1, x2, x3)
imply that x1 ≪ D/L. Thus, there are O(D/L) choices for x1 and each x1 produces
O(E/L) choices for the product x2x3. And since x2x3 6= 0, a divisor function estimate
shows that each value of x2x3 arises from at most Oδ(x
δ) pairs (x2, x3). Thus, there
are Oδ(x
δDE/L2) intervals I so that L1 is of exact order L. Each interval contributes
Oδ(x
δL1+δ) by Lemma 8. Note that Lδ ≪ Eδ ≪ xδ and hence we get a total contribution
of Oδ(x
δDE/L) corresponding to the intervals with x1x2 6= 0. By dyadic subdivision of
the range of L≫ (DE/M)1/2 we can conclude that
N (x;D,E)≪δ xδ((DEM)1/2 +D + E).
Similarly, we may consider the (x1, x2) lattice from the previous section corresponding
to (v, u) to get T1(x1 − x2t0) ≪ V/M and T1x2 ≪ U . Recall that t0 = x4 1M VU where
x4 =
⌊
xk3
Mk−1
⌋
. We can see that x3 ≍M implies x4 ≍M for large enough x. Hence by a
completely analogous argument to the above we can deduce that
N (x;D,E)≪δ xδ((UVM)1/2 + U + V ).
Thus, we have established the bound for N (x;D,E) as stated in Theorem 1. Now write
DE = xψ where ψ > 0. Then UV = x2/l−kψ/l. We pick the integer M such that
logM
log x
=
9
8
(1 + δ)ψ(2/l − kψ/l).
Note that
9
8
ψ(2/l − kψ/l) ≤ 9
8kl
< 1.
So, indeed with our choice of M we have that logM ≤ log x. This finishes the proof of
Theorem 1.
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3 The Proof of Theorem 2
3.1 Preliminaries
First, we illustrate on how finding an asymptotic formula for Nk,h(x) can be reduced to
counting points on the algebraic variety ekv− dku = h inside a certain bounded box. In
what follows all implied constants may depend on h and k. First observe that by dyadic
subdivision it is enough to show that
Nk,h(2x)−Nk,h(x) = ck,hx+Oǫ(xω(k)+ǫ).
Let
ξ(n) =

∏
pk|n
p



 ∏
pk|n+h
p

 .
Then ξ(n) = 1 if and only if n and n+ h are k-free. Thus, we may deduce that
Nk,h(2x)−Nk,h(x) =
∑
x<n≤2x
∑
m|ξ(n)
µ(m)
=
∞∑
m=1
µ(m)N(x;m),
where
N(x;m) = # {x < n ≤ 2x : ξ(n) ≡ 0(mod m)} .
Observe that the congruence ξ(n) ≡ 0(mod p) has exactly ρk,h(p) solutions modulo
pk. Thus, by an argument similar to the proof of the Chinese remainder theorem, the
congruence ξ(n) ≡ 0(mod m) has exactly
ρk,h(m) =
∏
p|m
ρk,h(p)
solutions modulo mk. Hence
N(x;m) = ρk,h(m)
( x
mk
+O(1)
)
.
Note that for square-free m, we have that
ρk,h(m) ≤ 2ω(m) ≪ mǫ.
Next, we introduce a parameter y with x1/k ≤ y ≤ x2/(k+1) which we shall pick in a
moment. Now, we look at the small terms in the above sum corresponding to the values
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of m with m ≤ y. These terms contribute∑
m≤y
µ(m)ρk,h(m)
( x
mk
+O(1)
)
=x
∑
m≤y
µ(m)ρk,h(m)
mk
+O

∑
m≤y
ρk,h(m)


=x
∞∑
m=1
µ(m)ρk,h(m)
mk
+O

x∑
m>y
ρk,h(m)
mk
+
∑
m≤y
ρk,h(m)


=ck,hx+O(x
1+ǫy1−k) +O(xǫy)
=ck,hx+O(x
ǫy),
where the last equality follows from x1/k ≤ y. To minimize the remaining error term, we
pick y = x1/k. Thus, we can see that the values of m with m ≤ x1/k contribute our main
term. Hence, we are left to consider the values of m with m > x1/k. For each such m
we write m = de where dk | n and ek | n+ h. By dyadic subdivision, these values d, e lie
in O((log x)2) boxes D/2 < d ≤ D, E/2 < e ≤ E where D,E ≪ x1/k and DE ≫ x1/k.
Hence, for one such pair D,E we must have
Nk,h(2x)−Nk,h(x) = ck,hx+O(x1/k+ǫ) +O(xǫN (x;D,E)),
where N (x;D,E) is the number of elements in the set
{(d, e, u, v) ∈ N4 : D/2 < d ≤ D,E/2 < e ≤ E, x < dku+ h = ekv ≤ 2x}.
3.2 The proof of Theorem 2 for k ≥ 3
We apply Theorem 1 with l = 1, U = x/Dk and V = x/Ek to deduce that
N (x;D,E)≪ǫ xǫmin{(DEM)1/2 +D + E, (UVM)1/2 + U + V }. (12)
We assume without loss of generality that D ≤ E and hence V ≤ U . Note that U/V ≥
E/D ≥ 1. First we consider the case M ≥ U/V . In this case, the estimate (12) becomes
N (x;D,E)≪ǫ xǫM1/2min(DE,UV )1/2. (13)
We now set DE = xψ so that UV = x2−kψ. Then
logN (x;D,E)
log x
≤ ǫ+ 1
2
min(ψ, 2 − kψ) + 9
16
ψ(2 − kψ) =: fk(ψ),
say. The function f(ψ) takes its maximal value at ψ = 2/3 if k = 2 and at ψ = 13/(9k)
if k ≥ 3. Note that f2(2/3) = 7/12 and fk(13/(9k)) = 169/(144k) for k ≥ 3. Note that
(DEM)1/2 +D + E ≪ x 169144k + x1/k ≪ x 169144k ,
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no matter if M ≥ U/V does or does not hold. This completes the proof of Theorem 2
for k ≥ 3. However, for k = 2, we have 169/(144k) ≥ 7/12 and a better argument is
required. Thus, we shall employ the following trivial estimate, where we first sum over
the pairs e, u as follows:
N (x;D,E)≪
∑
E≪e≪E
U≪u≪U
#{d : d ≍ D, e2v − d2u = h}
≪
∑
E≪e≪E
U≪u≪U
#{d : d ≍ D, d2 ≡ −hu−1(mod e2)}
≪
∑
E≪e≪E
U≪u≪U
(
D
e2
+ 1
)
#{d mod e2, d2 ≡ −hu−1(mod e2)}
≪ EU
(
D
E2
+ 1
)
xǫ. (14)
Note that
EU
D
E2
=
x
DE
≪ x1/2,
Thus we may assume that EU ≥ x1/2 and, hence:
D3
E3
=
x2
(EU)2ED
≪ x
2
(x1/2)3
= x1/2.
Thus, DE ≪ x1/6 and VU ≪ x1/3. By interchanging E and D and doing the same
argument, we may deduce that all of the quotients DE ,
E
D ,
V
U ,
U
V are ≪ x1/3. We may
impose the condition M ≥ x1/3 ≥ U/V , so that the bound (13) does indeed hold. This
shows that we can take the value ω(2) = 7/12 in Theorem 2. But we can do better
than this by considering points on lines contained in the three-fold e2v − d2u = h. The
following section will illustrate this idea.
3.3 Counting Points on Lines, Finishing the proof for k = 2
In this section, we will conclude the proof of Theorem 2 by considering points on lines
contained in the three-fold (1). For convenience, we will illustrate the proof when h = 1
but with minor changes, the proof can be adapted to general h. We begin by a similar
procedure as in the proof of Theorem 1. We will pick M ∈ [x1/2, x] and A = B = 1 as
in section 2.1. Note that this will produce a 4× 4 matrix M where the j-th row is
( 1 s0(1 + αj) s
2
0(1 + 2αj + βj) s
3
0(1 + αj)(1 + 2αj + βj) ),
with αj ≪ M−1 and βj ≪ x−1. (Note that α2j ≪ M−2 ≤ x−1). Performing column
operations, we get a matrix with j-th row
s60 · ( 1 αj βj αj(2αj + βj) ).
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Recalling that s0 ≍ D/E, we may deduce that ∆ ≪ 1M3x D
6
E6
. As before, we require
|∆| ≪ E−4U−4 in order to deduce that ∆ = 0. This is satisfied if M > (xUV )1/3+δ
where δ > 0 is arbitrarily small and x is large enough in terms of δ. Setting as before
DE = xψ and UV = x2−2ψ we can see that x1/2 ≤ (xUV )1/3+δ ≤ x. This enables us to
pick M = (xUV )1/3+δ provided δ is small enough and x is large enough in terms of δ.
Hence, as before, the determinant method will produce an irreducible auxiliary polyno-
mial F (d, e;u, v). This polynomial will be bilinear since we picked the monomials in M
accordingly. That is, in section 2.2 the case that will occur is a = b = 1. Hence, (10)
can be written as
dL1(u, v) + eL2(u, v) = 0,
where L1(u, v) = c1u + c2v and L2(u, v) = c3u + c4v are linear forms with integral
coefficients. As in section 2.2, we get O(xδ) choices for an integer q such that
eq = −L1(u, v), dq = L2(u, v). (15)
Plugging this into the equation e2v − d2u = 1 gives us a Thue equation
G3(u, v) = (L1(u, v))
2v − (L2(u, v))2u = q2,
say. When G3 is irreducible then this equation will only have a finite number of solutions
(see Thue [14]). Thus, the equation will produce O(xδ) solutions (u, v) for each q except
if G3 is splitting into three equal linear factors,
G3(u, v) = α(α1v − α2u)3,
say where α,α1, α2 ∈ Z. Our aim is to show that the points under consideration cor-
responding to this case actually lie on a line contained in the three-fold defined by (1).
Comparing coefficients we get the equations
αα32 = c
2
3
αα31 = c
2
2
3αα21α2 = c
2
4 − 2c1c2
3αα1α
2
2 = c
2
1 − 2c3c4.
The first two equations give α1 = (c
2
2/α)
1/3 and α2 = (c
2
3/α)
1/3 which turns the third
and fourth equation into
3c
4/3
2 c
2/3
3 = c
2
4 − 2c1c2, and (16)
3c
2/3
2 c
4/3
3 = c
2
1 − 2c3c4 (17)
respectively. If c2 = 0 then we may deduce from these equations that c4 = 0 and
hence c1 = 0. Hence L1 = 0 which gives a contradiction since qe 6= 0. Thus, c2 6= 0
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and similarly c3 6= 0. Using (16) and (17) we may deduce that c2/33 (c24 − 2c1c2) =
c
2/3
2 (c
2
1 − 2c3c4) which may be written as
(c
1/3
3 c4 + c
2/3
3 c
2/3
2 )
2 = (c
1/3
2 c1 + c
2/3
2 c
2/3
3 )
2.
After taking the square-root, this either lets us deduce directly that c34c3 = c
3
1c2 or that
c
1/3
3 c4 + c
1/3
2 c1 + 2c
2/3
2 c
2/3
3 = 0.
Multiply this equation by c
2/3
3 and plug in the expression for c3c4 given by (17) to get
(c1 + c
1/3
2 c
2/3
3 )
2 = 0. Similarly, we may deduce from (16) that (c4 + c
1/3
3 c
2/3
2 )
2 = 0. This
implies that in either case we have c34c3 = c
3
1c2. Plugging this value of c3 into (16) we
get that
c1 =
1
κ
c24
c2
, c3 =
1
κ3
c34
c22
,
where κ ∈ {−1, 3}. Consider the equation c34c3 = c31c2. We set c1 = hα and c4 = hβ
where h = (c1, c4). From this, we can deduce that c2 = kβ
3 and c3 = kα
3 for some integer
k. Observe that (h, k) = 1 since (c1, c2, c3, c4) = 1 as F is irreducible. Considering the
equation c24 = κc1c2 we see that h = κkαβ which implies k = 1 and
c1 = κα
2β, c2 = β
3, c3 = α
3, c4 = καβ
2.
Our original Thue equation has now turned into
v =
α2
β2
u+
Q2
β2
,
where q = Q3 for Q ∈ Z with Q > 0. Substituting this expression for v into (15), we
obtain that (d, e, u, v) must lie on the line
ℓ : (d, e, u, v) =
(
κα
Q
,− β
Q
, 0,
Q2
β2
)
+ u
(
(1 + κ)
α3
Q3
,−(κ+ 1)α
2β
Q3
, 1,
α2
β2
)
.
Assume that the line does indeed have an integral point counted by N (x;D,E). Pick
u1 to be the smallest integer such that (d1, e1, u1, v1) is on ℓ and counted by N (x;D,E).
This gives us the equations
Q2 = v1β
2 − u1α2 (18)
ακQ2 + u1(1 + κ)α
3 = d1Q
3 (19)
−βQ2 − u1(1 + κ)α2β = e1Q3. (20)
We now consider the lines with κ = −1. In this case, we may deduce from (19) and (20)
that Q = 1, d1 = −α and e1 = −β. Thus our points under consideration must lie on the
line
(d, e, u, v) = (d1, e1, u1, v1) + λ(0, 0, β
2, α2),
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where λ ∈ Z. Note that there are no parallel lines with κ = −1 having the same α and
β since (18) determines the pair (u1, v1) modulo (β
2, α2). The number of distinct lines
with κ = −1 is therefore determined by the number of choices for the direction vectors,
that is, by the number of choices for α and β. We must have αβ ≪ (UV )1/2 ≪ x1/2
which shows that the number of distinct lines with κ = −1 is O(x1/2+δ). The number
of points on each line is ≪ 1 + U/β2 ≪ 1 since E ≍ e1 = −β. Thus, the total number
of points counted be N (x;D,E) lying on lines with κ = −1 is O(x1/2+δ).
Next, we consider the lines with κ = 3. From (19) and (20) we may deduce that
(βd1 + αe1)Q = 2αβ. Let a = (Q,α) and b = (Q,β) so that α = aA, β = bB and
Q = abQ1 and (Q1, AB) = 1 say. After canceling ab from the last equation, we may
deduce that A | d1 and B | e1. Set d1 = AD1 and e1 = BE1. Finally, (18) implies that
a2 | v1 and b2 | u1. Let v1 = a2V1 and u1 = b2U1. Furthermore, we can deduce from
(18) that (U1, Q1) = 1 and hence (20) shows that Q
2
1 | 4U1A2 and therefore Q21 | 4. The
direction vector of the line ℓ is now(
A3
b3
C,−A
2B
ab2
C, 1,
a2A2
b2B2
)
,
where C = 4/Q31 ∈ {4, 1/2}. Note that a,A, b,B are pairwise coprime since d21u1 and
e21v1 as well as α and β are coprime. Thus, all lines lying on the surface (1) can be
written as
(AD1, BE1, b
2U1, a
2V1) + λ(aA
3B2C,−bA2B3C, ab3B2, a3bA2),
where λ goes through Z, Z/2 or 2Z and subject to the conditions
Q21 = V1B
2 − U1A2 (21)
bD1 + aE1 = 2Q
−1
1 (22)
U1A
2Q1C −D1bQ1 = −3. (23)
Fix Q1. Given a line ℓ, the direction vector and hence A,B, a, b are uniquely determined
up to sign. Thus we also fix A and B and consider the number of points on lines with
our fixed values of Q1, A and B.
If D′1, E
′
1, U
′
1, V
′
1 is one solution of (21), (22), (23) then the other solutions D1, E1, U1, V1
are given by
D1 = D
′
1 + µaA
2B2
E1 = E
′
1 − µbA2B2
U1 = U
′
1 + µabB
2/C
V1 = V
′
1 + µabA
2/C.
Thus, the number of distinct lines with κ = 3 and given A,B is
≪ #{(a, b) : a≪ D, b≪ E, ab3 ≪ U, a3b≪ V }
≪ #
{
(a, b) : ab≪ (UV )1/4
}
≪ (UV )1/4+δ .
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The number of points on each line is
≪ min
{
D
aA3B2
,
E
bA2B3
}
≪ min(D,E)
A2B2
.
Thus, the total number of points on lines with κ = 3 counted by N (x;D,E) is
∑
A,B
(UV )1/4+δ
min(D,E)
A2B2
≪ min(D,E)(UV )1/4+δ ≪ x1/2+δ.
Let
N0(x;D,E) = {(d, e, u, v) ∈ N (D,E) : (d, e, u, v) is not on a line contained in (1)}.
We have just shown that
N0(x;D,E)≪δ xδM ≪δ x2δ+1−2ψ/3.
In section 3.2, we have deduced the bound (13). Hence,
N0(x;D,E) ≤ N (x;D,E)≪δ xδ+min(ψ,2−2ψ)/2+max(1/6,9ψ(1−ψ)/8) ,
where essentially 1/2 ≤ ψ ≤ 1. One can check that the worst value for the exponent
occurs if ψ ≤ 2/3 and then that the worst value for ψ must satisfy
1− 2
3
ψ =
9
8
ψ(1 − ψ) + ψ
2
.
Hence the critical value for ψ is (55 − √433)/54 = 0.6331 . . . and we may deduce that
N0(x;D,E)≪δ x3δ+ω where ω = (26 +
√
433)/81 ≤ 0.5779 ≤ 7/12 = 0.5833 . . .. By the
above argument, the points counted byN (x;D,E) but not being elements ofN0(x;D,E)
contribute O(x1/2+δ). This finishes the proof of Theorem 2.
4 The Proof of Theorem 3
We are now turning to the proof of Theorem 3. We define
ξ(n) =
r∏
i=1
∏
pk|li(n)
p,
and for w > 1 let
P(w) =
∏
p<w
p
be the product of primes p < w. Furthermore, for z > 1 define
S(z) =
∑
x<n≤2x
(ξ(n),P(z))=1
1.
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That is, S(z) is the number of integers n in the interval (n, 2n] so that l1(n), . . . , lr(n) all
do not have any k-th power prime divisor pk with p < z. In particular, N(2x)−N(x) =
S(O(x1/k)). We also define
Sd(w) =
∑
x<n≤2x
ξ(n)≡0(mod d)
(ξ(n),P(w))=1
1.
Next, we will employ the following identity which is essentially Buchstab’s identity. That
is, for 1 < w < z observe that
S(z) = S(w) −
∑
w≤p<z
Sp(p).
Applying the identity twice, we obtain for w > 1:
N(2x)−N(x) = S(O(x1/k)) = S(w)−
∑
w≤p≪x1/k
Sp(w) +
∑
w≤q<p≪x1/k
Spq(q).
First, we will estimate the sum
∑
p Sp(w). We split the sum over p in two parts, the
first range will be w ≤ p < y and for the second range y ≤ p ≪ x1/k a trivial estimate
will suffice. Similarly to section 3.1 we can deduce that:
N(x; d) = # {x < n ≤ 2x : ξ(n) ≡ 0(mod d)} = ρ(d)
( x
dk
+O(1)
)
. (24)
Thus,
∑
y≤p≪x1/k
Sp(w)≪
∑
y≤p≪x1/k
N(x; p)≪ xǫ
∑
y≤p≪x1/k
(
x
pk
+ 1
)
≪ xǫ(xy1−k + x1/k)≪ x1/k+ǫ.
To estimate the the sum over the remaining range w ≤ p < y we will apply the following
Fundamental Sieve Lemma due to Heath-Brown [9] which adapted to our purpose states
as follows:
Lemma 9. For z > 1 and w > 1 we have that
∑
d|(ξ(n),P(w))
µ(d) =
∑
d|(ξ(n),P(w))
d<z
µ(d) +O

 ∑
d|(ξ(n),P(w))
z≤d<zw
1

 .
Observe that a prime p > w > 1 and some d | P(w) both divide ξ(n) if and only if pd
divides ξ(n). Thus, we pick some parameter zp > 1 which we will determine later and
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we split Sp(w) using the Lemma as follows:
Sp(w) =
∑
x<n≤2x
ξ(n)≡0(mod p)
∑
d|(ξ(n),P (w))
µ(d)
=
∑
x<n≤2x
ξ(n)≡0(mod p)
∑
d|(ξ(n),P(w))
d<zp
µ(d) +O

 ∑
x<n≤2x
ξ(n)≡0(mod p)
∑
d|(ξ(n),P(w))
zp≤d<zpw
1


=
∑
d|P(w)
d<zp
µ(d)N(x; pd) +O

 ∑
d|P(w)
zp≤d<zpw
N(x; pd)


= S1(p) +O(S2(p)),
say. For S2(p) we obtain
S2(p)≪ xǫ
∑
zp≤d<zpw
(
x
dkpk
+ 1
)
≪ xǫ
(
x
pkzk−1p
+ zpw
)
.
We will pick zp = p
−1(x/w)1/k to minimize this error term. Here we set y = (x/w)1/k
to ensure that zp > 1. Note that y = pzp. Using the fact that
∑
p≤x p
−k ≪ xǫ we can
deduce that ∑
w≤p<y
S2(p)≪ x1/k+ǫw1−1/k.
Next, we use the trivial estimate (24) again to conclude that
−
∑
w≤p<y
S1(p) = x
∑
w≤p<y
∑
d|P(w)
pd<y
µ(pd)ρ(pd)
(pd)k
+O(yxǫ).
The double sum equals
x
∑′
d<y
µ(d)ρ(d)
dk
= x
∞∑′
d=1
µ(d)ρ(d)
dk
+O(x1+ǫy1−k), (25)
where the
∑′
restricts the sum to those d | P(x1/k) with exactly one exceptional prime
divisor p | d such that p > w. Thus, we have shown that
−
∑
w≤p≪x1/k
Sp(w) = c(1)x+O(x1/k+ǫw1−1/k),
where c(1) is the constant from (25), the sum over those d having exactly one large prime
divisor p > w. Next, we consider the sum S(w). Similarly to the above argument, we
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may apply Lemma 9 for some z > 1 to obtain
S(w) =
∑
d|P(w)
d<z
µ(d)N(x; d) +O

 ∑
d|P (w)
z≤d<zw
N(x; d)

 . (26)
Again, we use a trivial estimate for the second sum which yields an error term
O(x1/k+ǫw1−1/k) provided we chose z = (x/w)1/k optimally. The first sum in (26) is
x
∑
d|P(w)
d<z
µ(d)ρ(d)
dk
+O(z).
Thus, we have shown that
S(w) = c(0)x+O(x1/k+ǫw1−1/k),
where
c(0) =
∑
d|P(w)
µ(d)ρ(d)
dk
is the sum over those d having no large prime divisors p > w. Recall that the overall
main term is cx = x
∑∞
d=1 µ(d)ρ(d)d
−k . The sum c− c(0) − c(1) is the sum over those d
having at least 2 distinct prime divisors > w and thus we have
c(0) + c(1) = c+O

xǫ ∑
d>w2
1
dk

 = c+O(xǫw2−2k).
We minimize the error terms by choosing w = x1/(2k+1) so that both our error terms
O(x1+ǫw2−2k) and O(x1/k+ǫw1−1/k) become O(x3/(2k+1)+ǫ). Thus, we have shown
S(w)−
∑
w≤p≪x1/k
Sp(w) = cx+O(x3/(2k+1)+ǫ),
and it remains to find a bound for the sum
∑
w≤q<p≪x1/k Spq(q). First we consider the
terms corresponding to those prime pairs q < p with pq ≪ x1/k. A trivial estimate
suffices to yield the bound
∑
w≤q<p≪x1/k
pq≪x1/k
Spq(q)≪
∑
w≤q<p≪x1/k
pq≪x1/k
N(x; pq)≪ xǫ
∑
w≤q<p≪x1/k
pq≪x1/k
(
x
pkqk
+ 1
)
≪ x3/(2k+1)+ǫ.
For the values with pq ≫ x1/k observe that
Spq(q)≪ N(x; pq) = #{x < n ≤ 2x : pk | li(n), qk | lj(n) for some i 6= j}.
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(The case i = j cannot occur since pq ≫ x1/k for any suitable implied constant). Thus,
we can fix a particular i and j and conclude that∑
w≤q<p≪x1/k
pq≫x1/k
Spq(q)≪r #K,
where
K = {(p, q, u, v) : w ≤ q < p≪ x1/k, pq ≫ x1/k, pku = li(n), qkv = lj(n)}.
Without loss of generality we may write li(n) = a1n+ b1 and lj(n) = a2n+ b2 so that we
are left with the Diophantine equation a1q
kv − a2pku = a1b2 − a2b1 = h 6= 0 say. Note
that (a1q
kv, a2p
ku) = (a1v, a2u) since neither p nor q divide h since h is O(1) and p and
q are ≫ x1/(2k+1). Each common divisor of a1v and a2u is a divisor of h and thus is
O(1). Since also a1 and a2 are O(1) we can reduce our problem to d(h) = O(1) equations
of the form (1) with the additional constraint that (du, ev) = 1 and de ≫ x1/k. Thus,
we have reduced the problem to the case we dealt with in Theorem 2. Thus, this gives
an error term O(xmax{ω(k),3/(2k+1)}+ǫ) for the asymptotic formula in Theorem 3. Note
that ω(k) ≤ 3/(2k + 1) for all k ≥ 2 which concludes the proof.
5 The Proof of Theorem 4
We are now turning to the problem of consecutive square-full integers. Recall that here,
N(x) is the number of integers n ≤ x such that both n and n+1 are square-full. Observe
that every square-full integer n can uniquely be written as n = a2b3 with µ2(b) = 1.
Thus, we have
N(2x) −N(x)≪ #{(d, e, u, v) ∈ N4 : x < d3u2 = e3v2 − 1 ≤ 2x} .
As in the proof of Theorem 2 we can now split the ranges of d and e into O(xǫ) boxes
with D/2 < d < D and E/2 < e ≤ E where D,E ≪ x1/3. For one such box we then get
N(2x)−N(x)≪ xǫN (x;D,E),
where
N (x;D,E) = #{(d, e, u, v) ∈ N4 : x < d3u2 = e3v2 − 1 ≤ 2x, d ≍ D, e ≍ E} .
Thus, in order to prove Theorem 4, it remains to show that
N (x;D,E)≪ǫ x29/100+ǫ.
For convenience, we will set y = x29/100. We may now apply Theorem 1 with k = 3, l = 2
and U := x1/2D−3/2, V := x1/2E−3/2 so that v ≍ V and u ≍ U . We get the bound
N (x;D,E)≪ǫ xǫmin{(DEM)1/2 +D + E, (UVM)1/2 + U + V }, (27)
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where the value of M is as stated in Theorem 1. We will further impose the condition
M ≥ x9/50. We will see below that this will not make our bound worse. The situation
we are now in is different compared to the situation in section 3.2, where we used
the estimate D + E ≪ x1/k. In our situation here this would produce an estimate
N (x;D,E)≪ǫ x1/3+ǫ which is worse than our anticipated bound. And without further
restricting the ranges of D and E, it will not be possible to improve this bound. The
results by Estermann and Thue allow us to assume further that min(DE,UV ) ≥ y. This
is however still not enough to improve upon the estimate N (x;D,E) ≪ǫ x1/3+ǫ. Thus,
we shall employ an estimate similar to (14), namely:
N (x;D,E)≪ǫ EU
(
D
E3
+ 1
)
xǫ. (28)
We will now distinguish two cases depending on whether DE−3 ≪ 1 does or does not
hold. If DE−3 ≪ 1 for some suitable constant, then we may assume EU ≥ y by the
above estimate. Note that by definition of U ,
y5 ≤ (DE)(EU)4 =
(
E
D
)5
x2,
so that
V
U
=
(
D
E
)3/2
≤ x
3/5
y3/2
= x33/200 < x9/50 ≤M.
Next, we consider the case DE−3 ≫ 1. Here, the estimate (28) is too weak for our
purposes and we need a stronger approach. The idea is to fix a pair (e, u) and estimate
the number of solutions (d, e, u, v) counted byN (x;D,E). Let d1, . . . , dµ be the solutions
to the congruence d3 ≡ −u−2(mod e3). In particular, µ ≪ eǫ ≪ xǫ and we get the
estimate
N (x;D,E)≪
∑
e∼E
∑
u∼U
µ∑
i=1
#{(a, v) : v ∼ V, a≪ D/E3, e3v2 − (di + ae3)3u2 = 1}.
Thus, it suffices to estimate the number of points (a, v) that satisfy
p(v)− q(a)− 1 = 0, (29)
where p is a polynomial of degree 2 and q is a polynomial of degree 3.
We will now prove that that the left-hand side of (29) is absolutely irreducible. It is
enough to show that the polynomial f(S, T ) = S2 − T 3 − 1 is absolutely irreducible.
Assume that f(S, T ) = g(S, T )h(S, T ) in some finite extension of Q. In particular,
X6 − Y 6 − 1 = g(X3, Y 2)h(X3, Y 2). We may homogenize the equation to get
X6 − Y 6 − Z6 = G(X,Y,Z)H(X,Y,Z) (30)
for some polynomials G,H. Now let (X,Y,Z) be a nonzero point such that G(X,Y,Z) =
H(X,Y,Z) = 0. The gradient of the right-hand side of (30) vanishes whereas the
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gradient of the left-hand side is (6X5,−6Y 5,−6Z5) which implies that X = Y = Z = 0.
Contradiction. Thus, the equation (29) must be absolutely irreducible.
Next, we will proceed to apply Theorem 15 of Heath-Brown [7] to get an upper bound for
the number of pairs (v, a) satisfying (29). Using the notation of Heath-Brown’s theorem
we will set n := 2, B1 = V and B2 = DE
−3 + 1 so that indeed v ≤ B1 and a ≤ B2 with
B1, B2 ≥ 1. Note that T = max(B21 , B32) ≥ B21 so that the points (v, a) satisfying (29)
lie on at most k ≪ǫ xǫB1/22 auxiliary curves. Thus, using Be´zout’s Theorem, we may
deduce that the number of points (v, a) under consideration is ≪ǫ xǫB1/22 . Thus, we get
the estimate
N (D,E)≪ǫ xǫEU
(
D
E3
+ 1
)1/2
≪ x
1/2+ǫ
DE1/2
,
where the last estimate is because 1≪ D/E3. Hence, we may assume that
x1/2D−1E−1/2 ≥ y.
Thus,
y7 ≤
(
x1/2
DE1/2
)4
(DE)3 = x2
E
D
,
so that
D
E
≤ x
2
y7
≤ 1.
Thus, we have shown that in all cases, V/U ≤M . By interchanging the roles of D and
E, we may similarly prove that U/V ≤M and hence we conclude that
max(D/E,E/D,U/V, V/U) ≤M.
By considering (27) again, we may now deduce that
N (x;D,E)≪ǫ xǫM1/2min{DE,UV }1/2.
We will set DE = xψ so that UV = x1−3ψ/2. Observe that
logN (x;D,E)
log x
≤ δ + 1
2
min(ψ, 1− 3ψ/2) + 1
2
max
{
9
8
ψ(1 − 3ψ/2), 9
50
}
:= f(ψ),
say. The function f(ψ) takes its maximum at ψ = 2/5 and f(2/5) = 29/100. This
completes the proof of Theorem 4.
6 The Proof of Theorem 5 and Corollary 6
In this proof, all implied constants may depend on α. Our initial argument is the
same as in [5]. We want to find r = r(α) as small as possible so that the estimate
S(X,α) ≪ǫ Xr+ǫ holds. As illustrated in [5], we may assume that α ≥ 1/2. The
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estimate (3) allows us to assume that r ≥ 1/2. As in [5], we obtain the estimate
S(X,α)≪ N (X;D,E), where N (X;D,E) is the number of elements in the set
#{(d, e, u, v) : d ∼ D, e ∼ E, u ∼ U, v ∼ V, e2v − d2u = h},
where h ∈ {±1,±2} and D,E,U, V,X are positive real numbers such that E2V ≍ D2U ,
UV ≍ X and DE ≪ Xα. In particular,
V ≍ X1/2D/E and U ≍ X1/2E/D. (31)
We want to apply Theorem 1 with x = E2V , k = 2 and l = 1. Note the trivial estimate
N (X;D,E)≪ DE
(
V
D2
+ 1
)
≪ X1/2 +DE.
Hence, if DE ≪ Xr then this estimate suffices. Thus, we may assume that DE ≥ Xr.
In particular, this shows that DE ≥ X1/2 and from x2 ≍ (DE)2X we can then conclude
that DE ≫ x1/2. So, Theorem 1 does indeed apply. We get the estimate
N (X;D,E)≪ǫ Xǫmin{(XM)1/2 + U + V, (DEM)1/2 +D + E},
where D, E, U and V are as in (31) and
logM =
9
8
log(DE) logX
log(DEX1/2)
,
since x = E2V ≍ DEX1/2 and UV ≍ X. As in the proof of Theorem 2, we get the
estimate
N (X;D,E)≪ǫ XǫEU
(
D
E2
+ 1
)
= Xǫ(X1/2 + EU).
Note that EU = X1/2E2/D. Hence we may assume that E2/D ≥ Xr−1/2 and similarly
we assume that D2/E ≥ Xr−1/2. Without loss of generality, let D ≤ E so that V ≤ U .
First, we consider the case when M < U/V = (E/D)2. In this case,
(XM)1/2 + U + V < X1/2E/D + U + V ≪ U.
From DE ≪ Xα and D2/E ≥ Xr−1/2, it follows that (E/D)3/2 ≪ X(α+1)/2−r , and
hence
N (X;D,E) ≪ǫ XǫU = X1/2+ǫE
D
≪ X 13α+ 56− 23 r+ǫ ≪ Xr+ǫ,
provided r > 1/2 + α/5. This concludes the case M < U/V . So, we may now consider
the case M ≥ U/V . Note that M ≥ U/V = (E/D)2 ≥ E/D which yields the estimate
N (X;D,E) ≪ǫ XǫM1/2min{X,DE}1/2.
We will set DE = Xψ so that essentially ψ ≤ α. Then
logM
logX
=
9
8
ψ
ψ + 1/2
=: f(ψ),
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say. The function f(ψ) is increasing for ψ > 0 and hence f(ψ) ≤ f(α). This shows that
logN (X;D,E)
logX
≤ Oǫ(1) + 1
2
f(α) +
1
2
min(1, α).
This concludes the case M ≥ U/V . We have therefore proved Theorem 5. Corollary 6
is an easy consequence of Theorem 5.
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