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Summary 
This work presents a new extension to a generalised nonlinear Maxwell model for the 
theory of viscoelastic material flow. Nonlinear terms within this constitutive model are used 
to replicate many experimental phenomena such as shear-thickening/thinning, shear banding 
and dynamic stress responses found in complex materials such as polymers, Micelles, colloidal 
dispersions and even granular media. 
Numerical simulations of the stress tensor under spatially homogeneous plane Couette flow 
reveal a range of solutions from steady state to chaotic, chosen in part by the strength of 
nonlinear terms. Bifurcation and stability analysis reveal the onset of chaotic flow and are 
used to study the various transitions to chaos. A detailed phase space diagram is produced to 
categorise different dynamical regimes by determining the Lyapunov exponent under variation 
of two main model parameters. The route to chaos is identified primarily as a Hopf bifurcation. 
The effects of an imposed time-dependent strain is considered as another means of classifi- 
cation and to expose further instabilities in spatially homogeneous plane Couette flow. Fourier 
transforms are used to analyse the time-dependent responses present in the stress. Robustness 
of solutions is probed by the inclusion of noise terms to replicate the effect of experimental 
conditions and show that many of the bifurcation structures are not likely to be observed in 
any detail in real fluids. 
Spatial hydrodynamic interactions are then included into the model using momentum con- 
servation equations to develop a three dimensional realisation of flow. A lid-driven cavity flow 
is simulated to reveal a turbulent-like regime of flow occurring at low Reynolds numbers. The 
presence of nonlinear terms in the equations is identified as the source of this behaviour. The 
irregular behaviour can be compared to elastic turbulence seen in polymeric fluids. 
The effect of chaotic time & space velocity fields from the turbulent-like solutions are 
explored in passive mixing scenarios. It is shown that the irregular flow has a great supremacy 
over a laminar equivalent in lid-driven cavity flows. 
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Chapter 1 
Introduction 
1.1 Motivation 
Material flow presents a fascinating challenge to engineers and physicists. Whilst general flows 
of water, oil, gases, etc. appear to follow simple laws such as the Navier-Stokes equations, 
there exists another class of substances that do not. Why does the surface of mayonnaise in 
a jar retain its structure from previous use, whilst honey always has a smooth surface, even 
though the honey is thicker? Why does ketchup never come out of the bottle unless you shake 
or tap it? Why do people say that you can walk on custard? The answer lies in the underlying 
complexities present in the structure of these materials and their resulting responses under 
flow. 
Food products only represent a small part of this field [6]. Polymer melts, paints, gels, 
foams, etc. all show characteristics that do not fit simple laws obeyed by simple fluids. Indus- 
trial processing of these materials raises problems, that must be investigated and understood 
for efficiency purposes or exploitation of novel properties. 
Rheology, is therefore the field of science that studies fluid behaviour during flow induced 
deformation. The word rheology comes from the Greek word Theo for flow, and ology, meaning 
study of. The role of stresses and strains are to used aid theoretical descriptions in the un- 
derstanding of behaviours and often more importantly, material characterisation. Some of the 
more dynamical responses displayed by complex fluids still elude explanation. These dynamical 
responses, sometimes chaotic in nature, are thought to be caused by molecular orientational 
instabilities and structural changes during flow, that lead to a change in rheological properties. 
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1.2 Outline 
This thesis considers a phenomenological model for stress, in the flow of general viscoelastic 
materials. Investigated and extended in a number of ways outlined in the following, the aim is 
to help determine its applicability for modelling real materials and theoretically understanding 
processes in complex fluid flows by studying the range of dynamic responses possible. 
In the following parts of this chapter, I review and summarise some of the relevant and im- 
portant theory behind the modelling of complex fluids, finally detailing the specific constitutive 
equation for the dynamics of the stress tensor which will be investigated in this thesis. 
In Chapter 2I perform a more rigorous investigation of dynamic behaviour in a spatially 
homogeneous model. Such a study reveals the range of bifurcation scenarios possible, and helps 
to further characterise model behaviour, providing possible explanations for flow instabilities 
present in real fluids. 
In chapter 3 the spatially homogeneous plane Couette flow is adapted to study time- 
dependent strain rates and to study dynamic responses through frequency analysis. The 
robustness of solutions is also investigated using an imposed noise term. 
In chapter 4, I extend a model previously only studied under spatially homogeneous flow 
conditions, to now consider the full three-dimensional hydrodynamic problem in a lid-driven 
cavity flow. The spatial nature of flow, inherent in this model, is explored to reveal complex 
secondary flows akin to turbulence. As a result of this spatial extension, it is possible to look 
at the mixing processes that occur in chapter 5, through the inclusion of a passive binary 
concentration. 
Conclusions are drawn in chapter 6, where results are summarised and possible extensions 
to this work discussed. 
Appendix A describes the various methods used for chaotic measures and Appendix B 
for stability analysis techniques, both used in Chapter 2. Appendix C describes a pressure 
correction technique, Appendix D contains equation components and Appendix E lists the sta- 
tistical measures of turbulence used in Chapter 4. Appendix F specifies a trilinear interpolation 
method used in section 5.1. 
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1.3 Overview 
1.3.1 Viscoelastic Fluids 
The flow of simple fluids and gases is described by a purely viscous behaviour. Materials which 
behave in this way can be described by a single number called the viscosity which is given the 
symbol q. The value for viscosity is given by the constant of proportionality between the rate 
of implied rate of strain (or deformation) 'y and the induced shear stress v, 
v=0 " (1.1) 
The value 17 therefore gives a measure of the resistance to flow, and material like honey has 
a higher viscosity than that of a material such as water. Fluids which follow this behaviour are 
termed "Newtonian" (named after Isaac Newton), and have linear relationship between stress 
and strain rate. The field of classical hydrodynamics is concerned with the flow of such liquids. 
Often, more complex materials can also show elastic properties. Elastic materials deform 
instantly when applying an external force, and will return instantly to their initial rest state 
when the forcing is removed. Elastic effects can be modelled by the following equation, 
v=E'Y, (1.2) 
where E gives the elastic constant and ry is the strain. Equation (1.2) is similar to that of 
Hooke's law of elasticity. 
A viscoelastic fluid is a material which, when it flows, exhibits characteristics that are a com- 
bination of both viscous and elastic responses. These materials are termed "non-Newtonian" 
because they have a nonlinear relationship between stress and strain rate. Such materials are 
often dispersions, with a complex micro-structure which is affected in some way under strain. 
The rest state of such materials is usually a steady state situation. The application of strain 
will disrupt this equilibrium, providing an amount of resistance to the flow (viscous) whilst the 
micro-structure also wishes to return to the equilibrium state (elastic) with some relaxation 
time. 
The properties of viscoelastic materials can be probed by weak frequency dependent strain 
rates, whilst the non-Newtonian behaviour is associated with larger rates of strain. Interesting 
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effects are observed in these materials when the frequency or strain rate multiplied by the 
relaxation time is comparable or larger than 1. 
Many food stuffs display viscoelastic properties due to their complex micro-structure. Sim- 
ple experiments using everyday fluids such as custard [7] can be used to show non-Newtonian, 
effects where the increase of shear/strain (e. g. stirring) can lead to an increase in the fluid 
thickness (viscosity). This effect is known as shear thickening and in extreme cases thickens 
so much to allow people to walk over custard. The reverse, namely shear thinning, is however 
more commonly observed in most materials, like mayonnaise. 
As illustrated in figure (1.1) colloidal dispersions tend to align under externally imposed 
strain. This alignment improves the flow properties in the strain direction, leading to the 
shear-thinning phenomena, as molecules are able to slide over one another with less resistance. 
Liquid crystals are also good examples of non-Newtonian viscoelastic materials due to their 
long range structural ordering. 
0 ýD ýD /I ýý oö 
00 
o° No strain (at rest) Under strain (flow) 
Figure 1.1: Illustration of the transition from an unordered structure to flow alignment of 
fluid molecules under external strain. 
Polymeric fluids are another perfect example of viscoelastic materials [8], they are macro- 
molecular structures formed either synthetically, or naturally, through polymerisation of monomer 
constituents. Whilst the bonds forming chains are very strong, melts of these chains are held 
together by intermolecular (Van-der-Waals) forces and as such, these materials flow on the 
macroscopic level. Properties of specific polymers depend on the average molecular weight and 
the temperature, so for certain combinations they may behave as liquid, or solid, depending 
on the time scale of deformations. 
Contrary to other materials such as glass, water, or gas, polymer molecules are very long 
chains of monomers, and at rest, these long chains are wound around themselves and entangled. 
When a polymer fluid is strained, the macromolecules are stretched and essentially orientated 
along a preferred direction as illustrated in figure (1.2). Resistance to deformation first increases 
due to the stretching and orientation of the macromolecules. Next, when the molecules become 
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No strain (at rest) Under strain (flow) 
Figure 1.2: Illustration of entangled polymer behaviour at rest, compared to flow alignment 
providing decreased viscosity. 
aligned with the pulling direction, stretched and orientated macromolecules will mainly slip 
along each other and will not produce any further resistance. 
Referred to as memory fluids, viscoelastic materials tend to accumulate a history of prior 
deformations. It is important to note that this is a fading memory - deformations in the recent 
past play a more important role than deformations in the distant past. To understand the 
macroscopic consequence of viscoelastic behaviour, theoreticians use simple and qualitative 
molecular descriptions of the polymer. 
Experimentally Observed Phenomena 
Many interesting flow effects are observed when dealing with complex fluids, that are not found 
in fluids with simpler structural properties. 
A dynamic stress response is one of the main characteristics, which includes stress relax- 
ation, creep, shear-thinning and shear-thickening. From these properties, interesting phenom- 
ena arise in flow situations. Die swell sees an increase in jet size during extrusion processes due 
to elastic recovery after exiting a pipe. Rod climbing, or the Weissenberg effect, is commonly 
found in rotational viscometric studies where polymer fluids, instead of being forced outwards 
from inertial forces, are drawn inwards from polymer entanglements. The first normal stress 
difference is identified as the primary cause for these phenomena. 
Normal stress differences are caused by normal forces in the stress tensor, as shown later 
in this chapter in figure (1.3), and arise from mechanical properties of fluids during flows. The 
normal direction is normally defined relative to a straining direction. 
A spatial difference in stress causes a flow, just as a difference in any force creates a 
movement. Since the normal stress components are not normally excited in simple fluids, such 
phenomena listed above are not observed. As the name also suggests, this extra flow is normal 
to the main flow, producing secondary flows. 
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Secondary flows can have a dramatic effect on global flow. Reverse secondary flows arising 
through the same mechanism as the Weissenberg rod climbing effect can be seen in swirling 
flows of viscoelastic fluids [9,10]. Normal stresses cause fluids to experience a force directed 
radially inwards, opposing centrifugal effects, producing a secondary flow pattern in the oppo- 
site direction. Complicated flows can arise due to the competition between inertial and elastic 
effects. 
In extreme cases, and in the absence of inertial forces, an unstable turbulent-like regime 
can develop [5]. This phenomena is named elastic turbulence due to the nonlinear mechanical 
properties of elastic polymer solutions. This phenomena also bears the feature of large normal 
stress differences and is discussed in more detail in later chapters. 
In experiments, flows are characterised by the application of an external force imposed 
as a strain. The stress is inferred from measurements of torques (which can differ between 
instrumentation) and thus interpretation of results is not always obvious [11]. Various tech- 
niques have to be used when dealing with viscoelastic fluids in order to specify properties, 
these include strain retardation and stress relaxations, then measuring response curves. Dy- 
namic experiments also provide important characterisation techniques, which are explored in 
later chapters. Polymer dispersions can be investigated by small angle neutron scattering 
(SANS) in a wide range of shear rates to reveal the structural changes during shear-thinning 
and shear-thickening [12]. 
1.3.2 Existing Theory for the Rheology of non-Newtonian Fluids 
To reproduce rheological phenomena, theory is required which attempts to match experimental 
observations. Such models can then be used to either predict further results without the need 
for further experimentation, or to find optimum conditions for a given problem. Models also 
probe the understanding of why these materials behave the way they do. A very good review 
of models for complex nonequilibrium fluids has been produced by Kröger [13]. 
Generally, the modelling and simulation techniques for flow effects in different complex 
fluids will fall into two main categories; continuum mechanics and molecular dynamics. The 
object of this section will be to give a brief overview for some of the existing models, the people 
who are working on them, and selective results and conclusions that they have shown to date. 
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Continuum Models 
Although all materials are composed of atoms, which have complex many body interactions 
between them, continuum mechanics aims to smear this over and consider the material as a 
continuous body. Thus, physical quantities which are of interest are defined at every point in 
the body, through fields and satisfy conditions of equilibrium. Because the laws of physics for 
fluids are independent of the co-ordinate system they are observed in, it is possible to make 
use of tensors to describe the fluid. Tensors are independent of co-ordinate systems, however 
it is possible to express tensors in terms of co-ordinates for convenience. Differential equations 
can then be used to examine the temporal and spatial behaviour of the system. Finally, by 
using material specific relations, it is possible to arrive at a (or set of) constitutive equation(s) 
which will relate the properties of the system that are under investigation. 
Mechanical analogies can be used to relate stress and strain rate in materials. Models 
by Voight, Kelvin, Jeffrey, Maxwell [141, etc use combinations of elements such as dashpots, 
springs or friction elements that represent viscous, elastic or yielding properties, respectively. 
Different combinations give various important properties corresponding to a complex flow and 
provide the required deviation from the simple Newtonian description. 
Differential viscoelastic models provide another choice for describing viscoelastic behaviour 
in complex flow systems. These models feature convected derivatives, which represent rates 
of change with respect to a convected coordinate system, that will move and deform with the 
fluid during flow. These types of model include the Upper convected Maxwell, Oldroyd [15], 
Giesekus, White-Metzner, etc. 
Integral viscoelastic models provide a further alternative for non-Newtonian modelling, 
such as Doi-Edwards, KBKZ, etc. Typically they include a memory function and a deforma- 
tion dependent tensor. However, integral viscoelastic models are not amenable to be used in 
numerical simulation of complex flows, due to high computational costs involved in tracking 
the history of stresses. 
There are so many different models because there are so many different types of material 
to model, and as of yet there is no universal model that can cover all the types of behaviour. 
By finding simple models for specific cases it is possible to tackle one problem at a time. Often 
when trying to characterise a fluid, many existing models have to be examined to find the best 
one, as found when modelling Caspian pony blood [16]. 
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Various theoretical models try to reproduce shear thickening and shear thinning, to analyse 
such viscosity behaviour and investigate the possible effects and applications that it may have. 
Models which look at worm-like micelles [17,18], and polymeric solutions [19] have good 
agreement with the experimental results which they attempt to reproduce. 
Flow Alignment & Shear Thickening/Thinning 
The flow of liquid crystals, rod like polymers and lyotropic phases provides an ideal platform 
for both experimental and theoretical work. Such fluids are composed of long cylindrical 
molecules that have the tendency to align along a common direction which is labelled the 
director. External factors such as an applied field or shear flow will change the orientation of 
the director [20,21] and hence the alignment of the molecules. Experimentally, it is easy to 
observe changes in such a fluid, because differences in the ordering and alignment are directly 
measurable through birefringence. A change in the alignment results in a change of the physical 
flow properties of the fluid. 
These flow-aligning fluids allow themselves to simple theoretical descriptions, analysing di- 
rector orientations during flows, and the resulting effect on flow properties [22-24]. Theoretical 
models reproduce and explain this type of orientational dynamics very well [25]. 
There is also a dependence on temperature [26], but normally one aims to keep temperature 
constant in any investigation, and low enough, so that the ordering is not disrupted by any 
kind of convection or resulting excitation. 
Johnson-Segalman Model and Shear Banding 
Johnson and Segalman developed a continuum theory of viscoelasticity by a modification of 
the Maxwell model [27] and then applied it to simple shear flows. The model shows good 
agreement with experimental results throughout the derivation and excludes one key assump- 
tion of previous theory which results in the model being more suitable for the description of 
both viscous and viscoelastic fluid behaviour. 
Radulescu and Olmsted [28] adapted the Johnson-Segalman model to include a diffusion 
term for steady flow, in various geometries, under controlled strain rate conditions. The shear 
banded effects are seen once again, but the continuous degeneracy of the bands is lifted with 
the diffusion term and with cylindrical Couette and Poiseuille geometries two bands are always 
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observed. The Johnson-Segalman fluid is then used by Espanol et al. [29] in Couette geometry 
to study two-dimensional results for the effect of the shear rate on shear banding flows and 
reveal a kind of selection mechanism for steady state stress. 
Molecular Dynamics Simulations 
Molecular Dynamics (MD) simulations normally investigate a system of N particles of a sub- 
stance, under Newton's equations of motion. These particles are held within a volume and 
numerically integrated, taking into account the forces exerted from all the other molecules. 
As the positions and velocities of each of the N particles is known during the simulation, it 
is possible to calculate rheological observables, such as the components of the stress tensor as 
well, as the internal energy. This information can be obtained when the system reaches an 
equilibrium or during temporal fluctuations. Different models make use of different interaction 
potentials and flow conditions, as well as combinations of different particles. 
Non-Equilibrium Molecular Dynamics (NEMD) focuses more on the relaxation and trans- 
port phenomena of the system. It is also possible for states far away from equilibrium to be 
studied. A good review of NEMD was made by Hess [30] and mentions the impact of changing 
different interaction properties and using different complex fluid solutions. 
Using a new Molecular-Dynamics-like-approach, Stokesian Dynamics provides a way of dy- 
namically simulating many particles dispersed in a fluid medium [31]. This method focuses on 
the hydrodynamic and non-hydrodynamic interaction forces between particles. Two examples 
of Stokesian Dynamics applied to shear thickening are also described in this section. 
Shear Thickening Colloid Suspensions 
Delhommelle and Petravic [32] study the rheology of model colloidal suspensions using MD 
simulations. The suspension is a mixture of solvent particles and colloid particles to decrease 
the computational burden, but not affect the overall mechanism. The authors make the link 
between the onset of shear thickening and the transition from free flowing to that of a jammed 
state. They explore different volume fractions for the suspension to see how the viscosity 
and shear thickening point are changed. Shear thickening however always happens when the 
solvent is squeezed out from between neighbouring colloidal particles, thus the more dilute 
the suspension, the higher the shear rate required to observe thickening. Chow [331 calculates 
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effective shear viscosity of concentrated dispersions in steady state shear flow to reveal the 
dependence on volume fraction, particle size, inter-particle reactions and shear rate. 
Sheared Polymer Solutions 
Aust et al. [34] present results from NEMD simulations of polymer solutions under Couette 
shear flow. The polymer solution consists of chains of N beads connected by elastic forces held 
in a solvent. From the information obtained the behaviour was found to resemble qualitatively 
that of real polymer solutions, and the chain length and shear rate has direct non-Newtonian 
effect on the viscosity. The authors are also able to make observations on the orientational flow 
aligning aspects of the fluid as well as rotational dynamics, which also have scaling dependence 
on the shear rate. 
Polymer Shear Thickening/Thinning 
Koga and Tanaka [35] propose a simple model for shear thickening of polymers. Results are 
obtained through MD simulations of transient networks of cross-linked beads. The authors 
are able to show shear thickening, which can be explained by the stress caused through highly 
stretched chains under the shear flow. Shear thinning regimes are also possible through frac- 
turing of the networks. 
Wormlike micelles 
Kröger and Makhloufi [36] use a microscopic model for wormlike micelles under shear flow in 
nonequilibrium-molecular-dynamics simulations. These solutions behave much like polymers 
with regard to scaling laws, but in contradistinction they break and recombine within a char- 
acteristic time. Such complex behaviour and re-orientational mechanisms with a such material 
lead to non-Newtonian rheological properties. 
Shearing of Dendrimer Mixtures 
Flow properties of Dendrimers were studied through NEMD simulations by Bosko et al. [37- 
39]. A dendrimer is an artificially manufactured branched polymer which has many potential 
applications from adhesives, catalysts, medical technology and for nanoscale components. Un- 
der shear conditions the dendrimer melts show transitions from Newtonian to non-Newtonian 
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behaviour. Shear thickening of dendrimer mixtures is observed at high shear rates, although 
not when the pressure of the system is kept constant. This confirms their conclusions that the 
shear thickening was a result of shear induced pressure changes. 
Stokesian Dynamics of Colloidal Suspensions 
Drafter et al. [40] use Stokesian dynamics to investigate the origins of shear thickening in 
concentrated colloidal suspensions. This suspension was subjected to a shear and the effects 
that it had were studied. The results indicate that shear thickening is associated with an 
order-disorder transition in the suspension microstructure which leads to the formation of 
large particle clusters. The influence of these clusters then generates the high stress due to the 
thin lubrication layers between the clusters. 
Hybrid Models 
One of the common questions regarding continuum models is concerned with the smallest 
length scales at which they are no longer valid. Generally this scale is taken as the mesoscopic 
scale, which can be of the order of a few tens of nanometres in certain fluids. At this scale an 
averaging of a few thousand atoms or molecules can be performed to obtain useful statistical 
properties such as temperature and entropy. To bridge the gap between an atomistic picture 
and a continuum picture, hybrid schemes may be used [41-48]. These methods employ re- 
gions of molecular dynamics simulations (for boundary interactions) and continuum mechanics 
simulations (for bulk movement), combined using various coupling techniques, such as "hand- 
shaking" or overlapping approaches. Such methods have success in accurately describing flows 
where wall interactions are important. 
Summary 
In the above I have outlined the various theoretical and simulation techniques used to model 
non-Newtonian material flow. There are many different approaches that can be taken depend- 
ing on the nature of the problem which is being studied, and give an idea of the background 
and history in this area of physics. The work in this thesis is using the continuum approach, 
and related to the differential class of models. There are many mathematical similarities with 
the Johnson-Segalman and Maxwell models. 
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1.3.3 The Navier-Stokes Equations 
The Navier-Stokes equations describe the motion of continuum fluid substances, derived from 
a set of conservation laws for mass, momentum, angular momentum and energy. 
In their general form, the equations relate changes in velocity, density and temperature, 
and are completed by various thermodynamic state equations and transport relations. To 
minimise the scale of the problem it is possible to (justifiably) consider a special case (a principle 
subdivision) of these equations whereby a number of variables and relations are assumed to be 
constant. 
Assumptions and Restrictions 
In order to keep the problem simple enough to solve, but to allow the important features to 
remain, it is necessary to make certain assumptions and restrictions. Most of these are in 
assuming ideal conditions, and restricting to certain types of flow whereby certain variables 
can be assumed constant. 
It is assumed that the fluid is continuous (no bubbles) and that the fields of interest are 
differentiable and have no phase transitions. This would certainly be the case for a very well 
prepared experiment with pure samples of materials, but cannot always be ensured in real 
applications. 
I will consider the case of incompressible (isochoric) flow [49], that is to say that the changes 
in density p with time t are negligible, 
1Dp=0. 
p Dt 
(1.3) 
Such a situation is found in flows which have a low Mach number (M --º 0). The following 
simulations will certainly be in this regime of flow as it is only wished to study the effect of 
small strains, as detailed later. 
Therefore, the specific case of Navier-Stokes equations used in this investigation is, 
Dv 
=P Dt - -Op -I- 
p"Q, 
v. v -o. 
(1.4) 
(1.5) 
Equation (1.5) enforces incompressibility and is required for equation (1.4) to hold. In 
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equation (1.4) D/Dt is the substantive derivative operator given by, 
D 
D 
aätm (l. s) 
The first term on the right-hand side of equation (1.6) is the ordinary derivative with 
respect to a fixed frame, whereas the second term represents the advection changes brought 
about by the moving fluid. Equation (1.5) ensures continuity (flow into a volume equals flow 
out of the volume). Here p is a scalar pressure, v is the velocity vector and or is the stress 
tensor. 
Scaling Properties 
When two geometrically similar flow patterns, in perhaps different fluids with possibly differ- 
ent flow rates, have the same values for certain dimensionless numbers, they are said to be 
dynamically similar. These dimensionless numbers provide a criterion for determining dynamic 
similitude. 
To achieve similitude, one must ensure that there is geometric, kinematic and dynamic 
similarity. As such, all parameters required to describe the system are identified using principles 
from continuum mechanics, through dimensional analysis to express the system with as many 
dimensionless parameters as possible. 
By formulating the equations so that they become dimensionless in time and space, the 
importance of these parts is removed. This is advantageous because simulations are no longer 
restricted to a particular time or space scale due to the similitude. As long as the continuum 
restrictions hold, these equations will model flow on any scale. 
One of the most important dimensionless numbers is the Reynolds Number Re, and is given 
by the ratio of inertial forces to viscous forces. 
pv3L v8L 
_ 
inertial forces 
Re = 17 =v viscous forces 
(1.7) 
where v8 is the mean fluid velocity, L is the characteristic length, j is the (absolute) dynamic 
fluid viscosity, v is the kinematic fluid viscosity (v = , n/p) and p is the fluid density. Inertial 
turbulence typically occurs at Re > 3000, and for lower values the flow is laminar. In these 
simulations I aim for Re -- 1 or Re < 1. 
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The Weissenberg number Wi is a dimensionless number used in the study of viscoelastic 
flows. It is given by the ratio of the relaxation time of the fluid and the characteristic rate of 
deformation, 
Wi=vL =7X, (i. s) 
where A is the relaxation time. This number gives a characterisation for the degree of non- 
linearity, where Wi «1 is typically linear, and Wi 1 and >1 is nonlinear in the shear 
rate. 
The Stress Tensor 
Stress is a continuum concept within fluids and is a measure of the force per unit area. When 
force is applied to a fluid, the stress is the force being distributed. Liquids have stress fields, and 
during flows, the liquids can support shear stresses. Such materials have temperature depen- 
dent variations in stress related properties, and as described above, non-Newtonian materials 
can have strain rate-dependent variations as well. 
In three dimensional fluids the stress can be described by a second order (rank 2) tensor 
with 9 independent components, as illustrated in figure (1.3). Stress is often broken down into 
its shear and normal components as these have unique physical significance. 
I 
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Figure 1.3: The stress tensor and its 9 components, although in general there are 6 due to 
its symmetry. 
Measurable normal stress differences, N1 -o- oyy and N2 = oyy - orzz, are referred 
to as the first and second normal stress differences. The normal stress difference N1 is much 
easier to measure experimentally than N2, but still harder than shear stresses. 
The stress tensor a must be symmetric under the condition that there are no resultant 
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couples acting on the body element[50]. It is deviatoric when the hydrostatic pressure (pö) is 
removed. For Newtonian fluids the stress is simply given by, 
Q=2, YY, (1.9) 
where -y =2 (V V+V VT) is the symmetric strain rate tensor for 3 dimensional deformations. 
Introducing an Extra Stress Term 
In its current form, the stress in the Navier-Stokes equations only depends on the current value 
(in time) of the velocity field through its gradients (y), and is representative of Newtonian flow. 
A modification taken by many theoretical models, in order to add extra features [511, is to 
consider a superposition of stress by including an extra stress in equation (1.9), such that it 
reads, 
Q=ON-f'QE (1.10) 
where the Newtonian contribution is given by QN = 2i,,. %y, where i is a second Newtonian 
viscosity reached at high shear rates and the extra stress is provided by an equation for QE. 
The choice of relationship for the extra stress depends on the type of fluid, but normally is 
formed such that the total stress a now includes a memory of the previous stress. It is the 
inclusion of history through what is often termed a constitutive equation, that can now more 
accurately attempt to model the properties of viscoelastic materials. 
It is the purpose of this thesis to study a phenomenological choice for the constitutive 
equation representing the extra stress QE. 
1.3.4 A Model for the Extra Stress 
The constitutive relation selected for arE is a choice motivated by previous work on relaxations 
of the alignment tensor within molecular fluids and nematic liquid crystals. The equations 
have been derived within the framework of irreversible thermodynamics 152,53] and a Fokker- 
Plank equation [54]. In the original Maxwell model equation, including the extensions with 
co-rotational or co-deformational time derivatives, as well as the Johnson-Segalman model, 
the relaxation term is linear in the stress tensor. The nonlinear Maxwell model studied here 
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is a generalisation which contains additional terms nonlinear in the stress tensor. For liquid 
crystals an additional constitutive law is needed which links the alignment tensor with the 
extra stress tensor. In the isotropic phase this is the stress-optical law [55,561. Here, in the 
spirit of the Maxwell model, the extra stress tensor directly obeys a nonlinear inhomogeneous 
relaxation equation. 
The symmetric traceless extra stress in equation (1.10) is taken to be, 
QE _ f"GTe f7r , 
(1.11) 
where Gre f is a reference value for the shear modulus and is a dimensionless friction stress 
tensor that is assumed to obey the following differential equation, 
a7r , --, . -, T -2wxý +2ý(7"ýQ0V2ý)-+ -ý'y. (1.12) 
In equation (1.12), -y is the strain rate tensor, w is the vorticity, rc is akin to a slip parameter 
in the Johnson-Segalman model [27], To is a relaxation time coefficient, to is a characteristic 
length and 4 being the derivative of a potential function with respect to ir, where 4 is 
the potential function to be chosen. Here the symbol ^ represents the symmetric traceless 
(deviatoric) part of a tensor, e. g. b=2 (Xab + Xba) - 
2xccaab, where dab is the unit tensor. 
The total stress Q is taken as deviatoric such that, 
217oo7' + N72Gre f7r . (1.13) 
The quantities w and 'Y are the vorticity and deformation rate tensor respectively, found 
by the following equations, 
w-2pxv, 7= 0v. 
Potential Functions 
(1.14) 
Potential functions for the extra stress in this model are formed from scalar invariants of ir, 
I2=tr(7r "7r), 13 =/6- tr(r "7r"7c)" (1.15) 
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The "linear" Maxwell model is formed from a potential comprised of the second order scalar 
invariant 12, 
1 AI2, 
with a dimensionless coefficient A>0. Thus this implies, 
ýý =a= Aw 
(1.16) 
(i. i7) 
A nonlinear generalisation was invented to treat shear thickening and shear thinning be- 
haviour [57]. A special (simple nontrivial) case for the potential function, which corresponds to 
an expansion of up to terms of fourth order in ir, using the second and third order invariants 
12 and 13 reads, 
ý=2AI2-3BI3+4CI2, 
which implies, 
(1.18) 
ýý = Aw - Vs iýrw + cvf6-7r 
7C : 7r. ýi. 1s) 
In Landau theory the assumption is made that the parameter A increases with increasing 
temperature T or the density p, according to A= Ao(1 - To/T) or A= Ao(1 - p/po) with 
characteristic temperature To or density po. The specific dependence of A is not needed but 
presupposed that it will decrease with decreasing temperature or increasing density. It is also 
assumed that Ao > 0, B0 and C>0. In equation (1.19) the coefficient A determines 
whether terms of higher order in 4" are of relevance. 
Without flow, in a spatially homogeneous system, the stationary solution of the Maxwell 
model equation is -V = 0. In a fluid state one has it =0 and is a stable solution corresponding 
to the absolute minimum of the potential function -D. However, the quantity 1' is a nonlinear 
function of the stress, so solutions with 7r #0 are possible. If such a solution is stable, the 
system possesses a yield stress. The model is not applicable to zero shear flow for fluids as there 
can be a non-zero value for 7r, which would generate a non-zero stress. However, a non-zero 
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stress component is an integral part of the model and very well known in the flow of solids, 
the remaining stress has been known for many years in engineering and material science and 
is called a 'residual stress' [58,59]. 
Previous Results from the Model 
The first investigation of the model (1.12) was in 1994 [57], when it was introduced to describe 
shear-thinning and shear-thickening behaviour. Simulating the simple case of spatially homo- 
geneous plane Couette flow, it was shown that stress growth, relaxation and hysteresis can be 
displayed. Also considered were the special cases of vorticity free planar (biaxial) deformational 
and (uniaxial) elongational flow geometries. 
Ten years later the model was revisited [60] to consider extra symmetry breaking compo- 
nents of the stress tensor in spatially homogeneous plane Couette flow. Periodic and unstable 
solutions were explored to reveal chaotic oscillations in the stress, termed Rheochaos. 
The same model has recently been used by Bastian Arlt et al. to compare the rheological 
behaviour in fluids with anisotropic and isotropic potentials [61]. This work again was restricted 
to the plane Couette geometry in spatially homogeneous flow. 
Chapter 2 
Spatially Homogeneous Plane Couette 
Flow 
Whilst flows in real life have a strong spatial aspect, a lot of information can still be gained from 
studying spatially homogeneous flow conditions, and expanding upon previous work achieved 
in this area [57,60]. Such an analysis is considered compulsory before the full hydrodynam- 
ics, with spatially inhomogeneous shear rates (as encountered in particular experiments), is 
investigated. At least on a small length scale, the relation between the local stress tensor and 
a local strain rate as studied here also exists for more complex flows, and knowing the local 
features can be crucial to understand the global behavior. 
The plane Couette flow geometry is traditionally chosen as it represents the simplest mech- 
anism of shearing forces, and allows for easy definition of a shear stress and normal stress 
differences. This flow type allows for a more in depth analysis of the phenomenological equa- 
tion (1.12) with potential term (1.19) chosen to study. Due to the simpler nature of the equa- 
tions (compared to the 3D case) a detailed bifurcation analysis can be performed, investigating 
causes of chaotic irregular behaviour which had been discovered in [60]. 
2.0.5 Related Theory and Experiments 
Under steady shear rates (e. g. in a type of Couette flow geometry) one normally observes 
measurements of material properties, such as the shear stress, to saturate to a constant steady 
state value. Whilst this value may have nonlinear dependence on the driving shear rate, the 
results are deterministic and simple curve relationships are able to be formed [6]. In some cases 
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however this is not always the full picture. 
Certain experiments have begun to reveal a new dynamical range of flow situations of non- 
Newtonian fluids under continuous driving shear rates, including oscillating viscosity, stick-slip 
responses and chaotic behaviour. Work by Pujolle-Robic et al. [62] study behaviours of liquid 
crystal polymers using a cone and plate cell. They discover that an oscillating state in the 
shear stress can develop for certain values of the applied rate of strain. The behaviour observed 
is analogous to a type of stick-slip mechanism, associated with a fast polymer stretching phase 
and a slow disanchoring of the polymer at the interface. 
The experiments of Wunenburger et al. [63] look at structural changes in a lyotropic 
lamellar phase under shear flow to reveal an oscillating viscosity. The shear stress in the 
material studied forces changes between un-ordered phases and rolled-up phases of different 
size and compactness. There exists a regime where the although the applied force is constant, 
the material oscillated between phases producing an oscillating viscosity. 
Bandyopadhyay et al. [1,64] study solutions of surfactants under steady strain rates in 
a cone and plate geometry. Figure (2.1) is taken from [1] to illustrate the type of behaviour 
observed in the shear stress when there is realignment of the macro-domains. The irregular 
response of the shear stress was shown to be chaotic in behaviour. 
These examples of experiments above have led the way for a new class of models which aim 
to look at rheological dynamics and instabilities of non-Newtonian fluids. The model discussed 
in this thesis has the potential to help understand the dynamics of such responses. A list of 
related work for different fluid models is now presented to show the types of processes that 
have been studied. 
Wormlike Micelles 
Wormlike micelles and polymer solutions are well known for their non-Newtonian behaviour 
due to their construction from long thin entangled chains. Reptation theory describes some 
of the rheology of such materials well, but Cates [65] develops a continuum model version 
to include reversible breakage of polymers. The constitutive equation for the stress tensor, 
constructed from the contribution of the polymer entropy for arbitrary flow, is derived [66] 
and then used by Spenley et al. [67] to show non-Newtonian viscosities and flow instability 
of shear banding type. Continuing with the ideas of shear banding flows, Spenley et al. [68] 
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Figure 2.1: Example of the type of temporal oscillations in the shear stress experimentally 
measured in a shear-thickening surfactant solution. This work was undertaken by Bandy- 
opadhyay et al. [1]. 
compare the micelle model to one of a simple 'toy' model to investigate the shear banding 
structures further, including the interface effects. 
Non-Newtonian Shear Thinning Dynamics 
Shear thinning effects in a cylindrical-Couette flow are studied by Ashrafi and Khayat [69] 
with a non-Newtonian (Carreau-Bird) fluid. Their investigation of the derived weakly shear 
thinning model shows nonlinear dynamical behaviour in the time-dependent evolution of the 
flow. Results show the onset of chaotic dynamics through homoclinic bifurcation and intermit- 
tency. The authors explore the frequency power spectrum of their phase trajectories to show 
similarities with the Lorenz attractor. They mention that whilst this behaviour is interesting, 
it is not currently possible to explore experimentally some of the features they observe due to 
the inability to isolate shear thinning from elasticity during flow. 
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Jamming and Rheochaos 
An investigation of shear thickening and jamming is performed by Head et al. [70] for a 
range of spatially homogeneous scalar rheological models. Jamming is the result of driving a 
material into a non-equilibrium state where the relaxation time far exceeds the experimental 
time frame. The transitions to and from jammed configurations are one of the objectives of 
the investigation, under the control parameter of the imposed shear stress, v. One of the 
interesting discoveries was the observation of non-damped oscillatory behaviour in the strain 
rate, 'y under constant driving. This is investigated further [71] to try and understand the 
'stick-slip' type nature of the oscillations, despite the model describing bulk effects and not 
surface phenomenon. The study is continued [72] by investigating how constant driving of the 
shear rate, 'y can produce nonlinear and chaotic rheological responses in the shear stress a. This 
is illustrated by calculating Lyapunov exponents for a range of control parameter values. In a 
spatially resolved model [73] the authors show how a shear thickening fluid has instability and 
spatio-temporal rheochaos, which results in both ordered and chaotic shear banding structures. 
Sher Banding and Spatio-temporal Chaos 
Authors Chakrabarti et al. [74] explore the rheology of a sheared nematogenic fluid through 
nonlinear partial differential equations which allow information about a spatial direction to 
be obtained. Results show periodic and chaotic behaviour of the stress in time and space, 
proven by calculating Lyapunov exponents. This work is continued by the authors [75] to 
include a dynamical phase diagram of the model and explore the routes to spatio-temporal 
chaos. Possible experiments are mentioned where one should be able to test the ideas they 
have proposed, mainly focusing on the measurement of the alignment tensor under shearing 
conditions. 
Shear Banding and Phase Transitions 
Fielding and Olmsted [76] study a simple model of shear banding using only the minimal 
ingredients required to capture the observed phenomena. By varying the shear rate of the 
system, different shear banded structures are seen. At low shear rates they see thin pulses 
of high shear bands as observed experimentally. By increasing the shear rate, the banding 
becomes periodic and the stress response oscillatory. At higher shear rates the stress becomes 
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chaotic and traveling defects appear in the banding. Chaos is proven by calculation of the 
largest Lyapunov exponent. 
The shear-induced phase transition in liquid crystals was first treated by S. Hess [77] to 
provide a description of how shear flow affects the change from isotropic to nematic state. 
It was shown that shear flow can significantly influence the transition by inducing nematic 
alignment at the molecular level. Olmsted and Goldbart [78,79] have also worked on the shear 
induced phase transitions and independently derived the same results. 
Liquid Crystal Dynamics 
Building on the work of Olmsted and Goldbart [79], Vicente Alonso et al. [80,811 study 
the nonlinear dynamics of nematic liquid crystals in the presence of shear flow. The authors 
study a Landau-de Gennes model and then provide a comprehensive description of the different 
responses in alignment observed from varying the shear rate and temperature. They identify 
periodic time-dependent modes as well as steady flow aligning states. Through a state diagram 
the authors are able to explore the different transitions between alignment states and identify 
Hopf bifurcation points. 
Liquid Crystal Alignment 
Rienäcker and S. Hess [25,82] investigate the theoretical orientational dynamics of nematic 
liquid crystals in Couette flow. The key results from shear flow alignment in such liquid 
crystals is the periodic oscillating dynamics of the director when the viscosity does not allow 
steady flow. The types of director orbits observed include tumbling, wagging, aligning, and 
kayaking combinations as well as complex chaotic regimes. Studies of liquid crystal rheology are 
performed by Hess and Kröger [83]. The fact that rheological properties are directly obtainable 
from an equation for the friction pressure tensor, which is formulated in analogy to that of the 
alignment tensor, is the basis for the work undertaken by 0. Hess et al. [57,60]. 
Stokesian Stress Fluctuations 
Dasan et al. [84] report on the analysis of fluctuations in the stress determined from simulations 
of shear flow of Stokesian suspensions. Using the shear of plane parallel walls with a suspension 
of rigid identical particles, the authors find that the time series of the stress displays underlying 
2.1 Modelling Plane Couette Flow 24 
chaos. Measures of the correlation dimension and Lyapunov exponents of the chaotic attractor 
are found to increase with rise in particle concentration. The physical origins of these stress 
fluctuations can be obtained by realising that the formation and breakage of clusters can 
sometimes span the distance between the bounding walls. The rate of formation and breakage 
of clusters also determines the frequency of the stress fluctuations, which in turn can be linked 
to local number densities and mobility factors. 
2.0.6 Objectives 
These investigations aim to extend the knowledge within this field by studying in detail the 
dynamic responses of model (1.12) with a nonlinear potential (1.19) (outlined in the intro- 
duction), under spatially homogeneous plane Couette flow fields. This model has been shown 
[57,601 to display many of the experimental flow behaviours which were identified above, such 
as shear thickening/thinning and dynamic stress response. Many of the techniques listed above 
can be applied to this model, such as analysis of the fluctuations, chaotic measures, etc. 
Through the use of stability and bifurcation analysis, using techniques from chaos theory, 
classifications can be made for the types of responses seen. A phase diagram will be produced 
by mapping the solutions from two main model parameters. Such information is useful for an 
understanding, in a mathematical way, of the behaviours displayed. When the time comes, 
results in this thesis will be useful to enable the matching of results with experimentation of 
real fluids. 
2.1 Modelling Plane Couette Flow 
This section details the model and its application to a spatially homogeneous plane Couette 
flow, as published previously [60]. 
2.1.1 Flow Field 
A plane Couette flow is created by two parallel plates separated by a material of thickness d, 
where one of the plates is moving relative to the other to produce a shearing action. 
The flow considered has a moving plate with velocity v in the x-direction, confined by flat 
walls perpendicular to the y-direction as illustrated in figure (2.2). The ideal Couette flow has 
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infinite plates in the x-z direction, and the rate of strain is given by, 
av., vx 
Figure 2.2: Illustration of plane Couette flow geometry. 
The rate of strain is treated as a constant in spatially homogeneous flow and is treated 
like an externally imposed and well controlled field, so that secondary flows and shear banding 
effects are excluded. 
2.1.2 Rescaled Variables 
\\\\\\\\\\\\\\\\\\\\\\\\\\\\\\V1 
(2.1) 
To characterise the importance of nonlinearities in the system, scaled variables are introduced. 
The components of 7r in equation (1.12) are expressed in units of the reference value 7rc, for 
an apparent yield stress which is determined from coefficients in the potential term. This 
procedure is also detailed in [60]. 
Time is rescaled by -r,, which includes coefficients from the potential term as well as model 
parameter ro. The rate of strain ;y is scaled with 1fte to become I'. 
7r -7re7r *' 
2B 
(2.2) 
with 
lrc =3C, 
A= A*Ac, A, = 2B2(9C)-1, 
TC = TpAc1=Tp(2C7Cý)-1, C>0, 
and 
(2.3) 
t=Tt*, P=T. ry. (2.4) 
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Thus the model coefficients B and C no longer appear explicitly in the relation equation 
and thus eq. (1.19) becomes, 
, P" = A*ir* - 3-76-'ir* " 7r* + 2-7r* ir* : 7r* . (2.5) 
Now 1)' only has dependence on A*, which now represents the dependence on temperature 
or density. Parameter A* controls the strength of the linear term compared to the higher order 
terms. From this point on the scaled variables are denoted by the same symbol as the original 
values. 
2.1.3 Basis Tensors 
As in previous studies [60] a symmetry adapted expansion is made for the stress tensor. The 
full stress tensor is decomposed as, 
IT = 7roT° + 7r1T1 + 7r2T2 + 7r3T3 + 7r4T4 , 
with ortho-normalised basis tensors, 
TO = 
V12 
ee T' =2f (e'e' - eyey), T2 =ý eey 
T3 = vý-2e 
ez 
, T4 = 
, 2- ee 
(2.6) 
(2.7) 
where el, ey and el are unit vectors parallel to the coordinate axes 
The full form of the equations for the spatially homogeneous system becomes a system of 
five coupled equations for the components of 11: 
7ro 
7r1 
72 
74 
4) _- (A' - 3ýra -{- 2(? )2) 7rp -3 (ýi -} 7r2) -+ -3 (ý3 + 7r2 - icI'lr2 
73 = 
-072 - (A* + 67ro + 2(21)2) 7r1 +2 ý(7r3 - 7r4) , 
Q7r1 - (A* + 67ro + 2(7r)2) 7r2 + 3vf3- 7r37r4 + 7rc-lr -R r7ro 
2 
Q74 - 
(A* 
- 37ro + 2(1[)2) 7r3 +3f (7173 + 7274) +2 v/35-hr7r4 
2 
Si7r3 (A* - 37ro + 2(7x)2) 7r4 + 3f (7r27r3 - 7rlir4) +2V3! Cr7r3 . 
(2.8) 
Here the dot denotes the differentiation with respect to t. For plane Couette flow, the 
dimensionless vorticity SZ, is -T. The abbreviations U2 = ý2+? r2+ir2+ r2+7r2 and is = n/vf3- 
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are used. A broad class of substances are covered by this generic model by appropriately 
choosing the 3 free model parameters A*, R and Ire. The other free parameter is I'. These 
equations are invariant under the transformation (7r3,7r4) i--p (-1C3, -7r4)" 
Three of the five components are linked with the shear stress and the first and second normal 
stress differences (7r2 , 9rj and 7ro), whilst the other two 
(7r3 and 7r4) break the symmetry of the 
Couette flow. In most cases the latter components relax to zero, but not always. 
2.1.4 Viscosity and Stress Components 
The non-Newtonian viscosity of the system is the ratio of the total shear stress and the applied 
shear rate. This viscosity can be represented in units of the reference viscosity ref = GrefTc 
as first shown in [60]. The shear stress component of the total stress tensor after non- 
dimensionalisation of 7r is given by, 
Cxv - xor + ýc7r2 (2.9) 
where H,,. =,. A dimensionless viscosity coefficient H is then determined, ref 
axv 7r, 7r2 H= =r +Hoo r 
(2.10) 
The equation for the shear stress includes the term H,,. determined by a value for the 
viscosity 17,,,,. For a low viscosity substance (fluid) the dynamics is analogous to an orientational 
phenomena such as wagging [25,82,85-881, and the shear stress oscillates around zero. For a 
higher viscosity substance, with greater value for Ham, the shear stress is completely positive, 
and is analogous to that of stick-slip friction behaviour [62,89-911. 
The dimensionless first and second normal stress differences are obtained as follows, 
Ni 
N2 
O'xx - Oyy 
- - 
Zýcýl 
e GTef 
a ýý - Qzz 
= -7rc(7r1 +V 3'7rp) Gre f (2.11) 
In this chapter I focus on the simple case for the model parameter 7=0, but results for 
is 34 0 have previously been studied [57] where i=0.4 also shows similar results to those 
discussed in this chapter. 
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2.2 Numerical Techniques 
This section outlines the techniques involved with solving equations of Ordinary Differential 
Equation (ODE) type such as used in the model equations (2.8), and thus simulating the 
system. There are many available methods which could potentially be used for this system, 
but each one has its advantages and disadvantages. Several methods will be outlined and whilst 
they all have been implemented in solving the equations for testing and consistency purposes, 
only one is be chosen as the main method. 
2.2.1 Numerical Integration Methods 
The model exists as a system of five coupled first order differential equations for the variables 
lri of the friction stress tensor with respect to dimensionless time, t. It would be nice to solve 
these equations to obtain the solutions for each 7ri(t) as a function of t to study its evolution 
in time. Unfortunately it is not possible to achieve this task analytically as the equations 
are too complex. The approach taken instead is to approximate the different 7ri(t) solutions 
by numerically integrating the system of equations as an initial value problem, and arrive at 
discrete solutions with time step h. 
There exist many iterative methods for numerical integration and they fall into two cate- 
gories; explicit and implicit. An explicit method relies only on the data calculated previously, 
whilst an implicit method depends on values not yet calculated. The latter requires an extra 
level of iteration to function. The methods outlined will be described in terms of the single 
variable system i=f (x), but are easily adapted to systems of larger dimension. 
Euler's Method 
The Euler method is the simplest explicit scheme to understand and implement. Any dif- 
ferential equation gives an expression for how rapidly a variable such as x is changing. By 
evaluating the right hand side of a differential equation (such as x' = f(x(t))) at any point 
in time, tn, the rate at which x,,, is changing can be determined. Then by using the Taylor 
expansion formula given by Euler's method, 
xn+1 =xn+'hf(xn), (2.12) 
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the solution is advanced from to to to +h using a single gradient approximation from the 
differential equations. This method increments a solution through a given time interval h 
using derivative information from only the beginning of the interval, hence this method is 
explicit. By iterating this equation N times, discrete data for x over a period Nh in time is 
obtained. 
The downside to the simplicity of Euler's method is that its error is very high, typically of 
the order h2. This means that to get good results from Euler's method one has to use a very 
low value of h and hence the number of iterations required to cover any substantial period of 
time is huge and computationally intense. 
Fourth Order Runge-Kutta Method 
The fourth order Runge-Kutta method is one of the most widely used numerical integration 
techniques as it is fast, robust and accurate. It uses gradients at the start, two at the midpoint 
and one at the endpoint to estimate the value of x after a step h. 
ki = f(xn), 
k2 = f(xn + hk1I2), 
k3 =f (xn + hk2/2), 
k4 =f (xn + hk3), 
Xn+l = xn + h(k1 + 2k2 + 2k3 + k4)/6. 
(2.13) 
(2.14) 
The four k gradients are averaged with more weight given to the midpoint values. The 
error from this method is of the order h4, and the solution is advanced a step in time of h as 
with Euler's method. 
Adams-Bashforth Method 
The algorithm proposed by Adams-Bashforth is an implicit predictor-corrector method, 
xn 1 =- 12 [23 f (xn) -16 f (xn-1)+5 f (xn-2)l+ 
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xn+1 = 1[5f 
p(xn+l)+ 8f (xn)- f (xn-1)]" (2.15) 
As the result xn+l is unknown at the beginning of the iteration step, the predictor is first 
calculated x 1, and when the result from this is available the corrector is iterated, xn}1, until 
convergence. The robustness of this method is good, and the error of the order W. One also 
has to take into account the computational issue of iterating the corrector, which adds another 
level of iteration to the already iterated structure. Thus the speed of this method tends to be 
slower than explicit ones. 
2.2.2 Accuracy Issues 
When using a numerical integration technique one always has to keep in mind that the approach 
is an estimate of the actual analytical solution. Whilst in most cases the result is a very good 
approximation there could always be the chance that the behaviour you observe does not come 
from the system, but instead from the integration [92]. This was the reason for utilizing three 
different methods so that the consistency of the solutions could be checked and verified. 
The method chosen for producing the majority of results is the fourth order Runge-Kutta 
method as it has an error of order h4 and is quick to execute. The Runge-Kutta method is 
widely accepted and can also be found in commercially available software such as Mathematica, 
Maple and AnT, although they would also employ an adaptive step size feature for greater 
efficiency. Such third party software was also used to confirm and perform certain investigations 
in this chapter. 
2.2.3 Initial Conditions 
All of the above methods require some information to be provided at the start of calculations 
to describe the system in its initial state, xo. For the majority of calculations in these inves- 
tigations, the initial state of the system is chosen to be small, but non zero in value, typically 
taken as io = -0.01,7rl = 0.01, i2 = -0.01,7r3 = 0.01 and 7r4 = -0-01- 
The initial conditions correspond to the starting state of the fluid in the plane Couette 
geometry, and must reflect a realistic situation. The choice above corresponds to an approxi- 
mately stress free state, with no (or very small) induced stress fields. However it is also possible 
to start the system with different initial conditions corresponding to a system that already has 
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high stresses applied to it. 
Investigations can be performed to identify the existence of multiple stable limit cycle 
orbits, by changing the initial conditions of the system, whilst other system variables remain 
unchanged. 
2.3 Model Properties and Results 
The results of simulations provide discrete time dynamics for the stress tensor under constant 
spatially homogeneous strain. The step size used in numerical integration was set at h=0.005. 
From this discrete time series it is possible to extract a wealth of information about the 
rheological behaviour of the model. 
After non-dimensionalisation, the remaining parameters which are available for investiga- 
tion in model (2.8) include, A*, r, i and Ire. The term containing parameter to is discarded 
as the stress diffusion term is not required in spatially homogeneous flows. Parameter lrc is set 
to unity for the entire investigation. A brief review of the previous relevant findings [57,60] 
from this model follows, along with an extension into certain areas to further characterise and 
summarise the main important rheological aspects. 
2.3.1 Stress-Strain and Viscosity Relationships 
Figure (2.3a) is a plot of the steady state viscosity as a function of imposed strain rate and 
reveals a shear-thickening and shear-thinning behaviour. This figure was first shown in [60]. 
In this figure it can be seen that shear-thickening occurs at low strain rates and when the 
value of A* is also low. This simple figure begins to hint already that the nonlinear terms are 
responsible for shear-thickening. Shown in [60] were curves for lower values of A* where the 
viscosity curve cusps over giving multiple values of viscosity for a given shear rate. This leads 
to the shear-banding phenomena in spatially resolved flows, where stable bands of different 
shear rate are formed [68,76,93]. 
Imposing a step function in the strain rate, (suddenly started, held constant, then removed), 
reveals the viscoelastic properties of the model through a stress relaxation. In figure (2.3b) the 
step function used for the strain is shown and the resulting stress response. For lower values of 
A* a stress overshoot occurs and the relaxation time increases. Recall that smaller A* relates 
to lower temperature or higher density. 
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scale for P. (b) Stress relaxation (bottom) for an implied step strain rate (top). Solid line is 
for A* = 3.0, broken line for A* = 2.0. In both cases H... = 0.1, k=0. 
For specific parameter ranges a non-monotonic relationship develops for the stress. This 
means that in a stress-strain plot, a given value of stress can be obtained by more than one 
rate of strain. This again would lead to the shear-banding phenomena in spatially resolved 
systems. 
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In figure (2.4a) the non-monotonic behaviour of the stress is seen, illustrating that the high 
shear branch is controlled by the Newtonian viscosity (controlled by Ham). 
If the shear rate IF is applied as an increasing linear function from 0 to I max over time Trise 
and then linearly decreased back to 0 over the same time, then a ramp like time dependent 
shear rate is imposed. Figure (2.4b) shows the response of the stress with rmax = 0.25 and 
True = 400, where the lower branch of the curve corresponds to increasing shear rates. The 
resulting hysteresis is another clear indication of the model having a dependence on the history 
of deformations, and was first shown in [57]. 
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Flow curves for A* <1 
33 
When the value of A* is below 1 the nonlinear terms in equation (2.5) begin to affect the 
response of the stress. Solutions become time-dependent, and undertake oscillations in the 
stress. Producing flow curves for these regions is therefore troublesome. The transformation 
of the stress vs rate of strain curve as A* is lowered pass 1.0 is shown in figure (2.5). The 
peak of the non-monotonic curve is shifted to the left until it disappears, then for A* = 0.7 
the oscillatory behaviour becomes evident. For this curve a time-averaging has taken place 
and the sharp transition represents this. Flow curves below this value of A* begin to become 
meaningless, and it is necessary to explore other methods of analysing the behaviour of the 
stress. Stability analysis and bifurcation diagrams will be used to show the behaviour of stable 
and unstable points/orbits in the model in later sections. 
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Figure 2.5: Flow curves for values of At showing the result for when less than 1.0. The 
sharp transition for At = 0.7 corresponds to a transition to oscillatory behaviour where a 
time averaging has taken place. In these curves H... = 0.1 and is = 0.0. 
The non-monotonic behaviour at low values of A* is replaced by a range of dynamical 
responses explored in the following sections. 
2.4 Mapping Parameter Space 
Previous studies 157,601 of this model have revealed the existence of oscillatory and chaotic 
solutions, but until now these have not been studied in any detail. It is helpful to be able to 
say which parameters lead to which solutions, and this is possible through a mapping of the 
parameter space. Two parameters are selected as the most important in their contribution 
to the dynamics; the applied shear rate IF and model parameter A* are investigated in most 
detail. Chaotic measures are used to display chaotic regions and to break the parameter space 
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into different dynamical regimes. 
2.4.1 Chaotic Measures 
This section considers some of the background theory behind the analysis approaches used to 
study the system of equations arrived at in the model chapter. The system of equations (2.8) is 
essentially a nonlinear oscillator at heart, and as such there are various methods from nonlinear 
dynamics that can be used to break down and get a better understanding of the system. 
All of the methods that are used will require, in some way or another, the time series 
solutions from the previous chapter on simulation techniques, in order to be utilized. The 
initial focus was to gain a measure of the chaotic solutions observed, and then to perform 
stability analysis for key parameter ranges. 
Largest Lyapunov Exponent 
The Lyapunov exponent is a quantity that characterises the rate of separation of infinitesimally 
close trajectories. Lyapunov exponents are a very good and widely accepted measure of chaos. 
For a system of dimension n there will be n Lyapunov exponents. The largest Lyapunov expo- 
nent gives a measure of the rate of attraction or repulsion from any fixed point or trajectory 
in state space. If the largest Lyapunov exponent is positive this indicates exponential diver- 
gence of trajectories and hence chaos. A negative or zero largest Lyapunov exponent indicates 
attraction to an orbit or point, and hence the solution is stable. A crude but robust method 
for calculating the largest Lyapunov exponent is outlined in appendix (A. 3). 
By calculating the largest Lyapunov exponent of the stress tensor, taking into account the 
five dimensions, it is possible to scan a parameter and produce an overview of the different 
regimes. 
From figures (2.6a) and (2.6b) it is observable that the different types of solution; steady 
state (< 0), periodic (; z: ý 0) and chaotic (> 0) are clearly identifiable. There are regions of 
solutions that are chaotic (0.2 < A* < 0.4, r=1.5 and 3<r< 4) confirmed by the fact 
that their Lyapunov exponents are greater than zero. For large values of both parameters 
(A* > 0.4 and r>4.0), the solutions are steady state. All other solutions correspond to 
limit cycle periodic orbits. In both cases a parameter was scanned and the resulting largest 
Lyapunov exponent plotted. The maximum Lyapunov exponent from all scans is found to be 
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approximately 0.1. 
Fractal Dimensions 
A class of quantifying techniques for potentially chaotic systems involves studying the long 
term geometric behaviour of the attractor. For example, how are the series of points generated 
from the numerical integration distributed throughout state space? Do they cluster to a single 
point, align on a line or surface, or expand to fill some volume? 
Using a measure of the dimension of the attractor it is possible to classify the dynamics of 
long term behaviour. Whilst we are familiar with integer dimensions such as 1,2 and 3, the 
fractal dimension can be non-integer. If an attractor has a non-integer dimension then it is 
labeled a strange attractor. 
The box-counting dimension is calculated by covering the trajectories with boxes of length R 
in the 5-dimension state space and counting the number N required, as described in Appendix 
(A. 1). The correlation dimension looks at the number of trajectory points within distance R 
of other points by computing a correlation integral C, as detailed in Appendix (A. 2). Scaling 
regions in log-log plots are used to find the dimension, its value is known to vary with the 
method used to measure. 
To further confirm the existence of the chaos chosen found figure (2.6) which has positive 
Lyapunov exponents, the dimensions of two test chaotic solutions can be calculated. There are 
two measures of the dimension, the box counting and the correlation. 
The computationally intense box counting dimension is calculated from the gradient of 
log(N) over log(R), for a solution with parameters r=3.34, A* = 0.25 and H,,,, = 0.1, the 
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result of which is displayed in figure (2.7a). Here the gradient is measured as -1.51, 
due to the 
minus sign in (A. 2) the box counting dimension Db is 1.51. Using exactly the same method 
for r=2.32, A* = 0.075, Db = 1.71 is found. 
The correlation dimension is then calculated for r=2.32, A* = 0.075, and shown in figure 
(2.7b). Here there are two gradients due to the fact that after a certain distance of R there are 
no points within range. Thus I take the first scaling region to calculate the value of D,, here 
1.98. For r=3.34, A* = 0.25, a dimension of D,, = 1.8 is calculated. For testing purposes a 
limit cycle solution was indeed found to give D, = 1.0 as a result. 
The chaotic time series from which these dimensions we calculated are displayed later in 
this thesis in figures (2.15 and 2.16). 
2.4.2 2D Largest Lyapunov Exponent Map 
Figure (2.8) shows how the largest Lyapunov exponents vary for different values of A* and r, 
displayed using an intensity plot. The initial starting values for the components 7rß are chosen 
to be small but non-zero, namely ±0.01 as stated in section (2.2.3). The figure reveals two 
distinct "chaotic islands" which are separated by areas of regular dynamics. The left hand 
island is a lot thinner than the right hand island and occupies less area in the parameter space. 
Figure (2.8) reveals a lot about the two model parameters. It helps to produce a solution 
phase diagram shown in figure (2.9). Generally, the parameter plane P- A* can be divided 
into 4 characteristic regions denoted here by different colours, where the system demonstrates, 
from experimental point of view, different dynamical regimes. 
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Figure 2.9: Solution phase diagram of the states of the system, approximated from figure 
(2.8). Solutions in region P are stable periodic orbits, in Al there multiple orbits, one bifur- 
cates to chaos and the other is stable, region C contains chaotic solutions and region S are 
steady state. 
In figure (2.8) the region labelled S corresponds to steady state solutions, P is an area where 
the attractor of the system is a single stable periodic orbit, M is a region of multistabilty, where 
several attractors, one of which might be a chaotic one, can coexist for the same parameter 
values. The region C contains the largest chaotic island shown in Figure (2.8). This is an area 
where chaos is most likely to appear. 
The steady state solutions from the model correspond experimentally to smooth equilibrium 
flows. The stresses set up in the fluid become constant (after some initial transient period) 
and represent traditional laminar Couette flow responses for the imposed external flow field. 
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Periodic responses in experiments can be brought about by many different causes. In the 
case of liquid crystals a tumbling/wagging motion of the director will produce such a response 
in the rheological properties [86]. For a lyotropic lamellar phase the sample can oscillate 
between two distinct micro-structural states [63], and for micelles, temporal oscillations can 
be observed due to coupling between the micro-structure and flow field [94]. 
Chaotic fluctuations of the shear stress are also observed experimentally, and caused by 
many of the same reasons as periodic flow, except that the mechanism at work results in 
irregular chaotic oscillations. For example, with a lyotropic lamellar phase, simple rheological 
chaos is observed when there is a competition between ordered and disordered states, driven 
by the stress [95]. Surfactant solutions show chaotic dynamics due to stick-slip between shear 
induced structures and the coexisting dilute phases [64]. 
Through the use of fractal dimension measurements, and also the scales in the largest Lya- 
punov exponent maps of figures (2.6 and 2.8) it is apparent that the solutions with parameters 
chosen from region M are more chaotic than those in region C. 
The details of the chaotic boundaries between regions will be explored later in this chapter 
with methods of stability analysis. 
2.5 Dynamic Stress Responses 
If there is no single stable solution for a particular combination of parameters, then the stress 
will fluctuate between values, never settling to any particular one. The presence of instabilities 
in these simulations can be explained by the nonlinearities found in the equations. 
This section details the range of dynamic responses seen in the solutions, through examples 
chosen to illustrate the different types of behaviour. 
2.5.1 Simple Periodic Solutions 
For certain shear rates I' there exist a range of solutions for which A* gives simple periodic 
solutions in the stress. Such solutions occur in region P in figure (2.9). An example of this 
is shown in figure (2.10) with IF = 3.0 and A* = 0.25, where there is an oscillatory response 
in the shear stress even though there is a constant driving force from the Couette shear flow, 
note that the transient period has not been shown in this figure. The mean value is controlled 
by H. - 
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r=3.0 with A* = 0.25 and H,, = 0.1. (b) In this example the first and second normal stress 
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9r3 and 74 . 
The flow type that is seen here corresponds to a periodic oscillation about a mean value of 
the stress. Using the analogy of liquid crystal alignment theory [82], the flow shows a type of di- 
rector wagging behaviour if the 1r3 and ir4 components are zero, or a kayaking wagging/tumbling 
behaviour if 7r3 and -7r4 are active. 
2.5.2 Multi-stability 
Multi-stability occurs in the region marked M in figure (2.9), as mentioned before. In this 
region the initial conditions for the components of 7r; determine which solution is reached. As 
an example, parameters are selected to provide a solution in region M, namely A* = 0.1 and 
I' = 2.0, and the two solutions shown in figure (2.11). Here the time series (a) shows two 
different periodic orbits, the broken line from solutions started at 7ri = ±0.01, the solid line 
with lri = ±0.5. A phase portrait (b) is also shown by calculating the rate of change of the 
shear stress. 
The solutions from the larger orbit, (with smaller initial starting conditions, broken line), 
is the one that will lose stability for larger values of IF to become chaotic in figure (2.8). This 
orbit is only present in the region M, as it is only stable here. 
From this point on, only solutions starting with initial conditions lri = ±0.01 will be 
investigated. 
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2.5.3 Stick-Slip-Like Solutions 
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For low shear rates it is observed that the solutions have a strongly asymmetrical appearance, 
as shown in figure (2.12), indicating a possible two step process with two distinct mechanisms: 
a slow stress decrease (characterised by time Ti) and a rapid stress increase (characterised by 
time T2). This type of response is analogous to the stick-slip dynamics that are observed in 
friction systems [62,96,97]. The parameter H., has to be high for the shear stress to oscillate 
above zero, resulting in a fluid with large viscosity. In the following examples, H,,,, = 15 is 
used and a short analysis of the response follows. 
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Figure 2.12: (a) Stick-slip like response of the shear stress at a low fixed shear rate IF = 0.1 
with A' = 0.075. (b) The determination of two different characteristic times. 
A solution of this type is unstable (proven by one of the Floquet eigenvalues located outside 
of the unit circle, see later) and has a limited lifetime Ili fe before it decays to a more sinusoidal 
type of oscillation with a lower amplitude, like in figure (2.10). The lifetime Ti fe varies with 
shear rate I' as can be seen in figure (2.13a) as does the oscillation period TBlzp shown in figure 
1.5F 
ýI i 
(a) 
I,..., 1 i'" ili; uj ýý 
.ý. ý 
2.5 Dynamic Stress Responses 41 
(2.13b). Increasing A* has the effect of slightly decreasing the lifetime ni. fe whilst increasing 
the period T81 , as can 
be seen in figure (2.13). 
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Figure 2.13: Stick-slip-like lifetime and oscillation period, with dependence on the shear 
rate r. Results are with A* = 0.075,0.2,0.4. In (a) the upper curve is the lower value, and in 
(b), the lower curve is the lower value. Increased shear rates decrease the amount of stick-slip. 
The dependence of Tli fe and T8cip on r signifies that for IF > r,, where r8 ti 2.0, there is 
no longer a stick-slip like oscillation observed. It should be noted that the period of the new 
oscillation is the same as the stick-slip type. Just as the oscillation period changes with IF, so 
does the magnitude of rl and T2i however the ratio T2/Ti remains constant for all IF, although 
the value of this constant does depend on the value of A*. 
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Figure 2.14: 'Wagging' to 'Kayaking Tumbling' transition for A* = 0.075 t=0.7. The stick- 
slip motion decays to a more sinusoidal shape with the increase of the symmetry breaking 
components. Shear stress=solid, 7r3=dashed line, 7r4=dotted line. 
By looking at the response of the 1r3 and 1r4 symmetry breaking components more infor- 
mation regarding this limited lifetime of the stick-slip like existence can be obtained. Figure 
(2.14a) illustrates how the wagging (stick-slip like) regime appears before decaying to a kayak- 
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ing tumbling regime, where the 73 and 74 components have double the period of the other 
components figure (2.14b). 
2.5.4 Chaotic Responses 
Regions C and M contain the solutions that are chaotic in behaviour. Firstly, there is the type 
of behaviour as seen in figure (2.15) with r=2.32 and A* = 0.075 (taken from region M) 
which shows large irregular oscillations in the peaks of the solutions, but not so significantly 
in the troughs. Secondly, in figure (2.16) with I' = 3.35 and A* = 0.25 (taken from region C) 
the shear stress undergoes a much more dynamic variation in amplitude, including areas where 
the solution appears to damp to a certain value, only to be driven away after some time. The 
dimension calculations in section (2.4.1) are performed on these two example solutions. 
l. s 
ý 
bý 
ý; 
tg 0.5 
0 
(a) 
i 
II I I yYr I ryr II I YI rý 
Iil 
11 Yrrt 
100 120 140 160 180 200 
time [-] U 
3 
2.5 
.S C', 
y 
h 
I 
0.5 
(c) 
hýl 
ýý1 
i i II I A - N, 11 
- Nz 
- x3 
- x1 
r 'Y 'lUTif 
0.5 1 1.5 -0'ý00 120 140 160 180 200 
shear stress, a [-] time [-] 
Figure 2.15: (a) Example of a chaotic response in the stress at fixed shear rates from region 
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Figure 2.16: (b) Example of a chaotic response in the stress at fixed shear rates from region 
C. (b) Phase portrait projection using Nl (c) Other components of the stress tensor. Here P=3.35, A* = 0.25, H,, = 0.1. 
In these chaotic regions, all the components of the stress tensor are excited and contribute 
to flows. In a spatially resolved flow this type of instability would be expected to create 
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secondary flows that could result in turbulent-like behaviour. 
Hysteresis for the chaotic attractors is possible, but not explored further in the thesis. 
2.5.5 Model parameters rc and 1, 
The model parameter it is found to have the effect of shifting figure (2.8) along the vertical 
(A*) axis. This can be corrected or amplified by altering parameter 1r,. The dynamical regions 
remain in the same location, and the dynamics largely unaffected. 
2.6 Stability Analysis and Bifurcation Theory 
The stability of fixed points in mathematical models can be investigated by perturbing vari- 
ables. This can reveal if the state can be physically observed or not. If the perturbation decays 
the solution is stable, but if it grows, it is unstable and the type of instability can be deter- 
mined. In certain cases, fixed points may lose stability into a number of other points, from 
which dynamical solutions will be obtained. Methods to investigate these types of instabilities 
will be studied and classifications made for the main types of bifurcations present in the system 
of equations. 
A knowledge of the types of bifurcation scenarios that are present in systems such as this 
is of great use if one wishes to control the irregularities. This can be either to avoid them 
completely or to take advantage of some of their properties. Chaotic flows are important for 
efficient mixing processes, but not for smooth extrusion molding. 
The aim of a stability analysis is to investigate and categorize the way in which certain 
stationary points or limit cycles loose their stability. This can give an idea as to why certain 
regions are chaotic and the reasons behind it. 
2.6.1 Manifold Analysis 
Stability loss of stationary points can be analysed using manifold theory, see appendix (B. 1). 
There is a stability loss for steady state solutions occurring from region S into region C in 
figure (2.9). It is this area that will be examined with the Manifold analysis techniques which 
use perturbations to study deviations from the equilibrium point. Here stability is lost as r or 
A* are decreased in value across the boundary and the solutions go from being stationary to 
chaotic. 
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It has been found that for all points investigated at this boundary, the loss of stability 
occurs when a single eigenvalue becomes positive. This type of instability is classified as a 
pitchfork bifurcation and is associated with an inherent stiffness of the system dropping to 
zero. For 1r3 and i4 there is a single stable equilibrium at ir3 = 7r4 = 0, after the bifurcation 
7r3 = 74 =0 is unstable and 7r3 = 7r4 00 becomes stable. This results in these symmetry 
breaking components contributing to the dynamics through their coupling. 
A more detailed bifurcation analysis has been performed in collaboration with Alexander 
Balanov [98] using parametrical bifurcation diagrams to reproduce figure (2.9). Many of the 
results found in this chapter were confirmed and expanded upon using the AUTO[99] software 
package. 
2.6.2 Floquet Analysis 
A nonlinear system may evolve into a number of periodic motions or limit cycles. To obtain 
a measure of their stability, the rate of attraction of transients can be assessed by imposing 
transients which do not belong to the periodic orbit. This type of investigation uses Floquet 
theory outlined in appendix (B. 2). A solution is stable if all of the eigenvalues that are 
computed from a monodromy matrix (except the unity eigenvalue) fall inside a unit circle 
composed from the real and imaginary axis. If any of the eigenvalues are outside of this unit 
circle, then the solution is unstable. The method of stability loss can be classified by the path 
by which the critical eigenvalue (or eigenvalues in the case of a complex pair) take when leaving 
the unit circle. 
There is a stability loss for periodic solutions occurring in two areas on the Lyapunov map 
figure (2.9). Starting with region M, all parameters are fixed at A* = 0.075, k and H,,. = 0.1 
whilst r is varied over the range shown in figure (2.17). 
It is observed that there is only one non-zero/non-unity eigenvalue which leaves the unit 
circle through the negative real axis. The path that the critical eigenvalue takes is shown 
in figure (2.17) and reveals a linear dependence on the control parameter r. This type of 
instability corresponds to a period-doubling route to chaos, and will be shown later in more 
detail. 
The error which arises from the numerical methods in calculating the monodromy matrix 
2.6 Stability Analysis and Bifurcation Theory 
-0.7 
-0.75 
-0.8 
o°). q -0.85 
-0.9 
ý -0.95 
Im(µ) t . - 
Re(µ' 
ßn 
.ý ,.. 
ý,, 
2.24 2.245 2.25 2.255 
rate of strain, r [-] 
2.26 
Figure 2.17: Path of the critical Floquet eigenvalue at the instability point for period 
doubling. This example is for A* = 0.075. 
can be measured by looking at the deviation of the unity eigenvalue from one, 
o= 
I1 
- Iýnl ý 
45 
(2.16) 
where p, is the close unity eigenvalue from the numerically approximated monodromy matrix 
M Points close to the instability are difficult to calculate accurately as the error can become 
quite large due to the instability itself, for this reason not all points are shown up to the 
bifurcation point in the figures. 
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Figure 2.18: Path of the critical Floquet eigenvalue at the instability point for fold (saddle) 
bifurcation. This example is for A* = 0.25. 
Using the same approach, but looking at the left side of the region C, it is observed that a 
different path is taken by the critical eigenvalue. This result is seen in figure (2.18), and now 
the route taken by the critical eigenvalue is along the positive real axis. From the Floquet 
theory this corresponds to a fold (saddle) bifurcation as the method of stability loss. In this 
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case the critical eigenvalue does not have a linear relationship with the control parameter F. 
Another area to investigate is higher up region C with a larger value of A*. At some point 
the periodic and steady state solutions merge, Floquet theory can now provide an insight into 
the mechanism at work. Figure (2.19) reveals the result of this investigation to be a complex 
conjugate. pair of eigenvalues leaving the unit circle, and the classification for this type of 
stability loss to be a bifurcation into a torus, or secondary Hopf bifurcation [1001. 
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Figure 2.19: Path of the critical Floquet eigenvalue higher up (larger A*) in region C. The 
stability is lost through a pair of complex eigenvalues leaving the unit circle. This example is 
for A* = 0.35. 
2.6.3 Bifurcation Diagrams 
The scenario of developing chaos is considered in more detail by producing one-parametrical 
bifurcation diagrams, i. e. scanning the solutions of the system (2.8) across region M and C in 
figure (2.9). 
To confirm some of the results from the stability analysis above, the boundary between; 
a) stationary solutions and chaos, and b) periodic solutions and chaos are investigated to look 
at the rich dynamics. The most famous bifurcation is the period doubling route observed in 
many dynamical systems such as the Lorenz or Duffing equations. In this system of equations 
a similar period doubling route to chaos is observed in region M. 
Figure (2.20) shows two, one parametrical period doubling bifurcations with almost perfect 
Feigenbaum number and scaling ratios, were measurable. In (a) A* is constant at 0.075 and 
in figure (b) r is constant at 2.0. This is an excellent confirmation of the result from Floquet 
analysis, with the bifurcation points in (a) matching excellently with figure (2.17). The period- 
doubling scenario for the onset of chaos is found to be quite general for the system (2.8), however 
2.6 Stability Analysis and Bifurcation Theory 47 
typically it is realized for a very tiny range of parameters, which would be difficult to achieve 
in real experiments due to instrumental limitations. 
-0.28 
Figure 2.20: (a) Period-doubling route to chaos for parameter IF. Here A' is fixed to 0.075 
(b) Period-doubling route to chaos for parameter A. Here IF is fixed to 2.0. Both results are 
for a transition from region P into M, and are obtained with k=0 
In figure (2.21a) a one-parametrical bifurcation diagram is presented which illustrates a 
Poincare section for the 1r2 component of stable solutions changing with varying r and fixed 
A" = 0.25. As the parameter P is increased up to I' = 3.4446, the system demonstrates a 
period-doubling transition to chaos. However, further increase of r produces inverse sequences 
of bifurcations, where the period of a stable limit cycle is halved with each bifurcation. 
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Figure 2.21: (a) Period doubling - period halving bifurcation for parameter P. Solutions 
taken from region C with A* = 0.25. (b) The route to chaos into region C from region P, 
produced using A' = 0.25. Chaos begins suddenly at P=3.16 and internal structures such 
as periodic windows are observed. Results from both are obtained with J=0 
For the case of region C, figure (2.21b) shows that the route to chaos is completely different 
to that of region M, there is no longer a period doubling cascade, but a jump from single period 
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limit cycle to chaotic oscillations. This result matches the one from Floquet analysis for a saddle 
fold, with the critical point in good agreement. 
It is noted that in comparison with the period-doubling chaos discussed above, this type 
of chaos has a much larger area in the parameter space P-A*, and therefore it could be more 
easily observed in experiments. One would expect to see this type of behavior manifested as 
a type of bursting process in the stress during flow. Bifurcations to chaos result in solutions 
resembling that of figure (2.16) which are similar to those seen in the chaotic flow of wormlike 
micelles [1011. 
AUTO Bifurcation Diagrams 
In collaboration with A. Balanov [98], one-parametrical bifurcation diagrams were produced 
for values of A* <1 to show how stable and unstable points/orbits combine to produce the 
dynamics seen in the previous sections. The software tool AUTO [99] was used to produce 
bifurcation diagrams was using numerical branch continuation methods and stability analysis. 
These diagrams are useful in understanding where the stable solutions come from and how 
they may be influenced under perturbation and selection of initial condition. 
Figure (2.22) illustrates the main bifurcations that the system undergoes with variation 
of the parameter I' along two characteristic routes. Figure (2.22a) shows a typical one- 
parametrical bifurcation diagram for relatively small A* = 0.1. The vertical axis is the value 
of 1'r2 in Poincare section. For fixed points, this is just their coordinate ir2i for limit cycles, 
this is a maximal 7r2 values on the period. Notice that a negative value of 1r2 found at high 
shear rates does not imply a negative shear stress since the total stress contains an additional 
contribution involving the second Newtonian viscosity, cf. eq. (2.9). For a discussion of the 
entropy production see [60]. 
The following abbreviations are used in figure (2.22): HB - Andronov-Hopf bifurcation, 
PD - period-doubling bifurcation, SN - saddle-node (fold) bifurcation for periodic orbits, BP 
- branch point. 
One can identify three main families of periodic orbits which are involved in dynamics of the 
model (2.8), and give rise to all stable oscillatory solutions, the branches of the above orbits 
are indicated by numbers 1-3. As the value of r decreases, family 1 appears through Hopf 
bifurcation (HB1). The initial limit cycle of this family loses its stability after it has undergone 
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Figure 2.22: One-parametric bifurcation diagrams: (a) At = 0.1; (b) A* = 0.45; (c), and 
(d) are zoomed parts of (b). The vertical axis is coordinate 7r2 for fixed points or maximal 
value of 7r2 for periodic orbits. Stable fixed point (black), unstable fixed point (red), stable 
periodic orbit (green), unstable periodic orbit (blue). 
a period-doubling bifurcation at the point PD1 (F 3.3), which leads to the appearance of 
a stable period-doubled cycle. Further decrease of I produces a cascade of period-doubling 
bifurcations, which eventually leads to the birth of chaos. Note, to prevent overloading of 
the diagram only the main cycles of each family are shown in the figure. At F ti 2.15, the 
main cycle of the family 1 again becomes stable as the result of an inverse period-doubling 
bifurcation (point PD2). At F2 (BP1) it merges with a cycle of family 3. As IF decreases, 
the family 2 appears via saddle-node bifurcation for periodic orbits (SN). This bifurcation 
gives birth to a pair of cycles, one of which is stable (belongs to family 2), and one is unstable 
(period-doubled cycle of the branch of family 3). The stable limit does not change its stability 
with further decrease down to r' = 0, and its existence determines the region P in figure (2.9) 
for small values of F. Family 3 is born unstable from an unstable fixed point at F ti 2.8 via 
Andronov-Hopf bifurcation (HB2). After merging with family 1 it becomes stable at BP1 and 
then again loss its stability at BP2 in the result of subcritical period-doubling bifurcation. 
The presence of three different families of periodic orbits pre-defines conditions for the 
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multistabilty phenomena, which dominates in the region M in figure (2.9). For instance, on 
the interval IF E (1.82,2.04) multistability manifests itself in coexistence of stable limit cycles 
belonging to the families 2 and 3, whereas on IF E [2.04,2.14) it results from coexistence of the 
attractors of the families 1 and 2. 
A different bifurcation scenario is realized for larger A*. In figure (2.22b-d) typical bifur- 
cation transitions of the main cycles of families 1-3 are illustrated for A* = 0.45. One can see 
that as before family 1 joints family 3 at a branching point BP1 (figure (2.22c)). However, in 
contrast to lower A*, family 1 does not involve anymore Andronov-Hopf bifurcations of a fixed 
point (see point HB1 in figure (2.22a)). Instead, the stability of the fixed point changes via 
saddle-node bifurcation SNp (see figure (2.22d)). The evolution of the limit cycles of family 2 
also changes. If along the first route it loses stability in the result of saddle-node bifurcation 
merging with unstable period-double cycle of family 3, now it exists for larger values of r until 
it collides with an unstable fixed point (figure (2.22d)). 
2.6.4 Shil'nikov Solutions 
Another type of stable solution is illustrated in figure (2.23), where the time realization and a 
projection of the phase portrait are plotted for A* = 0.3 and r=3.3. Here the system exhibits 
interesting relaxation oscillations, where the stress slowly builds up and then reaches a point, 
where in this example a number of oscillations begin. Then the solution leaves this normal 
nonlinear orbit (at t=625,810,995... ), before slowly returning once again. This is a more well 
behaved example of the case considered in figure (2.16) corresponding to a stable limit cycle. 
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Figure 2.23: (a) Example of a stable solution found in region C of the phase diagram. Shows 
a time series solution of the shear stress with regular relaxation oscillations. Parameters A* = 0.3 and P=3.3 chosen. (b) Phase portrait projection has also been plotted. Here, is =0 has been used. 
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The phase portrait projection shows an orbit spiral towards a fixed point saddle focus, but 
whereas one would normally expect the solution to stay at the node, as in a critically damped 
system, this solution is repelled away when it reaches the center. The repelled trajectory 
then proceeds to complete a number of oscillations before the solution repeats itself in the 
limit cycle. If one were to use the second normal stress difference (N2) as a third axis on the 
plot then the spiral would fall on a plane, and the ejected solution would be perpendicular. 
Shil'nikov has proved theorems concerning stability and existence of such homoclinic periodic 
orbits [102]. 
Similar Shil'nikov orbits have been observed experimentally in systems such as optothermal 
nonlinear devices [103], liquid crystal flow [104] and even reverse spiral cycles in lasers with 
saturable absorbers [105]. 
The appearance of the stable solutions can also vary with the control parameter. A change 
is observed in the number of oscillations before returning to the spiral and also, in some cases, 
the number of spirals. As an example, several solutions where this change has been observed are 
shown in figure (2.24). These solutions are all calculated using the same value of A* = 0.23, 
but for different values of P. Figures (2.24a), (2.24b) and (2.24c) show an increase in the 
number of off spiral oscillations. Figure (2.24d) shows a limit cycle which has bifurcated into 
two spiral structures, this is a double-pulse homoclinic orbit version of (2.24a). The bifurcation 
diagram for these examples is very similar to that of figure (2.21) where stable solutions exist 
within the chaos. 
2.7 Chapter Conclusions 
In conclusion, a the study of generalized model for non-Newtonian flow is extended to inves- 
tigate the variety of nonlinear time-dynamical phenomena which arise from the shear induced 
forces of spatially homogeneous plane Couette flow. 
The model qualitatively shows many of the behaviours seen in experiment, such as shear 
thickening/thinning, non-monotonic stress, stress overshoot, stress relaxation and oscillatory/chaotic 
stress responses. There are a number of parameters that can be altered to tailor for a specific 
fluid flow, something which has not been pursued here but should be the very next step for 
investigation of the model and its applicability to flow. 
In order to understand the types of responses seen, the largest, Lyapunov exponent of the 
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Figure 2.24: Phase portrait projections of example solutions where the number of off spiral 
oscillations have increased from the simplest observed with two oscillations (a), to that of a 
greater number (b, c). In all solutions A' = 0.23 and from top left to bottom right r=3.7, 
r=3.5, r=3.385 and r=3.6765. The final plot (d) shows a period-2 bifurcation of the 
cycle. Here, is =0 has been used for all. 
solutions arising from varying the two main system parameters is mapped from two model 
parameters, the rate of strain P and potential term A*. The different dynamical regimes 
were identified and used to locate and observe clear bifurcation structures leading to chaotic 
solutions. Also shown are homoclinic Shil'nikov saddle-focus orbits and Shil'nikov bifurcations. 
The dynamic stress response only occurs at low values of A* with low values of P. The 
potential term 4 is strongly non-linear when A* is low and this is the cause for the irregular 
oscillations. At high values of r the oscillations do not occur, the system does not have time 
to relax and form oscillations and the response is steady state in the stress. 
Through the use of stability analysis, some of the main methods of stability loss that give 
rise to the chaotic solutions are classified. The mechanism causing smooth flow to become 
unstable is identified as a pitchfork bifurcation. Period-doubling routes to chaos are identified 
and their existence confirmed through Floquet analysis, which also identifies a saddle (fold) 
bifurcation and secondary Hopf bifurcations as routes to chaos. Stable homoclinic Shil'nikov 
limit cycles are located and investigated to also show bifurcations which lead to chaos. 
The time dynamic solutions that are present in this model (both periodic and chaotic) 
2.7 Chapter Conclusions 53 
present a form of rheological instability which can lead to irregular flow. The spatial aspects of 
flow still require consideration, where it can be predicted that turbulent-like flow could develop 
for specific parameter ranges of the model. 
Chapter 3 
Time Dependent Strain 
Under spatially homogeneous plane Couette flow conditions it is possible to have a greater 
control of the strain rate other than just imposing it as constant. One modification for the 
rate of strain that introduces further investigative benefits is to adjust it so that there are time 
dependent properties. 
Such modifications are required because sometimes just characterising a fluid by the be- 
haviour of its viscosity (through methods previously covered) is not enough to cover the range 
of potential applications being considered. To characterise a material further it is necessary 
to introduce oscillatory shearing to study rates of structural rearrangement within a complex 
fluid. This adaptation is considered in section (3.1). 
In section (3.2) the effect of adding a noise term to the strain rate is considered to study 
the robustness of solutions, in consideration of the conditions found in experimental apparatus. 
3.1 Oscillatory Straining 
3.1.1 Storage and Loss Moduli 
When experimentally imposing small-amplitude oscillatory shearing (SAOS) the structure of 
a fluid is not significantly deformed and it is possible to examine relaxations present in an 
equilibrium state. SAOS is used to explore the linear response of a fluid. 
The strain is applied as a periodic oscillation of amplitude 'Yo and frequency w f, 
7(t) = 'yo sin(w ft) , (3.1) 
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and thus the corresponding strain rate will be given by, 
'Y(t) = 'Yow f cos(w ft) . 
(3.2) 
In the case of an ideal elastic material, the stress response will be in phase with the applied 
strain as all the energy is stored in the material during strain, and then returned when the 
strain is removed. An illustration is shown in figure (3.1a). 
In the case of an ideal viscous fluid (the complete opposite of an elastic material), the stress 
will be 90° out of phase to applied strain as all the energy is lost to pure viscous damping. An 
illustration is shown in figure (3.1b). 
For a viscoelastic material such as that described by the Maxwell model, both an elastic 
response and a viscous response influence the behaviour of the material [106,1071. The mea- 
sured stress in such a material will be of amplitude co and out of phase to the applied strain 
by some value 6. An illustration is shown in figure (3.1c). 
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Figure 3.1: Elastic, viscous and viscoelastic responses of the shear stress to small amplitude 
oscillatory shearing of the strain. 
Hence, the stress can be described by the following, 
Q(t) = Qo sin(w ft + E) . (3.3) 
The complex modulus of elasticity G* is then defined as the ratio of the complex stress to 
the complex strain, 
G* _ 
v0 exp[i(w ft + s)] 0,0 
(iwlt) = exp(iS) " (3.4) 'Yo eXp 'YO 
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Thus, it may be written, 
G*(wf) = G'(wf) + iG"(wf) = 
LO[cosS+isinö], 
The storage modulus G' and the loss modulus G" are respectively equal to, 
(3.5) 
Co 
cos (3.6) 
'Yo 
G" = 
vo 
sin b. (3.7) 
'Yo 
As G* is generally a function of wf, measurements of the functions G'(w f) and G"(w f) 
are normally measured for a range of driving frequency values W f. Low amplitude shearing 
is required to satisfy linearity, so yo = 0.01 will be used. The storage modulus G'(wf) is the 
elastic response in phase with the strain, whilst the loss modulus G"(w f) is the viscous response 
90° out of phase (or in phase with %y). 
Modified Rate of Strain 
The same system of equations and integration methods for spatially homogeneous plane Cou- 
ette flow geometry are considered as were used in chapter (2). The introduction of a sinusoidal 
forcing term is used to provide an extra characterisation of the model. In this way the rate of 
strain parameter r becomes, 
r(t) = row f cos(w ft) . 
(3.8) 
The modified rate of strain now has a strain amplitude to and a new parameter for explo- 
ration, the strain rate frequency w f. 
This new forcing can easily be set up experimentally using mechanical apparatus. In 
characterisation methods, shearing plates in cylindrical Couette and cone-and-plate geometry 
can be used, which are reversible in their direction of motion. 
Results 
SAOS is applied with amplitude to = 0.01 at various frequencies, whilst the shear stress 
amplitude Co is measured along with the phase lag 6 to calculate the complex moduli for 
different values of A*. Figure (3.2a) shows plots of G'(w f) and G"(wf) for A* = 0.25, which 
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bear great similarity to that of micellar solutions, gels, or polymer structures [6]. 
By changing the value of H,,. (Newtonian high shear rate), the results at high frequency 
for G" are changed. These results now resemble that of surfactant wormlike micelle solutions 
[2,108]. As a comparison, figure (3.3) has been taken from [2] showing the good qualitative 
agreement. 
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Figure 3.2: (a) Storage and loss moduli G' and G" as functions of frequency using A* = 0.25 
Here the inclusion of H. alters the results for G". (b) Storage moduli G' as a function of 
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Figure 3.3: Experimental data for wormlike micelle solutions under SAOS, taken from [2]. 
Also plotted was their fit to an ideal Maxwell model, equation (3.9). 
Different results are found for different values of the parameter A*, as shown in figure 
(3.2b). Increasing the parameter (increased temperature/decreased density) slows down the 
relaxation but here always saturates to 1.0 for the higher frequencies. 
The model parameter i appears to have no effect on any of the results displayed in figures 
(3.2a&b). 
The shape of the curves in figure (3.2a) with Hoo =0 are also the same as a one-mode 
Maxwell model commonly used for fitting [6]. This model has a single relaxation time A, and 
3.1 Oscillatory Straining 58 
the storage and loss moduli are given by the following expressions, 
! w2A2 G(wf) Got+wfA2' 
_ 
wA G"(wf) G01 
+ w2 2 
(3.9) 
When performing a comparison there is good agreement as expected, the behaviour of 
equation (3.9) is shown in figure (3.3) for the fitting to experiment. In equation (3.9) Go is 
simply the plateau modulus for high frequency shearing, in this case equal to 1. The parameter 
Go is sometimes replaced by q/A, where 17 is the viscosity of the simple Maxwell model. The 
results with H.. #0 can be fitted by a multi-mode Maxwell model. 
A link between the parameter A* and an apparent relaxation time, such as that in eq(3.9), 
can be formed using measurements of the phase lag S. The apparent relaxation time here is 
a measure of the time required for energy stored to be dissipated, and is given by the ratio of 
elasticity (77" = G'/w f) to viscosity (77' = G"/w f), using, 
77 " G' 1 
wfý, 
=w 
fG 
=Wf tan(b) ý (3.10) 
Figure 3.4: Apparent relaxation time (measured using SAOS) as a function of parameter A* 
for H,,, =0 and HI = 0.1. The line is a fit made using an inverse relationship. Parameters 
FO= 0.01, i =0,7r, =1andw=0.1areused. 
Figure (3.4) shows how the apparent relaxation time A is affected by parameter A*. The 
choice of H. 0 has an effect on the relaxation time at lower values of A*, its contribution 
to the phase lag through the Newtonian term decreasing the apparent relaxation time. The 
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equation used as a fit is a simple inverse relationship, 
a=1/A*. (3.11) 
The most important conclusion from this is that the parameter A* has a direct control over 
the relaxation time of the material. This result is shown again in an analytic calculation of 
the linear rheology later in this section. Lower values of A* give significant increases in the 
apparent relaxation time A, and this affects the `'Veissenberg number, 
Wi=a'ry=Ä**. (3.12) 
High Weissenberg numbers are found in fluids which have a high degree of non-linearity and 
are important for understanding the elastic turbulence phenomena explored in later chapters. 
Normal Stress Differences 
The first and second normal stress differences and also symmetry breaking components of 
the stress tensor are checked during SAOS simulations. In linear response theory the normal 
stresses should be zero to linear order. In these simulations, for this model, it is observed 
that the symmetry breaking components quickly relax to zero, and the first and second normal 
stress differences oscillate with very small amplitudes, as shown in figure(3.5). 
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Figure 3.5: (a) The response of the the shear stress and the first and second normal 
stress differences to SAOS with strain rate frequency wf=0.1 and amplitude ro = 0.01. (b) Magnified solutions for the normal stress differences. Model parameters of A* = 0.25, Hf = 0.1, r,. = 0.0 are used. 
Although these oscillations should not be here for a linear response, we can observe that 
the frequency of the normal stress differences are twice that of the shear stress and the imposed 
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strain. The shear stress is expected to be at the first harmonic, whilst the second-order normal 
stresses are expected to be at the second harmonic. Such a result is also shown in [50] using 
integral viscoelastic models. The fact that these normal stress oscillations are observed here 
(although relatively small) means that the SAOS here is not providing a strictly linear response. 
Analytic Calculation of the Linear Response 
An analytic investigation of the linear response of the model can be performed by removing all 
the non-linear terms in the model (2.8) and normal stresses are zero to linear order. The re- 
maining term is a first order linear differential equation for the i2 component which contributes 
to the shear stress, 
d7r2 
dt _ -A*7r2 + 7rý 
1P 
. (3.13) 
The strain is applied as a complex oscillation ry = Poeiwft with amplitude FO and frequency 
w f. The rate of strain therefore becomes IF = Poiw feiwf t which when included in the above 
equation gives the following, 
dt + 
A" 7r2 = 7r, -l I'oiw fe"f t. (3.14) 
This equation can be solved using an integrating factor B= of A*dt = eA*t with a general 
solution of, 
B72 =J QBdt +K7 
where Q= 7rc 1Poiw fei(It and K is an integration constant. Thus, 
eA+t7r2 
. e tý2 
72 
J irc 
lI'p2CJ 
feZ`"'f 
t+A`tdt + K, 
7rc iro2Wf 
eiwft+A't +K iwf+A* ' 
7rc lra2W f 
eiw ft + Ke-A't iwf+A* ' 
(3.15) 
(3.16) 
(3.17) 
(3.18) 
The term involving the constant K exponentially decays with time so can be removed when 
considering the long term behaviour. 
3.1 Oscillatory Straining 
Considering the frequency domain of the total shear stress, equation (2.9), 
0' (w f) =ff HI'oiw feZw ft +( 
rowf i 
e"', ft] e-ftdt 
ýL iwf+A*J -00 
J00 00 HI'oiw fdt + J>O( 
ro2w f1 dt 
0o awf+A*J 
roiwft 
H, roiwft+iwf+A* 
and the strain, 
7(Wf) =fý [I'oeZwfr. ] e-iwrtdt =T pt Jý 
the complex function G* (w f) can be found, 
Hr iw t+ i'oin, ft 
Gw ý(wf 
)_ °° of ic., f+A* 
= 
Zwf *ýf )- 
-y(w f) rot 
H°Oiwf + 
iw f+ A* . 
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(3.19) 
(3.20) 
(3.21) 
(3.22) 
(3.23) 
The real and imaginary parts (G'(wf) and G"(wf) respectively) of G*(wf) are then given 
by, 
r, (,., rý - 
ý2 f 
u kwJ I A*2 + W2 f 
0"(1111) 
- 
N__1171-4- A*wf 
A*2 + (. J2 f 
(3.24) 
(3.25) 
Plots of these two functions are presented in figure (3.6). Comparisons with the numerical 
solutions in figure (3.2) show a correct match and changing A* has the same effect on G'. 
,i (a) 
ýý 
(Z, 
ý 
C7 
i1) 
f 
G' 
G" 
I 
(1) f 
A*=0.1 
- A*=0.25 
A*=0.5 
- A*=0.75 
A*=0.1 
Figure 3.6: Plots of G'(wf) and G"(wf) for the analytic linear response of the model. In (a) A*=0.25and H., =0.1. 
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The apparent relaxation time A is given by, 
G' 
=1 wfGa A*+H,,,, (A«2.. }... w2) 
(3.26) 
In the regime of very small H,,,, there is an inverse relationship with A*, which matches the 
results of numerical simulation shown above in figure (3.4). For this case of the analytic linear 
response, the Weissenberg number is then found from, 
Wi=a'ry= Ä*, (3.27) 
this result again illustrating that the Weissenberg number will be high for low values of A*. 
3.1.2 FT Rheology 
Some existing characterisation techniques fail to distinguish between different materials under 
steady shear and also with SAOS to calculate viscoelastic moduli G' and G". The case of 
two dispersions, equal in particle size, but differing in chemical composition is considered as a 
case[109] where the two are largely indistinguishable by normal techniques. By imposing large 
amplitude oscillatory shearing (LAOS), an attempt is made to induce non-linear responses in 
materials, classifications can then be made by performing a Fourier transform to study the 
frequency spectra of the resulting stress responses. 
Pioneered by Manfred Wilhelm [109], the field of Fourier Transform rheology is steadily 
developing as a characterisation method. Initially looking at polymers, the field is now moving 
to other materials such as lamellar diblock and triblock copolymer melts [4]. Theoretical links 
are also being made using the Giesekus constitutive equation for polymeric fluids [110]. The 
model (1.12) studied in this thesis will reduce to the model introduced by Giesekus if the terms 
third order in eq. (1.19) are removed. 
As described in detail by Wilhelm and co-workers [3] the LAOS measurements are expected 
to give odd harmonics for the shear stress and even harmonics for the normal stresses. 
Method 
Instead of varying the frequency as in SAOS, it is also interesting to change the amplitude of 
the imposed strain rate. The response of the shear stress can then be analysed using Fourier 
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transforms to examine the different frequency components. 
The strain rate is applied as a harmonic oscillation described by, 
P= rowo cos wot , 
(3.28) 
where ro is the imposed strain amplitude, and wo is the strain frequency. In contrast to SAOS, 
much larger amplitudes are used for the oscillatory shearing and then used to investigate 
nonlinear responses. 
A discrete Fourier transform is used for the Fourier analysis of discrete-time signals of the 
shear stress generated by numerical solution of the model. 
Results 
The typical response of a material to LAOS is that the Fourier transform shows a dominant 
frequency at wo and then higher harmonics of this frequency in decreasing intensities. An 
example can be seen in figure(3.7) where the intensities are normalised such that the peak 
corresponding to the imposed frequency wo is unity. 
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Figure 3.7: (a) Shear stress response under LAOS with amplitude ro = 5.0 and frequency 
wo = 0.1. (b) Normalised Fourier transform showing the harmonics of the shear stress. Model 
parameters used are A' = 3.0, H,,. = 0.0, n=0.0. 
As the strain amplitude ro is changed the intensities of the higher harmonics are changed. 
To follow this behaviour, the relative intensities of the higher harmonics to the first harmonic 
are measured, In/i = I(nwo)/I(wo). The relationship between In/i and the strain amplitude 
can then be used to characterise materials [109]. Comparing to the experimental data in figure 
(3.9) taken from [3] there is a good qualitative agreement for the curve of the ratio I3/1i however 
3.1 Oscillatory Straining 64 
note that the scale differs, this could be fixed by further tailoring of model parameters. 
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Figure 3.8: Behaviour of the higher harmonics for different strain amplitudes. Relative 
intensities are measured to the first harmonic. Model parameters used are A* = 3.0, H,,. = 0.0, 
Ic=0.0, wo=1.0. 
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Figure 3.9: Experimental results for LAOS with FTR, for polyisobutylene, taken from [31. 
As a further illustration, taking the same model parameters used in figure (3.7) and then 
changing the strain amplitude whilst recording Intl for n=3,5,7, used to arrive at figure(3.8). 
Here it is seen that as the strain amplitude is increased the intensities of the higher harmonics 
grow in relation to the first. For different values of the parameter A* (which controls the 
temperature/density of the material) the response observed changes as illustrated by figure 
(3.10). As A* is decreased the gradient for low strain amplitudes is increased and the high 
amplitude region is also raised. 
When looking at the time evolution of the stress tensor under LAOS, it is observed that 
the symmetry breaking components decay to zero, whilst the shear stress and normal stress 
differences behave as seen in figure (3.11a). The fact that 73 and 7r4 decay to zero is expected 
for A* > 1. For this example, the same parameters are chosen as used for figure (3.7), and 
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Figure 3.10: The dependence of the relative intensity (13/1) to the strain amplitude (I'o) for 
different temperatures/densities determined by parameter A*. Clearly the different arrange- 
ments are easily distinguished, as is the case for real materials. Model parameters used are 
H00 =0.0, 'c=0.0, wo = 1.0. 
it can be seen that both the normal stress differences are oscillating at even harmonics as 
expected, the Fourier transforms shown in figure (3.11b) also show this. 
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Figure 3.11: (a) Response of the model to LAOS showing the shear stress and normal stress 
differences. (b) Fourier transform of the response shown in figure(3.11). As canbe seen the 
normal stress differences oscillate at even harmonics. Model parameters used are A* = 3.0, 
'yo = 5.0, H,, = 0.0, n=0.0. 
Fitting 
Figure (3.12) shows how the intensity of 13/1 changes with strain amplitude. The value of 
Hw has a big effect on the results, as is also displayed. At higher amplitudes of shear the 
Newtonian component of the total stress, the term involving Ham, dominates over the extra 
stress component leading to an altered flow situation. At these higher rate of strain amplitudes 
the harmonics are then damped as the non-linear behaviour becomes less influential. 
The results for H,,. = 0.0 bear great similarity to those found experimentally in [1091 for 
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Figure 3.12: Growth of the higher harmonics as a function of the strain amplitude to show 
the effect of H.. Here w=0.1, A* = 3.0 
polyisobutylene, and as fits they suggest the following, 
1311 (]Po) =A [1 - exp(-(r0 - rL)/k)] , I'0 > 
I'L 
13/1 (ro) =A 1- 
1 
1+ (BI'o)c) 
(3.29) 
(3.30) 
With adjusted parameters, equation (3.30) is plotted over the results. As can be seen in figure 
(3.13) it matches for low values of the strain amplitude, but fails slightly for higher values as 
it predicts a plateauing effect. With adjusted parameters, equation (3.29) can be plotted with 
the results. In this case A=0.8, rL = 1.2 and k= 11. Also plotted with the results is the fit 
from equation (3.30) with A=0.61, B=0.15, C=2.5. The first accurately maps the larger 
values of ro and the second fits for lower values of ro. 
For the case of H,,. = 0.1 a modification to the fit would have to be the inclusion of an 
exponential decay term as follows, 
j311('Yo) =A 
(i 
-1 + (Byo)c / 
eXP(-D'Yo) " (3.31) 
In polymers, the ratio between the first and second Newtonian viscosities may be 102,103, 
or even larger. This means that H.. = 0.001 or even smaller are plausible. In this case such 
values are expected to be indistinguishable from 0.0. 
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Figure 3.13: Fitting of suggested models to the results obtained. Here wo = 0.1, At = 3.0 
3.1.3 Chaos from LAOS 
For lower values of A* the fluid can be shear-thickening, and show non-monotonic behaviour 
in stress-strain curves. It is possible that this causes the appearance of chaos in the range 
of solutions for lower strain amplitudes. Here an instability can arise such that a regular 
oscillation will not become stable. 
An example, figure (3.14a), displays the chaotic regions in the parameter space of I'o of FT 
results for low A*. The fitting equation (3.30) still applies in general. Here there appears to 
be an extra interplay between an oscillating part not seen before in the results for high A*. 
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Figure 3.14: (a) Chaotic regions in the intensity plot with LAOS using lower values of A*. 
The suggested fitting has been overlaid to the results. (b) Fourier transform of a chaotic shear 
stress response shown in (c) 'yo = 5.3. In both wo = 0.1, A* = 0.1 and H,,,, = 0. U1 
In such chaotic responses there is no longer a simple oscillatory motion that can be com- 
posed from harmonics of the oscillating strain frequency. To illustrate, refer to figure (3.14b) 
which shows the Fourier transform of the shear stress signal (3.14c) for a oscillating strain of 
-yo = 5.3 and A* = 0.1. Such a distribution of frequencies is a clear indication of a chaotic 
process. Calculation of the largest Lyapunov exponent (a measure of chaos) reveals that the 
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time series of the stress is indeed chaotic. Such chaotic results have also been observed in 
experiments [41 due to an orientational instability, their result is shown in figure (3.15). 
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Figure 3.15: Experimental evidence of chaotic oscillations under LAOS, taken from [4]. 
Studies of copolymer melts detected by Fourier-transform rheology. 
The instabilities present in the model, investigated in the previous chapter, are the cause 
for chaotic solutions displayed here. The strain amplitudes producing chaotic solutions are in 
the same region as those showing chaos under steady strain. The competition between ordering 
and dis-ordering is expected to be the cause for a result such as this in experiments [111]. 
3.2 Added Noise on the Strain 
In an experimental situation, the applied shear rate cannot be expected to be constant for 
many reasons, such as an underlying "background" noise level apparent in most apparatus 
from external environmental sources. If these fluctuations are on the same time scale of the 
dynamics then their effect needs to be taken into account. 
By studying the effect of a noise term added into the system of equations it is possible to 
examine the robustness of solutions, by investigating the way in which responses are changed. 
The inclusion of a noise term into theoretical models is not a new technique, but remains 
important to study. A recent investigation of noise effects in a model very similar to this 
(liquid crystal orientational dynamics) was performed by Sebastian Heidenreich et al. [1121. 
In general it was found that fluctuations do not change the character of the solutions as long 
as the strength is low. 
3.2.1 Modelling Noise 
To study the effect of fluctuations in this model, an attempt is made at replicating experimental 
conditions through the addition of a noise term in the shear rate. 
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Consider a time-dependent shear rate with a fluctuation term, 
1'=70[1+Snf(t)] , 
(3.32) 
where f (t) is a distribution of random numbers, 'Yo is the mean value and 8n provides the 
strength of noise. 
In these simulations a set of computer generated uniformly distributed pseudo-random 
numbers are transformed by the Box-Muller method [1131 to give a Gaussian distribution, 
f ýx) =1 e- (X_11)2/(2,72) 
v 2ir 
(3.33) 
with mean p and variance a. 
The Box-Muller algorithm says that, if you have two numbers a and b uniformly distributed 
between 0 and 1, (e. g. an output from a random number generator), then a standard Gaussian 
distributed random variable x is given by, 
x= -21n a" cos(2-xb). (3.34) 
This is a consequence of the fact that the chi-square distribution with two degrees of freedom 
is an easily-generated exponential random variable. 
3.2.2 Robustness of Solutions 
There are three main types of response to test under noisy conditions. They are; stationary 
solutions, simple periodic solutions and chaotic solutions. The chaotic solutions can be sub- 
divided again depending on the type of instability causing the chaos, or more simply, which 
chaotic island the solutions are from in figure (2.8). 
The aim is to discover the amount of noise S, that can be added to the rate of strain before 
solutions are destroyed. 
Stationary solutions 
The flow aligned stationary solutions are very resilient to fluctuations as shown in figure (3.16a). 
Even for very large values of 6,1 the solution remains at the same equilibrium value, and the 
fluctuations in the solutions do not continue to grow with increasing 6,,,, but are quenched. 
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Figure 3.16: (a) A stationary solution (solid line) with A* = 1.0, 'Yo = 5.0. The same 
solution with noise added (dashed line) with 8 = 10, showing that despite the very high 
noise fluctuations, the solution remains similar. (b) Mean square fluctuations as a function of 
d for a solution far from instability (squares, A* = 1.0, 'Yo = 5.0) and one close to instability 
(circles, A* = 0.3, 'Yo = 4.0). 
This picture is not quite the same as the instabilities are approached. As a measure, the 
mean square fluctuation for a variable X with mean µ, 
MSF = «X - 4)2), 
(b) 
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(3.35) 
can be calculated for the 72 component as a function of the parameter dom. In figure (3.16b) it 
is seen that the fluctuations are much larger for solutions close to instabilities when comparing 
A* = 0.3, 'yo = 4.0 to that used in figure (3.16a). 
To conclude, stationary solutions in the stress are very robust against noise as long as they 
are not in the vicinity of instabilities. Such robust solutions represent flow aligned conditions 
with molecules fluctuating around a preferred direction. 
Periodic solutions 
Periodic solutions are more susceptible to noise. Displayed in figure (3.17) is a phase portrait 
projection showing increasing amounts of added noise. As can be seen, even with high noise 
the solution remains within the bounds of the normal result, and also still roughly matches the 
same orbit. 
To illustrate further, the time dynamics of the 72 component is plotted in figure (3.18) 
for the two extremes of noise shown in the previous figure. Here the similarities can also be 
observed. 
Thus, the periodic solutions appear to be very robust when it comes to the inclusion of 
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Figure 3.17: Various strengths of fluctuations applied to a periodic solution with A* = 0.1, 
ýo = 2.0. The solution remains robust until relatively 
high levels of noise are applied. 
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Figure 3.18: Time evolution of the 7r2 component with S,, = 0.0 (solid) and ba=5.0 (dashed) 
for A* = 0.1, 'Yo = 2.0. The solution still quantitatively resembles that of its unperturbed 
case. 
noise. Only when 8,,, > 'yo does the stress start to significantly affect the dynamics of the shear 
flow. 
Chaotic Solutions 
There are two regimes or "islands" of chaotic solutions, caused by different instabilities. Inside 
these regions exist a number of chaotic windows that provide stable periodic solutions. These 
can also be investigated with the added noise, but due to their proximity to chaotic solutions 
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they are likely to be affected much more than stable period orbit, because of a sensitivity to 
initial conditions. 
Beginning with a period-doubled solution in figure (3.19), it is seen that even the slightest 
noise will destroy the period-2 projection. Increasing S, a further, the noise affects the result in 
much the same way as the simple periodic solutions previously, but the dynamics are influenced 
more at lower levels of noise. The "smoothness" of solutions is lost at lower values of SS,, than 
for the case of simple periodic solutions. 
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Figure 3.19: Various strengths of fluctuations on a period doubled solution with A` = 0.1, 
jo = 2.15. Solutions are affected much more by the addition of noise, destroying the period 
doubled fine detail. 
The second type of chaos, caused by a saddle-node instability, produces periodic solutions 
of the Shil'nikov form. In figure (3.20) the stable periodic solution is instantly destroyed by 
noise. The entire structure is changed resulting in a ball of noise centered on the focus. 
As predicted, stable solutions from chaotic regions react strongly to noise. The underlying 
dependence on initial conditions for chaotic solutions means that when a stable solution is 
found it only exists for a small range of the parameter space. Any perturbations, e. g. noise, 
will disrupt the stability, resulting in wildly different solutions. 
For the case of the period-doubling period-halving bifurcation shown in the previous chapter 
in figure (2.21), it is found that even minimum levels of noise result in such a feature being 
unobservable. 
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Figure 3.20: Various strengths of fluctuations on a Shil'nikov solution with A' = 0.23, 
ýo = 3.75, showing its destruction even at low levels of noise. 
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This chapter has been concerned with the application of strain with time-dependent character- 
istics. Initially an oscillating strain provides a further parameter in the frequency, and allows 
characterisation methods often used in industry to be applied to the model. Such a technique 
confirmed a qualitative matching to experimental measurements of storage and loss moduli. 
When the model is to be used for specific fluids it can be quantitatively matched by specifying 
the parameters Gre f, Ham, Ire, A*. The parameter is will have to be matched using a different 
method other than SAOS, such as flow curves a it was seen to have no influence on the results 
in the linear response. 
From the numerical calculation of the SAOS response, an apparent relaxation time A was 
calculated and found to vary with parameter A* by the following expression, A= 1/A*. An 
analytic calculation of the linear response also showed an apparent relaxation time which 
changes as an inverse of A* for low values of H. This relaxation time can be used in the 
calculation of the Weissenberg number as the relaxation time in the model is not directly 
specified in the equations due to non-dimensionalisation and is largely affected by the potential 
45(7r) which is chosen. 
The field of Fourier Transform theology was investigated for responses under LAOS. The 
model was shown to display many of the results expected from theory and seen in experiment, 
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such as harmonics in the stress response. The relative intensities of these harmonics are in 
good qualitative agreement with those seen from experiment. A similar tailoring procedure 
could be used here as in the case of SAOS. The observation of an irregular chaotic region in 
the LAOS response, as seen in other experiments, further shows that the nonlinear terms can 
be important for the modelling of complex fluid flow. 
Therefore, the parameter A*, which controls the strength of linear terms with respect to 
nonlinear terms, is shown to strongly affect the flow properties displayed from the model. These 
properties include the storage moduli, loss moduli and apparent relaxation times under SAOS 
and the shear stress harmonics under LAOS. This leads again to the conclusion that a potential 
term is an important way to tailor material properties for correct modelling. The choice for 
the potential 4)(ir) in these simulations is a purely phenomenological one, when tailoring for 
specific materials it may be necessary to completely readjust the potential. At the moment 
there is no clear indication of how to achieve this. 
Both of the techniques used in this chapter (SAOS and LAOS) provide a method for 
matching parameters from the model to real fluids, by first characterising the material under 
the same external forcing, then selecting model parameters to match the characterisations and 
tailor the model. With so many free parameters this may not be an easy task. 
Finally, the application of noise to the model has shown that whilst the fine structure 
of bifurcation scenarios is easily accessed in the simulations, it is unlikely to be observed 
experimentally. Evidence of chaotic behaviour however should still be identifiable. 
Chapter 4 
Three Dimensional Cavity Flow 
In this chapter I extend a phenomenological model which was previously only studied under 
spatially homogeneous flow to now include the full hydrodynamic behaviour in three spatial 
dimensions. 
The hydrodynamic part is modelled by the Navier-Stokes equations (1.4,1.5) which were 
outlined in the introduction. These two equations are concerned with advection (momentum 
conservation) and continuity for the flow of an incompressible material. 
The flow considered is a lid-driven cavity type, which consists of a volume of fluid material 
confined by impermeable solid walls and a moving top lid as illustrated in figure (4.1a). The 
three dimensional flow was considered so that all the components of the stress tensor become 
involved, and so that secondary flows will be allowed to develop. 
I choose the cavity type of flow for a number of reasons. One of the main aims was to 
investigate the effect of shear flows on these types of material, and the cavity flow allows this 
by the shearing action creating from moving one or more boundary plates. The cavity flow 
problem is also suited for the use of Cartesian coordinates, which makes the programming side 
of development much easier, at least for the first proof of concept stage of exploring this new 
3D model. A closed system such as this also removes the added complication of in-flow and 
out-flow. This allows for all the external forcing to be controlled by a single parameter for the 
lid velocity, and the resulting flow confined by boundary interactions. 
The cavity flow problem is one that has been previously studied quite extensively. Solutions 
are available using a variety of methods which all work around the incompressible Navier-Stokes 
equations. Most commonly studied is the two dimensional problem. 
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Figure 4.1: (a) Illustration of the lid-driven cavity flow chosen for simulation. (b) 2D illus- 
tration of the expected flow from the Navier-Stokes equations for Newtonian hydrodynamic 
motion in a lid-driven cavity. 
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Taking the example of a 2D cavity in the shape of a square, it is found that in general, for 
flow of Newtonian-like fluids at low flow rates one observes a single strong vortex centred in 
the cavity. This is illustrated in figure (4.1b), where the top plate is moving with velocity v 
to create a flow. For a3 dimensional cube cavity the flow would be expected to resemble that 
of a rotating cylinder, much like the 2D case, but extruded into the extra dimension. Starting 
from rest the system tends to reach some steady behaviour, resembling laminar flow. For a 
faster moving lid the flow can become turbulent ([1141 used Re = 10,000) but this regime is 
outside of the scope of this investigation, as the focus is on low speed lid movement. 
The lid-driven cavity configuration can be achieved experimentally using a conveyor belt 
arrangement to provide the continuous moving boundary for the top plate. 
The investigations in this chapter provide a new extension to this field due to the phe- 
nomenological model chosen for the stress component of the flow. This system of equations 
has not been studied in this way before, and the hydrodynamic coupling provides an important 
addition to the understanding of such phenomena described by equation (1.12). 
4.1 Modelling the Flow 
The equations of fluid mechanics are only analytically solvable for a limited number of special 
flows. For more complex flows (and models) the use of computers becomes a requirement 
[115]. Whilst the partial differential equations still may not be solved analytically, approximate 
solutions can be found numerically. Systems of algebraic equations, which are solvable on 
computer, replace the differential equations through discretisation methods. The domains of 
4.1 Modelling the Flow 77 
space and time become discrete quantities, where the accuracy of solutions at these points 
is controlled by the methods used in approximating the original system. In general a higher 
accuracy requires more computing resources. 
A division of the solution domain into a finite number of sub-domains must be performed, 
in order to achieve a good representation of the geometric domain upon which the problem is 
posed. Some of the options available include structured (regular) grids, block-structured grids 
and unstructured grids, and must be chosen according to the complexity of the domain being 
considered. 
Once the mathematical model which describes a certain phenomena is formed and the 
grid subdivision decided, a suitable discretisation scheme must be chosen. There are many 
approaches, but the most important are finite difference (FD), finite volume (FV) and finite 
element (FE). 
Believed to have been introduced by Euler in the 18th century, the FD method is the oldest 
for numerical solution of partial differential equations (PDE's). A finite difference analogue of 
the PDE is created from methods such as Taylor series expansion or polynomial fitting, and 
applied to each grid point. The solution at each point is found by the resulting algebraic equa- 
tion involving neighbouring points as unknowns. This is the simplest method to understand 
and to implement, especially for higher order equations, although is only really applicable when 
using structured grids. Special care is needed to ensure that conservation is enforced with FD 
methods. 
The FV method subdivides space into a finite number of control volumes and uses the 
integral form of the Navier-Stokes equations. An interpolation technique expresses variable 
values on a control volume surface in terms of the nodal (center) values. The surface integrals 
are then approximated using suitable quadrature formulae to obtain a set of algebraic equations 
for each control volume, involving nearby neighbours. Whilst simple to understand and easy to 
program, FV methods are difficult to develop in 3D and with terms higher than second order. 
FE methods are much like FV methods, except that resulting equations are multiplied by 
a weight function before being integrated. This can guarantee the continuity of the solution, 
and gives the ability to deal with arbitrary geometries. This method often uses unstructured 
grids, which have their own complications and drawbacks. 
For each of these methods, the solutions should become exact as the grid spacing tends to 
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zero, with the difference being the truncation error. For a stable system this error does not 
magnify over the course of computation. 
At the institute I not only had access to desktop PCs, but also high performance computing 
facilities in the form of an AMD Opteron Cluster and an NEC SX-6. This meant that my choice 
of computational scheme could be chosen to utilise one or more of these systems for optimum 
results. 
4.1.1 Equations 
In this section the nonlinear Maxwell model (1.12) is formulated so that the equations take 
into account the full three dimensional hydrodynamics for a flow situation. The Cartesian 
coordinate system is chosen. 
As outlined in the introduction and repeated here for ease of reading, the equation for the 
deviatoric stress tensor is assumed to be composed of a Newtonian contribution and that of 
an additional stress, 
2j7oo'Y + V2Gre f7r, (4.1) 
where the dimensionless extra stress 7r is assumed to obey the following relaxation equation 
(1.12), 
d7r r-ý ýý 
dt -2wx 7r + 
2n ýy "ý- 7-j- 1(ý" - Qo02ýr) +-v/2'y , 
where the substantive (advective) derivative is now used, 
d 
dt 
aätm 
(4.2) 
(4.3) 
The material is considered to be Theologically homogeneous, that is all the material param- 
eters remain constant throughout the cavity. 
The potential is chosen as, 
q)' =A? r-ýAUB7C +Cvý-67rw : 7r . (4.4) 
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The definition for the vorticity and the rate of strain are as follows, 
w=2 (V x V), (4.5) 
'y = VV = 2(vv --OvT) - ývvS. (4.6) 
The following scaled variables are used to make dimensionless, 
ýclr* 7rc = 
2B 
r=T, 'Y Tc = TpA1 , (4.7) Iý 3C 
2 
A= A*A,, Ac = 
2ýBI 
,t= Tct* , Qö = t2A, , 
(4.8) 
where Tc is a time scaling. 
Then the different tensor components are expressed using a system of normalised orthogonal 
basis tensors as follows, 
7-0 =2eZ, Tl = 2-v72- (exe' - ey ey) , 
T3 = -v/2- exez , T4 = 
V2- eyex , 
such that, 
T2 = . V/ieXeY , 
44 
E riTti vr2-r =E rjTz , 2w-r, = 
St 
. : =o t-o 
The tensors r and 7r are reconstructed in the following format, 
(1r1-7rO 
72 73 
7r = 7r2 -7ri - -L V31 74 
7f3 74 
ý7C0 
rl - ýr0 r2 r3 
IF = r2 -rl - 713. r0 r4 
r3 r4 ýr0 
) 
) 
I 
where the different components of I' are then given by, 
Pp = ý(2Vxvx - Dxvx -V yvy) > 
ri = v--vý - vyvy, 
(4.9) 
(4.10) 
(4.11) 
(4.12) 
(4.13) 
(4.14) 
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r2 
= vxvy + V'Yvx , 
IP3 = Vx'Uz + Ozvx 7 
I'4 = Vyvz + Vzvy . 
The vorticity components are found using, 
Q1 = Vyvz - vzvy e 
n2 = Vzvx - Vxvz ý 
Q3 = Oxvy - Dyvx . 
(4.15) 
(4.16) 
(4.17) 
(4.18) 
(4.19) 
(4.20) 
Equation (4.2) can then be expressed in the following form as a system of coupled equations, 
drs 
dt =Ri-FicKi-(4)i-$207ci) +7rclri, 
i=0... 4 (4.21) 
is used to which must be solved to find the 7ri components for the tensor ir. Here F= 73 
simplify the resulting equations. The terms Ei are given by equation (D. 1), the Ks terms given 
by equation (D. 2) and the -I)i terms by equation (D. 3) found in Appendix D. 
Scaling of the momentum conservation and continuity equations is then used to make 
hydrodynamic part also dimensionless. The following scaled variables are used, 
t= Tct* , 77oo = rlre f 
Hoo 
, nre f= 
Gre f Tc ,p= 
Gre f p* (4.22) 
V= 'Ure f V*, vre f=tre f Tc 
i, V _$Te fý* (4.23) 
where 4e f is a reference value for length and Gre f is a reference value for the shear, such that, 
dv* 
dt* -a 
(-V*p* +, /2o* " (H. -. /2r + 7Cg7i*)) , (4.24) 
v* "v=0. (4.25) 
Here the substitution, 
2, 
GT ef Tc (4.26) 
pPre f 
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has been used and the following tensorial dot products are to be inserted, 
(/v*. (, r2ir)ý 
x= 
vx (rl - -ý3=ro) + vyr2 + vzr3 , (4.27) 
(v*. (vf2-r) ý= vxr2 - vy(rl + 
ýro) + vzr4 , (4.28) 
(vV*. (Y = vxr3 + vyr4 + ývzro . (4.29) ý f2-r)) 
x 
(v'v* " 7r) x= Ox(ý'1- ýýo) + vy7r2 + Vzý'3, (4.30) 
ý (Y 
`0* " 7r) = Vx7C2 - Vy(7Ci + -7fo) + Vz7r4 , 
(4.31) 
y V3 
(V2v* " 7r) = 
vx7r3 + vy7r4 + Oz7ro . (4.32) z VS 
In the following, the scaled variables denoted by * replace the unscaled ones to simplify 
notation. 
Shear Stress and Normal Stress Differences 
The dimensionless shear stress and normal stress differences are defined relative to the shearing 
plate. In this case the plate has a velocity vector in the x direction, so the shear stress at each 
point is given by, 
Qxy = 7rclr2 + Hoor2 , 
and in the other directions, 
Qxz = 7rc7r3 + Hoor3 
Uyz = 7rc7r4 + HooI'4 . 
(4.33) 
(4.34) 
(4.35) 
The first and second normal stress differences at each point in the simulation domain are 
calculated from, 
Ni vxx - avv = 2(7r, 7rl + H. ori) , (4.36) 
(4.37) N2 = ayy - azz = -IrcOri + N/37ro) - Hoo(I'i +V Jro) . 
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4.1.2 Numerical Techniques 
This section deals in more detail with the numerical techniques required to approximate and 
solve the equations such that a flow is correctly simulated for the type of physical situation 
chosen. 
The technique to be used is the finite difference method. Second-order approximations will 
approximate the spatial derivatives, and a fourth-order Runge-Kutta method will be used to 
approximate the time derivatives. 
The computational domain is split into cuboids (rectangular parallelepipeds) of size Ax, 
Ay, Oz. Each cuboid contains either liquid or solid, with the solid cuboids forming the 
boundary of the closed cavity. The components of velocity and stress fields are defined at each 
corner of the cuboid. In this way, corners of the liquid cuboids which align with the boundaries 
of the cavity will correctly match up with the Dirichlet boundary conditions which need to be 
imposed. 
The discretised pressure field has its points staggered such that the pressure is defined at 
the centre of each cuboid, as shown in figure (4.2a). This allows for the Neumann boundary 
conditions to be applied correctly on the faces of all solid cuboids. When calculating the 
divergence of the velocity field for use on the pressure grid, an averaging of the four closest 
points is taken [as shown in figure (4.2b)], and the same is performed when correcting the 
velocity field from the gradient of the pressure correction. 
(b) 
X 
" velocity & stress points 
0 pressure corerction points 
" velocity component (u) 
o velocity divergence (du/dx) 
" average of 4 divergences 
Figure 4.2: (a) Staggered grid arrangement for the pressure, velocity and stress fields. (b) 
Grid averaging technique to convert between staggered locations. 
As it is not necessary to have unequal grids for this simple cavity flow, a uniform grid 
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spacing k is used in all three spatial directions, thus; 
Ax=Dy=Oz=k. 
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(4.38) 
The following equations are the finite difference approximations which are used to approx- 
imate the partial differential equations in such a way that solutions on the grid are found. 
These are obtained through Taylor series expansion about the point in question with their 
corresponding truncation error O(), 
äv 
ax 
ä2v 
äx2 
P 
P 
VE - VW +0 ýk2) ý 2k 
vw - 2vp + VE + O(k2) 
k2 
(4.39) 
(4.40) 
A compass type of notation is used to simplify the computational grid molecule as shown 
in figure (4.3). At the boundaries it is necessary to use one-sided forward difference approxi- 
mations. To retain second order approximation, the following equation is used, 
av 
ax - 
-3Vp + 4VE - V2E + O(k2) . 
p 2k 
(4.41) 
For the time derivatives and an explicit marching scheme will be used, with the 
fourth-order Runge-Kutta method (RK4). The marching variable (time) is replaced by the 
index n in superscript. The step At in time is denoted by the variable h, and the next value 
(yn+i) is determined by the present value (yn) plus the product of the size of the interval (h) 
and an estimated slope, 
Y,, +, = Y,, -I- 
h6 (ki + 2k2 -{- 2k3 -}- k4) ý 
where the slope is a weighted average of slopes using y' =f (t, y), 
ki 
k2 
k3 
k4 
.f 
(tn) yn) s 
,f (tn + h2 V. 2k1/ 
,f 
(tn 
-}- 
2ý 
yn -F 
2 
k2) 
.f 
(tn+h, yn+hk3) . 
I 
e 
(4.42) 
(4.43) 
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The RK4 method is a fourth-order method as the total accumulated error has order h4. 
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Figure 4.3: (a) Grid notation that is used in specifying the finite difference approxima- 
tions. (b) Conversion between compass notation and grid location for the finite difference 
approximations. 
Boundary Conditions 
Boundary conditions at the fluid-surface interface require that material cannot travel into the 
solid wall (normal velocity is zero) and a no-slip condition is chosen for tangential motion 
relative to the velocity of the wall, 
nivil wall =0 or ni(v - vi)Iwall =0 (4.44) 
vilwall =V1 (4.45) 
where n1 is the local unit normal to the surface and V is any imposed velocity of the boundary 
wall. The no-slip condition is a good first approximation for flows. Experimental evidence has 
shown that in most cases even though one might expect there to be a slipping mechanism, 
flows modelled with no-slip conditions match accurately [116], through the argument that in 
molecular terms the intermolecular forces between liquid and solid wall give a bond which 
results in the no-slip condition. 
At each boundary grid point the velocity gradient is calculated using the one-sided finite 
difference approximation in equation (4.41) and the corresponding vorticity and rate of strain 
computed. The value for the components of it at the boundary are determined by Neumann 
boundary conditions. This is used so that there is no flux of stress coming from the boundaries. 
The field of boundary conditions in continuum theory for entangled systems is still a de- 
veloping field, and many approaches can be taken to describe the underlying physical effects. 
Boundary interactions can be imposed using Neumann, Dirichlet or Cauchy conditions. The 
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boundary conditions affect features of flow at the boundary layer. and certain phenomena can 
be suppressed ill the same way as changing the anchoring between 11(110d and solid interfaces 
1171. The idea to link with molecular dynamics simulations to form a hybrid model seems 
promising, as discussed in the introduction. 
In cavity driven problems it is also necessary to ensure that for the boundary of the com- 
putational donia. in there is no flow into or out, of the cavity. The boundary conditions cllosell 
above ensure this requirement locally at each point. 
The velocity of the top plate is set so that Vv vanishes at the sides and corners. 
vhd = V)(256a. 2(1 - x)2,2(1 - Z)2), (1.16) 
as the discontinuity of the flow field at the upper corners would cause the pressure to diverge. 
The centre of plate has a V. r velocity couiponeut equal to V j). 
vx 
Figure 4.4: The r;,. component of the velocity on t he tipper lid, to ensure 111,11 t here is no 
discontinuity in the boundary conditions at the corners and edges of the r", ºvit y douºaiu. 
This provides a slight deviation from traditional lid driven cavit. v f1utýýs, 1>ut. the uverýlll 
effect remains the sa, Ille. 
Pressure 
The pressure term is used ill away that continuity is also ensured using the niet hod iu Appendix 
(C). A resulting Poisson equation can be solved eflicientl. v through a srlccessive over relaxat irni 
(SOR) method, which can easily be parallelised P IN. The pressure iii compressibility condition 
and the calculation of the pressure is one of the more cou, titat, ionally detuýi-ndint part's of the 
sinnilation, so the most effort had to be applied here in order to get result's wit hin acceptable 
tine Wines. 
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Computational Algorithms 
In the following, the procedures which have been used as the computational algorithm to solve 
the equations are outlined, refer to figure (4.5): 
An initial velocity and stress field are specified which are representative of a system taken 
to be at rest (i. e. zero velocity and stress fields). Simulations begin at time t=0 with any 
moving plates instantly switched on at this point in time. Time is discretised by step h, and 
the simulations loop through the time index by an iteration process. 
Each iteration takes the existing velocity and 7r fields and uses them to calculate the current 
total stress. This in turn is used with the Navier-Stokes equations to calculate the new velocity 
field at time t+h through a Runge-Kutta fourth order method. 
The new velocity field is then adjusted to ensure continuity via pressure correction as 
outlined previously. 
Finally at this time point the 7r field is then advanced, also using a fourth order Runge- 
Kutta method. 
The new velocity and 7r fields are then put back into the iteration process as starting fields 
for the next time step. 
initial velocity field 
-IN- 
initial it field 
................... .......................... .......... . 
v old n old 
ý ý 
; 
F- r-ý 
advance velocity field advance it field 
pressure correction 
v_new x 
_new 
ý---------ý 
. --. - 
i time iteration L ................. ý-------------i....... .... _....... 
Figure 4.5: Flow chart for the computational algorithm. 
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For efficient computation, and to get results within a reasonable time frame, it was necessary 
to employ various vectorisation and parallelisation techniques and to make use of the cluster 
and vector supercomputer facilities available to me. 
Initially the domain decomposition method was chosen to distribute parts of the cavity 
between processor nodes. This method was attractive because the different parts of the domain 
were essentially only linked by the immediate neighbouring points, thus communication of 
information was only required at the boundaries of each domain. This method utilised the 
Message Passing Interface (MPI) language to facilitate the synchronisation and communication 
parts of the program on an AMD Opteron Cluster. This method saw roughly a linear decrease 
in computation time with addition of extra processors. 
However, the final solution chosen was one that used a NEC SX-6 supercomputer, which 
is a parallel vector system. The vector register was of size 256, and allowed for the loops to 
be vectorised efficiently speeding up their computation. The main computational parts of the 
code had to be written to ensure that correct compilation was achieved by ensuring there being 
no unnecessary data dependencies inside loops. Memory usage was not a problem with 32GB 
of main memory available. 
Code validation was performed by a combination of methods, including comparison with 
analytic/experimental data for simple laminar flows in a lid driven cavity, a variety of grid 
studies to check different spatial and temporal resolutions, and part by part code checking. 
The final and most important part of the validation process was to ensure that results appear 
physically correct. 
Stability 
The step h should be less than step k so that fields can diffuse in time before space, as in the 
Courant-Friedrichs-Lewy stability condition[119] for solving partial differential equations. For 
the simulations of this model, tests were made to ensure that choices of k and h are going to be 
stable by constructing a stability diagram. Many simulations were investigated with different 
choices of h and k and the stability outcome recorded. The necessary model parameters to 
complete the equations remained constant between simulations, the ones selected were the 
same as in table (4.1) used in a later section. 
Figure (4.6) reveals the link between h and k for the limit of stability. Choices from the 
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Figure 4.6: Diagram for the choices of k and h to ensure stability. 
shaded area should be stable, with combinations taken away from the line being preferable. The 
gradient of the line of fit is found to be approximately 1.5. This gives the stability condition 
that the time step h should obey h<1.5k2. The balance can now easily be chosen to ensure 
sufficient spatial resolution for a given problem, and finding the most efficient time step to 
ensure stability. 
To observe the effect of choosing different values of k and h, a slice of the v-, component 
of the velocity is taken along the y axis. When comparing the results between different sim- 
ulations, it can be seen that the slices are all very similar and obey the imposed boundary 
conditions of the lid driven cavity flow. 
Figure 4.7: Comparison of simulations with identical model parameters, but different values 
of h and k. Results show that whilst not identical, the curves are in very good agreement. 
4.2 Flow Regimes 
To complete the simulations a number of choices must be made for parameters which are left 
in the equations. These not only include material properties, but also numerical constants, 
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dimensionless scaling and external forcing values. 
A brief review of the parameters follows, highlighting the important ones that will be 
investigated, and justification for the ones which remain unchanged. 
k corresponds is the spatial grid step, and once chosen should remain constant for easy 
comparison. The accuracy of the solutions will depend on k due to the finite difference ap- 
proximations used for the spatial derivatives. The resolution of the smallest eddy size scale is 
also limited by k. 
h is the temporal time step, and again the accuracy of the solutions depends on this value 
due to the approximation techniques used. Using figure (4.6) k and h are chosen to ensure 
stable numerical solutions, they are then fixed for the remainder of the simulations to aid 
comparisons. 
Material parameters include A* which adjusts the strength of the linear components in the 
potential term. Typically the range from 0 to 5 is chosen to study, as high values of A* mean 
that the potential becomes completely linear in nature and will reduce to a problem that has 
been studied before [120]. Here, n is a model parameter that will be varied from -1 to +1 to 
study its effect. Variable Q is another material parameter that must be studied and its range 
explored, it is expected to have an effect on spatial features due to its diffusive nature. 
To simplify the problem, dimensionless coefficients such as £re f, Tc and Gre f are chosen as 
unity. 
The external forcing is controlled by a single parameter Vo which corresponds to the max- 
imum velocity of the moving top plate according to equation (4.46). This parameter will be 
explored in the range of small velocities so that the shear-rates remain small. 
The result of these numerical simulations is a regular grid of data points which contain the 
information for the number of calculated variables in the computation. Contained at each grid 
point is information for the 3 components of the velocity vector (vi, vy, v. ) and 5 components 
of the extra stress tensor (lro, I1,72 , 7r3,1r4). It is possible to calculate the 3 components of the 
vorticity vector (wi, wy, w, z) and the 5 components of the rate of strain tensor (rp, r, r2, r3, 
r4) by using the generated velocity field. The components of the total stress can be calculated 
using (4.1). Each of these values is calculated at each time step, which can be written to disc 
and used for evaluation purposes. 
One method of displaying results is to take a slice through the cavity as shown in figure 
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(4.8), which is perpendicular to the moving top plate and parallel with the plate velocity vector. 
This slice intersects the main flow that occurs in the cavity. The data can then be displayed 
through intensity plots, which can incorporate contours. 
Figure 4.8: The slice configuration that will commonly be used to display the results in 2D 
form. 
Streamlines 
The velocity vector field v= v(x, t) can be used to generate well-spaced streamlines (with 
direction arrows) using the Matlab software package which slices the data through aligned 
planes chosen by the user. The streamline is generated by the path traced out by a massless 
tracer particle moving in a flow field, corresponding to the solution of, 
dx/ds = v(x, t) , (4.47) 
where t is treated as constant and s is a parameter (a snapshot is taken of the vector field v 
at time t). Velocity is tangent to the streamline at every point and since there is no normal 
component to the velocity along paths then mass does not cross the streamlines. 
4.2.1 Laminar Flow 
Laminar flows occur when the viscous forces dominate in a material. Any excess energy is 
dissipated in viscous damping, meaning that the flow is characterised by smooth streamlines. 
Such constant smooth flow has good transport properties, and is important for efficient flows 
in pipes. 
Simulations of this model show that laminar flow can occur when parameters are appro- 
priately chosen. As expected, if A* is large enough (A* > 1) then the linear terms in the 
potential dominate, and the resulting flow is laminar. Using the slice configuration shown 
above, an example is displayed in figure (4.9). Here a single vortex can be seen, characteristic 
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of a laminar flow profile. 
10 
v -v streamlines xy 
20 30 
x/k 
40 50 
Figure 4.9: Example of a typical laminar flow profile generated from using high At or with 
the extra stress term removed (by setting 7r,. = 0). Here h=0.05, k=0.2. 
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To give a measure of how the material in the cavity is flowing an average velocity Val, is 
calculated by averaging the magnitude of the velocity vector at each fluid grid point inside the 
cavity domain. 
Vav - 
OVI) (4.48) 
Such a measure tells us something about how well the material is flowing within the cav- 
ity. In comparing simulation results this calculation can say something about how freely the 
material is flowing, or how "active" it is. 
From the initial starting conditions of the simulations, which correspond to a system at rest, 
the imposed forcing of the cavity top-plate increases the fluid velocities in the cavity. Figure 
(4.10) shows how the overall flow is affected by increasing the strength of the non-linearity in 
the Maxwell model, by decreasing A*. By doing this it is possible to gauge some idea of how 
the overall flow is affected by the addition of the Maxwell-model (7r,, ý 0). 
In the laminar flow regime, the parameter A* has a small effect on the average cavity 
velocity. A small velocity overshoot can be seen for the case of A* = 1.0, but overall this flow 
then has a lower average velocity than that of higher values of A*. 
Once laminar flow has stabilised and any transient periods have passed, a measurement of 
the viscosity can be calculated. The viscosity is a material property which, in general, depends 
on the shear rate. In an experimental set up as considered here, different shear rates occur 
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Figure 4.10: Average cavity velocity for various values of A*. Here k=0.1, f=0.2, VO = 1.0, 
7r, = 4.0 and H,, =0.5. 
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at different positions within the box. It is desirable to characterize the viscous behavior of a 
substance within such a device by a single number which is an effective viscosity ??, ff. The 
cavity-average of shear stress in the shearing direction is taken, and divided by a reference 
shear rate, the macroscopic value Vo/Ly, 
(ý7r, lr2 + x,,, r2) 
, )Pf,! - (Vo/L J) 
(4.49) 
and thus an effective viscosity is extracted. Here, Ly is the height of the cavity across the 
shearing direction, VO the plate speed, 72 and r2 are the components of the extra stress and 
rate of stress tensors in the shearing direction respectively, their combination in this form gives 
the total stress as per equation 4.1. If the flow is not laminar then the tensor components of 
7r2 and F2 will of course be functions of time as well, and hence also the resulting viscosity 
measurement. 
For these simulations the turbulent regime should he avoided. This can he achieved by 
choosing values A* > 1.0 to ensure that the nonlinear terms are of less importance in the 
potential function. In cases where the flow is turbulent it would be necessary to also average 
over time. 
The viscosity in the following is presented in units of a reference viscosity q,,, f= Gre fT,.. 
As such, a dimensionless effective viscosity H= 71e ffI qre f is used to express the results. 
The value of the effective viscosity can be plotted as a function of parameter A*, as displayed 
in figure (4.11a). Increasing A* has the effect of decreasing the effective viscosity, hence thinning 
the fluid. Different lines correspond to different top plate speeds, and show that the material 
has lower viscosities at higher plate speeds. 
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Figure 4.11: The average dimensionless cavity effective viscosity as a function of (a) A* and 
(b) 1/o for various values of driving plate velocity. Here the other parameters are chosen as 
Ic=0.1, P=0.2, ßr, =4.0 and H,, =0.5. 
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This dependence on plate speed can be seen as the plate velocity V0 is changed, and A* 
is fixed as in figure (4.111)). The results show that the material in the cavity behaves as a 
shear-thinning fluid. The gradient of the line changes as the parameter A* is adjusted; steeper 
lines for lower values. For the lowest value of A* plotted here the line is not so smooth, hinting 
that there is a more complicated behaviour to be found when lowering A* further. 
These new results from the full 3 dimensional lid driven cavity can be compared to the simi- 
lar case of plane Couette flow considered in figure (2.3a). Results from a spatially homogeneous 
case are plotted with corresponding results from the new simulations in figure (4.12). 
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Figure 4.12: Comparison of dimensionless effective viscosity results from spatially homoge- 
neous (dashed) and spatially resolved (symbols) flow. Both simulations use R. = 0.0,7r, = 1.0 
and H,, = 0.5. In the 3D case f=0.2 is used. 
In the spatially resolved case there appears to be no shear-thickening regime for the range 
of values considered for the driving plate, however as mentioned before, the shear thinning 
behaviour is present. The difference in y-axis scaling results from the slightly different methods 
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used to calculate the dimensionless viscosity. Changing the value of A* seems to have a similar 
effect in each case. 
4.2.2 Turbulence 
It is common knowledge that turbulent flow can occur in simple, low molecular, Newtonian 
fluids when viscous damping is not the dominant force in a material. Inertial turbulence 
results when inertial forces, caused by high velocities, are greater than viscous forces (kinematic 
viscosity), and random eddies and flow fluctuations occur. A dimensionless number called the 
Reynolds number is defined by the ratio of inertial to viscous forces, 
Re = 
pvBL 
77 
(4.50) 
where v8 is the mean fluid velocity, L is the characteristic length (e. g. pipe diameter), p is the 
fluid density and 77 is the dynamic fluid viscosity. Typically for pipe flows Re > 2300 gives 
turbulent flow, and below the flow is laminar. 
Other forces however can dominate over viscous forces to produce turbulent effects in 
flows. Elastic forces and nonlinear mechanical instabilities in certain flowing materials (e. g. 
viscoelastic fluids) have displayed all the properties of developed turbulence, but in contrast, 
here typically the value of Re only needs to be very small to observe the effect. 
Elastic polymer solutions have very recently been observed experimentally to have flows 
that can become irregular at low velocity, high viscosity and in a small tank [5,121]. The 
turbulent flow apparently arose solely due to nonlinear mechanical properties of the solution, 
and developed as polymer molecules were stretched in the primary shear flow, which makes it 
unstable and causes irregular secondary flow. This flow acts back on the molecules, stretch- 
ing further becoming increasingly turbulent, until a saturated dynamic state is reached and 
turbulence grows no more. 
It is the very back-reaction of the polymer molecules on the flow that causes secondary 
flows [122]. Normal stresses in circular streamlines generate a radial pressure gradient (directed 
outward or inward), which if large enough can drive more complex flow. The lid driven cavity 
flow which is seen to generate a single vortex is one way of studying this. 
The study of stretching of polymer molecules by random three-dimensional turbulent flows 
has shown that the first normal stress difference (Ni) is connected to the irregular behaviour 
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[123,1211. The stress tensor, including any elastic contributions from polymer molecules drives 
the clastic turbulence phenonneua [125.1261. 
Experimental work by Groisman and Steinberg 15,127 -1291 has pioneered an rnnderstandiug 
for the mechanisms of clastic turbulence. In their experiments they considered it swirling flow 
between two parallel disks, using a dilute solution of high molecular weight polyacrylaniide in 
a viscous sugar syrup as the working fluid. A turbulent regime was seen for low values of the 
Reynolds number with irregular flow patteriis developing, an example of' their result is shown 
in figure 4.13. The power of fluctuations they observed followed a power law in the frequency 
of the spinning disk. The role of the elastic stress field in such flows and its dependence on 
history of defortnations and relation to relaxation times was shown. The elastic part, of the 
stress in this elastic turbulence regime was seen to grow to two orders of utaglilt nde larger t hau 
a laminar flow with the same shear rate. Such a large growth was to be conue(t, c I with vast, 
extension of the polymer molecules in the t urbuleut flow. 
I 
Figure 4.13: Iwo snapshots of elastic turbulent pulynnri fl()\kat. 1\'i Ia. He 0.7, taken 
from 151. There is an irregular pattern. witli structiires that appear to hawc spiralIikv fin-m. 
Two dimensional turlnllencc has been found in siinulat ions for Oldruwd-I3 modelled dilute 
polymer solutions 1130 1321, this is sonic of the only ºuodelling of t his phetn)nieua t fait I li, ive 
Seen. 
«'heil choosing appropriate material parameters. the siIII tlat inns ; how t hat at url)ilIent- like 
flow can occur. The example shown ill figures (1.1 1 1. I) reveal this feat using the typical 
How visualisation techniques, outlined above. The paranletcrs chosen for 111i", flow correspond 
to Re -= 1.0, average velocity and viscosity are calculated fro n the results. 
This example has all the features of till-hu eluue, Such as randout eddies forntiug and chant is 
flow properties, but occurs at low Re numbers which leads Ise to iielieve the effect is due to 
elastic turbulence. 
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Figure 4.14: Example of velocity and vorticity inside the cavity for a irregular turbulent-like 
flow. h. = 0.05, k=0.2, A*=0.1, k=0.1,1? =0.2, Ve=1.0, ßr(=4.0 and H, =0.5 
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Figure 4.15: Example of velocity streamlines for a low A' turbulent-like flow. Slices are 
taken in the three spatial directions of the cavity. h=0.05, k 0.2, A' = 0.1, 
e=0.2, VO =1.0,7, =4.0 and H,, =0.5 
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Figure 4.16: Example of vorticity and stress intensity x slices. It = 0.05, k=0.2, A* = 0.1, 
ii =0.1, f=0.2, VO =1.0,7r, =4.0and H., =0.5 
The apparent relaxation time A for the fluid modelled is high when A* is low, as shown in 
chapter 3, so the Weissenberg number is high, by this measure the nonlinearity is large. 
More importantly, the nonlinear nature of the equations which are used to phenomeno- 
logically model viscoelastic materials means that instabilities can form for certain parameter 
ranges. This effect has previously been documented for this particular model in a homogeneous 
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Figure 4.17: Example of vorticity and stress intensity y slices. h=0.05, k=0.2, A* = 0.1, 
, =0.1,1'=0.2, 
V =1.0,7re=4.0and Hý=0.5 
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Figure 4.18: Example of vorticity and stress intensity z slices. h. = 0.05, k=0.2, At = 0.1, 
=0.1, P=0.2, [ßo=1.0, ßr(. =4.0and H., =0.5 
flow 160] and explored further in the previous chapters of this thesis. Such instabilities are pow- 
erful enough to overcome the dissipative forces and create secondary flows from differences in 
the stress. 
The transition from a laminar flow to turbulent flow will now be explored as various pa- 
rameter ranges are scanned in the next section. 
4.3 Results 
With a fixed cuboid cavity (size L, x L. x L. with L1 =Ly=L, z 10), using k-0.2 
and h=0.05, this section will explore the results of numerical simulation for different model 
parameters. The resulting grid resolution of 50 points in each direction is found to he high 
enough to obtain useful results, whilst executing fast enough to calculate solutions within a 
reasonable time-frame. 
In this section I illustrate with examples how the different parameters affect the flow. So 
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that comparisons can be made the majority of parameters will be fixed between simulations. 
Statistical measures are used when dealing with turbulence because of the irregular nature 
of turbulent flow conditions. Various quantities which are measurable from the motion show a 
random variation with time and space coordinates, so that statistically distinct average values 
can be discerned 11331. The methods for determining these measures, such as fluctuations and 
correlations, are outlined in appendix E. 
4.3.1 Model parameter - A* 
The parameter A* controls the shape of the relaxation potential V" for the extra stress ir by 
adjusting the magnitude of the linear part. A number of simulations are run where the only 
difference is the parameter A*. The other parameters are taken from table (4.1). 
As mentioned earlier in this chapter (and as in the case for homogeneous flow 1601) there is 
seen to be a clear cut-off point where flow becomes either laminar or turbulent /chaotic. Figure 
(4.19) shows a flow for high A* and its resulting laminar nature, whilst figure (4.20) reveals 
the turbulent-like of flow for low A*. In the high A* laminar flows, the stress plots show no 
noticeable spatial variation of the stress. In the turbulent case there is an irregular temporal 
and spatial variation in the stress, with the first normal stress difference being the dominant of 
the stress components, indicating that this is one of the main causes for the resulting secondary 
flows. 
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Figure 4.19: Velocity streamlines and the shear stresses and normal stress differences for 
A* = 0.9, other parameters from table (4.1). Here the more laminar-like flow appears, which 
is typical for higher values of At. 
Information gained from the velocity field is shown in figure (4.21). Here the average cavity 
velocity is computed as function of time to show that this quantity fluctuates for the turbulent 
flow., but not for laminar flow. The overall velocity is also higher in the turbulent flows than 
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Figure 4.20: Velocity streamlines and the shear stresses and normal stress differences for 
A* = 0.0, other parameters from table (4.1). This flow shows the turbulent-like nature found 
for low values of A* . 
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Figure 4.21: (a) Average cavity velocity (h) velocity distribution and (c) velocity fluctuation 
results for various values of A*, taking other parameters from table (4.1). 
the laminar flows. Measuring the velocity distributions reveals a shift in the ºnean value from 
close to zero to around 0.6, depending on the value of A*. Finally measuring the velocity 
fluctuations as a function of A* shows how the cut-off occurs at around A* = 0. (i, with a 
general decrease in velocity fluctuation as A* is reduced to this point. 
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Figure 4.22: Velocity autocorrelation data for various values of A', in (a) x-direction and (b) y-direction. Other parameters from table (4.1). 
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Figure (4.22) shows measurement of the autocorrelations of velocity in x and y directions. 
The laminar flows are clearly different in appearance to the turbulent flows from their estima- 
tions for the correlation lengths Af and Ag [osculating parabola intercept eq. (E. 10)] and largest 
eddies [area under curve eq. (E. 11)]. It is revealed that the smallest eddies are smaller in size 
for turbulent flows and the largest eddies are much greater in size for laminar flow. These 
results are very much expected as the laminar flow only has a single steady vortex occupying 
the whole cavity. 
Tc V0 tp is H. Gre ýc 
1.0 1.0 0.2 1.0 0.1 0.5 1.0 4.0 
Tc 
1.0 
Table 4.1: Parameter values for investigation of A' 
In summary, the result of altering the parameter A* is that the turbulent regime can be 
accessed with low values. The spatial nature of the turbulence appears to differ little between 
values from the autocorrelation data, and there is a slight increase in fluctuation for lower 
values. In essence, the parameter A* just selects whether the turbulence is present or not 
by allowing the nonlinear terms to come in, and there is a transition phase between the two 
where fluctuations are reduced. The onset of turbulence behaviour is caused by the nonlinear 
contribution in the elastic extra stress component 7r. The parameter A* must be low enough 
to be in the regime of dynamic solutions as indicated in chapter 2 in figure (2.9), and as long 
as the rate of strain is also low enough locally the the irregular behaviour can develop. 
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4.3.2 Model parameter - n, 
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The parameter R is another model parameter which directly adjusts the rheology of the material 
being modelled. This parameter has been varied from -1 to +1 while the other parameters 
fixed according to table (4.2), and these are specifically chosen so that the simulations are in 
the turbulent regime. 
For high negative values of R in figure (4.23), the flow appears turbulent, with secondary 
flows caused by both the first normal stress difference (Ni) and the second normal stress 
difference (N2). The scale of the eddies appears quite small in relation to a simulation run 
with a smaller negative value in figure (4.24). In this figure the N1 component alone from the 
stress tensor appears to be the main cause for secondary flows. 
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Figure 4.23: Velocity streamlines and the shear stresses and normal stress differences for 
k= -1.0, other parameters from table 
(4.2). 
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Figure 4.24: Velocity streamlines and the shear stresses and normal stress differences for 
k= -0.2, other parameters from table (4.2). 
Low positive values of n. have much the same appearance as low negative values. A turbulent 
flow caused by large N1 stress differences. Increasing the value of n, further still however will 
increase the size of eddies within the cavity, although the cause for the turbulence remains as 
ý 
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the Ni component which is larger in magnitude than the other simulations. 
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Figure 4.25: Velocity streamlines and the shear stresses and normal stress differences for 
k=0.2, other parameters from table (4.2). 
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Figure 4.26: Velocity streamlines and the shear stresses and normal stress differences for 
k=1.0, other parameters from table (4.2). 
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Figure 4.27: (a) Average cavity velocity (b) velocity distribution and (c) velocity fluctuation 
results for various values of R, taking other parameters from table (4.2). 
The behaviour of the average velocity within the cavity is always fluctuating as seen in 
figure (4.27), the negative R simulations have slightly higher velocities on average. This is 
confirmed when looking at the velocity distribution plot, which shows the positive shift in the 
peak as R is decreased. The fluctuations in the velocity are largely unaffected by the adjustment 
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of ic, only slightly increased for large negative values. 
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Figure 4.28: Velocity autocorrelation data for various values of R, in (a) t-direction and (b) 
y-direction. Other parameters from table (4.2). 
The autocorrelation data shows that the smallest eddies in large negative is flows are smaller 
in size, than all the rest (confirmed by the stress plots), and that the largest eddies can be 
found in flows which have large positive values for R. 
,r A* fpVo Hý Gr,, 
1.0 0.1 0.2 1.0 1.0 1.0 1.0 4.0 1.0 
Table 4.2: Parameter values for investigation of k. 
In summary, the parameter is has a strong influence on the spatial nature of the turbulent 
regime. Not only are size scales affected (velocity autocorrelation data) but the overall velocity 
within the cavity is altered. The actual fluctuation of the velocity however remains more or 
less constant across the range studied. 
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The stress diffusivity term with coefficient e occurs for physical reasons in spatially inhomoge- 
neous systems and its inclusion is advantageous for numerical stability. Changing the value of 
f has a direct effect on the size-scales of the features in the cavity and is thus referred to as 
a characteristic size parameter. As can be seen in figures (4.29,4.30,4.31), the larger f is, the 
larger the scale of the features. In the latter figure, a large magnitude of £ produces a laminar 
flow. 
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Figure 4.29: Velocity streamlines and the shear stresses and normal stress differences for 
t,, '= 0.1, other parameters taken from table (4.3). 
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Figure 4.30: Velocity streamlines and the shear stresses and normal stress differences for 
f' = 0.5, other parameters from table (4.3). 
Analysis of the velocity fields shows that the fluctuations increase as e is increased, but 
then at a cut-off point of around £=0.6 the solutions suddenly become laminar in flow, which 
can be seen also in the average cavity velocity plot. There is a small positive shift in the peak 
of the velocity distribution as e is increased. Here the distinction between laminar flow and 
turbulent flow is again obvious. 
The autocorrelation data in figure (4.33) shows the difference between laniiiiar and turbu- 
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Figure 4.31: Velocity streamlines and the shear stresses and normal stress differences for 
£=0.6, other parameters from table (4.3). 
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Figure 4.32: (a) Average cavity velocity (b) velocity distribution and (c) velocity fluctuation 
results for various values of B. Other parameters from table (4.3). 
lent flows is still present. For t>0.6 the flows are laminar in nature, so the autocorrelations 
are very similar. In the turbulent flow as t is being changed, the size scales are being changed, 
but its dependence is not so clear. 
Figure 4.33: Velocity autocorrelation data for various value,, of e, in (a) . r-direction and (b) 
y-direction. Other parameters from table (4.3). 
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Too small a value of £ should be avoided to reduce the chance of unwanted artifacts ap- 
pearing in the solutions. The diffusive term is present for stability, and as such it should be 
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T A* v0 pR Hý, GrP f 
1.0 0.1 1.0 1.0 0.1 0.5 1.0 4.0 1.0 
Table 4.3: Parameter values for investigation of f 
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ensured that the value of its coefficient f is always greater than that of the spatial grid step k. 
Too large a value of f and any extra stress generated is quickly diffused away. The choice for 
f is therefore quite critical. 
4.3.4 Model parameter - V) 
The parameter Vo alters the velocity of the moving plate on the top of the cavity, and ultiinately 
the Reynolds number of the flow in the cavity. For low values of V the average velocity in the 
cavity is also low, and as shown before these equations show chaotic solutions when the strain 
rate is low. 
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Figure 4.34: Velocity streamlines and the shear stresses and nornial stress differences for 
VO = 6.0, other parameters from table (4.4). 
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Figure 4.35: Velocity streamlines and the shear stresses and normal stress differences for 
VO = 21.0, other parameters from table (4.4). 
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Increasing V0 raises the average velocity in the whole cavity and linear effects begin to 
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dominate the flow. In the bottom of the cavity the flow still remains turbulent-like, and this 
affects the results of the statistical analysis. In figure (4.36) the average cavity velocity is 
increased by raising ho. This does not appear to shift the peak in the probability too much, 
but instead to excite the higher velocities. This is consistent with a larger vortex forming at 
the top, whilst there is still turbulent-like behaviour below. The fluctuations on the velocity 
remain because of this, but finally begin to drop at the high end of the scan. 
Figure 4.36: (a) Average cavity velocity (b) velocity distribution and (c) velocity fluctuation 
results for various values of V0. Other parameters from table (4.4). 
The autocorrelation plots in figure (4.37) show that in general for higher values of V0 there 
is an increase in the size of the small and large scale features. This is also confirmed by the 
streamline and stress plots above. 
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Figure 4.37: Velocity autocorrelation data for various values of V0, in (a) i-direction and 
(b) y-direction. Other parameters from table (4.4). 
Table 4.4: Parameter values for investigation of VO 
LT, A* fpR Hý G,,, 7r. 1.0 0.1 0.2 1.0 0.1 1.0 1.0 4.0 
TC 
1.0 
A* 
0.1 
Q 
LO. 2 1.0 
R 
0.1 
Ho, D 
1.0 
GTl 
1.0 
7r,. 
4.0 
In summary, the parameter V0 is changing the value of the average velocity in the cavity by 
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imparting motion on its surface. When the velocity (and hence rate of strain) is high enough 
the model responds with a steady solution for it and therefore the total stress. What is seen in 
these simulations for higher values of V) is that in the top of the cavity the velocity is higher 
and leads to laminar flow, whilst lower in the cavity there is less velocity diffusing down and 
the turbulent regime develops. As long as there is a turbulent flow somewhere in the cavity 
there will be fluctuations in the velocity as seen in the plots, but only the streamline figures 
can currently tell the full story for its location within the cavity. 
4.3.5 Model parameter - 7r, 
The parameter 1r, is one which affects the strength of the extra stress provided by the friction 
stress tensor 7r. Increasing the value of this parameter has the effect of increasing the strength 
that the nonlinearities in the Maxwell-model equation have on the flow velocity. 
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Figure 4.38: Velocity streamlines and the shear stresses and normal stress differences for 
lte = 0.5, other parameters from table (4.5). 
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Figure 4.39: Velocity streamlines and the shear stresses and normal stress differences for 
n, = 4.0, other parameters from table (4.5). 
Figure (4.38) shows a flow simulated with a low value of -7re, whilst the flow does not look 
quite like the laminar solutions that have been seen before, its average velocity plot in figure 
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(4.40) and its velocity fluctuation show that it is a stationary solution, and hence a laminar 
flow. There is a faint low magnitude structure in the stress plots (N1 and N2), which would 
be the cause for the weird flow profile, but this is it not irregular in time and therefore does 
not produce turbulent flow. Increase of the parameter 7r, to higher values means that the 
Maxwell-model contribution is significant enough to distort the flow profiles. Here the large 
Ni components is seen to be the cause of the secondary flows. 
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Figure 4.40: (a) Average cavity velocity (b) velocity distribution and (c) velocity fluctuation 
results for various values of 7r,. Other parameters from table (4.5). 
In figure (4.40) the gradual increase of 1r, results in higher average cavity velocities, along 
with a positive shift in the peak of the velocity distribution. The velocity fluctuations also 
increase linearly with 7r, from zero. 
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Figure 4.41: Velocity autocorrelation data for various values of 7r,., in (a) . r-direction and (b) y-direction. Other parameters from table (4.5). 
The autocorrelation plots for x and y spatial directions reveal that there can be a difference 
between correlations in different directions. For example, 7r,. 0.5 has small sire features in 
the x-direction, but large features in the y-direction. 
Clearly the parameter 7, is very important for the modelling of this phenomena. Just 
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H... GTe f vo 
1.0 0.1 0.2 1.0 0.1 1.0 1.0 1.0 
Table 4.5: Parameter values held constant for investigation of 7rß. 
how much of an effect the extra stress 7r has on the flow is controlled by this parameter in 
combination with the next one H. As would be expected from this parameter very low values 
mean that the system just responds in a Newtonian way with a laminar response. The near 
linear dependence of fluctuation on this parameter is one that would be expected. 
4.3.6 Model parameter - II,, 
The parameter H,, changes the strength of the linear (Newtonian) features in the model. It 
is essentially an extra control of the viscosity of the fluid, and in the homogeneous model 
corresponds to the high frequency second Newtonian viscosity. A number of simulations are 
run with different values of H,,, with other parameters fixed according to table (4.6). 
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Figure 4.42: Velocity streamlines and the shear stresses and nornial stress differences for 
H,,,, = 0.5, other parameters from table (4.6). 
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Figure 4.43: Velocity streamlines and the shear stresses and normal stress differences for 
H,, = 4.0, other parameters from table (4.6). 
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The higher in magnitude H,,, is, the more the laminar-like the flow solutions become. 
Figures (4.42) and (4.43) show two examples where a turbulent flow is produced for low Ha 
and then a more laminar like flow for the latter plots with high H. The distinguishing feature 
of the spatial inhomogeneities in the N1 stress plot is the best indicator of this, with clear size 
scale differences. 
Figure (4.43) is also interesting because of the four stacked vortices rotating in opposite 
directions in what appears to be a steady solution in time. This is just one of the many features 
that could warrant further investigation. 
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Figure 4.44: (a) Average cavity velocity (b) velocity distribution and (c) velocity fluctuation 
results for various values of H,,. Other parameters from table (4.6). 
Analysis of the velocity field confirms any conclusions from looking at the individual slices. 
Increasing H... lowers the overall average cavity velocity, and decreases the fluctuations of the 
velocity. This behaves just like gradually increasing the viscosity of the solution, whereby 
the overall speed of the flow slows as expected, and any fluctuations become more and more 
damped. In general, the autocorrelation plots show that the smallest eddies grow in size as 
H,, is increased, as with the largest eddies. 
1.5 
oi .y 
u 
{.. ý 
O 
=O. 5 
cC 
n 
ý_ 
X [-] 
"0 24 6 
1.5 
C 
Oý 
« 
ce 
ccco 
0.5 
cd 
8 
(h) 
z 
Y [-] 
H =0.5 
H=1.0 
- 11 =1.5 
11 =2.0 
11 =2.5 
11 =3.0 
11=3.5 
ti =4.0 
If =4.5 
H-=5.0 
Figure 4.45: Velocity autocorrelation data for various values of H. , 
in (a) i-direction and (b) y-direction. Other parameters from table (4.6). 
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;. A* 1pR V0 Gref 7,. 
1.0 0.1 0.2 1.0 0.1 1.0 1.0 4.0 
C 
1.0 
Table 4.6: Parameter values for investigation of H,,, 
Just as with the previous parameter (7r(. ), H,,, is also important for selecting the regime of 
behaviour to study. Too large a value and no matter what other parameters you choose in the 
extra stress, the flow will always be laminar. 
A* 
0.1 0.2 
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0.1 1.0 
Gre f 
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4.3.7 Velocity profiles 
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A velocity profile taken across the cavity will reveal the flow profile in one dimension. This 
will be useful for comparison to other calculations or to experimental data. 
Such a profile also provides a method of visually checking that boundary conditions are 
satisfied, and the response of the fluid in the boundary layer. 
A laminar flow profile using parameters Vo = 1.0 H, ý = 
1.0 p=1.0 G,,, f=0.0 at a 
time snapshot t= 15 shows the components of the velocity vector across each direction. Here, 
Gre f=0 is equivalent to switching off the extra stress tensor. The slice is taken at the midpoint 
of each side and shown in figure (4.46a). This shows that the boundary conditions are indeed 
satisfied, and the results are smooth. The inain curve for vz in the y-direction is one that could 
be used for comparisons to check if the laminar flow profile is of the correct form. 
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Figure 4.46: (a) Laminar & (b) Turbulent flow velocity profiles taken at slices through the 
middle of the cavity, showing smooth fields adhering to the boundary conditions imposed at, 
the cavity walls. 
A turbulent flow profile snapshot is taken in figure (4.46b), at time t= 15, using parameters 
from table (4.7), with the inclusion of the extra stress tensor by G,., f=1. Here it is visible 
that the results are still smooth and there are no irregularities, but the behaviour is more 
dynamic than that of the laminar case as expected. The profile displayed varies as a function 
of time. Here it is confirmed that boundary conditions for the velocity are indeed satisfied. 
The turbulent flow excites all of the velocity components in each of the spatial dimensions 
unlike the laminar case. 
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Table 4.7: Parameter values for the turbulent flow velocity profile in figure (4.46h). 
4.4 Chapter Conclusions 114 
4.4 Chapter Conclusions 
In this chapter a phenomenological model for viscoelastic stress is formulated to include the 
full three dimensional hydrodynamics using the Navier-Stokes equations for momentum con- 
servation. These are then solved using computer simulations based on finite difference approx- 
imations and a pressure correction method. The flow geometry is a lid driven cavity flow, 
chosen to study shear induced structures. Essential spatial terms that were not considered in 
previous studies of spatially homogeneous flow (as they were not required), are now included 
to complete the studies of inhomogeneous flow. 
Model parameters are investigated for a range of values to discover two main flow regimes. 
A laminar-like single vortex develops which gives way to turbulent-like flow when parameters 
are changed. These flows are visualised using streamlines of velocity fields and intensity plots 
for stress components. Statistical analysis of the flows are used to give measures for turbulent 
properties. Such measures lead to the conclusion that the flows are indeed turbulent in nature, 
having many different size scales and chaotic like dynamics. It would be interesting to correlate 
the parameters ic, A* and Ire in time-dependent responses, with that of homogeneous plane 
Couette flow, in particular the tumbling parameter from [61]. At least from first observations, 
the parameter A* correlates well, especially when relating figure (4.21c) with figure (2.6a); the 
cut-off point is A* %. 0.5 in each case. 
The importance of a stress diffusion term is also displayed, not only for stability, but also 
to determine the size scale of any features that evolve. The main focus was on the parameter 
A* due to its effect on the potential term and the nonlinear terms. This parameter can be 
seen to `switch' turbulent behaviour on when the regime of low values (corresponding to high 
nonlinearities) was selected. 
The onset of turbulence appears to be triggered by regions within the cavity where the 
local rate of strain corresponds to unstable solutions for ir. More specifically the rate of strain 
must be low enough to relate to a oscillatory or chaotic response from figure (2.8) in chapter 
2. When the other parameters are chosen appropriately, this instability in the stress is then 
large enough in magnitude to overcome the viscous damping forces and results in secondary 
flows which are irregular in nature and have time-dependent properties. This is confirmed 
when increasing the lid speed, whereby the local rate of strain (and the Re number) increases 
globally, and the response of r from figure (2.8) is to be steady state. This result agrees with 
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the many other studies of elastic turbulence and it's occurrence only at low Re [5,134,135]. 
This work presents a 'proof of concept', allowing for future studies of this phenomena to 
be investigated. It would be interesting to study how energy is dissipated in the cavity so that 
an analog could be formed with the work by Kolmogorov [136] for inertial turbulence scaling. 
Kolmogorov theory relates to large vortices being unstable and continually breaking up into 
smaller ones until viscosity can dissipate the energy. The statistics of these small size scales 
should be universal for all inertial turbulence, while larger vortices are strongly affected by flow 
geometry. For very high Reynolds numbers Kolmogorov hypothesised a unique length scale 
can be determined by the viscosity (ii) and the rate of energy dissipation (e), 
(7 g)1/4 
c 
(4.51) 
The velocity auto-correlation statistics calculated already begin to indicate that small size 
scales (A f) are linked to parameters such as viscosity and rate of strain (lid speed), but from 
the results in this chapter its dependence is unclear. More work needs to be done in measuring 
and correlating these size scales. Links should be made to the experimental and theoretical 
work by Burghelea et. al [125] which already reveal many power-like dependencies for the 
elastic turbulence regime. 
This geometry, although computationally simple, is not helpful towards analysis due to the 
inability to isolate features such as the effect of containing walls. Future simulations of this 
geometry should look to changing the aspect ratio to approach a plane Couette type of flow. 
Chapter 5 
Mixing Through Elastic Turbulence 
Combination of two or more different materials results in a new material with new properties. 
If the starting materials are miscible, then a single phase will be formed from a mixing process. 
The infinite possibilities available for material properties as a result of mixing is a huge benefit 
for engineering and manufacturing industries. The ability to customise and tailor a material 
for a very specific use, is of huge desire for many industrial processes. 
In industry, mixing can be achieved by a number of different methods, however mixing can 
still be very much an art based on experience rather than science [137]. There is pressure with 
the current economic and industrial situations to change this, so new and better methods of 
mixing are always sought after. 
Mixing mechanisms are essentially a combination of mechanical movement (from a mixing 
tool) and the resultant deformation and flow induced in the material. A combination of three 
factors affect mixing; diffusion, convection and bulk movement. 
Molecular diffusion is a result of random Brownian motion processes, diffusing down the 
concentration gradient. This is a very slow affair, however if one waits long enough a uniform 
mixture will eventually be created, but in practice this takes far too long to be useful. More 
useful are velocity and eddy diffusion effects present in faster moving and turbulent flows. 
Advection is a motion created within the fluid, by the influence of external forcing such as 
stirring. This causes motion some distance from the forcing, and flow patterns in most mixing 
applications are a result of the inertial effects imparted by the stirrer. The creation of vortices 
is an important part of the mixing process [138]. Experimental evidence reveals that mixing 
is much like an aggregation process [139] as elements stretch and coalesce. 
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Bulk movement combines all the mechanisms of mixing which physically separate, inter- 
sperse and mix materials. In very thick (high viscosity) materials it is very hard to attain a 
turbulent flow, so only by brute force stretching and folding can the mixing be achieved. 
There are many types of mixers, such as axial-flow impellers, radial-flow impellers, paddle- 
type impellers, high shear agitators, helical ribbons, kneaders, pugmills, etc. and for each 
one it is necessary to consider the power requirements to find the most efficient mixer for a 
particular fluid. 
Thus the rheological properties of a material plays a big factor in how well it will mix. 
When mixing rheologically complex fluids the resulting advection patterns can be difficult to 
predict, and determining an efficient mixing design can be hard. For example, plastic fluids 
can pose significant problems during mixing [140], the fluid in the high stress region around 
the impeller is fluid-like and highly mobile, while away from the impeller where shear stresses 
are low, the fluid may be stagnant if the yield stress is not exceeded. 
Viscoelastic effects, such as rod climbing and normal stress differences, play a big role in 
the mixing of rheologically complex fluids. Flow reversal effects are dependent on the Reynolds 
number and Weissenberg number and determine whether the forces of elasticity, viscosity or 
inertia dominate. The role of elasticity in mixing is one that is only just being realised. 
Polymer additives can be used to tailor viscoelastic properties in fluids. This has been 
shown experimentally to provide efficient mixing at low Reynolds numbers in steadily forced 
systems [134,141]. It is found that the competition between elastic and viscous forces generates 
self-similar mixing, lobe transport and other characteristics of chaos [142]. 
Polymer liquids in confined flows have been explored in a torsionally driven cavity [143]. 
The elastic forces were explored and found to dominate over viscous forces, to create chaotic 
or turbulent flow, when dimensionless numbers Re and Wi were appropriately chosen. The 
driving mechanism was identified as the non-zero primary stress difference which causes elastic 
forces to act in the opposite direction to the inertial centrifugal force for swirling flows, dra- 
matically altering the secondary flow field. Instabilities created by the stress field were also 
mentioned as a cause for irregular chaotic flow. 
Time periodic cavity flows can also be used to excite the turbulent behaviour in non- 
Newtonian flows to aid mixing. Theoretical work using the Carreau model [144] reveals that 
in a cavity flow (much like the one in the previous chapter), the non-Newtonian behaviour of 
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a fluid can be used to create efficient mixing action for small values of the Reynolds number. 
Modelling of mixing in non-Newtonian fluids is not quite so well studied. There are only 
a few examples of the phenomena being studied, such as [145], where viscoelastic effects are 
examined in eccentric cylinders. The presence of shear-thinning viscosities had a large impact 
on the results giving much better mixing. 
It is the purpose of this chapter to explore the use of the elastic-turbulence-like regime 
revealed in the previous chapter for mixing applications. The type of mixing proposed will 
utilise the special properties of certain viscoelastic materials to create a kind of self-mixing 
action instead of any kind of energetically costly agitation technique. 
The possibility to achieve turbulent states for arbitrarily small Reynolds numbers is clearly 
very important for mixing related applications in micro-channel flows [135,146], where mixing 
efficiency is limited by the practical difficulty of reaching large Re. 
It is important to stress the fact that I will not modelling a real mixing process, but instead 
investigating how a single material would mix under the influence of the turbulent velocity field 
created by the flow. Passive mixtures are utilised, so the feedback of mixing on fluid velocity 
is neglected. 
5.1 Measuring Mixing Effectiveness 
To determine the effectiveness of a mixing process it is essential to be able to measure the qual- 
ity of mixing. In experiments, one method used to visualise flows could rely on the observation 
of the motion of particles or dye in a transparent fluid, however many industrially important 
fluids are opaque and such methods are not applicable. X-ray cine photography techniques 
have been developed allowing for flow visualisation of opaque fluids [147]. 
In the following I try to identify two main quantities that should be determined; the current 
mixing inhomogeneity at a snapshot in time, (how mixed passive concentrations are) and how 
good the spatially and temporally varying velocity field is at mixing (measure of chaos). 
5.1.1 Massless Tracer Particles 
By releasing "perfect" tracer particles into the flow, the time-dependent nature of the flow can 
be visualised by the paths taken as they are advected. These tracers, which are assumed to 
have exactly the same flow properties of the containing substance, are allowed to follow the 
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material around freely, but are only influenced by the velocity field in the material. In this 
way the tracers do not affect the flow in any way, merely providing a way of recording and 
displaying its history. 
A similar technique is used experimentally, but there are restrictions on what can be used 
as it is very unlikely that a perfect tracer can be found. Adding any foreign particles to a 
material can change its properties, the idea is to find one which has the least effect that is 
still distinguishable and measurable from the main substance. Often radio-isotopes [148] and 
high-frequency ultrasonic imaging [149] are used to obtain information about fluid flow. 
Following the trajectories of many massless particles which are released in the velocity 
field is a simple but effective method of observing the evolution of flow. This also can pro- 
vide statistical information about the way a flow can disperse and mix, by analysing particle 
distributions. 
There are a number of ways to model tracer particle advection [150]. The method chosen 
uses the full 3 dimensional velocity field v= v(x, t) which is computed and available for 
analysis at each time step in the solution. If a massless particle is placed at a point P in this 
field, then its path is given by the solution of dx/dt = v(x, t) with x=P at t=0. The 
required velocity is found using tri-linear interpolation (F) using the values at the grid points 
of the solution nearby. 
With a simple Euler time advance, the particles new position P' can be estimated with 
time increment At as if it were in the flow using, 
P'=P+vOt. (5.1) 
The path traced by such a particle provides a good method of visualising the time dependent 
nature of the equations. As mentioned before, many independent particles can be added to 
give a global picture of the flow, like a long time exposure photograph of illuminated fluid 
particles. 
A measure of the mixing can be obtained by releasing a small cluster of particles in a part 
of the cavity and then monitoring their evolution. The distribution of points can be measured 
by the standard deviation of the distances of each point from the mean center of all points. 
In equation (5.2) the standard deviation s(t) is calculated using the position of each particle 
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ri(t), from the center average r(t) of N points, 
s(t) =1ý 
1N 
N 
ý(ri(t) 
- r(t))2 . 
i. =1 
(5.2) 
Following the evolution of this standard deviation as a function of time (s(t)), will show 
which flows 'disperse' the particles in the fastest time. It is also possible however, that the 
turbulence will compress/converge the group of particles as well as expand/diverge them during 
the course of the flow. Turbulent diffusion means that points in turbulent flow, on average, 
tend to move apart[151]. 
5.1.2 Lyapunov-like measure 
A good review on the kinematics of mixing can be found in [152]. Efficient mixing processes 
have good stretching and folding of fluid elements, so material filaments are placed in the fluid 
to study stretching. 
A fluid filament is defined as a one-dimensional length of fluid which is specified by the 
location of its end points. These end points are treated as massless particles and evolve during 
flow using the methods outlined above for massless tracer particles. 
Filaments of length IdXj are initialised, and at time t its new length IdxI can be used 
to calculate a Lyapunov exponent AT corresponding to the starting orientation Mi around a 
starting location X, 
aa(X, Mi) = lim I 
tln ldxl ýJ 
. 
t -+oo 
L\I 
IdXl --+ 0 
(5.3) 
It is the sensitivity to initial conditions, present in chaotic systems, that this exponent tries 
to measure. Normally there are N" Mi Lyapunov exponents in an N-dimensional flow, each of 
which could be a different value. If one of the exponents (Ak) is non-zero then, 
ldxl szzý IdX lexp(akt) , (5.4) 
and the length of the filament increases exponentially with time. The long term average at 
many points within the cavity will provide a measure for the flow. A flow which is better at 
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mixing would be expected to have a larger value for this Lyapunov exponent. 
A similar experimental technique has been developed recently for studying turbulence in 
elastic turbulent flow [153]. 
5.1.3 Binary Concentration Mixing 
Much like experimentally adding a dye to a mixing fluid flow, a process of modelling the 
dispersion of a passive concentration can be performed theoretically. This method is modelled 
by a scalar concentration which is applied to a volume of fluid evolving under the velocity field, 
with an added diffusion effect. The important aspect of diffusion was not covered by any of 
the previous methods outlined. 
A binary fluid is created by assigning concentrations to parts of the fluid. These concentra- 
tions are then allowed to mix as the flows are simulated, but do not create any flows themselves, 
hence being passive. 
This is a very visual method, which also allows for the identification of areas of unmixed 
stagnant regions. These are highlighted as regions of the cavity where the mixing action does 
not reach and whatever initial concentration remains. 
Modelling of this concentration is carried out as the simulations are being performed, but 
could equally be performed afterwards if the full velocity field information is retained at each 
time-step. The advection of a passive scalar ¢ by an incompressible velocity field v is described 
by, 
äý+ 
(v ' °)0- D, °2ý - °' (5.5) 
where D, is a diffusivity constant. Here, 0 is a concentration quantity between 0 and 1, 
which will be transported around the cavity and also allowed to diffuse. By initialising the 
concentration within the cavity in volumes it will be possible to study the mixing as a function 
of time. 
If some initial concentration is left in a cavity with no external forcing, e. g. zero velocity 
field, then diffusion alone will provide the only mixing action. The act of diffusion on its own 
provides a base measurement for comparisons. Any velocity field which adverts the concentra- 
tions will speed up the mixing process by moving regions of concentrations to different parts 
of the cavity. In mixing flows, the process of stretching and folding of fluid elements is the key 
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to efficient mixing. 
This method is found to give nice results when D, is low enough that the features don't 
just diffuse away too quickly. This technique is simple to include in programs, but lacks some 
of the resolution of more advanced adaptive front tracking techniques [154]. 
To gauge the mixing of the passive concentration it is necessary to measure statistical 
properties of the scalar field distributed through the cavity, as a function of time. 
The ideal end result will be a homogeneous mixed solution throughout the cavity. The 
value of this homogeneous mixed concentration c5,,, depends on the total amount of passive 
tracer added at the start of the process. As no concentration is added or lost, an averaging 
over all grid points at the time of initialisation t8 will give the value ¢,,,. 
At each time step during the mixing, the deviation cd of the concentration at each grid 
point Op from the homogeneous concentration Om is found from, 
Od=l0p-Oml 
" (5.6) 
The average value of 4d throughout the cavity will give an indication of how unmixed the 
concentration is. The temporal evolution of this quantity will reveal how efficient each mixing 
scenario is. 
5.2 Results 
Numerical simulations are performed using the methods outlined in the previous chapter. 
Three dimensional velocity fields are calculated and then analysed to explore various mixing 
properties. In each case the cavity size is a cuboid fixed in size LXLxL with L= 10, using 
k=0.1 and h=0.001, this section will explore the results of numerical simulation for different 
model parameters. The resulting grid of 100 points in each direction provides good resolution 
for resulting plots and statistical analysis. A decrease in the time step was also required to 
satisfy stability condition, as outlined in the previous chapter. 
The initial distribution for the passive binary solution added to the cavity is chosen to be 
that of 4=1 in half of the cavity split along the x-axis as shown in figure (5.1), the rest of 
the cavity is assigned O 0. 
The starting location for tracers will be specified in two ways. Firstly, for a visual picture 
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Figure 5.1: Illustration of the initial distribution of a passive concentration within the cavity. 
of the velocity field, a random spread of tracers will be used throughout the whole cavity. This 
can help to identify stagnant regions. Secondly to treasure s(t) a small cluster of 100 particles 
will be released as a ball in the center of the cavity. 
5.2.1 Diffusion Mixing 
The process of diffusion alone will always mix miscible fluids, but this is a very slow process 
and in these simulations depends on the value of the diffusion coefficient D, which is used. 
The diffusion process is not under investigation here, but the results provide the underlying 
minimum level at which the mixing should occur. The results in the next sections can only 
improve on this base-line as they will include an adverting velocity field. The aim is to 
investigate which flows provide the best mixing action. 
A simulation with only the diffusion process is shown in figure (5.2) by setting the lid 
velocity to zero (V0 = 0). The two concentrations are observed to very slowly inix over time, 
with the mixing only occurring at the boundary between the two concentrations - diffusion is 
along the concentration gradient. 
1 
Figure 5.2: Diffusion mixing process with no lid plate velocity (V0 = 0.0). Model parameters 
H, = 1.0,7r, = 0.0 and D, = 0.05. The time increment between snapshots is ti. o 
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The temporal evolution of Od in this simulation is plotted in figure (5.3). Here the slow 
and steady mixing action arising from diffusion can be seen. If enough time elapses the two 
concentrations will of course fully mix, so by extrapolating this line to find the x axis intercept, 
the total time to reach a homogeneous distribution is found to be of the order t= 103. 
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Figure 5.3: Evolution of mixing measure Od(t) for the example of a diffusion mixing simu- 
lation displayed in figure (5.2). 
The rate of diffusion in real fluids depends on a number of factors such as temperature, 
density, molecule-molecule interactions, etc. 
5.2.2 Laminar Flow Mixing 
The laminar flow profile creates a single vortex inside the cavity. This itself provides a lllixiug 
action as the fluid elements are stretched and folded. An example of this single-vortex nlixing 
action can be seen in figure (5.4). Here the single vortex is very clear and the spiral-like mixing 
that occurs as a result. Snapshots are taken a At = 2.0 increments. The temporal evolution 
of Od for this flow is plotted along with the one for diffusion alone in figure (5.5). 
This flow is a vast improvement over the process of just diffusion alone, as can be seen in 
the plot for Od in figure (5.5). The reason for this is the advection of concentration created by 
the moving fluid driven by the top plate. This creates the much needed stretching and folding 
action required for good mixing. However, it is apparent that the concentration is trapped by 
the streamlines and hence mixing is still poor. 
Releasing tracer particles into the flow shows how the vortex advects the fluid within the 
cavity, as is shown in figure (5.6). The particles all follow the vortex around, the ones in faster 
parts of the cavity move quicker than others, also add in to the mixing. As the flow is in 
steady-state and does not fluctuate with time, the particles trace out the path seen in the 
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Figure 5.4: Laminar flow mixing a passive scalar quantity using model parameters H, -- 1.0, 
7r, = 4.0 and Vo = 1.0. Snapshots are taken a At = 2.0 increments. 
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Figure 5.5: Evolution of q d(t) for the example laminar mixing simulation displayed in figure 
(5.4). For comparison the diffusion case is also shown. 
streamline figure (4.9), produced in the previous chapter for laminar flow. 
Increasing the top plate velocity by increasing Vº has the effect of speeding up the vortex 
inside of the cavity. This extra velocity results in a speed-up of the mixing process. Ii figure 
(5.7), Oc1(t) is calculated for a number of different values of Vº. As the figure clearly shows, 
increasing the vortex speed has the effect of increasing the rate of mixing. The stretching 
part of the mixing process happens at a faster rate in quicker flows, Ile""- t he concentration is 
advected around the cavity faster. The expense of having a faster moving plate is that, extra 
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Figure 5.6: Tracer particle evolution within the cavity for the example laminar mixing 
simulation displayed in figure (5.4). Starting points (red) are a selected as a random spread. 
energy must be used to drive the mixing apparatus. 
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Figure 5.7: Evolution of Od(t) for various plate velocities V, during laminar flow. Increased 
plate speed results in a faster vortex and better mixing properties. 
The largest Lyapunov exponent calculated for this flow was 0.002. This is very low and 
practically zero, which would correspond to a stable periodic orbit in any other system of 
equations. Initial filament lengths were taken as 3 times the spatial grid step. 
5.2.3 Turbulent Mixing 
In the turbulent-like regime of the model, a much more efficient inixing is predicted to occur 
compared to that of the laminar regime. Figure (5.8) shows an exanºple flow where turbulence 
has developed, revealed through the mixing of a passive concentration. The spatio-temporal 
chaotic behaviour of the velocity is revealed through the various time slices, taken at At -- 2. (1 
increments in time. Different size scales for features call be iclentifiecl, which appear and 
disappear as the simulation proceeds. This creates a very effective stretching and folding 
action, which, coupled with the underlying rate of diffusion results in good mixing. Compared 
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to the laminar flow it is very apparent that this is the more successful mixing flow, the various 
mixing iu('asur('s will he used to back this up. 
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Figure 5.8: Turbulent flow mixing of a passive scalar using A= (1.1, n 0.1, if, 1. (1, 
Ae - 4.0, VO = 1.0, Q=0.2 and D, = 0.05. The time increment between snapshots is 2.0. 
The evolution of 100 tracers released into the flow can be seen in figure (5.9). Here it cau 
be observed that there is a "random-like" motion within the whole cavity - there appear to l)( 
very few, if any, stagnant regions. 
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Figure 5.9: (a) Tracer particle evolution for the example turbulent mixing simulation dis- 
played in figure (5.8). (b) Also shown is the path taken by a small group of 100 particles, 
used for the measurement of s(t). 
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Calculation of the amount of mixing Od(t) is undertaken as the simulation (ýulv( ti, end 
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the result is plotted with those taken from the diffusion and laminar flow simulations in figure 
(5.10a). Here it can be seen that the turbulent flow mixes much faster than both of the other 
methods. 
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Figure 5.10: Evolution of (a) Od and (b) s(t) for the turbulent mixing simulations displayed 
in figure (5.8) and laminar mixing shown in figure (5.4). 
A group of 100 tracers is placed in the flow within a ball of diameter 3 grid units as shown 
in figure (5.9). The statistical spread s(t), defined by equation (5.2), is calculated and plotted 
against that of the single vortex laminar flow in figure (5.10b). Here again it can be observed 
that the irregular chaotic motion found in turbulent flow disperses the particles faster than 
laminar flow. It is interesting to note that for some time periods the flow compresses the tracer 
ball before it expands again. 
The largest Lyapunov exponent measured was 0.12, with the initial filament lengths again 
set to 3 times the spatial grid step. 
Just as the model parameters affect the flow profiles found in the previous chapter, t lºey in 
turn affect the mixing properties of the flow. The main parameter choseii to investigate here 
is A*, which has already been shown to provide a dominant control over the the rheological 
properties of the fluid being simulated. This parameter gives a control over the turbulence 
which appears in the results, and can be used to turn nonlinear features gradually on or off. 
The measurement of ¢d(t) and s(t) from the passive concentration and tracer particles 
respectively can be compared between the different simulations with as seen in figure (5.11). 
Here it can be seen that changing A* has a direct effect on the mixing efficiency, hoth in the 
case of (a) passive concentration mixing and (h) tracer particle dispersion. The best, mixing 
occurs at lowest values of A*, until flow turns more laminar, when the efficiency is therefore 
decreased. 
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Figure 5.11: Evolution of (a) 0(1(t) and (b) s(t) for the various values of A*. Model param- 
eters are the same as those in examples above for comparisons. 
5.3 Chapter Conclusions 
This chapter has explored the role of mixing in turbulent regimes that were found in the model 
solved in Chapter 4. The irregular chaotic three dimensional velocity fields are analysed in a 
passive way to study the efficiency of mixing. These are compared and contrasted to single 
vortex and force-free diffusion mixing processes. 
It is shown that there is a link between the mixing efficiency and the amount of turbulence 
in the cavity, by altering the parameter A*. As was found in the previous chapter A* controls 
the amount of turbulence and velocity fluctuation in the cavity and this then has a direct 
influence on the amount of mixing in this chapter. The more turbulent the flow is, the faster 
a resulting mixing scenario becomes. Quantifying the mixing is hard, but the Lyapunov-like 
measure calculated gives a good indication of the amount of stretching that takes place in a 
time-varying velocity field. The largest value found was to be 1.2 for a turbulent. flow, ccºtupared 
to a value of 0.002 for a laminar flow. Stretching and folding is still present in the laminar case 
due to the swirling vortex, but it is much slower at mixing than that of the irregular velocity 
field, with lots of different size scales and velocities. 
The plate speed required for the single vortex laminar flow to reach the same mixing 
efficiency as a turbulent flow is a clear indication that the power requirements are tnuc1º lower. 
Another question is if such a turbulent flow can be excited when the two (or more) phases 
to be mixed are separate? Some preliminary mixing may be necessary before the required 
viscoelastic properties are obtained. Work with polymers has however shown that only very 
small concentrations are required to significantly change a fluids properties 1130,134. 
If anything, the results from this chapter present another way of visualising the flows 
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which develop in the cavity. Both the massless tracer particles and the binary concentrations 
allow a more accessible view of the dynamics that occur, particularly when viewed as a slide- 
show/movie. The interaction of the different swirling vortices are observed, and many different 
size scales can clearly be seen interacting. 
Chapter 6 
Concluding Remarks 
6.1 Summary of Achievements 
This work presents an investigation of dynamic scenarios resulting from a constitutive model 
for the rheology of complex fluids. The mathematical model includes extra nonlinear terms, 
which are important for describing materials with viscoelastic properties. By tailoring the 
details of the nonlinear terms it is possible to describe different fluid flow properties, with 
different responses to imposed strains. This thesis has explored the range of different solutions 
that could be possible from the model, but no direct link (or tailoring) to any specific fluid is 
made at this point. 
In spatially homogeneous flow conditions of plane Couette geometry, bifurcation scenarios 
are presented and used to reveal that the main route to rheological chaos is through a pitchfork 
bifurcation. One of the parameters controlling the strength of linear terms is shown to be a 
bifurcation parameter along with the rate of strain. 
Oscillatory shearing has been imposed to study responses for further characterisation of 
the materials modelled. Here it is revealed that material flow properties are very dependent 
on the types of nonlinear terms used. In general there is good qualitative agreement with 
experimental findings, with the complex moduli resembling materials such as polybutadiene 
melts, associated polymers, particulate gels, polyurethane, surfactant worm-like micelles, etc. 
These methods of oscillatory forcing can be used in the model tailoring process to fine tune 
parameters. 
Robustness of solutions is probed by imposing an extra noise term on the mathematical 
1121 
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model. In general the solutions were found to be very robust against fluctuations except in the 
the vicinity of instabilities. Some of the fine detail in the bifurcation scenarios observed are 
likely to be destroyed in experiments due to unavoidable noise constraints. 
A new formulation is derived for flows involving the full hydrodynamic interaction, some- 
thing that was missing from previous spatially homogeneous studies. Using the Navier-Stokes 
equations for momentum conservation a lid-driven cavity flow was presented. The full coupling 
to a spatially varying velocity field was needed, and the spatial extension also allowed for the 
important stress diffusion term to be included. Two different flow regimes were identified and 
found to strongly depend on the size of nonlinearities included in the constitutive equation 
for the stress. A laminar flow develops for linear-like flows (A* > 0.6), displaying a single 
stationary vortex in the cavity. The flow becomes turbulent-like when nonlinear terms are 
increased (A* < 0.6), despite the low Reynolds number of the flow. Such a flow is described 
by the phenomena of elastic turbulence [5], whereby elastic stress instabilities overcome the 
viscous diffusion to create irregular secondary flows. 
The effect of this turbulent-like flow is explored for possible mixing applications. Harnessing 
the chaotic properties of chaotic flow aids mixing efficiency, and the feature of low Re flows 
means that energy input is low. A vastly improved mixing scenario was found for turbulent 
flow by measuring massless tracer particles and passive scalar advection. A Lyapunov measure 
was also used to distinguish between good and bad mixing flows. 
6.2 Possible Future Directions 
Bifurcation Analysis 
An extension to the work on bifurcation scenarios can be performed in many ways. Farther 
investigation of the model parameters F and ire is required to complete the picture for this 
model, their effects on the dynamical regimes needs to also be studied. With minor modifica- 
tions different potential terms can be investigated, which would introduce further parameters 
for investigation. The use of isotropic potentials is one example of this [61]. 
At some stage it would be very beneficial to develop a strong link with a specific fluid, and 
try to correlate the irregular flow conditions experimentally. An investigation of bifurcation 
scenarios in experiments would also be required to hopefully confirm the findings of this study. 
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The mathematical model can also be studied under different flow conditions than that of 
plane Couette flow. Extensional flow is possible to develop with an appropriate rate of strain 
tensor, and it would be interesting to see if similar features are present under these conditions. 
Model characterisation 
Future work in this area could again be composed of creating stronger links with experimental- 
ists, such that better characterisations can be made. More comparisons with real fluids will be 
required such that the parameter ranges are tuned for actual flows. In this way the model can 
be used for applications whereby the exciting behaviours seen in this thesis can be realised. A 
further study on the influence of HOO is required in oscillatory flows. 
3D flow 
Investigation of different flow geometries is crucial in this area for further studies. The lid- 
driven cavity was chosen for its simplicity to develop and test the model, but it does not 
represent a flow that is commonly used in experiment or industry. The cavity flow can be 
quite limiting with regards to the types of analysis that can be performed. It makes it harder 
to isolate individual effects because of the bounding walls. As an alternative, the cylindrical 
Couette geometry is a good way to study secondary flows and the shear-banding phenomena. 
That, and the rotating parallel plate geometry are the most widely used in rheometers for 
material characterisation. Such flows would them introduce the ability for easier access to 
experimental data for comparisons. Poiseuille pipe flow should be investigated for transport 
properties, and the effect of such extra stress terms. 
It should be noted, that new flow geometries could also require adaptation of the model 
to different co-ordinate systems. This and the extra complexity for geometries could force 
the need for a different numerical approximation schemes, such as the finite element or finite 
volume methods. It would be wise to look for a way to make the time advance implicit for 
extra stability. 
The use of different boundary conditions for wall interaction could be used to allow a slip 
if the stress at the boundary is above a critical value. This would allow for investigation of 
phenomena such as the sharkskin instability [1551. There is also increasing evidence that the 
no-slip condition may not be the most appropriate for flows where complex fluids are present 
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[1171. 
The calculation of the viscosity of the material was computed in a simple way, and if further 
investigations were to be performed it would be advisable to also explore other methods of 
calculating the viscosity. One such method, based upon the approach by Einstein [156,1571, 
involves computing the entropy production O, r (per unit mass) that is associated with the 
symmetric traceless extra stress. As stated in [60], the entropy production, or heat of friction, 
is given by, 
(8, k 1ý: 
dý 
. B (6.1) 
Here the reference value nkBT has been used for Gre f and m is the mass of a particle. In 
[60], the term ät stands for the corotational time derivative of the stress tensor which contains 
terms which are non-zero even in steady shear. The quantity 6, should be averaged over the 
cavity and time. 
A measure for the square of the symmetric traceless part of the velocity gradient can be 
found by, 
ý-rö+ri+r2+r3+r4. (G. 2) 
and also averaged over the cavity and time. 
The ratio of O, r over E gives the contribution to effective viscosity due to the extra stress. 
The functional dependence of O, r or 8 versus (Vo/Ly)2 might be of interest, as well as 6, r 
versus Such a method is outside the scope of the present analysis. 
In addition to the 5 components of the symmetric traceless extra stress tensor, there may 
be an extra contribution to the trace of the stress tensor, which also obeys a dynamic equation. 
When the relaxation times for the trace part and the symmetric traceless parts are alike, one 
can formulate an additional dynamic tensorial equation for a6 component symmetric extra 
stress tensor. An example is one associated with the configurational tensor (gyration tensor) of 
the porn-porn model [158]. Initial simulations using a model such as this reveal that irregular 
turbulent-like flows are also able to develop. 
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Mixing 
One of the big assumptions in the work presented here is that the mixing is purely passive. To 
extend this work it would be proposed to model the mixture of two phases, where each phase 
has different rheological properties. In this way the interactions between the two will provide 
an extra feed-back into the flow, meaning that the concentrations are no longer passive but 
active [159]. Model parameters such as A* could be coupled to the concentration. 
Appendix A 
Calculation of Chaotic Measures 
A. 1 Box Counting Dimension 
The box counting dimension was first used by Kolmogorov [1601 and is a relatively simple 
method for obtaining a measure of the dimension. Basically one constructs a grid of boxes of 
length R to cover the entire space occupied by the trajectory in the dimension of the number of 
state variables (in this case 5). Then count the minimum number of boxes required to contain 
all the discrete points of the system. As the box size R is decreased, one would expect the 
number of boxes N(R) also to increase. The box counting dimension Db is defined to be, 
RimpN(R) = kR-Db, (A. 1) 
where k is just a proportionality constant. To implement this, Db is calculated by taking 
logarithms of eq. (A. 1) to find, 
_ 
log N(R) log k 
Db xöC 
log R+ log R 
As R becomes very small, the last term in eq. (A. 2) goes to 0, and thus, 
logN(R) 
D6 - Rli ö log R 
(A. 2) 
(A. 3) 
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A. 2 Correlation Dimension 
The box counting method is very simple to apply to data, but it is very computationally 
intense in initialization and also especially with high state space dimensions, as the number 
of iterations required increases exponentially. A computationally simpler method of obtaining 
a dimension was introduced by Grassberger and Procaccia [1611 and is called the `correlation 
dimension'. 
In defining the correlation dimension, a trajectory is allowed to run for a long time and 
collect N data points after excluding some transient period. For each point i on the trajectory 
one looks for the number of points within the distance R of the point i excluding the point 
itself, this number is called Ni(R). Define pi(R) to be the relative number of points within the 
distance R of the ith point: pi(R) = Ni/(N - 1). (Divide by N-1 points due to exclusion of 
ith point). Finally, the correlation sum C(R) can be computed: 
N 
C(R) =N 
Epi (R) 
" 
a=1 
(A. 4) 
Writing in more formal terms, the relative number pi can be expressed using the Heaviside 
step function O; 
O(x) 
0 ifx<0; 
1 ifx>0. 
Using this, 
1 
Pi(R) O(R - Ixi - xjl) º 
? =1ýýýi 
and thus C(R) can be written, 
NN 1 
C(R) 
N(N - 1) 
EE ®(R - Ixi -x fi) " 
3-1 j=1J7ýz 
(A. 5) 
(A. 6) 
(A. 7) 
Often the limit N -º oo is added to ensure that the entire attractor is characterized. The 
correlation dimension D, _ 
is then defined to be the number that satisfies, 
lim C(R) = kRD° , R--+O (A. 8) 
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or after taking logarithms, 
log C(R) 
D, = lim Rýo logR 
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(A. 9) 
It should be noted that in practice it is obviously not possible to take the limit R -º 0 as 
there is always some minimum distance between the points in a finite data set. Choosing a 
value of R less than this minimum means that the correlation sum will equal 0. To avoid this 
a calculation of C(R) for a range of R values is generally computed and then used to measure 
the slope on a logC(R) logR plot for the scaling region of the graph. 
A. 3 Lyapunov Exponents 
This method is a combination of ideas taken from [162,1631. 
Begin by selecting a point a on the attractor by numerically integrating for a period of time 
to pass the transient motion, then select another point b which is distance do away. Advance 
both of these points in time r and calculate the distance between them using the sum of the 
squares of the distance for each variable. The next step is to evaluate, 
An =1og Idl/dal. (A. io) 
At this stage it is required to re-adjust the location of point b so that it is back to distance 
do from the new point of a, but still in the same direction of dl, see figure (A. 1). 
Figure A. 1: Method of Calculation of the Largest Lyapunov Exponent. 
After repeating this calculation N times, the expression for the Lyapunov exponent as an 
average of all the steps taken arises. Typically values of N= 1000, do = 10-8 and 'r =1 are 
found to give good results. 
N 
i1 = NT 
J : An 
' 
i"I 
n=1 (A. ii) 
For the Lyapunov exponent calculations, the choice of N= 1000, do = 10-8 and r=1 is 
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taken. 
Software packages such as AnT [164] may use slightly different methods, but the end result 
is very similar when comparisons between the two have been made. 
Appendix B 
Methods of Stability Analysis 
B. 1 Manifold Analysis 
Method taken from [100]. 
Take a system of n-dimensional first order differential equations, 
ic = f(x), (B. 1) 
where x is an n-dimensional vector and f is a real n-dimensional vector function. Suppose 
that there is an equilibrium point at x= XE (i. e. f(x) = 0), its stability can be examined by 
superimposing a disturbance ý to xE obtaining the perturbed equation, 
ý=f(xE+ý), 
f (xE + ý) can be expanded in a Taylor series around xE such that, 
(B. 2) 
ý= f(xE) + fx(xE)Z + 
Zfxx(xEW 
+... ) (13.3) 
where ff(XE) is the Jacobian of f(x) evaluated at the equilibrium point xE. The stability is 
detected by examining a small neighbourhood of the equilibrium point, so is assumed small, 
and thus successive powers ý2, ý3, """ can normally be neglected. Also f(xE) is zero for the 
equilibrium, so the linear variational equation can be written as, 
= 
f, 
, 
(XEg" (13.4) 
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The stability classification of the equilibrium points of this linear approximation will depend 
on the eigenvalues of fx(xE). If all the eigenvalues have negative real part, then the linear 
approximation is stable and so may be the nonlinear system. For the linear system the stable 
manifold will be the whole of 1R, n and there will be no unstable manifold. For the nonlinear 
system the stable manifold will be a subset of Rn. If any eigenvalue is greater than zero then 
the system is unstable. 
B. 2 Floquet Theory 
Method taken from [100]. 
Consider the n-dimensional system of ODE's, 
Sc =f (X), (B. 5) 
where x is the n-dimensional vector state of the system. If a point in time is chosen from the 
system after the transients have died out, and call this x(0), then the solution is periodic if 
there is a closed trajectory, 
x(T) = x(O). (B. 6) 
The smallest value of T, (T > 0), for which this holds is called the period. Trajectories of 
the differential equation are denoted by cp, 
c '(t; z) solves x=f (x) with x(O) =z. (B. 7) 
Suppose a trajectory starts with perturbed initial vector z* + do, its distance to the orbit 
x* progresses as, 
d(t) = cp(t; z* + do) - co(t; z*), 
z* = x*(O) is used. Measuring the distance after one period gives, 
d(T) = cp(T; z* + do) - cp(T; z*) . 
(B. 8) 
(B. o) 
B. 2 Floquet Theory 
Using a Taylor expansion the following expression is obtained, 
d(T) = 
9`p(T; z*) do + terms of higher order. 
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(B. 10) 
Thus the matrix a Z'Z* has a factor in whether the initial perturbation do decays or grows. 
This matrix is called the `monodromy matrix'. Properties of cp allow another representation of 
the monodromy matrix. cp obeys the differential equation, 
dcp(t; z) 
dt = 
f(cp(t; z)) for all t. (B. 11) 
Differentiating with respect to z gives, 
d aV(t; z) 
_ 
af(t; z) acp(t; z) (ß. 12) ät az - aýo az 
From cp(O; z) =z it is deduced that, 
a`p(ü' z) 
=I. aZ 
(B. 13) 
Thus the monodromy matrix is identical to 4(T) when 4(t) solves the matrix initial-value 
problem, 
4ý = fx(x*)4, i(0) = I. (13.14) 
An important property of the monodromy matrix is that it has unity as an cigenvalue 
associated with perturbations along the orbit. The remaining n-1 eigenvalues determine the 
stability. 
As can be seen the right hand side of eq. (B. 14) varies with x*(t) and hence the Jacobian 
matrix must be available for each t. The way around this is to attach the original ODE system 
and solve the following n+ n2 system , 
x f(x) x(0) 
_ 
x'(0) 
e(0) I 
(11.15) 
The monodromy matrix M= 4)(To) can be determined by numerically integrating this 
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system from t=0 to To. The n2 monodromy matrix can be calculated column wise, as the 
mth column of the matrix M corresponds with the numerical solution of the system with the 
mth column of the identity matrix I as the initial condition. The period To has to be deter- 
mined before computing the monodromy matrix, but this is easily achieved from a preliminary 
calculation of the solution. 
Appendix C 
Pressure, Continuity and 
Incompressibility 
Method taken from [115] and adapted to the current problem. 
If we have generated a velocity field v* by time-advancing the Navier-Stokes equations, but 
without invoking continuity, we need to create a new velocity field v which satisfies continuity 
and is as close as possible to the original field v*. Mathematically we pose this problem as one 
of minimizing: 
R=Z j[v_v*]2d1, (C. 1) 
where SZ is the domain over which the velocity field is defined, subject to the continuity con- 
straint 
0"v=O, (C. 2) 
being satisfied everywhere in the field. By introducing a Lagrange multiplier, the problem of 
(C. 1) is replaced by one of minimising: 
R= 
2f [v - v*]2dQ - 
fý 
a(0 " v)dS2, (C. 3) 
where A is the Lagrange multiplier. The inclusion of the Lagrange multiplier term does not 
have any effect on the minimum value, since the constraint (C. 2) requires it to be zero. 
.I AA 
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Suppose that v+ minimises R, then v+ also satisfies (C. 2). Thus: 
Rmin =2 
fiv+ 
- v"]2dSZ . (C. 4) 
If Rmi. n is a true minimum then any deviation from v+ must produce a second order change 
in R. Thus suppose that: 
V=V++SVI (C. 5) 
where 8v is small but arbitrary. When v is substituted into (C. 3) the result is Rmin + dR 
where: 
SR=JýBv" [v+-v*]dS2-Jýa(V . av)dSZ. (C. 6) 
The term proportional to (Sv)2 is dropped as it is second order. Integrating the last term 
by parts and applying Gauss's theorem give: 
SR=JýSv-[v+-v"+V, \]dSZ+JsX(Sv-n)dS. (C. 7) 
On the parts of the surface domain for which a boundary condition for v is given, it is 
presumed that both v and v+ satisfy the condition there so by is zero there. These portions 
of the boundaries make no contribution to the surface integral in (C. 7) so no condition on \ is 
required on them; however, a condition will be developed below. If 6R is to vanish for arbitrary 
8v, we must require that the volume integral in (C. 7) also vanishes, i. e.: 
v+-v*+0A =0. (C. 8) 
Finally we recall that v+ must satisfy the continuity equation (C. 2). Taking the divergence 
of (C. 8) and applying this condition, we find: 
v2i1=v"V#, 
(C. 9) 
which is a Poisson equation for A. On those portions of the boundary on which boundary 
conditions are given on v, v+ = v*. Equation (C. 8) shows that in this case VA =0 and we 
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have a boundary condition on A. 
If (C. 9) and the boundary conditions are satisfied, the velocity field will be divergence 
free. Of course the continuous operators can be replaced with discrete ones. Once the Poisson 
equation is solved, the corrected velocity field is obtained from (C. 8) and written: 
v+ = v* - VA. (C. 10) 
This shows that the Lagrange multiplier A plays the role of the pressure and also shows 
that, in incompressible flows, the function of the pressure is to allow continuity to be satisfied. 
Appendix D 
Maxwell Model Equation Components 
To complete equation (4.21) the following components Rj, Ks and 4) are required. The R{ 
terms originate from the term wxx ir in equation (4.2), 
Ro 
R1 
R2 
R3 
R4 
Q27C3 +2ý ý, ý1ý'4 
-Q37r2 + 2Q2ý3 + 
"S1174 
, 
Q37r1 - 2Q1ý3 + 2Q2ý4, 
(D. 1) 
ýS227ro 
- f227r1 + 252172 - Q374 
-ýýSZ17r0 - 
2Q171 + 2Si37C3 - 
2%72 
. 
The Ki terms originate from the term r" ir in equation (4.2), 
Ko 
K1 
K2 
K3 
K4 
roýo - 
r17f1 
- r27r2 + 2r37r3 + 2r474 , 
-ro7rl - r17ro + 2V 
3r3ý3 - 2ýr4ý4 
-ro7r2 - r27ro +2 Vr3r37r4 + 2,43r473 , 
2roý3 + 2r37ro + 2ýr1ý3 + 
2ýr27r4 
+ 23r37r1 + 2%r3r47r2, 
2ro7r4 
- 2r4ýo - 2ýr1ý4 + 2ýr2ý3 +2 "'r3ý2 - 2ýr4ý1 " (D. 2) 
Finally, the components from the rescaled potential term (-P'r = A* 7r - 3V 7r +2ir ir : ir) 
are used to form 'P_, 
, Do = A'iro + 2ir7ro - 37ro7ro + 3(7ri -f 7r2) - ý(ý3 `f' 7r2) ý 
(D1 = A*7r1 + 27r7r1 + 67ro7r1 -2V 3-(7r32 - 7rq) 
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4)2 = A*7r2 + 2ýr7r2 + 67rp7r2 - 3Y J(7C3-7r4) , 
4)3 = A*7r3 + 2ýr7r3 - 37ro7r3 - 3f(7r17r3 + 7r27r4) , 
4)4 = A*7r4 + 2iý7r4 - 37rp7r4 - 3v o(7r27r3 - 7r17r4) . (D. 3) 
where _ 7r02 + it + i+ i+ 7r4t t. 
Note, that in selecting a spatially homogeneous plane Couette flow field, the terms in R{ 
and Ki reduce to produce an equation of the form in equation (2.8). 
Appendix E 
Statistical Measures of Turbulence 
The methods below are taken from [1331 and adapted to the current problem. 
E. 1 Fluctuations from the Mean 
The time evolution of the velocity at grid points in the cavity will reveal a lot of information 
about the turbulence which may have developed in the flow. There are a number of measures 
which can be used to characterise a turbulent velocity trace. If the velocity is sampled as vi, 
then the mean value is obtained via, 
n 
vmeanEE 1J=ri m (l/n) E vi. 
i=1 
(E. 1) 
The average of individual fluctuations about v (vl = v1 - v, v2 = V2 - v, etc) will, by 
definition, be zero, 
n 
v=ýli ý(1/n)Z v1=0. 
i=i 
(E. 2) 
However, the mean of the squares of the fluctuating components is not equal to zero since 
all will be positive. This gives a measure of the magnitude of velocity fluctuations about the 
mean, 
n 
(v/)2 ilý(1/n) v$2 . 
i=1 
(E. 3) 
The root-mean-square of this quantity is called the intensity of the turbulence and is often 
E. 2 Velocity distributions 
expressed as the relative intensity by the three quantities, 
(v )21/2/v, (vß)21/2/v, (vz)21/2/i1. 
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(E. 4) 
This is a technique that has been developed to measure fluctuations in inertially turbulent 
flows, but there is no reason why it cannot be implemented for the elastic turbulent flows. 
Both flows show irregular behaviour, and the aim to is gain an indication of how intense these 
fluctuations are. 
E. 2 Velocity distributions 
The distribution of velocity throughout the cavity also gives insight into the flow which is 
occurring. A simple binning of velocity magnitudes from all the grid points will reveal a 
probability distribution for velocity, which can then be normalised for comparison. 
E. 3 Spatial and Temporal Correlations 
An autocorrelation function of the velocity traces can be obtained through the following equa- 
tion, 
!n! 
vl(t)v'(t - T) = Il ýl1/n) vi\tývi(t - T) ý 
{=1 
which is normalised to form a Eulerian timc-correlation coefficient, 
(E. 5) 
9 (T) = v'(t)v'(t --7)-/ (vý)ý " (E. 6) 
Longitudinal and lateral velocity correlations can be formed by correlating space instead 
of time. 
The longitudinal and lateral velocity correlations are calculated by the following, 
f(x) 
9(y) 
v(Wv(ý1 - x)/(v'F, 
v(ý2)v«2 - v)/`v/)2 0 
(E. 7) 
(E. 8) 
where the averaging takes place with respect to time and tt is a base coordinate. To consider 
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A (vx)A 
rI 
(vx)B 
f(r) 
(vy)n 
AI 
T- 
g(r) 
ý(vy) 
B 
Vigure E. 1: Longitudinal velocity correlation coefficient f and lateral velocity correlation 
velocity coefficient g, for two points A and B separated by distance r. 
a large number of points on the same axis it is possible to average all points with constant 
interval xi, i. e. 
i 
v(zi)v(ei - x) 
1ýf 
dZiv(Zi)v(ei +x), 
ýi - ýi ý1 
(E. 9) 
where &i - ýi is the range of values for ýi used in the averaging process. These correlation 
functions f (x) and g(y) can be used to give a length measure of the smallest eddies, of and 
A9, by taking the intercept of the osculating parabola, i. e. 
12 f--2(ax) 
0 
(E. 10) 
as shown in figure (E. 2). Approximate length measures for the size of the largest eddies, Af 
and A9, are given by the area under half the curves of f (x) and g(y) respectively, i. e. 
r 
Af 
00 
=Jf (x) dx. 
4 
(E. 11) 
x 
Figure E. 2: Osculation parabola of the longitudinal correlation coefficient f (2) and the 
micro, or dissipation, scale Af. The same applies for 9(y), to give A9, and in general Af 9k A9. 
Appendix F 
Trilinear Interpolation Method 
A simple trilinear interpolation method is used for field values between grid points. The 8 
nearest neighbour grid points are used in this method. In particular, the velocity field at a 
point Vyy, z between grid points is found by, 
vxyz = Vooo(1 - x)(1 - y)(1 - z) + Vioox(1 - y)(1 - z) + 
Volo(1 - x)y(1 - z) + Voo1(1 - x)(1 - y)z + 
Violx(1 - y)z + Voll(' - x)yz + Viloxy(1 - z) + V111xyz, 
(F. 1) 
where the values for V are obtained in accordance with figure (F. 1), and the values x, v and 
z are distances from the origin for the point Vxyz. A simple scaling and translation is required 
to fit the grid used. 
Voll 
Vloo 
Figure F. 1: Schematic of the trilinear interpolation grid. Scaling and translation is also 
required. 
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