We study the number of flux vacua for type IIB string theory on an orientifold of the CalabiYau expressed as a hypersurface in WCP 4 [1, 1, 2, 2, 6] by evaluating a suitable integral over the complex-structure moduli space as per the conjecture of Douglas and Ashok. We show that away from the singular conifold locus, one gets the expected power law, and that the (neighborhood) of the conifold locus indeed acts as an attractor in the (complex structure) moduli space. We also study (non)supersymmetric solutions near the conifold locus.
similarly consider φ = −1 − 864ψ 6 ), the aforementioned moduli-space integral gives a logarithmic result (constant)1/(lnr + constant) when integrated around |φ| << 1, |1 − 864ψ 6 − φ| << 1. The defining hypersurface for the Calabi-Yau is: 
with h 1,1 = 2 and h 2,1 = 128. This is invariant under Z 2 × Z 2 6 , and using the Greene-Plesser construction, under this modding, one gets the mirror manifold with h 1,1 = 128 and h 2,1 = 2. It is thir mirror that we will be considering, or equivalently, as in [4] , the moduli that can appear at higher orders, are consistently set to zero. Under the symplectic decomposition of the holomorphic three-form Ω canonical homology (A a , B a , a = 1, 2, 3) and cohomology bases (α a , β a ), defining the periods as Aa Ω = z a , B a Ω = F a , such that Ω = z a α a − F a β a . Then, the Kähler potential K is given by: −ln(−i(τ −τ ) − ln(−i CY Ω ∧Ω) = ln(−i(τ −τ )) − ln(−iΠ † ΣΠ), Π being the six-component period vector and Σ = 0 1 3 −1 3 0 .
In the vicinity of ψ = 0 and φ on some regular locus, the period vector Π is given by: Π = −(2πi) 3 4 √ π Γ 3 ( 
Using the numerical values of various quantities, the expression of the Kähler potential excluding the axion-dilaton modulus, is given by: 
where we drop Im(A) ∼ 10 −10 , Im(c 4 ) ∼ 10 −12 and a c 5 |y| 4 z +c 5 |y| 4z term with Rec 5 = 0, Imc 5 ∼ 10 −121 . From (7), one gets the metric:
One then can calculate the curvature 2-form: R m jkl dz j ∧ dzk using that for a Kähler manifold,
So, using the metric of (8), one gets:
One has to evaluate det(R + ω) which means one has to evaluate the determinant of:
One thus gets:
1 Of course ln[−iΠ † ΣΠ] is real -the fact that one gets infinitesimal, but non-zero imaginary parts as well, seems to be an artefact of using Mathematica.
dy ∧ dȳ 0
implying
Now, assuming that one performs the angular integrals first and then the radial integrals in det(R + ω), one sees that the first term in (13) does not give any contribution, and the second term gives
in perfect agreement with the anticipated result of L # three−cycles , L being a positive number (related to
).. For points near the singular conifold locus: φ = 1 − 864ψ 6 , the period vector Π is given Y: 
where w i 's are to be determined as follows. Using [6, 4] , in the neighborhood of the conifold locus:
where
) (φ),
. Now using the Stirling asymptotic series for the gamma function:
, and the following expressions for u ν (φ) for large |ν|:
√ πν e iπν (1 + φ)
one gets the following asymptotic expression for
, where
One can show that c i = (1, 1, −1, −2, 2, 1) [6, 4] . 2 One thus gets:
where f i (φ, ψ) are analytic functions of φ and ψ. Now, the monodromy properties, as discussed in [7, 4] imply that:
This implies w 0 − w 1 = f 0 − f 1 . To determine f i , we use the fact that for |φ| << 1, |ψ| << 1, one can expand f i as: f i = n,m a n,m φ n ψ m [7] . In the neighborhood of the conifold locus, the analytic part of the periods f i (φ, ψ) will be given by: f 0 (e 6ijπ 6 φ), e 2ijπ 6 ψ), j = 0, ..., 5, where
2 If one includes the 1 12z in the Stirling expression for Γ(z), one will get a ln(1 − 864ψ 6 − φ) term in addition to the
In general,
,
Now, from (20), one sees that
which, using ( 
We now do a rescaling of φ, namely, φ =
, where |φ| << |φ ′ | << 1. Now, writing:
from (25) one sees that as required, indeed a 00 = a 10 . Now,
(864) n = 0.0001857 − 0.0001064i.
One thus sees that |a 01 − a 11 | ∼ 10 −7 . Further assuming that |φ| → 0, |x| → 0 :
|φ| |x| → 0, one sees that one can disregard (a 01 − a 11 )φ. Hence, one is able reconcile (20) with (26). Thus, 
Ordinarily, using 
where Σ ≡ 0 1 3 −1 3 0 , and we have considered terms in the Kähler potential up to quadratic in x, φ (and their complex conjugates and the products of the same). Using g ij = ∂ i∂j K (excluding the axion-dilaton modulus), one gets:
Writing
one gets:
. Dropping the metric as compared to the Ricci tensor, as x → 0,
.
One thus sees, that the contribution from the conifold locus to the complex structure moduli space integral dominates over the contribution from points away from the singular conifold locus, as expected. The conifold locus, thus, acts as an attractor in the complex structure moduli space.
Lets now consider the (non)supersymmetric solutions, implying that we look for solutions to:
W being the superpotential, given by:
where one uses that the NS−NS flux H and the RR flux F are given by:
a forming an integral cohomology basis, a = 1, 2, 3. For nonsupersymmetric solutions, W = 0. Now, W = 0 implies
and
Thus, this alongwith the constraint from W = 0 is satisfied for F = H. However, using that the amount of D3-brane charge carried by H and F fluxes is given by
T ΣH, and that F ∼ − * 6 H, one sees that that F = H implies that the compact Calabi-Yau can not support any fluxes and maintain supersymmetry. The condition (36) is not applicable for nonsupersymmetric solutions. The analysis below is applicable for nonsupersymmetric solutions, however for supersymmetric solutions, after doing the analysis below from (39)-(41), one notes that if in F T and H T , one sets F 4 = H 4 = 0, then one can write
) = 0, where ξ i (F /H) are F /H-dependent column vectors. It is understood that equations (39)-(41) are to solved for x, φ in terms of F , H, and these values are to be substituted in the aforementioned condition that one gets from W = D τ W = 0, to get some constraints on F and H.
We now consider D x W = 0.
2 ) (
4 − a
5 + 3 a 
Lets now consider D φ W = 0:
0 + 3a
0 + 3 a
1 + a
2 + a
3 − a
4 − a 
Substituting (40) in (41), one gets a single complex constraint on φ andφ. As part of future work, one could try to solve equations (36) -(41) numerically and perform a Monte-Carlo simulation like [5] .
