Abstract-Recognition of human affective states could be achieved through affective computing via various modalities; speech, facial expression, body language, physiological signals etc. In this paper, we present a noninvasive approach for affective states recognition based on frontal face (periorbital, supraorbital, maxillary/nose and mouth region) thermal images. The GLCM features derived from the PCA of the four level decomposition of 2D-DWT (Daubechies-4 Mother wavelet) and LBP features are exploited to provide useful information related to the affective states. The mean classification accuracy of 98.6% was achieved (SVM-Gaussian kernel). The findings of this study endorse the earlier findings; thermal imaging ability to quantify Autonomous Nervous System (ANS) parameters through contactless, nonintrusive and noninvasive manner for affect detection.
INTRODUCTION
Human behaviors are the manifestation of their emotional states. Emotional reactions are categorized as a set of responses to internal and external occurrences which involve shared contribution of behavioral, cognitive, physiological and neural mechanism to orchestrated desirable responses [1] . The affective states are defined as the psycho-physiological construct that encompasses emotions, feelings, motivational intensities and moods [2] . However, in colloquial language, these terms; emotions, feelings and affect are usually used interchangeably. The essence of human-human interaction involves the integration and controls of affects and cognition. These two neuro-anatomically distinct systems are working together simultaneously, allowing interpretation of the world through cognition while affects help supervise and modulate the cognition in the understanding of the world [3] . In social interaction, explicit and implicit communication plays a significant role in an effective inter-action. Nonetheless, meaningful communication sometimes could not be achieved as the typical modalities of interaction (verbal and body language) might be deterred when dealing with an individual with special needs; Autistic, Asperger, ADHD, etc. [4] . In order to provide an effective engagement with the emotionallychallenged subject, apprehension of their emotional states is highly intrinsic. A robotic system that has the capability of recognizing emotional states and synthesizing proper responses would be beneficial for Human-Robot Interaction (HRI). For decades, issues related to affects importance in the development of autonomous system have been addressed yet little effort has been taken in assimilating affects into the intelligent system. For robotics systems being part of the society, the robots should have the ability to perceive the operator's affective states in response to the robots' actions. Hence, empowering computers and robots to understand human emotions would make human-robot interaction more meaningful. The potential applications of robots that could recognize a person's affective state and respond accordingly to such perceptions are diverse (personal home aids, entertainment robot, rescue and surveillance robots etc.). Recent studies in artificial intelligence and robotics have proven the ability of social intelligence in robots. Over the years, the trend in emotionally and socially aware system research has been escalating which demonstrates the importance of HRI.
Human behaviors are affected by several factors; genetics, social norms, faith and attitude. Some behaviors are deemed to be acceptable while others are not. In most cases, human behaviors can be best expressed through emotional reactions to external stimuli. These can be manifested through speech, facial expressions, body languages and physiological signals [5] (EEG, heart rate, blood flow, Galvanic Skin Response (GSR), etc.). Over the last two decades, progress has been made in affective computing using the Autonomic Nervous System (ANS) parameters for affect detection. Yet, while a significant number of findings have been reported, most of these experimentations used invasive approaches where direct contact between subject and sensor was required. The maturity and evolution of sensing technique have made contact-less and noninvasive ANS responses monitoring possible through the application of thermal imaging which has shown a potential in characterizing the subdivision of ANS [5] . Several studies demonstrate that certain areas of the facial skin have a direct correlation with affective states. During arousal-activation, a subtle rise in facial temperature was detected, particularly in the periorbital, forehead and lip region [5] . Due to its direct involvement in social interaction, the facial area has been chosen for psychological signal measurement using thermal imaging. Besides, the thin skin layer and well exposed nature of the face make the recording of the psychological signals a low-hanging fruit.
In this study, we examined the feasibility of frontal face area for affective states detection via thermal imaging modality. Discrete Wavelet Transforms (2D-DWT) with Daubechie-4 wavelet, Principal Component Analysis (PCA), Local Binary Pattern (LBP) and Gray Level Co-occurrence Matrix (GLCM) were exploited for the feature extraction. The extracted features then utilized to classify six basic emotions; Happy, Sad, Fear, Anger, Disgust, and Surprise [6] . The detail for each steps are delineated in succeeding sections. The remaining part of this paper is organized as follows: Section II presents the Experimental Design which covers the equipment used, subjects and experiment protocols. Section III describes the Analysis (image processing, feature extraction, feature selection, test and validation). Section IV delineates the results and discussion and lastly, Section V, the conclusion.
II. EXPERIMENTAL DESIGN

A. Equipment
The facial thermal infrared images were captured using FLIR Systems T-Series Thermal Imaging Cameras (Model T420) long-wave infrared (LWIR) and streamed to the processing unit through USB connection at 30 frames per second. The T420 thermal camera operates between 7.5 to 13 micrometers spectral ranges with thermal sensitivity (N.E.T.D) of < 0.045 ºC at 30 ºC and thermal accuracy of ± 2 ºC. The internal parameters of the thermal camera were set accordingly. The object emissivity which in this case, the human skin set as 0.98 (widely accepted value) [4] , [7] . The subject distance from the thermal camera was set as 1 meter, the atmospheric temperature and the relative humidity was set as 24 ºC and 50% respectively. The resolution of the camera is 320 x 240 pixels (76,800 pixels). To capture the frontal face of the subject, the thermal camera was placed at eye-level roughly 1 meter from the subject seating. The experimental setup is depicted in Fig. 1 .
B. Subject
A total of 30 subjects were recruited comprising of 15 males and 15 females aged between 21 to 28 years old (mean age: 23 years old) from Engineering School, International Islamic University Malaysia (IIUM). The subjects were reminded not to consume any vasomotor substances (caffeine, nicotine etc.) and drugs prior to data collection day. They were also recommended to have their lunch or any heavy meals at least one hour before the data collection to avoid metabolic effect of digestion. The data collection process consisted of two stages; emotion elicitation and self-report. The data collection process took place at a specific time of the day, for instance, 10 a.m. to 12 p.m. and 2 p.m. to 4 p.m. This allotted time was observed to standardize the data quality and minimize the effect of the circadian rhythm [8] . Subjects were made aware of the objectives, methodologies, expected outcomes, etc. and consented to let their visible and infrared images be published in scholarly publication.
C. Protocol
Throughout the data collection stage, a set of strict experimental protocols was observed. These protocols can be described as follows:
i. The experiment was conducted in a quiet and confined room with relative humidity and temperature were maintained at 50% and 24ºC. Only the subject and the researcher were presented during the data collection session. ii. The subject was requested to seat comfortably in front of the monitor with the distance between the subject and the thermal camera was maintained at 1 meter. iii. A duration of 10 minutes was allocated to the subject to relax and acclimate his/her body temperature with the room temperature before commencing the experiment. iv. The subject was requested to remove his/her spectacle if he/she wore it and to secure the forehead area from any occlusion (hair bang, hijab (head cover)). v. Minimum above neck movement was advised to the subject to avoid out-of-focus images throughout the session. vi. At the end of each session, the subject was required to fillup the questionnaire related to the elicited emotion and rest for 2-4 minutes before elicitation of next emotion took place.
D. Stimuli and Region of Interest
In this study, we employed a set of handpicked audio-visual stimulant from YouTube channel based on the popularity and comments of the viewer. The duration for each stimulant is between two to four minutes. The effectiveness of audio-visual stimuli for emotion elicitation purposes has been proven in various studies [9] , [10] .The selected region of interest (ROI) from the human frontal face area is illustrated in Fig.2 . 
III. ANALYSIS
The analysis of the thermal images is divided into several parts; Image Processing, Feature Extraction and Classification. The flow of the process is depicted in Fig. 3 . 
A. Image Processing
Thermal images are usually spoiled with noises especially one that contributes by the detector (sensor). Nonetheless, by using Focal Plane Array (FPA) detector, the noise introduces mostly insignificant especially in LWIR camera. Through visual inspection, the captured images (FLIR T420) were not affected by lens distortion which normally causes vertical line to appear on the image. Hence, for that reason, the noise filtering step was not being given any treatment in this study. In order to improve the contrast of the acquired images, the images were treated with contrast limited histogram equalization (CLAHE) algorithm [11] . The CLAHE algorithm works by applying the histogram equalization to each equal size non overlapping sub-regions. For a thermal image I, let the M be the numbers of pixels and N be the grayscales in each region. Then, let the histogram value at location (i, j) be defined as h (i, j) (n), where n = 0, 1, 2…, N-1. Hence, the estimate for the corresponding cumulative density function (CDF) scale by (N-1) can be expressed as shown in (1) .
The result from (1) is referred as the histogram equalization. However, this approach causes the region contrast to upsurge to the maximum value. To overcome this problem, a clip limit denotes by β is introduced; which limits the slope of (1) to the desired level. The clip factor, denoted by α is controlling the clip limit. The value of α is represented in percent. The clip limit β is defined as: (2) Where S max is the maximum allowable slope yielded when the clipping factor (α =100%).As the clip factor α increases from zero to hundred, the value of S max is changing within the range of one to S max . The value of clip limit β was set as 0.01 in our experiment. There are three types of distribution options available in CLAHE algorithm implementation; Uniform, Rayleigh and Exponential. The range of clip limit is limited between zeros to one in the implementation. The higher number of this clip limit will result in higher contrast level. The segmentation of the ROIs was accomplished by specifying the location of the bounding box around the intended location; periorbital, supraorbital, maxillary/nose and mouth (Fig.2) .
B. Feature Extraction
For the feature extraction procedure, we employed 2D-DWT, GLCM and LBP to extract unique features from the thermal images. The details for each feature extraction method is delineate below.
1) Discrete Wavelet Transform (2D-DWT)
The DWT based feature extraction has been widely exploited in the area of machine vision for object detection and recognition. The implementation of 2D-DWT to an image produces four main components known as approximation coefficient (cA), vertical coefficient (cV), horizontal coefficient (cH), and diagonal coefficient (cD). Most of the time, the computation of the coefficient distribution over the selected wavelet can be used as a mean to extract key features from the image. In this study, we employed 2D-DWT on thermal image with Daubechies-4 Mother wavelet with four level of decomposition. By increasing the number of decomposition level, the size of the wavelet coefficient decreased-smaller features size. The resultant coefficients 
2) Gray Level Co-occurrence Matrix (GLCM)
GLCM is a feature extraction method use to describe the texture information encoded in an image. The algorithm characterizes second order statistical features of an image by computing how often pairs of a pixel with specific values and in a specified spatial relationship occur in an image. The matrix contains the conditional joint probabilities of all pairwise combinations of gray levels given at a particular displacement distance (d) and at a particular orientation (θ). The displacement distance (d) is also known as interpixel distance. For each element (i, j), in the resultant GLCM is simply the sum of the number of times that the pixel with value i (row) occurred in the specified spatial relationship to a pixel with value j (column) in the input image. The GLCM is a matrix where the number of rows and columns are equal to the number of gray levels, denoted by G. The element of the matrix, is known as the relative frequency separated by a pixel distance (∆x, ∆y). The probability PR can be defined can be defined as in (3) [12] :
Where, the number of gray level occurrences in row (i) and column (j) is represented by variable , i j C refer to (4).
At a particular instance, at a given displacement distance (d) and orientation (θ), the summation of the denominator in (4) represents the total number of gray level pairs within a window. The features are generated by calculating the features of each one of the co-occurrence matrices obtained from the directions 0°, 45°, 90°, and 135°, then, the average of these values were computed. From the GLCM, four features were extracted; Contrast, Correlation, Energy and Homogeneity.
• Contrast: measures the contrast intensity between target pixel and its neighbor (local variation in gray level). 
• Correlation: computes the join probability occurrence of targeted pixel pairs based on the mean value of GLCM (μ) and the variance of the intensities of all reference pixel (
• Energy: determines the uniformity (angular second moment) by measuring the sum of squared elements in GLCM
• Homogeneity: evaluates the closeness of the distribution of element in GLCM with respect to its diagonal elements.
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In addition to the four features derived from the GLCM (contrast, correlation, energy and homogeneity), we also extracted several others features such as mean, standard deviation, entropy, rms, variance, smoothness, kurtosis and skewness. All these features are extracted from the PCA output of the four level decomposition 2D-DWT. These features are represented as Z stat = (f con , f cor …f rms ...f kur , f skew ).
3) Local Binary Pattern (LBP)
The LBP is a type of visual descriptor which normally employed in computer vision. The LBP adapts the concept of local thresholding based on a grayscale window where n is the number of pixels within the window, N the number of grayscale value and x 0 the center pixel of the window. The working principle of LBP can be delineated as follows:
• The examined window is divided into cells • For every pixel in a cell, compare the value of the pixel with its 8 neighbors in all direction (circular direction-clockwise or counterclockwise).
• Whenever the value of the center pixel larger than that of the neighbors, write "0" otherwise "1". 
C. Classification
In the classification part, we classified the dataset using three classifiers; Support Vector Machine (SVM), k-Nearest Neighbor (k-NN) and Ensemble based classifier. The acquired features dataset with it corresponding label is classify based on it statistical variation for each class of emotion.
1) Support Vector Machine (SVM)
SVM is a machine learning algorithm which learn based on the mapping of input vector x i to classes y i (label). The SVM works by finding the hyperplane that best separate group of features in the features space while maximizing the distance from each class to the hyperplane. For a training data: 
where x i are the support vector, y i is its corresponding class label, K(x i , x) is the "Kernel function" [14] . In this study, we manipulated several kernel types to obtain better recognition result. The types of kernel employed are Quadratic, Radial Basis Function (RBF) and Cubic.
2) k-Nearest Neighbor(k-NN)
The k-NN is a non-parametric method where the input consists of k closest training sample in the feature space. This algorithm works by finding a cluster of k objects in training set which are nearest to the test object. The k-NN was chosen because its decision boundary can take on any form (flexible) which help since the class of emotion derived from the dataset might have some serious overlapping between emotions. The k-NN classifies an unidentified or unlabeled object by measuring and comparing the distance of this unknown object to the labelled object (training set), then its nearest neighbors are assigned. The labels of the nearest neighbors are then assigned to the unidentified object. Let M= (x, y) be the set of training objects and the test objects is defined as v= (x', y'). 
where the distance, [15] . Table I tabulate the parameter of the k-NN classifier used in our test. Three variant of k-NN classifier are utilized to classify the dataset.
The number of neighbors (k) is fixed as 30 for all variant of k-NN classifier. 
3) Ensemble Based Classifier
The working framework of ensemble classifier can be explained from the following sequences [16] :
• The training set is attribute-value vector. In ensemble classifier, the training set must be a labeled dataset. Let x represents the set of input x={x 1, …x i, …x n } and y denote the class variable of target output.
• Base Inducer-it is the induction algorithm that select the training set and form a classifier which represents the relationship (generalized) between the input and target class label. Let I denotes an inducer; the classifier is represented by C where C=I (a). The a parameter is the training set.
• Diversity Generator-in charge of producing diverse classifier.
• Combiner-responsible for combining the classification of numerous classifiers.
For the ensemble classifier, we tested three type of ensemble classifier; Bagged Tree, Subspace Discriminant and Subspace k-NN with number of learners for each ensemble fixed as 100.
IV. RESULTS & DISCUSSION
This paper proposes an approach for affective states detection based on frontal face thermal image. The GLCM features derived from the PCA of the four level decomposition of 2D-DWT and LBP features are exploited to provide useful information for the classification task. The thermal image dataset contains six different expression of emotions derived from 30 subjects. For each subject and respective emotion, 15 images were used for the feature extraction. A total of 2700 images were fully utilized during the classifier training stage.
Three type of classifiers were trained; SVM, k-NN and Ensemble. For each classification task, the 10-folds crossvalidation routine was performed. The classification results for each classifier is tabulated in Table II . From all the tested classifiers, the SVM-Gaussian has outperformed the others with exceptional classification accuracy over 98.6% with 1.4% cross-validation loss. The small cross-validation error reflects the consistency of the classifier across all 10-folds fitting session with minimum mean error. Nonetheless, the SVMQuadratic, the SVM-Cubic, the Weighted k-NN and the Ensemble-Bagged Tree classifier still performed well with mean accuracy over 97%. This experimental results show that the proposed framework is capable of recognizing human affective states derived from the frontal face thermal image. The confusion matrix for SVMGaussian is tabulated in Table III . From Table III , it can be visualized that our approach has resulted in high specificity and sensitivity measure in the classification of six basic emotions which mean the classifier excel in distinguishing the proportion of member and nonmember of the emotion group or cluster. Even though it turns out that the six basic emotions were successfully classified, the proposed framework indeed offers a number of limitations that might be transformed into avenues for future improvement. This approach is deficit in terms of autonomous facial tracking and focusing where the subjects were requested to minimize above-neck movement to avoid out-of-focused images during data collection stage. Besides, the accuracy of the model is reliant on the focused and wellacquired images.
V. CONCLUSION We classified six basic emotions based on Ekman's Emotion Model utilizing the frontal face thermal image. In classifying the six emotions, we successfully achieved 98.6% average classification accuracy with respect to each emotion. These findings support the feasibility and plausibility of thermal imaging based affect detection in the same spirit of which reported by previous researchers. Additional work to ameliorate and circumvent the limitation addressed as well as conducting clinical test with individual who is emotionallychallenged is obligatory to validate this framework recognition ability.
