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ABSTRACT
Proteins are the most versatile among the various
biological building blocks and a mature field of
protein engineering has lead to many industrial
and biomedical applications. But the strength
of proteins—their versatility, dynamics and
interactions—also complicates and hinders
systems engineering. Therefore, the design of
more sophisticated, multi-component protein
systems appears to lag behind, in particular, when
compared to the engineering of gene regulatory
networks. Yet, synthetic biologists have started to
tinker with the information flow through natural
signaling networks or integrated protein switches.
A successful strategy common to most of these
experiments is their focus on modular interactions
between protein domains or domains and peptide
motifs. Such modular interaction swapping has
rewired signaling in yeast, put mammalian cell
morphology under the control of light, or increased
the flux through a synthetic metabolic pathway.
Based on this experience, we outline an engineering
framework for the connection of reusable protein
interaction devices into self-sufficient circuits.
Such a framework should help to ‘refacture’
protein complexity into well-defined exchangeable
devices for predictive engineering. We review the
foundations and initial success stories of protein
synthetic biology and discuss the challenges and
promises on the way from protein- to protein
systems design.
INTRODUCTION
Dynamic networks of interacting proteins are the nuts,
bolts, sensors and microprocessors of any cellular
machinery. Networks of protein assemblies give cells
their structure, provide energy, convert chemicals, sense,
integrate and process information, and build or break
down most other components of a cell. So when the
(arguably) ﬁrst generation of synthetic biologists set out
to construct artiﬁcial feedback loops (1,2), oscillators (3)
and toggle switches (4), why did they not tap into this rich
repertoire of protein signaling? Why was the ﬁrst synthetic
oscillator constructed from an energy-hungry and slow
network of mutually repressive transcription factors (3)
—so slow, in fact, that a single period could span
several cell divisions? Why, for example, was it not
based on protein circuitry from neurons which ﬁre with
millisecond frequencies?
For a long time now, a large community of researchers
has been studying chemistry, structure and function of
proteins as well as their complexes and interactions. This
includes a growing body of experience in protein design
and engineering with a multitude of biotechnological
applications. Evidently, we should thus be ready to jump
from the manipulation of individual proteins to the design
of protein systems—larger assemblies or protein networks
that combine diﬀerent functions. Protein circuits that
integrate sensing and information processing with
biochemical eﬀectors could have enormous impact on
medicine, biotechnology and the way we study and
understand life. Yet, protein engineering has so far been
restricted to an only auxiliary role in the design of
synthetic gene circuits (5–7). The design of evenly
matched, self-contained protein systems appears still out
of reach. What is holding us back?
There are good reasons why the design of increasingly
sophisticated gene networks was—and still is—more
feasible than the development of protein circuits. The
basic rules for the regulation of gene expression are
rather well understood. Ideally, regulative sequences
such as promoters, operators or ribosomal binding sites
are more or less independent both from each other and
from the protein coding region that they control. In
engineering terms, they are (or can be made) ‘uncoupled’.
The logic of gene circuits can therefore be stitched
together from linear pieces of DNA.
In contrast, the complexity and dynamics of proteins
and protein networks still puzzles us. Large-scale screens
continue to turn out long lists of potentially interacting
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Furthermore, many reproducibly veriﬁed physical
interactions may still turn out to be ‘noise’ without
functional relevance (9). Our understanding of even the
best studied signaling pathways is still far from
complete. In fact, the very concept of cascading
pathways may be misleading (10). Information is often
processed through the cooperative re-arrangement and
modiﬁcation of pre-assembled protein complexes (10)
and ‘cross-talk’ (at least in eukaryotes) is the rule not
the exception. Adding to the puzzle is the complexity of
individual proteins. The stability and kinetics of their
interactions is governed by a complex interplay of
atomic structure and dynamics spanning several scales of
length and time (11,12) (Figure 1).
On the surface, all this complexity appears to leave no
hope for the rational design of sophisticated protein
circuitry, at least, not in the near future. Yet, here we
show that eﬀorts in this direction are well underway and
progress is being made. Several recent studies have utilized
the natural modularity of proteins and managed to rewire
signaling networks by the clever exchange and transfer of
individual protein domains. Many more have fused
unrelated domains into synthetic protein switches.
Missing, however, are conceptual frameworks (13,14) for
the design of ‘plug-and-play’ protein devices—devices that
would be mutually compatible and reusable for the
construction of sophisticated multicomponent protein
systems. We brieﬂy review the foundational technologies
that will help us to reach this next level of protein systems
design. We will then document initial success stories in the
rewiring of signaling networks and the construction of
modular protein switches. Our second purpose is to
outline an engineering framework for protein synthetic
biology as it is emerging from these works. The framework
is based on the modularity of speciﬁc interactions, and we
discuss its possible applications and challenges.
FOUNDATIONS FOR PROTEIN SYNTHETIC
BIOLOGY
Synthetic Biology aims to prepare the ground for the
routine engineering of complex biological systems
(13,15). The foundations for a protein synthetic biology
are, in fact, more solid than for many other areas in this
young ﬁeld. A whole industry supports biochemists in the
manipulation and production of recombinant proteins.
Small-and large-scale initiatives provide atomic structures
(16), electron microscopy (17) and other methods yield
pictures of large assemblies and a wide range of
biophysical methods are dedicated to the detailed study
of protein function and dynamics. The experimental
methods are complemented by a rich set of modeling
tools. Quantum mechanic calculations describe fast
Figure 1. Already single proteins are complex dynamic systems but they are open to scrutiny by experimental and computational methods.
Simpliﬁed structures of an enzyme (glycosyltransferase, left) and its inhibitor (right) are shown as ensembles of snapshots taken from molecular
dynamics simulations. The speciﬁc complex of the two proteins is shown in the background together with alternative non-native orientations from a
docking calculation. Binding is governed by diﬀusion but may also require the correct matching of quickly interchanging conformational states.
The stability of the complex is then inﬂuenced by the redistribution of dynamics between diﬀerent protein regions as well as the surrounding solvent
[simulation and docking data taken from (11)].
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Molecular mechanics strategies push the simulation of
atomic dynamics into the microsecond time range (19).
Higher order approximations (18) support rational
design (20), virtual screening for binding partners (21) or
the prediction of structures (22) and assembly geometries
(23). Granted, none of this is easy. On the other hand,
synthetic biologists have the luxury to cherry-pick well-
characterized systems for which these methods actually
work. A protein systems engineer can thus establish a
near-complete chain of information from macroscopic
quantities such as rate constants or stabilities down to
subatomic detail. In contrast, most synthetic biology
projects currently rely on the art of ‘black box engineering’
with only partial understanding of the systems they are
dealing with. Synthetic gene networks, for example,
depend on complex transcription and translation
machineries and are subject to cell-state variation and
other ‘side eﬀects’. Protein-only circuits would be
amenable to a more rational design approach—they
could be optimized in vitro and be tested in solutions or
extracts of increasing complexity before being employed
to actual cells. RNA-based devices (24) or DNA
computation systems (25) may oﬀer similar levels of
control and, like in natural cells, DNA, RNA and
protein devices could in some future complement each
other in synthetic systems (15).
The engineering of individual proteins has matured into
a full-ﬂedged scientiﬁc discipline with important
applications. Traditionally, this ﬁeld had been dominated
by directed evolution methods which pan large pools of
proteins with partly randomized sequence (26). More
recently, computational protein design methods are
becoming increasingly successful at the structure-based
engineering of protein folds, interactions and activities
(20). A combination of both approaches has recently
culminated in the de-novo design of two enzymes (27,28)
with novel activities that are not found in nature.
Increasingly though, protein engineers shift their attention
from the manipulation of residues within individual
globular proteins to the recombination and fusion of
whole protein domains (29–32).
THE FIRST STEPS INTO PROTEIN SYNTHETIC
BIOLOGY
Cells process information through networks of large
dynamic protein assemblies. The complexity of these
systems is kept in check by natural modularity. Catalytic
activities, their inhibition, conditional localization and
interactions with other proteins are often split up
between independently folding protein domains (10,33)
which are interspersed by unstructured regions and linear
motifs (34,35). Rational tinkering with this domain
composition has led to some surprisingly straightforward
cases of cellular re-programming. Most of this work has
already been very well analyzed in dedicated reviews
(36,37). Here, we aim to extract common themes that
may reveal the contours of a general engineering
framework for protein synthetic biology.
Pathway rewiring with adapters and scaﬀolds
Scaﬀold or adapter proteins co-recruit signaling
components, for example, kinases and their substrates,
into functional assemblies (33,37,38). They thus channel
signals through networks of overlapping and cross-
reacting ‘pathways’. A series of domain swapping
experiments established the crucial function of scaﬀolding
within the yeast MAP kinase signaling networks (39–42).
This seminal work is summarized in the Appendix and the
most recent experiment is described in Figure 2A.
The success of these studies seemingly conﬁrms that
scaﬀold proteins act by physically tethering each kinase
to its subsequent substrate, as shown in Figure 2A. Yet,
this intuitive ‘cis model’ is challenged by theoretical and
experimental data (43,44). Natural MAPK signaling
involves the membrane recruitment of the activated
scaﬀold (45–47). Synthetic domain swaps established
that the relocalization of the scaﬀold (48) as well as of
another upstream kinase (49) are, in fact, a prerequisite
for signal transduction. Furthermore, the cytosolic
scaﬀold protein appears only partially occupied and
incapable of promoting processive phosphorylation in
cis (44). The scaﬀold is thus more likely operating in
trans, by enriching signaling components in membrane-
associated clusters (43,44). This would also explain why,
in neither case, there appeared any need for optimizing the
spatial arrangement and orientation of the synthetic
protein fusions. Rather than depending on exact
positioning and timing, the various domain swaps may
have beneﬁted from a simpler, but more robust,
colocalization eﬀect (Figure 2B).
Also a prominent success in the rewiring of mammalian
signaling relied on relatively unspeciﬁc colocalization:
Howard et al. (52) used a chimeric adaptor to recruit an
apoptosis signaling protein (caspase 8) to active growth
hormone receptors. At least under certain conditions,
the growth signal was thus indeed rewired into the
opposing apoptosis. The completely unrelated growth
receptor cannot quite be expected to activate a caspase
by any direct means. Yet, the clustering around the
activated receptor was suﬃcient to trigger caspase
dimerization and activation.
Most, if not all, examples of modular signal network
rewiring published to date, thus appear to have followed
the same strategy: (i) identify an adapter protein that
changes localization and/or clustering due to some
natural input signal, (ii) identify an unrelated signaling
protein that is activated by the recruitment to the same
compartment, (iii) introduce a speciﬁc protein–protein
interaction that connects the signaling intermediate to
the alien adapter. Instead of relying on a natural
scaﬀold, membrane recruitment of individual proteins
can also be controlled by a drug-induced (53–56) or a
light-triggered (57) protein–protein interaction and this
alone is often suﬃcient to trigger various signaling
responses (53,58–63) with high temporal (60) or even
spatiotemporal (63) control.
Another lesson from these studies concerns modularity
itself. Rather than swapping domains, engineers were, in
fact, swapping interaction pairs. That means, the actual
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domains or pairs of a domain and its cognate binding
peptide. Such ‘interaction devices’ were either rewired
within a pathway (40,52) or transferred from entirely
diﬀerent contexts (40,42,48,63). Speciﬁc synthetic
interactions increase local concentrations of kinase
substrates, metabolic intermediates (64), or receptor
ligands (65,66). Such co-recruitment eﬀects are often
enough to re-route signaling but can also accelerate
metabolic pathways (64).
Building modular protein switches
Many enzymes, in particular, kinases and phosphatases
are inactive by default and they get switched on only for
signal processing. A common natural ‘design pattern’ for
this kind of regulation is modular autoinhibition (67).
Autoinhibitory domains establish intramolecular
interactions that block the activity of another domain
within the same molecule. The inhibiting interaction
may, for example, sterically occlude the active site of a
kinase domain or may inactivate its catalytic activity due
to conformational strain. Autoinhibition is then relieved
by covalent modiﬁcations (e.g. de-/phosphorylation) of
the interaction region, by proteolysis, or by a higher
aﬃnity binding partner arriving in trans. The
autoinhibited protein thus turns into a switch with built-
in signal processing which may be amenable to modular
engineering.
Dueber and coworkers (68,69) swapped the
autoinhibitory interaction module of the yeast kinase
N-WASP for several domain-peptide interactions from
unrelated signaling proteins. A pair of phosphorylation-
dependent input interactions put the N-WASP output
(actin polymerization) under the control of two unrelated
kinases (68). The fusion to constitutively interacting
domain–peptide pairs rendered N-WASP responsive to
competing peptide ligands (69). Diﬀerent combinations
and arrangements of input interactions lead to various
gating behaviors (including AND, OR) and switching
dynamics. The same strategy and, in fact, some of the
very same heterologous interaction domains, were later
also applied to re-program guanine nucleotide exchange
factors (70).
Natural systems sometimes conserve the same modular
domain architecture and similar structural mechanisms for
the processing very diﬀerent signals in diﬀerent cells or
contexts. Signal rewiring can then be a relatively simple
matter of swapping homologous domains, even across
kingdoms (71). An example is the replacement of a non-
light-sensitive LOV (light, oxygen, voltage) domain by a
light sensitive homolog, which converted a voltage-
dependent histidine kinase into a light-triggered one (72).
Systems where regulation and activity are naturally
separated into domains, as in the examples above, are
evidently prime candidates for domain-based engineering.
Nevertheless, a large number of modular protein switches
have also been engineered without co-opting natural
regulation [see (73) for a comprehensive review]. A
common success strategy is the mutual coupling of
overlapping protein domains, which means two domains
are tightly fused or inserted into each other so that the
folding of one domain restricts (or, less commonly, assists)
the functioning of the other. Small ligand, peptide or
protein binding partners then stabilize one domain and
reduce (or increase) the activity of the other. Protein
domain or domain–peptide interactions are therefore
Figure 2. Rewiring of MAPK signaling in yeast. (A) cis model of scaﬀold action: the scaﬀold protein Ste5 channels the signal from upstream
activators through a phosphorylation cascade of three kinases (MAPKKK, MAPKK, MAPK) to the activation of mating response genes. Natural
scaﬀold and kinases are colored in blue. A synthetic extension of this scaﬀold is shown in red. Bashor and colleagues used this extension for the
recruitment of positive or negative modulator proteins to the scaﬀold complex. Modulators were expressed from a mating response promoter and
were thus closing a positive or negative feedback loop. (B) trans or cluster model of scaﬀold action: signal transduction depends on the relocalization
of Ste5 to the plasma membrane (45,48) and kinase activation seems to propagate through clusters of only partially occupied scaﬀolds rather than
within individual complexes (44). The synthetic recruitment would increase the local concentration of modulator proteins within these signaling
clusters. See text for details [simpliﬁed; partially adapted from (36,42,44)].
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constructs. Ligand-sensing domains have been inserted
into loops of dihydrofolate reductase (DHFR) (74) and
-lactamase (75) producing enzymes with artiﬁcial
allosteric regulation. Similar eﬀects were reached by
inserting, vice versa, lactamase variants into ligand-
binding proteins (76,77). Sallee et al. (78) searched
databases for small sequence overlaps between unrelated
interaction domains and constructed several two-domain
fusion proteins (or peptides) with mutual exclusive
binding to either one or another partner. Last but not
least, the careful overlapping with a photo-sensitive
LOV2 domain made DNA binding of Escherichia coli
trp repressor depending on light (79).
Conceptually, building switches by domain
replacement, insertion or overlap appears straightforward.
Practically however, there are issues of folding, stability
and dynamics. Operational constructs are therefore often
picked from screens of many variants with diﬀerent
insertion sites and linker lengths. Techniques and tools
from structure-based computational protein design (20)
have not yet been applied to this problem but could
probably facilitate the eﬀort. However, domain fusions
do not necessarily compromise protein function.
Insertion into the loop of a thermostable protein (80) or
the fusion to well-known solubility enhancers such as
maltose-binding protein or glutathione S-transferase are,
in fact, strategies to stabilize a protein fold.
CHALLENGES
Many labortories have started engineering proteins at the
level of domains rather than single residues. A few have
also ventured into the rerouting of well-studied signaling
networks. Yet, the design of more complex systems,
comprising more than one or two synthetic proteins, is
long in coming. Progress in this area is impeded not
only by technical but also conceptual issues.
From parts to DNA
The need to routinely recombine a protein from several
unrelated domains and linker segments is quite diﬀerent
from classic cloning tasks. Traditional methods streamline
the transfer of single DNA fragments into various vectors
for expression or puriﬁcation. In contrast, protein
synthetic biologists need to assemble several DNA
fragments without or with only very short intervening
sequences. Gene synthesis has become attractive for
obtaining codon-optimized single ‘protein parts’ but
remains expensive when it comes to the building of
numerous whole fusion constructs, which typically
measure between 1000 and 2000bp. Most of the time,
these DNA templates will be mere recombinations of
large recurring fragments. Paradoxically though, gene
synthesis—considered the driving technology behind
synthetic biology—is not at all adapted to this typical
synthetic biology work ﬂow and commercial providers
re-synthesize every large construct from scratch. Until
more suitable, for example recursive (81), synthesis
becomes widely available, researchers are evaluating
various technologies (82) ranging from overlap extension
PCR (83) or sequence-independent cloning (84) to
customized restriction/ligation methods. The iterative
restriction/ligation-based BioBrick assembly protocol
(85,86) could serve, at least, as a temporary solution and
would allow to build a collection of ‘protein parts’ within
the Registry of Standard Biological Parts (http://
partsregistry.org). Unfortunately though, the original
BioBrick cloning standard (85,86) is incompatible with
protein fusions. Two follow-up standards have been
proposed early on (87,88) and were later formally
registered as BioBrick Foundation Request For
Comments (BBF RFC 23 and 25). The two formats
retain some, although imperfect, compatibility with each
other (89) as well as with the old standard (referred to as
BBF RFC 10). The BioBrick community has not settled
on either of these formats and new proposals continue to
be made and used. The standardization framework of the
BioBrick Foundation is thus put to a ﬁrst serious test,
right after inception. The consistent documentation and
naming of new standard proposals can be considered an
initial success. Hopefully, the community will now face up
to the challenge and agree on a common solution for the
growing number of innovative protein parts that have
been entering the Registry for several years already.
From DNA to protein
One and the same protein sequence can be encoded by a
large number of synonymous DNA sequences. The actual
codon choice often has a strong eﬀect on protein
expression. Yet, for a long time, exact rules for the
rational optimization of codon usage have remained
elusive (90). Studies on large cohorts of synonymous
sequences have now quantiﬁed the importance of
mRNA secondary structure around the translation start
site (91,92) and highlight the large eﬀect of synonymous
codon usage throughout the sequence (93). Interestingly,
these very recent results contradict previous ad hoc models
of optimal codon usage. While the situation is improving,
our current data remain anecdotal in the sense that they
are based on a very limited number of actual proteins.
More work is needed to broaden this data and to
explore other factors like the relation between translation
speed and proper folding (94,95).
Folding or rather misfolding, aggregation and toxicity
pose a perhaps more diﬃcult problem for the completely
rational engineering of synthetic proteins. Their complex
chemistry, three-dimensional structure and dynamics
bestows ‘personality’ on individual proteins—exactly
what synthetic biologists would like to avoid. Especially
the overexpression and puriﬁcation of proteins for in vitro
work often require individually adapted protocols.
However, while there is no one-ﬁts-all solution, a very
limited set of protocols covers most of the cases and has
been compiled into a consensus strategy (96) of ‘what to
try ﬁrst’. A standardization of these protocols would help
the exchange of protein parts and would make
experimental data more comparable. This, in turn, could
aid the development of computational tools that predict
solubility and other parameters from structural
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work well for some systems but are not robust and
accurate enough to substitute for the trial and error
routine of protein biochemistry.
Moreover, synthetic biologists can and should focus on
a limited subset of well-behaved and characterized
building blocks. Such a trend is already apparent from
the current literature. A small set of interaction partners
or interfaces to cellular signaling and gene expression have
been used and reused in diﬀerent combinations: Many
studies work with the same drug- or light-induced
protein complexes or with certain peptide binding SH3
and PDZ domains. Such ‘input interactions’ are often
wired to the same signaling proteins like, for example,
protein kinase A, N-WASP or GEF DH. Also the
synthetic triggering of gene expression often relies on the
same yeast-two-hybrid constructs. Such reusability across
laboratories depends on careful documentation of
experimental conditions and experiences. A physical or
virtual parts registry could help to collate and expand
this information which until now remains spread
throughout literature and laboratory notebooks.
Last but not least, synthetic systems require means to
balance the expression levels and concentrations of two or
more proteins within a cell. This is currently best achieved
by regulated expression from genomically integrated genes
in simple host organisms like yeast or E. coli.I n
mammalian cell lines, such stable integration is relatively
diﬃcult. Vectors that express multiple proteins from a
single plasmid using independent or bidirectional
promoters (99) or from Internal Ribosome Entry Sites
(IRES) (100) may oﬀer an alternative.
From proteins to systems
Perhaps the biggest obstacle on our way to a ﬂourishing
ecosystem of ‘plug-and-play’ protein systems is the lack of
a universal abstraction and interfacing strategy (13,14,24).
A prototypical synthetic protein circuit may, for example,
evaluate diﬀerent molecular health sensors and send
malignant cells into apoptosis or initiate self-destruction
otherwise. Synthetic systems thus need to integrate a
sensory input layer with an information processing
network in order to, ultimately, trigger some useful
output. In principle, all three layers could be realized
with proteins and there are countless natural examples
of this architecture. However, unlike gene regulatory
networks, protein networks process signals by a complex
combination of mutual modiﬁcation, allosteric regulation,
active transport and many other mechanisms. What keeps
cell biologists excited and on their toes, is more akin to a
nightmare for synthetic biologists. Every case seems to be
special and entangled with everything else.
Can we, nonetheless, extract reusable protein modules
from natural networks? How can we formulate devices
that are cross-compatible? Can we hide protein regulation
complexity behind some standard functional interface?
Can we thus formulate an abstraction hierarchy (13,14)
that allows us to rewire reﬁned protein devices into
more and more sophisticated systems? Here we argue
that this may indeed be feasible. The key is to focus on
modular molecular interactions.
A PROTEIN DEVICE FRAMEWORK
Deﬁnitions and abstraction hierarchy
Synthetic biologists aim to ‘redesign’ or ‘reformulate’
nature. First, however, they tend to reformulate the way
we talk about biological systems. Many new terms are
borrowed from (electrical) engineering or programming
and then applied to molecules and cells that are actually
quite unlike the screws, wires and circuits from the
engineering catalogs. The new language does thus not
necessarily compensate for lack of words but is itself
part of the experiment. Some engineering terms have
taken on new meaning and inspired new experiments in
synthetic biology. In particular, these include ‘part’,
‘device’, and ‘system’ (13). Exact deﬁnitions are still
evolving and here we re-iterate what we think is the
emerging consensus.
A‘ Part’ is a component of some functional interest.
Protein parts may, for example, be single domains,
reusable linker sequences or signal peptides and
puriﬁcation tags. Such basic parts can be recombined
into composite fusion proteins, which are still considered
parts because they form single molecules. Parts deﬁne the
physical units within an engineered system.
A‘ Device’ is a collection of one or more parts that
operate together and expose a deﬁned (standardized)
functional interface. Unlike individual parts, the diﬀerent
components of a device may or may not be physically
connected. Importantly though, devices guarantee to
interoperate with other devices according to rules of
‘functional composition’. Devices thus deﬁne the
functional units within an engineered system.
This idea of a device goes beyond Endy’s original
deﬁnition (13). A simple illustration is given in Figure 3:
a protease cleaving a speciﬁc peptide sequence qualiﬁes as
a part but not as a device because detailed knowledge or
customization is needed for its application. However, the
same protease together with its cognate peptide would
qualify: This ‘proteolysis device’ would take its own
transcription as an input and would split any two
protein parts that are fused right and left of its cognate
peptide. The complexity of substrate recognition and
speciﬁcity is thus encapsulated and of no concern to the
engineer. Diﬀerent proteolysis devices could be optimized
for diﬀerent catalytic eﬃciencies or diﬀerent
environments. Each of them could be combined with
various regulatory transcription or translation (24,101)
devices on the input side to attack any fusion of protein
parts on the output. Standardization of device interfaces
creates a ‘functional composition framework’ (13,14,24).
This framework tells engineers about connection rules and
characterization data that they can expect from any device
falling into the same class.
‘Systems’ are combinations of devices that realize a ﬁnal
application. We do not make an attempt at a detailed
deﬁnition as we have yet to see examples of full-ﬂedged
synthetic protein systems.
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Many proteins are modular (33) and almost all are
embedded in a web of interactions with other proteins
(8). In particular, signal processing networks are held
together by multiple speciﬁc protein–protein contacts.
Dynamic changes of these interactions are a common
means for propagating and integrating signals
(10,102,103). Variations on a set of binding partners are
recurring in many diﬀerent contexts throughout the
proteome. In other words, interactions often show a
high degree of modularity. So modular that, as we have
seen, they can sometimes be swapped for entirely
unrelated binding pairs. Such ‘interaction swapping’ has
emerged as the almost universal success strategy for both
protein pathway and protein switch engineering (102,103).
A set of well-characterized, standardized and
interchangeable protein interaction devices may therefore
be the best foundation for the design of sophisticated
protein systems. Protein interaction devices communicate
via the creation or disruption of transient interactions. A
prototypical device consists of two disconnected parts that
are either creating or responding to a physical interaction
between each other. The functional connection to another
device occurs through a pair of protein fusions. We can
organize protein interaction devices into three global
classes, according to their input and output:
(1) A interaction input device (or sensor) converts some
signal (environmental cues, ligands, cellular states,
etc.) into the change of an interaction. Example:
the drug induced interaction between FKBP and
FRB (56) is a widely used device that puts the
corecruitment of any two proteins under chemical
control. Further examples of well-tested interaction
input devices are listed in Table 1. A schematic data
sheet for an interaction input device is given in
Figure 4.
(2) A interaction output device (or actuator) converts
the interaction change from a connected input
Figure 3. Protein synthetic biologists assemble artiﬁcial fusion proteins
from reusable segments—or parts. Our very simple example makes the
localization of a reporter dependent on the expression level of a
protease. The design is simpliﬁed by the deﬁnition of ‘devices’ that
group recurring patterns of cross-reacting parts into functional units
with deﬁned input and output. The proteolysis device in our example
comprises both a protease and the peptide with its speciﬁc cleavage site.
An engineer can swap diﬀerent implementations of proteolysis devices
(for example, using diﬀerent proteases) and still expect his overall
system to work.
Table 1. Examples of protein interaction input devices
Device Description Input References
Jun:Fos Engineered variants of a constitutive leuzine zipper interaction None (111,112)
FKBP:FRB Drug-induced heterodimerization Rapamycin (53–56,59–62,108,113)
FKBP:FKBP Drug-induced homodimerization Synthetic dimerizers (55,114)
Gyrase B Drug-induced and -reversible homodimerization Coumermycin, Novobiocin (115,116)
PIF3:PhyB Light-induced and -reversible binding Light (57,63,117)
Figure 4. Schematic data sheet for a protein interaction input device.
This device converts a chemical signal into the corecruitment of two
proteins. A popular implementation would be the rapamycin-induced
interaction between FKBP12 and FRB. The device is characterized in
two states—Oﬀ (unbound, without stimulus) and On (bound, after
stimulus). Engineers would need to know about possible connection
points for protein fusions (red dots), structural information like, for
example, mean distances between N and C termini (dN, dC), as well as
the binding equilibrium (KD) and kinetics (kon, koﬀ) of the fully
stimulated state.
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activity, cell signaling, reporter readout, gene
expression, etc.). Example: the yeast two hybrid
system (104). Further examples are listed in Table 2.
(3) A interaction transmission device uses changes of
interactions both as input and output.
Corecruitment of its input domains triggers,
disrupts or modiﬁes corecruitment at its output
interface. No examples have been put forth yet.
Many natural protein signaling networks could be
logically decomposed into chains of interaction
transmission devices but synthetic variants have yet
to be realized.
All examples given in Tables 1 and 2 have been applied
in several studies, often in combination with diﬀerent
fusion partners. Many of the output devices in Table 1
were developed for protein–protein interaction assays
and have therefore been tested with many diﬀerent input
interactions in various environments. Other devices, with
high-level physiological output, are of course context
speciﬁc and will only work in certain cell types. The
more general-purpose output devices were often
constructed as protein complementation assays (PCA)
(105–107). This technique of ‘split protein’ engineering is
far from trivial but has the advantage to work for many
diﬀerent proteins. PCA-style engineering may thus allow
us to put pretty much any protein activity under the
control of interaction devices.
However, the technically most straightforward output
of an interaction device would be the simple relocalization
of a target protein, for example, from cytosol to
membrane or from nucleus to cytosol (108). As we have
discussed above, membrane recruitment was probably a
key factor during the rewiring of MAP kinase and
apoptosis pathways. Many proteins are spatially
regulated. Relocalization between cytosol and plasma
membrane can, for example, modify the activity of
phosphatases (109) or even change the speciﬁcity of
metabolic enzymes (110). Cases like these are the
low-hanging (but nevertheless juicy) fruit for synthetic
protein network engineers.
The obvious gap in the proposed device framework is
the current lack of any genuine interaction transmission
devices. That means we are still missing the kind of
information-processing capabilities that are driving the
design of synthetic gene regulatory networks and set the
stage for functional RNA device frameworks (24).
Although we have already seen some examples of
sophisticated protein-based information processing
(68–70,42), these systems relied on natural pathway
responses and cannot be easily transferred or recombined.
Filling this gap should become one of the primary goals of
protein systems engineers.
Device characterization
In an ideal world, functional composition frameworks
should allow engineers to mix and match biological
devices into higher order systems with ease and reliability.
Details on the inner workings of a device should be hidden
behind standard interfaces. The properties of a speciﬁc
device should be quantiﬁed in standardized measurements
that should be directly comparable between diﬀerent
implementations of the same functionality. Design
software could then feed this standardized information
into meaningful predictive models and aid the engineering
of complexity. Obviously, we are still very far from this
ideal situation. One of the diﬃculties with the messy
substrates of synthetic biology is the deﬁnition of
measurement units that make devices comparable across
laboratories. The activity of gene regulation devices, for
example, is highly dependent on the cellular environment
and synthetic biologists are therefore evaluating
‘measurement kits’ that provide characterization data
relative to an internal standard (131).
Quite the contrary, protein interactions can be rigorously
characterized by established biophysical methods. Binding
aﬃnities, kinetics, as well as enzymatic activities can be
measured in vitro as well as in vivo (109,132). Most
Table 2. Examples of protein interaction output devices
Device Description/input Output References
Yeast-two-hybrid Reconstitution of a transcription factor Gene expression (104)
MAPPIT Reconstitution of a cytokine signaling pathway Gene expression (118,119)
Split DHFR Reconstitution of DHFR (Color) Reaction (120)
Split lactamase Reconstitution of b-lactamase Antibiotic resistence; (color) reaction (105,107)
Split luciferase Reconstitution of diﬀerent luciferases Light (121,122)
Split GFP Reconstitution of green ﬂuorescent protein variants
(BiFC)
Fluorescence (123–125)
Split ubiquitine Reconstitution of ubiquitine Proteolysis (126,127)
Split TEVP Reconstitution of tEV protease Proteolysis (128,129)
Split intein Reconstitution of intein domain Protein splicing (113,117)
GEF Activation of guanine nucleotide exchange factors by
competition with autoinhibitory interactions
Cell morphology (70)
Rho:membrane Membrane recruitment of Rho GTPases Cell morphology (59,60,63)
Fas:Fas Homodimerization of membrane-tethered Fas
intracellular domain
Apoptosis (55,58,114)
FRET Fluorescence resonance energy transfer between
variants of GFP
Fluorescence (diﬀerent signals) (130)
2670 Nucleic Acids Research, 2010,Vol.38, No. 8characteristics of protein interaction devices could therefore
be quantiﬁed in meaningful absolute numbers. The perfect
‘data sheet’(14) of such a device would describe positions
and rules for protein fusions (the physical interface) and
then deﬁne inputs and outputs (the functional interface).
Interaction output should be quantiﬁed thermodynamically
in terms of dissociation constant (KD)a n d ,e v e nm o r e
important, kinetically by on- and oﬀ-rate (kon,koﬀ)f o r
binding in the diﬀerent states of the device (e.g. before
and after stimulus). Figure 4 sketches a model data sheet
for a well-characterized interaction input device.
The response of interaction output devices may be more
diﬃcult to characterize in a consistent manner. One could
quantify activity at zero and at full recruitment. This
degree of recruitment could be predicted from the KD of
the input interaction. Nevertheless, the activity of
corecruited proteins may also depend on more subtle
binding kinetics and absolute concentrations.
Corecruitment increases the relative local concentrations
of, for example, enzyme and substrate, but it can also
lower the entropy penalty for secondary interactions or
have more complex steric eﬀects. Moreover, the length
and composition of peptide linkers between coupled
devices will often inﬂuence the transfer of information.
It will therefore be interesting to see to which extend we
can predict higher level device and system characteristics
from hard biophysical measurements on individual parts.
WHAT WILL WE LEARN?
Synthetic protein circuits will provide an acid test for
systems biology methods and our understanding in
general. A system that has been built from well-
characterized parts according to human speciﬁcations
leaves little excuse for failed predictions. In fact, we
should be able to reconstitute synthetic protein circuits
in vitro and study them with hardly any gaps in
knowledge. Sequences and structures should be known,
molecular dynamics can be simulated, rates and
equilibrium constants can be measured and reactions
can be modeled. Carefully controlled synthetic protein
systems could therefore allow us to venture deep into
the Terra incognita between structural and systems
biology and study the interdependence of protein
architecture, molecular dynamics and cellular signal
processing.
Synthetic multicomponent protein systems may also
become valuable research tools. A ﬁrst generation of
simple two-component protein interaction devices have
found wide-spread use as sensors and controls throughout
laboratories: yeast-two-hybrid (104) and related methods
convert protein binding into gene expression and have
revealed millions of physical interactions. Protein
complementation devices (105–107) provide alternative
interaction readouts. The latest generation of drug- or
even light-inducible interaction input devices (55,57,63)
now allow researchers to intercept and manipulate
cellular dynamics at high temporal and even spatial
resolution. A few of these interaction input devices have
already been combined with reusable output devices to
give, for example, ﬁne control over expression (57),
proteolysis (127,129) or intein splicing (113,117).
Examples are given in Tables 1 and 2.
APPLICATIONS OF PROTEIN SYSTEMS
ENGINEERING
Beyond the study of signal processing, synthetic scaﬀold
proteins are now being evaluated for biotechnological
and medical applications. The recruitment of three
heterologous enzymes to a single synthetic scaﬀold
protein increased the ﬂux through the ‘synthetic metabolic
pipeline’ by a factor of 77 (64). Interestingly, this
corecruitment of bacterial enzymes was realized through
modular domain–peptide interactions that were borrowed
from metazoan signaling networks. The same approach
should be applicable to many other metabolic engineering
projects. In a recent example of a biomedically oriented
application, Cironi et al. (65) fused epidermal growth
factor (EGF) with interferon-alpha-2a (IFNalpha-2a).
The recruitment of EGF to its receptor increased the
local concentration of the interferon and allowed them
to weaken the interaction with the interferon receptor.
Their engineered chimeric protein was therefore now
targeting the interferon signal only to cells also bearing
EGF receptors. The same method helped direct
erythropoietin to red blood cells (66). More generally,
the fusion of independent interaction domains has
already been used for several other protein-based
therapeutics (133).
Biosensing is an obvious application area for synthetic
biology in general. Protein-based biosensors are already
used in a wide range of practical settings from in vivo
diagnosis (134) to the detection of explosives (135).
Current sensors are usually based on single proteins,
albeit often heavily engineered. While there would be no
need to trade something simple for anything more
complicated, a modular device-oriented approach could
probably speed up the design of new sensors and add
versatility to existing ones. One could envision a layered
approach with standardized interfaces between varying
sensor modules, signal processing devices, and reporters.
Carefully reﬁned transmission devices for signal
ampliﬁcation or noise ﬁltering could then be reused
for diﬀerent input sensors and could be mounted on
various reporting platforms. Noisy signals from multiple
sensors with overlapping speciﬁcity could be integrated
directly on the chip. Protein-based components could of
course also be combined with RNA or gene regulation
devices into self-regenerating and self-organizing cellular
biosensors.
More importantly, synthetic protein systems are
positively predestined for therapeutic applications.
Development costs, safety and regulatory issues,
combined with sobering experiences from initial attempts
at gene therapy led most synthetic biologists shy away
from direct medical applications. Yet, a modular device-
oriented approach to the development of therapeutic
protein systems could, in fact, slash costs, shorten
development and improve safety. Several waves of
Nucleic Acids Research,2010, Vol.38, No. 8 2671protein-based therapeutics have entered the market.
Proteins now represent the majority of approvals for
novel drugs and the medical application of proteins is
becoming routine (136). Virtually all these new drugs are
single proteins, usually antibodies. As it stands, each new
development starts from scratch as a single molecule needs
to be optimized for safety, delivery and therapeutic eﬀect.
It is not that diﬃcult to imagine a diﬀerent approach
where we separate the development of speciﬁc
targeting and delivery modules from the design of
protein eﬀector and regulation devices. Components
from the diﬀerent layers could be tested and perhaps
also approved separately, speeding up development,
lowering costs, and improving safety. The same eﬀector,
for example, a trigger of apopoptosis, could then be
re-used for diﬀerent diseases in diﬀerent tissues.
Moreover, cell type-speciﬁc domains could be used for
the delivery of, ﬁrst, a diagnostic marker and, later, for
therapeutic cargo. Viral vectors may be refactored into
ferries for small protein circuits or encoding mRNA.
Protein-based circuits would not compromise genomic
DNA, yet, could very speciﬁcally interfere with cellular
signaling and be cleanly disposed afterwards. The use of
multiple components and simple information processing
devices would, without doubt, increase speciﬁcity and
reduce side-eﬀects. The development of functionally
compatible protein parts thus holds great promise for a
new modular medicine.
CONCLUSION
Superﬁcially, the ﬁeld of synthetic biology is currently
dominated by the manipulation of gene regulatory
networks. However, speed, versatility and a large body
of knowledge all point to proteins as an optimal substrate
for biological systems engineering. In fact, a string of
recent studies have illustrated this potential.
Nevertheless, the bewildering complexity of proteins
remains to be tamed by a robust engineering framework.
Such a framework, based on natural modularity and
speciﬁc interactions, appears now within reach and may
allow the assembly of synthetic networks from reusable
protein (and non-protein) devices. Just as in natural
cells, protein interaction devices are poised to take
center stage in future systems that integrate synthetic
RNA and gene networks with non-natural chemistry
and metabolic engineering.
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Appendix
Synthetic rewiring of MAPK (mitogen-activated protein
kinase) circuits.
Yeast uses two related MAP kinase signaling networks
for the mating response to pheromone or the stress
response to high osmolarity, respectively (50). Signal
transduction for the pheromone response is organized
around the scaﬀold protein Ste5 (see Figure 2A). The
high-osmolarity response is mediated by scaﬀold
protein Pbs2. One intermediate kinase, MAPKK Ste11,
is shared between the two pathways. Harris et al. (39)
locked this promiscuous kinase into either of the two
speciﬁc signaling routes, simply by covalently fusing it
to Ste5 or Pbs2. Park et al. (40) created a chimera of
the two scaﬀold proteins that rewired the pheromone
signal input to the osmolarity response output. Grewal
and colleagues (41) later swapped the docking site
between a MAPK kinase and its substrate MAPK for
an unrelated protein–protein interaction. Several teams
then reshaped the response characteristic of MAPK
signaling by introducing transcriptional feedback loops;
that is they put the expression of regulating proteins
under the control of the pathway itself. Ingolia and
Murray (51) established a positive feedback leading to
bi-stability. Bashor and colleagues (42) extended the
Ste5 scaﬀold with a synthetic leucine zipper interaction
interface (Figure 2A). They expressed positive or
negative MAPK regulators from pathway-speciﬁc
promoters and used the new, modular, protein
interaction interface to recruit them to the scaﬀold
(42). Diﬀerent combinations of recruitment strength,
binding decoys and positive or negative feedback
accelerated or delayed the signal output or switched it
from a graded response to a hypersensitive or pulse-
generating regime.
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