A new approach for reducing error of the volume penalization method is proposed. The mask function is modified by shifting the interface between solid and fluid by √ νη toward the fluid region, where ν and η are the viscosity and the permeability, respectively. The shift length √ νη is derived from the analytical solution of the one-dimensional diffusion equation with a penalization term. The effect of the error reduction is verified numerically for the one-dimensional diffusion equation, Burgers' equation, and the two-dimensional Navier-Stokes equations. The results show that the numerical error is reduced except in the vicinity of the interface showing overall second-order accuracy, while it converges to a non-zero constant value as the number of grid points increases for the original mask function. However, the new approach is effective when the grid resolution is sufficiently high so that the boundary layer, whose width is proportional to √ νη, is resolved. Hence, the approach should be used when an appropriate combination of ν and η is chosen with a given numerical grid.
Introduction
Flows around solid bodies have been investigated in a wide variety of fields in science and engineering. Computational fluid dynamics has advantages in both visualizing flow fields and providing detailed data over experiments. The flows around solid objects are often calculated using either a body-fitted grid system to impose boundary conditions or a set of appropriate orthogonal functions which satisfy the boundary conditions to expand the flow variables. However, if there exist complex-shaped solid bodies or bodies which move or deform in the flow, it is not easy to generate a body-fitted grid system or to find a set of orthogonal functions; efficient computation is not possible at low cost by these methods. The volume penalization (VP) method is one of the alternative methods to simulate flows in these complicated situations.
The VP method is one of the immersed boundary methods which are classified into two types: the continuous forcing approach in which an external force term is added to a continuous equation of motion and the discrete forcing approach in which the force term is added to a discretized one [13] . The VP method is the former type. One can use it with the Fourier pseudo-spectral method; many flows in which multiple solid bodies exist [9, 10, 14, 15] , the flows inside rigid boundaries [16, 17] , and the flows around moving bodies [11] have been simulated by the VP method. Moreover, the VP method can be used with Chebyshev pseudo-spectral method, wavelet solvers, and other high-precision methods [8] .
In the VP method, a solid body is regarded as porous medium of low permeability. There are two types of penalization modeling. One is the L 2 penalization: the NavierStokes (N-S) equation is converted to the Darcy equation in the solid body; and the other is the H 1 penalization: the N-S equation is transformed to the Brinkman equation in the solid body [1, 2] . In the L 2 penalization, a damping force term which is called a penalization term and has a mask function χ and the permeability η is added to the equation of motion. Usually the step function, which is 0 in the fluid region and 1 in the solid region, is chosen as χ. The mask function activates the penalization term in the solid region so that the penalized N-S equation turns into the Darcy equation.
One of the advantages of the VP method is that there are rigorous results about convergence. As permeability tends to zero, the penalized solution converges to the solution of the original (non penalized) problem with Dirichlet-type boundary conditions, e.g. no-slip boundary conditions. Angot et al. proved mathematically that the upper bound for the difference between the solutions of the original and penalized N-S equations, is O(η 1/4 ) in the fluid region [1] . This upper bound is improved to O(η 1/2 ) by Carbou and Fabrie [4] . Kevlahan and Ghidaglia [9] considered a stokes flow over a flat plate whose dynamics is reduced to the one-dimensional diffusion equation and showed analytically that the error between the original and penalized solutions is O(η 1/2 ) in the fluid region. Recently, Kadoch et al. applied the VP method to problems with Neumann-type boundary conditions, e.g. no-flux conditions [7] . They draw the same conclusion as Carbou and Fabrie [4] in the convergence property.
These results suggest that in principle the error derived from the penalization term can be smaller than the discretization error by choosing sufficiently small η with a fine grid which can resolve the internal boundary layer. However, we can not always choose a sufficiently small value for η when an explicit method is used for time development. The relation ∆t ≤ Cη should be fulfilled in order to ensure numerical stability, where ∆t is the time step and C is a constant which depends on the method of time integration. In this paper a new approach for reducing the numerical error in the penalization method is proposed, which is effective in the range of relatively large η for a moderately small value of ν so that the VP method can be used with high accuracy even if the explicit method is used for time integration. The results are verified for the problems of the onedimensional (1D) diffusion equation, Burgers' equation, and the two-dimensional (2D) N-S equations.
This paper is organized as follows. First, in Section 2 we mention the modification of the mask function on the basis of the analytical solution of 1D diffusion equation. Next, we apply it to a 1D problem of Burgers' equation in Section 3, and to a 2D problem of N-S equation in Section 4. Finally, we conclude in Section 5.
Modification of Mask Function
First, we derive shift length which is a parameter of changing the mask function to reduce the numerical error in the penalization method, based on the analytical solution of the 1D diffusion equation with a penalization term. Next, we confirm the effect of error reduction numerically by solving the 1D diffusion equation.
Analytical solution for 1D diffusion equation
First we consider the initial value problem of the 1D diffusion equation
where ν is the diffusion coefficient. Given the initial value
the exact solution can be written as
where C 0 is the initial amplitude, k n = nπ L (n = 1,2,···) is the wavenumber of the 1D diffusion equation, and L is the location of the interface between fluid and solid regions. Here we assume θ = 0 in the solid region.
Next we consider the 1D diffusion equation with a penalization term
where η is the permeability, and the mask function χ is
where Ω f and Ω s correspond to the fluid region |x| ≤ L and the solid region L < |x| ≤ ∞, respectively. Given the initial value of Eq. (2.2), the exact solution of Eq. (2.4) is written in 6) where k ′ n is the wavenumber of a solution for the 1D penalized diffusion equation, C ± and α are determined by the condition of C 1 continuity at x = ±L,
which give
In addition, on substituting Eq. (2.6) into Eq. (2.4), we obtain
The constants α and k ′ n can be numerically obtained from (2.10) and (2.11 
Assuming |k n ǫ|≪1 and √ νη ≪1/k n , the shift length ǫ is obtained by Eqs. (2.11) and (2.14)
If the interface between χ = 0 and 1 is located at x = ±L VP = ±(L+ǫ), the penalized numerical solutions have the same wavenumber as k n in the range of −L VP ≤ x ≤ L VP . Based on the above result, we modify the mask function as follows 16) where
In this paper, we call the mask function (2.16) as the shifted mask function.
Numerical setups
In this section we verify the effect of the shifted mask function on error reduction by numerical simulations of the 1D diffusion equation with a penalization term. The equation (2.4) is discretized with the fourth-order Runge-Kutta method in time and the fourthorder Padé-type compact finite difference scheme in space [12] . The viscosity is set to ν = 0.1, and the permeability is η = 10 −5 −10 −2 . Both the original mask function (2.5) and the shifted one (2.16) are used.
The whole computational domain The grid number is N =90−2000, and the time step is fixed to ∆t=10 −5 . These values are chosen to satisfy three stability conditions, u max ∆t/∆x < C c , ν∆t/(∆x) 2 < C d , and ∆t < Cη, which arise from the nonlinear term, the diffusion term, and the penalization term, respectively. Here u max is the maximum velocity which is zero for the diffusion equation but non-zero for the other equations under consideration. The constants are set to C c = 2.85/ √ 3, C d = 2.9/6.0, and C η = 1, where C c and C d are obtained by Lele [12] . Since the 1D diffusion equation is linear, it is sufficient to investigate a single wave solution. Thus the initial condition is set to Eq. (2.3) or Eq. (2.6) with t=0, k ′ n =k n =1, and C 0 = −1.
Mask function on the discrete grid points
Here we consider a proper definition of the step function on discrete grid points. We cannot express the step function rigorously on discrete grid points since there is a non-zero gap between the grid points at which the value jumps from 0 to 1. Thus we should choose a mask function which gives the penalized numerical solution correctly converging to the penalized exact solution as N tends to ∞. Fig. 1 depicts three candidates for the original (non-shifted) mask functions near the boundary between Ω s and Ω f . Focusing on the two points where χ jumps, the boundary coincides with the grid point where χ(±L) = 1 for Type A (Fig. 1a) ; the boundary is located at the midpoint for Type B ( Fig. 1 b) ; the boundary coincides with the grid point where χ(±L) = 0 for Type C (Fig. 1c) .
In order to find the most appropriate definition of the mask functions, we introduce an error defined as the root mean square of the difference between the numerical solution and the exact penalized solution,
where θ η is a numerical solution of Eq. (2.4), and θ η exact is given by Eq. (2.6). In this case numerical calculation starts from θ η exact (0,x) of Eq. (2.6).
The profiles of δ η exact as a function of N are depicted in Fig. 2 . The error decreases with increasing N for all three types of mask functions. Therefore, the numerical solution with the original mask function monotonically converges to the exact solution of the penalized diffusion equation in Eq. (2.6). However, the convergence properties are different among the three types. The error decreases in proportion to N −1.0 for Type A, N −2.0 ∼ N −1.0 for Type B, and N −1.2 for Type C. Second-order accuracy achieved for Type B and large η is the highest accuracy. Therefore, the best definition of the mask function is Type B.
We also observe that δ η exact decreases with increasing η for Type B as resolution near the interfaces between Ω s and Ω f is insufficient for small η. Fig. 3 shows the numerical and exact solutions of the penalized diffusion equation near one interface for Type B. The solid line is the non-penalized exact solution θ exact (2.3), the other lines are the penalized exact solution θ η exact (2.6), and the symbols denote the penalized numerical solutions θ η . The penalized solutions (broken lines) have leak from solid to fluid regions if we regard θ as flow velocity. We call it a leaking area in a solid region. The width of the leaking area is
which is estimated by substituting Eq. (2.11) into Eq. (2.6) under the condition √ νη ≪ 1.
As the leaking area becomes smaller with decreasing η, the penalized numerical solutions (symbols) deviate from the penalized exact solutions (broken lines), while the penalized solutions approach the non-penalized one (solid line) with decreasing η. As long as we use the same grid, the small leaking area cannot be resolved so that δ η exact could be large for small η (Fig. 2b) .
We note that the error shows second-order accuracy although fourth-order schemes are used for the spatial discretization. The reason is that the solution of the penalized diffusion equation in Eq. (2.4) has only C 1 continuity. The second derivative of Eq. (2.6) is discontinuous at the boundaries between Ω f and Ω s . Since the low-order accuracy is an intrinsic feature of the VP method, we do not address further improvement of convergence property in this paper, though this problem is expected to be overcome in the future.
Numerical results
In this section we verify our method of error reduction. The original and shifted mask functions for Type B near the solid boundary are shown in Since it is also located at the midpoint between two grid points, the overall numerical domain Ω ′ , which is |x| ≤ L b ≈ 2π, depends on N.
In order to verify the error reduction, we define a total error as the root mean square of the difference between the numerical solution and the exact solution, where δ η , δ N , and δ etc are the error which is derived from the penalization term and depends on η, the spatial discretization/truncation error which depends on N, and the sum of the other errors which is normally negligible, respectively. The shifted mask function can decrease δ η significantly, as discussed in the next paragraph. Fig. 5 (b) . When the resolution is low, the discretization error δ N is dominant and the total error δ tot for the original mask function decreases as N −1 ( Fig. 5(a) ). If δ tot is on the line, the leaking area in the solid region cannot be resolved for a given N as in the cases of η = 10 −4 and η = 10 −5 in Fig. 3 . In the same region the total error δ ′ tot for the modified mask function hardly decreases, especially for smaller η (Fig. 5(b) ). On the other hand, in the higher resolution, the total error δ tot for the original mask function approaches a constant with increasing N, while it decreases with η as O(η 0.5 ). The convergence property of O(η 0.5 ) agrees with the results by [4, 9] . Hence the error derived from the penalization term δ η would be dominant in the higher resolution ( Fig. 5(a) ). In the same region the modified mask function decreases the total error δ ′ tot significantly for larger η (Fig. 5(b) ), where the leaking area is accurately captured by the high-resolution grid. The convergence of δ ′ tot is almost same as that of δ η exact in Fig. 2 (b) . By modifying the mask function the total error decreases with increasing N ′ instead of converging to a non-zero constant; that is, the penalized numerical solutions with the shifted mask function converge to the non-penalized exact solutions. Since the diffusion equation is linear the Fourier modes of the solutions evolve independently. Thus we can simply regard that each mode of wavenumber k ′ n is converted to the corresponding mode of wavenumber k ′ n by shifting the boundaries between fluid and solid regions by √ νη. Note that the shift length does not depend on the wavenumber.
Finally we show why the shifted mask function works well. The solutions of the diffusion equation are shown in Fig. 6 . The vertical dashed lines are the original boundaries ±L between Ω s and Ω f , and the vertical solid line is one of the shifted boundaries ±L VP between Ω ′ s and Ω ′ f . In Fig. 6 (a) , the solutions are close to a sine wave in the fluid region and is approximately zero in the solid regions. Both numerical solutions for original and shifted mask functions apparently agree with the exact solution of the non-penalized diffusion equation. Close look at the boundary shown in Fig. 6 (b) , however, reveals that the numerical solution for the original mask function deviates from the exact solution in the whole region. On the other hand, the numerical solution for the shifted mask function agrees well with the exact solution for −L VP < x < L VP , while there is a small difference between them in the vicinity of the interfaces L VP < |x| < L. Although the small difference cannot be eliminated by our approach, the large deviation of the numerical solution from the exact solution is confined to the area near the interfaces, while the deviation prevails over the entire domain for the original mask function. If we use the original mask function, the difference of wave numbers between Eq.(2.3) and Eq.(2.6) leads to large difference of the amplitudes between them as time proceeds owing to the factor of e −ν 2 k n t . Thus the convergence of δ tot for N at a point in |x| < L, except at x = 0, has the same characteristics of approaching a constant with increasing N as shown in Fig. 5 (a) . On the other hand, the shifted mask function modifies the wavenumber of the numerical solution to coincide with the wavenumber of the exact solution. Thus the shifted mask function can eliminate not only the difference of phases but also that of amplitudes in |x| ≤ L VP . Therefore, the confinement of the deviation from the exact solution into the small region near the interfaces has a striking effect on improving the accuracy of the VP method. 
Application to a Non-linear Equation
2)
under the boundary condition u(t,±L) = 0, (3.6) where θ is the solution of the 1D diffusion equation (2.1), θ x = ∂θ ∂x , and C is an integral constant which is irrelevant to Eq. (3.2). In the following the initial condition is set as
In numerical calculation u exact is obtained approximately. The sum of Fourier modes are truncated at n = 100, and the domain of integration −L ≤ x ≤ L is divided into segments of width ∆x = 10 −4 . We find that the exact solution can be correctly obtained for ν = 0.1. In this section, we numerically solve 1D penalized Burgers' equation
where ν denotes the diffusion coefficient, and η is the permeability. Numerical setups are basically the same as those in the previous problem of the 1D diffusion equation (Section 2.2). The parameters are set to ν = 0.1, η = 10 −5 −10 −2 , 
Numerical results
We verify whether the shifted mask function proposed in the Section 2 is also effective for the nonlinear Burgers' equation. Fig. 7 shows the total error as a function of grid points. In this section the total error δ tot is defined by
where u η is the numerical solution (3.2), and u exact is the solution of non-penalized Burgers' equation (3.1). For the shifted mask function, δ ′ tot is defined by Eq.(3.9) replacing Ω f by Ω ′ f . The convergence of δ tot and δ ′ tot for 1D Burgers' equation has the same characteristics as that for the diffusion equation shown in Fig. 5 . The penalized numerical solutions obtained by using the shifted mask functions converge to the exact solutions of original Burgers' equation for −L VP < x < L VP . Compared with the case of the original mask functions (Fig. 7a) , the total error for the shifted mask functions is reduced for large N, especially for large η (Fig. 7b) .
The solutions of 1D Burgers' equation in the whole region is shown in Fig. 8 (a) . The slope of u at x = 0 is steeper than that of θ in Fig. 6 (a) . The nonlinear term of 1D Burgers' equation makes the Fourier modes interact with each other exciting high wavenumber modes. Nevertheless, the new technique of modifying the mask function gives the same effect on the numerical solutions of Burgers' equation. Fig. 8 (b) confirms that the relation between the exact and numerical solutions for original and shifted mask functions near the interfaces between fluid and solid is also the same as that for the diffusion equation shown in Fig. 6 (b) . The deviation of the numerical solution from the exact solution is confined to be the vicinity of the interface.
Application to 2D Problem
Finally, we apply the method of reducing error to the 2D N-S equations and investigate whether it is effective.
Taylor-Couette flow
The governing equations are the incompressible 2D N-S equations
where u is flow velocity, p is pressure, ρ 0 is density which is constant. We consider the Taylor-Couette flow between two co-axial cylinders, which is a steady solution of 2D N-S equations. The inner and outer cylinders have the radii R 1 and R 2 , and they rotate with the angular velocities ω 1 and ω 2 , respectively. The polar coordinate system (r,θ) is used in the following. The azimuthal component of velocity u θ exact is
while the radial component is u r exact (r) = 0 in the whole domain [18] . The overall computational domain is Ω = {(x,y)|−π ≤ x,y ≤ π} since the Fourier spectral method is used under doubly periodic boundary conditions. The fluid region Ω f is defined as R 1 ≤r≤R 2 .
The solid region Ω s consists of the inner solid region Ω s1 = {(x,y) | 0 ≤ r < R 1 } and the outer solid region Ω s2 = {(x,y) | R 2 < r in Ω}. Note that the fluid region is isolated as it is completely contained inside the periodic box and does not interact with the other fluid regions.
We numerically solve the 2D N-S equations with a penalization term
where the velocity in the solid region is u s = (0,u sθ (r)) and
For the 2D problem, the original mask function is
and the shifted mask function is
where Fig. 9 shows the mask functions near the inner cylinder at various angles. Since the interfaces between Ω s and Ω f (Ω ′ s and Ω ′ f ) are circular, the distribution of the grid points around the interfaces depends on the angle.
Numerical setups
The Fourier pseudo-spectral method and the fourth-order Runge-Kutta method are used for spatial and time discretization, respectively. The velocity and pressure are expressed as Fourier series. The advection and penalization terms are calculated in the physical space, while the Poisson equation for pressure is solved and the time integration is performed in the Fourier space. The 2/3 rule is adopted for dealiasing.
The mode number N is varied from 256 to 4096. The time step ∆t is 10 −4 or 10 −5 depending on N to meet the numerical stability condition. In this study ν is fixed to 10 −2 , and η is set to 10 −2 , 10 −3 , and 10 −4 . The parameters for the 2D problem is set to R = π, R 1 = 0.4π, R 2 = 0.8π, ω 1 = 1, and ω 2 = 0.
Error analysis and validation
In this section, we examine the characteristics of the total error for the 2D problem, and demonstrate the general applicability of our new approach.
In this section the total error δ tot is defined by
where u θη is the numerical solution of Eq. (4.4), and u θ exact is the exact solution (4.3). For the shifted mask function, δ ′ tot is defined by Eq.(4.9) replacing Ω f by Ω ′ f . The total error as a function of N for the original and shifted mask functions are shown in Fig. 10 . The total error decreases as N increases showing the second-order accuracy for the shifted mask functions, while it converges to a constant value for large N for the original mask functions. Moreover, the error is much more reduced for large η. It is the same feature as that for the 1D diffusion and Burgers' equations (Figs. 5 and 7 ). This result shows that our new method for error reduction is also effective for the 2D N-S equations.
The solutions in the whole region, near the inner boundary, and near the outer boundary are shown in Fig. 11 . The Taylor-Couette flow is well resolved by the pseudo-spectral method (Fig. 11a) . Looking at the vicinity of the inner and outer cylinders, however, we observe some differences between the numerical and the exact solutions (Figs. 11b and c) . The results obtained by the original type mask function are smaller/larger than the exact solution near the inner/outer boundary. By shifting the mask function toward the fluid region by √ νη, the numerical solution agrees well with the exact solution in the fluid region except for the immediate vicinity of the cylinders. These features are exactly the same as those of the 1D diffusion and Burgers' equation. In addition, the radial distributions for θ=0 • and θ=45 • are in good agreement for N >1000. Thus, if the grid resolution is high enough to capture the boundary layer, the effect of error reduction is independent of the angle for large N, although the grid system is not spherically symmetric.
Conclusions
We have investigated the error of the volume penalization method, and have proposed a new method for reducing the error due to the penalization term. Our findings are summarized below.
First, we found that the mask function Type B, for which the boundary is located at the midpoint of the grid points where the mask function jumps from 0 to 1, makes the numerical penalized solutions converge to the exact penalized solutions with highest order.
Next, we modified the mask function in order to reduce the numerical error in the volume penalization method. Our new idea is to shift the boundary between fluid and solid regions of the mask function toward the fluid region by √ νη. The modified mask function makes the total error, which is defined as the difference between the numerical solution and the exact solution, decrease as N increases. If the leaking area, whose size is √ νη, in the solid region should be adequately resolved for given N, this technique is effective for comparatively large η. Thus it is useful when the explicit method is used for time integration because of the condition for numerical stability ∆t < Cη.
Then, we performed numerical simulations of the one-dimensional nonlinear Burgers' equation and the two-dimensional Navier-Stokes equations to confirm the applicability of the present method. The results showed that modifying the mask function is also effective for the one-dimensional nonlinear problem and the two-dimensional incompressible flow problem of the Taylor-Couette flow between two co-axial cylinders even if circular solid boundaries are immersed in the Cartesian grids. Therefore, it would be valid for various governing equations, spatial discretization methods, and multi-dimensional problems.
There are several conditions for permeability η, some of which are mentioned above: (i) time resolution: response time η should be smaller than the smallest time scale which should be resolved; (ii) spatial resolution: the "surface thickness"
√ νη should be smaller than the smallest length scale which should be resolved; (iii) resolution at the boundaries: the grid spacing should be smaller than √ νη to resolve the surface "layer" at the boundaries; (iv) numerical stability for explicit time integration: ∆t< Cη. The conditions (i) and (ii) are necessary, while (iii) is optional and (iv) is irrelevant when an implicit method is used for time integration.
In this study, we did not discuss the applicability of our error reduction method to the non-uniform grids and moving or deforming solid boundaries. Furthermore, we did not deal with continuous mask functions [11] . These problems are important for development of the volume penalization method and will be investigated as future works. 
