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PROGRAMMING IN FP LANGUAGES
• In this module we first provide some basic concepts 
about how to solve problems using functional 
programming and then we provide an overview of the 
some high-level mechanisms and features that are 
common in modern FP languages
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FP THINKING & PROGRAM DESIGN
• Defining a function that solve a programming problem 
– have a clear idea of what the problem is = what is the model of the 
function that we want to build  
– write down the function type signature 
– write down some examples (=> tests) 
• Top-down strategy: divide and conquer  
– if the problem is complex, break it down into simpler parts (sub-
problems) 
– suppose to have the functions solving the sub-problems and think 
about how to compose them (functionally) to solve the main problem 
• what-if questions 
– then go down recursively on the sub-problems 
• Bottom-up strategy 
– starts from the functions that you already have and think about how 
to combine/extend them to solve the main problem
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REMARKS
• The importance of recursion 
– the recursion mechanism naturally supports top-down 
decomposition and solutions defined by induction 
• e.g. to solve fact(n), what-if I had already the solution of 
fact(n-1)? How can I use fact(n-1) to find out the solution of 
fact(n)? 
• The importance of being pure 
– by considering a pure functional approach, we can assume that 
when applying a top-down decomposition, the subproblems can 
be solved in a totally independent way 
• no need to manage dependencies, interactions, interference 
• testing greatly simplified 
• natural parallelization (second part of the course)
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HIGH-LEVEL MECHANISMS AND 
FEATURES
• algebraic data types and pattern matching 
• defining local environments 
• high-order functions & closures  
• static polymorphic typing & type expressions 
• infinite objects (streams) 
• type expressions and polymorphic types 
• abstract data types
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DATA TYPES &  
PATTERN MATCHING
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DATA TYPES
• Primitive data types 
– primitive values 
• Haskell: Int (integer), Bool (boolean), Float 
(real), Char (character) 
– functional values 
• es: Int -> Float 
• Algebraic Data Types 
– types that are composition of types 
• Abstract Data Types 
– algebraic data types + modules
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ALGEBRAIC DATA TYPES
• An algebraic data type is a composite type, 
–  a type formed by combining other types. 
• Two main classes of algebraic type are 
– sum types  
• also called tagged unions or variant types 
• example: list 
– product types 
• example:  tuples and records
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SUM TYPES
• The values of a sum type are typically grouped into several classes, 
called variants. Examples in Haskell: 
data Tree = Empty | Leaf Int | Node Tree Tree  
• A value of a variant type is usually created with a quasi-functional 
entity called a (data) constructor (e.g. Empty, Leaf, Node) 
– a constructor cannot be reduced like a function application since 
it is already in normal form 
– each variant has its own constructor, which takes a specified 
number of arguments with specified types 
• The set of all possible values of  the disjoint union of the sets of all 
possible values of its variants  
• Remark: the definition can be recursive
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SUM TYPES
• Example of data type usage: 
 
myTree :: Tree  
myTree = Node (Leaf 5) (Node (Leaf 6) Empty)  
 
aBuilder :: Int -> Tree  
aBuilder x = Node (Leaf x) (Leaf x)
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DATA CONSTRUCTORS
• Somewhat similar to a function, a data constructor is applied to 
arguments of an appropriate type, yielding an instance of the 
data type to which the type constructor belongs  
– for instance, the data constructor Leaf is logically a function 
Int -> Tree, meaning that giving an integer as an 
argument to Leaf produces a value of the type Tree.  
• As Node takes two arguments of the type Tree itself, the 
datatype is recursive
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POLYMORPHIC TYPES
• Using variables  to parametrize the data type: 
 
data Tree a = Empty | Leaf a | Node (Tree a) (Tree a) 
!
– a in this case is called type variable, i.e. a variable 
representing some type 
– Tree in this case is a polymorphic type 
• When used, the type variable must be replaced with a 
concrete type 
– example:   Tree Float	
• More about polymorphic types later in this module
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LISTS
• One of the most common examples of an algebraic data type 
– built-in in Haskell  
• A list type is a sum type with two variants: 
– Nil for an empty list  
– Cons x xs for the combination of a new element x with a list xs 
to create a new list where x is the head and xs is the tail 
• In Haskell: 
data List a = Nil | Cons a (List a)	
• Many languages have special syntax for lists. Haskell case: 
– [] for Nil, : for Cons, square brackets for entire lists, :: for list 
concatenation 
– example:  Cons 1 (Cons 2 (Cons 3 Nil)) can be written 
more simply as  1:2:3:[] or [1,2,3] 
• Type of a list: [a], where a is the specific type of the elements
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LIST COMPREHENSION
• Expression to construct a list by intensionally describing 
its elements. 
• Examples: 
– [ f x | x <- xs ]  
= the list of all f x such that x is drawn from xs 
• where xs must be bound to a list. 
– [ (x,y) | x <- xs, y <- ys ] 
= the cartesian product of the two lists xs ys 
• x <- xs, y <- ys  are called generators
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LIST COMPREHENSION WITH GUARDS
• Besides generators also guards are permitted: 
[ (x,y) | x <- xs, y <- ys, x < 10, y < 10 ]	
• A nice example of use: quicksort in 3 lines 
!
quicksort [] = [] 
quicksort (x:xs)  
   = quicksort([ y | y<-xs, y < x])  
     ++ [x]  
     ++ quicksort([ y | y<-xs, y >= x])
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ENUMERATED TYPES
• Special case of sum types where you have many constructors 
with no arguments 
• Example in Haskell: 
!
data Bool = True | False
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PRODUCT TYPES
• The values of a product type typically contain several values called 
fields.  Example in Haskell: 
!
data MyRecord = MyRec Int Int  
!
– all values of that type have the same combination of field types 
– the set of all possible values of a product type is cartesian 
product of the sets of all possible values of its field types 
– special case of the sum types where there is only one constructor 
• Data type usage - example: 
 
myVal :: MyRecord  
myVal = MyRec 1 3
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TUPLES IN HASKELL
• In Haskell tuples are an available built-in product type  
• Syntax:  sequence of elements delimited by commas wrapped in 
parenthesis. Examples: 
!
(True, 1) 
("Hello world", False) 
(4, 5, "Six", True, 'b') 
!
• Notes 
– they have a fixed number of (immutable) elements 
– the elements of a tuple do not need to be all of the same type 
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TYPES (SYNONYMS)
• Haskell provides man explicit way to give a name to a type as 
a synonym of existing types:  
 
type <TypeName> = <ExistingType>  
– example:  
 
type ShopItem = (String,Int)  
type Basket = [ShopItem]	
!
• This feature is useful to make the name of type explicit and 
more readable
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ALGEBRA DATA TYPES  AND 
ABSTRACT DATA TYPES
• An algebraic data type may also be an abstract data type 
(ADT) if it is exported from a module without its constructors 
– objects of such a type can only be manipulated using 
functions defined in the same module as the type itself 
• Discussed later in this module
 20
PAP LM - ISI - Cesena - UNIBO
PATTERN MATCHING 
• Pattern matching allows for expressing the definition of the 
function as a set of equations, depending on the pattern 
satisfied by its formal parameters.  
• Example in Haskell: 
!
 fibo 0 = 1 	
fibo 1 = 1 	
fibo n = fibo (n-1) + fibo (n-2) 
!
instead of 
!
fibo n = if (n == 0) 	
            then 1 	
            else if (n == 1) 	
                    then 1	
	 	         else fibo (n-1) + fibo (n-2)
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PATTERN MATCHING AND DATA 
• Pattern matching occurs against constants and data 
constructors 
– example 1 - with list: length of a list function 
 
length :: [a] -> Int 
length [] = 0 
length (x:xs) = 1 + length xs	
!
– example 2 - with trees as user defined datatype: 
!
countNodes :: Tree -> Int  
countNodes Empty = 0  
countNodes (Leaf x) = 1  
countNodes (Node (Tree left) (Tree right))  
          = 1 + countNodes left + countNodes right
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WILDCARDS
• The wildcard symbol _ can be used in a pattern to refer 
an element not used in the body of the function 
• Examples 
 
length [] = 0  
length (_:xs) = 1 + length xs  
 
countNodes (Leaf _) = 1  
countNodes (Node (Tree left) (Tree right))  
  = 1 + countNodes left + countNodes right 
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REMARKS
• Let’s consider the definition of a member function testing the 
presence of an element in a list:  
member _ [] = False 
member x (x:xs) = True 
member x (_:xs) = member x xs 	
!
Actually this is not legal in Haskell 
– the symbols in an equation must be unique 
•  Correct version: 
member _ [] = False 
member v (x:xs) | x == v = True 
member v (_:xs) = member v xs
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CASE EXPRESSION 
• In Haskell, case is a built-in conditional expressions exploiting 
pattern matching: 
 
case <exp> of 
     <pat1> -> <exp1> 
     ...	
     <patn> -> <expn>         
     [otherwise -> <exp-else>]  
• The definition of functions using guards are translated into  a 
function definition with case:  
!
!
!
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f pat1 = e1	
...	
f patn = en
f = \x -> case x of	
	        pat1 -> e1	
	        ...	
	        patn -> en
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DEFINING LOCAL 
ENVIRONMENTS
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LOCAL ENVIRONMENTS: LET
• Often it is useful to setup a set of definitions which are meant 
to be exploited in some expression => let mechanism 
– allows for defining local environments and scopes. 
– syntactic sugar built on top of high-order function 
• In Haskell: 
let <def> [; <def>]* in <exp>  
– a way to specify definitions used in <exp> 
• Example: 
   let 	
    x = 3; 	
    f z = \y -> x + y + z 	
  in f 2 1
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LOCAL ENVIRONMENTS: LET
• Let is an expression 
– it can be rewritten using only function abstraction/
application  (it is just “syntactic sugar”) 
– for instance, the previous example can be written as: 
(\x -> (\z -> (\y -> x + y + z))) 3 2 1    
• Can be used everywhere an expression is allowed
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LOCAL ENVIRONMENTS: WHERE
• Besides let, Haskell provides a further mechanism to specify a 
local environment in function definition: where 
– in this case, the environment is defined by a list of 
definitions following the body of the function and the 
keyword when 
• Example:  
sumSquares n m  
  = sqN + sqM 
    where 
    sqN = n*n 
    sqM = m*m  
!
• Differently from let, where is not an expression 
– it is bound to a surrounding syntactic construct
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DECLARATION VS. EXPRESSION 
STYLE
• The use of either let or where corresponds to 2 different styles 
that can be adopted in functional programming: 
– declaration style (where) 
• an algorithm is formulated in terms of several equations 
that shall be satisfied 
– expression style (let) 
• big expressions is composed by small expressions.
 30
PAP LM - ISI - Cesena - UNIBO  31
HIGH-ORDER 
FUNCTIONS
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BACK TO HIGH-ORDER FUNCTIONS
• Functions as first-class values of the language, that can be  
– passed as argument to other functions 
– returned as a return value of a function 
– stored in variables / data structures 
• Examples: 
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twice f x = f(f(x))	
square x = x * x 	
succ x = x + 1
twice square 2	
twice succ 2
!
add2 = twice (\x -> x + 1)
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MAP
• Important and frequently high-order function: map  
– 2 params - a function f , a list l 
– it returns the list of the values of l as transformed by f  
• Definition in Haskell: 
map _ [] = [] 
map f (x:xs) = f x : map f xs	
• Example:  
map (\x -> x +1) [1,2,3] 
the result of the evaluation is [2,3,4]
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FOLDER
• Function typically used combined with map: foldr 
– 3 parameters: a function f, a value <init> and a list  
– it returns the value computed by aggregating the 
values of the list according to the function f, taking 
<init> as initial value  
• Definition 
foldr f init [] = init 
foldr f init (x:xs) = f x (fold f init xs)	
• Example:  
foldr (\x y -> x + y) 0 [1,2,3] 
the result of the evaluation is 6
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HIGH-ORDER FUNCTIONS & 
MODULARITY
• High-Order functions are a key feature in FP to increase 
modularity, by serving as a mechanism for glueing 
program fragments together 
• The glueing property comes not just from the ability to 
compose functions but also from the ability of abstract 
over functional behavior
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HIGH-ORDER FUNCTIONS & 
MODULARITY - EXAMPLE
• Suppose that in a program we have a sum function as 
follows: 
sum [] = 0 
sum (x:xs) = add x (sum xs)	
• We need then to define the product: 
prod [] = 1 
prod (x:xs) = mul x (prod xs)	
• Can we factorize these functions, recognizing a pattern 
there? 
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MODULARITY
• We can capture the common behavior by the foldr  
sum = foldr add 0 
mul = foldr mul 1 
append xs ys = foldr (:) ys xs	
• Like map, foldr is a well-known function used in 
functional programming, typically already implemented in 
the core library 
– it combines the elements of the specified list/set, 
abstracting from the specific aggregating function
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HIGH-ORDER FUNCTIONS AND 
CLOSURES 
• Function expression used as arguments in high-order 
functions can be closures 
• Example:  
– given the filter function 
filter f [] = [] 
filter f (x:xs) | f x = x : filter f xs	
– then, let’s consider: 
only_gt th l = filter (\x -> x > th) l	
> the lambda abstraction (\x -> x > th) is 
implemented by a closure  
• th is the free variable for the expression which is 
bound to the parameter of the only_gt function
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HIGH-ORDER FUNCTIONS AND 
CURRIED FUNCTION
• The result of currying a function is a high-order function 
• Example in Haskell: 
   
twice f x = f(f(x)) 
add2 x = twice (\x -> x + 1) x 
!
• In the definition of add2, a curried version of the function 
twice is used 
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HIGH-ORDER FUNCTIONS AND  
CONDITIONAL EXPRESSIONS
• if conditional expression 
!
if <expr> then <expr> else <expr> 
!
can be modeled as a function 
– ...where boolean values true and false are functions  
• In Haskell: 
!
!
!
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mytrue = \x y -> x ; 	
myfalse = \x y -> y ; 	
myif c t e = c t e 
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FUNCTION COMPOSITION
• Function composition is the act of pipelining the result of 
one function, to the input of another, creating an entirely 
new function 
!
(f . g) x = f (g x) 
!
• Example 
dist  = (sqrt . foldr (+) 0 . map (^2))  
> dist [3,4]	
• Function composition is associative 
– (f . g) . h = f . (g . h)
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OPERATORS AS FUNCTIONS IN 
HASKELL
• Operators are functions written in infix notation 
– a + b, a * b, a / b, a <= b, a == b, a /= b, etc 
• Putting parenthesis around make operators prefix: 
(+) a b	
• Operators can be used also as 1-param functions, called 
sections: 
(+1) - successor function 
(*2) - doubling function 
(1/) - reciprocal function 
(>0) - positive number test function
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LAZY EVALUATION 
AND STREAMS
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LAZY EVALUATION AND STREAMS
• By-name strategy & lazy strategies make it possible to 
define and manipulate streams, 
– data structures that are potentially infinite 
• Example:  
ones = 1 : ones	
numsfrom n = n : numsfrom (n+1) 
define two infinite streams of integers 
• So  
(\ (x:_) -> x) ones  
is evaluated to 1 
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STREAMS AND HIGH-ORDER 
FUNCTIONS
• Infinite streams can be flexibly combined and 
transformed by high-order functions 
• Example: 
defining a stream of squared values 
!
squares = map (^2) (numsfrom 0)   
!
(note that ^2 is the unary operator (which is treated like  a 
function)
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MORE ABOUT TYPES
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TYPE EXPRESSIONS
• In statically typed functional languages, expressions 
denote values and every value  has an associated type  
– a type can be defined as a set of values  
• Type expressions are syntactic terms that denote type 
values (or just types) 
– Int, Char, Int -> Int are all type expressions 
– including structured types: 
• [ Int ] as homogeneous lists of integers 
• (Char, Int) as a tuple with a pair of character and an 
integer
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TYPE EXPRESSION DECLARATION
• Type expression can be explicitly declared with function 
definition 
!
succ :: Int -> Int 
succ n = n + 1 
!
• Haskell's static type system defines the formal 
relationships between types and values 
– ensuring that Haskell program are type safe, i.e. it 
does not allow to mismatch the types
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TYPE EXPRESSION OF HIGH-
ORDER FUNCTIONS
• Example 
add :: Int -> Int -> Int 
add x y = x + y 
!
• The function type operator -> is associative to right, so  
  Int -> Int -> Int 
is equivalent to  
  Int -> ( Int -> Int ) 
i.e. a function that given an integer it returns a function
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TYPE EXPRESSION OF MAP?
• map function 
!
map :: (a -> b) -> [a] -> [b] 
map f [] = [] 
map f (x:xs) = f x : map f xs
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TYPE INFERENCE
• Feature introduced with the ML functional language and 
nowadays widely supported by languages 
– the type system automatically compute what are the 
types even if the type expressions are omitted  
– a main feature also in hybrid language such as Scala 
• Type signatures are useful anyway to improve program 
readability
 51
PAP LM - ISI - Cesena - UNIBO
POLYMORPHIC TYPES
• Motivation 
– Let's consider the problem of writing the length 
function that given a list, it returns its length. 
– A case for a list of integers: 
length :: [Int] -> Int 
length [] = 0 
length (x:xs) = 1 + length xs	
• Actually this can be used only for list of integers.. what 
about list of floats or chars? Do we have create N 
different versions depending on the type of the elements 
in the list? Actually the behaviour/semantics of length is 
not depending by the type of list elements...
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POLYMORPHIC TYPES & FUNCTIONS
• Polymorphic types are types that are universally quantified 
over all types 
– they describe families of types 
• Example: (∀a) [a] is the family of types consisting of, for 
every type a, the type of lists of a 
–  [1, 2, 3], ['a','b','c'].. 
–  the identifier a is called type variable  
• must be uncapitalized, to distinguish them from types  
• So we can write: 
length :: [a] -> Int 
length [] = 0 
length (x:xs) = 1 + length xs
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A PROBLEM 
• Let’s consider a function elem which returns true if an 
element is in a list 
 
elem :: a -> [a] -> Bool  
elem el [] = False  
elem el (x:xs) | el == x = True  
               | otherwise = elem el xs  
• The problem with this definition is that the function is 
meant to be valid for any type a for which the operator == 
is defined 
• In Haskell, to this purpose classes are introduced 
!
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CLASSES 
• A (type) class identifies a collection of types over which 
some functions are defined. Syntax: 
 
class <Name> where  
  <signature of functions list>  
• Examples 
 
—- equality class (built-in)  
class Eq a where  
  (==) :: a -> a -> Bool  
 
class Visible a where  
  toString :: a -> String  
  size :: a -> Int  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USE OF TYPE CLASSES
• Classes can be used then in function signature. Syntax: 
 
<func name> :: <context> => <func param types>  
 
where <context> includes the constraints related to classes	
• Example  
 
elem :: Eq a => a -> [a] -> Bool  
elem el [] = False  
elem el (x:xs) | el == x = True  
               | otherwise = elem el xs	
– the context can be read as: if the type a is in the class Eq, then elem has 
the type a -> [a] -> Bool	
!
• The context can include multiple constraints, as a tuple: 
 
myFunc :: (MyClass1 a, MyClass2 b,…) => …
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INSTANCES 
• Members of a type class are called instances 
– a type is made an instance of a class by defining the functions 
declared for that class 
• Syntax 
instance <ClassName> <TypeName> where  
  <functions definition> 
• Example: 
instance Eq Bool where  
 True  == True  = True  
 False == False = True  
 _     == _     = False	
• The definition of functions can be placed also directly in classes as 
default definition. Example: 
 
class Eq a where  
 (==), (/=) :: a -> a -> Bool  
 x /= y = not (x == y)  
 x == t = not (x /= y)
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SHOW CLASS EXAMPLE IN HASKELL
• Type class used to represent values that can be turned into strings 
 
type ShowS = String -> String  
 
class Show a where  
 show :: a -> String  
 showsPrec :: Int -> a -> ShowS  
 showList :: [a] -> ShowS  
 
instance Show Bool where  
  show True = “True”  
  show False = “False”  
 
instance (Show a, Show b) => Show (a,b) where  
  show (x,y) = “(“ ++ show x ++ “,” ++ show y ++ “)”  
– the last one is an example of an instance declaration using multiple 
constraints 
• a pair of type  (Show a, Show b) belongs to Show (a,b)
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DERIVED CLASSES
• Classes can be defined as an extension of existing classes: 
 
class <BaseClass> => <NewClass> where…  
 
meaning that a type in the derived class has the functions defined in 
the base class and the new ones 
   
– example: Ordering Ord 
 
class (Eq a) => Ord a where  
  (<),(<=),(>=),(>) :: a -> a -> Bool  
  max, min          :: a -> a -> a  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ABSTRACT DATA TYPES 
& MODULES
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ADT
!
• An abstract data type is a type with associated 
operations, but whose representation is hidden 
– common examples of abstract data types are the built-
in primitive types in Haskell, Integer and Float 
• Haskell supports the definition of abstract data types via 
modules
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MODULE
• Modules are the main construct to structure large programs 
– a module makes it possible to define a set of types and functions, 
making visible only a subset of them 
– it has an interface, stating what the module exports to the other 
modules which use or import it 
– it can be compiled separately from the other modules 
• Module definition & import 
– module header syntax: 
 
module <ModuleName> (<exported elems>) where  
<definitions>  
• typically defined in a separated/dedicated file  
– module import (from other modules or programs): 
 
import <ModuleName>
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EXAMPLE: QUEUE MODULE
• Definition of a module implementing a queue as Abstract Data Type: 
 
 
 63
module MQueue (MQueue, emptyQ, isEmptyQ, addQ, remQ, lenQ) where	
!
data MQueue a = Qu [a]	
!
emptyQ = Qu []	
!
isEmptyQ (Qu []) = True	
isEmptyQ _  	  = False	
!
addQ x (Qu xs) = Qu (xs ++ [x])	
remQ (Qu (x:xs)) = (x, Qu xs)	
!
lenQ (Qu l) = length l 
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