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In this paper, we investigate a simple holographic model which describes the conformal symmetry
breaking at zero temperature. The model is implemented in the context of effective holographic
models for QCD described by the Einstein-dilaton equations. The realization of spontaneous con-
formal symmetry breaking shows a massless state in the spectrum. The existence of this state is
confirmed when we compute the two-point correlation function of the scalar operator in the dual
field theory, where it has a pole. On the other hand, when there is an explicit conformal symmetry
breaking the massless state becomes massive, which in the dual gravitational theory is related to a
deformation of the Anti-de Sitter (AdS) background by a massive scalar (dilaton) field. Moreover,
we show the mass dependence on the conformal dimension of the lightest state.
I. INTRODUCTION
The study of conformal symmetry (CS) and its break-
ing is a wide subject investigated in several areas of
physics. Its interest goes from: cosmology [1], condensed
matter and critical phenomena [2] and particle physics
[3, 4], for example. Most systems at the critical point,
for example, where second order phase transition occurs,
have conformal symmetry, and the properties obtained
are universal, this means that the results are valid for any
system at the critical point. As an example consider wa-
ter at the critical point, where the properties of the sys-
tem may be characterized by a set of critical exponents,
which are obtained through experimental methods. On
the other hand, consider the Ising ferromagnet model in
three-dimensions, at the critical point this model has the
same set of critical exponents of water. This is a remark-
able result since we are considering two different systems.
One of the aims of modern physics is to understand the
nature behind the universality obtained in such systems.
Moreover, from the phenomenological point of view, it
is also interesting to investigate what happens out of
the critical points, which is equivalent to CS breaking.
This work aims to investigate the consequences of the
CS breaking on the spectrum and correlation functions.
From the field theory point of view, there are a few ways
how the conformal symmetry breaking may be realized.
First, the symmetry may be spontaneously breaking, as
a consequence, at least, one massless state emerges in the
spectrum, a Nambu-Goldstone boson [5]. Another way
to realize the spontaneous symmetry breaking is through
the computation of the two-point correlation function,
which has a pole at q2 = 0, where q represents the mo-
mentum. Second, through explicit symmetry breaking,
in this case, the Nambu-Goldstone boson becomes mas-
sive.
On the other hand, the Anti-de Sitter/Conformal Field
Theory (AdS/CFT) correspondence [6] (also known as
∗Electronic address: luis.mamani@ufabc.edu.br
gauge/gravity duality) is a theoretical framework where
we may investigate, for example, CS breaking. The
gauge/gravity duality is used to investigate some aspects
that we are not able to implement using usual methods
in quantum field theory, for example, in the strong cou-
pling regime. So far, it has been used to investigate a
wide range of problems in physics, problems like ther-
mal properties of strongly coupled systems and melting
of particles [7–11], to find transport coefficients in rel-
ativistic conformal and non-conformal plasmas [12–17],
condensed matter physics [18–20], entanglement entropy
(see the review [21]) and lately to investigate the inte-
rior of compact objects in astrophysics [22, 23]. In this
paper, we are going to use the duality to investigate
the conformal symmetry breaking mapping the under-
lying quantum field theory into a classical gravitational
theory, which should be asymptotically AdS to use the
holographic dictionary [24, 25]. We expect the results
shed some new light on understanding the CS breaking
in holographic models for QCD describing color confine-
ment in the infrared (IR) region. In the context of holog-
raphy, the CS breaking was previously investigated in
Refs. [26, 27], where there are two fixed points, one in
the UV and another in the IR, while in Refs. [28, 29]
the backreaction on the geometry was neglected, for su-
persymmetric theories where CS may be breaking see for
instance Ref. [30]. Thus, the approach we are going to
follow below is the phenomenological bottom-up at zero
temperature, and the results we obtain must be valid
for these kind of models, where the CFT is deformed by
a relevant operator in the dual field theory. Hence, a
massive dilaton field will induce a massive scalar state
in the dual field theory. On the other hand, it is worth
mentioning that in the top-down models at finite tem-
perature coming from superstring theory truncation pro-
posed by Gubser et al. [31, 32], conformal symmetry is
preserved, and the presence of a massive dilaton does not
necessarily imply explicit conformal symmetry breaking
in the dual field theory. This is true even though when
charge is added in the five-dimensional effective action,
i.e., the black hole solution of Einstein-Maxwell-Dilaton
action, see also Refs. [33–35] where the authors investi-
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2gated properties of the dual field theory at the critical
point.
The article is organized as follows. In Section II
we present the holographic model, where the five-
dimensional action describes the coupling of the metric
and dilaton field at zero temperature. We also explain
our approach, which interpolates the dilaton field. More-
over, the background equations are solved numerically.
In Section III we calculate the spectrum of the scalar
and tensor sectors, we observe for the first time the emer-
gence of the massless mode in the scalar sector. We also
determine an analytic approximation for the mass of the
lightest state as a function of the conformal dimension.
At the end of this Section we compute the spectrum of
the tensor sector. Section IV contains some solutions
of the gravitational background for the massless dilaton.
Implications on the dual field theory are also discussed.
Section V is devoted to show the perturbations equations
on the background fields using another approach, which
introduces the domain wall coordinate and the superpo-
tential formalism. We implement the analysis in both
sectors of the perturbations considered in previous Sec-
tions. At the end, we write the perturbation equations
as second-order differential equations. These equations
are solved using two methods, one perturbative solution
and another analytic solution, which is obtained in the
asymptotic region. Using a matching procedure we find
a relation between the coefficients of the UV and IR solu-
tions. In Section VI we expand the on-shell action up to
second order in the perturbations to obtain the two-point
correlation functions, where, as expected, there is a mass-
less pole in the scalar sector. We conclude in Section VII.
Finally, complementary material are left in Appendices
A and B.
II. HOLOGRAPHIC MODEL
The holographic model we are going to work with is
described by the gravitational action defined in Einstein
frame
SE = −M3pN2c
∫
dx5
√−g
(
R− 4
3
∂mΦ ∂mΦ + V (Φ)
)
,
(1)
where R is the Ricci scalar, Φ the dilaton field and V (Φ)
the dilaton potential. The equations of motion obtained
from this action are given by
Rmn − 4
3
(∂mΦ)(∂nΦ) +
1
3
gmnV (Φ) = 0,
1√−g ∂m
(√−g gmn∂nΦ)+ 3
8
∂ΦV (Φ) = 0.
(2)
On the other hand, in holographic QCD at zero tem-
perature we use an ansatz for the metric, which is given
by
ds2 = e2A(z)
(
dz2 + ηµνdx
µdxν
)
, (3)
where A(z) is the warp factor. The form of the met-
ric guarantees Poincare´ invariance in the transverse di-
rection to the holographic coordinate z. Introducing a
new function defined by ζ(z) ≡ e−A(z), the Einstein and
Klein-Gordon equations take the simple form [36]
ζ ′′ − 4
9
Φ′ 2 ζ = 0, (4)
12 ζ ′ 2 − 3 ζ ζ ′′ = V, (5)
where ′ stands for d/dz. We propose to fix the profile
of the dilaton field, so that by solving equation (4) we
know the warp factor, in turn, solving (5) we know the
potential.
The profile of the dilaton field has the following asymp-
totic expansions in the UV (z → 0) and IR (z →∞)
Φ(z) = φ0 z
 +Gz4−, z → 0,
Φ(z) = C zα, z →∞. (6)
In principle, φ0, G and C are constants. However, we
point out that the dilaton field is dual to a scalar oper-
ator O with dimension 4− , while the metric is dual to
the energy-momentum tensor Tµν of the dual field theory.
Thus, through the holographic dictionary the constants
φ0, G and C have physical interpretation. For example,
φ0 is the source, G is related to the vacuum expecta-
tion value (VEV) and C a parameter associated with
the color confinement scale. Additionally,  = ∆− is re-
lated to the mass of the dilaton field through the relation
M2Φ`
2 = ( − 4) [24], where ` represents the AdS ra-
dius and MΦ the mass of the dilaton. The profile of the
dilaton close to the boundary (6) guarantees the correct
asymptotic behavior, in agreement with what is expected
from the scalar operator O coupled to the source (for a
discussion see for instance [40], see also [36]). On the
other hand, in the deep IR region, the profile of the dila-
ton field guarantees confinement, because it satisfies the
general criteria investigated in Ref. [41], where the au-
thors showed that linear behavior is guaranteed for α = 2.
Our pivotal aim is to investigate the conformal symmetry
breaking, then, we do investigate two interesting cases:
α = 1 and α = 2. The motivation for studying α = 1
is because the dilaton arising in string theory has linear
behavior, which has been investigated in Refs. [37, 38].
There is a wide range of possibilities of interpolating
between the UV and IR asymptotic behaviors (6). We
choose the simplest function
Φ(z) = φ0 z
 +
Gz4−
1 + (G/C) z4−−α
. (7)
A. The gravitational background
Once the dilaton field is given by (7), the warp factor
and dilaton potential are obtained by solving numerically
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FIG. 1: Left: Plotting the profile of the dilaton field. Right: Numerical results of the warp factor. Both figures were obtained
by setting:  = 0.01, φ0/Λ
 = 1 and ` = 1.
Eqs. (4) and (5), respectively. The solutions determine
completely the gravitational background. In the forth-
coming analysis, we work with small values of , i.e.,
  1. To simplify the numerical analysis, we do in-
troduce a dimensionless coordinate u = Λz, hence, the
parameters of the model: G, C and φ0 are normalized by
the new parameter Λ. In Fig. 1 we plot the dilaton (left
panel) and warp factor (right panel). We do not use the
dilaton potential, at least in the first part of the work.
III. SPECTRUM
The spectrum in the dual field theory is obtained from
the perturbations on the metric and dilaton field around
their background values, i.e., gmn → gmn(z)+hmn(z, xµ)
and Φ→ Φ(z) + χ(z, xµ). Three sectors are emerging in
the perturbation equations. However, we focus on the
scalar and tensor sectors because the scalar sector is as-
sociated with dual spin-zero states, while the tensor sec-
tor with spin 2 states. Moreover, in holographic QCD,
the scalar sector is related to scalar glueballs due to the
connection between O and TrF 2 (the trace of the Yang-
Mills gauge field), for discussion see Refs. [36, 41]. For
details on the derivation of the perturbation equations
and writing them in terms of gauge-invariant variables,
see for instance Refs. [36, 45]. Finally, the correspond-
ing perturbation equations in terms of gauge-invariant
variables may be written as Schro¨dinger-like equations
− ψ′′s,t(z) + Vs,t(z)ψs,t(z) = m2s,t ψs,t(s), (8)
where ψs(z) and ψt(z) represent the wave functions of
the scalar and tensor sectors, respectively. The poten-
tial of the scalar sector is given by Vs(z) = (B
′
s(z))
2 +
B′′s (z), where 2Bs(z) = 3A(z) + 2 ln |X(z)| and X(z) =
Φ′(z)/(3A′(z)), a plot of this potential is displayed in
left panel of Fig. 2. On the other hand, the potential of
the tensor sector is given by Vt(z) = (B
′
t(z))
2 + B′′t (z),
where 2Bt(z) = 3A(z), a plot of the tensor potential is
displayed in right panel of Fig. 2.
A. Numerical solution - scalar sector
Here we obtain numerical solutions of the eigenvalue
problem represented by the Schro¨dinger-like Eq. (8). We
solve the problem using a shooting method, the “ini-
tial conditions” are the asymptotic solutions close to the
boundary ψs ∼ a0 z−+5/2 + a1 z−3/2, setting a1 = 0 we
choose the normalized solution. The results are displayed
in Fig. 3. In this figure, we observe the emergence of a
massless state in the limit → 0. On the other hand, in
such a limit, the operator O with dimension 4 − , be-
comes marginal. This result is interesting, because the
massless state may be interpreted as a Nambu-Goldstone
boson, consequently, a signal of spontaneous conformal
symmetry breaking.
From the numerical results we realized that m2s/Λ
2 ∼
γ for   1 (γ a real number), for a fixed value of
the parameter φ0/Λ
 = 1. Another possibility is to fix
φ0/Λ
 using the ratio of the first glueballs states (ob-
tained on the Lattice [47]), m0++ = 1475(30)(65)MeV
and m0++∗ = 2755(70)(120)MeV. Then, Λ may be fixed
by comparing the first numerical result with the corre-
sponding first glueball state as was done in Ref. [36].
By doing so, the parameters are: φ0/Λ
 = 113.3 and
Λ = 420.5MeV. However, the focus here is not to find
out the spectrum and compare it with the corresponding
results available in the literature, but the investigation of
CS breaking, for that reason the value of these parame-
ters is in general different.
1. Analytic approximation
In a general case, the potential of the Schro¨dinger-like
equation may be expanded close to its minimum located
at z = z∗ as
Vs(z) = Vs(z∗)+V ′s (z∗)(z−z∗)+
V ′′s (z∗)
2
(z−z∗)2+· · · (9)
As z∗ is the coordinate where the potential reaches its
minimum, thus, V ′s (z∗) should vanish at this point. More-
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FIG. 2: The figure shows the potential of the Schro¨dinger-like equations for the linear dilaton α = 1 and quadratic dilaton
(α = 2).
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FIG. 3: Figure shows the mass spectrum obtained by solv-
ing the Schro¨dinger-like equation using a shooting method.
We observe that the massless state becomes lightless as the
parameter  increases.
over, V ′′s (z∗) > 0 (see Fig. 2), whereas Vs(z∗) may be pos-
itive, negative or zero. Thus, the Schro¨dinger-like equa-
tion becomes (neglecting terms larger than O((z− z∗)2))
− ψ′′s (z) +
V ′′s (z∗)
2
(z − z∗)2ψs(z) =
(
m2s − Vs(z∗)
)
ψs(z).
(10)
Defining a new variable by ξ = r 4
√
V ′′s (z∗)/2, where r =
z − z∗, the last equation takes the form
− ψ′′s (ξ) + ξ2ψs(ξ) = λψs(ξ), (11)
where λ =
(
m2s − Vs(z∗)
)√
2/V ′′s (z∗). The normalizable
asymptotic solution of Eq. (11) is ψs ∼ e−ξ2/2, then,
introducing a new regular function g(ξ) defined by g(ξ) =
ψs(ξ) e
ξ2/2, the new differential equation reads as
g′′(ξ)− 2 ξ g′(ξ) + (λ− 1)g(ξ) = 0. (12)
The general solution of this equation may be written as
g(ξ) = C1Hλ−1
2
(ξ) + C2 1F1
(
1− λ
4
;
1
2
; ξ2
)
(13)
where: Hλ−1
2
(ξ) is the Hermite polynomial and
1F1(a; b; ξ
2) the Kummer confluent hypergeometric func-
tion. On the other hand, the regularity condition of
ψ(ξ) fix the constant C2 = 0 and (λ − 1)/2 = n, where
n = 0, 1, 2 · · · . Then, the expression for the mass is given
by
m2s = Vs(z∗) + (1 + 2n)
√
V ′′s (z∗)
2
, (n = 0, 1, · · · ) (14)
where we have reestablished the original coordinate. We
point out that the potential has an implicit dependence
on the conformal dimension, moreover, z∗ is also a func-
tion of the conformal dimension and may be determined
from the condition V ′(z∗) = 0. It is worth mention-
ing that Eq. (14) is a general result and may be used
when an analytic expression of the potential is known.
For example, applying (14) for the holographic model
describing scalar glueballs [48] we obtain the expression
m2s = 4 +
√
15 + 4n, which is a good approximation
of the exact solution m2s = 8 + 4n. Another exam-
ple is given by the spectrum of the scalar mesons [49],
m2s = 4 +
√
3 + 4n, which is a good approximation of the
exact solution m2s = 6 + 4n.
However, in our case the potential is obtained numer-
ically, hence, Eq. (14) may be used to obtain an approx-
imation for the mass as a function of the conformal di-
mension, . In the following analysis we set φ0/Λ
 = 1
and α = 2, so that we obtain Vs(z∗) for  ∈ [0, 0.3], at
the end we replace in Eq. (14), then, we fit the result to
get an analytic approximation for m2s(), which takes the
form
m2s = 5 
4/5, 0 ≤  ≤ 0.3, (15)
An overlap of the numerical and analytic result, Eq. (15),
is shown in Fig. 4, where the dashed line shows the an-
alytic solution, while the continuous line shows the nu-
merical solution. We observe a good agreement in the
region of interest.
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FIG. 4: Figure showing the behavior of the mass as a function
of the conformal dimension for φ0/Λ
 = 1.
B. Numerical solution - tensor sector
Analogously to the scalar sector, we may obtain nu-
merical solutions of the eigenvalue problem represented
by the Schro¨dinger-like Eq. (8). We solve the prob-
lem using a shooting method, where the “initial condi-
tions” are the asymptotic solutions close to the bound-
ary ψt ∼ b0 z5/2 + b1 z−3/2. For normalizable solutions
we set b1 = 0. The results are displayed in Fig. 5. In
this figure, we observe the dependence of the mass on
the conformal dimension, in the limit of → 0 we do not
observe any massless mode in this sector for both, linear
and quadratic dilaton.
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FIG. 5: The figure shows the mass spectrum obtained
by solving the Schro¨dinger-like equation using a shooting
method. We do not observe any massless state in this sec-
tor.
IV. CONFORMAL SYMMETRY BREAKING
The picture of the five-dimensional action (1) in the
dual field theory was previously investigated in Refs. [37,
38] (see also [36]). In the extreme UV, which is equiva-
lent to be at the boundary in the bulk theory, the field
theory has conformal symmetry when the dimension of
the operator O is ∆+ = 4 (marginal operator). How-
ever, introducing a new dimension of the operator, say
∆+ = 4− , the conformal symmetry is deformed. Thus,
the Lagrangian of the resulting deformed field theory may
be written as
L = LCFT + φ0O, (16)
where φ0 is the source of the relevant operator. On the
other hand, the dimension of the relevant operator ∆+ =
4 − , is translated in the dual gravity theory into the
mass for the dilaton through the holographic dictionary
by ∆+(∆+−4) = M2Φ`2. Thus, a relevant scalar operator
in the field theory is dual to a massive dilaton field in the
dual gravity theory, and a marginal operator is dual to a
massless dilaton.
Let us consider a massless dilaton in the bulk. This
means that the dilaton potential does not have a
quadratic term in its asymptotic expansion close to the
boundary. We can show this statement by setting ∆+ =
4 (or  = 0), hence, the asymptotic form of the dilaton
field (6) takes the form
Φ(z) = φ0 +Gz
4. (17)
Plugging this expression in (4) we get an analytic solu-
tion, which is given by
ζ(z) =
z1/2
`
(
3
G
)1/8
Γ
(
9
8
)
I 1
8
(
2
3
Gz4
)
, (18)
where I1/8(x) is the modified Bessel function of the first
kind. The corresponding expression for the dilaton po-
tential is given by
V (z) =
4
3 `2
[
9
(
0F1
(
;
1
8
;
G2 z8
9
))2
−
16G2 z8
(
0F1
(
;
9
8
;
G2 z8
9
))2 ]
,
(19)
where 0F1(; a;x) is the confluent hypergeometric func-
tion. Expanding Eq. (19) close to the boundary we get
V (Φ) =
12
`2
+
512
81 `2
(Φ− φ0)4 + · · · , (20)
where we have used Eq. (6). As expected, there is no
quadratic term on this expansion, which means a mass-
less dilaton field. Besides, we point out that in this case,
i.e.,  → 0, a massless state arises in the spectrum (see
Fig. 3). Consequently, we might interpret this situa-
tion as representing some kind of spontaneous symmetry
breaking (see for instance [39]). However, for concluding
so, we need to show that the VEV of the scalar operator
is non-zero, i.e., 〈O〉 6= 0. It is worth mentioning that
the massless state arising by considering a dilaton like in
Eq. (17) was reported in Ref. [40].
On the other hand, when  6= 0 the asymptotic form
of the dilaton remains as in (6). It is not possible to
6obtain an analytic solution for ζ(z), thus, the asymptotic
expansion of the dilaton potential is
V (Φ) =
12
`2
− 4
3
M2ΦΦ
2 + · · · , (21)
where we have considered the leading term of the dilaton
field Φ ∼ φ0 z and the relation ( − 4) = M2Φ`2. This
situation represents a massive state in the spectrum (see
Fig. 3). We might interpret as an explicit conformal sym-
metry breaking because the warp factor in no longer AdS
but deformed AdS.
From the field theory point of view, Goldstone’s the-
orem [5] states that massless bosons arise when a global
symmetry is broken. The extension of this theorem
in holography was previously investigated in Refs. [26–
29], where the dual conformal field theory has two fixed
points, one in the UV and the other in the IR, thus, there
is an RG-flow from one fixed point to the other. In the
context of top-down holographic QCD, see for instance
Ref. [44].
From the field theory perspective, consider a theory
with non-vanishing VEV, i.e., 〈O〉 6= 0, this means that
the symmetries of the Lagrangian are not the symme-
tries of the VEV. Then, consider that the trace of the
energy-momentum tensor is zero, i.e., Tµµ = 0, which
means the theory has conformal symmetry. Therefore, a
massless particle arises in the spectrum because the sym-
metry was spontaneously broken. As we will see below,
the holographic model we are working with shares these
features.
In the family of effective models for holographic QCD,
it is possible to compute the VEV of the scalar operator
O with dimension 4 − . Similarly, the vacuum energy
is obtained from the regularized on-shell action. The
general renormalized action is given by
Sren = SE + SGH + SCT , (22)
where SE is given by (1), SGH is the Gibbons-Hawking
surface term and SCT the counterterms action, which
cancel out the divergences. The Gibbons-Hawking sur-
face term is defined by
SGH = M
3
pN
2
c
∫
∂M
d4x
√−g 2K, (23)
where g = det{gµν} the determinant of the induced met-
ric (we are considering the induced metric with gµν , with
µ = 0, · · · , 3). and K the extrinsic curvature (see Ap-
pendix A for details). The renormalized one-point func-
tion may be obtained from the on-shell action. For our
convenience, the authors of Ref. [36] obtained the one-
point correlation functions using a minimal subtraction
scheme, thus, the VEV of the scalar operator reads as
〈O〉ren = 16
15
M3pN
2
c (4− )G . (24)
While the vacuum energy is given by
〈T 00〉ren = − 4
15
M3pN
2
c (4− )φ0G . (25)
Both results may be combined to show the trace anomaly
of CFTs
〈Tµµ 〉ren = − φ0〈O〉ren. (26)
Now, let us take the limit of  → 0. The energy-
momentum tensor becomes traceless, as can be seen from
Eq. (26), this means that the CS was restored. However,
the VEV remains finite. In conclusion, there is a mech-
anism of spontaneously conformal symmetry breaking.
Consequently, a massless state must emerge in the spec-
trum, as happens, see Fig. 3.
On the other hand, when  6= 0, the trace anomaly
(25) holds. This means an explicit conformal symmetry
breaking. As a consequence, the massless state becomes
massive.
V. LINEAR PERTURBATIONS
A. Scalar perturbations
In this section, we show that there is a massless pole
in the two-point correlation function related to the scalar
operator 〈OO〉. We implement an analysis following
Refs. [26, 27]. First, we introduce the domain wall co-
ordinate defined as dr = eAdz. Using the domain wall
coordinate the background metric (3) takes the new form
ds2 = dr2 + gµνdx
µ dxν . (27)
In the sequence, we introduce the superpotential formal-
ism which will be useful at the time we write the per-
turbation equations. We may rewrite the second-order
differential equation Eq. (4) as two first-order differential
equations:
∂rΦ = ∂W, ∂rA = −4
9
W,
thus, the potential (5) becomes
V =
64
27
W 2 − 4
3
(∂W )
2
, (28)
where ∂ represents the derivative with respect to the
background scalar field ∂/∂Φ. Let us consider the per-
turbations on the background metric and scalar field in
the form
gµν = gµν(r) + δgµν ,
Φ = Φ0(r) + δΦ,
(29)
where gµν = e
2A(r)ηµν , δgµν = e
2A(r)hµν(r, x
µ) and
δΦ = ϕ(r, xµ). The strategy is the following, we write the
equations of motion in terms of the extrinsic curvature
and induced metric defined in Eq. (A1), see Eqs. (A2)-
(A5). Then, we decompose the metric perturbations us-
ing the projectors defined in Eq. (A16). Finally, the cor-
responding perturbations equations are projected to get
7(A18), (A19) and (A24), details of this analysis are writ-
ten in Appendix A. In the forthcoming analysis, we con-
sider just the scalar perturbations, i.e., the scalar piece
of the metric and scalar field. By eliminating the scalar
function H from Eqs. (A22) and (A23) we may write the
perturbation of the scalar field as a third-order differen-
tial equation
∂3ϕ+ P ∂2ϕ+Q∂ϕ+Rϕ = 0, (30)
where the coefficients are given by:
P =− 8
3
W
∂W
+ 2
∂2W
∂W
,
Q =− 8
3
− q2 e
−2A
∂W 2
+
128
81
W 2
∂W 2
+
8
9
W∂2W
∂W 2
− ∂
2W 2
∂W 2
,
R =q2
e−2A∂2W
∂W 3
− 128
81
W 2∂2W
∂W 3
+
8
3
∂2W
∂W
+
∂2W 3
∂W 3
− 2∂
2W∂3W
∂W 2
− 8
9
W∂2W 2
∂W 3
+
8
3
W∂3W
∂W 2
− ∂
4W
∂W
.
(31)
Using the so called gauge mode (see Ref. [26] for details)
we may rewrite Eq.(30) in the form (this also may be in-
terpreted as a factorization of the third-order differential
equation [43])
(
∂2 + a1∂ + a0
)(
∂ − ∂
2W
∂W
)
ϕ = 0, (32)
where the coefficients are given by:
a1 =− 8
3
W
∂W
+ 3
∂2W
∂W
,
a0 =− 8
3
− q2 e
−2A
∂W 2
+
128
81
W 2
∂W 2
− 16
9
W∂2W
∂W 2
+ 2
∂3W
∂W
.
(33)
Introducing the following transformation(
∂ − ∂
2W
∂W
)
ϕ =
W
(∂W )2
e−4AS, (34)
the third-order differential Eq. (32) reduces to a second-
order one
∂2S + ∂B ∂S − q2 e
−2A
(∂W )2
S = 0, (35)
where B is giving by
B = 2 lnW − ln ∂W + 8
9
W
∂W
. (36)
We point out that the warp factor in terms of the super-
potential is given by A = −4W/(9 ∂W ). To compute the
correlation functions associated with the scalar perturba-
tions we need to know solutions of differential Eq. (35) at
least in the asymptotic regions, i.e., UV and IR. We may
solve Eq. (35) by knowing the asymptotic form of the
superpotential in the IR region, for example. However,
it is possible to solve this equation also perturbatively
considering q2 as a small parameter, which is true for the
lightest state. In the forthcoming analysis, we solve this
equation using two techniques. First, we solve the equa-
tion using q2 as a perturbative parameter. Second, we
solve the same equation in the IR and UV, in the end,
we match the corresponding solutions in the asymptotic
regions.
The perturbative solution may be written as
S =
∑
n=0
q2nSn. q2 < 1 (37)
Up to second order in the perturbative parameter the
solution of Eq. (35) is given by
S =c2
(
1 + q2
∫
e−B(Φ3)
∫
e−2A(Φ2)+B(Φ2)
(∂W (Φ2))2
dΦ2dΦ3 +O(q4)
)
+c1
(∫
e−B(Φ1)dΦ1 + q2
∫
e−B(Φ3)
∫
e−2A(Φ2)+B(Φ2)
(∂W (Φ2))2
∫
e−B(Φ1)dΦ1dΦ2dΦ3 +O(q4)
)
.
(38)
In principle, the result (38) is valid in the whole region
of interest, i.e., from the UV to the IR, it represents the
wave function of the lightest state. Therefore, by know-
ing the superpotential it is possible to evaluate these in-
tegrals, fortunately for us, we do know the IR asymptotic
form of it [41]
W = W∞Φ
α−1
2α e2Φ/3, (39)
where W∞ is a constant. The expressions for B and warp
factor are then given by
B =2Φ− 3(α− 1)
4α
1
Φ
− α− 1
2α
ln Φ + ln
3W 2∞
2
,
A =
α− 1
2α
ln Φ− 2
3
Φ.
(40)
In the following we consider the case for α = 2 only and
8leave the results for α = 1 in Appendix B. Thus, the
perturbative solution reads as
S =c2
(
1 +O(q2))− c1e−2ΦΦ1/4
3W 2∞
(
1 +O(q2)) , α = 2
(41)
where O(q2) are subleading corrections.
On the other hand, let us focus on the asymptotic form
of the differential Eq. (35) in the IR region where it be-
comes
∂2S +
(
2− α− 1
2α
1
Φ
)
∂S + 36 q˜
2Φ2−
2(α−1)
α
( 3(α−1)α + 4Φ)
2
S = 0, (42)
where q˜ = q/W∞. Fortunately, their solutions may be
written in terms of known functions:
S =e−2ΦΦ5/4
(
c3 U
(
1− 9q˜
2
8
,
9
4
, 2Φ
)
+
c4 L
5/4
9q˜ 2
8 −1
(2Φ)
)
, α = 2
(43)
where U(a, b, x) and Lan(x) are the confluent hypergeo-
metric and generalized Laguerre functions, respectively.
To avoid logarithms in the last solution we fix the con-
stant c3 = 0 and set c4 = c0. The leading terms of the
series expansion of Eq. (43) are:
S = 9
16
q˜ 2c0
(
Γ( 54 )
21/4
− e−2ΦΦ1/4
)
. α = 2 (44)
By matching (41) with (44) we conclude that
c2 =
9
16
q˜ 2c0
Γ
(
5
4
)
21/4
, c1 =
27
16
W 2∞q˜
2c0, (45)
consequently their ratio does not depend on q2
c2
c1
=
Γ
(
5
4
)
3W 2∞
. (46)
Now, let us turn our attention to the UV. The asymp-
totic form of the superpotential close to the boundary
may be written as [26, 36]
W =
9
4`
+
∆+
2`
Φ2. (47)
In the forthcoming analysis, we set ∆+ = 4, which is the
limit of spontaneous conformal symmetry breaking. The
expression (47) may be obtained solving Eq. (28) for the
massless dilaton, i.e., the potential just with cosmological
constant,
W =
9
4`
cosh
4
3
Φ. (48)
Hence, expanding the last result up to second order in Φ
we recover Eq. (47). Knowing the superpotential we may
find the function B and evaluate the integrals in Eq. (38).
Therefore, including the gauge mode, ϕg = Cg∂W , the
perturbation function ϕ takes the form
ϕ = ϕb + ϕNΦ0 + CNΦ
3/2
0 , (49)
where
ϕN = 2Cg,
ϕb = c2 − 2
17/4
34
Γ (3/4) c1,
CN =
128
243
c1,
(50)
Analogously, the asymptotic solutions for the metric
components h and hT are determined from Eqs. (A22)
and (A18), respectively
hT =hTb − 8
3
ϕbΦ0 − 4
3
ϕNΦ
2
0 −
16
15
CNΦ
5/2
0 ,
h =hb − 16
9
ϕNΦ
2
0 −
8
5
CNΦ
5/2
0 .
(51)
Replacing these results in Eq. (A11) we get a relation
between ϕN and CN given by
ϕN =
36
q2
CN . (52)
On the other hand, using the last equation in (50) we
rewrite (52) as
ϕN =
1
q2
512
27
c1 (53)
Finally, combining Eqs. (46), (50) and (53) we get the
following relation
ϕN = Fs(q)ϕb, (54)
where
Fs(q) = 512(
32Γ(5/4)
W 2∞
− 217/4Γ(3/4)3
) 1
q2
. (55)
Additionally, we write hT and hL = h− hT using (51)
in the form
hT =hT b + hTNΦ0 + · · · ,
hL =hLb + hLNΦ0 + · · · ,
(56)
where we have defined
hTN =FT (q)ϕb,
hLN =FL(q)ϕb
(57)
with FT (q) = −8/3 and FL(q) = 8/3.
From the above results, it is possible to say that the
two-point correlation function associated with the scalar
operator O has a massless pole. Using an argument sim-
ilar to the one used investigating quasinormal modes, see
9Ref. [50]. The statement said that the two-point corre-
lation function is proportional to the ratio of the coef-
ficients A and B when the perturbation function, here
represented by Z, may we written as
Z(r) = A(q)ϕ1(r) + B(q)ϕ2(r), (58)
where the coefficients may depend on the momentum
and ϕ1(ϕ2) is the nonnormalizable(normalizable) solu-
tion close to the boundary. Hence, the two-point corre-
lation function is given by
〈OO〉 ∝ B(q)A(q) (59)
Using the same argument in our case, from Eq. (49),
A = ϕb and B = ϕN . Then, replacing (46) we get
ϕN
ϕb
=
1536
33
W 2∞
Γ
(
5
4
)− 217/4Γ ( 34) 1q2 . (60)
Therefore,
〈OO〉 ∝ 1
q2
. (61)
This proofs the existence of the massless pole as com-
mented previously. An analogous discussion is also pre-
sented in Ref. [27]. However, to show the consistency
of our results we are going to write the on-shell action
and find the two-point correlation function through the
functional derivative.
B. Tensor Perturbations
In this section, we investigate the transverse and trace-
less sector (or spin 2 for short). It is not difficult to show
that this sector decouples from the other sectors and its
equation of motion may be written as (see Appendix A
for details)
∂2hTTµν + ∂B
TT∂hTTµν −
q2 e−2A
(∂W )2
hTTµν = 0, (62)
where BTT = log ∂W + 4A, which is given by (we focus
on the case α = 2)
BTT = log
(
2W∞
3
)
+
5
4
log Φ− 2Φ + 3
8Φ
(63)
Similarly to what we have done above, the perturbative
solution of Eq. (62) is given by
hTTµν = hb
TT
µν + hN
TT
µν
∫
e−B
TT (Φ1)dΦ1 +O(q2), (64)
where hb
TT
µν is the non-normalizable solution and hN
TT
µν
the normalizable one. Plugging (63) into (64) and per-
forming the integral we obtain
hTTµν = hb
TT
µν +
3hN
TT
µν
4W∞
e2ΦΦ−5/4 +O(q2). (65)
On the other hand, the differential equation (62) in the
IR reduces to
∂2hTTµν +
(
−2 + 5
4Φ
)
∂hTTµν +
9q˜ 2
4Φ
hTTµν = 0, (66)
where we have used the superpotential (39) and q˜ =
q/W∞. The solution of this differential equation is given
by
hTTµν = C1µνU
(
−9q˜
2
8
,
5
4
, 2Φ
)
+ C2µνL
1/4
9q˜ 2/8(2Φ), (67)
where U(a, b, x) and Lan(x) are the confluent hypergeo-
metric and generalized Laguerre functions, respectively.
In order to get an expression to compare with the per-
turbative solution (65), we expand (67) and set −C1µν =
C0µν = C2µν , getting
hTTµν =
9C0µν(γE + ipi)q
2
8W 2∞
− 9C0µνΓ(5/4)q
2
29/4W 2∞
e2ΦΦ−5/4 + ..
(68)
where γE is the Euler’s constant. Therefore, after match-
ing with (65) a relation between the non-normalizable
and normalizable coefficients is determined
hN
TT
µν = −
23/4W∞Γ(5/4)
3(γE + ipi)
hb
TT
µν . (69)
Analogously to what we have done in the scalar case, we
may obtain the two-point correlation function associated
with the energy-momentum tensor, which is proportional
to
〈TT 〉 ∝ hN
TT
hb
TT
=
23/4W∞Γ(5/4)
3(γE + ipi)
. (70)
Therefore, the last result shows no dependence on the
momentum and no massless pole. This result is in agree-
ment with the spectrum displayed in Fig. 5.
On the other hand, the perturbative solution close to
the boundary is also determined from the integral in (64)
and using the superpotential (47)
hTTµν = hb
TT
µν + hN
TT
µν
Φ0
4
(
1 +
4Φ20
27
)
, (71)
plugging (69) in the last equation we get
hTTµν = hb
TT
µν
(
1 + FTT (q) Φ0 + · · ·
)
, (72)
where
FTT (q) = − W∞Γ(5/4)
3× 25/4 (γE + ipi) . (73)
VI. TWO-POINT FUNCTIONS
To find the correlations functions we need to expand
the on-shell action up to second order in the perturba-
tions. To get finite expression we need to add countert-
erms to cancel out the divergences arising in the UV.
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Thus, the counterterms action in (22) may be written as
SCT =
8
3
M3pN
2
c
∫
d4x
√−g W˜ (Φ), (74)
where W˜ is a function that has the same asymptotic ex-
pansion of the superpotential close to the boundary, how-
ever, their coefficients are in general different. Hence,
close to the boundary, it has the asymptotic expansion
W˜ =
9
4
+ (4−∆+)Φ2. (75)
To expand the on-shell action up to second order in
the perturbations we follow the analysis implemented in
Refs. [26, 43, 51, 52], and write the action as
S[gµν+δgµν ,Φ0 + δΦ] = S[gµν ,Φ0]+
δS[gµν +
1
2
δgµν ,Φ0 +
1
2
δΦ; δgµν , δΦ],
(76)
where δS is given by
δS[gµν ,Φ0; δgµν , δΦ] =
−M3pN2c
∫
d4x
√−g
{(
Kµν −Kgµν − 4
3
W˜gµν
)
δgµν
+
8
3
(
∂rΦ0 − ∂W˜
)
δΦ
}
.
(77)
It is worth mentioning that in the analysis we are per-
forming, there is an implicit limit Φ0 → 0 on the on-shell
action. Setting ∆+ = 4 we simplify the last result, while
the superpotential (75) reduces to a constant.
Therefore, the on-shell action up to second order in the
fluctuations reads as
S = −M3pN2c
∫
d4x
√−g
(
4
3
∂rϕϕ− 4
3
∂2W˜ϕ2
− 2
3
∂W˜ϕhµµ +
1
4
hµν∂rh
µν − 1
4
hµµ∂rh
ν
ν
)
.
(78)
Now we rewrite the last result in terms of the superpo-
tential
S = −M3pN2c
∫
d4x e4A∂W
(
4
3
∂ϕϕ− 4
3
∂2W˜
∂W
ϕ2
− 2
3
∂W˜
∂W
ϕhµµ +
1
4
hµν∂h
µν − 1
4
hµµ∂h
ν
ν
)
.
(79)
Hence, the finite piece of the on-shell action becomes
S = −M3pN2c
∫
d4x
(
16
3
ϕNϕb + hNµνhb
µν − hNµµhbνν
)
(80)
Using the decomposition (A15) and projectors (A16) it
takes the form
S = −M3pN2c
∫
d4q
(2pi)2
(
hbµν
Πµν,αβFT T (q)
(q2)2
hbαβ+
16
3
ϕb Fs(q)ϕb + ϕb
[
PµνT FT (q)
3q2
+
PµνL FL(q)
q2
]
hbµν
)
,
(81)
where we have used (54), (57) and (72). The two-point
functions are determined through functional derivative of
this result, thus, for the scalar operator we get
〈OO〉 = δ
2S
δϕbδϕb
∝M3pN2cFs(q) = KM3pN2c
1
q2
, (82)
where the constant is given by K =
−8192 (33Γ(5/4)/W 2∞ − 217/4Γ(3/4))−1. This re-
sult shows us a pole at q2 = 0, thus, confirms the result
obtained in (61) and the existence of a massless pole in
the spectrum, see Fig. 3.
On the other hand, the two-point function for the
energy-momentum tensor is given by
〈
TµνTαβ
〉
=
δ2S
δhbµνδhbαβ
∝M3pN2c
Πµν,αβ
(q2)2
FTT (q),
(83)
as FTT (q) is, in fact, a constant (see result (73)), there is
no pole on the two-point function of this sector, which is
in agreement with the spectrum of the spin 2 sector, see
Fig. 5. Finally, we obtain the mixed two-point function
〈TµνO〉 ∝M3pN2c
[
PµνT
3q2
FT (q) + P
µν
L
q2
FL(q)
]
, (84)
as the functions FT (q) and FL(q) are constants, the two-
point function has a pole at q2 = 0, this pole is expected
because we are mixing the spin-zero and two correlation
functions [27].
VII. CONCLUSION AND FINAL REMARKS
In this work we investigated the conformal symmetry
breaking using a simple bottom-up holographic model.
We propose to consider the dilaton field as an input to
solve the differential equation describing the background.
The dilaton field in the UV guarantees the correct cou-
pling between the dilaton and the corresponding dual
operator in the dual field theory O. On the other hand,
in the IR region, the dilaton guarantees color confine-
ment. To recover the Regge behavior, i.e., m2 ∝ n, the
dilaton must be quadratic. Moreover, considering the
linear dilaton, the Regge behavior is not guaranteed and
the spectrum becomes a continuum. Solving the per-
turbation equations we found the spectrum of the scalar
and tensor sectors as a function of the conformal dimen-
sion  (c.f. Figs. 3 and 5). We observed that in the
limit of vanishing conformal dimension a massless mode
arises in the scalar sector. This state may be interpreted
as a Nambu-Goldstone boson arising due to the sponta-
neous conformal symmetry breaking. We confirm that
this massless mode is, in fact, a Nambu-Goldsonte bo-
son because the VEV of the corresponding operator is
not zero in this limit, i.e., 〈O〉 6= 0, while the trace of
the energy-momentum tensor vanishes 〈Tµµ 〉 = 0. We
also showed that the massless mode becomes the lightest
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state when explicit conformal symmetry breaking hap-
pens. Additionally, we found an analytic expression for
the mass of the lightest state as a function of the con-
formal dimension, m2s ∼ 4/5. Finally, we point out that
the relation between the mass of the dilaton field leading
to explicit breaking of conformal symmetry, and conse-
quently a massive scalar state in the dual field theory, is
true in bottom-up holographic models at zero tempera-
ture where the CFT is deformed by a relevant operator,
and confinement is guaranteed in the IR region. However,
this conclusion is not true when a black hole is embed-
ded in the bulk gravity or even though when charge is
included in the five-dimensional action, which is equiva-
lent to add chemical potential in the dual field theory.
As a complementary analysis, in the second part of this
work, we compute the two-point correlation functions of
the dual operators associated with the scalar and tensor
perturbations in the bulk gravity. To do so, we expanded
the on-shell action up to second order in the perturba-
tions. Finally, to get the desired functions we derive with
respect to the source. For the scalar operator, we ob-
served that the two-point function has a pole at q2 = 0,
which represents the massless mode emerging in the spec-
trum. On the other hand, the two-point function of the
tensor sector does not have any pole, which is in agree-
ment with the spectrum. Additionally, we have found
the mixed two-point function 〈TµνO〉, which has a pole
at q2 = 0, confirming the existence of a massless state
in the limit of  → 0. Future perspectives may investi-
gate the RG flow of the scalar operator at zero and finite
temperature, also the relation between the mass of the
dilaton field and conformal symmetry breaking.
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Appendix A: Perturbation equations
In this Appendix, we write the equations obtained af-
ter perturbing the background metric and scalar field.
We write the equations in terms of the extrinsic curva-
ture and induced metric, both are represented with Kµν
and gµν , respectively, while Greek letters characterize the
indices. In terms of the domain wall coordinates the ex-
trinsic curvature is given by
Kµν = −Γrµν =
1
2
∂rgµν ,
Kµν = Γ
µ
r ν , K = g
µν Kµν .
(A1)
In terms of the extrinsic curvature the components of the
background equations (2) may be written as:
−∂rK −KαβKβα =
4
3
(∂rΦ)
2 − 1
3
V, (A2)
− ∂µK +∇αKαµ =
4
3
(∂rΦ)∂µΦ, (A3)
Rµν − ∂rKµν + 2KαµKαν −KKµν =
4
3
(∂µΦ)(∂νΦ)
− 1
3
gµνV +
4
3
(∂µΦ)(∂νΦ),
(A4)
∂2rΦ +K∂rΦ + ∂µ
(
gµν∂νΦ
)
+ Γαµα (g
µν∂νΦ)
+
3
8
∂V = 0,
(A5)
where ∇α and Rµν are the covariant derivative and Rie-
mann tensor depending on the induced metric gµν . We
point out that the background equations written in terms
of the extrinsic curvature may be useful when studying
renormalization group flow equations (see for instance
Refs. [51–55]). For the forthcoming analysis, it will be
useful to eliminate terms containing ∂rK and Rµν from
the equations above, thus, the background equations be-
come
KµνK
ν
µ −K2 +
4
3
(∂rΦ)
2 =
4
3
(∂µΦ) (∂µΦ)
− V −R,
(A6)
−∂µK +∇αKαµ =
4
3
(∂rΦ)∂µΦ, (A7)
−∂rKµν −KKµν =
4
3
(∂µΦ)(∂νΦ)
− 1
3
δµνV −Rµν ,
(A8)
∂2rΦ +K∂rΦ + ∂µ
(
gµν∂νΦ
)
+ Γαµα (g
µν∂νΦ)
+
3
8
∂V = 0,
(A9)
Now introducing the perturbations on the background
metric and scalar field defined in (29). Under this defini-
tion, the Ricci tensor and its scalar to linear-order in the
perturbations take the form
R(1)µν =
1
2
(
∂µ∂αh
α
ν + ∂ν∂αh
α
µ − ∂ν∂µh−hµν
)
,
R(1) = e−2A (∂µ∂νhµν) ,
(A10)
where  = ∂µ∂µ. Plugging these results in (A6) − (A9)
and applying the Fourier’s transform we get the following
equations:
3∂rA∂rh+
8
3
∂rΦ0∂rϕ+ ∂V ϕ− e−2AhT = 0, (A11)
12
qµ∂rh− qα∂rhαµ −
8
3
qµ∂rΦ0 ϕ = 0, (A12)
∂2rh
µ
ν + 4∂rA∂rh
µ
ν +
(
∂rA∂rh+
2
3
∂V ϕ
)
δµν
− e−2A ((qµηαβ − qαηµβ)qνhαβ + PαµT hαν) = 0,
(A13)
∂2rΦ + 4∂rA∂rϕ+
1
2
∂rΦ∂rh− q2e−2Aϕ
+
3
8
∂2V ϕ = 0.
(A14)
The next stage is to project some of the last equa-
tions along the momentum and transverse to it (see
Refs. [26, 43]). For doing that we decompose the metric
perturbations in the form
hµν = h
TT
µν + h
TL
µν + h
T
µν + h
L
µν . (A15)
The projectors are defined by
PµνT = q
2ηµν − qµqν ,
PµνL = q
µqν ,
Πµν,αβ =PµαT P
νβ
T −
1
3
PµνT P
αβ
T ,
(A16)
where PµνL projects along q
µ, PµνT projects in the trans-
verse direction and Πµν,αβ projects on the transverse-
traceless sector, the components of (A15) are given by
hTTµν =
1
(q2)2
Παβµνhαβ ,
hTLµν =
1
(q2)2
[
PT
α
µPL
β
ν + PT
β
νPL
α
µ
]
hαβ ,
hTµν =
1
3(q2)2
PT µνPT
αβhαβ ,
hLµν =
1
(q2)2
PL
α
µPL
β
νhαβ .
(A17)
Additional properties of the projectors are: hL =
PL
αβhαβ/q
2, hT = PT
αβhαβ/q
2, hL + hT = h and
PL
µν/q2 + PT
µν/q2 = ηµν .
Let us split the problem. First, we apply the projector
PµνL on (A12) to get
∂rhT +
8
3
∂rΦϕ = 0. (A18)
Second, we apply the projectors PL
ν
µ and PT
ν
µ on (A13),
we get the following equations
∂2rhL + 4∂rA∂rhL + ∂rA∂rh+
2
3
∂V ϕ− q2e−2AhT = 0,
∂2rhT + 4∂rA∂rhT + 3∂rA∂rh+ 2∂V ϕ− q2e−2AhT = 0.
(A19)
Combining both equations, then using (A11) to replace
hT , at the end we get a second-order differential equation
for h
∂2rh+ 2∂rA∂rh+
2
3
∂V ϕ− 16
3
∂rΦ0∂rϕ = 0, (A20)
which may be written as
e−2A∂r
(
e2A∂rh
)
+
2
3
∂V ϕ− 16
3
∂rΦ0∂rϕ = 0. (A21)
Defining the new function H = e2A∂rh, the last equation
becomes a first-order differential equation for H. Addi-
tionally, we do introduce this new function in the Klein-
Gordon equation (A14), the resulting equations are:
e−2A∂rH +
2
3
∂V ϕ− 16
3
∂rΦ∂rϕ = 0, (A22)
∂2rΦ + 4∂rA∂rϕ+
1
2
∂rΦe
−2AH − q2e−2Aϕ
+
3
8
∂2V ϕ = 0.
(A23)
We may eliminate the dependence on H using both equa-
tions, the final result is a third-order differential equation
(30).
On the other hand, to complement the analysis we
write the equation of the transverse and traceless sec-
tor, which is obtained by applying the projector Παβ,νµ
on (A13), hence, we get
∂2rh
TT
µν + 4∂rA∂rh
TT
µν − q2e−2A hTTµν = 0. (A24)
This equation is used in Section V B to find the two-point
function of the energy-momentum tensor.
Appendix B: Scalar perturbations - linear dilaton
In this Appendix, we write the results obtained for the
linear dilaton in the IR. Thus, performing some integrals
in (38) the perturbative solution for α = 1 is given by
S =c2
(
1 +
9q˜ 2
8
Φ +O(q˜ 4)
)
−
c1e
−2Φ
3W 2∞
(
1− 9q˜
2
8
Φ +O(q˜ 4)
)
.
(B1)
On the other hand, we get an analytic solution of
Eq. (42), which is given by
S =c3 e
(
−2−
√
4+9q˜ 2
)
Φ
2 + c4 e
(
−2+
√
4+9q˜ 2
)
Φ
2 . (B2)
Expanding the last result up to second order in q˜ 2
S =c4
(
1 +
9q˜ 2
8
Φ +O(q˜ 4)
)
+
c3e
−2Φ
(
1− 9q˜
2
8
Φ +O(q˜ 4)
)
.
(B3)
Matching (B1) with (B3) we get
c2
c1
= − c4
3 c3W 2∞
. (B4)
13
On the other hand, the solution close to the boundary is
the same as in (49). Hence, combining Eqs. (B4), (50)
and (53) we get the following relation
ϕN = Fs(q)ϕb, (B5)
where
Fs(q) = − 512(
32c4
c3W 2∞
− 217/4Γ(3/4)3
) 1
q2
. (B6)
Using the same idea as we have done for the quadratic
dilaton, the solution close to the boundary may be writ-
ten as in (58), from this expression we read the coeffi-
cients. Thus, the two-point function for the linear dilaton
is given by
〈OO〉 ∝ ϕN
ϕb
∝ 1
q2
. (B7)
Therefore, we have shown that the correlation function
has a pole at q2 = 0, which corresponds to the massless
state displayed in Fig. 3.
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