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Abstract
The inverse problem of coupled static thermo-elasticity in which one has to determine the thermo-elastic
stress state in a body from displacements and temperature given on a subset of the boundary is considered.
A regularized method of fundamental solutions is employed in order to find a stable numerical solution to
this ill-posed, but linear coupled inverse problem. The choice of the regularization parameter is based on the
L-curve criterion. Numerical results are presented and discussed.
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1 Introduction
Whenever a solid is subject to heating conditions that give rise to a temperature distribution which produces
thermal expansions throughout its volume, the structure is subject to thermo-elastic loadings. In much exper-
imental research concerning the determination of thermo-elastic fields in a nuclear reactor or in structures of
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spacecraft and propulsion systems, measurements are possible on only an accessible part of the surface of the
body. The remaining surface is usually in contact with a hostile environment and it is therefore very difficult or
even impossible to place thermo-couples, heat flux probes, or strain gauges on it. In such a situation, one has
to find the thermo-elastic stress state in the body by using displacements and temperature measurements taken
on a subset of the boundary. In this study, this inverse problem of coupled thermo-elasticity in the static regime
is solved numerically, apparently, for the first time. For related Cauchy inverse boundary condition numerical
reconstructions in static thermo-elasticity the reader is referred to [3–5].
Since the problem is linear and we assume that the thermal and mechanical properties of the material are constant,
the numerical technique we choose to employ to solve this problem is the method of fundamental solutions (MFS)
which offers several advantages over the more established boundary element method (BEM) [24]. In particular,
as stated in [11], the MFS is meshless in the sense that only a collection of points is required for the discretization
of the problem under investigation. Unlike the BEM, no potentially troublesome integration is required in the
MFS. These features make the MFS very easy to implement, in particular for problems in complex geometries
and three dimensions. Moreover, unlike domain discretization methods such as the finite element (FEM) or
finite difference (FDM) methods, it is a boundary method which means that only the boundary of the solution
domain needs to be considered. This makes it particularly attractive for the solution of boundary value problems
in which the boundary is of prime interest, such as inverse problems and free boundary problems. Finally, like
the BEM it can easily deal with infinite domains by incorporating the behaviour of the solution of the problem
at infinity into the fundamental solution of the governing equation. Because of its advantages, the MFS has
been used extensively over the last decade for the solution of inverse problems [11]. In the particular problem
under investigation because of the way the particular solution is derived it appears natural to use the MFS. The
disadvantage of the MFS is that, like the BEM, it cannot be readily applied to problems in which the fundamental
solution of the operator in the governing equation is not known explicitly or to inhomogeneous equations. In
addition, a disadvantage of the MFS over the BEM is that the optimal location of the pseudo-boundary on which
the singularities are to be placed is, in general, not known. We finally mention that a few different meshless
boundary discretization techniques, different than, but related to the MFS have recently been introduced by W.
Chen and his co-workers, see e.g. [6, 7].
The mathematical formulation of the problem is given in Section 2. In Section 3 we describe the MFS for the
2
solution of the problem in question. Furthermore, the Tikhonov regularization method with the choice of the
regularization parameter given by the L-curve criterion is employed in order to obtain a stable solution. This
stability is investigated in Section 4 with respect to noise in the input data. Finally, the conclusions drawn from
this work are presented in Section 5.
2 Mathematical formulation
Consider a linear-elastic homogeneous, mechanically and thermally isotropic body occupying a simply connected
domain Ω bounded by a smooth boundary ∂Ω. The body is subjected to an unknown temperature field with
sources outside Ω and we assume that other internal heat sources or body forces are absent. We consider practical
applications involving high temperatures or hostile environments in which a part of the boundary Γ2 ⊂ ∂Ω is
inaccessible to measurements. In this case measurements of the displacements and temperature are available on
the remaining accessible part Γ1 = ∂Ω\Γ2. Then the inverse problem of coupled static thermo-elasticity requires
finding the displacement u and the temperature T satisfying the Navier-Lamé system [16, 20]
Lu+ γ∇T = 0, in Ω, (1)
and the steady-state heat conduction Laplace equation
κ∆T = 0, in Ω, (2)
where κ > 0 is the thermal conductivity, γ =
2GαT(1 + ν)
1− 2ν
, G is the shear modulus,
ν =


ν plane strain
ν/(1 + ν) plane stress
and αT =


αT plane strain
αT(1 + ν)/(1 + 2ν) plane stress,
(3)
where αT is the coefficient of thermal expansion, ν is the Poisson ratio and
Lu = −G
[
∇ ·
(
∇u+ (∇u)
T
)
+
2ν
1− 2ν
∇ (∇ · u)
]
. (4)
In (4) and in the sequel the superscript T denotes the transpose of the matrix ∇u. The governing equations (1)
and (2) have to be solved subject to the coupled boundary conditions
σ(u)n− γ T n = f , on ∂Ω, (5)
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where n is the outward unit normal to ∂Ω and the stress tensor is
σ(u) = 2G
[
ε+
ν
1− 2ν
tr(ε)I
]
, (6)
and
ε(u) =
1
2
(
∇u+ (∇u)
T
)
(7)
is the strain tensor. In (6), tr(ε) denotes the trace of the strain tensor. The left-hand side of equation (5)
represents the traction vector t, whilst its right-hand side f is a known vector function.
If T is prescribed on the whole boundary ∂Ω then, this gives rise to the direct problem in thermo-elasticity which
is well-posed up to a rigid body displacement. However, in our inverse problem only the part Γ1 of the boundary
∂Ω is accessible to measurement and on it we prescribe both the temperature and the displacement, namely,
T = T˜ , on Γ1, (8a)
u = u˜, on Γ1. (8b)
The uniqueness of solution of the inverse problem (1)-(2), (5) and (8) was proved in [13, 14]. However, the problem
is still ill-posed since small errors in the input data (8a) and (8b) cause large errors in the output solution (u, T )
in Ω and, especially in the heat flux
q := −κ∇T · n on Γ2, (9a)
and traction
t := σ(u)n− γ T n, on Γ2. (9b)
It is worth mentioning, that a related but decoupled Cauchy inverse and ill-posed problem consisting of equations
(1)-(2) with (8a)-(8b) and
−κ∇T · n = q˜ on Γ1, (10a)
σ(u)n− γ T n = t˜, on Γ1, (10b)
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see [3], has recently been solved using the MFS combined with the Tikhonov regularization in [18]. We also
remark that from (5) and (8a) we obtain
σ(u)n = f + γ T˜ n, on Γ1, (11)
which together with (8b) form a set of Cauchy data prescribed on Γ1.
3 The method of fundamental solutions (MFS)
The combination of the MFS with the method of particular solutions (MPS) for approximating a pair solution
(u, T ) of (1) and (2) is described in [17] and [12], in two and three dimensions, respectively.
In this section, we shall consider the two-dimensional case and describe the regularized MFS for solving the
inverse problem (1)-(2), (5) and (8).
First, in the MFS for the Laplace equation (2) we seek the approximation of the temperature as
TN (x) =
N∑
ℓ=1
cℓF (x, ξℓ), x ∈ Ω (12)
where the sources ξℓ 6∈ Ω and
F (x, ξℓ) = −
1
2πκ
log |x− ξℓ| (13)
is the fundamental solution of the two-dimensional Laplace equation (2).
Introducing (12) into (1) yields
Lu(x) =
γ
2πκ
N∑
ℓ=1
cℓ
(x1 − ξ1,ℓ, x2 − ξ2,ℓ)
|x− ξℓ|
2
, x = (x1, x2) ∈ Ω, (14)
where ξℓ = (ξ1,ℓ, ξ2,ℓ) for ℓ = 1, N . Then, using the MPS one seeks, see [17],
u = uH + uP , (15)
where
LuH = 0 in Ω, (16)
and
uP (x) = −
αT
4πκ
(
1 + ν
1− ν
) N∑
ℓ=1
cℓ(x− ξℓ) log |x− ξℓ|, x ∈ Ω (17)
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is a particular solution of (14).
We further apply the MFS to the Lamé homogeneous system (16) to approximate, see [15],
uH(x) =
N∑
ℓ=1
U(x, ξℓ)dℓ, x ∈ Ω, (18)
where dℓ = (d1ℓ , d2ℓ) and
Uij(x, ξ) =
1
8πG(1− ν)
[
−(3− 4ν) log |x− ξ| δij +
(xi − ξi)(xj − ξj)
|x− ξ|2
]
, i, j = 1, 2 (19)
is the fundamental solution matrix of the Lamé homogeneous system (16) and δij is the Kronecker delta tensor.
The approximations (18) and (12) of the solution (u, T ), via (17), contain 3N unknown real coefficients (cℓ)ℓ=1,N
and (dℓ)ℓ=1,N = (d1ℓ , d2ℓ)ℓ=1,N . In order to determine these coefficients we impose the boundary conditions (5),
(8a) and (8b). As boundary collocation points we take the points (xj)j=1,N of which the first (xj)j=1,N1 are
uniformly distributed on Γ1 and the remaining (xj)j=N1+1,N are uniformly distributed on Γ2. Collocating (8a)
and (8b) at (xj)j=1,N1 yields 3N1 equations given by
N∑
ℓ=1
cℓF (xm, ξℓ) = T˜ (xm), m = 1, N1 (20a)
and
N∑
ℓ=1
U(xm, ξℓ)dℓ +
αT
2
(
1 + ν
1− ν
) N∑
ℓ=1
cℓ(xm − ξℓ)F (xm, ξℓ) = u˜(xm), m = 1, N1. (20b)
In order to impose (5) we need to first calculate the stress tensors σ(uP ) and σ(uH) from (17) and (18),
respectively. First, as a direct consequence of (17) we have that the particular traction is given by, [17],
tP (x) = −
GαT
2πκ
(
1 + ν
1− ν
) N∑
ℓ=1
cℓ
[
1
1− 2ν
(log |x− ξℓ|+ ν)n(x) +
(x− ξℓ) · n(x)
|x− ξℓ|
2
(x− ξℓ)
]
, x ∈ ∂Ω. (21)
Secondly, from (18) we obtain that the homogeneous traction vector is given by, [17],
tH(x) =
N∑
ℓ=1
T(x, ξℓ)dℓ, x ∈ ∂Ω, (22)
where T is the fundamental solution for the traction vector given by, see [1],
T1j(x, ξ) =
2G
1− 2ν
[
(1− ν)
∂U1j
∂x1
(x, ξ) + ν
∂U2j
∂x2
(x, ξ)
]
n1(x)
+G
[
∂U1j
∂x2
(x, ξ) +
∂U2j
∂x1
(x, ξ)
]
n2(x), j = 1, 2, (23a)
T2j(x, ξ) = G
[
∂U1j
∂x2
(x, ξ) +
∂U2j
∂x1
(x, ξ)
]
n1(x)
+
2G
1− 2ν
[
ν
∂U1j
∂x1
(x, ξ) + (1− ν)
∂U2j
∂x2
(x, ξ)
]
n2(x), j = 1, 2. (23b)
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Rearranging we obtain that (5) is given by
t = tP + tH = f , (24)
or
N∑
ℓ=1
T(xm, ξℓ)dℓ −
GαT
2πκ
(
1 + ν
1− ν
) N∑
ℓ=1
cℓ
[(
− log |xm − ξℓ|+
ν
1− 2ν
)
n(xm)
+
(xm − ξℓ) · n(xm)
|xm − ξℓ|
2
(xm − ξℓ)
]
= f(xm), m = 1, N. (25)
In summary, equations (20a), (20b) and (25) form a system of 3N1 + 2N linear equations in 3N unknowns. We
require that 3N1 ≥ N and solve this system using the Tikhonov regularization of order zero with the choice of
the regularization parameter given by the L-curve method. This rather standard technique has been used in
many studies dealing with linear ill-posed problems, see for more details [10].
The particular solution for the displacements in the proposed approach is expressed using the MFS which appears
very natural in this context. In order to obtain a particular solution for the displacements in the case when instead
of equation (2) we have its inhomogeneous version, namely the Poisson equation ∆T = Q, where Q is a given
heat source, or the heterogeneous conductivity equation ∇· (κ(x)∇T ) = 0, one would have to use a more general
purpose method such asthe multiple reciprocity [21] or the dual reciprocity BEMs [22].
4 Numerical examples
Throughout this section the material constants were taken to be as follows: G = 4.8 × 1010N/m2, ν = 0.34,
κ = 4.01Wm−1K−1 and αT = 16.5 × 10
−6 ◦C−1. The L-curves and the Tikhonov regularization were carried
out using the routine tikhonov from Hansen’s regularization tools package [8, 9]. In the first three examples we
assume that the material is in the plane strain state, while in the fourth example we assume that the material is
in the plane stress state. In order to study the stability of the proposed approach noise was added to the right
hand sides T˜ (xm) and u˜(xm), m = 1, N1 of (20a) and (20b), respectively. In particular, instead of considering
T˜ (xm) and u˜(xm), m = 1, N1, we considered (1 + p̺m)T˜ (xm) and (1 + p̺m)u˜(xm), m = 1, N1, respectively,
where p is the percentage noise added and ̺ = [̺1, . . . , ̺N1 ] is a random noisy variable vector in [-1, 1] generated
using the MATLAB command -1+2*rand(1,N1).
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4.1 Example 1
We first consider an example in the unit disk with exact solution
T (x) = 100 log |x− x0|, u(x) =
αT
2
(
1 + ν
1− ν
)
T (x)(x− x0), where x0 = (8, 1). (26)
The boundary Γ1 is taken to be the upper half of the circular boundary ∂Ω, i.e. Γ1 = {(cosϑ, sinϑ), 0 ≤ ϑ ≤ π}.
The radius of the outer circle on which the sources are placed is taken to be 4. We also take N1 = 60 and
N = 120. In Figures 1 and 2 we present the results for the temperature T , the flux q and the displacement
vector u obtained on the boundary Γ2 = ∂Ω\Γ1 for noise p = 0 and 1%, respectively. There is no need to
present the traction t on Γ2 since it is given in terms of T |Γ2 from equations (5) and (9b). The solution was
calculated at 101 uniformly distributed points on the boundary Γ2 (different than the collocation points). First,
the results presented in Figure 1 show that for exact data, i.e. p = 0, and no regularization imposed there is
excellent agreement between the exact and MFS approximations for all illustrated quantities. In fact, the curves
in Figure 1 are indistinguishable. However, this unregularized solution is not very useful in practice since any
small error in the input data will cause a large (unbounded and highly oscillatory) error in the output solution,
as illustrated in Figure 2. Consequently, regularization is necessary and, as mentioned at the end of Section 3, in
this study we employ the Tikhonov regularization method with the choice of the regularization parameter λ > 0
given by the corner of the L-curve, [10]. In Figure 3 we present the L-curves obtained for noise p = 1%, 3%
and 5%. This figure clearly indicates the presence of a sharp corner of the L-curve which corresponds to the
values of λopt ∈
{
10−2, 10−1, 10−1
}
for p ∈ {1, 3, 5}%, respectively. In Figures 4(a)-4(d) we present the results
for the temperature T , the flux q and the displacement vector u obtained on Γ2 for noise p = 1%, with the
regularization parameter λ = 10−7 < λopt, λ = 10
−2 = λopt, λ = 10 > λopt, respectively. From these figures it
can be seen that if λ is too small, i.e. λ = 10−7 ≪ λopt = 10
−2, the solutions are not sufficiently regularized and
are still unstable. If λ is too large, i.e. λopt = 10
−2 ≪ λ = 101, the numerical solutions are stable but largely
different from the exact solutions. As is often the case with inverse and ill-posed problems, in order to balance
between the two extremes one needs to compromise and choose an appropriate λopt which is neither too small
nor too large. Such a parameter is λopt = 10
−2, as given by the L-curve of Figure 3 for p = 1% noise. With
this choice, the numerical results presented in the middle sub-figures of Figures 4(a)-4(d) show that a stable and
accurate solution can be obtained. Furthermore, by comparing Figure 4(a) with Figures 4(c), 4(d) it can be seen
that the ill-posedness manifests itself more strongly in the boundary temperature than in the displacement. The
8
λ 10−7 10−2 10
T 3.403(+1) 1.207(-2) 8.318(-1)
q 8.593(+2) 1.859(-1) 9.983(-1)
u1 1.887 1.466(-3) 9.420(-1)
u2 1.399(+1) 6.202(-3) 9.090(-1)
Table 1: Example 1: Maximum relative errors for T , q and u on Γ2 for noise p = 1% and λ = 10
−7, 10−2 and 10.
corresponding maximum relative errors on the boundary Γ2 for T , q and u for noise p = 1% and λ = 10
−7, 10−2
and 10 are presented in Table 1.
Example 1 presented the determined situation in which the length of the over-prescribed boundary Γ1 is equal
to the length of the under-prescribed boundary Γ2. The next two Examples 2 and 3 consider the under-determined
and over-determined cases, respectively.
4.2 Example 2
In this example, we consider the exact solution given by (26), but now with the boundary Γ1 taken to be the first
third of the circular boundary ∂Ω, i.e. Γ1 = {(cosϑ, sinϑ), 0 ≤ ϑ ≤ 2π/3}. The radius of the outer circle on which
the sources are placed is, as in the previous example, taken to be 4, and we also take N1 = 40, N = 120. In Figure
5 we present the L-curves obtained for noise p = 1%, 3% and 5%. The corners of the L-curves correspond to the
values of λopt ∈
{
10−2, 10−2, 10−1
}
for p ∈ {1, 3, 5}%, respectively. In Figures 6(a)-6(d) we present the results
for the temperature T , the flux q and the displacement vector u obtained on the boundary Γ2 = ∂Ω\Γ1, for noise
p = 3%, with λ = 10−7 < λopt, λ = 10
−2 = λopt, λ = 10 > λopt, respectively. The solution was calculated at 102
uniformly distributed points on Γ2 (different than the collocation points). Although not illustrated, it is reported
that, as expected, for the same amount of noise p, the determined case of Example 1 produces better results in
terms of both accuracy and stability than the under-determined case of Example 2. One can also observe that
the corners of the L-curves in Figure 3 for Example 1 are slightly sharper than those in Figure 5 for Example 2.
However, the numerical results presented in Figures 6(a)-6(d) for p = 3% noise show that stable and reasonably
accurate reconstructions are still achievable even in this under-determined situation. The rest of the conclusions
are consistent with those for Figures 4(a)-4(d) of Example 1.
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For completeness, we next consider an over-determined case.
4.3 Example 3
We consider the exact solution given by (26), but now with the boundary Γ1 taken to be the first two thirds of
the circular boundary ∂Ω, i.e. Γ1 = {(cosϑ, sinϑ), 0 ≤ ϑ ≤ 4π/3}. As in the previous examples, the radius of the
outer circle on which the sources are placed is taken to be 4 and we take N1 = 80 and N = 120. In Figure 7 we
present the L-curves obtained for noise p = 1%, 3% and 5%. The corners of the L-curves correspond to the values
of λopt ∈
{
10−2, 10−2, 10−1
}
for p ∈ {1, 3, 5}%, respectively. In Figures 8(a)-8(d) we present the results for the
temperature T , the flux q and the displacement vector u obtained on the boundary Γ2 = ∂Ω\Γ1, for noise p = 5%,
with λ = 10−7 < λopt, λ = 10
−1 = λopt, λ = 10 > λopt, respectively. The solution was calculated at 51 uniformly
distributed points on Γ2 (different than the collocation points). The numerical results illustrated in Figures
8(a)-8(d) are consistent with those of Figures 4(a)-4(d) for Example 1 and Figures 6(a)-6(d) for Example 2. We
also report that for the same amount of noise p, the over-determined case of Example 3 produces slightly better
results than the determined case of Example 1. Moreover, as may be seen from Figures 8(a)-8(d), the additional
noise present in the over-determined situation of Example 3 does not affect the stability of the numerical results.
4.4 Example 4
We finally consider an example from [18] in an annular domain defined by
Ω =
{
x ∈ R2|Rint < |x| < Rout
}
, ∂Ω = Γ1∪Γ2 where Γ1 =
{
x ∈ R2| |x| = Rout
}
,Γ2 =
{
x ∈ R2| |x| = Rint
}
,
with Rint = 1, Rout = 2. We consider the plane stress state and the exact solution
T (x) = Tout
log(|x|/Rint)
log(Rout/Rint)
+ Tint
log(Rout/|x|)
log(Rout/Rint)
, x ∈ Ω, (27a)
q(x) = −κ
Tout − Tint
log(Rout/Rint)
x · n
|x|2
, x ∈ ∂Ω, (27b)
u(x) =
[
αT
2
1 + ν
1− ν
Tout − Tint
log(Rout/Rint)
log |x|+
1
2G
(
1− ν
1 + ν
V −
W
|x|2
)]
x, x ∈ Ω, (27c)
10
t(x) = −γTn(x)−


σoutn(x), x ∈ Γ1,
σintn(x), x ∈ Γ2,
(27d)
where
V = −
σ
(H)
outR
2
out − σ
(H)
int R
2
int
R2out −R
2
int
, W =
(
σ
(H)
out − σ
(H)
int
)
R2outR
2
int
R2out −R
2
int
, (27e)
σ
(H)
out = σout − γTout +GαT
1 + ν
1− 2ν
(
Tout − Tint
log(Rout/Rint)
)(
1
1− ν
logRout + 1
)
, (27f)
σ
(H)
int = σint − γTint +GαT
1 + ν
1− 2ν
(
Tout − Tint
log(Rout/Rint)
)(
1
1− ν
logRint + 1
)
. (27g)
From (27a) one may easily see that T |Γ1 = Tout and T |Γ2 = Tint and we take Tout = 2, Tint = 1. We also
take σout = 2, σint = 1. It is worth pointing out that in this example the domain Ω is not simply-connected
and therefore the theorem of uniqueness of the solution of the inverse problem which holds for simply-connected
domains, [13, 14], and which is yet to be established for multiply connected domains, cannot be strictly invoked.
The radii of the outer and inner circles on which the singularities are placed are taken to be 4 and 0.5, respectively,
and we take N1 = 80 and N = 160. In Figures 9 and 10 we present the results for the temperature T , the flux q
and the displacement vector u obtained on the boundary Γ2 = ∂Ω\Γ1 for noise p = 0 and 5%, respectively. The
solution was calculated at 101 uniformly distributed points on the boundary Γ2 (different than the collocation
points). From Figure 9 it can be seen that for exact input data (8a)-(8b) the unregularized MFS solution is in
very good agreement with the exact solution on Γ2. In contrast, Figure 10 shows that for noisily perturbed input
data (8a)-(8b), the unregularized MFS solution on Γ2 becomes highly unstable, especially in the temperature
and heat flux. Regularization is therefore necessary in order to achieve a stable solution.
In Figure 11 we present the L-curves obtained for noise p = 1%, 3% and 5%. The corners of the L-curves
correspond to the values of λopt ∈
{
10−2, 10−2, 10−1
}
for p ∈ {1, 3, 5}%, respectively. In Figures 12(a)-12(d) we
present the results for the temperature T , the flux q and the displacement vector u obtained on the boundary
Γ2, for noise p = 5%, with λ = 10
−10 < λopt, λ = 10
−2 = λopt, λ = 10 > λopt, respectively. From these figures it
can be seen that stable and accurate numerical solutions are obtained if λ is chosen in accordance to the L-curve
criterion illustrated in Figure 11.
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5 Conclusions
In this paper, the MFS in conjunction with the MPS developed in [17] for the direct problem has been applied
to solve in a stable manner an inverse linear boundary value problem of static coupled thermo-elasticity [13, 14].
To the best of our knowledge, this problem has never been solved before numerically. From this application we
can draw the following conclusions/observations:
(i) To treat the ill-posedness of the problem the MFS was used in conjunction with the Tikhonov regularization
method, with the mention that the Tikhonov regularized/stabilised solution was obtained by inverting the
corresponding normal equation.
(ii) The choice of the optimal regularization parameter was based on Hansen’s L-curve criterion, in the sense
that this curve parameter was taken to correspond to the corner of the L-curve (i.e. the point of maximum
curvature).
(iii) Stable and accurate numerical results have been obtained for the inverse boundary value problem under
investigation in both simply and doubly connected geometries, with either an under-, equally- or over-
determined boundary Γ2.
The numerical solution of the inverse problems of quasi-static and dynamic coupled thermo-elasticity [13] will be
the subject of a future study. In addition, the application of the MFS to complicated two- and three-dimensional
crack identification problems such as those reported in [2, 19] with the BEM, and transient thermoelastic crack
problems, as reported in [23] using the dual BEM could be another subject of future research.
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Figure 1: Example 1: Results on Γ2 for no noise and no regularization.
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Figure 2: Example 1: Results on Γ2 for noise p = 1% and no regularization.
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Figure 3: Example 1: L-curves for noise p = 1%, 3% and 5%.
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Figure 4: Example 1: Results for noise p = 1% with λ < λopt, λ = λopt, λ > λopt.
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Figure 5: Example 2: L-curves for noise p = 1%, 3% and 5%.
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Figure 6: Example 2: Results for noise p = 3% with λ < λopt, λ = λopt, λ > λopt.
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Figure 7: Example 3: L-curves for noise p = 1%, 3% and 5%.
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Figure 8: Example 3: Results for noise p = 5% with λ < λopt, λ = λopt, λ > λopt.
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Figure 9: Example 4: Results on Γ2 for no noise and no regularization.
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Figure 10: Example 4: Results on Γ2 for noise p = 5% and no regularization.
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Figure 11: Example 4: L-curves for noise p = 1%, 3% and 5%.
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Figure 12: Example 4: Results for noise p = 5% with λ < λopt, λ = λopt, λ > λopt.
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