This paper analyzes the impact of banking crises on manufacturing exports exploiting the fact that sectors differ in their needs for external financing. Relying on data from 23 banking crises episodes involving both developed and developing countries during the period 1980-2000 we separate the impact of banking crises on export growth from that of other exogenous shocks (i.e. demand shocks). Our findings show that during a crisis the exports of sectors more dependent on external finance grow significantly less than other sectors. However, this result holds only for sectors depending more heavily on banking finance as opposed to inter-firm finance, furthemore sectors characterized by a higher degree of assets tangibility appears to be more resilient in the face of a banking crisis. The effect of the banking crises on exports is robust and additional to external demand shocks, the effect of the latter is indipendent and additional to that of a banking shock, and is particularly significant for for sectors producing durable goods.
Introduction
For the first time since 1982 trade volumes are predicted to fall in 2009 by 11 percent (IMF 2009) as a consequence of the simultaneous drop in demand and financial troubles. The recent collapse in exports following the unfolding of the financial crisis since the fall of 2008 has generated new pressing questions about the relationship between banking crises and exports growth.
1 In particular, it is not entirely clear to what extent supply shocks due to a collapse in the banking system are responsible for the drop in exports versus the more classical demand side factors (i.e access to finance).
With such questions in mind, this paper analyzes the evidence based on 23 banking crises episodes between 1980-2000 to study the relationship between banking crises and exports. In particular, we try to disentangle different channels through which banking crises can affect exports growth and separately estimate the impact of the supply shocks due to the banking crises from external demand shocks due to recessionary episodes in trading partners. The importance of the link between finance and growth cannot be underemphasized and has been extensively studied in the literature.
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Our study is particularly close to the approach originally proposed by Rajan and Zingales (1998) and followed by a number of more recent studies.
3 Similarly, various recent studies have focused more specifically on the impact of financial crises on the industrial activity and growth more in general confirming the hypothesis of a credit crunch channel occurring at times of financial distress (Berman 2009 , Dell'Ariccia, Detragiache, and Rajan 2008 , Kroszner, Laeven, and Klingebiel 2007 , Borensztein and Panizza 2006 . However, these studies do not specifically analyze the impact of financial crises on exports growth and are silent about the impact of sector-specific external demand shocks. This is a particularly relevant question given the evidence emerging from the firm-level literature which points toward the importance of fixed costs and preparation that exporters have to undergo in order to break and thrive in the export markets 4 (Roberts and Tybout 1997 , ?, Muuls 2008 , Iacovone and Javorcik 2008 . Our paper is also related to the emerging theoretical and empirical literature pointing toward the importance of financial development for export growth as a factor shaping exports patterns (Kletzer and 1 "Twenty-eight out of 38 economies reporting November export data (as of January 13, 2009) show doubledigit declines relative to the same month in the previous year. On average, exports of the reporting countries declined by 15 percent in November" (World Bank, January 2009).
2 For a very detailed survey of the literature see Levine (2004) . 3 Fisman and Love (2003) , Beck (2003) , Braun (2003) , Manova (2008) , Raddatz (2006) . 4 For example Iacovone and Javorcik (2008) show how in the aftermath of NAFTA Mexican firms in sectors with larger tariffs cuts perceiving new export opportunities prepare to break into export markets by scaling up their investment in physical capital and improving the quality of their goods. Bardhan 1987 , Beck 2002 , Beck 2003 , Ju and Wei 2005 , Hur, Raj, and Riyanto 2006 , Becker and Greenberg 2003 . While these studies argue that financial development matters for export growth it can also be argued that the development of financial system can actually be shaped by exports patterns themselves as suggested by Do and Levchenko (2007) .
5
This paper provides several contributions to the literature. First, we show that there is a negative and significant effect of banking crises on exports growth as sectors more heavily dependent on external finance are hit harder by a financial crisis. Second, we show that not all financial channels dry up at times of crisis as sectors more heavily dependent on inter-firm finance are not significantly more affected than others. Third, we show that sectors characterized by a higher share of tangible assets are affected significantly less by the crisis as their higher ability to provide collateral provides them with a better access to financial resources even in a context of crisis. Fourth, we show that the impact of "supply-side" shocks due to credit crunch is additional and independent from that of "demand-side" shocks, furthermore the latter is especially important for sectors producing durable goods. Confirming the importance of the "financial channel" these effects are stronger for deeper crises and in countries with a less developed financial system. These findings are robust to a large number of robustness checks, in particular testing for potential endogeneity and omitted variable biases.
The remainder of the paper is structured as follows. Section 2 reviews the existing related literature. Section 3 presents the data and empirical strategy adopted, before the results are discussed in Section 4. Section 5 concludes summarizing the main results and outlining future steps.
Related literature
The paper is closely related to three main strands of literature. The first one is the literature analyzing the link between finance and growth. This body of literature is extensive and is not our aim to provide a complete survey but to discuss the studies that are more closely related to our.
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King and Levine (1993) , in their pioneer cross country study show that financial development has a significant positive impact on economic growth. However, this study similarly to other cross-country studies does not formally deal with the problem of causality between finance and growth. Differently, Jayaratne and Strahan (1996) are able to get around this issue by focusing 5 In this study, in order to test the relationship between financial development and exports growth we exploit the fact a financial crisis can be considered exogenous to the structure of exports, and test for this assumption in our robustness checks. 6 For a detailed and encompassing survey the reader should refer to Levine (2004) on the impact of branch deregulations in the US that provide for a quasi-experimental design. In their study they show that the US states that decided to deregulate the bank branches have improved their growth prospects. Importantly, they also find that after deregulation the quantity of borrowing did not rise suggesting that higher growth was induced primarily through higher quality of lending decisions. The view that better allocation of resources is the primary channel through which financial development affects growth is also confirmed by Wurgler (2000) . He shows that a more developed financial system helps to allocate funds to industries with higher growth prospects. Events such as the one exploited by Jayaratne and Strahan (1996) are rare and therefore an important step forward toward tackling the engogeneity issues was the contribution of Rajan and Zingales (1998) . Their main idea is that industries differ in terms of their "dependence from finance" because of specific technological reasons that are constant across countries. Therefore, when a country's financial system develops those sectors that rely more heavily on external finance will benefit disproportionately and grow faster. In their study, by applying a difference-in-difference methodology they compare the growth of sectors that have differential degree of reliance from external finance and by exploiting between-sector, rather then cross-country, source of variation they are able to overcome some of the well known endogeneity problems of previous studies. Their main hypothesis turns out valid and the results, that sectors more dependent on external finance grow faster as the financial system develops, appear robust to different measures of financial development and external dependence. Following a similar methodology, Fisman and Love (2003) show that when analyzing the link between finance and growth, it is important take into account not only the "bank finance" channel but also other sources of finance such as inter-firm finance. In fact, they find that in contexts where the quality of financial intermediation is low, firms relying more on trade finance and inter-firm finance, rather than on bank finance, tend to grow faster. Another important contribution by Raddatz (2006) shows that better developed financial systems reduce output volatility in sectors with higher liquidity needs. His measures of liquidity needs, unlike Rajan-Zingales which measures primarily long term investment financing needs, are focusing on short term needs for covering the working capital expenses. Finally, Braun (2003) provides additional insights on the channel through which finance affects the real economy by showing that where financial markets are not sufficiently developed the use of collateral is particulary emphasized. Therefore, in economies where financial intermediation is scarce industries that normally rely more on tangible assets tend to have a comparative advantage and grow relatively faster.
The second strand of literature important for our paper involves those studies focusing on the importance of existing sunk costs to penetrate export markets, and therefore on the possibility that financial constraints may be relevant for firms to be able to overcome such hurdle and penetrate export markets. Kletzer and Bardhan (1987) provided a seminal theoretical contribution by developing a model where countries with identical technology and endowments can develop a finance based comparative advantage in manufacturing goods requiring more working capital, marketing costs or trade finance. In a similar perspective, Baldwin (1989) and Krugman (1989) developed models where exporters have to pay a significant sunk cost to enter foreign markets. The sunk cost hypothesis was later tested by Roberts and Tybout (1997) who found that indeed such sunk costs exist and are a significant predictor of export entry. Similarly, Bernard and Jensen (2004) analyze the factors that increase the probability of exporting and confirm that sunk costs are important. 7 As discussed by Becker and Greenberg (2003) these costs are large and difficult to finance from various reasons. First, investments are made long before any revenue is collected and provide limited collateral. Second, revenues from abroad might be difficult to verify for outsiders. Finally, export revenues might be volatile and difficult to predict. Muuls (2008) relying on an original dataset of Belgian manufacturing firms shows that credit costraints are a significant predictor of whether a firm will engage into exporting. 8 Along the same line of Kletzer and Bardhan (1987) , Beck (2002) develops a theoretical model that predicts that higher financial development will lead to a lower search cost for financial intermediaries and a shift of incentives toward sectors with increasing returns to scale (i.e. manufacturing sectors).
He then tests these predictions in cross-country setting and confirms that more financially developed countries have higher manufacturing shares. 9 Further, in a later empirical work, Beck (2003) applies the Rajan-Zingales' methodology and shows that countries with better developed financial markets have higher shares of exports in industries more dependent on external finance. In a recent paper Manova (2008) addresses a similar question using a gravity model and shows that countries at a higher level of development are more likely to become exporters and the effect is more pronounced in sectors more dependent on external finance and with fewer tangible assets. 10 Finally Do and Levchenko (2007) argue, both theoretically and empirically, that the relationship between finance and trade is not uni-directional and a country's financial development is actually endogenous to the export structure of the economy.
Finally, this paper is also closely related to the literature analyzing the impact of crises on the real economy. Several studies focused on the impact of banking crises on industrial output, while others have analyzed the impact of other macroeconomic shocks (i.e. devaluations) on 7 Confirming the importance of sunk costs to break into export markets, in a recent paper Iacovone and Javorcik (2008) show that in order to break into export markets exporters need to prepare and both incur into significant investment as well as improve the quality of their products. 8 She uses the bankruptcy risk measure computed by the credit insurance company Coface as a proxy for credit costraints. 9 He addresses the potential endoegenity issues by using an IV estimator with legal origins serving as an instrument for financial development. 10 Hur, Raj, and Riyanto (2006) make a similar finding about tangibility as they show that industries with more tangible assets tend to export more, and explain this result arguing that at low levels of financial development problems such as moral hazard and adverse selection will be more pronounced and lenders will be more likely to require a collateral.
exports.
11 From the first group Dell'Ariccia, Detragiache, and Rajan (2008) is particularly close to our study in terms of its methodology as it focuses on the impact of past financial criss on industrial output using a difference-in-difference approach in a panel data framework. Their results show that during periods of financial distress the industries that depend more on external finance were hurt disproportionately more than those financing their investment through internal funds. Similarly, Kroszner, Laeven, and Klingebiel (2007) confirm their results and find that the contraction is more pronounced in countries at higher level of financial development. From the second group of papers Berman (2009) concentrates on the impact of currency crises on trade and provides a finance based explanation for the exchange rate disconnect puzzle. Even though a currency crisis has a positive effect on exporters, by improving their competitiveness, it has also and adverse effect on their balance sheets by increasing the cost of their foreign denominated loans. Therefore, depending on the specific firm-level situation and on the country context the impact of devaluation on exports is ambiguous, and it becomse possible to observe an adverse effect on exports after a devaluation with the adjustment primarily operating on the extensive margin.
12 In a related study Borensztein and Panizza (2006) find that industries with higher propensity to export are hurt relatively more during periods of sovereign defaults. Given that banking crises are often accompanied by economic downturns, Braun and Larrain (2005) show that during recessions industries that depend relatively more on external finance get hurt more. Their explanation for such finding is that during a recession internal funds become scarcer and firm are forced to rely more heavily on external finance. At the same, during a recession confidence in the economy decreases and banks start being reluctant to lend even to good borrowers, and this adverse effect due to this credit crunch is more pronounced for sectors relying more on external finance.
3 Empirical strategy and data
Empirical strategy
To identify the impact of banking crises on exports we have to address in our empirical strategy the endogeneity and reverse causality issues. The same shocks that trigger the financial crisis might also affect the export performance. Similarly, the performance of exports may be the trigger of the financial crisis. Such concern about reverse causality could be particularly serious in countries where the economy is not sufficiently diversified and relies on just few sectors, the ones affected by adverse exogenous shocks. If the importance of the exporters is sufficiently high in the portfolios of the banks, an adverse demand shock might lead to the inability of the exporters to pay off their loans and consequntly to a banking crisis. To tackle these concerns and correctly identify the impact of banking crises on exports growth we therefore adopt a difference-in-difference approach suggested by Rajan and Zingales (1998) that to large extent mitigates both concerns. 13 Specifically, we will test whether banking crises have an effect on exports growth, by asking if industries more dependent on external finance are more severely affected by the crisis. With this objective in mind we estimate the following equation that is very similar to the one used by Dell'Ariccia, Detragiache, and Rajan (2008):
where ∆X ijt corresponds to the growth rate of exports in country i, industry j and time t.
The inclusion of the lagged share of exports in total exports serves to control for convergence effects. To control for long term growth trends of industries at country-level we include a country-industry fixed effect α ij . The remaining two paired fixed effects β it and γ jt control for country specific and industry specific time varying shocks, these allow us to control countrywide shocks that may affect exports (including macroeconomic and institutional country-wide changes) as well as industry specific global supply or demand shocks that can affect exports growth. Because of the inclusion of all these fixed effects the only additional variables that can be identified are those that simultaneously vary across all three dimensions, i.e. country, industry and time. In fact, our identification strategy only expploits variation between sectors within country and therefore is not affected by country specific, or industry specific, shocks. Furthermore, the inclusion of the fixed effects substantially reduces the risk of obtaining biased results because of omitted variables.
Our main variable of interest is the interaction of the external finance dependence measure with the financial crisis dummy. The financial crisis dummy is actually a "crisis window" because it is equal to 1 if country i faces a financial crisis in year t as well as in the two years immediately after crisis. 14 The reason of using a crisis window is because we are not only interested in the immediate short run effects of the crisis but also its medium-term effects. Furthermore, given the lumpiness of certain investments it is possible that the impact of the credit crunch due to the crisis may emerge with a lag as firms do not have to finance investment continuously. In sum, finding a negative δ would suggest that during a financial crisis sectors relying more on external finance are hurt more than those that finance their investments using internal funds. Such result would confirm the existence of a financial channel operating during the crisis.
13 Furthermore in our robustness checks we address specifically the endogeneity concerns.
14 As a robustness check we consider also two and four years windows and our results are substantially unchanged.
A key issue in our identification strategy is to define a measure of external dependence from finance that is appropriate and relevant for exporters. Based on the previous literature we argue that exporters rely on two main sources of finance. First, exporters are likely to need to finance their investments as much as domestic firms and even more as confirmed by studies pointing to the importance of fixed costs and investment in order to succeed in export markets (Iacovone and Javorcik 2008) . Furthermore, given the larger volumes of production that exporters have to generate in order to serve export markets they are also likely to be heavily reliant on working capital and trade finance. These are going to be our main variables that will capture the reliance on external finance and in the next section we will discuss more in details which proxies we use to capture these variables.
Data
Exports data, from UN Comtrade, are disaggregated at 4 digits ISIC Rev 2 and cover the period 1980 to 2006. To construct our dependent variable we first exclude all very small trade values, i.e. smaller than 1000 USD, then we compute the exports growth rates as log differences and exclude extreme growth values by trimming top and bottom 5% of observations .
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The information on banking crises is obtained from Dell'Ariccia, Detragiache, and Rajan (2008) who identify 48 systemic financial crises periods in both developed and developing countries.
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However, because we are only interested in the effect of pure banking crises we exclude all "twin crises" when a currency crisis occurred jointly with the banking crisis. 17 The rationale for this exclusion is that we wanto to isolate the credit crunch channel from the balance sheet effects. In fact, during twin crises, when large devaluations occur, firms with high exposure to foreign debt will be hit particularly hard. If these firms are also the firms highly dependent on external finance, the effect of the crisis on exporters that we observe might be a consequence of their own balance sheet problems rather than a consequence of the credit crunch due to the banking crisis. Finally, out of the remaining 32 crisis episodes we only have disaggregated trade data for 15 A similar cleaning procedure is also used by Dell'Ariccia, Detragiache, and Rajan (2008) and Borensztein and Panizza (2006) , both using more aggreagated 3 digit ISIC data, exclude 2% on each tail. Furthermore, we test the robustness of our results trimming the top and bottom 1% and our results are qualitatively unchanged, while the size of our main coefficient of interest becomes marginally larger in the baseline regressions. 16 Based on their definition, an episode of financial crisis occurs if one of the following four conditions is satisfied.
First, emergency measures have been taken to assist the banking system. Second, large scale nationalization took place. Third, non-performing loans reached at least 10% in total assets or finally, costs of rescue operations were more than 2% of GDP. 17 We identify these using the standard Frankel and Rose (1995) criteria.
24 crises in 22 countries. 18 The list of countries in the sample and their principal characteristics are summarized in Table 1 .
The measure of external finance dependence is based on data of listed US companies provided in Compustat and obtained from Rajan and Zingales (1998) . They compute the proxy as a fraction of capital expenditures that an industry is not able to finance with internal funds. To construct it they first compute the median of all firms in each sector and year and then they average the sectoral measures over the entire period of 1980-89. Rajan and Zingales (1998) argue that this variable identifies the " external dependence" as a "technological characteristic" of the sector. Therefore, it is necessary to use a benchmark economy with limited market frictions because otherwise the measure of dependence could reflect these frictions rather than the "technological factors", i.e. the external financing need of an industry. 19 It is important to underscore that for our identification strategy the actual magnitude of this variable does nto have to be the same across countries, the only assumption that really matters is that the ranking of the industries in terms of their financial dependence is the same across countries.
The measure proposed by Rajan and Zingales (1998) is a good proxy for the reliance on external funds to cover long-term investments and dependence from banks. However, for exporters it is also important to be able to finance short term needs such as working capital, which is often covered through trade credit. In order to capture this component we will employ a measure proposed by Fisman and Love (2003) who follow a similar approach as Rajan and Zingales (1998) and define the sectoral dependence on trade finance as the ratio of accounts payable over total assets. Finally, as we described in the Section 2 various studies have emphasized the importance of collaterizable assets in situations when the confidence in financial sector is low. Industries that are characterized by a larger share of tangible assets are more likely to have easier access to external finance (both trade and banking finance) because of their ability to provide collateral in securing their loans. Therefore, in our baseline estimations we will be also using a proxy for the ability of an industry to provide collateral. This proxy is obtained from Kroszner, Laeven, 18 The countries for which the data are missing are primarily African countries that experienced a crisis early in the sample.
19 As discussed by Levine (2004) ), their strategy is based on three main assumptions: (1) financial markets in the U.S. are relatively frictionless, (2) in a frictionless financial system, technological factors influence the degree to which an industry uses external finance, (3) the technological factors influencing external finance are constant (or reasonably constant) across countries. This approach has been extremely successful and various papers have adopted and relied on similar assumptions (Asli Demirg-Kunt & Vojislav Maksimovic 2002; Beck & Levine 2002; Beck (2002); Beck (2003) ).
and Klingebiel (2007) and is equal to the ratio of tangible assets in total assets. We believe that this measure can provide an additional dimension and could be of particular importance during financial crises when it could ease access to finance. All three variables are summarized in Table 2 .
In addition to the above variables we will be using a range of other control variables and alternative measures throughout the estimations and robustness checks. Their construction and sources will be described as we introduce them in Section 4.
Results

Summary statistics
Before proceeding with the estimation we will have a brief look at the summary statistics. Table 3 captures the differences in growth rates of highly dependent industries compared to low dependent industries in an out of a financial crisis. An industry that is highly dependent from financial sector (i.e. at the top decile of financial dependence measured using the RZ proxy) experiences a reduction in its average growth rate by 2.2 percentage points during a crisis relative to non-crisis times. On the other hand an industry characterized by a low external dependence (i.e. from the bottom decile measured using the RZ proxy) tends to actually grow faster during a crisis. The latter result may appear surprising but is easily explained by the devaluation that often takes place during a financial crisis. In fact, Table 1 shows how most of the crises, even though they did not meet the criteria to be classified as twin crises, were accompanied by at least a mild devaluation. Therefore, the increase in export growth in industries that do not rely on external finance is likely to be a direct consequence of their increased competitiveness. Even though the enhanced competitiveness applies to the high dependent industries as well, their response to demand is limited by financial constraints that are likely to be higher during a financial crisis. The resulting difference between growth in non-crisis and crisis period in a high dependent industry compared to the same difference in the low dependent industry is 3.5 percentage points.
In case of the trade credit dependence, both the high dependent and the low dependent industries tend to grow faster during a crisis, however, the differential between the two remains almost unchanged when comparing to non-crisis times. This suggests that both types of industries have reaped the benefits of higher competitiveness brought by the devaluation in almost the same extent and the highly dependent industries did not seem to be affected by their sources of finance drying up.
Finally, industries with higher shares of tangible assets experience higher growth rates during crisis periods than during normal periods. On the other hand, the growth rates of exports in non-tangible industries get slightly lower during crises. The differential between high and low tangible industries rises by almost 3 percentage points in a crisis situation suggesting that posession of tangible assets provides for a buffer and eases access to finance when the economy is experiencing financial distress.
We will be estimating these difference in difference coefficients more formally in the next section using the methodology described above. Table 4 summarizes the results from our benchmark regression (1). We estimate the specification separately for each of the two major measures of external finance dependence as well as for the tangibility measure in the first three columns and combine all of them in column 4. The results suggest that exports of industries that depend heavily on external finance from banks suffer significantly more during a banking crisis. Comparing the exports growth performance of the ship building sector which is in the tope decile of external dependence with production of non-metallic mineral products from the bottom ten per cent in a crisis we observe a difference in the growth rates about 4 percentage points higher compared to non-crisis years. While exports growth of high dependent sectors is reduced by about 4.1 percentage points (going down from an average growth of about 11% out of crisis), the growth in a low dependent sector is almost unchanged.
Baseline regressions
At the same time, it appears that not all the external finance during a crisis dries up. The sign on the estimated coefficent in column 2 of Table 4 suggests that industries more dependent on trade credit are in an advantage during a crisis, however, the result is not statistically significant. This implies that in the past crises despite their adverse effect on the bank finance trade credit provision was not cut. Trade finance is basically inter-firm finance provided to relatively more finance constrained firms by more advantaged firms often with well established relationships with financial institutions (Petersen and Rajan 1996) . However, during a financial crisis these privileges might be cut and consequently the firms might also reduce the trade credit provision. This does not seem to have been the case. What can explain our result is that in exporting industries the trade credit providers are not necessarily from the same country as the receiver and therefore there is no reason to expect that trade credit provision would face substantial constraints.
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Consistent with our hypothesis that higher ability to provide collateral might ease access to finance during crises when confidence in the economy is low, we find that industries with higher shares of tangible assets are growing faster. The estimated coefficient suggests that the difference in the growth rates between a highly tangible industry such as glass production and an industry with few collaterizable assets such as drugs will be 5 percentage points higher in crisis compared to non-crisis years.
In the last three columns of Table 4 we show that all three effects are almost unchanged also when we control for financial development interacted with the proxies for external dependence. Financial development is defined as private credit in GDP and is taken from Beck, DemirgucKunt (2009).
Demand side effects
In addition to the supply side effect of the financial channel we are also interested in the impact of external demand shocks. For this purpose we construct an industry specific external demand shock and estimate the following specification:
The external demand shock for exporter i in industry j is defined as GDP growth of the importer p weighted by the trade share of this partner in total exports of i in industry j and summed over all partners that import goods from this specific exporter in this specific industry. This gives a measure that varies across exporters, industries and time. The estimated positive and significant coefficient on the demand shock variable in the first column of Table 5 can be interpreted as follows. Should the GDP growth of the only trading partner (100% share) decrease by 1 percentage point then the exports growth decreases by 1.18 percentage points. Obviously, the effect of the same demand shock of importer p will have a different impact across sectors dependent on the relative importance of this importer in each industry.
20 Based on preliminary findings by Freund and Klapper (2009) analyzing the impact of the current financial crisis using high frequency monthly trade data this seems to be a key difference with the current financial crisis when also sector relying more on trade finance have been adversely hit. This makes sense, because the past financial crises were usually discrete events with the trading partners being mostly unaffected while the present crisis is much more of a systemic nature where multiple source of finance are affected simultaneously.
To see whether a demand shock differentially affects sectors based on their dependence on external finance we interact the demand shock with each of our three core financial measures. Interestingly, a positive demand shock abroad also leads to a higher growth in industries relatively more dependent on external finance. This could imply that sectors relying heavily on external finance are also more pro-cyclical as durable goods tend to. It is a well established fact that during downturns the consumption of durables decreases disproportionately more than of non-durables. To test whether our external dependence measure is not just a proxy for durables in column 5 of Table 5 we include in addition to the interactions with external dependence also similar interactions with a dummy variable taken from (Kroszner, Laeven, and Klingebiel 2007) which equals one when the sector is producing predominantly durable goods. Even though, the coefficient on the main interactions gets slighlty lower in magnitude it remains significant at 1% level. Exports of durables are not significantly more affected by a domestic crisis, however, consistent with previous literature they tend to grow faster than non-durable goods in response to positive demand shocks. Most importantly for us, controlling for the demand does not affect the coefficient of the interaction of crisis and external dependence which remains strongly significant and with a magnitude that is almost unchanged compared to the baseline regressions. We also run similar tests using a recession dummy instead of the GDP growth variable and find the results to be consistent with the findings above. Therefore, from our analyses we can conclude that in a situation when a domestic banking crisis is accompanied by a demand shock abroad the industries that depend heavily on external finance will be double hit.
Deepness of the crisis
We will proceed with the analysis of whether certain characteristics of the crisis or of the exporter that experienced a crisis have resulted in heterogeneous outcomes during the crises. We start by asking if crises that are deeper also have stronger differential effects on exports growth across industries. We use the GDP loss experienced during the crisis to measure the deepness of a banking crisis. The variable is computed as the difference between GDP predicted from a linear or quadratic trend and the actual GDP observed during a crisis. Based on the work of (Braun and Larrain 2005) one could expect that when a banking crisis is accompanied with a high GDP loss the overall pessimism which is likely to prevail in the economy will cause that banks will be much more stingy with the lending and this will have a much higher adverse impact on the industries that rely on external finance. Our findings summarized in Table 6 are consistent with this hypothesis. Higher GDP loss during a crisis indeed widens the gap between the growth of the high and low dependent industries and increases the importace of a collateral.
Impact of economic and financial development
We also attempt to understand whether the impact on finance is more or less pronounced in countries with higher GDP per capita or higher level of financial development. In Table 7 we show that the triple interaction of the crisis with external finance dependence and GDP per capita is significant but very small in magnitude. This result implies that poorer countries hit by a financial crisis experience a stronger impact on their exports in industries that require more external finance. Running a similar regression but using financial development instead of GDP we similarly find that countries with less developed financial systems are hit harder. In Table 7 we look at the same issue differently and show that the fact that a country is developed implies a less severe impact of the banking crisis. A conclusion one may make from these results is that countries that are richer and more financially developed might have also additional financing options outside of the banking sector. As shown in last column of Table 7 this really seems to be the case. In economies with higher shares of other financial assets in GDP the impact of the crises on industries with high need of external finance is less pronounced.
Impact of policies
We have seen that banking crises bring by financial constraints and frictions that have repercussions in the real economy. A question arises whether there is anything for the policy maker to do in order to mitigate these effects. Honohan and Klingebiel (2003) compile a list of measures put in place by the government during the financial crises. These include blanket depositor protection and two types of forbearance. Forbearance of type A allows insolvent or illiquid banks to operate for 12 months. Forbearance of type B means that either there is type A forbearance or some regulations are not enforced. Two additional measures capture repeated recapitalizations and government sponsored debt relief for corporate or private borrowers. These first five measures are captured as zero-one dummies. We borrow their measures and enclose them in our baseline regressions in form of tripple interactions with the measure of financial dependence or tangibility and financial crisis. In addition to the first five measures we also include a policy total variable which adds the dummies and gives the number of policies that have been implemented during each crisis. The results are presented in Table 10 . The information about policy interventions is not available for all crises and therefore the number of observations is cut substantially. The results from this constrained sample suggest that none of the general policies put in place in order to ease the situation of the banks did not significantly help to reduce the effect of the crisis and some of the policies even enter with a negative sign.
Robustness tests 4.7.1 Is banking crisis just like any other period of economic distress?
Banking crises are often accompanied by economic downturns during which even healthy banks may cut lendings in response to balance sheet problems of the borrowers (Dell'Ariccia, Detragiache, and Rajan 2008) . In order to better understand if our results are simply driven by the recession rather than by the financial distress we construct a recession dummy as suggested by Braun and Larrain (2005) . We then estimate our baseline model substituting for the banking crisis variable with the recession dummy as well as including the interaction of the measure of external finance dependence with each, the banking crisis and the recession dummy. The results are summarized in Table 10 . When we include the interaction between the recession and financial dependence alone we confirm that indeed there is an adverse effect of the recession which may be operating through a credit channel too but the coefficient is not significant. Combining the two interactions does not affect the sign and the size of our main variable of interest. Alternatively, instead of the recession dummy we include GDP growth. In this case we find that a decrease in the growth rate of national income has a significant negative impact on exporters in high dependent industries, however, even in this case the result on the banking crisis interaction does not weaken substantially. 
Alternative measures of external dependence and tangibility
The measure of external finance dependence as computed by RZ might not always be the ideal measure. For example when looking at developing countries one could argue that looking at the mature firms in the US might not be the best benchmark. Therefore, directly from the original RZ paper we use the same type of measure but only computed for the young firms that are likely to resemble more to firms in developing countries composing the majority of our sample. In addition this measure might also be more appropriate because firms tend to rely much more on external finance in their early life. Table 11 shows that even though the cofficient on the main interaction weakens slightly the results are quantitatively unchanged. A second concern that one might have with using US data is that a country that has itself experienced a financial crisis might not be the best frictionless benchmark. Therefore, our second alternative is based on Kroszner, Laeven, and Klingebiel (2007) who again compute the same measure but based only on data of countries that have never experienced a financial crisis. Here again the results are very similar to the ones from our benchmark regressions. To provide additional testing of 21 However the positive sign on the interaction between GDP growth and external dependence from finance can be both a consequence of the larger pro-cyclicality of sectors highly dependent from finance as well as a spurious result due to the fact that exports are a component of GDP by construction.
whether the dependence of external finance really matters we employ two additional measures both taken from Raddatz (2006) . They are defined as cash conversion cycle and as inventories to sales and are meant to capture more short term financial needs intended to cover mainly the working capital. Both estimated coefficients are negative and significant but smaller than when we use the original measure. This suggests that it is particularly the long term financing that is hurt during a crisis which is consistent with our finding using the Fisman and Love (2003) trade credit measure.
We do a similar set of tests for the tangibility measure. This variable is inherently different than the external finance dependence and therefore we use a different set of proxies to check its robustness. We take the alternative measures from Braun (2003) . He similarly to Kroszner, Laeven, and Klingebiel (2007) uses the book measure as the benchmark measure, but constructs it only at the 3 digit ISIC level. Therefore, for comparison we report the result of our benchmark regression using his definition of tangibility. The coefficient is slightly lower in magnitude but the result is consistent with our previous findings. Given that when getting a loan what will matter for the banks is the market value rather than the book value of the collateral we use Braun's measures of tangibility based on market and sales values to test the robustness of the results. In both cases the estimated coefficient is positive, highly significant and almost identical in magnitude.
To summarize, Table 11 shows that even though the results slightly change in terms of their size and significance when using different proxies for external dependence from finance and tangibility, they do not force us to alter our main conclusions.
Do the proxies measure something else?
Another concern with our measure of the external finance dependence is that this might potentially capture other industry characteristics that are not inherently related to finance. We have already shown that even though the high dependent RZ industries are pro-cyclical, durability is not what is driving our results. The inability of an industry to finance its investment might be driven by the sofistication of the indsutry. Therefore, other possible drivers could be capital or R&D intensity of the industry. We obtain proxies for both measures from Kroszner, Laeven, and Klingebiel (2007) and include their interaction with the financial crisis dummy as additional controls in our baseline regression. As shown in Table 12 inclusion of none of them weakens our main result. Three more industry characteristics that the RZ could potentially capture are reported in the table. The first two, the share of 20 largest intermediates and the Herfindahl index are all caturing the dependence on intermediates and are taken from the work of Kevin Cowan (2007) . The reason to include these two proxies is their relation to the complexity of the product The third variable, the product homogeneity is based on the Rauch (1999) classification of industries. Rauch classifies a good as homogeneous if it is sold in organized exchanges or at least there is a reference price for it. A heterogenous product on the other hand requires building up a trading relationship. Therefore, we can expect that a differentiated product will have a higher fixed cost of entry into a foreign market. If the inclusion of this variable weakens the coefficient on the main interaction it would suggest that the Rajan, Zingales measure is a proxy of entry cost rather than finance dependence. Again inclusion of any of these variables does not affect the coefficient on the main interaction in any substantial way.
We do a similar set of tests for tangibility and it is also robust to inclusion of additional measures that are potentially correlated with the crisis interaction. In addition to the capital-labor ratio, R&D intensity and product homogeneity we also include the interactions of physical capital intensity, natural resources intensity and human capital intensity with the crisis dummy. The taught behind this is that our measure of tangibility might be correlated with an industry specific characteristic providing for comparative advantage. However, inclusion of any of these additional interactions does not weaken the baseline result.
Country exclusions
We also do several robustness checks to see whether our result is driven by a specific country or group of countries. First, we test whether the results are driven by one specific country. Therefore, we run our baseline model given by equation (1) excluding one of the crisis countries at the time. We do this for both, the external finance dependence and tangibility measures. In both sets of 23 unreported regressions the coefficient on our variable of interest stays significant with their with the same sign and magnitude almost unchanged throughout the experiment.
Second, we exclude the poorest and the richest countries (Table 13 ) to see whether one of these particular groups is driving the results. We find that in both cases the coefficient on the interaction of the financial measure with financial crisis remains negative and statistically significant. Given that the result is stronger after excluding the rich country, this is also consistent with our previous conclusion that poorer countries were hurt more by the banking crises.
Finally, we look at whether having countries in the sample that have experienced more than one crisis might have affected our results. In Table 14 we show that the coefficients on the main interactions get slightly weaker after the exclusion. This result is not very strong but it seems to suggest that in countries that have already experienced a crisis the effect of the credit crunch gets especially pronounced.
Addressing endogeneity issues
Even though, the Rajan and Zingales methodology has meant a substantial step forward in addressing the endogeneity problem present in the previous finance and growth literature, some concerns still remain. In our specific case an observed drop in exports in the high dependent industries might actually be the cause of a banking crisis rather than other way round. We do two different tests in order to show that our results are not driven by reverse causality.
The results of our first test are summarized in Table 15 . The two separate tables report our benchmark regressions estimated first only for sectors whose share in total exports three years before the crisis was lower than the median share, i.e. small sectors, while the other table reports the results from the above median sectors, i.e. large sectors. If our results are strictly driven by reverse causality we would expect that the coefficients in the regressions of the large sectors will be negative, significant and large in magnitude while in the case of small sectors they will be insignificant. Our results show that while in both cases the coefficients are negative and significant they are actually twice as large in the case of the small sectors that, given their sheer size, are certainly less likely to be triggers of a financial crisis.
In our second test we address the potential endogeneity by only looking at crises that can be strictly exogenous, i.e. they have started as a result of investors reverting from certain markets. More specifically we focus only on crises that can be the result of a contagion from other countries within the same region. The criterion to identify these crises is an occurrence of a financial crisis in a country in the same region one or two years before the exporter has experienced a financial crisis itself. We identify 14 episodes of this type and we rerun our baseline regressions on this reduced sample. As shown in Table 16 the results on our main variable of interest becomes slightly less significant, not surprisingly given the substantially smaller sample we are using, but remains negative and very similar in its magnitude. Bertrand, Duflo, and Mullainathan (2004) show that difference in difference estimates can be severely biased when the data used is serially correlated. Therefore, our final robustness check tests whether our results are really capturing an economically important effect or are completely spurious and driven by our methodology. In order to do so we take data for all countries that never experienced a financial crisis and we randomly assign 23 crisis episodes. We repeat this 200 times and then we test our model using each of these "placebo crises" interacted with the external dependence as in our baseline regression. Our results speak against the spuriousness of our findings. The coefficient on the interaction of external dependence and financial crisis turns out negative and significant at the critical 5% degree of confidence in less than 3% of cases, but also turns out positive at the same degree of confidence in 3% of the estimations. In case our results were spurious we would expect the negative and significant result to occur much more frequently. We do a similar experiment with the tangibility measure and in this case the coefficient is positive and significant at 5% level in only 3 cases out of 200. However, in 13 more cases it is positive and statistically significant. This suggests that once again our results do not seem to suffer by a bias and even if there was one it seems it would bias our result downwards more than upwards.
Placebo crises
Conclusions
TO BE COMPLETED Food manufacturing n/a n/a n/a n/a n/a n/ Industrial chemicals n/a n/a n/a n/a n/a n/a Table 9 : Impact of policy
Trade share -1.085*** -1.085*** -1.089*** -1.083*** -1.084*** -1.089*** -1.084*** (0 
