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Abstract
We study the problem of sampling from the power posterior distribution in Bayesian
Gaussian mixture models, a robust version of the classical posterior. This power posterior
is known to be non-log-concave and multi-modal, which leads to exponential mixing times
for some standard MCMC algorithms. We introduce and study the Reflected Metropolis-
Hastings Random Walk (RMRW) algorithm for sampling. For symmetric two-component
Gaussian mixtures, we prove that its mixing time is bounded as d1.5(d+ ‖θ0‖2)4.5 as long
as the sample size n is of the order d(d+‖θ0‖2). Notably, this result requires no conditions
on the separation of the two means. En route to proving this bound, we establish some
new results of possible independent interest that allow for combining Poincare´ inequalities
for conditional and marginal densities.
1 Introduction
Bayesian mixture models are a popular class of models, frequently used for the purposes of
density estimation (e.g., [18, 19, 20]). Various researchers have studied posterior inference of
parameters in Bayesian mixture models [24, 42, 23], so that the statistical behavior of such
models is relatively well-understood. In contrast, much less is known about the efficiency of
different algorithms for sampling from the posterior distributions that arise from Bayesian
mixture models. A standard approach for doing so is via some form of Markov Chain Monte
Carlo (MCMC). Many different types of MCMC algorithms have been introduced for various
types of Bayesian mixture models, including finite Bayesian mixture models [21, 49, 50, 26, 40],
Dirichlet process mixture models [37, 41, 25, 28], and hierarchical and nested Dirichlet process
models [52, 47]. Despite the plethora of possible MCMC methods, upper bounds on their
mixing times are often challenging to establish. We refer the reader to the papers [27, 3,
55, 48, 57] for non-asymptotic upper bounds on mixing times for certain types of Bayesian
models, different from those studied in this paper.
In recent years, it has been increasingly common in the Bayesian literature to make use
of a fractional likelihood—meaning an ordinary likelihood raised to some fractional power.
Combining such a fractional likelihood with a prior distribution in the usual way leads to a
class of posteriors known as power posterior or fractional posterior distributions. The power
posterior distributions have been shown to have attractive properties in terms of robustness to
mis-specification in Bayesian mixture models [39], and have been used in various applications
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(e.g., [51, 2]). Some theoretical recent work by Yang et al. [4] provides contraction rates for
a range of power posteriors.
At the same time, there is now a substantial and evolving line of work on algorithms
for sampling from continuous distributions that are based on discretizations of SDEs such
as the Langevin diffusion [46]. Such algorithms are now relatively well-understood when the
target distribution is log-concave, with many provably efficient algorithms proposed (e.g., see
the papers [15, 13, 32, 38, 14] and references therein). The efficiency of sampling from log-
concave densities stems from their favorable isoperimetric properties [5], which ensure that
the continuous-time Langevin diffusion mixes very fast. By way of contrast, sampling from
multi-modal distributions is known to be hard in the worst case. There are multi-modal
densities for which even the continuous-time diffusion can take exponential time in order to
escape from a basin of attraction [7]. However, these results are worst case in nature, and so
do not preclude the existence of efficient algorithms for particular multi-modal densities, such
as those arising from Bayesian mixture models.
Recently, a number of researchers have tackled the algorithmic challenge of sampling
from multi-modal distributions. For target distributions that satisfy a distant dissipativity
condition, it is possible to prove global convergence, with the rate depending on quantities such
as the spectral gap, log-Sobolev constant or Stein factor [44, 16]. These quantities typically
lead to a mixing time that grows exponentially in the problem parameters. When the potential
function is strongly convex outside a ball and non-convex inside this ball, there are bounds on
the mixing time of the Langevin and Hamiltonian Monte Carlo algorithms [12, 36, 6]. For this
class of algorithms, the time complexity is typically exponential in the product LR2, where
L is a smoothness parameter and R is the radius of that ball.
If we consider such results in the context of power posterior distributions in Bayesian
mixtures, the radius R is potentially large and dimension-dependent. For instance, for a
symmetric two-component mixture model, with means at θ0 and −θ0, the radius R scales
proportionally with ‖θ0‖2, a measure of the separation between the components. Thus, a
curious phenomenon arises: although stronger separation between the components makes the
estimation problem easier, it makes the sampling problem more difficult (at least in terms
of the best known upper bounds). Indeed, some past work [9] shown that the complexity of
sampling from these posteriors can grow exponentially for certain algorithms.
A line of recent work [31, 17] has attacked the multi-modal sampling problem by simulated
tempering. In particular, these authors studied gradient-based algorithms for sampling from
mixture of homogeneous strongly-log-concave distributions. Sampling from such distributions
can be directly solved by log-concave sampling methods; therefore, difficulties in the simu-
lated tempering approach mainly arise from the restriction to gradient oracles. For power
posterior sampling in mixture models, even if oracle access is not restricted to gradients and
the structure of the landscape is known, difficulties still persist.
1.1 Contributions
The main contribution of this paper is to propose a particular algorithm for sampling in a class
of Bayesian mixture models, and to prove that it has mixing time bounded by a polynomial
function of dimension and other problem parameters. More specifically, we consider a power
posterior distribution of the form
Πn,β/n
(
θ | {Xi}ni=1
)
∝
n∏
i=1
(fθ(Xi))
β/n λ(θ), (1)
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where β ∈ (0, n) is the power parameter; λ is a prior over θ; fθ0(x) := 12ϕ(x; θ0, Id) +
1
2ϕ(x;−θ0, Id) is the density of a two-component Gaussian mixture model in Rd. The class
of power posterior distributions is a generalization of the usual posterior, to which it reduces
when β = n.
Of course, the posterior is a random object, since the observed data {Xi}ni=1 have been
drawn randomly from the mixture distribution. Our main contributions are to prove certain
high probability guarantees on the behavior of an algorithm for drawing samples from the
posterior, where the probability is taken over the randomness of the observed data.
• We develop an MCMC algorithm, referred to as the Reflected Metropolis-Hastings Ran-
dom Walk (RMRW) algorithm, for drawing samples from posterior distributions of the
form (1). We prove that with high probability over the randomness of the samples, this
algorithm has polynomial mixing time—in particular, running it for poly(d, ‖θ0‖, log 1ε )
steps yields a sample from a distribution that is ε-close to the correct posterior dis-
tribution in total variation (TV) distance, as long as the number of samples satisfies
n & d2 + β2d. The result does not require any separation between the components
of the mixture distribution. Furthermore, we demonstrate that RMRW algorithm also
achieves polynomial mixing time under model mis-specification.
• Despite the seemingly simplicity of the symmetric Gaussian mixtures, the sampling
problems associated with their power posterior are challenging. In particular, the pop-
ulation and empirical log-likelihoods for the symmetric Gaussian mixtures have two
basins of attraction [1], which are symmetric. There is a potentially high cost for mov-
ing across the saddle point. In order to avoid such high cost, we allow the RMRW
algorithm to jump between components directly.
• For the population landscape, fast mixing within each partition requires an isoperimet-
ric inequality. A technical challenge arises in establishing this inequality: despite the
unimodality of each basin of attraction, they are only quasi-concave, and such distribu-
tions are known to have poor isoperimetry in the worst case [10]. Moreover, there can
be a non-trivial proportion of mass assigned to the neighborhood of the saddle point.
For this reason, the Markov chain has to explore the part with negative curvature in a
careful way, instead of entirely avoiding it by a suitably large initialization [56]. Address-
ing these properties requires a careful analysis of the geometry of symmetric Gaussian
mixtures. In particular, the population log-likelihood of these models is quasi-convex
in the direction of θ0 restricted to a partition, and convex in all other directions. In
order to show isoperimetry for this function and guarantee good isoperimetry within
each partition, we establish general structural results that combine the Poincare´ in-
equalities for conditional and marginal densities. Combining these results leads to the
polynomial-time mixing rate guarantee for the RMRW algorithm.
We note in passing that our novel Poincare´ inequality, while applied here only to Gaus-
sian mixtures, is of potential use for a much broader class of non-log-concave densities. Our
isoperimetric inequalities are based only on geometric properties, so can hold for distributions
that need not be log-concave. The bounds from past work on sampling from mixture distri-
bution [31, 17] are based directly on the isoperimetric constants for each mixture component,
and so require each mixture component to be well-behaved.
By contrast, the isoperimetric inequalities proved in this paper are linked directly to the
geometric structure of the target density. For this reason, we suspect that our results may be
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useful for analyzing sampling algorithms for more general classes of distributions. Finally, our
proof follows the avenue of relating the sample log-likelihood to the population log-likelihood
via empirical process theory, and then exploiting the structure of the population problem.
This proof technique is also applicable to sampling problems from other types of Bayesian
posterior distributions.
In the existing literature, many results have been established to derive log-Sobolev inequal-
ities by combining those for marginals and conditionals [43, 33, 22]. Such results play a key
role in understanding the dynamics of certain statistical physics systems. Our technical lemma
for combining the Poincare´ inequalities can be seen as parallel to this existing literature. In
our setup, it is also important that only the Poincare´ inequalities are assumed for the marginal
and conditional distributions; indeed, the joint distribution is not strongly-log-concave and
may not satisfy log-Sobolev inequality with a good constant.
1.2 Organization and notation
The remainder of the paper is organized as follows. In Section 2, we provide the setup for
symmetric Gaussian mixtures and several useful definitions for establishing mixing time of
MCMC algorithms. In Section 3, we describe the RMRW algorithm including some of the
underlying geometry, and sketch out our analysis of its mixing time. Several key results with
the isoperimetric inequalities and conductance of Markov chain defined by RMRW algorithm
are presented in Section 4 and Section 5. The proofs for key results in the paper are in Section 6
whereas the proofs for remaining results are deferred to the appendices. We conclude with a
discussion in Section 7.
Notation and basic definitions. For each positive integer n, we use [n] to denote the set
{1, 2, . . . , n}. For any set A, we denote Ac as its complement. For any vector x ∈ Rd, we denote
xi as its i-th component while x−i stands for all the components except i-th component for
i = 1, . . . , d. The expression an % bn will be used to denote an ≥ cbn for some positive universal
constant c. Given two density functions p and q with respect to Lebesgue measure µ, the
squared Hellinger distance between p and q is given by h2(p, q) = 12
∫
(
√
p(x)−√q(x))2dµ(x).
The total variation (TV) distance and Kullback-Leibler (KL) divergence are given by
dTV(p, q) =
1
2
∫
|p(x)− q(x)| dµ(x), and KL(p, q) =
∫
log(p(x)/q(x))p(x)dµ(x),
respectively. A function f : Rd → R is quasi-convex if for any α ∈ R, the level set {x ∈ Rd |
f(x) ≤ α} is a convex set.
2 Problem set-up
In this paper, we study mixing time for the Bayesian posterior distributions that are induced
by a symmetric two-component location Gaussian mixture model, or in short, a symmetric
Gaussian mixture. An instance of such a mixture model is characterized by a density of the
form
fθ0(x) :=
1
2
ϕ(x; θ0, Id) +
1
2
ϕ(x;−θ0, Id). (2)
Here ϕ(·; θ, Id) denotes the multivariate Gaussian distribution with location parameter θ ∈ Rd
and covariance matrix Id. We are interested in the problem of sampling from the power
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posterior distribution induced by a symmetric Gaussian mixture and a prior λ. It takes the
form
Πn,β/n
(
θ | {Xi}ni=1
)
:=
n∏
i=1
(fθ(Xi))
β/n λ(θ)∫ n∏
i=1
(fu(Xi))
β/n λ(u)du
, (3)
where β ∈ (0, n) is a parameter. While the setting of β typically varies as a function of the
sample size n, here we omit this dependence so as to simplify notation. The exponentiated
likelihood in the numerator (disregarding the prior term) is often referred to as the power
likelihood.
Note that sampling from the distribution (3) is equivalent to sampling from the distribution
with density pi proportional to e−U(θ), where
U(θ) :=
β
n
n∑
i=1
log
(
1
2
ϕ(θ −Xi) + 1
2
ϕ(θ +Xi)
)
+ log λ(θ). (4)
For the symmetric Gaussian mixtures, the power posterior distribution is non-log-concave
and multi-modal. In such context, there are few polynomial-time guarantees on sampling
algorithms. Most existing works on sampling from multi-modal distributions require the
function − log pi to be convex outside a ball, and have exponential dependence on the radius
of this ball [12, 36, 6]. When applying these results to power posterior sampling in symmetric
Gaussian mixtures, the radius of this ball scales with separation between mixture components,
i.e., ‖θ0‖. From this fact arises a curious phenomenon: while larger separations between
mixture components makes estimation easier, it appears to make sampling harder, at least in
terms of known upper bounds.
Note that the power posterior (3) is a random measure, since it depends on the obser-
vations {Xi}ni=1. For the purposes of analysis, it turns out to be convenient to introduce a
deterministic measure that we refer to as the population power posterior. In particular, given
the symmetric Gaussian mixture (2), the population power posterior is defined by a density
of the form pi0(θ) ∝ e−U0(θ), where
U0(θ) := β · E log
(
1
2
ϕ(θ −X) + 1
2
ϕ(θ +X)
)
+ log λ(θ).
Here the expectation is taken over a random observation X ∼ 12N (θ0, Id)+ 12N (−θ0, Id) taken
from the underlying two-component Gaussian mixture.
3 Polynomial time MCMC algorithm
With these definitions in hand, we are now ready to describe our MCMC algorithm for sam-
pling from the power posterior (3). For reasons to become clear, we refer to it as the Reflected
Metropolis-Hastings Random Walk (RMRW) algorithm. We first describe that algorithm
based on population power posterior sampling and state a formal result with its polynomial
mixing time in Section 3.1. We then provide geometric intuition behind the polynomial mixing
time of RMRW algorithm, along with a sketch that outlines some key ideas in the proof.
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3.1 Reflected Metropolis-Hastings Random Walk algorithm
The RMRW algorithm we develop in this section relies on the special structure of symmetric
Gaussian mixtures. In pseudocode, it takes the following form:
Algorithm 1: Reflected Metropolis-Hastings Random Walk Algorithm
Require: Oracle access to potential function F , step size η > 0.
Ensure: Approximate sample θ ∼ pi ∝ e−F .
Sample θ(0) ∼ N (0, Id).
for t = 1, 2, · · · do
Let Y ∼ θ(t−1) +√ηN (0, Id).
Let Z = Y with probability 12 and Z = −Y with probability 12 .
Let θ(t) =
{
Z with probability min
(
1, exp(F (Z)− F (θ(t−1))))
θ(t−1) otherwise
.
end for
As seen from this pseudocode, the RMRW algorithm is a random walk, based on an
isotropic Gaussian proposal distribution, combined with a reflection through origin, along
with a final adjustment using a Metropolis-Hastings correction. Note that the algorithm does
not exploit any information about the gradient of the potential function, and so can be seen
as a zeroth-order procedure (meaning that it only uses the value of the potential function as
opposed to its gradient).
We also demonstrate the shape of the power posterior distribution by simulation results
based on our RMRW algorithm. We consider n = 100 data points generated from a 10-
dimensional symmetric two-component Gaussian mixture model (2) with θ0 = ae1 for a ∈
{0, 5} and e1 = (1, 0, . . . , 0). The fraction parameter β is chosen as β = 8. We generate the
samples by taking 100000 consecutive iterates of the RMRW algorithm. In Figure 1, we show
the histograms for the projection of samples drawn from the RMRW algorithm onto the first
and second dimension.
3.2 Bound on mixing time and geometric intuition
It is straightforward to show that the target distribution is a stationary distribution of Markov
chain defined by Algorithm 1. Of interest to us is a bound on the mixing time of the algorithm,
defined as
T () := inf
t=1,2,...
{
dTV (pi
t, pi) ≤ } , (5)
where pit denotes the distribution of the algorithm’s iterates at time t. In this paper, we study
the case of a uniform and hence improper prior—namely, the choice λ(θ) = 1 for all θ ∈ Rd.
This improper prior can be viewed as the limiting case of the normal prior N (0, σ2Id) as
σ →∞. We note also that the techniques in the paper can be extended to the case when λ(θ)
is a Gaussian density function of the form N (0, σ2Id) for σ > 0, but we refrain from doing so
in order to simplify the statement. In the following statement, we use C1 and C2 to denote
universal positive constants.
Theorem 1 (Mixing time of RMRW algorithm). Let ε ∈ (0, 1) be a target TV distance error,
and let δ ∈ (0, 1) be a pre-specified failure probability. Suppose that the sample size n is lower
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(a) (b)
(c) (d)
Figure 1. Illustration of samples from RMRW algorithm for approximating power posterior of
a 10-dimensional symmetric two-component Gaussian mixture model based on 100 data points,
with β = 8. (a), (b): Case a = 5 for which the components are well-separated. Panel (a) shows
projection of samples onto e1, the direction of the true parameter θ0, whereas plot (b) shows
the projection of the samples onto e2, which is orthogonal to the true parameter. Due to the
separation, the projection in the direction e1 exhibits bimodality. (c), (d). Same plots with
a = 0, for which there is no separation between components. Notice the biomodality has now
disappeared.
bounded as n ≥ C1d
(
β2(1 + ‖θ0‖2) + d
)
log(d(‖θ0‖+ 1)/δ), and the RMRW algorithm is run
with the (random) potential function U in equation (4). Then with probability at least 1 − δ
over this randomness, the mixing time is bounded as
T () ≤ C2 d3/2
(
d+ ‖θ0‖2
)9/2
log11/2
(
1
ε
)
.
In order to provide intuition for the result in Theorem 1, we sketch out the main steps of the
proof in Section 3.4; see Section 6.2.3 for the full proof with all technical details.
3.3 Geometric intuition
Figure 2 provides some geometric intuition for the algorithm, and its relatively fast mixing.
Panel (a) provides a surface plot of the negative log-likelihood at population level for a problem
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(a) (b)
Figure 2. (a) Log-likelihood at the population level for a Gaussian mixture model in dimension
d = 2, mean θ0 = (2, 0), and power parameter β = 1. It is symmetric around the origin and has
two basins of attraction θ0 and −θ0. (b) Log-likelihood at the empirical level, based on n = 10
samples. It is symmetric and has two modes with high probability. However, the partition
between the two modes is not aligned with the population counterpart.
in d = 2 dimensions. Note that the negative log-likelihood is symmetric around the origin
and has global minima at θ0 and −θ0. In any direction orthogonal to θ0, the negative log-
likelihood is a convex function. The θ0 direction is the interesting one: in this direction,
the landscape can be partitioned into two symmetric components; within each of them, the
negative log-likelihood is quasi-convex. We exploit these properties in order to bound the
conductance of Markov chain in RMRW algorithm.
An additional challenge is the existence of a saddle point at θ = 0. In the context of
computing point estimates for mixture models, this difficulty can be side-stepped by initial-
izing an iterative algorithm with any vector of sufficiently large norm [56]. The sampling
problem—in contrast to the problem of point estimation—requires a complete exploration of
the probability surface, and the mass with negative curvature cannot be ignored. Accord-
ingly, the following sections are devoted to the development of some new tools for establishing
Poincare´ and isoperimetric inequalities over a partition. We would like to note that though
several geometric conditions can be verified analytically for the population power posterior,
the calculations are delicate and do not generalize to the empirical counterpart. Fortunately,
by the Holley-Stroock principle, conductance results are robust with multiplicative perturba-
tion of the density. As a consequence, we can use empirical process theory to guarantee global
uniform convergence of the potential function. This control allows us to transfer conductance
bounds from the population to the empirical power posterior.
3.4 Proof sketch
In this section, we provide a sketch of the proof of Theorem 1. The argument makes use of the
standard notions of a Poincare´ inequality, and the s-conductance [34], which we now define.
Poincare´ inequality: Given a set Ω ⊆ Rd with smooth boundary, consider a probability
distribution pi supported on Ω. It is said to satisfy the Poincare´ inequality with constant
C > 0 if the inequality ∫
Ω
f2(x)dpi(x) ≤ C
∫
Ω
‖∇f(x)‖2dpi(x)
holds for all functions f in the Sobolev space H1(pi,Ω) such that Epif(X) = 0.
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s-conductance: For a space Ω accompanied with a σ-algebra F , we consider a discrete-time
Markov chain with transition kernel Tx(S) : Ω × F → R whose stationary distribution is pi.
For any s > 0, the s-conductance of this Markov chain is
Φs(pi) := inf
S∈F :s<pi(S)≤ 1
2
∫
Tx(S
c)dpi(x)
pi(S)− s . (6)
With these definitions in hand, we now sketch out the proof, which consists of three main
steps:
Step 1: First, since the two basins of attraction in the population log-likelihood are sym-
metric, we can partition the space into two symmetric components along direction θ0, and
analyze the isoperimetry within each of them. Even within a partition, the density is neither
log-concave nor s-concave, making existing isoperimetric bounds inapplicable. However, a key
geometric observation is that the marginal density at θ0 direction is quasi-concave, and the
conditional density for other directions are log-concave. We derive a novel result for combin-
ing Poincare´ inequalities of these densities (Lemma 1 in Section 4.1), and use it to obtain the
following isoperimetric result:
Theorem 2. For any positive constants A > max(‖θ0‖, 1) and M > 1, the Cheeger constant
ζ for density pi0 restricted to [0, A]× B(0,M) is lower bounded as
ζ ≥ c
A5M2
1√
d
. (7)
In the lower bound (7), the constant c > 0 is independent of A and M . The key results that
underlie this theorem are given in Sections 4.1 and 4.2, whereas the technical details of the
proof are given in Section 6.1.3.
Step 2: The second step is to establish conductance results for the Markov chain defined
by RMRW algorithm. Theorem 2 provides a lower bound on the Cheeger constants inside
each partition, which implies the fast mixing of the Metropolized random walk within each
component. In order to make the Markov chain mix fast in the whole space without waiting
for the exponential exit time of a basin-of-attraction, we allow it to jump between two com-
ponents. Due to the symmetry of population log-likelihood, this leads to s-conductance lower
bound on the Markov chain defined by RMRW algorithm with density pi0 ∝ e−U0 as follows:
Φs(pi0) & d−1/4
{√
d+ ‖θ0‖+
√
log(1/s)
}−9/2
. (8)
Section 5.1 provides various results that lead to this conductance bound.
Step 3: Our final step is to translate results for population power posterior to its em-
pirical counterpart, in particular using techniques from empirical process theory. Lemma 4
provides control on the deviations between the empirical and population posteriors, up to a
multiplicative factor. Since the s-conductance is robust with respect to such multiplicative
perturbations, this control allows us to translate bounds on the mixing rate of a chain on
the population posterior to the actual Markov chain that evolves according to the empirical
power posterior.
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4 Geometric results and isoperimetry
This section is dedicated to the proof of Theorem 2. We first provide general structural results
about Poincare´ inequalities for certain classes of non-log-concave densities. We then validate
the assumptions in the case of population power posterior for the symmetric two-component
Gaussian mixture models (2). Lemma 1 for combining Poincare´ inequalities for conditional
and marginal densities is of possible independent interest.
4.1 General structural results
We establish structural lemmas that are needed to prove the isoperimetric inequalities for
the population power posterior. The potential function U0 is convex in all directions that
are orthogonal to θ0. In contrast, it is non-convex in the direction θ0, and so a special
treatment is required. In particular, we make use of the following lemma, which allows us to
combine Poincare´ inequalities for conditional and marginal densities together so as to obtain
the Poincare´ inequality for the whole density.
Lemma 1. Consider a probability measure pi that is continuously differentiable over its sup-
port Ω1 ×Ω2, where Ω1 ⊆ Rd1 and Ω2 ⊆ Rd2 are closed sets. For X = (X1, X2) ∼ pi, suppose
that
• The marginal distribution of X1 satisfies a Poincare´ inequality with constant C1.
• For any x1 ∈ Ω1, the conditional distribution X2|X1 = x1 satisfies a Poincare´ inequality
with constant C2 uniform in x1.
• The function x1 7→ log pi(x2|x1) is uniformly differentiable, and moreover, there exists a
constant L > 0 such that sup
x1∈Ω1,x2∈Ω2
‖∇x1 log pi(x2|x1)‖2 ≤ L.
Under these conditions, the density pi satisfies a Poincare´ inequality with the constant
C˜ = 2
(
C1 + C2 + C1C2L
2
)
.
See Section 6.1.1 for the proof of this claim.
Let us sketch the main ideas underlying this lemma. For any zero-mean function h on
Ω1×Ω2, we need to control the variance of h(X1, X2) using the second moment of its gradient.
For any x1 ∈ Ω1 fixed, we perform bias-variance decomposition on h2(x1, X2) with X2 ∼
pi(x2|x1). The variance term can be easily dealt with by the Poincare´ inequality for the
conditional density. For the bias term Epi (h(X1, X2)|X1 = x1), since its expectation is 0, we
can still control its second moment using its gradient based on the Poincare´ inequality for
marginal distribution. The gradient of this conditional expectation can be related to that of
h, but there will also be additional terms. Drawing on the boundedness of ∇x1 log pi(x2|x1)
and transformations of the integral, we can show that these terms can also be controlled by
the second moment of gradient; therefore, we reach the conclusion of Lemma 1.
Although log-concavity does not hold in the bad direction θ0, the density remains unimodal
within each partition, and we can make use of the associated quasi-concavity. In general, it
is possible for quasi-concave densities to have poor isoperimetry in high dimensions [10].
However, in one dimension, we can lower bound the Cheeger constant as follows:
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Lemma 2. Assume that pi is a quasi-concave probability density function in one-dimensional
interval [0, A]. For any partition [0, A] = S1∪S2∪S3 with Si being mutually disjoint, we have
pi(S3) ≥ dist(S1, S2)
A
min(pi(S1), pi(S2)),
where dist(S1, S2) := inf
x1∈S1,x2∈S2
‖x1 − x2‖.
See Appendix A.1 for the proof of Lemma 2.
Equipped with Lemmas 1 and Lemma 2, we can study the isoperimetry of population
power posterior on each partition. In the next section, we verify the structural assumptions
used in the lemmas for symmetric Gaussian mixtures, and establish the Cheeger constant for
a large bounded set in each partition.
4.2 Isoperimetric inequalities for the population power posterior
We now use the geometric tools in previous subsection to establish isoperimetry for the density
pi0 in one partition. Throughout this section, we assume without loss of generality that
θ0 = a0e1 for a0 > 0 and e1 = (1, 0, . . . , 0). We take a large cylinder [0, A] × B(0,M), where
the marginal Poincare´ inequality on Ω1 = [0, A] and the conditional one for Ω2 = B(0,M) can
be established respectively. Within these bounded domains, we also have a bound on the size
of gradient. By taking A and M sufficiently large, we can guarantee that most of the mass of
pi0 is concentrated within [−A,A]× B(0,M).
Lemma 3. For random vector Y ∼ pi0 ∝ e−U0, we have
• The density of Y1 exists and is quasi-concave on R+.
• For any x1 ∈ R+, the conditional density Y−1|Y1 = x1 is log-concave on Rd−1.
See Section 6.1.2 for the proof of Lemma 3.
A few comments are in order. First, Lemma 3 provides Cheeger constants for the condi-
tional and marginal densities, respectively. In particular, by Lemma 2, the marginal density
in the direction of the first standard basis vector e1 ∈ Rd has Cheeger constant lower bounded
by 1A . Additionally, by standard geometric results for log-concave densities (cf. Theorem 2.4
in [35]), the Cheeger constant for the conditional density is lower bounded by cM for some
universal constant c > 0. Using Cheeger’s inequality, these Cheeger constants imply bounds
for the Poincare´ constants for the marginal density and conditional density of Y in Lemma 3.
Finally, invoking Lemma 1 and these Poincare´ constants, we obtain the Poincare´ constant
for pi0 on [0, A] × B(0,M). That Poincare´ constant also can be translated back to Cheeger
constant via the general results under negative curvature by Buser [8] and Ledoux [29]. In
light of these argument, the conclusion of Theorem 2 is followed (see Section 6.1.3 for proof
details).
There is one caveat with our techniques. In fact, we require uniform upper bounds of
certain quantities in our analysis. However, it does not hold globally and can be shown to be
satisfied in a reasonably large region. In order to address this technical challenge, we truncate
the tails of pi0 and pi as the probability outside the large ball of these densities is exponentially
decreasing. The truncation step necessitates use of the s-conductance framework for Markov
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chains [35] in order to translate from isoperimetric results to conductance. These steps require
tight tail estimates for the densities pi0 and pi. In stating this result, we introduce the quantity
Rε := C
(
1 + ‖θ0‖+ 1
β
√
d+ log(1/ε)
)
,
and recall that pi0(x) ∝ e−U0(x) and pi(x) ∝ e−U(x) denote the population and empirical power
posteriors, respectively.
Proposition 1. There exists a constant C > 0 such that for any ε ∈ (0, 1), the population
power posterior pi0 satisfies
pi0 (B (0, Rε)) ≥ 1− ε. (9a)
Moreover, for any δ ∈ (0, 1), given a sample size n ≥ (d + ‖θ0‖2) log d+‖θ0‖
2
δ , the empirical
power posterior pi satisfies
pi (B (0, Rε)) ≥ 1− ε. (9b)
with probability at least 1− δ.
See Section 6.1.4 for the proof of Proposition 1.
For any s ∈ (0, 1), by defining
As = Ms = Rs = C
(
1 + ‖θ0‖+
√
d+ log(1/s)
β
)
,
we can guarantee that both pi and pi0 assign at least mass 1 − s to the Cartesian product
[−As, As]× B(0,Ms).
5 Bounds on the RMRW conductance
In this section, we analyze the s-conductance for the Markov chain defined by RMRW algo-
rithm (Algorithm 1), under both pi0 and pi, by using the geometric results in the previous
sections. By referring to the well-known connection between conductance of Markov chain
and its mixing time, we obtain the conclusion of Theorem 1. Furthermore, we also estab-
lish the robustness of RMRW algorithm in terms of polynomial mixing rate under model
mis-specifcation.
5.1 Markov chain conductance with population power posterior
We first study the conductance of Markov chain defined by RMRW algorithm when applied
to the population quantities U0 and pi0. We denote Tx,F the transition kernel of that Markov
chain after Metropolis-Hasting step for any F . The following result establishes a lower bound
on the s-conductance of this Markov chain. It involves the quantities
As := Ms = C
(
1 + ‖θ0‖+
√
d+ log(1/s)
β
)
, and ηs =
1
400(As +Ms +
√
d)2
,
as well as the Cheeger constant bound ζs =
1√
dA5sM
2
s
from Theorem 2.
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Proposition 2. There exists a universal constant C > 0 such that, for any set S ⊆ Rd such
that pi0(S) ∈ (s, 12), we have∫
S
Tx,U0(Sc)pi0(x)dx ≥ C · (pi0(S)− s)
√
ηsζs.
See Section 6.2.1 for the proof of Proposition 2.
Based on the result of Proposition 2, the s-conductance of Markov chain defined by RMRW
algorithm with pi0 and U0 is lower bounded by C
√
ηsζs for any s > 0 where ηs and ζs are
given in Proposition 2.
5.2 From population to sample power posterior
As discussed in Section 3.3, the actual power posterior for empirical data does not necessarily
satisfy the nice geometric properties of population power posterior. In particular, the mass
within two basins-of-attraction can be unbalanced. In order to account for this problem, we
establish a uniform control for the difference between sample and population posterior. We
denote gθ(x) := log fθ(x), Pngθ :=
1
n
∑n
i=1 gθ(Xi), and Pgθ := Egθ(X) where the expectation
is taken with respect to symmetric Gaussian mixtures (2).
Lemma 4. There exists a universal constant c > 0 such that, for any fixed constants A,M ≥
‖θ0‖+ 1, with probability at least 1− δ we have
sup
θ∈[−A,A]×B(0,M)
|Pngθ − Pgθ| ≤ c · (1 +A+M)
√
d
n
log
n(A+M + d)
δ
.
The proof of Lemma 4 is in Section 6.2.2.
Note that we need O(d2) sample complexity because the uniform concentration is required
in a global domain instead of local domain around θ0. As seen from Proposition 1, the larger β
becomes, the smaller value of A and M we will have, and the mass will be more concentrated
within a small region. Smaller region will make the uniform concentration bound tighter.
Equipped with Lemma 4, we are able to derive the s-conductance of the Markov chain
running with U from its population counterpart, and prove the main theorem. By setting the
sample size n large enough, we can guarantee that
c−1pi0(θ) ≤ pi(θ) ≤ cpi0(θ), and c−1Tθ,U0(S) ≤ Tx,U (S) ≤ cTθ,U0(S),
for some universal constant c > 1 and for any θ within the cylinder [−A,A]×B(0,M) such that
θ /∈ S. These inequalities can be combined with Proposition 2 to obtain the s-conductance
of Markov chain defined by RMRW algorithm under pi and U . Based on that result, we
obtain the conclusion of Theorem 1 for the polynomial mixing time of RMRW algorithm (see
Section 6.2.3 for detailed proof of that theorem).
5.3 Robustness under model mis-specification
Recall that one of the main motivations for power posterior distribution is its robustness under
model mis-specification [39]. Accordingly, it is important to show that the RMRW algorithm
is robust with respect to model mis-specification as well. In order to analyze the performance
of RMRW algorithm in this setting, we use the following assumption:
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Assumption 1. Suppose that {Xi}ni=1 are i.i.d. samples from a contaminated model with
distribution Q, of the form Q = (1 − γ)P0 + γF , where P0 is a probability distribution with
density fθ0 and F is a K-sub-Gaussian noise distribution for some K > 0.
The contamination model specified in Assumption 1 is very flexible: the form of noise
distribution F can be quite arbitrary, with only tail assumptions needed. This is actually
very mild requirement, and even if it is not satisfied, we can simply truncate the data points
and enforce the tail, without affecting the data from true distribution. The mixing time of
Algorithm 1 appears to be robust with respect to the model missepcification, as stated in the
following proposition.
Proposition 3. Assume that misspecified model satisfies Assumption 1 and all other assump-
tions in Theorem 1 hold. Then, with probability 1− δ, the mixing time bound from Theorem 1
still holds as long as γ ≤ c
β(K2+1)(d+‖θ0‖2) logn/δ for some universal constant c > 0.
The proof of Proposition 3 is in Appendix A.5.
A few comments are in order. First, the basic idea of the proof is straightforward: we
relate the empirical power posterior pi ∼ e−U defined by data from Q, to the ”population”
power posterior defined by P0, and the difference can be controlled with γ. Note that, the
population power posterior defined by P0 is not the exact population power posterior distribu-
tion in the contaminated model; however, since γ is sufficiently small, that population power
posterior is very close to the true population power posterior and is sufficient for the proof
of Proposition 3. Second, the result of Proposition 3 suggests that if the weight associated
with the contaminated distribution F is O( 1βd), the RMRW algorithm is still able to achieve
polynomial mixing time for its convergence to the stationary power posterior distribution.
Therefore, smaller value of β not only makes the power posterior itself more robust, but it
also improves the robustness of our RMRW algorithm.
6 Proofs
In this section, we provide proofs for the key results with the isoperimetry of population power
posterior and mixing rate of Markov chain in the paper. In particular, Section 6.1 is devoted
to the proofs of results related to the isoperimetric inequalities that are given in Section 4.
In Section 6.2, we provide the proofs for several results related to the mixing time of Markov
chain defined by RMRW algorithm in Section 5.
6.1 Proofs for isoperimetry of population power posterior
In this section, we provide proofs for results establishing isoperimetric inequality for popula-
tion power posterior of symmetric Gaussian mixtures (2).
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6.1.1 Proof of Lemma 1
For any function h : Ω1 × Ω2 → R with
∫
h(x)dpi(x) = 0, we have∫
h2(x)dpi(x) =
∫
Ω1
∫
Ω2
h2(x1, x2)dpi2
∣∣
x1
(x2)dpi1(x1)
=
∫
Ω1
(
Epi
(
h(X1, X2)
∣∣∣X1 = x1))2 dpi1(x1)
+
∫
Ω1
varpi
(
h(X1, X2)
∣∣∣X1 = x1) dpi1(x1). (10)
For the second term in equation (10), drawing on the Poincare´ inequality for the conditional
distribution, we find that
varpi
(
h(X1, X2)
∣∣∣X1 = x1) ≤ C2 ∫
Ω2
‖∇x2h(x1, x2)‖2dpi2
∣∣
x1
(x2).
Taking an integration of both sides of the above inequality leads to∫
Ω1
varpi
(
h(X1, X2)
∣∣∣X1 = x1) dpi1(x1) ≤ C2 ∫
Ω1×Ω2
‖∇x2h(x1, x2)‖2dpi(x1, x2). (11)
For the first term in equation (10), note that we have EEpi
(
h(X1, X2)
∣∣X1) = 0. Invoking the
Poincare´ inequality for the marginal distribution, we find that∫
Ω1
(
Epi
(
h(X1, X2)
∣∣∣X1 = x1))2 dpi1(x1) ≤ C1 ∫
Ω1
∥∥∥∇x1Epi (h(X1, X2)∣∣∣X1 = x1)∥∥∥2 dpi1(x1).
(12)
By the third condition in this lemma, the conditional distribution of X2|X1 has a density
pi(x2|x1) with respect to the Lebesgue measure, and the function x1 7→ log pi(x2|x1) is uni-
formly differentiable. By exchanging the derivative and integration, the following equation
holds
∇x1
(∫
Ω2
h(x1, x2)pi(x2|x1)dx2
)
︸ ︷︷ ︸
T1
=
∫
Ω2
∇x1h(x1, x2)pi(x2|x1)dx2
+
∫
Ω2
h(x1, x2)pi(x2|x1)∇x1 log pi(x2|x1)dx2︸ ︷︷ ︸
T2
.
By simple algebra, we arrive at the following identity
T2 =
∫
Ω2
(
h(x1, x2)− Epi
(
h(X1, X2)
∣∣∣X1 = x1))pi(x2|x1)∇x1 log pi(x2|x1)dx2
+ Epi
(
h(X1, X2)
∣∣∣X1 = x1)∇x1 (∫
Ω2
pi(x2|x1)dx2
)
.
Collecting the previous equations, we finally have
T1 =
∫
Ω2
(
h(x1, x2)− Epi
(
h(X1, X2)
∣∣∣X1 = x1))pi(x2|x1)∇x1 log pi(x2|x1)dx2
+
∫
Ω2
∇x1h(x1, x2)pi(x2|x1)dx2.
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Given the above equality, the following inequalities hold
∫
Ω1
∥∥∥∇x1Epi (h(X1, X2)∣∣∣X1 = x1)∥∥∥2 dpi1(x1)
(i)
≤ 2
∫
Ω1
∥∥∥∥∫
Ω2
∇x1h(x1, x2)pi(x2|x1)dx2
∥∥∥∥2 dpi1(x1)
+ 2
∫
Ω1
∥∥∥∥∫
Ω2
(
h(x1, x2)− Epi
(
h(X1, X2)
∣∣∣X1 = x1))pi(x2|x1)∇x1 log pi(x2|x1)dx2∥∥∥∥2 dpi1(x1)
(ii)
≤ 2
∫
Ω1×Ω2
‖∇x1h(x1, x2)‖2dpi(x1, x2) + 2L2
∫
Ω1
varpi
(
h(X1, X2)
∣∣∣X1 = x1) dpi1(x1)
(iii)
≤ 2
∫
Ω1×Ω2
‖∇x1h(x1, x2)‖2dpi(x1, x2) + 2C2L2
∫
Ω1×Ω2
‖∇x2h(x1, x2)‖2dpi(x1, x2), (13)
where inequality (i) follows from Young’s inequality; inequality in (ii) follows from the uniform
upper bound of ‖∇x1 log pi(x2|x1)‖2, and the inequality (iii) is based on Poincare´ inequality
for the conditional distribution. Putting together the results of equations (10), (11), (12),
and (13), we obtain that
∫
h2(x)dpi(x) ≤ C2
∫
‖∇x2h(x1, x2)‖2dpi(x1, x2) + 2C1
∫
‖∇x1h(x1, x2)‖2dpi(x1, x2)
+ 2C1C2L
2
∫
‖∇x2h(x1, x2)‖2dpi(x1, x2)
≤ 2 (C1 + C2 + C1C2L2) ∫ ‖∇h(x)‖2dpi(x),
which completes the proof of the lemma.
6.1.2 Proof of Lemma 3
Before the proof, we introduce and recall a few notation that we will use throughout this
section. For a vector z 6= 0, let z⊥ denote the subspace orthogonal to z, i.e., z⊥ := {x :
z>x = 0}. For any vector x ∈ Rd, let xi denote the i-th coordinate of x, and x−i denote the
(d− 1)-dimensional vector (x1, . . . , xi−1, xi+1, . . . , xd). For a d-dimensional density pi, we use
pi(i) to denote its marginal density on the i-th coordinate, and pi(−i|i) to denote the conditional
density of X−i conditioned on Xi with X ∼ pi.
We study the geometry of logarithm of the population power posterior by direct calcula-
tion. For X ∼ 12N (θ0, Id) + 12N (−θ0, Id), we can write X as X = a0τe1 + ξ with ξ ∼ N (0, Id)
and τ being a Rademacher random variable independent of ξ. Straightforward calculation
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leads to the following results
∇U0(θ) =βθ + βE
(−ϕ(X − θ) + ϕ(X + θ)
ϕ(X − θ) + ϕ(X + θ) X
)
=βθ +
β
2
E
(−ϕ(a0e1 + ξ − θ) + ϕ(a0e1 + ξ + θ)
ϕ(a0e1 + ξ − θ) + ϕ(a0e1 + ξ + θ) (a0e1 + ξ)
)
+
β
2
E
(−ϕ(−a0e1 + ξ − θ) + ϕ(−a0e1 + ξ + θ)
ϕ(−a0e1 + ξ − θ) + ϕ(−a0e1 + ξ + θ) (−a0e1 + ξ)
)
=βθ + βE
(−ϕ(a0e1 + ξ − θ) + ϕ(a0e1 + ξ + θ)
ϕ(a0e1 + ξ − θ) + ϕ(a0e1 + ξ + θ) (a0e1 + ξ)
)
, and
∇2U0(θ) =βId − 4βE
(
ϕ(X − θ)ϕ(X + θ)
(ϕ(X − θ) + ϕ(X + θ))2XX
>
)
=βId − a20βE
(
4ϕ(X − θ)ϕ(X + θ)
(ϕ(X − θ) + ϕ(X + θ))2
)
e1e
>
1
−βE
(
4ϕ(X − θ)ϕ(X + θ)
(ϕ(X − θ) + ϕ(X + θ))2 ξξ
>
)
. (14)
In order to obtain the conclusion of the proposition, we need the following lemma:
Lemma 5. Let subspace H := {e1}⊥. For the geometry of U0, we have
• The function f1 : R+ → R defined by f1(a) = U0(ae1 +z) is non-decreasing on a ∈ [0, a0]
and non-increasing on a ∈ [a0,+∞), for any z ∈ H.
• The function f2 : H → R defined by f2(z) = U0(ae1 + z) is a convex function of z, for
any a > 0.
The proof of Lemma 5 is in Appendix A.2.
Equipped with that lemma, we are ready to prove the structural results about geometry
of pi. First, for the marginal density along the direction of θ0, we note that u 7→ e−u is a
monotonic decreasing function on R. By Lemma 5, we can conclude that for any z ∈ e⊥1 ,
pi(ae1 + z) ∝ e−U0(ae1+z) is an increasing function on [0, a0] and a decreasing function on
[a0,+∞). Thus, we obtain that
pi
(1)
0 (a) =
∫
e⊥1
pi(ae1 + z)dz,
which is an average of increasing functions on [0, a0], and an average of decreasing functions
on [a0,+∞). Therefore, it is also increasing on [0, a0] and decreasing on [a0,+∞), which
means it is quasi-concave.
For the conditional density of X−1|X1, we have the following equation
log pi
(−1|1)
0 (x−1|x1) = log pi0([0, x−1] + x1e1)− log
∫
e⊥1
pi0(x1e1 + z)dz.
It is clear that the second term in the above display is independent of x−1. Therefore, the
conditional density of X−1|X1 is log-concave on Rd−1. As a consequence, we have established
the claim in the proposition.
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6.1.3 Proof of Theorem 2
In this section, we prove Theorem 2 by combining the structural results in the paper together.
First, note that Lemma 1 provides a way of combining Poincare´ constant estimates for the
marginal and conditional distribution, and Lemma 2 gives lower bound on Cheeger constant
of the marginal distribution. For the conductance framework in Markov chain mixing results,
we also need isoperimetry in the form of Cheeger constants. Therefore, we utilize existing
results that relate Cheeger constants and Poincare´ constants in both directions.
Translating from the Cheeger inequality to the Poincaire´ inequality is relatively easy due
to the well-known Cheeger inequality [11]: the Poincare´ constant can be controlled using the
Cheeger constant: C˜pi ≤ 4ζ2pi for any density pi on R
d.
The argument in the other direction is more involved. We make use of the result in the
work of Buser [8] and Ledoux [29]. The result was first proven for manifolds with a uniform
Ricci curvature lower bound. Ledoux’s proof is based upon the Li-Yau inequality, which also
works for Bakry-Emery-Ricci curvature of diffusion semigroups.
Proposition 4. Consider a d-dimensional Riemannian manifold M, equipped with density
e−Ψ. Let λ1 be the eigengap of the semigroup generator ∆ + ∇Ψ · ∇ and ζ be the Cheeger
constant of the measure e−Ψ on M. Suppose the Bakry-Emery-Ricci Curvature is uniformly
lower bounded, meaning that Ric +∇2Ψ  −K for some constant K > 0. Then we have
λ1 ≤ 10
√
d(ζ
√
K + ζ2).
With these technical tools at our disposal, we are ready to establish the geometric result.
The proof of the theorem follows from the applications of several results in the paper. In
particular, we first combine Lemma 3 with Lemma 2 and localization-based isoperimetry
tools [5] to derive Poincare´ inequalities for the marginal and conditional densities. These
inequalities are combined together to obtain the Poincare´ inequality for pi0 on this region.
Then, we can apply Proposition 4 to get the Cheeger constant.
In order to apply Proposition 4, we need to lower bound the negative curvature of U0(θ).
For any θ ∈ Rd, from equation (14), we find that
∇2U0(θ) =βId − a20βE
(
4ϕ(X − θ)ϕ(X + θ)
(ϕ(X − θ) + ϕ(X + θ))2
)
e1e
>
1 − βE
(
4ϕ(X − θ)ϕ(X + θ)
(ϕ(X − θ) + ϕ(X + θ))2 ξξ
>
)
βId − a20βE
(
4ϕ(X − θ)ϕ(X + θ)
(ϕ(X − θ) + ϕ(X + θ))2
)
e1e
>
1 − βE
(
ξξ>
)
− a20βId.
Therefore, the negative curvature of U0 is bounded from below by −β‖θ0‖2.
Lemma 1 requires a uniform upper bound on the gradient of conditional density, which
holds true in a bounded region:∣∣∣∣ ∂∂θ1 log pi(−1|1)0 (θ(−1)|θ(1))
∣∣∣∣ ≤ ∣∣∣∣ ∂∂θ1 log pi0(θ)
∣∣∣∣+
∣∣∣∣∣ ∂∂θ1 log
∫
e⊥1
pi0(z + θ
(1)e1)dz
∣∣∣∣∣
≤2(|θ(1)|+ E(|a0|+ |ξ1|))
≤2A+ 2‖θ0‖+ 4.
By Lemmas 2 and 3, the Cheeger constant for the marginal density of pi0 on the direction
e1 is lower bounded by 1/A. Furthermore, by Lemma 3 and classical results for log-concave
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densities [5], the Cheeger constant for the conditional density on other directions is lower
bounded by 12M . Invoking the Cheeger inequality leads to Poincare´ constants 4A
2 and 16M2
respectively.
By Lemma 1, the Poincare´ constant for pi0 is upper bounded by:
C˜ ≤ 2(4A2 + 16M2 + 64A2M2(2A+ 2‖θ0‖+ 4)2) . A4M2.
Using Proposition 4 with K = β‖θ0‖2, we obtain that ζ & 1√dA5M2 . As a consequence, we
reach the conclusion of the theorem.
6.1.4 Proof of Proposition 1
In order to establish the tail bounds for pi0 and pi, we first prove a more general result that
applies to a broader class, one which includes pi0 and pi.
Lemma 6. Consider a differentiable function U¯ such that 〈x, ∇U¯(x)〉 ≥ a‖x‖2 − b for any
x ∈ Rd. Then there exists a universal constant C > 0 such that for any δ ∈ (0, 1), we have
Ppi
‖X‖ ≥ C
√
b+ d+ log 1δ
a
 ≤ δ,
where Ppi denotes the probability under the density function pi(x) ∝ e−U¯(x).
The proof of Lemma 6 is in Appendix A.3.
Now we can bound the tails of both pi0 and pi by validating the conditions needed in
Lemma 6. In fact, for U0 we have
〈∇U0(θ), θ〉 =β‖θ‖2 + βE
(−ϕ(a0e1 + ξ − θ) + ϕ(a0e1 + ξ + θ)
ϕ(a0e1 + ξ − θ) + ϕ(a0e1 + ξ + θ) θ
>(a0e1 + ξ)
)
≥β‖θ‖2 − a0β‖θ‖ − 2βE
(
ϕ(a0e1 + ξ − θ)
ϕ(a0e1 + ξ − θ) + ϕ(a0e1 + ξ + θ)θ
>ξ
)
.
For a vector of the form θ = ae1 + z with z ⊥ e1, we find that
E
(
ϕ(a0e1 + ξ − θ)
ϕ(a0e1 + ξ − θ) + ϕ(a0e1 + ξ + θ)θ
>
−1ξ−1
)
= E
(
1
1 + exp
(−4(a0 + ξ1)a− 4z>−1ξ−1)z>ξ−1
)
≥ 0,
which is due to the symmetry of the law of z>ξ−1. Therefore, the following inequalities hold
〈∇U0(θ), θ〉 ≥ β‖θ‖2 − a0β‖θ‖ − 2βE|ξ1| · ‖θ‖
≥ β
2
‖θ‖2 − β(‖θ0‖2 + 1).
Hence, we achieve the conclusion of the proposition with U0.
For U , we utilize empirical process tools to establish the dissipativity condition. In par-
ticular, we denote L(θ;Xi) =
1
2ϕ(θ − Xi) + 12ϕ(θ + Xi) for all i ∈ [n]. Then, we have the
following equations
〈∇ logL(θ;Xi), θ〉 = ‖θ‖2 − ϕ(Xi − θ)− ϕ(Xi + θ)
ϕ(Xi − θ) + ϕ(Xi + θ)θ
>Xi
= ‖θ‖2 − e
θ>Xi − e−θ>Xi
eθ>Xi + e−θ>Xi
θ>Xi.
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Define Z := sup‖θ‖≤R
1
n
∑n
i=1 σi〈∇ logL(θ;Xi), θ〉. Note that the function z 7→ e
z−e−z
ez+e−z z is
centered and Lipschitz with constant L = 3. Therefore, by the Ledoux-Talagrand contraction
inequality for Lipschitz functions of Rademacher processes [30], we have
E [Z] ≤ 6E
[
sup
‖θ‖≤R
1
n
n∑
i=1
σi〈Xi, θ〉
]
≤ 6R
√
d+ ‖θ0‖2
n
. (15)
In order to obtain a high-probability bound for Z, we apply a functional Bernstein inequality
due to a Talagrand, after a suitable truncation-based argument. Beginning with the truncation
step, for some b > 0 to be chosen, let us define the event
Eb :=
{
max
1≤i≤n
sup
‖θ‖≤R
|gθ(Xi)| ≤ b
}
.
We then apply Talagrand’s theorem on empirical processes (Theorem 3.27 in the book [54]),
conditionally on this event, so as to obtain
P(Z > E [Z] + t | Eb) ≤ exp
(
− nt
2
56E [Σ2] + 4bt
)
, (16)
where Σ2 := sup‖θ‖≤R
1
n
∑n
i=1 g
2
θ(Xi). For any n ≥ d, we have
E
[
Σ2
] ≤ R2 + E[ sup
‖θ‖≤R
1
n
n∑
i=1
(θ>Xi tanh(θ>Xi))2
]
≤ R2 + E
[
sup
‖θ‖≤R
1
n
n∑
i=1
(θ>Xi)2
]
= R2
(
1 + E||| 1
n
n∑
i=1
XiX
>
i |||op
)
≤ R2(3 + ‖θ0‖2).
By standard χ2 concentration results (Example 2.11, [54]), with probability at least 1− δ,
we have
P(‖Xi‖ ≥ 2‖θ0‖+ 2
√
d+ 2t) ≤ e−2t2 ,
for any t > 0 and i ∈ [n]. In addition, we find that
|gθ(x)| ≤ ‖θ‖2 + ‖θ‖ · ‖x‖ ≤ R2 +R‖x‖ for all x.
Putting the above results together, by letting b := R2 +2R(‖θ0‖+
√
d+
√
log 2n/δ) we obtain
that
P(Ecb ) ≤ n · P
(
R2 +R‖X1‖ > b
) ≤ δ/2. (17)
Setting t = 112
√
E[Σ2] log δ−1
n + 8
b log δ−1
n in our earlier bound (16) and combining with the
upper bound (17) on P(Ecb ), we find that
P
(
Z ≥ E [Z] + c ·R
√
(1 + ‖θ0‖2) log δ−1
n
+ c · R
2 + ‖θ0‖2 + d+ log 2nδ
n
log δ−1
)
≤ δ,
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for some universal constant c > 0. Invoking a symmetrization inequality for probabilities [53],
we have
P
(
sup
‖θ‖≤R
|(P − Pn)gθ| > t
)
≤ c1P(Z > c2t), for all t > 0,
for some universal constants c1, c2 > 0.
For any R > 0, δ > 0, we define
∆n(R, δ) := R
√
d+ (1 + ‖θ0‖2) log δ−1
n
+
R2 + ‖θ0‖2 + d+ log 2nδ
n
log δ−1.
Combining the previous inequalities with the upper bound on E [Z] in equation (15), we have
the following bound
P
(
sup
‖θ‖≤R
|(P − Pn)gθ| ≥ c ·∆n(R, δ)
)
≤ δ, (18)
for a universal constant c > 0.
For δ > 0 fixed, let δk =
6δ
k2pi2
with
∑∞
k=1 δk = δ, and let Rk = 2
k. Combining the union
bound with the ensemble of inequalities (18) for R = Rk, k = 1, 2, . . ., we find that
P
(
∃ θ ∈ Rd such that |(Pn − P )gθ(X)| ≥ c ·∆
(
2‖θ‖, 6δ
pi2 log2(1 + 2‖θ‖)
))
≤
+∞∑
k=1
P
(
sup
‖θ‖≤R
|(P − Pn)gθ| ≥ c ·∆n(Rk, δk)
)
≤ δ,
where c is some universal constant. Using standard χ2 tail bounds, we find that
1
n
n∑
i=1
‖Xi‖2 ≤ ‖θ0‖2 + 2
√
d+ log δ−1
n
with probability 1− δ. Therefore, for n ≥ c′(d+‖θ0‖2) log d+‖θ0‖
2
δ for some universal constant
c′ > 0, with probability 1− δ, we obtain that
〈∇U(θ), θ〉 ≥ β
2
‖θ‖2 − 2β (‖θ0‖2 + 1) .
Plugging this result into Lemma 6 yields the claim in the proposition.
6.2 Proofs related to mixing rates
In this section, we provide the proofs for several results related to the mixing time of Markov
chain generated by the RMRW algorithm (Algorithm 1).
6.2.1 Proof of Proposition 2
Let Px,F denote the unadjusted proposal distribution of the RMRW algorithm when at po-
sition x. Recall that Tx,F denotes the transition kernel of the Markov chain defined by the
RMRW algorithm after the Metropolis-Hasting correction. The following lemma provides
bounds needed for controlling the s-conductance of the Markov chain at the level of the
population-level density pi0:
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Lemma 7. Consider a scalar η ∈ (0, 1
400(A+M+
√
d)2
)
and a pair x, y ∈ [−A,A] × B(0,M)
such that max(‖x− y‖, ‖x+ y‖) ≤ 110
√
η. We then have the bounds
dTV(Tx,U0 ,Px,U0) ≤
1
10
, and dTV(Tx,U0 , Ty,U0) ≤
1
2
.
See Appendix A.4 for the proof of this claim.
Using Lemma 7, we can now complete the proof of the proposition. Since pi0 and Tx,U0
are both symmetric around 0, we only need to control the s-conductance of the Markov chain
on each partition. Let us introduce the truncated quantities
p˜i0(x) :=
{
2pi0(x) x1 > 0
0 otherwise
, and
T˜x,U0(y) :=
{
Tx,U0(y) + Tx,U0(−y) y1 > 0
0 otherwise
.
The claim of the proposition is equivalent to the inequalities for p˜i0 and T˜x,U0 restricted to
the cylinder [0, A] × B(0,M). We combine Lemma 7 with the same argument as that in the
proof of Lemma 2 from the paper [15]. In particular, we replace the isoperimetric inequality
in the latter lemma with that from Theorem 2. Doing so yields the desired bound on the s-
conductance of the Markov chain defined by RMRW algorithm, thereby completing the proof
of the proposition.
6.2.2 Proof of Lemma 4
For any fixed θ ∈ [−A,A]× B(0,M), due to the symmetry of ξ ∼ N (0, Id), we have
1
2
ϕ(θ + θ0 + ξ) +
1
2
ϕ(θ − θ0 − ξ) d= 1
2
ϕ(θ − θ0 + ξ) + 1
2
ϕ(θ + θ0 − ξ),
The above distribution equation leads to
gθ(ξ) = log
(
1
2
ϕ(θ + τθ0 + ξ) +
1
2
ϕ(θ − τθ0 − ξ)
)
d
= log
(
1
2
ϕ(θ − θ0 + ξ) + 1
2
ϕ(θ + θ0 − ξ)
)
, (19)
where τ is a Rademacher random variable independent of ξ. The equal in distribution result
in equation (19) is uniform in θ. Namely, gθ(ξ) as a random function of θ has the same
distribution as the term log
(
1
2ϕ(θ − θ0 + ξ) + 12ϕ(θ + θ0 − ξ)
)
. We denote
hθ0,θ(ξ) := log
(
1
2
ϕ(θ − θ0 + ξ) + 1
2
ϕ(θ + θ0 − ξ)
)
+
1
2
‖ξ‖2.
Following some simple algebra, we find that
‖∇ξhθ0,θ(ξ)‖ = ‖
(θ0 − θ)ϕ(θ − θ0 + ξ) + (θ0 + θ)ϕ(θ + θ0 − ξ)
ϕ(θ − θ0 + ξ) + ϕ(θ + θ0 − ξ) ‖ ≤ ‖θ0‖+ ‖θ‖ ≤ 2(A+M).
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Since hθ0,θ(ξ) is a Lipschitz function of Gaussian random vector, invoking a classical concen-
tration inequality (cf. Theorem 2.26, [54]) yields
P
(∣∣∣∣hθ0,θ(ξ)− Ehθ0,θ(ξ)∣∣∣∣ ≥ t) ≤ 2 exp(− t28(A+M)2
)
for all t > 0. In words, we have shown that the random variable hθ0,θ(ξ) is sub-Gaussian with
parameter 4(A+M). For i.i.d. copies ξ1, . . . , ξn from N (0, Id), we find that
P
(∣∣∣∣∣ 1n
n∑
i=1
hθ0,θ(ξ)− Ehθ0,θ(ξ)
∣∣∣∣∣ ≥ t
)
≤ 2 exp
(
− nt
2
8(A+M)2
)
for all t > 0.
Now we turn to bound the uniform concentration of hθ0,θ. For some ε > 0, whose specific
value will be determined later, let Mε = {θ1, θ2, · · · , θNε} be an ε-covering of the cylinder
[−A,A]× B(0,M). Note that, for θ1, θ2 ∈ [−A,A]× B(0,M), we have
|Pnhθ0,θ1 − Pnhθ0,θ2 | ≤‖θ1 − θ2‖
(
1
n
n∑
i=1
sup
θ∈[−A,A]×B(0,M)
‖∇θgθ(Xi)‖
)
≤‖θ1 − θ2‖ ·
(
A+M +
1
n
n∑
i=1
‖Xi‖
)
.
For any θ ∈ [−A,A]× B(0,M), denote ξ(θ) := arg minθ′∈Mε ‖θ − θ′‖. Then, we have
|Pnhθ0,θ − Pnhθ0,ξ(θ)| ≤
(
A+M +
1
n
n∑
i=1
‖Xi‖
)
ε, and
|Phθ0,θ − Phθ0,ξ(θ)| ≤ (A+M + E‖Xi‖) ε ≤
(
A+M +
√
d
)
ε.
For any t > 0, as long as ε < t
3(A+M+
√
d)
, we obtain that
P
(
sup
θ∈[−A,A]×B(0,M)
|Pnhθ0,θ − Phθ0,θ| ≥ t
)
≤ P
(
max
θ∈Mε
|Pnhθ0,θ − Phθ0,θ| ≥
t
3
)
(20)
+ P
(
sup
θ∈Mε
∣∣Pnhθ0,θ − Pnhθ0,ξ(θ)∣∣ ≥ t3
)
.
For the first term in the RHS of equation (20), we have the following evaluation
P
(
max
θ∈Mε
|Pnhθ0,θ − Phθ0,θ| ≥
t
3
)
≤ |Mε| max
θ∈Mε
P
(
|Pnhθ0,θ − Phθ0,θ| ≥
t
3
)
≤
(
A+M
ε
)d
max
θ∈Mε
P
(
|Pnhθ0,θ − Phθ0,θ| ≥
t
3
)
≤ 2
(
A+M
ε
)d
exp
(
− nt
2
72(A+M)2
)
.
For the second term in the RHS of equation (20), we find that
P
(
sup
θ∈Mε
∣∣Pnhθ0,θ − Pnhθ0,ξ(θ)∣∣ ≥ t3
)
≤ P
(
1
n
n∑
i=1
‖Xi‖ ≥ t
3ε
−A−M
)
.
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By choosing ε = t
3n(A+M+
√
d log 2d/δ)
, the above inequality becomes
P
(
sup
θ∈Mε
∣∣Pnhθ0,θ − Pnhθ0,ξ(θ)∣∣ ≥ t3
)
≤ δ.
Getting back to gθ from hθ,θ0 , note that since equation (19) holds true uniformly, for any
t > 0, we have:
P
(
sup
θ∈[−A,A]×B(0,M)
|Pngθ − Pgθ| ≥ t
)
≤ P
(
sup
θ∈[−A,A]×B(0,M)
|Pnhθ0,θ − Phθ0,θ| ≥ t/2
)
+ P
(∣∣∣∣∣ 1n
n∑
i=1
‖ξi‖2 − d
∣∣∣∣∣ ≥ t
)
.
Standard χ2 tail bounds (Example 2.11, [54]) lead to the following inequality
P
(∣∣∣∣∣ 1n
n∑
i=1
‖ξi‖2 − d
∣∣∣∣∣ ≥ t
)
≤ 2 exp
(
−nt
2
8d
)
for all t ∈ [0, d]. Putting the above results together, we obtain
P
(
sup
θ∈[−A,A]×B(0,M)
|Pngθ − Pgθ| ≥ t
)
≤ 2
(
A+M
ε
)d
exp
(
− nt
2
288(A+M)2
)
+ 2 exp
(
−nt
2
8d
)
+ δ,
where ε = t
3n(A+M+
√
d log 2d/δ)
. Solving for t yields
sup
θ∈[−A,A]×B(0,M)
|Pngθ − Pgθ| ≤ c(1 +A+M)
√
d
n
log
(A+M + d)n
δ
,
with probability at least 1− δ for some universal constant c > 0. This completes the proof of
the lemma.
6.2.3 Proof of Theorem 1
For a scalar s > 0, whose specific value will be determined later, we define
As = Ms := C
(
1 + ‖θ0‖+
√
d+ log 1/s
β
)
,
where C is a positive constant in Proposition 1. By applying the results from Proposition 1,
we obtain that
pi([−As, As]× B(0,Ms)) ≥ 1− s.
For the sample size n ≥ C1d
(
β2(1 + ‖θ0‖2) + d
)
log(d(‖θ0‖+1)/δ), an application of Lemma 4
yields that
|U(θ)− U0(θ)| ≤ 1
8
,
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for all θ ∈ [−A,A] × B(0,M) with probability at least 1 − δ. Therefore, we arrive at the
following inequalities
e−1/8
∫
e−U0(θ)dθ ≤
∫
e−U(θ)dθ ≤ e1/8
∫
e−U0(θ)dθ.
The above results lead to
e−1/4pi0(θ) ≤ pi(θ) ≤ e1/4pi0(θ). (21)
Invoking the s-conductance result of Proposition 2, for any set S such that s ≤ pi0(S) ≤ 12 ,
we obtain ∫
S
Tx,U0(Sc)pi0(x)dx ≥ C · (pi0(S)− s)
√
ηsζs, (22)
for ηs =
1
400(As+Ms+
√
d)2
and ζs =
1√
dA5sM
2
s
.
Note that for any x, we have Px,U0 = Px,U since the proposal distribution is simply a
spherical Gaussian independent of the potential. Moreover, for set S such that x /∈ S, by the
results in equation (21), we have the following evaluations
Tx,U (S) =
∫
S
min
(
1, eU(y)−U(x)
)
dPx,U (y)
≥
∫
S
min
(
1, eU0(y)−U0(x)
)
e−|U(x)−U0(x)|−|U(y)−U0(y)|dPx,U (y)
≥e− 14Tx,U0(S).
Now, for any set S ⊆ Rd with 2es ≤ pi(S) ≤ 12 , the following inequalities hold
pi0(S) ≥ pi0(S ∩ [−A,A]× B(0,M)) ≥ e− 14pi(S ∩ [−A,A]× B(0,M))
≥ e− 14 (pi(S)− s) ≥ s.
In order to study the s-conductance of Markov chain defined by the RMRW algorithm, we
consider two possible cases of pi0(S):
Case 1: In the case, pi0(S) ≤ 12 , we can directly apply equation (21) to equation (22),
and obtain that∫
S
Tx,U (Sc)pi(x)dx ≥ e−1/2
∫
S
Tx,U0(Sc)pi0(x)dx ≥ Ce−
1
2pi0(S)
√
ηshs
≥ Ce− 34pi(S)
√
ηshs.
Case 2: In the case pi0(S) >
1
2 , we have pi0(S
c) < 12 . By the result from equation (21),
we have
pi0(S) ≤ e 14pi(S) ≤ e
1
4
2
.
Since the Markov chain induced by the RMRW algorithm is reversible, the following equations
hold ∫
S
Tx,U0(Sc)pi0(x)dx =
∫
S
∫
Sc
Tx,U0(y)pi0(x)dydx =
∫
Sc
∫
S
Ty,U0(x)pi0(y)dxdy
=
∫
Sc
Ty,U0(S)pi0(y)dy.
25
Applying the result from equation (22), by interchanging S and Sc, we obtain that∫
Sc
Ty,U0(S)pi0(y)dy ≥ Cpi0(Sc)
√
ηsζs.
Therefore, we have the following inequalities∫
S
Tx,U (Sc)pi(x)dx ≥e−1/2
∫
Sc
Tx,U0(S)pi0(x)dx ≥ Ce−1/2pi0(Sc)
√
ηsζs
≥Ce−1/2 2− e
1/4
e1/4
pi0(S)
√
ηsζs ≥ C 2− e
1/4
e
pi(S)
√
ηsζs.
In summary, in both cases of pi0(S), the s-conductance of Markov chain defined by the RMRW
algorithm is lower bounded by a constant multiple of
√
ηsζs.
Given the Gaussian initialization of the RMRW algorithm, we have
logχ2(pi||pi(0)) . d+ ‖θ0‖2.
Therefore, the warmness is controlled by B = eO(d+‖θ0‖2). For a Markov chain with s-
conductance Φs, the mixing rate theorem in the paper [35] states that, the total variation
distance between pi(T ) and stationary distribution pi is upper bounded by Bs+Be−T/Φ2s . By
choosing s = ε/2β, we eventually obtain
Tmix =
1
(
√
ηh)2
log
B
ε
. d1.5(d+ ‖θ0‖2)4.5 log5.5 1
ε
,
which completes the proof of the theorem.
7 Discussion
In this paper, we developed and analyzed a novel polynomial mixing time MCMC algorithm
for sampling from power posterior distribution in symmetric two-component Gaussian mix-
tures (2). Despite the relatively simple structure of these models, the multi-modal nature of
the posterior poses challenges in analyzing sampling algorithms. In order to deal with these
challenges, we introduced several new results on Poincare´ and isoperimetric inequalities for
marginal and conditional densities of power posterior distributions.
We view this work as a first step in the understanding of sampling algorihms for mixture
and hierarchical models. First, the current techniques in the paper are not applicable to
the classical (non-Bayesian) posterior distribution of symmetric Gaussian mixtures. It is of
interest to understand whether RMRW algorithm or other algorithms can achieve polynomial
mixing time for sampling from classical posterior distribution in these models. Second, the
results in the paper depend on the favorable structures of symmetric Gaussian mixtures.
Establishing polynomial time MCMC algorithm for more general settings of Gaussian mixtures
is an interesting and important direction.
Acknowledgments
This work was partially supported by Office of Naval Research grant DOD ONR-N00014-18-
1-2640 and National Science Foundation grant NSF-DMS-1612948 to MJW; by NSF-DMS-
grant-1909365 joint to PLB and MJW; by Army Research Office grant W911NF-17-1-0304 to
MIJ.
26
A Proofs of various auxiliary results
In this appendix, we provide proofs of a number of auxiliary results used to prove our main
results.
A.1 Proof of Lemma 2
Although this lemma follows as a consequence of results from the paper [10], we include the
proof here for the completeness. Assume without loss of generality that S3 is a finite union
of intervals, i.e., S3 =
⋃N
i=1(xi, yi). We can further assume without loss of generality that for
each i, the intervals to the left of xi and to the right of yi belong to different sets (otherwise,
we can remove this interval from S3). Therefore, we have
dist(S1, S2) = min
1≤i≤N
(yi − xi).
For each i ∈ [N ], we find that∫ yi
xi
pi(x)dx ≥ dist(S1, S2) ·min(pi(xi), pi(yi)).
By quasi-concavity of the function pi, the sequence (pi(x1), pi(y1), pi(x2), pi(y2), · · · , pi(xN ), pi(yN ))
is a concatenation of an increasing sequence and a decreasing sequence (one of the sequences
can be empty, which does not affect the proof). For each interval in S1 and S2, we can assign it
to an endpoint where the value of pi is larger than that on this interval. Two intervals cannot
be assigned to the same point, and there is at most one interval left unassigned. Except for
the interval at the mode, each interval in S1 and S2 will be assigned to the lower end of some
(xi, yi).
Consider max1≤i≤N (min(xi, yi)). Since the interval that achieves this maximum must have
two sides with different labels, there exists a set, say S1, such that
max
x∈S1
pi(x) ≤ max
1≤i≤N
(min(xi, yi)).
Invoking the previous results yields
pi(S1) ≤
N∑
i=1
min(pi(xi), pi(yi)) ·A ≤ A
N∑
i=1
∫ yi
xi
pi(x)dx ≤ A
dist(S1, S2)
pi(S3),
which completes the proof of the lemma.
A.2 Proof of Lemma 5
Let ϕm : Rm → R be the density ofm-dimensional standard Gaussian distribution form ∈ N+.
We first prove the first claim about f1. Based on equation (14), for any z ∈ θ⊥0 fixed, we
derive the following equation
∂2U0(ae1 + z)
∂a2
= β
(
1− E
(
4ϕ(X − ae1 − z)ϕ(X + ae1 + z)
(ϕ(X − ae1 − z) + ϕ(X + ae1 + z))2X
2
1
))
.
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Taking another derivative, we find that
∂3U0(ae1 + z)
∂a3
= −E8βX
3
1 (ϕ(X + ae1 + z)− ϕ(X − ae1 − z))ϕ(X + ae1 + z)ϕ(X − ae1 − z)
(ϕ(X + ae1 + z) + ϕ(X − ae1 − z))3 .
Note that the distribution of X in the above expectation is symmetric around zero.
Moreover, we have ϕ(X − ae1 − z) = ϕ1(X1 − a)ϕd−1(X−1 − z) and ϕ(X + ae1 + z) =
ϕ1(X1 + a)ϕd−1(X−1 + z). Using these facts, some simple algebra leads to
∂3U0(ae1 + z)
∂a3
= 8βE
(
X31
(
eaX1ϕd−1(X−1 − z)− e−aX1ϕd−1(X−1 + z)
)
ϕd−1(X−1 + z)ϕd−1(X−1 − z)
(eaX1ϕd−1(X−1 − z) + e−aX1ϕd−1(X−1 + z))3
)
.
For a > 0, since X31 , e
aX1 − 1, 1− e−aX1 always have the same signs, we find that
∂3U0(ae1 + z)
∂a3
= 8βE
(
X31
(
eaX1ϕd−1(X−1 − z)− e−aX1ϕd−1(X−1 + z)
)
ϕd−1(X−1 + z)ϕd−1(X−1 − z)
(eaX1ϕd−1(X−1 − z) + e−aX1ϕd−1(X−1 + z))3
)
≥ 8βE
(
X31 (ϕd−1(X−1 − z)− ϕd−1(X−1 + z))ϕd−1(X−1 + z)ϕd−1(X−1 − z)
(eaX1ϕd−1(X−1 − z) + e−aX1ϕd−1(X−1 + z))3
)
= 0.
The last equation in the above display is due to the symmetry of distribution of X. Therefore,
∂U0(ae1+z)
∂a is a convex function of a ∈ R+. Furthermore, the following identities can be derived
by a combination of algebra and integral transforms:
∂U0(ae1 + z)
∂a
∣∣∣
a=0
=a0 − 2a0E
(
1
1 + exp(4z>ξ−1)
)
= 0, and
∂U0(ae1 + z)
∂a
∣∣∣
a=a0
=− 2E
(
a0 + ξ1
1 + exp(2a0(a0 + ξ1) + 4z>ξ−1)
)
= 0.
Given the above results, we have ∂U0(ae1+z)∂a ≤ 0 on the interval [0, a0], and ∂U0(ae1+z)∂a ≥ 0 for
a ≥ a0. As a consequence, we achieve the conclusion of the lemma.
Now we turn to prove the second claim about f2. Given a > 0 fixed, using equation (14),
we obtain that
∇2zU0(ae1 + z) = βId − βE
(
4ϕ(X − θ)ϕ(X + θ)
(ϕ(X − θ) + ϕ(X + θ))2 ξ−1ξ
>
−1
)
.
Thus, we have ξ−1ξ>−1  0, and 4ϕ(X − θ)ϕ(X + θ) ≤ (ϕ(X − θ) + ϕ(X + θ))2. These
inequalities lead to
∇2zU0(ae1 + z)  β(Id − E(ξ−1ξ>−1)) = 0,
as claimed.
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A.3 Proof of Lemma 6
Consider the Langevin diffusion defined by the following Itoˆ stochastic differential equation
(SDE):
dXt = −∇U¯(Xt)dt+
√
2dBt, (23)
with initial condition X0 = 0. It is known that under the dissipativity assumption assumed in
this lemma, the distribution of the diffusion process Xt converges to the stationary distribution
pi as t tends to infinity [45]. Our next step is to derive an upper bound for E‖Xt‖p with p ≥ 1.
Invoking Itoˆ’s formula, for any α > 0, we have
1
2
eαt‖Xt‖2 − 1
2
‖X0‖2 =
∫ t
0
〈Xs,−∇U¯(Xs)eαs〉ds+ d
2
∫ t
0
eαsds
+
∫ t
0
eαsX>s dBs +
1
2
∫ t
0
ceαs‖Xs‖2ds.
Let Mt :=
∫ t
0 X
>
s e
αsdBs be the martingale term. Without loss of generality, we can assume
that p ≥ 4; the case p ∈ [1, 4] can be derived as a direct consequence of the result p ≥ 4 by
applying the Ho¨lder inequality. Applying the Burkholder-Gundy-Davis inequality yields
E sup
0≤t≤T
|Mt|
p
2 ≤ (pC) p4E〈M,M〉
p
4
T =(pC)
p
4E
(∫ T
0
e2αsX>s Xsds
) p
4
≤(pC) p4E
(∫ T
0
e2αs‖Xs‖2ds
) p
4
≤(pC) p4E
(
sup
0≤s≤T
eαs‖Xs‖2 ·
∫ T
0
eαsds
) p
4
≤
(
CpeαT
α
) p
4
A+ 1
A
E
(
sup
0≤t≤T
eαt‖Xt‖2
) p
2
 ,
where C > 0 is some universal constant and A is an arbitrary number which will be determined
later. On the other hand, by the dissipativity assumption in the lemma, we have∫ t
0
〈Xs,−∇U¯(Xs)eαs〉ds ≤
∫ t
0
(−a‖Xs‖2 + b) eαsds.
Putting the above results together and letting α = 2a, we obtain that
E
(
sup
0≤t≤T
e2at‖Xt‖2
) p
2
≤ 3 p2−1E
(
sup
0≤t≤T
∫ t
0
(
2〈Xs,−∇U¯(Xs)〉+ d+ c‖Xs‖2
)
ecsds
) p
2
+ 3
p
2
−1E sup
0≤t≤T
|Mt|
p
2
≤ 3 p2−1
(
Cpe2aT
2a
) p
4
A+ 1
A
E
(
sup
0≤t≤T
e2at‖Xt‖2
) p
2

+ 3
p
2
−1E
(
sup
0≤t≤T
∫ t
0
(2b+ d) e2asds
) p
2
,
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for some universal constant C > 0.
Setting A := 2 · 3 p2−1
(
Cpe2aT
a
) p
4
in the above inequality, we find that
(E‖XT ‖p)
1
p ≤ e−aT
E( sup
0≤t≤T
e2at‖Xt‖2
) p
2
 1p ≤ C ′(√p
a
+
√
b+ d
a
)
, (24)
for some universal constant C ′ > 0. Letting T → +∞ yields
(Epi‖X‖p)
1
p ≤ C ′
(√
p
a
+
√
b+ d
a
)
.
Furthermore, for any t > 0, an application of Markov’s inequality leads to
P (‖X‖ ≥ t) ≤ inf
p≥1
E‖X‖p
tp
≤ inf
p≥1
(2C ′)p
(( p
at2
) p
2
+
(
b+ d
at2
) p
2
)
.
For any δ ∈ (0, 1), setting p = 2 log 2δ and t = 2C ′(
√
p
a +
√
b+d
a ) yields
P (‖X‖ ≥ t) ≤
(
4C ′2p
at2
) p
2
+
(
4C ′2(b+ d)
at2
) p
2
≤ δ
2
+
δ
2
= δ,
which completes the proof of the lemma.
A.4 Proof of Lemma 7
At the population level, we always have U0(Z) = U0(Y ) where Y and Z are given in the
RMRW algorithm (Algorithm 1). Therefore, the rejection step can only be caused by the
difference between F (Y ) and F (θ(t−1)) where θ(t) are samples from the RMRW algorithm.
By Gaussian tail bounds, we have
Px,U0
(
B(x, 10
√
dη)c
)
≤ 1
20
.
Therefore, we can restrict our attention inside the ball B(x, 10√dη). Now, for y ∈ B(x, 5√dη)
and x ∈ [−A,A]× B(0,M), we find that
|U0(x)− U0(y)| ≤ ‖x− y‖ sup
x∈[−A,A]×B(0,M)
‖∇U0(x)‖ ≤ 2(A+M +
√
d)‖x− y‖.
By choosing η ∈ (0, 1
400(A+M+
√
d)2
)
, we can ensure that
min(1, exp(F (y)− F (x))) ≥ 1− 1
20
.
Combining the previous inequalities together yields the first inequality of the lemma.
For the overlap bound, standard application of triangle inequality with the total variation
distance yields that
dTV(Tx,U0 , Ty,U0) ≤ dTV(Tx,U0 ,Px,U0) + dTV(Px,U0 ,Py,U0) + dTV(Py,U0 , Ty,U0),
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In order to prove the second bound of the lemma, it is sufficient to bound the term dTV(Px,U0 ,Py,U0).
For the case max {‖x− y‖, ‖x+ y‖} ≤ 14η, we assume without loss of generality that ‖x−y‖ ≤
1
10
√
η. Then, the following inequalities hold
dTV(Px,U0 ,Py,U0) ≤
1
2
dTV(N (x, ηId),N (y, ηId)) + 1
2
dTV(N (−x, ηId),N (−y, ηId))
≤ 1
2
√
KL(N (x, ηId),N (y, ηId)) + 1
2
√
KL(N (−x, ηId),N (−y, ηId))
≤ 1
10
.
Putting the above inequalities together yields the second bound in the lemma statement.
A.5 Proof of Proposition 3
The proof of the proposition hinges upon several arguments similar to those used in the proofs
for correctly-specified model. Therefore, we provide only detailed proofs for steps that are
fundamentally different between these settings.
By Assumption 1, the true distribution can be written as Q = (1 − γ)P0 + γF , with
P0 =
1
2N (θ0, Id)+ 12N (−θ0, Id) and F being an arbitrary K-sub-Gaussian distribution. While
U0 is not the exact population power posterior distribution in the contaminated model, it is
nonetheless very close to the true population power posterior because γ is sufficiently small.
Thus, this approximation can be used for the proof of the proposition.
Throughout the remainder of this proof, we use the isoperimetric inequalities for “popula-
tion” power posterior defined by P0, which depends on neither the contaminated distribution
nor the data. There are essentially two places in the proofs of mixing rate of the RMRW
algorithm that rely on the distribution of samples: Corollary 1 and Lemma 4. Therefore, we
will adjust these results to contaminated models separately.
For the proof of Corollary 1 under the correctly-specified model, we need to establish a
lower bound on the term 〈∇U(θ), θ〉. For the given mis-specified model, the following lemma
gives a lower bound for this term:
Lemma 8. Under Assumption 1, with probability at least 1 − δ, for the sample size n ≥
c(d+ ‖θ0‖2) log d+‖θ0‖
2
δ for some universal constant c > 0, we have
〈∇U(θ), θ〉 ≥ β
2
‖θ‖2 − 2β
(
‖θ0‖2 + 1 + γdK2 log n
δ
)
for any θ ∈ Rd.
See Appendix A.5.1 for the proof of Lemma 8.
Similarly, an adaptation of Lemma 4 from the well-specified case to the mis-specified case
leads to the following result:
Lemma 9. Under Assumption 1, for fixed constants A,M ≥ ‖θ0‖ + 1, with probability at
least 1− δ, we have
sup
θ∈[−A,A]×B(0,M)
∣∣∣∣∣ 1n
n∑
i=1
gθ(Xi)− EP0gθ(X)
∣∣∣∣∣ . (1 +A+M)
√
d
n
log
n(A+M + d)
δ
+ γ(A2 +M2 +K2d log
n
δ
).
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See Appendix A.5.2 for the proof of this claim.
With these two lemmas at our disposal, we are ready to prove Proposition 3. The geometric
results of population power posterior under P0 for correctly-specified case are still valid for
the mis-specified setting. In order to use the s-conductance framework for the Markov chain
with U , we need to control the probability of a region outside a large ball, which is done in
Lemma 8 with radius As = Ms = ‖θ0‖ + 1 + K
√
γd log nδ + β
−1√d+ log 1/s. According to
Section 6.2.3, we only need to establish a uniform upper bound on the difference between U0
and U of constant order. This has been done in Lemma 9, under the condition on γ. As a
consequence, we reach the conclusion of the proposition.
A.5.1 Proof of Lemma 8
For each i ∈ [n], Xi can be written as Xi = (1 − ξi)Yi + ξiEi, where Yi ∼ P0, Ei ∼ F and
ξi ∼ Bern(γ) are independent random variables. Invoking Chernoff’s bound, we find that
P
(
n∑
i=1
ξi ≥ 2ηn
)
≤ e−nDKL(2η||η) ≤ e−(2 log 2−1)n.
Therefore, for n ≥ C log δ−1, we have ∑ni=1 ξi ≤ 2ηn with probability at least 1− δ/2. Recall
that L(θ;Xi) =
1
2ϕ(θ −Xi) + 12ϕ(θ +Xi) for all i ∈ [n]. Conditioning on the previous event,
we obtain that
〈∇U(θ), θ〉 = 1
n
∑
i:ξi=0
〈∇ logL(θ;Xi), θ〉+ 1
n
∑
i:ξi=1
〈∇ logL(θ;Xi), θ〉
(i)
≥(1− 2γ)
(
β
2
‖θ‖2 − 2β(‖θ0‖2 + 1)
)
+ 2γβ
1
n
∑
i:ξi=1
(‖θ‖2 − ‖θ‖ · ‖Xi‖)
(ii)
≥ β
2
‖θ‖2 − 2β
(
‖θ0‖2 + 1 + γdK2 log n
δ
)
,
with probability 1− δ/2. In the above display, inequality (i) follows from the proof of Propo-
sition 1, and inequality (ii) is a direct consequence of the K-sub-Gaussian assumption on F .
As a consequence, we obtain the conclusion of the lemma.
A.5.2 Proof of Lemma 9
We adopt the same notation as in the proof of Lemma 8. Note that we have the bound
1
n
∑n
i=1 ξi ≤ 2η with probability 1 − δ/2. Conditioning on this event, an application of the
triangle inequality yields∣∣∣∣∣ 1n
n∑
i=1
gθ(Xi)− EP0gθ(X)
∣∣∣∣∣ ≤
∣∣∣∣∣∣ 1n
∑
i:ξi=0
gθ(Xi)− EP0gθ(X)
∣∣∣∣∣∣+
∣∣∣∣∣∣ 1n
∑
i:ξi=1
gθ(Xi)− EP0gθ(X)
∣∣∣∣∣∣ .
The supremum of the first term is controlled by Lemma 4. The second term can be bounded
as follows:
sup
θ∈[−A,A]×B(0,M)
∣∣∣∣∣∣ 1n
∑
i:ξi=1
gθ(Xi)− EP0gθ(X)
∣∣∣∣∣∣ ≤2 supθ∈[−A,A]×B(0,M) 1n
∑
i:ξi=1
(‖θ‖2 + ‖Xi‖2)
≤4γ(A2 +M2 +K2d log n
δ
),
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a bound that holds with probability at least 1− δ/2. Combining the above results yields the
claim in the lemma.
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