Rayleigh's classical approach to the study of vibration of systems having 'a finite number of degrees of freedom is applied tO the problem of coupling of subsystems in a complicated structure, in order to probe the regions of applicability of the approach to vibration analysis usually known as statistical energy analysis (SEA). The classical method has advantages of simplicity and rigor over previous approaches to the background of SEA in certain cases, and provides extensions and simplifications in several areas of the theory. It also suggests modifications to SEA modeling strategy depending on the type of coupling involved, even when that coupling is weak, so that earlier analyses might be thought to apply.
INTRODUCTION
A great number of papers have been written with the aim, at least in part, of investigating the scope of validity of the approach to vibration problems which is commonly called statisticalenergy analysis (SEA). Before adding to this literature, some apology and explanation is perhaps called for. First we must recall the basic issue. We consider a complicated structure which for some reason we wish to regard as made up of a number of simpler substructures, coupled together in some way. The problem of vibration analysis for suc h a structure is in principle amenable to exact calculation, but in practice exact studies of realistic structures are only possible for the lowest few vibration modes. If we are to make useful progress; we must therefore take the formal exact expressions for the vibrational response of the structure to specified driving forces, and approximate these in some way to produce useful information from reasonably simple calculations.
The SEA aPProach to the problem of vibration analysis for such structures involves adopting one particular point of view, and thus making approximations of a certain general type. It is supposed that energy in the form of vibration in the structure behaves in the same way as energy in the form of heat: it diffuses from one substructure to another at a rate proportional to the difference in "temperature" of the substructures, and it is dissipated internally in each substructure at a rate proportional to the temperature of that substructure.
The SEA approach, when applied appropriately, gives a very simple means of predicting the distribution of mean-square vibration amplitudes among the substructures in response to a known pattern of external driving: once we have measured or calculated the various constants of proportionality, we have only to solve a few simple simultaneous equations representing the power balance for the various subsystems.
A major theoretical problem of SEA is thus to investigate the approximations implicit in these two fundamental assumptions, and the extent to which they are justified in various practical situations. The assumption that the rate of internal dissipation of energy is proportional to the kinetic energy of the substructure is a familiar idealization; its scope and the method of extending this scope are discussed extensively in Lord Rayleigh's famous book The Theory of Sound • (Chaps.
4 and 5). In Rayleigh's language, it amounts to assuming that the dis, sipation function is simultaneously diagonalizable with the kinetic and potential energy functions. Rayleigh shows that this assumption does not lead to serious problems provided the damping is small, as it usually is in practical problems. We shall be content to make this first assumption: our main object is to study in some detail the second assumption• Previous studies of the second SEA assumption, that the rate of power flow between substructures is proportional to the difference in their energies, have used model systems ranging from the very special to the fairly general. These studies have generally shown that in the limit of weak coupling the proportionality relation is always a good approximation. As the coupling becomes stronger the relation holds true exactly in certain special circumstances, and more or less approximately in others. The fact that such similar behavior has been found in a variety of models suggests that there might be some simple and general results underlying it. However, the normal method of treatment in previous studies does not seem to the present author to be especially appropriate to a search for any such simple and general results, whereas the method outlined here, based again on Chaps. 4 and 5 of Rayleigh's Theory of Sound seems more promising for many applications. Some rather general stat6ments about the scope of the proportionality resttit emerge quite easily from this approach. This simplicity increases insight into the meaning of the approximations made. It seems likely that the method might lend self to finding more such results: this account is only a preliminary description covering the simplest application of the method. In particular, in this initial exposition we deal only with coupling between subsystems which are structures: coupling between a structure and its surrounding fluid requires a somewhat different treatment, for reasons which will be touched on in Sec.
V.
Familiarity with the conventional treatment of the basis of the SEA assumptions is not likely to be of great help in understanding the treatment given here. (This is not to decry the conventional treatment, but simply SEA method of proceeding from the basic assumptions to obtain useful statistical predictions needs to be modified under some circumstances, which are elucidated.
I. FORMULATION
The method we use is a simple application of the general theory of vibration of linear viscoelastic bodies.
It will be recalled that the definition 4 of such a material is that it is one whose behavior can be modeled by a microstructure consisting entirely of linear elements--springs, masses, and dashpots. The theory treats systems having a finite number of degrees of freedom via matrix methods, rather than using continuous normal mode functions as the basis of discussion. It is frequently forgotten that this is the formulation used to demonstrate many general results now taken for granted, such as stationarity of the Rayleigh quotient and the various reciprocity theorems.
The assumption of a finite number of degrees of freedom does not restrict the usefulness of the results.
The limit in which such a discrete system tends to a continuous system is generally very well-behaved in situations of interest. In any case, a real body has in fact only a finite number of atoms, so that in the last analysis a treatment assuming a finite number of degrees of freedom is perhaps more appropriate than one based on the continuum hypothesis! The first step in the formulation is to choose a set of generalized coordinates which are sufficient to describe a given configuration of the system. For purposes of visualization, it is convenient to use the ordinary position coordinates of the elemental masses of which our finite-degree-of-freedom model is composed. Call these coordinates qi, q2, ß ß ß, qt•, or in vectorial form q. Now we know from Lagrange's method that the dynamical behavior of the system is completely specified by 
for the vector w Whose components are w,. When damping is present, the system still has a set of characteristic frequencies, now complex, given by the roots of det(V + i•oF -0J2T) = 0.
However, in this case the characteristic frequencies are not naturally associated with a mutually orthogonal set of configurations like the normal coordinates of the no-damping case.
We now examine the form of these matrices for the simplest example of coupling: consider the situation illustrat, ed in Fig. 1 whereA and a, {r=l,... ,N-1) describe the spring strengths of the coupling elements, and X, (r= 1,... ,N -1) are the squares of the natural frequencies of the blocked system in ascending order. T is still the identity matrix.
Before proceeding to analyze the behavior arising from this form of the potential energy matrix, we should note that generalization of the formulation to cope with the case of coupling of any number of subsystems through any number of degrees of freedom is very straightforward. All that happens is that we introduce a coordinate to describe each degree of freedom involved in the coupling mechanism, and perform the same sequence of manipulations of the matrices as above. The result is that after once again ordering the coordinates to put the eigenvalues in ascending order, our matrix V is of exactly the form (7) We imagine two continuous systems coupled together in some way. We treat these initially in much the same way as above, that is to say we describe them in terms of normal modes of the blocked subsystems (but notice that we are using a slightly different definition of blocking than Lyon, as will be discussed later). The first difference is that these normal modes are now continuous rather than discrete. If we call them v,(x) and win(x) for the two subsystems, respectively, then the differential equations governing the behavior in time of these modal displacements in the blocked subsystems • is called "mass coupling," the term in Ga., is called "gyroscopic coupling," and the term in S.
• is called "spring coupling." (However, we may note that the classical term for this form of coupling is "gyrostatic, "1'6 surely a better term since "gyroscopic" has other connotations.) It is not clear to the present author how one can claim to allow "mass coupling" and "spring coupling" simultaneously without allowing additional degrees of freedom in the coupling structure, which the conventional method does not do, in contrast to the present approach. Gyrostatic coupling seems to lmve no relevance to structure-structure coupling.
We can already see disadvantages to this approach.
It is more complicated and yet less physically graspable and in some ways less general than ours. Whereas we can describe completely all physically realizable structural coupling in terms of elements of just one matrix (the potential energy), Eq. (9) introduces three matrices. For any given application of our approach, for example, to a plate and rib structure, we can readily imagine a finite-degree-of-freedom approximation to the structure to which our model would correspond exactly. (Not that one would construct such a model explicitly, of course, in applying the SEA methods which rest on the considerations given here: the issue is rather to know in advance whether a particular application of SEA does come within the area covered by the . theoretical discussion.) However, given the same physical system, it is hard to see how one could, even in principle, identify all the terms of the three matrices of Eq. (9) to relate the model to general calculations. The result is that in our approach any approximations we may make will at least be explicit, and therefore analyzable, whereas in the conventional SEA treatment one starts with an equation which is itself approximate in a rather ill-defined way.
II. A NECESSARY CONDITION FOR THE POWER-

FLOW PROPORTIONALITY RELATIONSHIP
We now apply our formulation to the power-flow prob- 
which is the necessary condition for the proportionaltry result between a pair of our coordinates. 
What is needed to turn this necessary condition into
But we can express v(t) as the convolution off(t) with the Green's function (impulse response) g(t) of the system at that coordinate, so that
i.e.,
T II --J•o g(t)A(t)dt,
where .
A(t) = • f(T)/(•--t)d• (25) is the autocorrelation of the forcef(t).
But ill(t) is a random force, A(t) will be a delta function' 5(0, or in practice a narrow spike approximating a delta function. Thus the only aspect of the system behavior which influences power injection is the behavior of the Green'.s function g(t) at t = 0+, which is well known to be a jump whose magnitude is the inverse of the mass at the driving point. Since all our coordinate masses are scaled to unity, this says that the rate of power injection II when driving any one coordinate is independent of which coordinate is driven, and also independent of damping constants.
Thus we deduce that the total power dissipated by the whole system when one coordinate is driven is independent of coordinate and damping factors, so that in the notation of the previous section r• (26) for any pair of coordinates p and q. Combining this with the condition (21), we deduce that our condition for the power flow proportionality relation may be written 
L•(•ø) = • (x• -•)(x• -v•)(• -•o•)'
Since our system is linear, we can superpose contributions to velocity of coordinate q arising from driving all the coordinates p in specified ways, and thus we have now a formal statement of the complete solution to the problem of the response of a coupled elastic system to known external driving (we have not yet taken any account of dissipation).
Equation (44) As the first and most important case, we consider the simplified forms of Eqs. (41) Having seen that to demonstrate the proportionality result for this particular form of weak coupling requires only very simple calculation, it is not surprising that we can generalize this result quite easily to the case where the coupling has many degrees of freedom. We have noted above, at the end of Sec. I, how the formulation of the problem is modified to take account of many degrees of freedom: the single row and column of coupling terms become bands of terms. But we also noted that one can no longer distinguish directly between two subsystems coupled in a complicated way, and many subsystems coupled in simpler ways. However, under weak-coupling approximations the results (50) and (51) The first observation to make is that the weak-coupling approximation given above is quite robust, in the sense that we have approximated the admittance series by their largest terms, and these remain the largest terms for arbitrarily strong coupling--the eigenvalue-interlacing theorem mentioned earlier guarantees this for the single-degree-of-freedom coupling case. Thus we would not perhaps expect the resuit to go disastrously wrong when the coupling ceases to be extremely small. 
It is in any case
V. IMPLICATIONS OF VARIOUS MODELS OF WEAK COUPLING
In the previous section we found that for the model of weak coupling represented by Fig. 1 with the spring S very stiff, a simple argument demonstrates the approxt imate validity of the power-flow proportionality relation. This calculation serves as an example of a more general phenomenon: the approximation used can be adapted to a number of other models of weak coupling. This approximation amounts simply to noting that when coupling is weak, the power flow between two coordinates is dominated by the direct pathway between those coordinates, so that we can approximate the many-degreeof-freedom problem by a two-degree-of-freedom problem for the purpose of calculating power flow. Since we have already shown that the proportionality relation is exactly true for the two-oscillator problem, it is not surprising that we were able to show readfly that the relation is approximately true for this weakly coupled case. Now the basic meaning of "weak" coupling of any kind is surely that the rate of power flow from a directly to an indirectly excited coordinate is small compared with the rate of power input to that coordinate. Thus it wiII always be the case, for any type of weak coupling, that a power-flow pathway from one coordinate to another via one or more intermediary 'coordinates will carry less power than the direct pathway, and hence the reduction to a two-oscillator problem will be a universally valid approximation for any weak coupling. The approximate correctness of the power-flow proportionality resull follows antomatically.
Thus we can obtain leadingorder approximations to the power-flow proportionality constant in various models of weak coupling, from the, results of the computer algebra used above for the problem of two oscillators coupled via a third.
Before doing this, we note a further important point about the range of applicability of results obtained from the general two-oscillator calculation.
If in a real problem our coupling has insufficient degrees of freedom to be treated statistically as a subsystem in its own right, the n we are surely justified in allowing for only one degree of freedom in this coupling when investigating power flow: the probability of more than one coupling degree of freedom being Simultaneously important (when there are not many of these degrees of freedom in total) will be small, and the approximation made in neglecting these additional degrees of freedom will be unimportant in comparison with other approximations we need to make in deriving a statistical model. Thus we can regard values of the proportionality constant derived from the two-oscillator problem as being valid approximations for any type of weak coupling permitted within our general model. Now, if one changes the system in some way and tries to identify the average eigenvaine shift, one has first to trace which mode of the changed system corresponds to each mode one of the original system. Since high modes are notoriously sensitive to small changes in structure, this is a nontrivial exercise. Even then the eigenvalue shift will be very small and thus hard to measure with useful accuracy. Thus while it may be barely possible to make the method work in a controlled laboratory experiment, it is unlikely to be feasible in the field.
We close this section by noting the one important type of weak coupling between structural subsystems which does not fit naturally into our general model. This is coupling via a large impedance discontinuity. Such coupling can, of course, be included in finite-degree-offreedom models and thus discussed in terms of potential, kinetic, and dissipation matrices as we have done.
The reason it does not fit into our model is that it needs a different type of blocking to separate the subsystems FIG. 7. The simplest example of coupling of subsystems through and impodance jump. The impedance of oscillator "2" is much higher than that of oscillator "1 ." in a natural way, and thus provide the appropriate coordinates for a discussion of power flow due to coupling. The essential thing about the method of blocking which we have discussed is that by performing one action (iramobilizing one or more coupling degrees of freedom) we block all subsystems simultaneously. By contrast, for impedance-jump coupling the most natural way of "blocking" the subsystems on either side of the coupling involves doing two different things to the two subsystems. We can best illustrate by an example. Figure 7 shows the simplest mass-and-spring example of this type of coupling: a high-impedance oscillator with a lower-impedance one sitting on top of it. Now the natural way to describe oscillator 2 alone is to remove oscillator 1, while the natural way to describe oscillator 1 alone is to iramobilize oscillator 2. This separation describes, of course, what happens to the normal modes of the coupled system as the impedance difference tends to infinity. This in turn is precisely the limit in which the coupling we consider goes to zero, and it is in this sense that we can claim to have described the most natural form of "blocking."
This asymmetric blocking appropriate to impedancejump coupling is essentially the blocking used exclusively by previous workers in the field (e.g., LyonS).
Since impedance-jump coupling was especially important for the early applications of SEA, this may have been a sensible direction for the early theory to take.
However, it leads to difficulties in presenting a general theory which is entirely convincing, and it is precisely by getting away from it to the Simpler, symmetric blocking that we have been able to give a reasonably simple account of the fundamentals of SEA for situations where such blocking is appropriate. Our account is thus in some ways complementary to the existing literature, since problems best suited to the traditional treatment are not included here, while precisely those questions which present difficulties to the traditional approach (e. g., resonances in the coupling) are easily dealt with here. The question of whether an analysis similar to the one presented above can be usefully performed for weak coupling via impedance jumps is not pursued further at present.
VI. CONCLUSIONS AND DIRECTIONS OF FURTHER
WORK
We have given a self-contained, systematic account of some of the circumstances under which the rate of power flow between two subsystems of a complicated structure is proportional to the difference of "temperature," or mean kinetic energy per vibration mode, between those subsystems. This proportionaltry result forms the basis of the SEA approach to vibration analysis of the structure.
We have found that the most natural context in which to study the proportionaltry result is between pairs of coordinates which correspond to normal modes of the subsystems when blocked (isolated) in an appropriate way. Our approach differs somewhat from that taken by previous workers in the field, particularly in the treatment of coupling between subsystems, and hence in the appropriate method of blocking this coupling to define precisely what is meant by the separate subsystems.
We have considered coupling such that an appropriate method of blocking consists of iramobilizing one or more parts of the structure: coupling of plates through substantial ribs would represent a typical example. An important effect of such blocking is that it removes some degrees of freedom from the system, and in order to describe properly the vibration of the complete, coupled system we must restore these degrees of freedom. This enables us to take account readily of a variety of different types of coupling, including coupling through a structure (such as the rib separating the plates mentioned above) which exhibits a small number of resonant frequencies itself in the frequency range of interest. This appears to represent an advance of the conventional SEA approach. Degrees of freedom in the coupling are not explicitly taken into account in that conventional approach, so that if a coupling structure does not have enough resonances to be treated as a statistical subsystem in its own right, it cannot usefully be treated at all. We first sought conditions under which the power-flow proportionaltry relation is exactly satisfied. We were able to reproduce the well-known results of Lyon and Maidanik 2 for two coupled oscillators and of Lyon and Scharton 3 for many identical oscillators, in both cases much more simply than the original derivations. We were also able to provide a significant extension of Lyon and Maidanik's result to the general case of two oscillators coupled through any conservative network. The propor[tonality result remains exactly true in that case: We were then able to show that the proportionaltry result is not exactly true when we allow for more than two oscillators, so that to make further progress one has to seek approximate results.
The most obvious approximations one can make are of weak coupling in some sense, and of small damping compared to the potential and kinetic energies of the subsystems. A discussion of the various possible types of weak coupling within ou• formulation revealed that the case of two oscillators coupled through a third represents a useful approximation to several different types of weak coupling, while one important type (coupling via an impedance jump) is not readily allowed for within our general model. For the cases which we could treat, we obtained expressions for the expected proportionaltry constant, and these expressions yield interesting predictions which differ in some ways from traditional SEA predictions. These predictions concern the expected total power flow between two subsystems when excited with random noise with a flat spectrum within a limited bandwidth. Three types of weak coupling were described, which can be characterized as spring coupling, mass coupling, and resonant coupling. The effect on power flow of the three types was ilfustrated qualitatively in Fig. 5 . Further study of the implications for SEA modeling strategy of the forms of power-flow proportionaltry constants arising from these forms of coupling is desirable. Of the new effects, the "doubly-resonanff' behavior arising from resonances in the coupling structure is fairly readily allowed for, but
