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Kurzfassung
Eine Herausforderung der Parallelverarbeitung ist das Erreichen von Skalierbarkeit
großer paralleler Anwendungen für verschiedene parallele Systeme. Das zentrale Pro-
blem ist, dass die Ausführung einer Anwendung auf einem parallelen System sehr gut
sein kann, die Portierung auf ein anderes System in der Regel jedoch zu schlechten
Ergebnissen führt. Durch die Verwendung des Programmiermodells der parallelen
Tasks mit Abhängigkeiten kann die Skalierbarkeit für viele parallele Algorithmen
deutlich verbessert werden. Die Programmierung mit parallelen Tasks führt zu Task-
Graphen mit Abhängigkeiten zur Darstellung einer parallelen Anwendung, die auch
als gemischt-parallele Anwendung bezeichnet wird. Die Grundlage für eine effiziente
Abarbeitung einer gemischt-parallelen Anwendung bildet ein geeigneter Schedule,
der eine effiziente Abbildung der parallelen Tasks auf die Prozessoren des parallelen
Systems vorgibt. Für die Berechnung eines Schedules werden Schedulingalgorithmen
eingesetzt.
Ein zentrales Problem bei der Bestimmung eines Schedules für gemischt-parallele
Anwendungen besteht darin, dass das Scheduling bereits für Single-Prozessor-Tasks
mit Abhängigkeiten und ein paralleles System mit zwei Prozessoren NP-hart ist.
Daher existieren lediglich Approximationsalgorithmen und Heuristiken um einen
Schedule zu berechnen. Eine Möglichkeit zur Berechnung eines Schedules sind layer-
basierte Schedulingalgorithmen. Diese Schedulingalgorithmen bilden zuerst Layer
unabhängiger paralleler Tasks und berechnen den Schedule für jeden Layer separat.
Eine Schwachstelle dieser Schedulingalgorithmen ist das Zusammenfügen der ein-
zelnen Schedules zum globalen Schedule. Der vorgestellte Algorithmus Move-blocks
bietet eine elegante Möglichkeit das Zusammenfügen zu verbessern. Dies geschieht
durch eine Verschmelzung der Schedules aufeinander folgender Layer.
Obwohl eine Vielzahl an Schedulingalgorithmen für gemischt-parallele Anwen-
dungen existiert, gibt es bislang keine umfassende Unterstützung des Schedulings
durch Programmierwerkzeuge. Im Besonderen gibt es keine Schedulingumgebung,
die eine Vielzahl an Schedulingalgorithmen in sich vereint. Die Vorstellung der fle-
xiblen, komponentenbasierten und erweiterbaren Schedulingumgebung SEParAT ist
der zweite Fokus dieser Dissertation. SEParAT unterstützt verschiedene Nutzungs-
szenarien, die weit über das reine Scheduling hinausgehen, z. B. den Vergleich von
Schedulingalgorithmen und die Erweiterung und Realisierung neuer Schedulingal-
gorithmen. Neben der Vorstellung der Nutzungsszenarien werden sowohl die interne
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Die Parallelverarbeitung stellt ein wichtiges Instrumentarium des wissenschaftlichen
Rechnens dar. Die Grundidee der Parallelverarbeitung stammt aus dem alltäglichen
Leben und beruht auf der Beobachtung, dass eine Aufgabe im Allgemeinen durch
mehrere Bearbeiter schneller gelöst werden kann als durch einen Bearbeiter.
Seit Beginn der 90er Jahre wurde die Idee der parallelen Abarbeitung von Auf-
gaben in Form von Programmen und Bearbeitern in Form von einzelnen Com-
putern praktikabel, da die Preise für Standard-PCs und Hardware-Komponenten
drastisch fielen. Mit der beginnenden Installation von parallelen Systemen beste-
hend aus günstigen Standard-PCs und der Tatsache, dass der Trend der sinkenden
Hardware-Preise anhielt, verbreiteten sich die Möglichkeiten für die Erforschung
der parallelen Verarbeitung von Aufgaben schnell. Heute existieren an den meisten
Forschungseinrichtungen parallele Systeme auf der Basis handelsüblicher Standard-
PCs. Ein Beispiel ist die Technische Universität Chemnitz, an der im Jahr 2000
der Chemnitzer Linux Cluster (CLiC) bestehend aus 528 Pentium-III-Prozessoren
mit 800 MHz Taktrate installiert wurde, der im Jahr 2007 durch den Chemnitzer
Hochleistungs-Linux-Cluster (CHiC) [43] bestehend aus 530 Knoten mit jeweils 2
Dual-Core AMD-Opteron-Prozessoren mit je 2,6 GHz Taktrate ersetzt wurde.
Neben der Hardware, die die Ausführung paralleler Programme ermöglicht, wird
für parallele Berechnungen weiterhin die Unterstützung der Parallelität durch Pro-
grammiersprachen und -umgebungen benötigt. Obwohl die parallele Ausführung von
mehreren eigenständigen Programmen auf einer Menge von Prozessoren schon einen
erheblichen Vorteil für die Gesamtausführungszeit der Programme ausmacht, ist es
notwendig, dass ein Programm auch intern von der Parallelität des parallelen Sys-
tems profitiert. Vor allem bei Berechnungen auf großen Datenmengen kann hierbei
durch geeignete Mechanismen ein großer Vorteil erreicht werden.
Trotz paralleler Hardware, der Unterstützung durch parallele Programmierumge-
bungen und dem Forschungs- und Entwicklungszeitraum von mehreren Jahrzehnten
stellt die Parallelverarbeitung noch immer ein anspruchsvolles und schwieriges Ge-
biet dar. Dies gilt vor allem, wenn parallele Programme für sehr große Anwendun-
gen/Berechnungen konzipiert und implementiert werden müssen. Der Grund liegt in
der vom Programmierer benötigten Vorstellungskraft, wie die einzelnen Teilaufga-
ben parallel bestmöglich, d. h. in den meisten Fällen schnellstmöglich und vor allem
fehlerfrei in der jeweiligen Sicht auf das System ausgeführt werden können. Es gilt
immer noch, dass es sehr viel schwieriger ist ein paralleles System zu programmieren,
als ein Ein-Prozessor-System.
Ein entscheidendes Kriterium für parallele Programme ist die Skalierbarkeit. Sie
ist ein Maß für das Effizienzverhalten eines parallelen Programms, wenn sich die Pro-
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blemgröße, das parallele System oder die Größe des parallelen Systems, z. B. durch
Hinzufügen weiterer Prozessoren, ändern. Die Skalierbarkeit wird direkt durch die
Kommunikations- und Berechnungsstruktur des parallelen Programms beeinflusst.
Eine geeignete Kommunikations- und Berechnungsstruktur der einzelnen, parallel
auszuführenden Teile eines Programms (auch Tasks genannt) wird über Scheduling,
d. h. dem Zuweisen von Ressourcen in Form von Prozessoren zu Tasks innerhalb
eines Programms, realisiert.
1.1 Paralleles System
Die Möglichkeiten der Verbesserung sequentieller Programme durch Parallelverar-
beitung hängt direkt vom zu Grunde liegenden parallelen System ab. Daher ist es
notwendig zu klären, was ein paralleles System ist, bevor man sich mit dem Pro-
blem der Programmierung eines parallelen Systems auseinandersetzt. Eine bewusst
sehr grobe Einordnung von Parallelrechnern wird in [4] gegeben, wobei ein Parallel-
rechner als Ansammlung von Berechnungseinheiten charakterisiert wird, die durch
Kommunikation und Kooperation große Probleme schnell lösen können.
Die Flynnsche Klassifikation [33] von 1972 charakterisiert Parallelrechner auf In-
struktionsebene basierend auf dem globalen Kontrollfluss und den daraus resultie-
renden Daten- und Kontrollflüssen. Es werden vier Kategorien von Parallelrechnern
unterschieden: Single Instruction, Single Data (SISD); Multiple Instruction, Single
Data (MISD); Single Instruction, Multiple Data (SIMD); und Multiple Instruction,
Multiple Data (MIMD).
Ein SISD-Parallelrechner entspricht dem klassischen von-Neumann-Rechner und
damit allen sequentiellen Rechnern, die die Instruktionen nacheinander abarbeiten
und einen Daten- und einen Programmspeicher besitzen.
Ein MISD-Parallelrechner wendet verschiedene Instruktionen auf ein- und dassel-
be Datum an, da er mehrere Berechnungseinheiten und mehrere Programmspeicher,
aber nur einen Datenspeicher besitzt. Das zu Grunde liegende Modell ist zu einge-
schränkt und praktisch nicht relevant.
Der SIMD-Parallelrechner besitzt einen gemeinsamen oder verteilten Datenspei-
cher und mehrere Berechnungseinheiten, die einen separaten Zugriff auf den Daten-
speicher besitzen, aber nur einen Programmspeicher. Daher wird dieselbe Instruk-
tion von jeder Berechnungseinheit auf verschiedenen Daten ausgeführt. Beispiele
sind Vektorrechner, die MMX-Erweiterungen von Prozessoren und aktuelle direkt
programmierbare Grafikkarten.
Beim MIMD-Parallelrechner besitzt jede Berechnungseinheit einen lokalen Pro-
grammspeicher und einen gemeinsamen oder verteilten Datenspeicher mit gesonder-
tem Zugriff. Hier wird von jeder Berechnungseinheit eine separate Instruktion auf
verschiedenen Daten ausgeführt. Eine asynchrone Abarbeitung der Instruktionen ist
möglich. Beispiele für diese Art von Parallelrechnern sind Multicore-Prozessoren und
Cluster. Aktuelle Parallelrechner arbeiten häufig nach dem MIMD-Prinzip, wobei
Standard-Prozessoren als Berechnungseinheiten verwendet werden können.
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Die Flynnsche Klassifikation enthält keine Aussagen über die Architektur des Spei-
chers. Man unterscheidet zwischen Rechnerarchitekturen mit gemeinsamem Speicher
und Rechnerarchitekturen mit verteiltem Speicher. Die in dieser Arbeit betrachteten
gemischt-parallelen Anwendungen sind für Rechner mit verteiltem Speicher konzi-
piert. Bei einer Rechnerarchitektur mit verteiltem Speicher besitzt jeder Prozessor
einen eigenen lokalen Speicher, auf den nur dieser zugreifen kann. Sollen Daten
zwischen Prozessoren ausgetauscht werden, so muss dies explizit über Nachrichten-
übertragungen geschehen.
Eine Rechnerarchitektur mit verteiltem Speicher, die aus Standard-PCs besteht,
die über ein einziges Verbindungsnetzwerk miteinander verbunden sind, wird auch
als Cluster bezeichnet. Sind die Standard-PCs identisch und besitzt das Kommuni-
kationsnetzwerk für alle Standard-PCs dieselben Eigenschaften, dann spricht man
von einem homogenen Cluster oder einem homogenen parallelen System. Ein homo-
gener Cluster wird dabei als Einheit gesehen und kann als Einheit angesprochen und
programmiert werden, wobei die Einzel-PCs im Allgemeinen nicht als eigenständige
Einheiten adressierbar sind. Ist die Homogenität nicht gegeben, dann wird dies als
heterogener Cluster bzw. heterogenes paralleles System bezeichnet.
Für Rechnerarchitekturen mit verteiltem Speicher wird häufig das Message-
Passing Programmiermodell verwendet, in dem kooperierende sequentielle Prozesse
abgearbeitet werden und miteinander kommunizieren. Das Message-Passing Pro-
grammiermodell wird z. B. von den Kommunikationsbibliotheken MPI (Message-
Passing-Interface) [68, 35] und PVM (Parallel Virtual Machine) [39, 56] unterstützt.
1.2 Daten- und Taskparallelität
Datenparallelität und Taskparallelität sind zwei klassische Programmiermodelle für
Parallelrechner. Datenparallelität wird durch das Single Program, Multiple Data
(SPMD)-Modell beschrieben. Wenn das Multiple Program, Multiple Data (MPMD)-
Modell in einer Anwendung Verwendung findet, dann spricht man auch von einer
taskparallelen Anwendung.
Datenparallelität entspricht dem SPMD-Modell und stellt eine Möglichkeit dar,
das MIMD-Modell nach Flynn praktisch handhabbar zu machen. Im SPMD-Modell
wird ein einzelnes Programm von mehreren Prozessoren ausgeführt, und jeder Pro-
zessor kann das Programm auf unterschiedliche Daten anwenden. Die Operationen
werden asynchron zueinander von den Prozessoren ausgeführt, der globale Kontroll-
fluss gilt aber für alle beteiligten Prozessoren. Der globale Kontrollfluss sorgt dafür,
dass die genutzten Berechnungseinheiten jeweils unterschiedliche Daten des Pro-
gramms bearbeiten. Vor allem im Bereich des wissenschaftlichen Rechnens, in dem
Algorithmen auf sehr große Datenmengen angewandt werden, ist Datenparallelität
zumeist gegeben.
Obwohl Datenparallelität sowohl für gemeinsamen als auch verteilten Speicher
eingesetzt werden kann, soll sie in der hier vorliegenden Arbeit für verteilten Spei-
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cher betrachtet werden. Dazu müssen die an der parallelen Bearbeitung des Pro-
gramms beteiligten Prozessoren alle nicht-lokalen Speicherzugriffe über Nachrich-
tenaustausch realisieren. Hierfür bietet z. B. MPI, als Bibliothek für C und Fortran,
Konstrukte an, die direkte und globale Kommunikation zwischen mehreren Prozes-
soren ermöglichen.
Taskparallelität entspricht dem MPMD-Modell. In sequentiellen Programmen las-
sen sich unabhängige Programmteile identifizieren, die parallel zueinander abge-
arbeitet werden können. Diese Programmteile können einzelne Anweisungen, An-
weisungsblöcke oder Schleifen und Funktionsaufrufe sein. Jeder unabhängige Pro-
grammteil wird als Task aufgefasst. Eine gebräuchliche Darstellung von Taskparal-
lelität ist ein Task-Graph. Die Knoten eines Task-Graphen entsprechen den iden-
tifizierten Tasks und die Kanten stellen Abhängigkeiten dar. Jeder Task kann auf
einem Prozessor ausgeführt werden und Tasks, die unabhängig voneinander sind,
können parallel auf verschiedenen Prozessoren ausgeführt werden. Durch den globa-
len Kontrollfluss wird jedem Task genau ein Prozessor zugewiesen.
Taskparallelität kann durch Sprachkonstrukte in verschiedenen Programmierspra-
chen ausgedrückt werden. Zu nennen sind hier vor allem Erweiterungen von Fortran
und High Performance Fortran. Andere Ansätze stellen eine Koordinierungssprache
für die einzelnen Tasks zur Verfügung.
1.3 Gemischte Parallelität
Gemischte Parallelität entspricht einer Vermischung von Daten- und Taskparalle-
lität. Dabei werden die Tasks eines Programms parallel zueinander auf den Pro-
zessoren des parallelen Systems ausgeführt, wie im MPMD-Modell für taskparallele
Anwendungen. Die Datenparallelität wird eingebunden, indem die Tasks jetzt auf
mehreren Prozessoren ausgeführt werden können oder dadurch, dass ein Task in-
tern wiederum aus parallel verarbeitbaren Tasks besteht. Die Tasks bestehen also
entweder aus Anweisungen für einen Prozessor, aus Anweisungen, die eine daten-
parallele Ausführung auf mehreren Prozessoren fordern, oder aus mehreren parallel
verarbeitbaren Tasks.
Ein Programm, das aus datenparallelen Tasks besteht, die taskparallel zueinander
abgearbeitet werden können, wird als gemischt-parallele Anwendung bezeichnet. Die
Tasks sind parallele Tasks. In der Literatur findet man verschiedene Begriffe für
parallele Tasks, z. B. multiprozessor-task oder malleable task, wobei die Bedeutung
sich in verschiedenen Punkten unterscheiden kann. Daher gibt Kapitel 2, Abschnitt
2.1 eine Einordnung der Begriﬄichkeiten im Bereich der parallelen Tasks.
Die interne datenparallele Implementierung eines parallelen Tasks kann z. B. über
MPI realisiert sein. Die Möglichkeit gemischt-parallele Anwendungen hierarchisch
aufzubauen wird bspw. durch Nutzung der Bibliothek Tlib[82] realisiert. Tlib er-
möglicht die hierarchische Realisierung taskparalleler Programme bestehend aus da-
tenparallelen Tasks für homogene parallele Systeme.
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Um gemischt-parallele Anwendungen effizient ausführen zu können, ist es not-
wendig, die parallelen Tasks so auf das parallele System zu verteilen, dass eine
fehlerfreie Ausführung gewährleistet ist und die Ausführung so schnell wie möglich
abläuft. Obwohl dies für kleine Anwendungen leicht überschaubar ist, stellt es für
größere Anwendungen und große parallele Systeme ein schwieriges Problem dar, da
vor allem die Skalierbarkeit sehr stark von beiden Faktoren, Anwendung und Sys-
tem, abhängt. Dieses Problem kann man durch Nutzung von Schedulingalgorithmen
lösen.
1.4 Scheduling
Bereits Mitte der 50er Jahre wurden die ersten Schedulingalgorithmen entworfen. Es
handelte sich dabei um Algorithmen, die Aufgaben eine Reihenfolge und Ressourcen
zuteilen. Seit dieser Zeit wird Scheduling vor allem in der Mathematik und der theo-
retischen Informatik sehr gut erforscht. Seit Mitte der 70er Jahre wird Scheduling
als Tool zur Verbesserung der Leistungsfähigkeit von Computersystemen angesehen.
Scheduling in der Informatik bedeutet vor allem Folgendes: Es gibt ein (paralleles)
System bestehend aus einem Prozessor bzw. einer Menge von Prozessoren (Res-
sourcen), eine Menge von Tasks (Aufgaben), die abgearbeitet werden sollen und ein
Optimalitätskriterium, das erfüllt werden soll. Ziel des Schedulings ist es, die Tasks
dem Prozessor/den Prozessoren derart zuzuweisen, dass das Optimalitätskriterium
erfüllt wird und vorhandene Regeln bzgl. der Reihenfolge der Tasks eingehalten wer-
den. Einen sehr ausführlichen Überblick über Scheduling im Allgemeinen und eine
Vielzahl von Schedulingalgorithmen gibt [13].
Man unterscheidet zwischen statischem und dynamischem Scheduling. Bei sta-
tischem Scheduling wird die Abarbeitungsreihenfolge der einzelnen Tasks bereits
zur Übersetzungszeit der (parallelen) Anwendung festgelegt. Dazu müssen alle für
das Scheduling notwendigen Information bereits zur Übersetzungszeit der (paral-
lelen) Anwendung vorliegen, z. B. die Zeit für die Ausführung eines Tasks, die
Kommunikations- und Berechnungsstruktur der Anwendung und die Anzahl vorhan-
dener Prozessoren und deren Eigenschaften. Im Gegensatz dazu wird beim dynami-
schen Scheduling die Abarbeitungsreihenfolge zur Laufzeit der (parallelen) Anwen-
dung bestimmt. Hier können also weitere Informationen zu Entscheidungen des Sche-
dulings hinzugezogen werden. Diese Arbeit beschäftigt sich mit statischem Schedul-
ing.
1.4.1 Scheduling für parallele Systeme
Das Scheduling für parallele Systeme beschäftigt sich mit der Fragestellung, wie ein-
zelne Tasks mehreren Prozessoren so zugewiesen werden können, dass die insgesamt
benötigte Zeit zur Ausführung minimiert wird. Dabei wird einem Task genau ein
Prozessor zugewiesen, weshalb man auch von Single-Prozessor-Tasks spricht.
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Man kann zwischen verschiedenen Anforderungen bzgl. des parallelen Systems
und der Tasks unterscheiden. Das parallele System kann homogen oder heterogen
sein, die Kosten für Datenumverteilungen können eine Rolle spielen (verteilter Spei-
cher) oder ignoriert werden (gemeinsamer Speicher). Die Tasks können unabhängig
voneinander sein, es können Daten- und Kontrollabhängigkeiten zwischen den Tasks
bestehen, die Tasks können unterbrechbar und nicht-unterbrechbar sein, usw. Eine
umfassende Einführung in das Scheduling für parallele Systeme geben [54, 84].
Für das Scheduling paralleler Systeme spielen vor allem die Ausführungszeiten
der einzelnen Tasks und die Kosten bzw. Zeiten für die Kommunikation zwischen
den Tasks eine zentrale Rolle. Scheduling für parallele Systeme stellt ein schwieriges
Problem dar, da es NP-hart ist. Daher versuchen die Schedulingalgorithmen durch
geeignete Approximationsmethoden und Heuristiken eine Lösung zu finden, die der
besten Lösung sehr nahe kommt.
1.4.2 Scheduling für gemischt-parallele Anwendungen
Das Schedulingproblem ist bereits für parallele Systeme und Single-Prozessor-Tasks
NP-hart. Für das Schedulingproblem für gemischt-parallele Anwendungen kommt
als Erweiterung des Problems für parallele Systeme hinzu, dass ein paralleler Task
auf mehr als einem Prozessor ausgeführt werden kann. In der Regel gilt dabei, dass
mit steigender Anzahl Prozessoren die Ausführungszeit eines parallelen Tasks sinkt.
Für das Scheduling gemischt-paralleler Anwendungen muss, neben dem Bestim-
men der richtigen Ausführungsreihenfolge der parallelen Tasks, zusätzlich die Anzahl
der Prozessoren bestimmt werden, auf denen ein paralleler Task ausgeführt werden
soll. Die Schwierigkeit ist dabei, einen guten Kompromiss zwischen der gegebenen
Daten- und Taskparallelität zu finden, da z. B. für zwei parallele Tasks manchmal
eine parallele Ausführung auf je der Hälfte der Prozessoren und manchmal die se-
quentielle Ausführung auf allen Prozessoren ein besseres Ergebnis liefern kann. Er-
schwerend kommt hinzu, dass durch die parallele Ausführung in Abhängigkeit der
zugewiesenen Anzahl Prozessoren für die parallelen Tasks auch die Kommunika-
tion von Daten beeinflusst wird, sodass die Zuweisung sehr vieler Prozessoren zu
parallelen Tasks nicht immer zu einem besseren Ergebnis führt.
Es existieren zahlreiche Schedulingalgorithmen in Form von Approximationsal-
gorithmen und auf Heuristiken basierenden Algorithmen für gemischt-parallele An-
wendungen, z. B. [73, 72, 71, 58, 8, 65].
1.5 Anwendungen
Im Bereich der wissenschaftlichen Berechnungen sind es vor allem Anwendungen der
Simulation naturwissenschaftlicher Phänomene, die eine immer höhere Nachfrage
nach Rechenleistung aufweisen. Das wissenschaftliche Rechnen stellt dabei, neben
den beiden Säulen Theorie und Experiment der klassischen Forschung, in vielen
Natur- und Ingenieurwissenschaften eine dritte Säule dar. Das Ziel wissenschaftlicher
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Berechnungen ist, die Anzahl zumeist sehr teurer Experimente zu verringern bzw.
Experimente komplett durch Simulationen zu ersetzen.
Anwendungen des wissenschaftlichen Rechnens umfassen Windkanal- und Fahr-
simulationen von Fahrzeugen, Wettervorhersage, Medikamentendesign und compu-
tergraphische Anwendungen [83]. Für die benötigten Berechnungen werden Metho-
den für das Lösen gewöhnlicher Differentialgleichungen, wie Extrapolationsmetho-
den, iterative Runge-Kutta-Methoden [75, 78] oder implizit iterative Runge-Kutta-
Methoden [77] eingesetzt.
1.6 Ziele der Arbeit
Die Ziele der vorliegenden Dissertation untergliedern sich in die Verbesserung von
Schedulingalgorithmen und die Bereitstellung einer umfangreichen Werkzeugunter-
stützung zur Ausnutzung gemischter Parallelität.
Das Problem der Skalierbarkeit gemischt-paralleler Anwendungen kann über den
Einsatz geeigneter Schedulingalgorithmen verbessert werden. Das Schedulingpro-
blem für gemischt-parallele Anwendungen stellt ein schwieriges Problem dar und es
existieren lediglich Approximationslösungen und Heuristiken. Diese Approximati-
onslösungen und Heuristiken zu verbessern, stellt das erste Ziel dar. In dieser Arbeit
sollen Algorithmen einer Klasse von Schedulingalgorithmen für gemischt-parallele
Anwendungen, layer-basierte Schedulingalgorithmen, adaptiert werden, um die Gü-
te der berechneten Schedules zu verbessern. Die Güte wird in diesem Zusammenhang
zum einen anhand der tatsächlichen Ausführungszeit und zum anderen anhand der
ungenutzten Prozessorzeit der gemischt-parallelen Anwendung unter Nutzung eines
berechneten Schedules betrachtet. Je geringer die beiden Werte sind, desto besser
ist der eingesetzte Schedulingalgorithmus. Neben der Vorstellung der Adaption soll
in umfangreichen Vergleichstests der Nutzen und die Praktikabilität der Adaption
gezeigt werden.
Das zweite Ziel der Arbeit leitet sich aus der Notwendigkeit ab, den Programmierer
gemischt-paralleler Anwendungen bei der Ausnutzung gemischter Parallelität zu un-
terstützen. Obwohl eine Vielzahl an Schedulingalgorithmen existiert, gibt es derzeit
kein Werkzeug, das eine große Anzahl von Schedulingalgorithmen vereint und den
Programmierer einer gemischt-parallelen Anwendung umfangreich bei der Arbeit
mit gemischter Parallelität unterstützt. Die zu realisierende Schedulingumgebung
soll neben der Bestimmung eines Schedules für gemischt-parallele Anwendungen wei-
tere Funktionalitäten bieten, um den Umgang mit gemischter Parallelität leichter
handhabbar zu machen. Dabei sollen Aspekte wie der Vergleich von Schedulingalgo-
rithmen, die Erweiterbarkeit der Schedulingumgebung und die Unterstützung bei der
Implementierung und Anbindung neuer Schedulingalgorithmen eine zentrale Rolle
spielen. Zur Einordnung der Realisierung sollen sowohl die Schedulingumgebung als
auch die implementierten Schedulingalgorithmen evaluiert werden.
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1.7 Aufbau der Arbeit
Die vorliegende Dissertation gliedert sich wie folgt. In Kapitel 2 wird eine Einfüh-
rung in gemischt-parallele Anwendungen und das Scheduling von gemischt-parallelen
Anwendungen gegeben. Zu Beginn wird eine begriﬄiche Einordnung rund um den
Begriff der gemischt-parallelen Tasks gegeben und verwandte Arbeiten werden vor-
gestellt. Danach wird auf die Darstellung gemischt-paralleler Anwendungen und das
Problem des Schedulings gemischt-paralleler Anwendungen näher eingegangen. Das
Ende des Kapitels bilden eine Einführung in das verwendete Programmiermodell
der parallelen Tasks mit Abhängigkeiten und die Vorstellung layer-basierter Sched-
ulingalgorithmen.
In Kapitel 3 wird eine detaillierte Vorstellung des Algorithmus Move-blocks ge-
geben, der eine Optimierung der Güte der berechneten Schedules für layer-basierte
Schedulingalgorithmen erlaubt. Die Optimierung erfolgt, indem geeignete Blöcke von
Knoten in den Schedules identifiziert und verschoben werden. Das Kapitel unterglie-
dert sich in drei Teile. Der erste Teil des Kapitels befasst sich mit der Identifikation
der Blöcke. Im zweiten Teil wird die Verschiebung der Blöcke behandelt. Der ab-
schließende dritte Teil umfasst eine experimentelle Auswertung des Optimierungsal-
gorithmus. Dazu wird der Algorithmus auf vier layer-basierte Schedulingalgorithmen
angewandt.
Im vorletzten Kapitel dieser Arbeit wird eine Schedulingumgebung für gemischt-
parallele Anwendungen mit dem Namen SEParAT vorgestellt, die Programmierer
gemischt-paralleler Anwendungen unterstützt. Das Kapitel enthält eine Beschrei-
bung der Funktionalität und der möglichen Nutzungsszenarien, die detaillierten
Vorstellungen des internen Ablaufs eines Schedulingdurchgangs und der komponen-
tenbasierten Softwarearchitektur. Weiterhin erfolgt eine Einordnung der Scheduling-
umgebung in Bezug auf Cluster-Computing-Werkzeuge. Den Abschluss des Kapitels
bilden eine experimentelle Auswertung von SEParAT und der Vergleich einer Aus-
wahl der bereitgestellten Schedulingalgorithmen.
Das abschließende Kapitel 5 fasst die Ergebnisse der vorliegenden Arbeit zusam-
men und gibt einen Ausblick auf weiterführende Arbeiten.
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mit gemischter Parallelität
Dieses Kapitel dient der Einführung in das Themengebiet der gemischt-parallelen
Anwendungen. Es werden eine Aufbereitung der Begriﬄichkeiten rund um das Pro-
grammiermodell der parallelen Tasks, verwandte Arbeiten und die Möglichkeiten der
Darstellung gemischt-paralleler Anwendungen vorgestellt. Den Abschluss bilden die
Einführung des Programmiermodells der parallelen Tasks mit Abhängigkeiten und
eine Vorstellung layer-basierter Schedulingalgorithmen, da sie die Grundlage der im
nächsten Kapitel vorgestellten Optimierung sind.
2.1 Begriﬄiche Einordnung und verwandte Arbeiten
In Bezug auf das Modell der parallelen Tasks sind in der Literatur verschiedene Be-
griﬄichkeiten zu finden. Diese orientieren sich an unterschiedlichen theoretischen
und praktischen Ansätzen. Um eine Einordnung der vorliegenden Arbeit in der
Fachliteratur zu ermöglichen, wird in diesem Abschnitt ein kurzer Abriss der ein-
zelnen Begriﬄichkeiten, deren Bedeutung und Verwendung sowie eine Vorstellung
aktueller verwandter Arbeiten gegeben.
2.1.1 Begriﬄiche Einordnung
Für Tasks, die auf mehreren Prozessoren ausgeführt werden können, wurde 1986 der
Begriff multiprocessor task [9] erstmals verwendet. Hier bezeichnet er Tasks, die un-
abhängig sind und eine feste Anzahl an Prozessoren zur Ausführung benötigen. Es
existiert keine Funktion der Laufzeit des Tasks in Abhängigkeit der Anzahl genutz-
ter Prozessoren und jeder Task muss auf einer fest vorgegebenen Anzahl Prozessoren
ausgeführt werden. Die Tasks können sowohl unterbrechbar (preemptive) als auch
nicht-unterbrechbar (non-preemptive) sein. Als paralleles System wird ein Multi-
prozessorsystem bestehend aus identischen Prozessoren mit gemeinsamem Speicher
festgelegt.
In [22] wird das Parallel Task System als neues Modell für Task-Systeme einge-
führt. Dabei wird ein Task als parallel task bezeichnet, wenn er von mehr als einem
Prozessor abgearbeitet werden kann. Einem parallel task können dabei zwar mehrere
Prozessoren zugewiesen werden, die Anzahl bleibt aber über die gesamte Ausfüh-
rungszeit konstant. Die Prozessoren des Parallel Task Systems sind identisch. Der
Unterschied zum multiprocessor task nach [9] ist, dass die Anzahl an Prozessoren
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pro Task nicht mehr fest vorgegeben ist, dass die Laufzeit eines Tasks abhängig
von der verwendeten Anzahl Prozessoren ist und dass Vorrangsbeziehungen zwi-
schen den Tasks existieren. Ein System nach [9] kann dabei durch ein Parallel Task
System abgebildet werden. [22] betrachtet das Scheduling für unterbrechbare und
nicht-unterbrechbare Tasks. Auch hier ist das parallele System ein System mit ge-
meinsamem Speicher.
Basierend auf [9] und [22] liegt dem in [97] vorgestellten List-Scheduling-
Algorithmus auf der Basis des frühestmöglichen Beendigungszeitpunkts (earlist com-
pletion time) ein Task-Modell zu Grunde, das aus nicht-unterbrechbaren parallelen
Tasks besteht, die eine feste Prozessoranzahl fordern. Auch hier wird ein homogenes
paralleles System mit identischen Prozessoren und gemeinsamem Speicher verwen-
det.
Die Begriffe parallelizable task bzw.malleable task werden in [92] erstmals genutzt.
Im Gegensatz zu [22] sind die Tasks in diesem Modell wieder unabhängig voneinan-
der und, wie schon in [97], werden nur nicht-unterbrechbare Tasks einbezogen. Ein
parallelizable task kann auf einer beliebigen Menge an Prozessoren ausgeführt wer-
den und die Laufzeit ist bei steigender Anzahl an zugeteilten Prozessoren monoton
fallend.
In [60] wird erstmals die zu Grunde liegende Speicherarchitektur des parallelen
Systems in die Betrachtungen einbezogen. In den vorhergehenden Arbeiten war dies
immer ein PRAM (Parallel Random Access Machine)-Modell, also ein gemeinsamer
Speicher. Der vorgestellte Algorithmus soll jedoch auf jede Architektur übertragbar
sein. Statt dem Begriff parallelizable/malleable Task werden jetzt die Begriffe mal-
leable parallel task und nonmalleable parallel task eingeführt. Dabei ist der malleable
parallel task mit dem parallelizable/malleable Task in [92] identisch und ein non-
malleable parallel task entspricht einem multiprocessor task, wie er in [9] eingeführt
wurde, d. h. die Anzahl Prozessoren und die Ausführungszeiten sind für alle Tasks
fest vorgegeben. Die eingeführten Tasks werden für das Scheduling als unabhängig
betrachtet. Die beiden letztgenannten Modelle werden in [16] als Beispiele für das
hier mixed data and task parallelism bzw. nur mixed parallelism genannte Modell
aufgegriffen.
Einen ausführlichen Überblick verschiedener Schedulingalgorithmen für parallele
Systeme mit gemeinsamem Speicher gibt [21]. Hier wird, auf Grund der Verschie-
denheit der vorgestellten Ansätze, eine sehr allgemeine Definition für den Begriff
multiprocessor task verwendet. Ein multiprocessor task ist dabei ein Task, der mehr
als einen Prozessor für seine Ausführung benötigt. Interessant ist hier vor allem die
Unterscheidung paralleler Systeme anhand der verwendeten Prozessoren. Es wird
zwischen Systemen paralleler Prozessoren (parallel processors) und Systemen mit
dedizierten Prozessoren (dedicated processors) differenziert. In Systemen paralleler
Prozessoren kann jeder Prozessor jeden Task ausführen. Ein Beispiel sind Syste-
me mit identischen Prozessoren. In Systemen mit dedizierten Prozessoren können
bestimmte Tasks nur auf speziellen Prozessoren ausgeführt werden. Beispiele sind
spezialisierte Prozessoren für I/O und Kommunikation sowie Vektorprozessoren.
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Waren die früheren Arbeiten zunächst theoretischer Natur und beschränkten sich
hauptsächlich auf das Scheduling als eigenständiges Feld, so begann Anfang bis Mit-
te der 90er Jahre die Unterstützung von gemischt-parallelen Anwendungen durch
Programmiersprachen und Compiler-Werkzeuge. Weiterhin wurden ab diesem Zeit-
punkt vor allem Systeme mit verteiltem Speicher betrachtet.
Systeme mit verteiltem Speicher für die Ausführung von Tasks, die mehrere Pro-
zessoren für ihre Ausführung benötigen, werden in [73] erstmals betrachtet. Die
Ausnutzung von gemischter Parallelität wird durch die gleichzeitige Ausnutzung
von Task- und Datenparallelität (task and data parallelism) in Anwendungen voll-
zogen. Der verwendete Ansatz basiert auf einer Compiler-Optimierung. Hier wird
der Programmierer also direkt bei der Programmierung einer gemischt-parallelen
Anwendung unterstützt. Da Kommunikation zur Datenverteilung für Systeme mit
verteiltem Speicher zwingend notwendig ist, werden erstmals auch Kommunikati-
onskosten in das Scheduling einbezogen.
Einen anderen als den compiler-gestützten Ansatz nutzt [80]. Hier werden die
Task- und Datenparallelität durch die Beschreibung in zwei separaten Levels be-
schrieben, ein Level für die Task und ein Level für die Datenparallelität. Daher wird
hier statt Task- und Datenparallelität der Begriff Two Level parallelism (TwoL) für
das zu Grunde liegende Modell eingeführt. Die Spezifikation der beiden Level ge-
schieht dabei explizit durch den Programmierer der gemischt-parallelen Anwendung.
In [81] wird der Begriff (hierarchical) multi-processor tasks (M-task) für die gleich-
zeitige Ausnutzung von Task- und Datenparallelität verwendet. Das vorgestellte
Programmiermodell ist für Rechner mit verteiltem Speicher. Ein M-task ist dabei
entweder eine datenparallele Funktion, die auf dem SPMD-Modell basiert, oder ein
hierarchisch aufgebauter M-task, der intern aus anderen M-tasks besteht. Auch hier
wird die direkte Unterstützung für Programmierer in Form einer Bibliothek für das
automatisierte Abbilden der M-tasks auf die Prozessoren des parallelen Systems
gegeben. Das Ziel der vorgestellten Bibliothek ist den Kommunikationsaufwand zu
reduzieren und die Skalierbarkeit zu erhöhen. Wichtig hierbei ist, dass dieses Modell
nicht mit dem vom Begriff her sehr ähnlichen Modell der multiprocessor tasks in [9]
verwechselt wird. Im Modell der M-tasks sind zum einen die Tasks nicht unabhängig
voneinander und zum anderen ist das parallele System ein System mit verteiltem
Speicher, in dem Kommunikationskosten einbezogen werden müssen.
Das Modell der malleable tasks [92] wird in [23] wiederaufgenommen, jetzt je-
doch durch den Begriff moldable task ersetzt. Ein moldable task ist dabei jedoch
mit einem malleable task gleichzusetzen und bezeichnet einen Task, dessen Ausfüh-
rungszeit von der Anzahl der Prozessoren abhängt, auf denen er ausgeführt wird.
Als paralleles System werden hier hierarchische Hardwareplattformen, bestehend aus
Symmetrischen Multiprozessorsystemen (SMP), so genannte SMP-Cluster, betrach-
tet. Die zu Grunde liegenden Abhängigkeiten zwischen den Tasks werden als Bäume
modelliert, in denen jeder Knoten maximal einen Vorgänger besitzt. Im Gegensatz
zu den vorherigen Ansätzen tritt hier wieder das Scheduling in den Vordergrund und
nicht die Unterstützung des Modells durch Programmiersprachen und Compiler.
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Das Modell der M-tasks wird in [51] für das Scheduling gemischt-paralleler An-
wendungen weiterverwendet, jetzt allerdings unter dem Begriff der (mixed) parallel
tasks bzw. mixed parallel application. Auch hier steht das Scheduling im Vorder-
grund. Dieses Modell stellt die Grundlage der in dieser Arbeit genutzten parallelen
Tasks dar und wird in Abschnitt 2.3 ausführlich vorgestellt.
Wurden bisher nur parallele Tasks und entsprechende Modelle für das Scheduling
und die Ausnutzung gemischter Parallelität durch Programmiersprachen betrachtet,
soll nun noch ein kurzer Ausflug in Jobs und Job Scheduling geschehen, da auch hier
die Begriffe malleable und moldabe Bedeutung besitzen. Ein Job ist dabei entwe-
der identisch mit einem Task oder eine Menge kleinerer Tasks, die nacheinander
abgearbeitet werden.
In [31] werden für Jobs die Begriffe rigid job, evolving job, moldable job und mal-
leable job definiert. Ein rigid job kann nur auf einer festgelegten Anzahl Prozessoren
ausgeführt werden. Dies ist identisch mit multiprocessor tasks in [9]. Ein rigid job
läuft von Anfang bis Ende auf der festgelegten Anzahl Prozessoren.
Ein evolving job wird, wie ein rigid job, auf einer festen Anzahl Prozessoren aus-
geführt. Hier ist es allerdings möglich, dass sich die festgelegte Anzahl Prozessoren
während der Ausführung des Jobs ändert. Die Änderungen zur Laufzeit werden aber
bereits zu Beginn festgelegt. Dies entspricht einem Modell, in dem ein evolving job
aus einer Sequenz von multiprocessor tasks besteht.
Die Bedeutung von malleable und moldable in Bezug auf Jobs stimmt dabei nicht
mit der für Tasks gebräuchlichen überein, kann jedoch in diese überführt werden.
Ein moldable job kann auf einem Bereich von Prozessoren ausgeführt werden, der
vor Beginn der Ausführung angegeben werden muss und nach Start des Jobs nicht
mehr geändert werden kann. Dies entspricht demModell der parallelizable/malleable
tasks, wenn man einen Job mit einem Task gleichsetzt. Für diese Art von Jobs spielt
z. B. das Wissen über das parallele System und dessen aktuelle Auslastung eine Rolle.
Ein malleable job besteht aus verschiedenen Tasks, denen jeweils eine eigene Anzahl
Prozessoren vom System (bzw. dem Scheduler) zugewiesen wird. Dies entspricht also
der sequentiellen Abarbeitung von parallelizable/malleable tasks.
Die Brücke zwischen moldable jobs und moldable tasks wird in [24] geschlagen.
Hier werden Jobs mit parallelen Tasks gleichgesetzt, die auf einer beliebigen Anzahl
Prozessoren ausgeführt werden können.
2.1.2 Verwandte Arbeiten und Einordnung der vorliegenden
Arbeit
Auf großen parallelen Systemen mit verteiltem Speicher treten häufig Skalierbar-
keitsprobleme durch kollektive Kommunikationsoperationen auf, die in parallelen
Anwendungen aus dem Bereich des wissenschaftlichen Rechnens enthalten sind. Das
Programmiermodell auf der Basis von parallelen Tasks mit Abhängigkeiten ist dabei
eine Möglichkeit die Skalierbarkeit großer Anwendungen zu ermöglichen.
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Für die Entwicklung von Anwendungen mit parallelen Tasks werden in der Li-
teratur unterschiedliche Programmierumgebungen vorgeschlagen, wobei die Basis
zumeist High Performance Fortran (HPF) [40] darstellt. Die Programmierumgebun-
gen lassen sich in parallelisierende Compiler, Erweiterungen existierender Sprachen,
Koordinationssprachen und Laufzeitbibliotheken unterteilen. Beispiele parallelisie-
render Compiler sind der PARAllelizing compiler for DIstributed memory General-
purpose Multicomputers (PARADIGM) [7] zur Erzeugung einer parallelen Version
eines sequentiellen Fortran 77 oder HPF-Programms und der Spar-Compiler [86] auf
Basis von Java. Bei den Erweiterungen existierender Sprachen sind der Fx Compiler
[87, 88], der den HPF-Standard um Anweisungen zur Aufteilung des Kontrollflusses
erweitert, und Braid [98] auf der Basis von Mentat [90] zu nennen. Mentat ist eine
taskparallele Erweiterung von C++. Koordinationssprachen sind Network of Tasks
(NOT) [70], die Border-based Coordination Language (BCL) [19] und COordination
Layer for Tasks expressed in HPF (COLTHPF ) [67]. Zur Klasse der Laufzeitbiblio-
theken gehört Kernel Lattice Parallelism (KeLP) [32]. Die Datenparallelität wird da-
bei durch HPF erreicht und die Koordination und Datenumverteilung zwischen den
parallelen Tasks wird über KeLP realisiert. Als aktuelle Entwicklung für Program-
mierumgebungen von Anwendungen mit gemischter Task- und Datenparallelität ist
vor allem SBASCO [20, 18] zu nennen. Es handelt sich um eine Programmierumge-
bung, bei der eine Anwendung aus einzelnen Komponenten zusammengesetzt wird.
Diese Komponenten basieren auf vordefinierten Skeletons (Grundgerüsten) und ent-
sprechen parallelen Tasks.
Die vorgestellten Programmierumgebungen erleichtern die Entwicklung paralleler
Anwendungen auf der Basis von parallelen Tasks. Allerdings muss der Schedule der
Anwendung in den meisten Fällen durch den Programmierer vorgegeben werden. Die
Ermittlung eines effizienten Schedules kann bei komplexen Anwendungen aufwendig
sein und ist in der Regel nicht zwischen verschiedenen parallelen Systemen portabel.
Dies ist einer der Ansatzpunkte der vorliegenden Arbeit, in der die Unterstützung
des Schedulings durch eine flexible Schedulingumgebung realisiert werden soll.
Für das Scheduling von gemischt-parallelen Anwendungen bestehend aus parallel-
en Tasks mit Abhängigkeiten existieren zahlreiche Schedulingalgorithmen auf Basis
von Heuristiken und Approximationsalgorithmen. Schedulingalgorithmen für homo-
gene parallele Systeme können anhand ihrer Herangehensweise in drei Klassen ein-
geteilt werden, siehe [27]; Allokations- und Schedulingalgorithmen, layer-basierte
Schedulingalgorithmen und konfigurationsbasierte Schedulingalgorithmen.
Eine Herangehensweise an das Scheduling von Anwendungen mit parallelen Tasks
und Abhängigkeiten sind Allokations- und Schedulingalgorithmen, z. B. Critical Path
and Area-based Scheduling (CPA) [72], Critical Path Reduction (CPR) [71], Two
Step Allocation and Scheduling (TSAS) [73] sowie die beiden Approximationsal-
gorithmen für Bäume von parallelen Tasks [57] und für SP-Graphen von parallelen
Tasks (Lepere-SPGraph) [58]. Allokations- und Schedulingalgorithmen bestehen aus
einer Allokations- und einer Schedulingphase. In der Allokationsphase wird die An-
zahl an Prozessoren bestimmt, die für jeden parallelen Task für die Ausführung
verwendet werden soll. Die konkrete Anordnung der parallelen Tasks und die Aus-
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führungsreihenfolge der parallelen Tasks werden in einer nachfolgenden Scheduling-
phase berechnet. Die meisten Allokations- und Schedulingalgorithmen unterscheiden
sich nur in der Allokationsphase. Sie verwenden eine modifizierte List-Scheduling-
Heuristik in der Schedulingphase.
Der Vorteil dieser Klasse von Schedulingalgorithmen ist die Berechnung von
verhältnismäßig guten Schedules, da alle Tasks des Task-Graphen einer gemischt-
parallelen Anwendung gleichzeitig betrachtet werden. Der Nachteil ist die verhält-
nismäßig lange Laufzeit zur Bestimmung des Schedules, vor allem im Vergleich zu
layer-basierten Schedulingalgorithmen. Speziell der Schedulingalgorithmus [71] ist
sehr langsam, wenn die Task-Graphen sehr viele parallele Tasks enthalten.
Neben den genannten Schedulingalgorithmen existieren zahlreiche Anpassungen
der Schedulingalgorithmen, die entweder versuchen ein besseres Schedulingergebnis
zu erreichen oder die Schedulingalgorithmen auf ein größeres Anwendungsgebiet zu
erweitern. Als Weiterentwicklungen von CPA sind die Algorithmen [8] als Verbes-
serung des Schedulingalgorithmus für homogene parallele Systeme und [65, 42] als
Erweiterung der Anwendbarkeit auf heterogene parallele Systeme zu nennen. Einen
ähnlichen Ansatz wie [71] nutzt auch [95] von dem mit [96] eine Weiterentwicklung
existiert, die das Einbeziehen von Kosten für Datenumverteilungen unterstützt. Wei-
tere Algorithmen dieser Klasse von Schedulingalgorithmen sind [46] und [47].
Eine andere Herangehensweise an das Problem des Schedulings für gemischt-
parallele Anwendungen mit Abhängigkeiten der parallelen Tasks nutzen layer-
basierte Schedulingalgorithmen. Diese erlauben die Anwendung von Schedulingalgo-
rithmen für parallele Tasks ohne Abhängigkeiten auf parallele Tasks mit Abhängig-
keiten. Layer-basierte Schedulingalgorithmen wenden einen Schedulingalgorithmus
auf unabhängige Teile der gemischt-parallelen Anwendung an. Die entstehenden par-
tiellen Schedules werden anschließend zum globalen Schedule zusammengesetzt.
Die entstehende Struktur der Schedules bei Anwendung von layer-basierten Sched-
ulingalgorithmen stellt die Grundlage des in dieser Arbeit vorgestellten Optimie-
rungsalgorithmus dar. Daher werden die grundlegende Arbeitsweise von layer-
basierten Schedulingalgorithmen und vier wichtige Vertreter [76, 60, 63, 64] in Ab-
schnitt 2.4 vorgestellt. Ein weiterer Schedulingalgorithmus, der die layer-basierte
Herangehensweise direkt nutzt, ist [79]. Schedulingalgorithmen, die für das Sched-
uling der unabhängigen Teile einer gemischt-parallelen Anwendung genutzt werden
können, sind mit [45, 44, 11, 10] gegeben. Diese Algorithmen setzen jedoch unter
Umständen Einschränkungen bzgl. der Tasks oder des parallelen Systems voraus.
Konfigurationsbasierte Schedulingalgorithmen, die gemischt-parallele Anwendun-
gen mit abhängigen parallelen Tasks direkt unterstützen, jedoch auch Einschrän-
kungen in Bezug auf das parallele System vorgeben, sind [12, 15]. Dabei wird für
jeden parallelen Task während des Schedulings nur eine Teilmenge der möglichen
Prozessoren des parallelen Systems in Betracht gezogen. Diese Teilmengen werden
als Konfigurationen der parallelen Tasks bezeichnet. Konfigurationsbasierte Sched-
ulingalgorithmen sind Ein-Schritt-Verfahren, die das Scheduling in einem einzigen
Schritt ausführen. In [12] wird ein Algorithmus vorgestellt, der für jeden parallelen
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Task eine der Konfigurationen auswählt und so entscheidet, welche parallelen Tasks
parallel zueinander ausgeführt werden.
Ein aktueller Trend in der Parallelverarbeitung ist durch das Aufkommen von
Multicore-Prozessoren und das Zusammenschließen von homogenen parallelen Sys-
temen zu heterogenen parallelen Systemen gegeben. In heterogenen parallelen Sys-
temen sind die Prozessoren nicht mehr identisch und Datenübertragungen zwischen
den Prozessoren/Prozessorkernen weisen erhebliche Unterschiede in der benötigten
Kommunikationszeit auf. Aktuelle Entwicklungen für das Scheduling von gemischt-
parallelen Anwendungen auf heterogenen parallelen Systemen gehen in zwei Rich-
tungen. Zum einen werden Schedulingalgorithmen für Single-Prozessor-Tasks auf he-
terogenen parallelen Systemen für die Unterstützung von parallelen Tasks erweitert.
Zum anderen werden Schedulingalgorithmen für parallele Tasks und homogene par-
allele Systeme an heterogene parallele Systeme angepasst. Ein Vertreter der ersten
Richtung ist eine Adaption des Heterogeneous Earliest Finish Time (HEFT) Algo-
rithmus [91]. Von diesem werden in [15] die Algorithmen Mixed-HEFT1 (M-HEFT1)
und Mixed-HEFT2 (M-HEFT2) abgeleitet, die für gemischt-parallele Anwendungen
einsetzbar sind. Für die Adaption von Schedulingalgorithmen für parallele Tasks
und homogene parallele Systeme werden in [65] die Algorithmen Heterogeneous
Critical Path and Area-based (HCPA) und Sufferage-based Heterogeneous Critical
Path and Area-based (S-HCPA) vorgestellt, die auf CPA [72] basieren. Eine weitere
Verbesserung der Algorithmen M-HEFT und HCPA wird in [66] vorgestellt. Für
aus Multicore-Prozessoren zusammengesetzte parallele Systeme (Cluster von SMP-
Knoten) werden in [26, 23] Schedulingalgorithmen für parallele Tasks vorgestellt.
Neben homogenen und heterogenen Cluster-Systemen spielen auch Grid-Sys-
teme [36] eine immer größere Rolle in der Parallelverarbeitung. Ein Grid-System
entspricht einem Spezialtyp eines heterogenen Cluster-Systems, das aus einer Viel-
zahl von lose gekoppelten (loosely coupled) Computern oder Cluster-Systemen auf-
gebaut ist. Zur Ausführung von Anwendungen auf Grid-Systemen wird eine Grid-
Middleware genutzt, die i. d. R. auch eine Schedulingkomponente beinhaltet. Die
Schedulingkomponente entscheidet, welche Anwendung auf welchem Teil des Grid-
Systems ausgeführt werden soll. Beispiele für Grid-Middleware sind Condor [89],
Grasp [55], Globus [37] und ProActive [6]. Die Mehrzahl der Schedulingtechniken
für Grid-Systeme beziehen sich auf Job-Scheduling. Dabei entspricht ein Job einer
Anwendung, die unabhängig von anderen Anwendungen innerhalb des Grid-Systems
ist. Im Gegensatz zum in dieser Arbeit betrachteten Scheduling existieren für das
Scheduling für Grid-Systeme zusätzliche Anforderungen, die das Scheduling beein-
flussen, z. B. Leistungsverträge (service level agreements), Buchführung und Faktu-
rierung (accounting and billing) und Sicherheitsaspekte (security) [38].
Obwohl eine Vielzahl an Schedulingalgorithmen für Anwendungen mit parallelen
Tasks und Abhängigkeiten existiert, gibt es nur wenige Werkzeuge für das Sched-
uling. Existierende Werkzeuge unterstützen in der Regel nur einen vordefinierten
Schedulingalgorithmus oder eine kleine Auswahl an Schedulingalgorithmen. Es gibt
derzeit kein Werkzeug, dass das Scheduling mit parallelen Tasks und Abhängigkeiten
durch eine große Schedulingalgorithmenbibliothek unterstützt.
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Parallax [59] ist ein Schedulingwerkzeug, das verschiedene Heuristiken für das
Scheduling beinhaltet und den Vergleich der Heuristiken ermöglicht. Als Eingabe
dient ein Task-Graph der Anwendung, wie in der später vorgestellten Realisierung
der Schedulingumgebung SEParAT. Der Unterschied zu SEParAT ist, dass Paral-
lax nur Single-Prozessor-Tasks unterstützt. Mit CASCH [2] existiert eine weiteres
Schedulingwerkzeug für Single-Prozessor-Tasks. Es handelt sich um eine integrier-
te Programmierumgebung, die ein sequentielles Programm (C-Programm mit An-
notationen) liest und die automatisierte Parallelisierung durch das Erzeugen von
zusätzlichem Programmcode unterstützt. Das sequentielle Programm wird intern in
einen Task-Graphen umgewandelt. Wie auch Parallax nutzt CASCH eine Bibliothek
von Schedulingalgorithmen für das Scheduling. HyperTool [100] and PYRROS [101]
sind Programmierwerkzeuge, die automatisiert parallelen Programmcode für gege-
bene sequentielle Programme erzeugen. Dazu wird intern ein Scheduler genutzt. Im
Gegensatz zu SEParAT werden auch von diesen keine parallelen Tasks unterstützt.
Die Vorhersage der Laufzeiten der parallelen Tasks spielt eine wichtige Rolle für
das Scheduling, da die Schedulingalgorithmen den Schedule auf der Basis dieser
Informationen bestimmen. Es existieren verschiedene Ansätze für die Modellierung
der Laufzeiten. Diese sind die analytische Modellierung (analytical modeling), simu-
lationsbasierte Modellierung (simulation modeling) und Messung. In den meisten
Fällen wird eine Kombination der drei Ansätze genutzt. Beispiele für analytische
Modellierung sind [50, 94].
2.2 Spezifikation und Scheduling gemischt-paralleler
Anwendungen
In der vorliegenden Arbeit entspricht eine gemischt-parallele Anwendung einer An-
wendung, z. B. des wissenschaftlichen Rechnens, die aus parallelen Tasks besteht. Die
parallelen Tasks können, als geschlossene Einheit betrachtet, taskparallel zu anderen
parallelen Tasks abgearbeitet werden und werden intern datenparallel abgearbeitet.
Taskparallel bedeutet, dass ein Task auf einem parallelen System zeitgleich zu an-
deren, von diesem unabhängigen Tasks abgearbeitet wird. Datenparallel heißt, dass
derselbe Code auf unterschiedlichen Daten unter Nutzung mehrerer Recheneinhei-
ten des parallelen Systems abgearbeitet wird, was äquivalent zum Single Program,
Multiple Data (SPMD) Programmiermodell ist.
Das Erreichen von Skalierbarkeit für gemischt-parallele Anwendungen hängt di-
rekt mit der Analyse, der Darstellung und dem Scheduling der parallelen Tasks der
Anwendungen zusammen. Daher ist die Darstellung von gemischt-parallelen Anwen-
dungen für das Scheduling und das Berechnen von Abarbeitungsvorschriften für das
parallele System in Form von Schedules essentiell.
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2.2.1 Spezifikation gemischt-paralleler Anwendungen
Graphen stellen eine gebräuchliche Form der Darstellung von Abhängigkeiten in
Anwendungen dar. Die Graphstrukturen werden dabei durch Dekomposition der
Anwendung in einzelne Tasks erzeugt. Ein Task kann dabei eine Anweisung, ein
Basisblock, eine Schleife, oder eine Funktion sein. Im Falle von parallelen Tasks
ist ein Task beispielsweise ein datenparalleler Programmteil. Je nachdem, wie fein
man eine Anwendung aufschlüsselt, spricht man von feinkörniger Granularität (fine-
grained), z. B. einzelne Anweisungen, kleine Basisblöcke aus wenigen Anweisungen,
und grobkörniger Granularität (coarse-grained), z. B. größere Basisblöcke, Funktio-
nen, datenparallele Programmteile aus mehreren Anweisungen.
Graphstrukturen finden in verschiedenen Anwendungsgebieten, Algorithmen und
Techniken Verwendung. Beispiele sind Abhängigkeitsanalyse, Programmtransforma-
tion und Scheduling. Die letztere Technik ist dabei das Hauptanwendungsgebiet für
Graphstrukturen in dieser Arbeit. Die Wahl einer geeigneten Graphstruktur hängt
direkt von Kriterien, wie der Art der zu betrachtenden Berechnungen innerhalb
der Anwendung, dem parallelen System, dem Anwendungsgebiet und praktischen
Überlegungen ab. Eine praktische Überlegung ist dabei, wie groß die gewählte Gra-
phstruktur für die betrachtete Klasse von Anwendungen wird.
In [21, 73, 85, 84] sowie weiteren Arbeiten zum Scheduling von abhängigen
Tasks werden Graphen als gebräuchliche Form der Darstellung von parallelen und
gemischt-parallelen Anwendungen verwendet. In [84] werden verschiedene Graph-
strukturen für die Darstellung von Anwendungen (Abhängigkeits-Graph, Fluss-
Graph, Task-Graph) gegenübergestellt und auf ihre Tauglichkeit für das Schedul-
ing von Single-Prozessor-Tasks auf parallelen Systemen verglichen. Da das Modell
der parallelen Tasks von der Struktur her dem Modell der Single-Prozessor-Tasks
eng verwandt ist, können die Ausführungen auch für das Schedulingproblem für
gemischt-parallele Anwendungen übernommen werden. Der Unterschied besteht le-
diglich darin, dass parallele Tasks auf mehr als einem Prozessor abgearbeitet werden
können.
Der Task-Graph stellt sich dabei als am besten geeignete Graphstruktur heraus.
Die Knoten eines Task-Graphen zur Darstellung von Anwendungen entsprechen den
durch Dekomposition identifizierten Tasks der Anwendung und die Kanten reprä-
sentieren Abhängigkeiten zwischen den Tasks, egal ob dies Daten- oder Kontroll-
abhängigkeiten sind. Die Kanten sind dabei immer gerichtet. Der Task-Graph, der
meist vereinfacht als gerichteter azyklischer Graph (DAG) bezeichnet wird, besitzt,
neben Knoten und Kanten, Informationen zur Laufzeit der Tasks (Knotenkosten =
Berechnungskosten) und zur benötigten Zeit zur Verarbeitung einer Datenabhän-
gigkeit (Kantenkosten = Kommunikationskosten). Task-Graphen werden üblicher-
weise für grobkörnige Granularität, nicht-iterative Berechnungen in den Anwendun-
gen und Kombinationen aus parallelen Systemen mit verteiltem Speicher und dem
SPMD/MIMD-Modell verwendet. Jeder Knoten eines Task-Graphen wird bei der
Ausführung der Anwendung genau einmal abgearbeitet.
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In der in dieser Arbeit verwendeten Graphstruktur, dem Task-Graphen, werden
parallele bzw. gemischt-parallele Anwendungen derart dargestellt, dass die Knoten
die Berechnungen und die Kanten entweder Kommunikation oder die Reihenfolge
der Abarbeitung der parallelen Tasks beschreiben. Neben der Graphstruktur spielt
der Graphtyp eine wichtige Rolle. Der Graphtyp beschreibt die erlaubten Verbin-
dungen von Knoten durch Kanten. Die Struktur, die bei der Dekomposition von
Anwendungen des wissenschaftlichen Rechnens entsteht, lässt sich zumeist durch
einen der folgenden Graphtypen darstellen.
DAG
Ein gerichteter azyklischer Graph (directed acyclic graph, DAG) ist ein zyklenfreier
Graph mit gerichteten Kanten. Es existieren keine weiteren Anforderungen an die
Verbindung von Knoten des Graphen durch Kanten, d. h. der entstehende Graph
muss lediglich zyklenfrei sein. Durch diese Struktur lassen sich beliebige Anwendun-
gen modellieren, da keine Restriktionen an den Aufbau gestellt werden. Jeder der
folgenden Graphtypen für gerichtete azyklische Graphen mit weiteren Einschrän-
kungen ist eine Unterform des DAG. Ein Beispiel eines DAG ist in Abbildung 2.1 a)
dargestellt.
SP-Graph
Ein häufiger Graphtyp für gemischt-parallele Anwendungen ist der Series Parallel-
Graph (SP-Graph) [93, 30] oder auch „two-terminal series parallel graph“, der durch
seinen Aufbau und die Art der Definition eine sehr gute Möglichkeit der Darstellung
von Anwendungen bietet, die aus sequenziellen und parallelen Teilen bestehen. SP-
Graphen gehören zur Klasse der gerichteten azyklischen Graphen und lassen sich
durch eine rekursive Definition [93] bilden.
Jeder SP-Graph besitzt einen ausgezeichneten Start- und einen ausgezeichneten
Endknoten. Ein Startknoten (source node, S) ist ein Knoten ohne Vorgänger. Ein
Endknoten (sink node, T ) ist ein Knoten ohne Nachfolger. Zwei Knoten S und T , die
mit einer Kante verbunden sind, sind ein SP-Graph. Zwei SP-Graphen SP1, SP2
können durch Anwendung einer seriellen Verknüpfung (series composition) oder
einer parallelen Verknüpfung (parallel composition) zu einem neuen SP-Graphen
zusammengefügt werden. Eine serielle Verknüpfung zweier SP-Graphen setzt den
Endknoten T1 von SP1 gleich dem Startknoten S2 von SP2. Eine parallele Ver-
knüpfung fasst die Menge der inneren Knoten und die Mengen der inneren Kanten
von SP1 und SP2 zu einem neuen SP-Graphen zusammen. Dazu werden die Start-
knoten S1 von SP1 und S2 von SP2 durch einen neuen Startknoten S, der alle
ausgehenden Kanten von S1 und S2 als ausgehende Kanten erhält, ersetzt. Auch die
Endknoten T1 von SP1 und T2 von SP2 ersetzt ein neuer Endknoten T , der alle
eingehenden Kanten von T1 und T2 als eingehende Kanten erhält. Abbildung 2.1 b)
zeigt einen SP-Graphen.
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c) d) e)b)a)
Abbildung 2.1: Gebräuchliche Graphtypen zur Darstellung von Task-Graphen:
a) allgemeiner DAG, b) SP-Graph, c) InTree, d) OutTree und e) Fork-Join-Graph.
InTree/OutTree/Fork-Join-Graph
Der Graphtyp des InTree/OutTree, der beispielsweise in [1] für das Scheduling von
Single-Prozessor-Tasks auf parallelen Systemen als Grundlage dient, beschreibt eine
Sonderform des allgemeinen DAG, die auch als gewurzelter Baum bezeichnet wird. In
diesem Graphtyp besitzen alle Kanten eine ausgezeichnete Richtung und es existiert
ein ausgezeichneter Wurzelknoten. Hierbei heißt Wurzelknoten für InTrees, dass es
von jedem Knoten aus genau einen Pfad zum Wurzelknoten gibt. Der Wurzelknoten
ist also der Ziel/-Endknoten des Baumes. Für OutTrees bedeutet Wurzelknoten,
dass von diesem Knoten aus alle anderen Knoten des Baumes über genau einen
Pfad erreichbar sind. Die Beschränkung auf genau einen Pfad bedeutet dabei, dass
jeder Knoten in einem InTree genau einen Nachfolger haben muss und beliebig viele
Vorgänger haben darf und für einen OutTree gilt, dass jeder Knoten genau einen
Vorgänger haben muss und beliebig viele Nachfolger haben darf.
Eine Mischung aus InTree und OutTree ist der Fork-Join-Graph. In diesem Graph-
typ werden InTrees und OutTrees wie folgt zusammengesetzt. Der Graph besitzt
einen ausgezeichneten Wurzelknoten mit einer beliebigen Menge an direkten Nach-
folgern (OutTree). Die ausgehenden Kanten der Nachfolger sind entweder alle mit
genau einem Zwischenknoten verbunden (InTree), der wiederum beliebig viele di-
rekte Nachfolger haben kann oder mit dem ausgezeichneten Endknoten, der keine
Nachfolger besitzt.
Beispiele für InTrees sind Divide-and-Conquer Algorithmen, in denen der Kon-
trollfluss in Bottom-up Form gegeben ist. Auch für OutTrees sind Divide-and-
Conquer Algorithmen ein klassisches Beispiel, nur das der Kontrollfluss hier in Top-
Down Form vorliegt. Beispiele für InTree, OutTree und Fork-Join-Graph sind in
Abbildung 2.1 c), d) und e) gegeben.
Für die Darstellung von Anwendungen in Form eines durch Dekomposition be-
stimmten Task-Graphen ist es zwingend erforderlich, dass der Graph der Anwendung
immer einen exklusiven Eintrittspunkt (Start der Anwendung), also einen ausge-
zeichneten Startknoten ohne Vorgänger, und einen exklusiven Austrittspunkt (Be-
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endigung der Anwendung), also einen ausgezeichneten Endknoten ohne Nachfolger,
besitzt. Um für den in dieser Arbeit betrachteten Fall der gemischt-parallelen An-
wendungen mit ausgezeichnetem Start- und Endknoten eine gültige Struktur des
DAG zu erzielen, wird für jeden der vorgestellten Graphtypen jedem Knoten ohne
Vorgänger ein ausgezeichneter Startknoten vorangestellt und jedem Knoten ohne
Nachfolger wird ein ausgezeichneter Endknoten als Nachfolger zugewiesen.
2.2.2 Scheduling gemischt-paralleler Anwendungen
Scheduling beschäftigt sich mit der Fragestellung, wie Tasks auf Ressourcen abge-
bildet werden müssen, sodass die durch den Task-Graphen gegebene Abhängigkeits-
struktur einer Anwendung eingehalten und ein Optimalitätskriterium erfüllt wird.
Die Ressourcen für parallele Anwendungen sind dabei Prozessoren eines parallelen
Systems. Für Single-Prozessor-Tasks werden die Tasks dabei durch das Scheduling
jeweils einem Prozessor zugeordnet und die Reihenfolge wird gemäß der Abhängig-
keitsstruktur festgelegt. Für parallele Tasks muss durch das Scheduling zusätzlich
bestimmt werden, auf welcher Anzahl Prozessoren ein paralleler Task ausgeführt
werden soll. Das Scheduling von gemischt-parallelen Anwendungen ist dabei im Ver-
gleich zum Scheduling von Single-Prozessor-Task Anwendungen um ein Vielfaches
komplexer.
Schedulingalgorithmen lassen sich anhand verschiedener Merkmale einordnen,
z. B. nach dem Zeitpunkt, zu dem das Scheduling stattfindet, ob die Tasks abhängig
oder unabhängig voneinander sind (Vorrangsbedingungen, precedence constraints)
und ob Tasks unterbrechbar sind oder nicht (Unterbrechbarkeit).
Zeitpunkt In Bezug auf den Zeitpunkt unterscheidet man zwischen statischem und
dynamischem Scheduling. Bei statischem Scheduling wird der Schedule zur Über-
setzungszeit der gemischt-parallelen Anwendung festgelegt. Dazu müssen alle für
das Scheduling notwendigen Informationen, z. B. die Zeit für die Ausführung eines
Tasks, die Kommunikations- und Berechnungsstruktur sowie die Anzahl vorhande-
ner Prozessoren und deren Eigenschaften, bereits zur Übersetzungszeit vorliegen. Im
Gegensatz dazu wird beim dynamischen Scheduling die Abarbeitungsreihenfolge zur
Laufzeit der (parallelen) Anwendung bestimmt. Hier können also weitere Informa-
tionen zu Entscheidungen des Schedulings hinzugezogen werden. Statisches Sched-
uling wird vor allem für Anwendungen mit fest vorgegebener Graphstruktur und
bekannten Ausführungszeiten der Tasks genutzt. Dynamisches Scheduling kommt
dann zum Einsatz, wenn das Ausführungsverhalten der Tasks entweder gar nicht,
oder nur begrenzt zum Übersetzungszeitpunkt bestimmbar ist, bzw. die Tasks noch
nicht gänzlich bekannt sind.
Vorrangsbedingungen Bei der Unterscheidung, ob Vorrangsbedingungen in das
Scheduling einbezogen werden, geht es darum, ob zwischen den Tasks Abhängig-
keiten existieren. Für unabhängige Tasks gilt, dass jeder Task zu jedem Zeitpunkt
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auf Prozessoren des parallelen Systems abgearbeitet werden kann. Dies ist z. B. bei
Job-Schedulern der Fall, sofern gilt, dass alle Jobs zu Beginn der Ausführung be-
kannt sind und vorliegen. Existieren Abhängigkeiten zwischen den Tasks, wie es für
Task-Graphen von Anwendungen immer gegeben ist, dann muss der Schedulingal-
gorithmus die vorgegebene Reihenfolge strikt einhalten.
Art der Abarbeitung Für das Scheduling können die Tasks nach der Art der Ab-
arbeitung weiter untergliedert werden. So werden in den verschiedenen Modellen
für das Scheduling zum einen Tasks betrachtet, die während ihrer Ausführung un-
terbrochen (preemptive) werden können, und zum anderen Tasks, die ohne Unter-
brechung von ihrem Start bis zu ihrer Beendigung ausgeführt werden müssen (non-
preemptive). Die Unterbrechbarkeit spielt sowohl für Single-Prozessor-Tasks als auch
für gemischt-parallele Anwendungen und parallele Systeme eine wichtige Rolle, da
festgelegt werden muss, ob die Prozessorzuordnungen durch Unterbrechungen geän-
dert werden können oder nicht.
In dieser Arbeit wird statisches Scheduling mit Vorrangsbedingungen für nicht-
unterbrechbare Tasks betrachtet. Neben dem Ziel einen gültigen Schedule für die
Tasks einer Anwendung zu erzeugen, ist das zweite Ziel des Schedulings ein Opti-
malitätskriterium zu erfüllen. Das Optimalitätskriterium definiert, wie ein Schedul-
ingalgorithmus Entscheidungen bzgl. der Ausführung von Tasks auf dem parallelen
System trifft. Für Schedulingalgorithmen und gemischt-parallele Anwendungen ist
das Optimalitätskriterium die Minimierung der Gesamtausführungszeit bei der pa-
rallelen Abarbeitung des Task-Graphen der Anwendung. Ein weiteres Optimalitäts-
kriterium kann die Minimierung der ungenutzten Prozessorzeit, also der Zeit, die die
Prozessoren nicht für Berechnungen verwenden, sein. Letzteres wird für die Gütebe-
trachtungen des Algorithmus Move-blocks mit einbezogen. Für die in dieser Arbeit
betrachteten parallelen Systeme sind die gegebenen Optimalitätskriterien zumeist
ausreichend. Für andere Plattformen, wie Grid-Systeme, können weitere Kriterien
eine Rolle spielen, die vom jeweiligen Anwender oder der jeweiligen Anwendung ab-
hängen. Bei Grid-Systemen ist das Ziel des Nutzers weiterhin die Minimierung der
Ausführungszeit der Anwendung. Aus der Sicht des Betreibers des Grid-Systems
kann die Wirtschaftlichkeit ein Ziel sein. Von der Middleware-Lösung ausgehend
ist z. B. die Ausgewogenheit zwischen minimaler Ausführungszeit der Anwendungen
und der Leistungsaufnahme des Systems relevant.
Unabhängig davon, welche Art des Schedulings betrachtet wird und welches Opti-
malitätskriterium erfüllt werden soll, stellt sich die Frage, wie geeignete Scheduling-
algorithmen realisiert werden können. Das Problem des Schedulings ist bereits für
Single-Prozessor-Tasks mit einfachen Abhängigkeiten in Form von Ketten (chains)
und ein paralleles System mit zwei Prozessoren NP-hart [22]. Da das Scheduling
paralleler Tasks und paralleler Systeme mit beliebig vielen Prozessoren dem ge-
nannten Problem zusätzliche Komplexität hinzufügt, ist auch dieses NP-hart. Um
das Schedulingproblem dennoch lösen zu können, werden Heuristiken und Appro-
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ximationsalgorithmen genutzt, die versuchen der optimalen Lösung, die eigentlich
nicht bekannt ist, sehr nahe zu kommen.
2.3 Programmiermodell
In diesem Abschnitt werden das Programmiermodell der parallelen Tasks mit Ab-
hängigkeiten und das Scheduling für gemischt-parallele Anwendungen eingeführt.
Zielplattform
Im Programmiermodell der parallelen Tasks mit Abhängigkeiten wird ein paralleles
System mit verteiltem Speicher als Zielplattform vorausgesetzt. Die Zielplattform
kann sowohl ein homogenes paralleles System, z. B. ein Cluster, als auch ein hetero-
genes paralleles System, z. B. ein Cluster von Clustern, sein.
Ein homogenes paralleles System besteht aus P identischen Prozessoren, von de-
nen jeder eine eindeutige Prozessornummer zwischen 1 und P besitzt. Die Menge
der Prozessoren ist P = {1, . . . , P}. Das Verbindungsnetzwerk ist homogen, d. h. so-
wohl die Latenzzeit als auch die Bandbreite ist für alle Verbindungen zwischen den
Prozessoren identisch. Jeder Prozessor des homogenen parallelen Systems besitzt ei-
ne unabhängige Kommunikationshardware. Dadurch können sich Berechnungen und
Kommunikation überlappen.
Ein heterogenes paralleles System wird als Zusammenschluss verschiedener homo-
gener paralleler Systeme festgelegt. Die homogenen parallelen Systeme sind durch
verschiedene Verbindungsnetzwerke miteinander verbunden. Auch für heterogene
parallele Systeme gilt die Unabhängigkeit der Kommunikationshardware für die ein-
zelnen Prozessoren.
Task-Graph der gemischt-parallelen Anwendung
Im verwendeten Programmiermodell wird eine gemischt-parallele Anwendung als
Task-Graph G = (V,E) dargestellt. Dabei entspricht die Menge der Knoten V den
parallelen Tasks. Die Menge der Kanten E stellt die Abhängigkeiten zwischen den
parallelen Tasks dar. Der Task-Graph enthält eine Kante eu,v ∈ E mit u, v ∈ V,
wenn v ein direkter Nachfolger von u ist.
Es wird vorausgesetzt, dass der Task-Graph einen ausgezeichneten Startknoten
und einen ausgezeichneten Endknoten besitzt. Diese stellen den Eintrittspunkt in
die bzw. den Austrittspunkt aus der gemischt-parallelen Anwendung dar und mo-
dellieren die Ein- bzw. Ausgabedaten. Jeder Knoten v ∈ V besitzt Berechnungskos-
ten w. Die Berechnungskosten definieren die Ausführungszeit des parallelen Tasks in
Abhängigkeit der Anzahl verwendeter Prozessoren der Zielplattform. Sie werden als
monoton fallend mit steigender Prozessoranzahl vorausgesetzt. Die Berechnungskos-
ten der Knoten können entweder über ein entsprechendes Kostenmodell berechnet
oder durch Messungen ermittelt werden.
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Ein Knoten v ∈ V kann auf einer beliebigen nichtleeren Teilmenge gv ⊆ {1, . . . , P}
der verfügbaren Prozessoren eines homogenen parallelen Systems ausgeführt werden.
Dies gilt auch für heterogene parallele Systeme, für welche die parallelen Tasks je-
weils nur auf homogenen Teilen ausgeführt werden dürfen. Die Menge gv wird als
Prozessorgruppe bezeichnet. Die Größe einer Prozessorgruppe ist durch |gv| gegeben
und wird auch als Allokation bezeichnet. Die Prozessornummern der Prozessoren
einer Prozessorgruppe sind aufsteigend sortiert. Die Knoten des Task-Graphen, die
nicht durch einen Pfad verbunden sind, können gleichzeitig auf disjunkten Teilmen-
gen der Prozessoren ausgeführt werden. Die Ausführungszeit eines Knotens v auf
einer Anzahl an Prozessoren |gv| wird als wv(|gv|) angegeben.
Die Kanten des Task-Graphen entsprechen den Daten- und Kontrollabhängigkei-
ten der parallelen Tasks in der gemischt-parallelen Anwendung. Eine Kontrollab-
hängigkeit liegt vor, wenn die Ausführung eines Knotens des Task-Graphen beendet
sein muss, bevor die Ausführung eines anderen Knotens gestartet werden kann. Eine
Datenabhängigkeit tritt auf, wenn der Quellknoten einer Kante des Task-Graphen
Ausgabedaten erzeugt, die der Zielknoten der Kante des Task-Graphen für seine
Ausführung benötigt. Jede Kante eu,v ∈ E des Task-Graphen besitzt annotierte
Kommunikationskosten c als Kantengewicht. Das Kantengewicht ist von der Menge
an Daten data(eu,v) abhängig, die vom Quellknoten u zum Zielknoten v übertra-
gen werden müssen. Die Kommunikationskosten ergeben sich für Kanten, die Kon-
trollabhängigkeiten darstellen, zu Null und sind üblicherweise größer als Null für
Datenabhängigkeitskanten. Um die Kantenkosten möglichst genau zu modellieren,
werden sowohl Datenumverteilungen als auch mögliche Überlappungen von Quell-
und Zielprozessorgruppe in die Berechnung der Kantenkosten einbezogen. Die be-
nötigte Zeit für die Ausführung der Kommunikationsoperationen einer Kante eu,v
wird als ceu,v(data(eu,v)) angegeben.
Schedule
Die Ausführung einer gemischt-parallelen Anwendung basiert auf einem Schedule,
der jedem parallelen Task v ∈ V eine Prozessorgruppe gv und eine Startzeit tsv zu-
ordnet. Zusätzlich wird für jede Kante eu,v ∈ E die Startzeit tseu,v durch den Schedule
festgelegt. Die Prozessorgruppen für die Kanten ergeben sich implizit über die Pro-
zessorgruppen der verbundenen Knoten. Die Beendigungszeit tfv eines Knotens v ist
definiert als die Summe aus der Startzeit des Knotens tsv und der Ausführungszeit
wv(|gv|) des Knotens auf der berechneten Prozessorgruppe gv, d. h. tfv = tsv+wv(|gv|).
Die Startzeit einer Kante eu,v ist entweder gleich der Beendigungszeit des Quell-
knotens u oder größer als die Beendigungszeit des Quellknotens. Die Prozessorgrup-
pe einer Kante eu,v ist gegeben durch die Prozessorgruppe des Zielknotens v der
Kante. Das ist zweckmäßig, da der Zielknoten v in jedem Fall solange auf den Start
seiner Ausführung warten muss, bis alle eingehenden Daten auf dessen Prozessor-
gruppe verfügbar sind. Im Gegensatz dazu kann die Sendeoperation für Daten durch
die Nutzung nicht-blockierender Kommunikation versteckt werden. Dadurch können
unabhängige Knoten auf der Prozessorgruppe des Startknotens u der Kante parallel
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zur Sendeoperation ausgeführt werden. Die Beendigungszeit einer Kante eu,v ist die
Summe aus der Startzeit der Kante tseu,v und den ermittelten Kommunikationskosten
ceu,v(data(eu,v)), d. h. tfeu,v = tseu,v + ceu,v(data(eu,v)).
Jeder Prozessor der Zielplattform kann zu einem Zeitpunkt nur einen parallelen
Task ausführen (exklusive Prozessorzuordnung). Wenn ein paralleler Task gestartet
wurde, dann wird dieser bis zur vollständigen Abarbeitung ausgeführt, d. h. die pa-
rallelen Tasks sind non-preemptive. Weiterhin muss durch den Schedule sichergestellt
werden, dass alle von einem parallelen Task benötigten Daten auf der für den paral-
lelen Task berechneten Prozessorgruppe zur Verfügung stehen (gültige Startzeiten).
Das bedeutet, dass alle Vorgänger im Task-Graphen ihre Ausführung beendet haben
und die notwendigen Datenumverteilungen abgeschlossen sein müssen.
Daraus ergibt sich die folgende Definition eines gültigen Schedules. Ein Schedule
wird als gültig bezeichnet, wenn die Eigenschaften 1 und 2 gegeben sind:
1. Exklusive Prozessorzuordnung: Für alle Knoten u, v ∈ V mit tsu < tsv gilt:
Wenn g(u) ∩ g(v) 6= ∅, dann folgt tfu ≤ tsv.




Der Makespan eines Schedules ist definiert als die Zeit, die zwischen dem Start
der Ausführung der gemischt-parallelen Anwendung und der Beendigung der Aus-
führung des letzten parallelen Tasks der gemischt-parallelen Anwendung vergeht,
d. h. max{tfv}. Das Ziel des Schedulings für eine gegebene gemischt-parallele An-
wendung und eine Zielplattform ist die Berechnung eines gültigen Schedules mit
minimalem Makespan.
Darstellung des Schedules als Gantt-Diagramm
Ein Schedule kann in Form eines zweidimensionalen Gantt-Diagramms mit den
Prozessoren der Zielplattform als Abszisse und der Ausführungszeit der gemischt-
parallelen Anwendung als Ordinate dargestellt werden. Die Ausführung eines Kno-
tens v des Task-Graphen wird durch ein (oder mehrere) Rechtecke im Gantt-
Diagramm dargestellt. Dabei begrenzen die Startzeit tsv und die Endzeit tfv des Kno-
tens das Rechteck vertikal und die Prozessoren der Prozessorgruppe gv ergeben die
horizontale Begrenzung. Wenn die Prozessorgruppe des Knotens zusammenhängend
ist, dann ergibt sich genau ein Rechteck im Gantt-Diagramm. Die kleinste und die
größte Prozessornummer in gv begrenzen dieses Rechteck horizontal. Eine Prozessor-
gruppe ist zusammenhängend, wenn die enthaltenen Prozessoren eine fortlaufende
Prozessornummer ohne Unterbrechung besitzen.
Die gleiche Darstellung gilt für die Kanten des Task-Graphen. Allerdings werden
Kanten deren Kommunikationskosten gleich Null sind nicht im Gantt-Diagramm
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Abbildung 2.2: Task-Graph (links) und ein möglicher gültiger Schedule als Gantt-
Diagramm (rechts). Die Kanten werden als Kontrollabhängigkeiten ohne Kommuni-
kationskosten betrachtet.
dargestellt. In einem gültigen Schedule gibt es durch die Forderungen nach exklusiver
Prozessorzuordnung und gültigen Startzeiten keine Überlappung von Elementen.
Abbildung 2.2 zeigt einen Task-Graphen (links) und einen möglichen gültigen
Schedule für ein homogenes paralleles System mit vier Prozessoren als Gantt-
Diagramm (rechts). Der Knoten v1 wird auf der Prozessorgruppe gv1 = {1, 2, 3, 4}
zum Zeitpunkt tsv1 = 0 gestartet. Danach werden die Knoten v2 und v3 parallel
auf den disjunkten Prozessorgruppen gv2 = {1, 2} und gv3 = {3, 4} ausgeführt. Der
Knoten v4 ist ein Nachfolger der Knoten v1 und v2. Er wird auf der Prozessorgrup-
pe gv4 = {1, 2, 3, 4} zum Zeitpunkt tsv4 = max{tfv1 , tfv2} = 5 gestartet. Die Kanten
werden als Kontrollabhängigkeitskanten ohne Kosten angenommen. Der Makespan
des betrachteten Schedules beträgt tfv4 = 6,25.
2.4 Layer-basierte Schedulingalgorithmen
Layer-basierte Schedulingalgorithmen stellen die Grundlage für den Optimierungsal-
gorithmus Move-blocks dar. Daher sollen die grundlegende Arbeitsweise und wichtige
Vertreter an dieser Stelle vorgestellt werden. Die layer-basierten Schedulingalgorith-
men setzen ein homogenes paralleles System als Zielplattform voraus.
Wie bereits in Abschnitt 2.1.2 vorgestellt, existieren zahlreiche Schedulingalgo-
rithmen für gemischt-parallele Anwendungen auf der Basis von parallelen Tasks
mit Abhängigkeiten. Eine mögliche Herangehensweise stellt dabei die Methodik des
layer-basierten Schedulings [28] dar, die es ermöglicht Schedulingalgorithmen für un-
abhängige parallele Tasks auf gemischt-parallele Anwendungen mit expliziten Ab-
hängigkeiten anzuwenden. Layer-basierte Schedulingalgorithmen
1. verkleinern den Lösungsraum für das Scheduling durch die Ersetzung von li-
nearen Ketten von Knoten des Task-Graphen durch einen einzelnen Knoten,
2. erzeugen Layer unabhängiger Knoten,
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3. führen einen Schedulingalgorithmus für parallele Tasks ohne Abhängigkeiten
für jeden der erzeugten Layer aus, was zu Layer-Schedules führt, und
4. fügen den Schedule der gemischt-parallelen Anwendung unter Beachtung von
Vorrangsbedingungen aus den berechneten Layer-Schedules zusammen.
Die grundlegenden Phasen der Methodik des layer-basierten Schedulings wurden
in [76] eingeführt. Diese beinhalten die vier genannten Phasen, wobei ein festgeleg-
ter Algorithmus (TwoL-Level) für das Scheduling der Layer unabhängiger Knoten
eingesetzt wird. Die Algorithmen Approx-2 [60], Approx-
√
3 [63] und Approx-32 [64]
sind Schedulingalgorithmen für parallele Anwendungen mit unabhängigen parallel-
en Tasks. Diese können als Alternative im Schritt des Layer-Schedulings (3) einge-
setzt werden. In der nachfolgenden Beschreibung der Schedulingalgorithmen wird
die Menge der Knoten eines Layers als L und die Anzahl dieser Knoten als L be-
zeichnet.
2.4.1 TwoL-Level
Der Algorithmus TwoL-Level partitioniert die Menge der verfügbaren Prozessoren P
der Zielplattform in κ Prozessorgruppen g1, . . . , gκ ungefähr gleicher Größe. Jede der
Prozessorgruppen ist für die Ausführung einer Teilmenge der Knoten L des Layers
zuständig. Der optimale Wert für κ wird aus dem Bereich [1, . . . ,min{P,L}] aus-
gewählt, sodass ein minimaler Makespan erreicht wird. Die Zuweisung der Knoten
v ∈ L zu den Prozessorgruppen geschieht über eine List-Scheduling-Heuristik. In je-
dem Schritt der ausgeführten Iteration wird der Knoten aus den verbleibenden Kno-
ten ausgewählt, der die größte Ausführungszeit hat. Ihm wird die Prozessorgruppe
zur Ausführung zugewiesen, die als erstes verfügbar ist. Nachdem jedem Knoten eine
der Prozessorgruppen zugewiesen wurde, wird ein Gruppenanpassungsschritt aus-
geführt. Der Gruppenanpassungsschritt soll Lastenungleichgewichte zwischen den
Prozessorgruppen verringern, indem Prozessoren von Prozessorgruppen mit niedri-
ger Auslastung an Prozessorgruppen mit hoher Auslastung abgegeben werden. Ab-
bildung 2.3 zeigt einen durch Anwendung von TwoL-Level erzeugten Layer-Schedule.
2.4.2 Approx-2
Der Schedulingalgorithmus [60] ist ein Approximationsalgorithmus für das Schedul-
ing einer Menge von unabhängigen parallelen Tasks mit einer relativen Gütegarantie
von zwei. Er liefert einen Schedule, dessen Makespan maximal doppelt so groß ist,
wie der Makespan einer optimalen Lösung. Der Approximationsalgorithmus par-
titioniert die Menge der Knoten eines Layers L in zwei Teilmengen PAR(τ) and
SEQ(τ) in Abhängigkeit eines Wertes τ . Die Teilmenge SEQ(τ) umfasst alle Kno-
ten, deren sequentielle Ausführungszeit auf einem Prozessor kleiner als oder gleich
τ ist. Die Knoten in SEQ(τ) werden im Schedule auf einem Prozessor ausgeführt.
Für jeden der Knoten der Teilmenge PAR(τ) wird die minimal benötigte Anzahl
an Prozessoren berechnet, damit eine Ausführungszeit kleiner als τ resultiert.
26
2.4 Layer-basierte Schedulingalgorithmen




g1 g2 g3 g4
Abbildung 2.3: Beispiel eines durch TwoL-Level erzeugten Layer-Schedules. Als
optimaler Wert von κ wurde vier bestimmt. Daraus resultieren die Prozessorgruppen
g1, . . . , g4 mit jeweils vier Prozessoren. Die Prozessorgruppen g3 und g4 wurden im
Gruppenanpassungsschritt verändert, wodurch sich die Größen der Prozessorgrup-
pen zu |g1| = 4, |g2| = 4, |g3| = 5 und |g4| = 3 ergeben.
Der Schedule wird gebildet, indem die Knoten aus PAR(τ) zum Zeitpunkt Null
auf disjunkten Teilmengen der Prozessoren ausgeführt werden. Die Größen der Pro-
zessorgruppen der Knoten entsprechen den vorher berechneten minimalen Anzahlen.
Der Wert von τ wird geeignet bestimmt, um die Anzahl der Prozessoren der Ziel-
plattform nicht zu überschreiten. Die Knoten in SEQ(τ) werden zuerst anhand
ihrer sequentiellen Ausführungszeiten absteigend sortiert und dann mittels einer
List-Scheduling-Heuristik auf die verbleibenden freien Prozessoren verteilt.
Das Scheduling hängt in hohem Maße von einem geeigneten Wert für τ ab. Die
Bestimmung eines optimalen Wertes für τ erfolgt in zwei Schritten.
1. Als erstes wird eine Liste mit P möglichen Kandidatenwerten berechnet. Der
erste Eintrag in der Liste führt zu einer Partitionierung mit PAR(τ) = ∅
und SEQ(τ) entspricht L. Der jeweils nächstkleinere Kandidatenwert wird
berechnet, indem dem Knoten mit der bzgl. der aktuellen Allokationen größten
Ausführungszeit ein zusätzlicher Prozessor zugewiesen wird.
2. Im zweiten Schritt wird eine binäre Suche über die Kanditatenwertliste aus-
geführt. Für jeden berechneten Wert von τ wird ein Schedule berechnet. Der
Schedule mit dem kleinsten Makespan wird als Schedule des Layers ausgege-
ben.





Die beiden folgenden Schedulingalgorithmen gehören zur Klasse der dualen Appro-
ximationsalgorithmen. Die Methode der dualen Approximation [41] ist wie folgt
definiert. Ein dualer θ-Approximationsalgorithmus für das Scheduling erwartet ne-
ben dem Schedulingproblem eine reelle Zahl d als Eingabe und liefert entweder einen
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Abbildung 2.4: Beispiel eines durch Approx-2 erzeugten Layer-Schedules. Die
Teilmenge SEQ(τ) enthält fünf Knoten. Diesen Knoten wurde entweder der ers-
te oder der zweite Prozessor der Zielplattform zur Ausführung zugewiesen. Den drei
Knoten der Teilmenge PAR(τ) wurde jeweils ein Teil der Prozessoren 3 bis 16 zur
Ausführung zugewiesen.
Schedule mit Makespan von maximal θd oder die Aussage, dass kein solcher Schedule
mit Makespan kleiner als oder gleich d existiert, als Ergebnis.
Der duale
√
3-Approximationsalgorithmus [63] berechnet den Schedule eines
Layers durch Berechnen einer Allokation für die Knoten des Layers und der anschlie-
ßenden Ausführung eines List-Scheduling-Schrittes. Die Allokationen werden durch
die Lösung eines Knappsack-Optimierungsproblems [69] berechnet. Der endgültige
Schedule wird aus zwei einfach-strukturierten Ablagefächern (shelves) zusammen-
gesetzt. Die Ablagefächer werden durch einen dualen Approximationsalgorithmus
bestimmt. Das erste Ablagefach enthält in Bezug auf die Ausführungszeit große
Knoten. Die Ausführung der Knoten startet zum Zeitpunkt Null im Layer-Schedule.
Das zweite Ablagefach enthält kleine Knoten, die nach den Knoten des ersten Ab-
lagefachs abgearbeitet werden.
Als erstes bestimmt der Algorithmus die minimale Allokation für jeden Knoten
v ∈ L, sodass die Ausführungszeit wv(|gv|) den gegebenen Wert d nicht übersteigt.
Anschließend werden die Knoten in drei Teilmengen aufgeteilt. Die Teilmenge S1
enthält große Knoten, für die wv(|gv|) > λ, λ =
√
3d − d gilt. Alle Knoten mit
1
2d ≤ wv(|gv|) ≤ λ werden in die Teilmenge S2 einsortiert und die Teilmenge S3
enthält die kleinsten Knoten mit einer Ausführungszeit wv(1) < 12d. Die Knoten aus
S1, die in das erste Ablagefach passen ohne die Prozessoranzahl und die maximale
Höhe d zu übersteigen, werden auf der berechneten minimalen Allokation im ersten
Ablagefach ausgeführt. Die Knoten der Teilmengen S2 und S3 werden direkt in
das zweite Ablagefach unter Nutzung der berechneten Allokation einsortiert. Die
Knoten aus S3 werden auf einem Prozessor ausgeführt. Die verbleibenden freien
Prozessoren im zweiten Ablagefach werden für Knoten aus S1 genutzt, die nicht
in das erste Ablagefach passen ohne die Grenze d zu überschreiten. Diese Knoten
bilden eine vierte Teilmenge, die als S ′1 bezeichnet wird. Abbildung 2.5 zeigt einen
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Abbildung 2.5: Beispiel eines durch Approx-
√
3 erzeugten Layer-Schedules. Die
Teilmengen S1, S2, S3 und S ′1 sind durch unterschiedliche Grautöne hervorgehoben.
Die Knoten der Teilmenge S1 werden zum Zeitpunkt Null im ersten Ablagefach aus-
geführt. Das erste Ablagefach erstreckt sich vom Zeitpunkt Null bis zum Zeitpunkt
d. Die verbleibenden Knoten der Teilmenge S1, die nicht in das erste Ablagefach
einsortiert werden konnten, werden als Teilmenge S ′1 im zweiten Ablagefach parallel
zu den Knoten der Teilmengen S2 und S3 ausgeführt. Die Ausführung der Knoten




Der duale 32 -Approximationsalgorithmus [64] erzeugt Layer-Schedules bestehend aus
zwei Ablagefächern mit den Höhen d und d/2. Der Algorithmus geht davon aus, dass
ein optimaler Schedule zwei Grundeigenschaften erfüllt:
1. Im optimalen Schedule ist die Ausführungszeit jedes Knotens kleiner als d.
2. Werden in einem optimalen Schedule zwei Knoten nacheinander auf sich über-
schneidenden Prozessorgruppen ausgeführt, so hat einer der beiden eine Aus-
führungszeit kleiner als d2 .
Als erstes entfernt der Algorithmus die Teilmenge TS kleiner Knoten mit einer
Ausführungszeit wv(1) < d/2 aus der Menge der Knoten des Layers L. Für die ver-
bleibenden Knoten wird jeweils eine Allokation bestimmt, die eine Ausführungszeit
kleiner als d liefert. Diese Knoten werden in zwei weitere Teilmengen T1 und T2
aufgeteilt. Dabei beinhaltet T1 alle Knoten mit wv(|gv|) > d2 . Die T2 zugeordneten
Knoten besitzen eine parallele Ausführungszeit von wv(|gv|) ≤ d2 . Die optimalen
Allokationen werden durch die Lösung eines Knappsack-Optimierungsproblems be-
stimmt.
Der initiale Schedule wird erzeugt, indem die Ausführung der Knoten aus der
Teilmenge T1 zum Zeitpunkt Null im ersten Ablagefach gestartet wird. Die Knoten
der Teilmenge T2 werden zum Zeitpunkt d im zweiten Ablagefach gestartet. Dabei
kann es vorkommen, dass ein ungültiger Schedule entsteht, da den Knoten aus T2
insgesamt mehr als P Prozessoren über die Allokationen zugeteilt werden. In die-
sem Fall wird solange eine von drei möglichen Transformationen angewandt, bis ein
gültiger Schedule vorliegt. Durch die Transformationen wird eine neue Teilmenge
der Knoten S0 erzeugt, deren Knoten aus den Teilmengen T1 und T2 entnommen
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Abbildung 2.6: Beispiel eines durch Approx-32 erzeugten Layer-Schedules. Die
Teilmengen T1, T2, TS und S0 sind mittels verschiedener Grautöne hervorgehoben.
Die Knoten von T1 werden im ersten Ablagefach und die Knoten von T2 werden im
zweiten Ablagefach abgearbeitet. Der einzelne Knoten von TS wurde einem unge-
nutzten Prozessor des ersten Ablagefachs zugewiesen. Die Teilmenge S0 nutzt beide
Ablagefächer für die Ausführung der enthaltenen Knoten.
werden. Im endgültigen Schedule werden Knoten aus S0 zum Zeitpunkt Null gestar-
tet und können über beide Ablagefächer laufen. Am Ende werden die Knoten aus
der Menge TS auf die verbleibenden freien Prozessoren verteilt. Abbildung 2.6 zeigt
einen durch Anwendung von Approx-32 erzeugten Layer-Schedule.
2.5 Zusammenfassung
In diesem Kapitel wurde eine Einführung in das Programmiermodell der parallelen
Tasks mit Abhängigkeiten und in gemischt-parallele Anwendungen gegeben.
Beginnend mit einer Einordnung der zentralen Begriﬄichkeiten, die mit gemischt-
parallelen Anwendungen in verschiedensten Formen einhergehen, wurden die ver-
schiedenen Ansätze in ihrem zeitlichen Aufkommen dargelegt und die zu Grunde
liegenden Modelle vorgestellt. Hierbei wurde verdeutlicht, dass Begriffe in dieser
Domäne nicht immer eindeutig gebraucht werden und für Sachverhalte mehrere Be-
griffe in der Literatur zu finden sind.
Nach der Einführung der Begriffe erfolgte eine Vorstellung verwandter Arbeiten
auf dem Gebiet der gemischt-parallelen Anwendungen. Die Darstellung gemischt-
paralleler Anwendungen als Task-Graph wurde erläutert und Grundlagen zum
Scheduling gemischt-paralleler Anwendungen wurden eingeführt.
Den Abschluss des Kapitels bildeten die Definition des verwendeten Programmier-
modells und die Darstellung der Methodik des layer-basierten Schedulings. Weiterhin





In diesem Kapitel soll ein Optimierungsalgorithmus für beliebige layer-basierte
Schedulingalgorithmen vorgestellt werden. Der Algorithmus Move-blocks [53] be-
wegt Blöcke von parallelen Tasks eines layer-basierten Schedules von einem Layer-
Schedule in den vorhergehenden Layer-Schedule, um die Ausführungszeit der
gemischt-parallelen Anwendung zu reduzieren. Geeignete Blöcke von parallelen
Tasks werden durch den Algorithmus Find-blocks identifiziert, der zusammen mit
dem Algorithmus Move-blocks angewandt wird.
Für eine Einordnung des Algorithmus Move-blocks wird er auf die vier in Ab-
schnitt 2.4 vorgestellten layer-basierten Schedulingalgorithmen angewandt. Es wird
eine detaillierte Auswertung für eine große Anzahl an Testfällen gegeben.
3.1 Motivation und Einführung
Layer-basierte Schedulingalgorithmen liefern bzgl. des Makespans des berechne-
ten Schedules etwas schlechtere, aber trotzdem gute Ergebnisse im Vergleich zu
Allokations- und Schedulingalgorithmen. Sie haben jedoch den großen Vorteil sehr
schnell zu sein, siehe [29]. Der Grund für die etwas schlechteren Ergebnisse ist, dass
die Berechnung der Schedules zwei Einschränkungen unterliegt.
Zum einen wird nur ein Teil der Knoten des Task-Graphen für die Ausführung des
Schedulings unabhängiger paralleler Tasks herangezogen. Dadurch kann die insge-
samt optimale Lösung nur schwer bestimmt werden. Da diese Einschränkung direkt
durch die Arbeitsweise von layer-basierten Schedulingalgorithmen gegeben ist, kann
sie nicht verbessert werden.
Zum anderen existieren in der Regel ungenutzte Prozessoren am Ende eines
Layer-Schedules im zusammengesetzten globalen Schedule. Ein Prozessor ist in ei-
nem Zeitintervall ungenutzt, wenn er darin nicht für Berechnungen oder Kommu-
nikationsoperationen verwendet wird. Das Vorhandensein ungenutzter Prozessoren
wird durch den vorgestellten Approximationsalgorithmus Move-blocks verringert.
Der Algorithmus Move-blocks versucht die ungenutzte Prozessorzeit am Ende der
Layer-Schedules zu minimieren und damit den Makespan des globalen Schedules der
gemischt-parallelen Anwendung zu reduzieren. Die ungenutzte Prozessorzeit am En-
de eines Layer-Schedules entspricht der Summe der Zeitintervalle der ungenutzten
Prozessoren am Ende des Layer-Schedules.
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Der Algorithmus Move-blocks arbeitet auf der Darstellung eines Schedules als
Gantt-Diagramm. Der Schedule von layer-basierten Schedulingalgorithmen ist aus
Layer-Schedules zusammengesetzt. Die Layer-Schedules werden nacheinander basie-
rend auf den gegebenen Vorrangsbedingungen verarbeitet. Der Algorithmus Move-
blocks wird dabei auf jeden Layer-Schedule separat angewandt. In jedem Schritt der
Ausführung wird der aktuelle Layer-Schedule der Knotenmenge L bestehend aus
L Knoten zusammen mit dem im Gantt-Diagramm vorhergehenden Layer-Schedule
der Knotenmenge Lpre mit Lpre Knoten betrachtet.
Ein Layer-Schedule entspricht einer sortierten Menge von Knoten mit Zusatzinfor-
mationen. Die Zusatzinformationen für jeden Knoten sind die berechnete Startzeit,
die zugewiesene Prozessorgruppe und die Beendigungszeit des Knotens im Layer-
Schedule. Das Sortierkriterium ist die Startzeit der Knoten. Sofern die Startzeit
zweier Knoten identisch ist, wird als zweites Sortierkriterium die kleinste Prozessor-
nummer der Prozessorgruppen der Knoten angewandt.
Der Algorithmus Move-blocks bewegt Allgemeine Blöcke eines Layer-Schedules
anstelle einzelner Knoten. Die Aufteilung eines Layer-Schedules in Allgemeine Blöcke
entspricht einer horizontalen Zerlegung des Layer-Schedules.
Allgemeiner Block
Ein Allgemeiner Block B = (VB, tsB, t
f
B, gB) in einem Layer-Schedule der Knoten-
menge L entspricht einem Rechteck im Gantt-Diagramm, das eine Menge an Kno-
ten und deren zugehörige Rechtecke im Gantt-Diagramm umfasst. Ein Allgemeiner
Block wird definiert durch eine Menge an Knoten VB ⊆ L, eine Startzeit tsB, ei-
ne Beendigungszeit tfB und eine Prozessorgruppe gB. Dabei müssen die folgenden
Eigenschaften erfüllt sein:
• Ein Allgemeiner Block startet zum Zeitpunkt Null im zugehörigen Layer-
Schedule, wodurch seine Startzeit tsB definiert ist.
• Die Prozessorgruppe gv jedes Knotens v, der in der Knotenmenge des All-
gemeinen Blocks enthalten ist, ist eine Teilmenge der Prozessorgruppe des
Allgemeinen Blocks, d. h. gv ⊆ gB für alle v ∈ VB.
• Alle Knoten, die auf einer Teilmenge der Prozessoren gB ausgeführt werden,
gehören zu VB.
• Die späteste Beendigungszeit eines Knotens in VB definiert die Beendigungs-
zeit tfB des Allgemeinen Blocks.
• Ein Allgemeiner Block ist minimal, d. h. es ist nicht möglich den Allgemeinen
Block in kleinere Allgemeine Blöcke zu zerlegen.
Ein Spezialfall des Allgemeinen Blocks ist der Einfache Block. In einem Einfachen
Block ist die Prozessorgruppe eines jeden Knotens des Einfachen Blocks identisch
zur Prozessorgruppe des Einfachen Blocks. Einfache Blöcke sind in Layer-Schedules
zu finden, die eine blockbasierte Struktur besitzen. Dabei bedeutet blockbasierte
Struktur , dass zwei Knoten des Layers im Layer-Schedule entweder auf derselben
Prozessorgruppe ausgeführt werden sollen oder disjunkten Prozessorgruppen zuge-
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Abbildung 3.1: Layer-Schedule bestehend aus zwei Allgemeinen Blöcken (links),
die durch unterschiedliche Grautöne hervorgehoben sind. Der Allgemeine Block mit
den Knoten VB = {v3, v5} ist auch ein Einfacher Block. Auf der rechten Seite der
Abbildung sind ein Allgemeiner Block bestehend aus den Knoten v1, v2 und v4 und
die Parameter dargestellt, die jeden Allgemeinen Block definieren.
wiesen werden. Layer-Schedules, die durch die Schedulingalgorithmen TwoL-Level
und Approx-2 erzeugt werden, haben eine blockbasierte Struktur und lassen sich
in Einfache Blöcke zerlegen. Im Gegensatz dazu müssen Layer-Schedules, die von
Approx-
√
3 und Approx-32 berechnet werden, in Allgemeine Blöcke aufgeteilt wer-
den. Sie besitzen i. d. R. keine blockbasierte Struktur.
Die verwendete Herangehensweise, Allgemeine Blöcke anstatt einzelner Knoten zu
verschieben, wurde ausgewählt, da die Layer-Schedules durch technisch ausgefeilte
Schedulingalgorithmen berechnet werden. Das Verschieben von Allgemeinen Blöcken
erhält die berechnete Struktur der Schedules daher weitestmöglich bei. Weiterhin er-
möglicht die entstehende horizontale Aufteilung der Layer-Schedules die Vermeidung
komplexer Verschiebeoperationen der Knoten im Schedule.
Abbildung 3.1 (links) zeigt einen Layer-Schedule der zwei Allgemeine Blöcke ent-
hält. In Abbildung 3.1 (rechts) wird ein Allgemeiner Block mit seinen definierenden
Parametern dargestellt.
3.2 Bestimmung von Allgemeinen Blöcken – der
Algorithmus Find-blocks
Um den Algorithmus Move-blocks ausführen zu können, ist die Bestimmung von
Allgemeinen Blöcken in einem Layer-Schedule notwendig.
Der Algorithmus zum Bestimmen von Allgemeinen Blöcken setzt voraus, dass die
Prozessorgruppen der Knoten des Layer-Schedules zusammenhängend sind. Diese
Voraussetzung wird von allen betrachteten layer-basierten Schedulingalgorithmen
erfüllt. Die Eingabe des Algorithmus ist ein Layer-Schedule der Knotenmenge L.
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Algorithmus 3.1: Algorithmus Find-blocks – blockbasiert
1 begin
2 foreach Knoten v der sortierten Menge L do
3 if es gibt einen Teilblock B mit gB = gv then
4 Füge v zu B hinzu und passe VB und tfB an
5 else
6 Erzeuge einen neuen minimalen Teilblock B mit dem Knoten v
7 end
8 end
9 Speichere die Teilblöcke als Einfache Blöcke
10 end
Für das Bestimmen der Allgemeinen Blöcke existieren zwei Algorithmen. Wenn
der Layer-Schedule eine blockbasierte Struktur besitzt, dann wird der Algorithmus
„Find-blocks – blockbasiert“ ausgeführt. In allen anderen Fällen kommt der Algo-
rithmus „Find-blocks – allgemein“ zur Anwendung.
Die folgenden Strukturen werden für die Ausführung der beiden Algorithmen zum
Bestimmen der Allgemeinen Blöcke verwendet:
• Ein minimaler Teilblock ist ein Teilblock, der einen einzelnen Knoten enthält
und zum Zeitpunkt Null des Layer-Schedules startet. Die Prozessorgruppe
des minimalen Teilblocks ist identisch zur Prozessorgruppe des enthaltenen
Knoten.
• Ein Teilblock ist ein partieller Allgemeiner Block. Partiell bedeutet dabei, dass
die geforderten Eigenschaften eines Allgemeinen Blocks nicht vollständig er-
füllt sein müssen.
3.2.1 Find-blocks – blockbasiert
Der Algorithmus Find-blocks – blockbasiert bestimmt die Einfachen Blöcke, indem
er alle Knoten des Layer-Schedules basierend auf der Sortierreihenfolge betrachtet,
siehe Algorithmus 3.1. Ein Knoten ist entweder ein minimaler Teilblock oder Teil
eines bereits existierenden Teilblocks. Wenn der betrachtete Knoten v ein neuer
minimaler Teilblock ist, dann wird die zugehörige Blockstruktur B = ({v}, 0, tfv , gv)
erzeugt. Ist dies nicht der Fall, wird der Knoten v zum bereits existierenden Teilblock
B mit identischer Prozessorgruppe hinzugefügt. Das Hinzufügen geschieht, indem v
zur Menge der Knoten des Teilblocks hinzugefügt wird und die Beendigungszeit des
angepassten Teilblocks zumax {tfB, tfv} gesetzt wird. Nachdem alle Knoten des Layer-
Schedules betrachtet wurden, entsprechen die erzeugten Teilblöcke den Einfachen
Blöcken des Layer-Schedules.
Für die Überprüfung, ob es bereits einen Teilblock gibt, der eine identische Prozes-
sorgruppe wie ein Knoten besitzt, werden alle bereits erzeugten Teilblöcke in einer
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Tabelle, genannt Blocktabelle, gespeichert. Der Index eines Teilblocks in der Blockta-
belle entspricht der ersten Prozessornummer der Prozessorgruppe des Teilblocks. Da
die Prozessornummern der Prozessorgruppen in aufsteigender Reihenfolge sortiert
sind und der Layer-Schedule eine blockbasierte Struktur besitzt, sind die Prozessor-
nummern der Teilblöcke eindeutig.
3.2.2 Find-blocks – allgemein
Wenn der Layer-Schedule keine blockbasierte Struktur besitzt, dann müssen zusätz-
liche Schritte durch den Algorithmus Find-blocks zur Bestimmung der Allgemeinen
Blöcke ausgeführt werden. Der Algorithmus Find-blocks – allgemein nutzt die Tat-
sache aus, dass jeder Knoten, der zum Zeitpunkt Null des Layer-Schedules gestartet
werden soll, ein Kandidat für einen Allgemeinen Block, also ein minimaler Teilblock,
ist. Durch die Erweiterung der minimalen Teilblöcke können alle Allgemeinen Blö-
cke in einem Layer-Schedule bestimmt werden. Die entstehenden Allgemeinen Blöcke
sind minimal. Die Erweiterung geschieht vertikal und horizontal in der Darstellung
des Layer-Schedules als Gantt-Diagramm. Der Algorithmus Find-blocks – allgemein
führt drei Schritte aus, um die Allgemeinen Blöcke zu bestimmen.
Schritt 1 ermittelt die minimalen Teilblöcke durch eine Iteration über die Knoten
L des Layer-Schedules. Solange der aktuell betrachtete Knoten v zum Zeitpunkt
Null im Layer-Schedule gestartet werden soll, wird ein neuer minimaler Teilblock
B = ({v}, 0, tfv , gv) erzeugt. Wenn der erste Knoten, für den dies nicht mehr zutrifft,
betrachtet wird, dann wurden alle minimalen Teilblöcke gefunden.
Um den nachfolgenden Schritt zu vereinfachen, wird eine Tabelle erzeugt, die
den erzeugten minimalen Teilblock für jeden Prozessor der Zielplattform speichert.
Diese Prozessor-Block-Tabelle wird auch als p-B-table bezeichnet, und es gilt p-B-
table(p) = B, wenn p ∈ gB. Zusätzlich wird für jede Kombination aus minimalem
Teilblock B und Knoten v ∈ VB die Anzahl der Prozessoren gespeichert, die sowohl
in der Prozessorgruppe gv von v als auch in der Prozessorgruppe gB des Teilblocks
enthalten sind. Dazu dient die Datenstruktur pNum, für die gilt: pNum(B, v) =
|gB ∩ gv|. Dabei sei angemerkt, dass die Forderung gv ⊆ gB für Allgemeine Blöcke
nicht für Teilblöcke gelten muss.
Schritt 2 erweitert die minimalen Teilblöcke vertikal in der Darstellung des Layer-
Schedules als Gantt-Diagramm. Dazu werden alle Knoten, die nach einem minimalen
Teilblock auf der Prozessorgruppe des minimalen Teilblocks ausgeführt werden sol-
len, zum minimalen Teilblock hinzugefügt. Daraus resultieren Teilblöcke.
Um die vertikale Erweiterung der minimalen Teilblöcke zu berechnen, wird über
die Knoten des Layer-Schedules iteriert. Die Iteration beginnt mit dem ersten Kno-
ten, der nicht zu einem minimalen Teilblock geführt hat. Dies ist der erste Knoten
mit tsv 6= 0 in der sortierten Knotenmenge L. Die Nutzung der erzeugten p-B-table
erlaubt die einfache Bestimmung der minimalen Teilblöcke, zu denen ein Knoten
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hinzugefügt werden muss. Beim Hinzufügen eines Knotens v zu einem bestehenden
(minimalen) Teilblock B wird der Knoten in die Knotenmenge VB aufgenommen
und die neue Beendigungszeit entspricht max {tfB, tfv}. Sowohl die Startzeit als auch
die Prozessorgruppe des Teilblocks bleiben unverändert.
Auf Grund der Tatsache, dass der Layer-Schedule keine blockbasierte Struktur
besitzen muss, kann ein Knoten zu mehreren Teilblöcken hinzugefügt werden. Jeder
Knoten ist Teil jedes Teilblocks mit dessen Prozessorgruppe sich die Prozessorgruppe
des Knotens überlappt. Wie schon in Schritt 1 wird die Anzahl der Prozessoren
der Knoten, die sich mit der Prozessorgruppe des Teilblocks überschneiden, in der
Datenstruktur pNum gespeichert.
Nachdem Schritt 2 abgeschlossen ist, wurde jeder Knoten mindestens einem Teil-
block zugewiesen.
Schritt 3 erweitert die Teilblöcke horizontal in der Darstellung des Layer-Schedules
als Gantt-Diagramm. Dazu werden jeweils zwei Teilblöcke zu einem neuen Teilblock
zusammengefasst, wenn mindestens einer der Knoten der Teilblöcke in beiden Teil-
blöcken enthalten ist. Dieser Schritt nutzt die Eigenschaft der Prozessorgruppen
aus, dass diese zusammenhängend sind. Dadurch müssen alle Teilblöcke, zu denen
ein Knoten gehört, in Bezug auf die Prozessorgruppe benachbart sein.
Der Algorithmus iteriert im dritten Schritt über die Teilblöcke. Dabei werden die
Teilblöcke anhand der kleinsten Prozessornummer der zugehörigen Prozessorgruppe
sortiert betrachtet. Die Iteration startet mit dem Teilblock dessen Prozessorgruppe
den Prozessor mit Prozessornummer 1 enthält. Wenn die Prozessorgruppen aller
Knoten des Teilblocks Teilmengen der Prozessorgruppe des Teilblocks sind, dann
entspricht der Teilblock einem Allgemeinen Block. Ein solcher Teilblock wird auch
kompletter Teilblock genannt.
Die Überprüfung, ob ein Teilblock einem kompletten Teilblock entspricht, wird
durch die Funktion Complete(B) ausgeführt. Complete(B) nutzt zur Überprüfung
die Daten der Datenstruktur pNum für jeden Knoten v des Teilblocks B. Der Wert
von pNum(B, v) wird mit der Prozessoranzahl |gv| verglichen. Wenn die beiden
Werte gleich sind, dann befindet sich das Rechteck von v gänzlich innerhalb des
Rechtecks von B im Gantt-Diagramm.
Wenn der aktuell betrachtete Teilblock kein kompletter Teilblock ist, dann wird er
mit dem nachfolgenden Teilblock zu einem neuen Teilblock verbunden. Die Verbin-
dung von zwei Teilblöcken wird durch die Funktion Concatenate(B, B′) realisiert.
Sie beinhaltet die folgenden Teilschritte:
• Vereinigung der Knotenmengen der beiden Teilblöcke B und B′.
• Anpassung der Beendigungszeit des resultierenden Teilblocks zu max {tfB, tfB′}.
• Vereinigung der Prozessorgruppen der beiden Teilblöcke.
• Aktualisierung der Anzahl an Prozessoren der Knoten im Teilblock in der
Datenstruktur (pNum) für jeden Knoten des neuen Teilblocks.
Die Überprüfung und Verbindung geschieht solange, bis der Teilblock ein kompletter
Teilblock und damit ein Allgemeiner Block ist.
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Algorithmus 3.2 verdeutlicht die drei Schritte des Algorithmus Find-blocks – allge-
mein. Die Schritte 1 und 2 sind in einer einzelnen Iteration implementiert, die einmal
über alle Knoten der sortierten Menge L läuft. Als erstes werden alle Knoten mit
einer Startzeit von Null betrachtet (if-Teil). Danach werden die Knoten betrachtet,
deren Ausführung später gestartet werden soll (else-Teil).
Algorithmus 3.2: Algorithmus Find-blocks – allgemein
1 begin
2 Initialisierung der Datenstruktur p-B-table
3 Initialisierung der Datenstruktur pNum
4 foreach Knoten v der sortierten Menge L do
5 if tsv = 0 then
/* Schritt 1: Erzeuge minimale Teilblöcke */
6 Erzeuge einen neuen minimalen Teilblock B mit Knoten v
7 Setze pNum(B, v) zu |gv|
8 foreach Prozessor p in gv do
9 Setze p-B-table(p) zu B
10 end
11 else
/* Schritt 2: Erweitere minimale Teilblöcke vertikal */
12 foreach Prozessor p in gv do
13 Setze B auf p-B-table(p)
14 if nicht v ∈ VB then
15 Füge v zu VB hinzu
16 end




/* Schritt 3: Erweitere Teilblöcke horizontal */
21 foreach Teilblock B sortiert anhand der kleinsten Prozessornummer do
22 if nicht Complete(B) then
23 B′ = nachfolgender Teilblock der Iteration
24 Setze B′ auf Concatenate(B, B′)
25 else
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3.2.3 Laufzeit des Algorithmus Find-blocks
Die Laufzeit des Algorithmus Find-blocks – blockbasiert beträgt maximal O(L), da
jeder Knoten einmal betrachtet wird. Ein betrachteter Knoten wird entweder zu
einem existierenden Teilblock hinzugefügt oder es wird ein neuer minimaler Teil-
block für den Knoten erzeugt. Die Prüfung, welche der beiden Aktionen ausgeführt
wird, kann unter Nutzung der Blocktabelle in Zeit O(1) geschehen. Die Erzeugung
eines minimalen Teilblocks geschieht in O(1). Die Erweiterung eines existierenden
Teilblocks geschieht ebenfalls in O(1).
Die Ausführungszeit des Algorithmus Find-blocks – allgemein beträgt maximal
O(L ∗ P ). Die beiden ersten Schritte haben eine maximale Ausführungszeit von
O(L ∗P ). Es wird über alle L Knoten iteriert und für jeden Knoten wird zusätzlich
über dessen Prozessorgruppe gv mit maximal P Prozessoren iteriert.
Die Überprüfung, ob ein Teilblock einem kompletten Teilblock entspricht, benötigt
|VB|Operationen, da die Anzahl der Prozessoren jedes Knotens im Teilblock genutzt
werden kann. Diese ist direkt über die Datenstruktur pNum zugreifbar. Für jeden
Teilblock ergibt sich daher eine maximale Anzahl von L Operationen.
Das Verbinden von zwei Teilblöcken B und B′ zu einem neuen Teilblock benötigt
maximalO(|VB|+|VB′ |)Operationen für die Ausführung der genannten Teilschritte.
|VB|+ |VB′ | ist in jedem Fall kleiner als oder gleich L.
Für die Vereinigung der Knotenmengen der beiden Teilblöcke B und B′ sind
O(|VB| + |VB′ |) Operationen notwendig, da zwei bereits sortierte Mengen zusam-
mengefasst werden. Die Anpassung der Beendigungszeit benötigt die Zeit O(1). Die
Vereinigung der Prozessorgruppen der beiden Teilblöcke geschieht in O(1), da ei-
ne zusammenhängende Prozessorgruppe anhand ihres ersten und letzten Prozessors
gespeichert werden kann. Da die beiden Teilblöcke benachbart sind, muss nur der
letzte Prozessor angepasst werden. Die Aktualisierung der Anzahl an Prozessoren
der Knoten im Teilblock benötigt O(|VB| + |VB′ |) Operationen, da jeder Knoten
genau einmal betrachtet wird.
Fasst man die Operationen für Schritt 3 zusammen, dann erhält manO(P∗(L+L))
= O(P ∗L). Dabei entspricht P der maximal möglichen Anzahl an Teilblöcken und
sowohl die Überprüfung auf einen kompletten Teilblock als auch das Verbinden von
zwei Teilblöcken wird für jeden dieser Teilblöcke ausführt.
3.2.4 Beispiel für die Anwendung des Algorithmus Find-blocks –
allgemein
Als durchgängiges Beispiel für den Algorithmus Find-blocks – allgemein soll der
Layer-Schedule in Abbildung 3.2 (a) die Grundlage bilden. Im ersten Schritt des
Algorithmus Find-blocks – allgemein werden die drei minimalen Teilblöcke
B1 = {{v1}, 0, tfv1 , {1, 2, 3, 4}},
B2 = {{v2}, 0, tfv2 , {5, 6}} und
B3 = {{v4}, 0, tfv4 , {7, 8}}
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Abbildung 3.2: Beispiel für den Algorithmus Find-blocks – allgemein. (a) Layer-
Schedule mit fünf Knoten, (b) bestimmte minimale Teilblöcke, (c) daraus resultieren-
de Teilblöcke und (d) identifizierte endgültige Allgemeine Blöcke. Die verschiedenen
minimalen Teilblöcke, Teilblöcke und Allgemeinen Blöcke sind durch unterschiedli-
che Grautöne hervorgehoben.
identifiziert, wie in Abbildung 3.2 (b) dargestellt. Die zugehörige Prozessor-Block-
Tabelle p-B-table ist gegeben durch:
1 2 3 4 5 6 7 8
B1 B1 B1 B1 B2 B2 B3 B3
In der Datenstruktur pNum werden folgende Werte gespeichert: pNum(B1, v1) = 4,
pNum(B2, v2) = 2 und pNum(B3, v4) = 2.
Im darauf folgenden zweiten Schritt erfolgt die vertikale Erweiterung der minima-
len Teilblöcke. Daraus resultieren die in Abbildung 3.2 (c) dargestellten Teilblöcke
B1 = {{v1}, 0, tfv1 , {1, 2, 3, 4}},
B4 = {{v2, v3, v5}, 0, tfv5 , {5, 6}} und
B5 = {{v4, v5}, 0, tfv5 , {7, 8}}.
Die minimalen Teilblöcke B2 und B3 wurden zu den Teilblöcken B4 und B5 erwei-
tert. Dabei wurde der Knoten v3 zu B2 und der Knoten v5 zu beiden minimalen
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Teilblöcken hinzugefügt. Der Knoten v5 gehört also nach Schritt 2 zu den Blöcken
B4 und B5. Die angepassten Werte in der Datenstruktur pNum ergeben sich zu
pNum(B1, v1) = 4, pNum(B4, v2) = 2, pNum(B4, v3) = 2, pNum(B4, v5) = 2,
pNum(B5, v4) = 2 und pNum(B5, v5) = 2.
Im letzten Schritt des Algorithmus werden die Teilblöcke beginnend mit Teilblock
B1 verbunden, um gültige Allgemeine Blöcke zu erhalten. Da B1 bereits ein kom-
pletter Teilblock und damit ein gültiger Allgemeiner Block ist, wird er direkt als
Allgemeiner Block abgespeichert. Für den Teilblock B4 wird bei der Überprüfung
auf einen kompletten Teilblock festgestellt, dass nur zwei Prozessoren der Prozes-
sorgruppe von Knoten v5 in der Prozessorgruppe von B4 enthalten sind. Für einen
kompletten Teilblock müssten es aber vier sein, da |gv5| = 4. Daher wird der Teil-
block B4 mit dem Teilblock B5 zu Teilblock B6 = {{v2, v4, v3, v5}, 0, tfv5 , {5, 6, 7, 8}}
verbunden. Da B6 ein kompletter Teilblock ist, wird er als Allgemeiner Block abge-
speichert. Die endgültigen Allgemeinen Blöcke
B1 = {{v1}, 0, tfv1 , {1, 2, 3, 4}} und
B6 = {{v2, v4, v3, v5}, 0, tfv5 , {5, 6, 7, 8}}
sind in Abbildung 3.2 (d) dargestellt.
3.2.5 Anmerkungen
Die durch den Algorithmus Find-blocks – allgemein bestimmten Allgemeinen Blöcke
sind minimal, da sie entweder direkt aus Teilblöcken erzeugt werden oder durch
die notwendige Verbindung von mehreren Teilblöcken entstehen. Ein Allgemeiner
Block, der direkt aus einem Teilblock erzeugt wird, kann nicht in kleinere Allgemeine
Blöcke zerlegt werden, da die Prozessorgruppe des Allgemeinen Blocks identisch
zur Prozessorgruppe des als erstes startenden Knoten des Allgemeinen Blocks ist.
Auch die Verbindung mehrerer Teilblöcke zu einem Allgemeinen Block kann nicht
aufgespalten werden, da die Verbindung notwendig ist um gültige Allgemeine Blöcke
zu erhalten.
Die erzeugten Allgemeinen Blöcke besitzen die Eigenschaft, dass alle Knoten, die
auf der Prozessorgruppe eines Allgemeinen Blocks ausgeführt werden, ein Teil der
Menge der Knoten des Allgemeinen Blocks sind. Das wird durch die Erzeugung
minimaler Teilblöcke und deren vertikale und horizontale Erweiterung erreicht.
3.3 Der Optimierungsalgorithmus Move-blocks
Der Algorithmus Move-blocks wird als zusätzlicher Schritt in der letzten Phase des
Schedulings von layer-basierten Schedulingalgorithmen ausgeführt, dem Zusammen-
fügen des globalen Schedules. Die erzeugten Layer-Schedules werden nacheinander
gemäß den Vorrangsbedingungen im Task-Graphen betrachtet. Wenn ein Layer-
Schedule betrachtet wird, dann wurden alle Layer-Schedules mit Knoten, die Vor-
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gänger der Knoten des aktuellen Layer-Schedules sind, bereits durch Anwendung
des Algorithmus Move-blocks auf diese Layer-Schedules verarbeitet.
Der Algorithmus Move-blocks versucht, so viele Allgemeine Blöcke wie möglich zu
einem früheren Zeitpunkt im globalen Schedule zu starten. Damit sollen die unge-
nutzten Prozessorzeiten zwischen aufeinander folgenden Layer-Schedules verringert
werden. Die Allgemeinen Blöcke werden im Gantt-Diagramm des Schedules auf Mb-
Höhen verschoben.
Mb-Höhe
Die Grundlage für das Verschieben von Allgemeinen Blöcken eines Layer-Schedules
der Knotenmenge L in den vorhergehenden Layer-Schedule der Knotenmen-
ge Lpre bilden Informationen über ungenutzte Prozessorzeiten zwischen den Layer-
Schedules. Diese Informationen werden in Mb-Höhen (Move-blocks-Höhen) erfasst,
die aus einem Zeitwert und den zugehörigen ungenutzten Prozessoren bestehen.
Der Zeitwert tH einer Mb-Höhe H = (tH , gH) ist kleiner oder gleich der Been-
digungszeit tfLpre des Layer-Schedules der Knotenmenge Lpre. Die Beendigungszeit
tfLpre eines Layer-Schedules der Knotenmenge Lpre entspricht der Beendigungszeit des
am spätesten endenden Knotens in Lpre. Der Wert tH einer Mb-Höhe H entspricht
der Beendigungszeit tfv eines Knotens v ∈ Lpre. Die Prozessorgruppe gH enthält alle
Prozessoren, die im Zeitintervall [tH , tfLpre ] nicht für Berechnungen oder Kommunika-
tionsoperationen verwendet werden. Ein Prozessor kann mehreren Prozessorgruppen
gH zugehörig sein. Dies gilt für die Mb-Höhen H mit tfv ≤ tH des zuletzt endenden
Knotens v, der auf dem Prozessor p im Layer-Schedule der Knotenmenge Lpre aus-
geführt wird. Die letzte Mb-Höhe des Layer-Schedules der Knotenmenge Lpre mit
dem höchsten Wert für tH ist Hmax = (tHmax , gHmax) = (t
f
Lpre ,P).
Durch die gegebene Definition einer Mb-Höhe ergibt sich die maximale Anzahl
an Mb-Höhen für einen Layer-Schedule der Knotenmenge Lpre zum Minimum aus
der Anzahl Prozessoren P und der Anzahl der Knoten Lpre. Der Wert P ergibt
sich, da maximal P Mb-Höhen existieren, wenn jeder Prozessor die Abarbeitung
eines Knotens zu einem anderen Zeitpunkt beendet. Die Anzahl der Knoten Lpre
resultiert, da maximal Lpre unterschiedliche Beendigungszeiten der Knoten tfv , v ∈
Lpre existieren können.
3.3.1 Detaillierte Beschreibung des Algorithmus Move-blocks
Die Ausführung des Algorithmus Move-blocks umfasst fünf Schritte, wie in Algo-
rithmus 3.3 dargestellt.
Schritt 1 überprüft, ob eine Verbesserung des Schedules möglich ist. Eine Ver-
besserung ist nur dann möglich, wenn weder dem am spätesten endenden Knoten
des vorhergehenden Layer-Schedules noch dem zum frühesten Zeitpunkt starten-
den Knoten des aktuellen Layer-Schedules alle Prozessoren der Zielplattform für
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Algorithmus 3.3: Algorithmus Move-blocks
1 begin
2 if Verbesserung des Schedules möglich then
3 Bestimmung der Mb-Höhen
4 Ausführung des Algorithmus Find-blocks
5 Verschieben von Allgemeinen Blöcken
6 Hinzufügen von Kanten
7 else




die Ausführung zugewiesen wurden. Tritt einer der beiden Fälle ein, dann wird das
ursprüngliche Zusammensetzen des globalen Schedules für layer-basierte Schedul-
ingalgorithmen ausgeführt.
Schritt 2 bestimmt die Mb-Höhen. Für die Berechnung der Mb-Höhen wird eine
Tabelle, p-I-table (processor idle time table), zur Speicherung der Zeitpunkte ge-
nutzt, ab denen die Prozessoren nicht mehr für Berechnungen verwendet werden.
Für jeden Prozessor p ∈ P enthält die Tabelle den Zeitwert der kleinsten Mb-Höhe
H, in deren Prozessorgruppe der Prozessor enthalten ist, d. h. p ∈ gH , wenn tH der
Beendigungszeit des letzten auf p auszuführenden Knotens entspricht.
Die p-I-table wird mit Zeitwert Null für jeden Prozessor initialisiert, also p-I-
table(p) = 0 für p ∈ P. Anschließend wird jeder Knoten v ∈ Lpre betrachtet. Für
jeden Prozessor p ∈ gv wird der Wert p-I-table(p) auf das Maximum aus aktuellem
Wert von p-I-table(p) und der Beendigungszeit tfv des Knotens v gesetzt, d. h.p-I-
table(p) = max {p-I-table(p), tfv}. Nach der Betrachtung jedes Knotens entspricht
der Wert p-I-table(p) der Startzeit des Intervalls [p-I-table(p), tfLpre ], in dem der
Prozessor nicht für Berechnungen genutzt wird, also ungenutzt ist.
Die Mb-Höhen werden danach unter Nutzung der Informationen der p-I-table wie
folgt erzeugt: Als erstes werden die Prozessoren nach absteigendem Zeitwert in der
p-I-table sortiert. Darauf folgend wird für jeden der Prozessoren in der gegebenen
Sortierreihenfolge geprüft, ob bereits eine Mb-Höhe mit tH = p-I-table(p) existiert.
Ist dies nicht der Fall, dann wird eine neue Mb-Höhe H mit tH = p-I-table(p) und
gH = {p} angelegt. Der Prozessor p ist auch zu allen Zeitpunkten tH′ von Mb-Höhen
H ′ mit größerem Zeitwert als p-I-table(p) ungenutzt. Daher wird er zusätzlich zur
Prozessorgruppe aller bereits existierenden Mb-Höhen hinzugefügt. Der Zeitwert
tH′ aller existierenden Mb-Höhen ist in jedem Fall größer als p-I-table(p), da die
Prozessoren in Sortierreihenfolge betrachtet werden.
Abschließend werden die erzeugten Mb-Höhen nach absteigendem Zeitwert sor-
tiert. Algorithmus 3.4 zeigt diesen Schritt im Pseudocode.
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Algorithmus 3.4: Algorithmus Move-blocks – Bestimmung der Mb-Höhen
1 begin
2 Initialisierung der p-I-table
3 foreach Knoten v der Knotenmenge Lpre do
4 foreach Prozessor p in gv do
5 Setze p-I-table(p) auf max {p-I-table(p), tfv}
6 end
7 end
8 Sortierung der Prozessoren nach absteigendem Zeitwert in p-I-table
9 foreach Prozessor p in Sortierreihenfolge do
10 if es existiert keine Mb-Höhe H mit tH = p-I-table(p) then
11 Erzeuge H = (p-I-table(p), {p})
12 end
13 Füge p zur Prozessorgruppe gH aller bereits existierenden Mb-Höhen
hinzu
14 end
15 Sortierung der Mb-Höhen nach absteigenden Zeitwert tH
16 end
Schritt 3 ermittelt die Allgemeinen Blöcke im aktuell betrachteten Layer-Schedule
der Knotenmenge L. Dazu wird der Algorithmus Find-blocks ausgeführt.
Schritt 4 verschiebt die Allgemeinen Blöcke. Dazu wird über die sortierte Menge
der Allgemeinen Blöcke beginnend mit dem am spätesten endenden iteriert. Das
Verschieben eines Allgemeinen Blocks ist nur dann möglich, wenn eine geeignete
Mb-Höhe ermittelt werden kann. Eine geeignete Mb-Höhe H = (tH , gH) für die
Verschiebung eines Allgemeinen Blocks B ist die Mb-Höhe
• mit kleinsten Zeitwert tH ,
• die zu einer verringerten Beendigungszeit tfB des Allgemeinen Blocks führt,
• deren Prozessorgruppe gH mindestens so viele Prozessoren enthält, wie die
Prozessorgruppe gB des Allgemeinen Blocks und
• der Einschränkung, dass durch die veränderten Ausführungszeiten der Knoten
des Allgemeinen Blocks keine Vorrangsbedingungen zwischen den Knoten des
Task-Graphen verletzt werden.
Die Sicherstellung der korrekten Ausführung unter Beachtung der Vorrangsbedin-
gungen ist wichtig für die Berechnung eines gültigen Schedules der aus aufeinander
folgenden Layer-Schedules zusammengesetzt ist. Um dies sicherzustellen werden die
durch eine Verschiebung auf eine Mb-Höhe verringerten Startzeiten aller Knoten des
Allgemeinen Blocks mit den Beendigungszeiten aller Vorgänger der Knoten vergli-
chen. Wenn alle Vorgänger eines Knotens beendet sind, bevor dessen neu berechnete
Ausführung beginnt, dann werden keine Vorrangsbedingungen verletzt.
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Wenn eine geeignete Mb-Höhe gefunden wurde, dann wird der Allgemeine Block
auf die Prozessorgruppe der Mb-Höhe verschoben (horizontale Verschiebung) und
die Ausführung zum Zeitwert der Mb-Höhe gestartet (vertikale Bewegung). Die Ver-
schiebung eines Allgemeinen Blocks schließt die Verschiebung der Knoten des Allge-
meinen Blocks mit ein. Wird keine geeignete Mb-Höhe für einen Allgemeinen Block
gefunden, dann wird der Allgemeine Block in die Menge der nicht-verschiebbaren
Allgemeinen Blöcke aufgenommen.
Wurde ein Allgemeiner Block verschoben, dann werden die Mb-Höhen aktuali-
siert. Die Aktualisierung entspricht dem Entfernen der Prozessoren, auf denen der
Allgemeine Block nach der Verschiebung ausgeführt wird, aus den Prozessorgruppen
aller Mb-Höhen. Dadurch können Prozessorgruppen von Mb-Höhen keine Prozesso-
ren mehr enthalten. Wenn dies für eine Mb-Höhe eintritt, dann wird diese aus der
Menge der Mb-Höhen entfernt.
Nachdem alle Allgemeinen Blöcke, die eine frühere Ausführung erlauben, ver-
schoben wurden, werden die nicht-verschiebbaren Allgemeinen Blöcke umgeordnet.
Die Umordnung ist notwendig, da sich Prozessorgruppen von verschobenen und
nicht-verschiebbaren Allgemeinen Blöcken jetzt überschneiden können. Eine Über-
schneidung tritt dann auf, wenn ein Allgemeiner Block auf eine Prozessorgruppe
verschoben wurde, auf der ein nicht-verschiebbarer Allgemeiner Block ausgeführt
werden soll. Die Prozessorgruppe gHmax der Mb-Höhe mit dem größten Zeitwert
Hmax enthält nach der Ausführung der Verschiebungen alle Prozessoren, die nicht
von den verschobenen Allgemeinen Blöcken genutzt werden. Daher können sie als
Prozessorgruppe für die nicht-verschiebbaren Allgemeinen Blöcke verwendet werden.
Beginnend mit dem ersten Prozessor von gHmax werden die neuen Prozessorgruppen
der nicht-verschiebbaren Allgemeinen Blöcke konsekutiv bestimmt. Algorithmus 3.5
skizziert diesen Schritt.
Schritt 5 fügt die eingehenden Datenabhängigkeiten der Knoten des aktuell be-
trachteten Layer-Schedules zum Schedule hinzu. Das Hinzufügen der Kanten mit
Datenabhängigkeiten geschieht für jeden Allgemeinen Block separat. Die Knoten
eines Allgemeinen Blocks sind nach aufsteigender Startzeit sortiert. Beginnend mit
dem Knoten des Allgemeinen Blocks mit der frühesten Startzeit werden die einge-
henden Kanten des Knotens eingefügt und die Start-/Beendigungszeit des Knotens
entsprechend erhöht. Die eingehenden Kanten der nachfolgenden Knoten werden
auf die gleiche Weise beginnend mit der neuen Beendigungszeit des vorangegange-
nen Knotens als Startzeit in den Schedule eingefügt.
3.3.2 Laufzeit des Algorithmus Move-blocks
Die benötigte Ausführungszeit für den ersten Schritt des Algorithmus beträgt O(1),
da zwei einfache Vergleiche ausgeführt werden.
Der zweite Schritt hat eine maximale Ausführungszeit von O(P ∗ (Lpre + P +
log(P ))). Die größtmögliche Anzahl an Mb-Höhen ist min{Lpre, P}. Hierfür wird in
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Algorithmus 3.5: Algorithmus Move-blocks – Verschieben von Allgemeinen
Blöcken
1 begin
/* Verschiebe Allgemeine Blöcke auf geeignete Mb-Höhen */
2 foreach Allgemeinen Block B (sortiert nach absteigender Beendigungszeit
tfB) do
3 Bestimme eine geeignete Mb-Höhe H
4 if geeignete Mb-Höhe H gefunden then
5 Setze gB auf die ersten |gB| Prozessoren von gH
6 Setze tsB auf tH
7 foreach Knoten v aus der Knotenmenge VB do
8 Aktualisiere die Startzeit und die Prozessorgruppe von v
9 end
10 Aktualisiere die Mb-Höhen
11 else




/* Umordnung der nicht-verschiebbaren Allgemeinen Blöcke */
15 Setze die ungenutzten Prozessoren P′ auf gHmax
16 foreach nicht-verschiebbaren Allgemeinen Block B do
17 Setze gB auf die ersten |gB| Prozessoren von P′
18 foreach Knoten v aus der Knotenmenge VB do
19 Aktualisiere die Prozessorgruppe von v
20 end
21 Entferne die ersten |gB| Prozessoren aus P′
22 end
23 end
den nachfolgenden Betrachtungen P verwendet, da dieser Wert durch die Zielplatt-
form fest vorgegeben und damit für alle Layer-Schedules identisch ist. Die maximale
Laufzeit für Schritt 2 setzt sich aus den folgenden Werten zusammen:
• O(P ) wird für die Initialisierung der p-I-table benötigt,
• O(Lpre ∗ P ) für die ineinander geschachtelten Schleifen zur Bestimmung der
kleinsten Zeitwerte für die ungenutzte Prozessorzeit,
• O(P ∗ log(P )) für das Sortieren der Prozessoren anhand der absteigenden
Zeitwerte in der Tabelle p-I-table,
• O(P ∗ P ) für die Erzeugung der Mb-Höhen basierend auf den Werten in der
Tabelle p-I-table und
• O(P ∗ log(P )) für das abschließende Sortieren der Mb-Höhen.
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In Schritt 3 wird der Algorithmus Find-blocks ausgeführt, der eine maximale
Laufzeit von O(L ∗ P ) besitzt.
Der vierte Schritt ist das Verschieben von Allgemeinen Blöcken. In einem Layer-
Schedule der Knotenmenge L können maximal P Allgemeine Blöcke identifiziert
werden und es existieren maximal P Mb-Höhen im vorhergehenden Layer-Schedule
der Knotenmenge Lpre.
Die Bestimmung einer geeigneten Mb-Höhe für die Verschiebung eines Allgemei-
nen Blocks benötigt eine maximale Laufzeit von O(P ∗E). Es existieren maximal P
Mb-Höhen und im ungünstigsten Fall müssen alle Kanten E des Task-Graphen zur
Sicherstellung der gegebenen Vorrangsbedingungen überprüft werden. Die Prüfung
auf die Prozessoranzahl und die Verringerung der Startzeit benötigen jeweils O(1).
Wurde eine geeignete Mb-Höhe für einen Allgemeinen Block gefunden, dann be-
nötigt
• das Setzen der Prozessorgruppe O(P ) Operationen,
• das Setzen der Startzeit des Allgemeinen Blocks O(1),
• die Aktualisierung der Knoten des Allgemeinen Blocks O(L) und
• die Aktualisierung der Mb-Höhen maximal O(P 2) Operationen, da die Prozes-
sorgruppe jeder Mb-Höhe einmal betrachtet wird und maximal P Prozessoren
entfernt werden können.
Angewandt auf alle Allgemeinen Blöcke ergibt dies eine Gesamtlaufzeit von
O(P ∗ (P ∗ E + P + L+ P 2)) = O(P 2 ∗ E + P 3 + P ∗ L).
Wird keine geeignete Mb-Höhe gefunden, so entspricht die maximale Laufzeit der
Aktualisierung aller Knoten der nicht-verschiebbaren Allgemeinen Blöcke. Das ergibt
O(L ∗ P ) für den ungünstigsten Fall, dass alle Knoten von L aktualisiert werden
müssen. Durch Zusammenfügen der einzelnen Teillaufzeiten ergibt sich für Schritt 4
eine Laufzeit von O((P 2 ∗E+P 3+P ∗L)+ (L ∗P )), die zu O(P 2 ∗E+P 3+P ∗L)
vereinfacht werden kann.
Für das Hinzufügen der Kanten in Schritt 5 des Algorithmus wird jeder Kno-
ten von L einmal betrachtet. Insgesamt können maximal E Kanten zum Schedule
hinzugefügt werden. Für die Anpassung der L Startzeiten werden alle Prozessoren
der jeweiligen Prozessorgruppen der Knoten herangezogen. Daraus ergibt sich eine
maximale Laufzeit von O(P ∗ (L+ E)).
Fasst man die Laufzeiten der einzelnen Schritte des Algorithmus Move-blocks
zusammen, dann erhält man die folgende Abschätzung der maximalen Laufzeit:
O(1) +O(P ∗ (Lpre + P + log(P ))) +O(L ∗ P )
+O(P 2 ∗ E + P 3 + P ∗ L) +O(P ∗ (L+ E)),
die man zur oberen Grenze für die Laufzeit von
O(P ∗ (L+ Lpre) + P 2 ∗ E + P 3)
vereinfachen kann.
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Abbildung 3.3: (links) Task-Graph mit sechs Knoten und zwei Layern L1 und
L2. Die Kanten werden als Kontrollabhängigkeiten angenommen. (rechts) Initialer
Schedule nach dem Layer-Scheduling für Layer L2 und vor der Anwendung des
Algorithmus Move-blocks. Der Schedule wäre das Ergebnis des Schedulings, wenn
der Algorithmus Move-blocks nicht angewandt wird. Der Makespan des Schedules
ist tfv5 = 9,4.
3.3.3 Beispiel für die Ausführung des Algorithmus Move-blocks
Für das folgende Beispiel wird der Task-Graph einer gemischt-parallelen Anwen-
dung mit sechs Knoten in Abbildung 3.3 (links) betrachtet. Der erste Layer L1
des Task-Graphen besteht aus den Knoten v1, v2 und v3. In den zweiten Layer L2
sind die Knoten v4, v5 und v6 eingeordnet, die auf Grund von Vorrangsbedingungen
nach den Knoten v2 and v3 des ersten Layers ausgeführt werden müssen. Zur Ver-
einfachung werden die Kanten des Task-Graphen als Kontrollabhängigkeitskanten
angenommen.
Der Algorithmus Move-blocks wird nach dem Hinzufügen des Layer-Schedules
von L2 ausgeführt. Abbildung 3.3 (rechts) zeigt den aus beiden Layer-Schedules zu-
sammengesetzten Schedule vor der Ausführung des Algorithmus Move-blocks. Die
Layer-Schedules wurden unter Nutzung des Schedulingalgorithmus Approx-2 be-
rechnet. Der Makespan des gegebenen Schedules ist tfv5 = 9,4.
In Schritt 1 des Algorithmus Move-blocks wird festgestellt, dass es möglich ist,
den gegebenen Schedule zu verbessern. Daher werden die Schritte zwei bis fünf des
Algorithmus Move-blocks ausgeführt.
Als nächstes werden die Mb-Höhen im Layer-Schedule von L1 bestimmt, wie in
Abbildung 3.4 (links) dargestellt. Die Mb-Höhen sind:
H0 = (tfv3 , {6, 7, 8}), H1 = (tfv2 , {3, . . . , 8}) und H2 = (tfv1 , {1, . . . , 8}).
Im darauf folgenden dritten Schritt werden die Allgemeinen Blöcke im Layer-
Schedule von L2 identifiziert. Im gegebenen Beispiel entsprechen die Allgemeinen
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Abbildung 3.4: (links) Identifizierte Mb-Höhen H0 = (tfv3 , {6, 7, 8}), H1 =
(tfv2 , {3, . . . , 8}) und H2 = (tfv1 , {1, . . . , 8}) nach der Ausführung des zweiten Schritts
des Algorithmus Move-blocks. (rechts) Position der Knoten im Gantt-Diagramm
und aktualisierte Mb-Höhen H0 = (tfv3 , {7, 8}), H1 = (tfv2 , {7, 8}) und H2 =
(tfv1 , {1, 2, 7, 8}) nach der Verschiebung des größten Allgemeinen Blocks B1 beste-
hend aus Knoten v5.
Blöcke den Knoten des Layer-Schedules L2:
B1 = ({v5}, 0, tfv5 , {1, . . . , 4}), B2 = ({v4}, 0, tfv4 , {5, 6})
und B3 = ({v6}, 0, tfv6 , {7, 8}).
Der Hauptschritt des Algorithmus Move-blocks beginnt mit der Verschiebung des
Allgemeinen Blocks mit der spätesten Beendigungszeit. Dies entspricht dem All-
gemeinen Block B1. Da die Mb-Höhe H0 nicht genügend ungenutzte Prozessoren
bietet, um für B1 als geeignete Mb-Höhe in Frage zu kommen, wird H1 als geeignete
Mb-Höhe gewählt. Durch die Verschiebung von B1 auf diese Mb-Höhe werden keine
Vorrangsbedingungen verletzt. Der einzige Knoten, der in L1 nach dieser Mb-Höhe
ausgeführt wird, ist der Knoten v1, der kein Vorgänger von Knoten v5 ist. Weiter-
hin wird auch die geforderte Eigenschaft einer geeigneten Mb-Höhe erfüllt, dass die
Verschiebung die Beendigungszeit des Allgemeinen Blocks B1 verringert.
Während der Verschiebung von B1 wird zuerst die neue Startzeit auf den Zeit-
wert der Mb-Höhe, tfv2 , gesetzt und anschließend die Prozessorgruppe angepasst.
Die neue Prozessorgruppe von B1 enthält die ersten vier Prozessoren der Prozessor-
gruppe von H1, {3, 4, 5, 6}. Das Layout des Schedules im Gantt-Diagramm nach der
Verschiebung von B1 ist in Abbildung 3.4 (rechts) dargestellt.
Als letzter Teilschritt der Verschiebung werden die Mb-Höhen aktualisiert, indem
die Prozessoren {3, 4, 5, 6} aus allen Mb-Höhen entfernt werden. Nach der Aktuali-
sierung existieren die folgenden Mb-Höhen:
H0 = (tfv3 , {7, 8}), H1 = (tfv2 , {7, 8}) und H2 = (tfv1 , {1, 2, 7, 8}).
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Abbildung 3.5: (links) Schedule nach der Verschiebung des zweithöchsten Allge-
meinen Blocks B2, der den Knoten v4 enthält. Die einzig verbleibende Mb-Höhe
nach der Verschiebung ist H2 = (tfv1 , {1, 2}). (rechts) Endgültiger Schedule nach
der horizontalen Verschiebung des nicht-verschiebbaren Allgemeinen Blocks B3 mit
Knoten v6. Der Makespan des resultierenden Schedules ist tfv5 = 8,7.
Als nächstes wird der Allgemeine Block B2 betrachtet, der den Knoten v4 enthält.
Er wird auf die Mb-Höhe H0 verschoben, da diese Mb-Höhe eine geeignete Mb-
Höhe bzgl. reduzierter Beendigungszeit des Allgemeinen Blocks, Anzahl ungenutzter
Prozessoren und Einhaltung von Vorrangsbedingungen darstellt. Der resultierende
Schedule nach der erfolgten Verschiebung ist in Abbildung 3.5 (links) dargestellt.
Nach der Aktualisierung der Mb-Höhen verbleibt nur die Mb-Höhe
H2 = (tfv1 , {1, 2}).
Damit ist keine weitere Verschiebung eines Allgemeinen Blocks möglich, da die Be-
endigungszeit der verbleibenden Allgemeinen Blöcke nicht mehr verringert werden
kann (tfv1 = t
f
Lpre). Aus diesem Grund wird der Allgemeine Block B3 in die Menge
der nicht-verschiebbaren Allgemeinen Blöcke aufgenommen.
Nach der Verschiebung von Allgemeinen Blöcken auf geeignete Mb-Höhen wer-
den die nicht-verschiebbaren Allgemeinen Blöcke bewegt. Für die Verschiebungen
stehen die Prozessoren {1, 2} der Mb-Höhe H2 zur Verfügung. Der einzige nicht-
verschiebbare Allgemeine Block B3 wird horizontal auf diese Prozessoren verscho-
ben. Abbildung 3.5 (rechts) zeigt den Schedule nach Schritt 4 des Algorithmus Move-
blocks.
Da die Kanten als Kontrollabhängigkeitskanten angesehen werden, ist keine An-
passung des Schedules in Schritt 5 des Algorithmus Move-blocks notwendig. Der
Makespan des resultierenden Schedules nach der Anwendung des Algorithmus Move-
blocks entspricht der aktualisierten Beendigungszeit tfv5 = 8,7 des Knotens v5. Das
ergibt eine Verbesserung des Makespans um 0,7 Zeiteinheiten im Vergleich zum Ma-
kespan des Schedules ohne Anwendung des Algorithmus Move-blocks.
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3.3.4 Anmerkungen
Im Schedule, der nach der Anwendung des Algorithmus Move-blocks entsteht, muss
die initial geforderte Eigenschaft der zusammenhängenden Prozessorgruppen nicht
mehr erfüllt sein. Wird ein Allgemeiner Block auf eine Mb-Höhe verschoben, deren
Prozessorgruppe nicht zusammenhängend ist, dann ist auch die Prozessorgruppe des
Allgemeinen Blocks nicht mehr zusammenhängend.
Der Optimierungsalgorithmus Move-blocks liefert entweder einen globalen Sche-
dule mit geringerem Makespan oder den globalen Schedule, wie er ohne den Al-
gorithmus Move-blocks zusammengesetzt worden wäre. Durch die Aufteilung der
Layer-Schedules in Allgemeine Blöcke und deren Verschiebung werden die Been-
digungszeiten von Knoten in keinem Fall erhöht. Ein Allgemeiner Block wird nur
verschoben, wenn seine Beendigungszeit verringert wird. Somit können die Knoten
eines verschobenen Allgemeinen Blocks nicht später beendet werden. Für alle Kno-
ten, die in nicht-verschiebbaren Allgemeinen Blöcken enthalten sind, wird durch den
Algorithmus Move-blocks lediglich die Prozessorgruppe angepasst. Die Start- und
Beendigungszeiten der Knoten bleiben identisch.
Der Makespan eines Layer-Schedules wird verringert, wenn der Allgemeine Block
mit der spätesten Beendigungszeit verschoben und damit früher gestartet und been-
det wird. Ist die Verschiebung dieses Allgemeinen Blocks nicht möglich, dann wird
durch andere Verschiebungen lediglich die ungenutzte Prozessorzeit zwischen zwei
Layer-Schedules reduziert. Obwohl dies für die beiden betrachteten Layer-Schedules
keine Verbesserung des Makespans bedeutet, ergibt sich daraus i. d. R. mehr Frei-
heit bei der Betrachtung des nachfolgenden Layer-Schedules. Die Mb-Höhen besitzen
dann kleinere Zeitwerte.
3.4 Experimentelle Auswertung
Für die nachfolgende experimentelle Auswertung werden die layer-basierten Sched-
ulingalgorithmen TwoL-Level, Approx-2, Approx-
√
3 und Approx-32 und ihre durch
den Algorithmus Move-blocks optimierte Version (Suffix (mb)) betrachtet. Die Er-
gebnisse wurden durch Ausführung der Schedulingalgorithmen auf einem AMD
Opteron Dual-Core „Egypt“-System mit einer Taktrate von 1,8 GHz pro Rechenkern
und 4 GigaByte Arbeitsspeicher ermittelt.
3.4.1 Zielplattform und betrachtete Anwendungen
Zielplattform
Für die Experimente werden homogene parallele Systeme mit 16, 32, 64, 128, 256,
512 und 1024 Prozessoren als Zielplattform betrachtet. Drei Parameter werden ge-
nutzt, um ein homogenes paralleles System zu beschreiben: Die für jeden Prozessor
identische Rechenleistung ist durch die Konstante TC in Sekunden (pro Rechenope-
ration) gegeben. Das Kommunikationsnetzwerk der homogenen Plattformen wird
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durch die Startupzeit TS und die Bytetransferzeit TB definiert. Die Startupzeit be-
schreibt, wie lange der Sender einer Nachricht benötigt, um die Nachricht für den
Transfer vorzubereiten und die Bytetransferzeit beschreibt, wie lange der Transfer
eines Bytes über das Verbindungsnetzwerk dauert. TS wird in Sekunden und TB in
Sekunden pro Byte angegeben.
Zur Modellierung der Zielplattformen werden Messwerte basierend auf Laufzeit-
experimenten auf dem Chemnitz High Performance Linux Cluster (CHiC) [43] ver-
wendet. Die sequentielle Ausführungszeit der Knoten der Task-Graphen des Anwen-
dungsmodells (synthetische Task-Graphen) beinhalten die Rechenleistung TC eines
Prozessors des CHiC. Die Werte TS und TB, die für die Berechnung der Datenum-
verteilungen genutzt werden, wurden auch auf dem CHiC gemessen.
Betrachtete Anwendungen
Als Anwendungen für das Scheduling gemischt-paralleler Anwendungen werden ge-
nerierte synthetische Task-Graphen betrachtet. Die generierten Task-Graphen sind
SP-Graphen, da dieser Graphtyp den Task-Graph einer gemischt-parallelen Anwen-
dung sehr gut repräsentiert. Die Ausführungszeit der Knoten des Task-Graphen
basiert auf dem Kostenmodell, das in [25] verwendet wurde.
Im betrachteten Modell basieren die Knotenkosten auf drei Laufzeitformeln für
die sequentielle Ausführung der Knoten. Jeder Knoten wird auf einer Datenmenge
der Größe n (in Byte) pro Eingabeparameter ausgeführt. Die Laufzeitformeln sind:
• b ∗ n für Anwendungen aus dem Bereich der Bildverarbeitung, wobei ein Bild
der Größe
√
n ∗ √n verarbeitet wird,
• b ∗ n log n für Anwendungen aus dem Bereich der Sortierverfahren, bei denen
ein Feld der Länge n sortiert wird und
• b ∗ n3/2 für Anwendungen aus dem Bereich der Matrix-Matrix-Multiplikation
für die Multiplikation zweier
√
n ∗ √n Matrizen.
Der Parameter b entspricht einer Zufallszahl zwischen 26 und 29. Er wird benötigt,
um voneinander verschiedene sequentielle Laufzeiten für die Knoten zu erzeugen.
Die zu den Laufzeitformeln gehörigen generierten Task-Graphen werden als IMAGE,
SORT und MMULT bezeichnet. Eine zufällige Kombination der drei Laufzeitfor-
meln in einem Task-Graphen wird als MIX bezeichnet.
Die Menge an Daten n pro Eingabeparameter der Knoten beträgt 20482 Byte
= 4.194.304 Byte (4 MB). Jeder Knoten besitzt eine zufällig generierte Anzahl
von 0 bis 2 Eingabeparametern. Die maximale Menge an Daten, die zwischen zwei
Knoten pro Parameter übertragen werden muss, entspricht data(eu,v) = n.
Um die Laufzeiten für eine parallele Ausführung der Knoten zu bestimmen, wird
ein Modell basierend auf Amdahls Gesetz [5] als Grundlage genutzt. In diesem Mo-
dell ergibt sich die parallele Laufzeit eines Knotens auf einer gegebenen Anzahl
Prozessoren zu wv(|gv|) = α ∗wv(1) + (1−α) ∗ wv(1)|gv | . Der sequentielle Anteil α wird
für jeden Knoten zufällig zwischen 0 und 0,25 gewählt.
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Abbildung 3.6: Anzahl der insgesamt berechneten Layer-Schedules mit der gege-
benen Anzahl an Knoten pro Layer.
Für jeden der vier Typen von Task-Graphen werden die Schedulingalgorithmen auf
Task-Graphen mit 100 Knoten bis 1.000 Knoten mit einer Schrittweite von 100 Kno-
ten angewandt. Für jede Anzahl an Knoten pro Task-Graph werden 100 verschiedene
Task-Graphen erzeugt. Damit ergibt sich eine Gesamtmenge von 4∗10∗100 = 4.000
Task-Graphen, die pro Schedulingalgorithmus betrachtet werden. Für jeden Task-
Graph wird ein Schedule auf jeder der sieben betrachteten Zielplattformen berech-
net, was eine Gesamtanzahl von 4.000 ∗ 7 = 28.000 Testfällen pro Schedulingalgo-
rithmus ergibt.
3.4.2 Verbesserung der berechneten Schedules
Als erstes soll gezeigt werden, dass durch die Anwendung des Algorithmus Move-
blocks eine Verbesserung der Schedules erreicht werden kann. Der Algorithmus passt
die einzelnen Layer-Schedules des globalen Schedules an. Abbildung 3.6 zeigt die
Anzahl der insgesamt berechneten Layer-Schedules.
Für jeden der Schedulingalgorithmen werden im zweiten Schritt der layer-
basierten Schedulingalgorithmen identische Layer-Schedules berechnet. Die Ge-
samtanzahl der berechneten Layer-Schedules beträgt 1.197.735 für jeden Schedul-
ingalgorithmus. Von allen berechneten Layer-Schedules besitzen 99,8% eine Knoten-
anzahl zwischen zwei und 70. Die größte Anzahl an Layer-Schedules enthält ledig-
lich zwei Knoten. Die Anzahl der Layer-Schedules nimmt mit steigender Anzahl an
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Abbildung 3.7: Prozentualer Anteil der durch den Algorithmus Move-blocks be-
trachteten Layer-Schedules im Vergleich zur Gesamtanzahl an Layer-Schedules für
die gegebene Anzahl an Knoten pro Layer.
Knoten stark ab. Das zeigt, dass für die hier betrachteten Graphen vom Graphtyp
SP-Graph i. d. R. viele kleine Layer mit wenigen Knoten erzeugt werden.
Betrachtete Layer-Schedules Als erstes soll der Anteil an Layer-Schedules ana-
lysiert werden, der durch die Anwendung des Algorithmus Move-blocks betrach-
tet wurde. Ein Layer-Schedule gilt als betrachtet, wenn die Überprüfung auf eine
mögliche Verbesserung in Schritt 1 des Algorithmus Move-blocks positiv ausfällt.
Abbildung 3.7 zeigt den prozentualen Anteil an Layer-Schedules, die durch den
Algorithmus Move-blocks betrachtet werden, im Verhältnis zur Gesamtanzahl der
Layer-Schedules. Ein höherer Wert des prozentualen Anteils der betrachteten Layer-
Schedules bedeutet ein besseres Ergebnis.
Die Ergebnisse zeigen, dass der prozentuale Anteil an betrachteten Layer-
Schedules für alle vier Schedulingalgorithmen immer größer als 40% ist. Im Durch-
schnitt ergibt sich ein prozentualer Anteil betrachteter Layer-Schedules zwischen
minimal 76% für TwoL-Level (mb) und maximal 81% für Approx-32 (mb). Außer-
dem zeigt das Diagramm, dass sich die Anzahl betrachteter Layer-Schedules in drei
Phasen aufteilen lässt, Anstieg (bis 10 Knoten pro Layer), hohe Werte (10 bis 40
Knoten) und stark schwankende, abfallende Werte (ab 40 Knoten).
Für alle Schedulingalgorithmen steigt der prozentuale Anteil mit steigender An-
zahl Knoten pro Layer bis zu einem Maximum bei 10 Knoten pro Layer an. Der
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geringe prozentuale Anteil für Layer mit weniger als 4 Knoten wird durch die Tat-
sache bedingt, dass in kleinen Layer-Schedules die Wahrscheinlichkeit groß ist, dass
ein Knoten über alle Prozessoren ausgeführt wird. In diesem Fall ist eine Anpassung
unmöglich.
Mit steigender Anzahl an Knoten pro Layer werden mehr Knoten der Layer-
Schedules parallel auf disjunkte Prozessorgruppen verteilt. Dadurch steigt die An-
zahl an betrachteten Layer-Schedules mit wachsender Anzahl an Knoten pro Layer
an. Für Layer-Schedules mit einer Knotenanzahl zwischen vier und 37 ergibt sich ein
prozentualer Anteil an betrachteten Layer-Schedules von über 80%. Da die Anzahl
der insgesamt berechneten Schedules mit vier bis 37 Knoten 843.290 beträgt, ergibt
sich, dass 70,4% aller berechneter Schedules zu mehr als 80% die Möglichkeit für
eine Optimierung bieten.
Die ab 40 Knoten pro Layer-Schedule beginnenden starken Schwankungen haben
ihre Ursache in der fallenden Anzahl an Layer-Schedules, die für diese Knotenan-
zahlen berechnet werden.
Der hohe Anteil an betrachteten Layer-Schedules zeigt, dass ungenutzte Prozes-
sorzeit zwischen aufeinander folgenden Layer-Schedules vorhanden ist. Damit ist die
Möglichkeit der Anpassung durch den Algorithmus Move-blocks in sehr vielen Fällen
gegeben.
Angepasste Layer-Schedules Als nächstes sollen die tatsächlich angepassten
Layer-Schedules eine Rolle spielen. Ein Layer-Schedule gilt als angepasst, wenn min-
destens einer der Allgemeinen Blöcke in den vorhergehenden Layer-Schedule verscho-
ben wird. Abbildung 3.8 zeigt den prozentualen Anteil an Layer-Schedules, die durch
den Algorithmus Move-blocks angepasst werden, im Verhältnis zur Gesamtanzahl
der Layer-Schedules. Ein höherer Wert des prozentualen Anteils der angepassten
Layer-Schedules bedeutet ein besseres Ergebnis.
Die Ergebnisse zeigen, dass der prozentuale Anteil der angepassten Layer-
Schedules für kleine Layer-Schedules sehr gering ist. Er liegt zwischen 15% und
28% Prozent für zwei Knoten pro Layer-Schedule, je nach verwendetem Schedul-
ingalgorithmus. Bei zwei Knoten in einem Layer-Schedule wurden entweder jedem
der beiden Knoten alle Prozessoren zugewiesen, beiden Knoten wurde eine größe-
re Teilmenge der verfügbaren Prozessoren zugewiesen oder ein Knoten erhielt sehr
viele Prozessoren zur Ausführung. Dadurch ist eine Anpassung durch Verschiebung
unmöglich bzw. sehr schwierig. Für größere Layer steigt der Anteil an angepassten
Layer-Schedules auf über 40% und bleibt größer als 40% für Layer-Schedules von
Layern mit bis zu 59 Knoten. Insgesamt beträgt der Anteil an Layer-Schedules mit
drei bis 59 Knoten 82,63% im Vergleich zur Gesamtanzahl an berechneten Layer-
Schedules.
Für Layer-Schedules mit 9 bis 41 Knoten übersteigt der Anteil an angepassten
Layer-Schedules im Vergleich zur Anzahl berechneter Layer-Schedules 70% pro An-
zahl Knoten pro Layer. Die Anzahl der Layer-Schedules mit 9 bis 41 Knoten beträgt
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Abbildung 3.8: Prozentualer Anteil der durch den Algorithmus Move-blocks an-
gepassten Layer-Schedules im Vergleich zur Gesamtanzahl an Layer-Schedules für
die gegebene Anzahl an Knoten pro Layer.
431.564. Das entspricht einem Anteil von 36% im Vergleich zur Anzahl aller berech-
neten Layer-Schedules.
Der Verlauf des prozentualen Anteils angepasster Layer-Schedules ist für die
Schedulingalgorithmen Approx-2 (mb), Approx-
√
3 (mb) und Approx-32 (mb) sehr
ähnlich. Nur für den Schedulingalgorithmus TwoL-Level (mb) ergibt sich ein an-
derer Verlauf, der zeigt, dass durch TwoL-Level mit Anwendung des Algorithmus
Move-blocks weniger Layer-Schedules angepasst werden. TwoL-Level verteilt die ein-
zelnen Knoten eines Layer-Schedules auf annähernd gleich große Prozessorgruppen.
Dadurch entstehen sehr große Prozessorgruppen der Allgemeinen Blöcke, die nur
schwer verschoben werden können. Der durchschnittliche prozentuale Anteil an an-
gepassten Layer-Schedules im Vergleich zur Anzahl der insgesamt über alle Knoten-
anzahlen berechneten Layer-Schedules liegt zwischen 64% für TwoL-Level (mb) und
68% für die drei anderen Schedulingalgorithmen.
Insgesamt zeigen die Ergebnisse, dass eine große Anzahl an Layer-Schedules durch
die Anwendung des Algorithmus Move-blocks angepasst werden. Das verdeutlicht
die praktische Nutzbarkeit und Zweckmäßigkeit des vorgestellten Optimierungsal-
gorithmus.
55
3 Optimierung layer-basierter Schedulingalgorithmen
3.4.3 Vergleich des Makespans der berechneten Schedules
Für den Vergleich des Makespans der berechneten Schedules wird der erreichte
Speedup betrachtet. Der Speedup ist definiert durch den Quotienten des Makespans
für eine sequentielle Ausführung auf einer Zielplattform mit einem Prozessor und
dem durch den Schedulingalgorithmus berechneten Makespan auf einer parallelen
Zielplattform. Der Speedup bildet den Makespan auf eine einheitliche Skala ab und
erlaubt eine bessere Darstellung, da sich die Makespans für verschiedene Knoten-
und Prozessoranzahlen sehr stark voneinander unterscheiden. Da der Speedup i. d. R.
eher klein ausfällt, bedingt selbst eine starke Verbesserung des Makespans nur eine
geringe Verbesserung des Speedups. Daher bedeutet eine deutliche Steigerung des
Speedups eine um ein Vielfaches größere Verbesserung des Makespans.
In Abbildung 3.9 sind die durchschnittlichen berechneten Speedups für die vier Ty-
pen von Task-Graphen dargestellt. Im Folgenden wird der Durchschnitt des Speed-
ups gemittelt über die Knotenanzahlen als Speedup bezeichnet. Er entspricht den
dargestellten Balken im Balkendiagramm. Wenn der Durchschnitt zusätzlich über
die Prozessoranzahlen gemittelt wird, dann wird dies als durchschnittlicher Speedup
bezeichnet.
Die Ergebnisse zeigen, dass durch die Anwendung des Algorithmus Move-blocks ei-
ne Verbesserung des Speedups in jedem der betrachteten Fälle erreicht wird. Speziell
durch Anwendung des Algorithmus Move-blocks auf Layer-Schedules des Scheduling-
algorithmus TwoL-Level wird eine deutliche Verbesserung des Speedups erzeugt. Das
ist vor allem auf Grund der Tatsache sehr interessant, dass der Anteil angepasster
Layer-Schedules für TwoL-Level (mb) im Vergleich zu den drei anderen optimierten
Schedulingalgorithmen am niedrigsten war. Die guten Ergebnisse basieren auf der
relativ gleichmäßigen Verteilung von Knoten auf Prozessoren im Schedule, die eine
große Reduktion des Makespans bedingt, wenn ein Allgemeiner Block verschoben
werden kann.
Für Task-Graphen des Typs IMAGE werden die größten Verbesserungen des
Speedups für alle vier Schedulingalgorithmen erzielt. Es wird eine wesentliche Ver-
besserung des durchschnittlichen Speedups erreicht. Die Verbesserung beträgt im
kleinsten Fall 17% für Approx-
√
3 (mb) im Vergleich zu Approx-
√
3 und im größten
Fall 22% für TwoL-Level (mb) im Vergleich zu TwoL-Level. Der durchschnittliche
Speedup der Schedulingalgorithmen ohne Anwendung des Algorithmus Move-blocks
beträgt 14,4 für TwoL-Level und 15 für die drei anderen Schedulingalgorithmen. Im
Gegensatz dazu liegen die durchschnittlichen Speedups mit Anwendung des Algo-
rithmus Move-blocks bei 17,4 für TwoL-Level (mb) und 17,9 für die drei anderen
Schedulingalgorithmen.
Für Task-Graphen des Typs SORT werden die höchsten Speedups erreicht. Der
maximal erreichte Speedup liegt bei 23,2 für den Algorithmus TwoL-Level (mb) und
eine parallele Zielplattformen mit 1024 Prozessoren. Der durchschnittliche Speedup
der Schedulingalgorithmen liegt zwischen 17,5 und 18,5 ohne die Anwendung des Al-
gorithmus Move-blocks und zwischen 18 und 19 wenn der Optimierungsalgorithmus
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Abbildung 3.9: Speedups der berechneten Schedules mit und ohne Anwendung des
Algorithmus Move-blocks. Die Schedulingalgorithmen wurden auf Task-Graphen der
Typen IMAGE, SORT, MMULT and MIX (von oben links nach unten rechts) mit
100 bis 1.000 Knoten und Zielplattformen mit 16 bis 1024 Prozessoren angewandt.
angewandt wurde. Das ergibt eine Verbesserung des durchschnittlichen Speedups
um 5% für TwoL-Level und 2% für die drei anderen Schedulingalgorithmen.
Für Task-Graphen des Typs MMULT ergeben sich geringe Verbesserungen des
Speedups wenn der Algorithmus Move-blocks angewandt wurde. Insgesamt wer-
den die niedrigsten Verbesserungen des Speedups in der betrachteten Testmenge
der vier Typen von Task-Graphen erreicht. Der Grund dafür ist, dass die Make-
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spans der berechneten Schedules im vier- bis fünfstelligen Sekundenbereich liegen.
Im Vergleich dazu liegen sie im ein- bis zweistelligen Sekundenbereich für den Typ
IMAGE und im zwei- bis dreistelligen Sekundenbereich für den Typ SORT. Dar-
aus resultiert, dass sich für eine Verbesserung des Makespans der Schedules um
mehrere hundert Sekunden nur eine geringe Verbesserung des Speedups zeigt. Für
den Schedulingalgorithmus TwoL-Level ergibt sich trotzdem eine Verbesserung des
durchschnittlichen Speedups um 5%. Für die drei anderen Schedulingalgorithmen
wird eine Verbesserung des durchschnittlichen Speedups um 1% erreicht, wenn der
Optimierungsalgorithmus eingesetzt wird.
Für Task-Graphen des Typs MIX werden unabhängig vom Schedulingalgorithmus
die kleinsten Speedups erzielt. Das bedeutet, dass eine Vermischung der sequentiellen
Laufzeitformeln den Speedup in hohem Maße beeinflusst. Die durchschnittlichen
Speedups liegen zwischen 12,5 und 13 für die Schedulingalgorithmen ohne Einsatz
des Algorithmus Move-blocks. Wenn der Optimierungsalgorithmus eingesetzt wird,
dann ergeben sich im Durchschnitt Speedups zwischen 13,1 und 13,5. Insgesamt
sind die Verbesserungen bei Anwendung des Algorithmus Move-blocks mit 2% bis
5% immer noch viel versprechend.
Insgesamt zeigen die Ergebnisse, dass durch die Anwendung des Optimierungs-
algorithmus Move-blocks sehr viel bessere Speedup-Ergebnisse (und damit deutlich
geringere Makespans) erreicht werden. Die Verbesserungen variieren in Abhängigkeit
des Typs der Task-Graphen und des eingesetzten Schedulingalgorithmus.
3.4.4 Vergleich der ungenutzten Prozessorzeit
Als nächstes soll die ungenutzte Prozessorzeit in den berechneten Schedules disku-
tiert werden. Die ungenutzte Prozessorzeit entspricht der Summe der Zeitintervalle
innerhalb des berechneten Schedules, in denen weder Berechnungen noch Kommuni-
kationsoperationen stattfinden. Sie wird bestimmt, indem die ungenutzte Prozessor-
zeit aller Prozessoren aufsummiert wird. Tabelle 3.1 zeigt den prozentualen Anteil
ungenutzter Prozessorzeit im Vergleich zur Gesamtprozessorzeit der berechneten
Schedules für die Testmenge und die betrachteten Zielplattformen. Die Gesamtpro-
zessorzeit ist das Produkt aus der Anzahl Prozessoren der Zielplattform und dem
Makespan des berechneten Schedules. Die Ergebnisse zeigen, dass der prozentua-
le Anteil an ungenutzter Prozessorzeit deutlich geringer ist, wenn der Algorithmus
Move-blocks eingesetzt wird.
Für den Schedulingalgorithmus TwoL-Level steigt der prozentuale Anteil unge-
nutzter Prozessorzeit mit steigender Anzahl Prozessoren der Zielplattform an. Die
Ursache hierfür liegt in der Verteilung von Knoten auf annähernd gleich große Pro-
zessorgruppen, die zu großen Intervallen an ungenutzter Prozessorzeit führt. Obwohl
der prozentuale Anteil an ungenutzter Prozessorzeit auch mit Anwendung des Al-
gorithmus Move-blocks für steigende Prozessoranzahlen ansteigt, so ist die Verbes-
serung der ungenutzten Prozessorzeit im Vergleich zu TwoL-Level trotzdem signifi-
kant. Mit einem durchschnittlichen prozentualen Anteil von 9,05% für TwoL-Level
(mb) im Vergleich zu 15,36% für TwoL-Level wird eine Verringerung des prozen-
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Tabelle 3.1: Prozentualer Anteil an ungenutzter Prozessorzeit im Vergleich zur Ge-
samtprozessorzeit für die betrachteten Schedulingalgorithmen in Abhängigkeit der
Zielplattform. Die gegebenen Werte sind Prozentwerte.
P = 16 32 64 128 256 512 1024 Durch-
Algorithmus schnitt
TwoL-Level 9,51 13,44 15,66 16,76 17,21 17,43 17,50 15,36
TwoL-Level (mb) 5,37 7,59 9,07 9,88 10,28 10,53 10,66 9,05
Approx-2 12,76 9,59 7,29 5,98 5,27 4,90 4,72 7,22
Approx-2 (mb) 6,67 4,72 3,06 1,87 1,10 0,67 0,46 2,65
Approx-
√
3 13,62 13,11 12,04 10,37 8,95 8,05 7,62 10,54
Approx-
√
3 (mb) 8,65 8,78 8,25 6,90 5,45 4,48 4,01 6,65
Approx-32 13,82 11,44 8,62 7,25 8,50 12,68 20,29 11,80
Approx-32 (mb) 7,54 5,86 3,90 2,95 4,44 8,97 17,09 7,25
tualen Anteils um 6,31% erzielt. Das entspricht einer Verringerung der ungenutzten
Prozessorzeit um 40%.
Die kleinsten prozentualen Anteile an ungenutzter Prozessorzeit ergeben sich für
den Schedulingalgorithmus Approx-2. Der prozentuale Anteil an ungenutzter Prozes-
sorzeit fällt sowohl für Approx-2 als auch für Approx-2 (mb) mit steigender Anzahl
Prozessoren der Zielplattform. Wenn Zielplattformen mit mehr als 512 Prozesso-
ren betrachtet werden, kann der prozentuale Anteil an ungenutzter Prozessorzeit
durch Anwendung des Algorithmus Move-blocks auf unter 1% reduziert werden.
Im Durchschnitt ergibt sich ein Anteil an ungenutzter Prozessorzeit von lediglich
2,65% wenn der Optimierungsalgorithmus für den Schedulingalgorithmus Approx-2
verwendet wird. Daher sollte der Schedulingalgorithmus Approx-2 (mb) eingesetzt
werden, wenn die ungenutzte Prozessorzeit das gewünschte Optimierungskriterium
ist.
Betrachtet man alle Testfälle der Testmenge, kann der Anteil an ungenutzter
Prozessorzeit durch den Einsatz des Algorithmus Move-blocks für den Schedulingal-
gorithmus Approx-
√
3 von 10,54% auf 6,65% verringert werden. Das entspricht einer
Verbesserung um 37%. Damit erzeugt Approx-
√
3 (mb) die zweitbesten Ergebnisse
in Bezug auf den prozentualen Anteil ungenutzter Prozessorzeit in den Schedules.
Die Ergebnisse für den Schedulingalgorithmus Approx-32 zeigen, dass auch hier die
Anwendung des Algorithmus Move-blocks zu einer besseren Ausnutzung der Prozes-
soren der parallelen Plattform führt. Der prozentuale Anteil an ungenutzter Prozes-
sorzeit kann im Durchschnitt von 11,80% auf 7,25% reduziert werden, was einer
Verbesserung um 38% entspricht. Für den Schedulingalgorithmus Approx-32 ergibt
sich, dass der Anteil ungenutzter Prozessorzeit bis zu einer Prozessoranzahl der Ziel-
plattform von 256 fällt und danach ansteigt. Dieser Effekt kann sowohl für Approx-32
als auch für Approx-32 (mb) beobachtet werden. Dabei ist der Anstieg mit steigen-
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der Prozessoranzahl für den Schedulingalgorithmus mit Anwendung des Algorithmus
Move-blocks steiler. Das weist darauf hin, dass die ungenutzte Prozessorzeit entwe-
der zwischen dem ersten und dem zweiten Ablagefach eines Layer-Schedules auftritt
oder dass sehr viele große Allgemeine Blöcke in den Layer-Schedules bestimmt wer-
den, die nicht verschoben werden können. Ersteres liegt dabei in der Arbeitsweise
von Approx-32 begründet und kann nicht durch den Algorithmus Move-blocks ver-
bessert werden.
Zusammenfassend zeigen die Messergebnisse, dass die Anwendung des Algorith-
mus Move-blocks für alle betrachteten Schedulingalgorithmen zu einem weitaus ge-
ringeren Anteil ungenutzter Prozessorzeit führen. Die Schedules des Schedulingal-
gorithmus TwoL-Level haben den größten Anteil ungenutzter Prozessorzeit. Der
Schedulingalgorithmus Approx-2 (mb) übertrifft alle anderen Schedulingalgorith-
men, da er den mit Abstand kleinsten Anteil an ungenutzter Prozessorzeit in den
berechneten Schedules enthält.
3.4.5 Vergleich der Laufzeit der Schedulingalgorithmen
Für den Vergleich der Laufzeit der Schedulingalgorithmen wird der gesamte Schedu-
lingprozess der layer-basierten Schedulingalgorithmen betrachtet. Er enthält alle vier
Phasen, die für die Berechnung eines Schedules für einen gegebenen Task-Graphen
und eine gegebene Zielplattform ausgeführt werden. Abbildung 3.10 zeigt die durch-
schnittlichen Laufzeiten in Abhängigkeit der Anzahl der Knoten des Task-Graphen.
Ein kleinerer Wert der Laufzeit bedeutet ein besseres Ergebnis.
Die erste Beobachtung ist, dass die Laufzeit aller Schedulingalgorithmen sehr ge-
ring ist. Das Maximum der durchschnittlichen Laufzeit entspricht weniger als 700
Millisekunden. Betrachtet man die Laufzeiten der Schedulingalgorithmen für jede
Prozessoranzahl der Zielplattform separat, dann überschreitet die Laufzeit in kei-
nem der betrachteten Fälle 1,1 Sekunden. Diese Laufzeit benötigt der Scheduling-
algorithmus Approx-
√
3 (mb) angewandt auf Task-Graphen mit 1.000 Knoten und
Zielplattformen mit 1024 Prozessoren.
Die zweite Beobachtung ist, dass sich für alle Schedulingalgorithmen eine sehr
ähnliche Laufzeitkurve ergibt. Das zeigt, dass die Ausführung der Phase des Layer-
Schedulings und die Ausführung des Optimierungsalgorithmus Move-blocks die
Laufzeit des Schedulingprozesses nur in geringem Maße beeinflussen. Die beiden
genannten Teile des Schedulingprozesses sind der einzige Unterschied bei den be-
trachteten Schedulingalgorithmen. Der Algorithmus Approx-2 ist der schnellste Al-
gorithmus. Für die Ausführung des Schedulingprozesses benötigt er zwischen 19 ms
(Task-Graphen mit 100 Knoten) und 599 ms (Task-Graphen mit 1.000 Knoten). Im
Mittel über alle Knotenanzahlen ergeben sich 228 ms. Der langsamste Schedulingal-
gorithmus ist Approx-
√
3 (mb), der zwischen 24 ms (Task-Graphen mit 100 Knoten)
und 691 ms (Task-Graphen mit 1.000 Knoten) zur Berechnung der Schedules benö-




































Abbildung 3.10: Laufzeit der Schedulingalgorithmen in Abhängigkeit der Anzahl
der Knoten pro Task-Graph. Die dargestellten Werte sind über alle betrachteten
Typen von Task-Graphen und alle Zielplattformen gemittelt.
Der Optimierungsalgorithmus Move-blocks kann sehr schnell ausgeführt werden
und vergrößert die Laufzeit der Schedulingalgorithmen nicht signifikant. Im Durch-
schnitt ist TwoL-Level (mb) 7% langsamer als TwoL-Level, Approx-2 (mb) 11% lang-
samer als Approx-2, Approx-
√
3 (mb) langsamer als 8% Approx-
√
3 und Approx-32
(mb) 5% langsamer als Approx-32 . Das zeigt, dass der Overhead den die Anwen-
dung des Algorithmus Move-blocks erzeugt im Vergleich zur Laufzeit des gesamten
Schedulingprozesses gering ist.
3.5 Zusammenfassung
In diesem Kapitel wurde ein Optimierungsalgorithmus für layer-basierte Scheduling-
algorithmen für Task-Graphen mit parallelen Tasks und Abhängigkeiten vorgestellt.
Der Move-blocks genannte Optimierungsalgorithmus erlaubt die Verbesserung von
aus Layer-Schedules zusammengesetzten Schedules, indem ungenutzte Prozessorzeit
zwischen aufeinander folgenden Layer-Schedules verringert wird. Der Optimierungs-
algorithmus basiert auf dem Verschieben von Allgemeinen Blöcken mit dem Ziel, die-
se früher ausführen zu können. Allgemeine Blöcke entsprechen einer Menge an Kno-
ten im Layer-Schedule und erlauben die horizontale Zerlegung des Layer-Schedules.
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Neben der detaillierten Darstellung des Algorithmus Move-blocks wurde auch der
Algorithmus zum Bestimmen der Allgemeinen Blöcke ausführlich vorgestellt.
Durch eine umfassende experimentelle Auswertung konnte gezeigt werden, dass die
Optimierung für vier bekannte layer-basierte Schedulingalgorithmen zu sehr guten
Ergebnissen führt. Die Verbesserungen betreffen sowohl den Makespan der berech-
neten Schedules als auch den Anteil ungenutzter Prozessorzeit in den Schedules. Die
Verbesserungen konnten erreicht werden ohne dass der Overhead für die Ausfüh-
rung des Algorithmus Move-blocks einen signifikanten Einfluss auf die Laufzeit der
Schedulingalgorithmen hatte.
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4 SEParAT – Schedulingumgebung
für gemischt-parallele
Anwendungen
Die Ausführung einer gemischt-parallelen Anwendung basiert auf einem Schedule.
Der Schedule kann entweder per Hand vorgegeben oder durch einen Scheduling-
algorithmus berechnet werden. Ersteres ist vor allem für große gemischt-parallele
Anwendungen fehleranfällig und komplex, da Abhängigkeiten der parallelen Tasks
strikt eingehalten werden und Daten zum richtigen Zeitpunkt auf den Prozessoren
der parallelen Tasks vorliegen müssen. Für die Berechnung eines Schedules existieren
verschiedene Schedulingalgorithmen, die auf Heuristiken und Approximationslösun-
gen basieren. Die Entscheidung, welcher Schedulingalgorithmus für welche Art von
Schedulingproblemen in Form von Task-Graph und paralleler Zielplattform am bes-
ten geeignet ist, stellt für den Programmierer einer gemischt-parallelen Anwendung
eine Herausforderung dar.
Ein Ziel der in diesem Kapitel vorgestellten Schedulingumgebung SEParAT
(Scheduling Support Environment for Parallel Application Task Graphs) ist es, den
Programmierer einer gemischt-parallelen Anwendung bei seiner Entscheidung zur
Auswahl eines Schedulingalgorithmus zu unterstützen. Weitere Ziele sind die Be-
reitstellung einer Vielzahl an Schedulingalgorithmen für die Berechnung von Sche-
dules, die Unterstützung bei der Evaluierung von Schedulingalgorithmen und die
Möglichkeit der Implementierung und Ankopplung eigener Schedulingalgorithmen.
4.1 Funktionalität der Schedulingumgebung
SEParAT ist eine flexible Schedulingumgebung, die sowohl als eigenständige An-
wendung als auch als Hilfswerkzeug für andere Werkzeuge und Programmiertools,
bspw. das TwoL-Komponentensystem [74], genutzt werden kann. Eine Übersicht der
Funktionalität von SEParAT gibt Abbildung 4.1. Hier sind die Eigenschaften der
drei wichtigsten Teile dargestellt: Eingabe, SEParAT selbst und Ausgabe.
4.1.1 Funktionalität der Eingabe
Die Eingabe für SEParAT ist ein Schedulingproblem bestehend aus dem Task-Graph
der gemischt-parallelen Anwendung und der Beschreibung der Zielplattform. Die
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Notation: Datei Software Datenstruktur
Graphische Ausgabe
Abbildung 4.1: Überblick der Funktionalität von SEParAT. SEParAT verarbei-
tet ein gegebenes Schedulingproblem und berechnet einen gültigen Schedule. Dazu
werden Schedulingalgorithmen genutzt, die als Teil der Softwarekomponenten imple-
mentiert sind. Zusätzlich erlaubt SEParAT die Darstellung von Zwischenergebnissen
der Schedulingalgorithmen und bietet Auswertungsunterstützung.
Trennung von Task-Graph und Zielplattform erlaubt die Berechnung von Schedu-
les einer gemischt-parallelen Anwendung für verschiedene Hardware-Plattformen.
Dadurch wird ein Mechanismus bereitgestellt, der die Möglichkeit des direkten Ver-
gleichs des Effizienzverhaltens einer gemischt-parallelen Anwendung für verschie-
denste parallele Plattformen bietet.
SEParAT erlaubt die Entkopplung des Schedulingproblems von spezifischen Pro-
grammiersprachen. Dadurch ist es flexibler als parallelisierende Compiler, die immer
ein bereits implementiertes Programm als Eingabe fordern. Der Task-Graph für
die Eingabe in SEParAT kann auf zwei Arten erzeugt werden. Entweder wird ein
Werkzeug genutzt, das ein gegebenes Programm analysiert und den Task-Graphen
automatisch erzeugt oder der Task-Graph wird per Hand vorgegeben. Letzteres er-
möglicht die Nutzung von SEParAT bereits in der Design-Phase einer parallelen
Anwendung. Damit ist das Schedulingproblem unabhängig von der eigentlichen Im-
plementierung. Der wesentliche Vorteil dieses Ansatzes ist die Unterstützung des
Programmierers einer gemischt-parallelen Anwendung bei der Strukturierung der
Anwendung bevor die eigentliche Implementierung stattfindet. Die Ausnutzung der
gemischten Parallelität kann somit bereits in einem sehr frühen Stadium der An-
wendungsentwicklung erfolgen, was zu hocheffizienten und skalierenden parallelen
Anwendungen führt.
4.1.2 Funktionalität von SEParAT
SEParAT ist eine Schedulingumgebung, die als unterstützendes Werkzeug für die
Berechnung von Schedules für task-graph-basierte parallele Anwendungen, für den
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Vergleich von Schedulingalgorithmen, für die Darstellung der Abhängigkeitsstruktur
gegeben als Task-Graph und für die Analyse der erzeugten Schedules genutzt wer-
den kann. Dazu bietet SEParAT die graphische Darstellung des Task-Graphen, die
Darstellung von Zwischenergebnissen, die bei der Ausführung der Schedulingalgo-
rithmen erzeugt werden, die Visualisierung von Schedules als Gantt-Diagramme und
Auswertungsunterstützung (evaluation support) an. Die Auswertungsunterstützung
kann genutzt werden, um die Unterschiede zwischen verschiedenen Schedulingalgo-
rithmen und deren Ergebnissen auszuwerten.
Durch bereitgestellte Schnittstellen können Entwickler bestehende Schedulingal-
gorithmen anpassen und neue Schedulingalgorithmen entwickeln und an SEParAT
ankoppeln. Durch die Vorstellung von Nutzungsszenarien werden die einzelnen Funk-
tionalitäten von SEParAT weiter detailliert.
4.1.3 Funktionalität der Ausgabe
Die Ausgabefunktionalität von SEParAT besteht aus der Dateiausgabe und der vi-
suellen Ausgabe. Wenn SEParAT als Hilfsanwendung für andere Werkzeuge genutzt
wird, dann ist die Dateiausgabe das primäre Ausgabemedium. Diese Art der Ausga-
be erlaubt die Weiterverarbeitung durch andere Werkzeuge. Der berechnete Schedule
kann genutzt werden, um die parallelen Tasks auf der gegebenen Zielplattform aus-
zuführen oder um Programmcode zu erzeugen, der die Ausführung der parallelen
Anwendung steuert.
Auch für die Ausführung als eigenständige Anwendung kann die Dateiausgabe
genutzt werden. Dies ermöglicht die Berechnung eines gültigen Schedules durch An-
wendung verschiedener Schedulingalgorithmen und eine manuelle Auswahl des Sche-
dules, der den Anforderungen des Programmierers einer gemischt-parallelen Anwen-
dung am besten genügt. Allerdings ist die visuelle Ausgabe das primäre Ausgabe-
medium, wenn SEParAT als eigenständige Anwendung eingesetzt wird. Die visuelle
Ausgabe untergliedert sich in:
• die visuelle Ausgabe des berechneten gültigen Schedules als Gantt-Diagramm,
• die Visualisierung von Zwischenergebnissen innerhalb der graphischen Ober-
fläche, z. B. die Ausgabe des Task-Graphen mit Layer-Informationen für layer-
basierte Schedulingalgorithmen und
• die Visualisierung von Vergleichsdiagrammen.
4.1.4 Nutzungsszenarien
SEParAT ist flexibel, erweiterbar und stellt Softwarekomponenten mit wohldefinier-
ten Schnittstellen bereit, um dem Entwickler von gemischt-parallelen Anwendungen
verschiedene Möglichkeiten der Verwendung zu bieten. Die Flexibilität ist vor allem
durch die Unterstützung einer Vielzahl von Nutzungsszenarien gegeben, die sich wie
folgt untergliedern lassen: Scheduling, Auswertungsunterstützung und Entwicklung
von Schedulingalgorithmen.
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Nutzungsszenarien für das Scheduling befassen sich mit der Berechnung eines
gültigen Schedules für ein gegebenes Schedulingproblem. In diesen Nutzungsszena-
rien wird SEParAT entweder durch ein anderes Programmierwerkzeug oder durch
den Entwickler von parallelen Anwendungen genutzt.
a) Das primäre Nutzungsszenario, gegeben in Abbildung 4.2, entspricht der Aus-
führung eines Schedulingdurchgangs. Ein Schedulingdurchgang umfasst alle notwen-
digen Schritte zur Berechnung eines gültigen Schedules. Er beginnt mit dem Lesen
der Eingabe und endet mit dem Schreiben der Ausgabedatei.
Dieses Nutzungsszenario kann sowohl automatisiert (Nutzung als Hilfswerkzeug)
als auch benutzergesteuert (Nutzung als eigenständige Anwendung) ausgeführt wer-
den. Für die Nutzung als Hilfswerkzeug müssen die von SEParAT bereitgestellten
Ein- und Ausgabeformate durch die aufrufende Anwendung genutzt werden. Durch
die Bereitstellung von Schnittstellen und Mechanismen der Anpassung von Software-
komponenten können die Formate erweitert und auf existierende Formate angepasst
werden.
Für die benutzergesteuerte Ausführung wird eine graphische Oberfläche bereitge-
stellt, die es dem Programmierer einer gemischt-parallelen Anwendung erlaubt das
Schedulingproblem einzulesen, einen Schedulingalgorithmus mit oder ohne Optimie-
rungen auszuwählen, die Berechnung des Schedules auszuführen und den berechne-
ten Schedule zur Weiterverarbeitung als Datei auszugeben. In diesem Nutzungs-
szenario ist dem Programmierer der gemischt-parallelen Anwendung der am besten









Abbildung 4.2: Nutzungsszenario für das Scheduling a)
b) Im zweiten Nutzungsszenario für das Scheduling kennt der Programmierer einer
gemischt-parallelen Anwendung den geeigneten Schedulingalgorithmus für sein spe-
zifisches Schedulingproblem nicht. Sein Ziel der Nutzung von SEParAT ist es, den
Schedule zu erhalten, der einem von ihm geforderten Kriterium am besten entspricht.
Kriterien können dabei z. B. der minimale Makespan oder die beste Ausnutzung der
Ressourcen der Zielplattform sein. Abbildung 4.3 zeigt dieses Nutzungsszenario.
SEParAT unterstützt diese Art von Nutzungsszenario, indem es automatisiert
den Schedulingalgorithmus auswählt, der dem gegebenen Kriterium am besten ent-
spricht. Der Programmierer einer gemischt-parallelen Anwendung erhält als Ergeb-
nis sowohl den berechneten Schedule als auch Informationen über den ausgewählten
Schedulingalgorithmus.
Für die Bestimmung des am besten geeigneten Schedules verwendet SEParAT In-
formationen, die aus dem Task-Graphen extrahiert werden. Das sind z. B. die Menge
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an Knoten und das Verhältnis zwischen Knoten und Kanten. Auf der Basis dieser
Informationen und des vom Programmierer einer gemischt-parallelen Anwendung
gegebenen Kriteriums wird entweder genau ein Schedulingalgorithmus oder eine
kleine Auswahl an Schedulingalgorithmen auf das Schedulingproblem angewandt.
Wenn mehrere Schedules erzeugt wurden, dann wird derjenige ausgewählt, der dem













Abbildung 4.3: Nutzungsszenario für das Scheduling b)
Nutzungsszenarien für die Auswertungsunterstützung befassen sich mit dem
Vergleich von Schedulingalgorithmen für verschiedene Arten von Schedulingproble-
men. Dadurch ist es zum einen möglich detaillierte Einblicke in die bereitgestellten
Schedulingalgorithmen zu erhalten und zum anderen kann manuell bestimmt wer-
den, welcher Schedulingalgorithmus für welche Arten von Schedulingproblemen gut
geeignet ist. Die Auswertungsunterstützung innerhalb von SEParAT entspricht dem
Erfassen von Informationen über die Schedulingalgorithmen und über die berechne-
ten Schedules.
a) Im ersten Nutzungsszenario für die Auswertungsunterstützung will der Pro-
grammierer einer gemischt-parallelen Anwendung sowohl das Layout der berechne-
ten Schedules visualisieren als auch verfügbare Zwischenergebnisse anzeigen, siehe
Abbildung 4.4.
Dieses Nutzungsszenario wird von SEParAT folgendermaßen unterstützt: Der
Programmierer einer gemischt-parallelen Anwendung liest ein Schedulingproblem
über die graphische Oberfläche ein. Er wendet verschiedene Schedulingalgorithmen
mit oder ohne die verfügbaren Optimierungen auf das Schedulingproblem an und
SEParAT stellt Visualisierungen zur Auswertung bereit. Die Auswertung nimmt der
Programmierer einer gemischt-parallelen Anwendung dann manuell entweder direkt
vor oder er nutzt die Möglichkeit, die Visualisierungen der Ergebnisse zu speichern.
Damit kann der Nutzer die Auswertung auch im Nachhinein noch durchführen.
Zwischenergebnisse ermöglichen die Untersuchung der Arbeitsweise der Schedul-
ingalgorithmen und die Identifizierung von Aspekten für Verbesserungen. Je nach
genutzter Klasse von Schedulingalgorithmen werden verschiedene Zwischenergeb-
nisse unterstützt. Für Allokations- und Schedulingalgorithmen kann die berechnete
Anzahl an Prozessoren für die Prozessorgruppen der parallelen Tasks in der Al-
lokationsphase oder die Sortierung der Knoten in der Prioritätsliste für die List-
Scheduling-Heuristik in der Schedulingphase ausgegeben werden. Für layer-basierte
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Schedulingalgorithmen können die Mengen der unabhängigen Knoten in den Layern












Abbildung 4.4: Nutzungsszenario für die Auswertungsunterstützung a)
b) Das zweite Nutzungsszenario für die Auswertungsunterstützung nutzt die Aus-
wertungsunterstützung von SEParAT direkt, siehe Abbildung 4.5. Es behandelt den
direkten Vergleich von Schedulingalgorithmen durch Anwendung von ausgewählten
Schedulingalgorithmen auf ein gegebenes Schedulingproblem und einer nachfolgen-
den Erzeugung von Vergleichsdiagrammen.
Ein Vergleichsdiagramm entspricht einem Balkendiagramm, das die berechneten
Werte eines einzelnen Vergleichskriteriums als Balken für eine Auswahl an Sched-
ulingalgorithmen mit/ohne Optimierungen zeigt. Die Vergleichsdiagramme ermög-
lichen die Analyse von Schedulingalgorithmen, wenn Parameter des Schedulingpro-
blems oder der Schedulingalgorithmen geändert werden. Damit bietet sich für den
Programmierer einer gemischt-parallelen Anwendung die Möglichkeit zu entschei-
den, welcher Schedulingalgorithmus für welche Kombination aus Task-Graph und





















Abbildung 4.5: Nutzungsszenario für die Auswertungsunterstützung b)
SEParAT bietet vordefinierte Vergleichsdiagramme, die die folgenden Vergleichs-
kriterien unterstützen:
• die Laufzeit der gewählten Schedulingalgorithmen zur Berechnung der Sche-
dules,
• der Makespan der berechneten Schedules,
• der erzielte Speedup, d. h. der Makespan der berechneten Schedules im Ver-
gleich zum Makespan, wenn die Anwendung sequentiell auf einem Prozessor
abgearbeitet wird und
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• die ungenutzte Prozessorzeit der berechneten Schedules, d. h. die Summe der
Zeitintervalle innerhalb eines berechneten Schedules, in denen die Prozessoren
der Zielplattform ungenutzt sind.
c) Im dritten Nutzungsszenario für die Auswertungsunterstützung wird ein aus-
gewählter Schedulingalgorithmus auf eine Menge von Schedulingproblemen ange-
wandt, wie in Abbildung 4.6 dargestellt. Das Ziel dieses Nutzungsszenarios ist, ver-
schiedene Charakteristika eines Schedulingalgorithmus für große Mengen an Sche-
dulingproblemen zu untersuchen. Damit wird die detaillierte Auswertung eines ein-
zelnen Schedulingalgorithmus erfasst. Als Charakteristika stehen z. B. die Laufzeit
des Schedulingalgorithmus, die Makespans der berechneten Schedules und die Pro-
zessorauslastung der berechneten Schedules zur Verfügung.
Eine Menge von Schedulingproblemen kann entweder per Hand vorgegeben oder
durch eine Softwarekomponente von SEParAT erzeugt werden. Die Erzeugung der
Task-Graphen der Schedulingprobleme basiert auf einer Menge anpassbarer Task-
Graph-Eigenschaften, die die Struktur der Anwendung und die Kosten für Berech-
nung und Kommunikation vorgeben.
Die Ergebnisse der verschiedenen Charakteristika des Schedulingalgorithmus für
die Menge an Schedulingproblemen werden durch SEParAT in Textdateien ausgege-
ben, die eine spätere manuelle Analyse ermöglichen. Dieses Nutzungsszenario wurde














Abbildung 4.6: Nutzungsszenario für die Auswertungsunterstützung c)
Nutzungsszenarien für die Entwicklung von Schedulingalgorithmen ermögli-
chen dem Nutzer von SEParAT die Implementierung neuer Schedulingalgorithmen.
Die Integration neuer Schedulingalgorithmen und die damit einhergehende Erweite-
rung der Schedulingalgorithmenbibliothek ist ein wesentlicher Bestandteil der Kon-
zeption von SEParAT. Zur Implementierung neuer Schedulingalgorithmen stehen
Schnittstellen zu Kernfunktionen der bereits implementierten Schedulingalgorith-
men bereit. Dadurch kann z. B. die List-Scheduling-Heuristik von Allokations- und
Schedulingalgorithmen oder der Algorithmus zum Berechnen der Layer unabhängi-
ger Knoten für layer-basierte Schedulingalgorithmen wiederverwendet werden.
SEParAT stellt einen Plugin-Mechanismus zur Anbindung neuer Schedulingal-
gorithmen bereit. Wenn ein neuer Schedulingalgorithmus über den vorgegebenen
Plugin-Mechanismus hinzugefügt wird, dann kann dieser mit anderen Schedulingal-
gorithmen verglichen werden, es kann geprüft werden, ob die berechneten Schedules
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gültigen Schedules entsprechen und der neue Schedulingalgorithmus kann wie ein be-
reits implementierter Schedulingalgorithmus genutzt werden. Das bedeutet im Spe-
ziellen, dass alle anderen Nutzungsszenarien auch mit neuen Schedulingalgorithmen













Abbildung 4.7: Nutzungsszenario für die Entwicklung von Schedulingalgorithmen
4.1.5 Einordnung der Werkzeugeigenschaften von SEParAT
Um eine Einordnung der Funktionalität und der Werkzeugeigenschaften von
SEParAT zu ermöglichen wird im Folgenden die „Taxonomy of Application Sched-
uling Tools for High Performance Cluster Computing“ [14] genutzt. Obwohl sich [14]
mit Schedulingwerkzeugen für Single-Prozessor-Tasks beschäftigt, können die vor-
gestellte Taxonomie und das Framework auch auf Schedulingwerkzeuge für parallele
Tasks mit Abhängigkeiten angewandt werden.
Taxonomie Tabelle 4.1 zeigt die vier Hauptmerkmale der Taxonomie und deren
Charakteristika. SEParAT ist für lokale Systeme (local-area systems) konzipiert.
Das heißt, es werden sowohl Cluster als auch Cluster von Clustern innerhalb eines
lokalen Netzwerks unterstützt. Die Hauptfunktionalitäten entsprechen dem Task-
Scheduling – speziell Scheduling von parallelen Tasks mit Abhängigkeiten – und
der Leistungskontrolle and -analyse. Letzteres heißt für SEParAT, dass die Nutzung
als Umgebung zur Auswertungsunterstützung einer der Einsatzfälle ist. Die Steue-
rung (control mode) ist zentral. SEParAT ist eine Schedulingumgebung in der alle
Funktionalitäten in einem Werkzeug gebündelt sind, das auf einem Einzelprozes-
sorsystem lauffähig ist. Da die parallelen Tasks nicht ausgeführt werden, ist keine
verteilte Steuerung notwendig. SEParAT verfolgt eine statische Schedulingstrategie.
Der Schedule der gemischt-parallelen Anwendung wird bereits zur Übersetzungs-
zeit berechnet. Dazu werden bereitgestellte Informationen über die Ausführung der
parallelen Tasks und die Datenübertragungen genutzt.
Neben den Hauptmerkmalen werden in der Taxonomie weitere Merkmale spezi-
fiziert, die für eine Einordnung genutzt werden können. Die Merkmale und deren
Umsetzung durch SEParAT sind:
• Task-Graph: gerichteter azyklischer Graph mit Knoten- und Kantenkosten;
• Schedulingalgorithmus: erweiterbare Bibliothek von Schedulingalgorith-
men;
• Nutzerschnittstelle: Graphische Oberfläche und Kommandozeile;
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Tabelle 4.1: Taxonomie von Schedulingwerkzeugen nach [14]. Die Charakteristika,
die von SEParAT unterstützt werden, sind durch graue Boxen hervorgehoben.
Zielsystem Hauptfunktionalität Steuerung Scheduling-
strategie









• Programmierparadigma: parallele Tasks mit Abhängigkeiten, wie in Ab-
schnitt 2.3 beschrieben.
Framework Abbildung 4.8 veranschaulicht das grundlegende Framework für Sche-
dulingwerkzeuge, wie es in [14] definiert wird. Für SEParAT wurde das Framework
um ein neues Element erweitert, das die Möglichkeit zur Erweiterung der Schedul-
ingalgorithmenbibliothek erfasst.
Schicht 1: Die Nutzerschnittstelle soll die Eingabe einer Anwendung in Text-
form und graphischer Form ermöglichen. SEParAT erlaubt die Eingabe in Text-
form, wobei die Eingabe über mehrere Eingabedateien verteilt ist. Die Kompo-
nente zur Eigenschaftsspezifikation soll einem Nutzer des Schedulingwerkzeugs die
Möglichkeit bieten, Berechnungs- und Kommunikationskosten zu beschreiben. In
SEParAT werden diese Informationen als Bestandteil der Eingabedateien angege-
ben. Die Programmvisualisierung ist für die Anzeige von Informationen zuständig,
z. B. des Task-Graphen oder der Architektur eines Clusters. SEParAT erlaubt die
Anzeige von Informationen über den Task-Graphen, über die Zielplattform, über
Zwischenergebnisse und über Schedules mittels einer graphischen Oberfläche.
Schicht 2: Die Komponente zur Programm-/Graphanalyse untersucht die Struk-
tur eines gegebenen Programms und konvertiert dieses in einen Task-Graph. Die
Komponente zur Graphtransformation erzeugt dafür den Task-Graphen entweder
aus einer gegebenen Datei oder aus einer graphischen Eingabe. In SEParAT wird
die gemischt-parallele Anwendung immer direkt als Task-Graph gegeben, der über
eine Eingabedatei beschrieben wird. Der Task-Graph wird in mehreren Schritten in
die Eingabe der Schedulingalgorithmenbibliothek transformiert. Daher werden von
SEParAT auch Komponenten zur Graphanalyse und Graphtransformation bereit-
gestellt und genutzt. Die Komponente der Programminstrumentierung wird zur Vi-
sualisierung der Leistungsfähigkeit während der Ausführung der gemischt-parallelen
Anwendung und zur Post-Mortem Analyse genutzt. Sie ist kein Bestandteil von
SEParAT.
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Abbildung 4.8: Framework für Schedulingwerkzeuge nach [14]. Komponenten, die
Bestandteil von SEParAT sind, werden durch grüne Boxen hervorgehoben. Die durch
SEParAT hinzugefügte zusätzliche Komponente ist rot hervorgehoben, Schicht 3:
Erweiterung um neue Algorithmen.
Schicht 3: Diese Schicht umfasst den oder die Schedulingalgorithmen. Für mehre-
re Schedulingalgorithmen ist eine Schedulingalgorithmenbibliothek als Komponente
des Frameworks vorgesehen. Die Auswahl eines Schedulingalgorithmus geschieht ent-
weder automatisiert oder wird durch den Nutzer des Schedulingwerkzeugs vorgege-
ben. Durch SEParAT werden beide Möglichkeiten über die zwei Nutzungsszenarien
für das Scheduling abgedeckt.
Die Schedulingalgorithmenbibliothek von SEParAT umfasst eine große Anzahl
implementierter Schedulingalgorithmen und erlaubt das Hinzufügen neuer Schedul-
ingalgorithmen durch die Bereitstellung von Schnittstellen und wiederverwendbaren
Code-Fragmenten. Die Unterstützung der Erweiterung der Schedulingalgorithmen-
bibliothek stellt eine Erweiterung des Frameworks dar.
Schicht 4: Die Laufzeitunterstützung dient der Ausführung der Anwendung unter
Nutzung eines berechneten Schedules. SEParAT ist ein Hilfswerkzeug für das Sched-
uling, das den Schedule für eine gemischt-parallele Anwendung zur Übersetzungszeit
berechnet. Daher liegt die Bereitstellung eines Ressourcenmanagementsubsystems
und einer Laufzeitunterstützung außerhalb des Anwendungsbereichs. Nichtsdesto-
trotz kann die Ausgabe von SEParAT durch andere Werkzeuge und Laufzeitsyste-
me genutzt werden, um den berechneten Schedule für die Ausführung der parallelen
Anwendung einzusetzen.
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Notation: Datei Datenstruktur Softwarekoponente Schritt
Abbildung 4.9: Arbeitsweise eines Schedulingdurchgangs innerhalb von SEParAT.
Die Eingabe des Schedulingproblems gliedert sich in drei Teile. Mehrere Transforma-
tionsschritte werden durchgeführt bevor das eigentliche Scheduling ausgeführt wird.
Der berechnete Schedule wird in eine Ausgabedatei geschrieben.
4.2 Internes Konzept der Ausführung eines
Schedulingdurchgangs
Das primäre Nutzungsszenario von SEParAT ist die Ausführung eines Scheduling-
durchgangs. In diesem Nutzungsszenario werden diverse Operationen und Graph-
transformationen ausgeführt, um das Schedulingproblem einzulesen, den gültigen
Schedule zu berechnen und abschließend in einer Ausgabedatei zu speichern. Abbil-
dung 4.9 zeigt die innerhalb von SEParAT ausgeführten Operationen und zugehörige
Datenstrukturen.
4.2.1 Erweiterung des Programmiermodells zur Steigerung der
Flexibilität
Im Programmiermodell, wie es in Kapitel 2 dargestellt wurde, sind die internen
Knoten eines Task-Graphen mit parallelen Tasks gleichgesetzt. Auf die Interna der
parallelen Tasks wurde nicht eingegangen. Für die Eingabe der Schedulingalgorith-
men in der Schedulingalgorithmenbibliothek ist dies ausreichend. Da SEParAT je-
doch sehr flexibel gestaltet ist, muss an dieser Stelle darauf hingewiesen werden,
dass in der Eingabe für SEParAT zwei unterschiedliche Arten von parallelen Tasks
angenommen werden. Dadurch werden die Definition hierarchischer Task-Graphen
und Implementierungsvarianten für parallele Tasks möglich.
Wie schon in Abschnitt 2.3 ausgeführt, entsprechen die Knoten des Task-Graphen
den parallelen Tasks der gemischt-parallelen Anwendung. Jeder parallele Task ist
entweder ein paralleles Untermodul (parallel submodule) oder wiederum ein Task-
Graph. Ein Knoten der als paralleles Untermodul vorliegt, wird auch Basisknoten ge-
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nannt. Stellt ein Knoten einen Task-Graphen dar, wird er als komplexer Knoten be-
zeichnet. Letzteres führt zu einer hierarchischen Strukturierung des Task-Graphen.
Für einen Basisknoten können verschiedene Implementierungsvarianten vorliegen,
die auf unterschiedlichen Datenverteilungen der Ein- und Ausgabeparameter ba-
sieren. Die Implementierungsvarianten werden als Modulvarianten bezeichnet. Jede
Modulvariante besitzt eine eigene Formel für die Berechnungskosten.
4.2.2 Eingabe – Das Schedulingproblem
Die Eingabe von SEParAT ist ein erweitertes Schedulingproblem, das aus drei Teilen
besteht: aus der gemischt-parallelen Anwendung als Task-Graph, aus der Zielplatt-
form als Maschinenbeschreibung und aus Zusatzinformationen. Die Zusatzinforma-
tionen wurden in der Beschreibung der Funktionalität von SEParAT nicht einbe-
zogen, da sie zum einen für einfache Fälle oder spezielle Nutzungsszenarien nicht
angegeben werden und zum anderen auch für alle anderen Fälle obligatorisch sind.
Der Einsatz von Zusatzinformationen wurde gewählt, um:
• die gemischt-parallele Anwendung von problemabhängigen Parametern zu ent-
koppeln, z. B. die Eingangsproblemgröße oder das Kostenmodell;
• Optionen der Schedulingalgorithmen zu separieren.
Die Unabhängigkeit vom Task-Graph und der Eingangsproblemgröße (gegeben als
Zusatzinformation) sowie der Anzahl der Prozessoren der Zielplattform (gegeben
als Teil der Maschinenbeschreibung) wird in [14] als eine wichtige Eigenschaft für
aktuelle Task-Graph-Modelle gefordert.
Task-Graph der Eingabe Der Task-Graph wird in Form einer XML-Datei gegeben.
Die Datei untergliedert sich in vier aufeinander folgende Teile: Parameterdeklara-
tionen, Datentypdefinitionen, Definition der parallelen Tasks und Task-Graph der
gemischt-parallelen Anwendung. Die strikte Trennung zwischen den Definitionen der
Datentypen und der parallelen Tasks vom Task-Graphen ermöglicht die Wiederver-
wendbarkeit der Definitionen für verschiedene Schedulingprobleme. Programmierer
einer gemischt-parallelen Anwendung können dadurch eine Menge an Definitionen
erstellen und als Basis für eine Vielzahl ähnlich strukturierter Schedulingprobleme
nutzen.
In der Liste der Parameterdeklarationen werden alle Parameter definiert, die in
den Formeln der parallelen Tasks und des Task-Graphen genutzt werden, z. B. in
den Berechnungskosten der Knoten. Die konkreten Werte der Parameter werden
entweder als Teil der Maschinenbeschreibung oder als Teil der Zusatzinformationen
gegeben. Damit kann die Skalierbarkeit einer gemischt-parallelen Anwendung z. B.
hinsichtlich einer veränderten Eingangsproblemgröße untersucht werden, ohne die
Definition der parallelen Tasks des Task-Graphen zu ändern. Ein Beispiel der Liste
der Parameterdeklarationen, in der die Eingangsproblemgröße n und die Rechenleis-
tung t_C eines Prozessors der Zielplattform deklariert werden, ist:
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<ProblemParam Name="n" DefaultValue="1024"/> <!-- Eingangsproblemgröße -->
<MachineParam Name="t_C"/> <!-- Rechenleistung -->
Die Eingangsproblemgröße ist ein Parameter, dessen Wert aus den Zusatzinforma-
tionen gelesen wird. Die Rechenleistung ist ein Parameter, dessen Wert durch die
Maschinenbeschreibung gegeben wird. SEParAT erlaubt die Angabe von Standard-
werten, die genutzt werden, wenn für einen Parameter kein Wert spezifiziert wird.
Die Datentypdefinitionen werden benötigt, um die Größe der Daten für die Be-
rechnungskosten der parallelen Tasks und die Kommunikationskosten zwischen pa-
rallelen Tasks zu ermitteln. Für jeden Ein- und Ausgabeparameter eines parallelen
Tasks muss ein Datentyp definiert sein. Ein Beispiel ist die Definition des Datentyps
myMatrix:




Durch myMatrix wird der Datentyp einer Matrix definiert, deren zu Grunde liegende
Datenstruktur eine Größe von n×n besitzt. Der C-Datentyp der Matrixelemente ist
double. Die Datenverteilung der Matrix ist blockweise. Die Information zur Daten-
verteilung wird benötigt, wenn Datenumverteilungen zwischen den Prozessoren der
parallelen Tasks ausgeführt werden müssen. SEParAT stellt eine vordefinierte Menge
an unterstützten Datentypen, C-Datentypen und Datenverteilungen zur Verfügung.
Jeder parallele Task muss nur einmal definiert werden, unabhängig davon, wie
oft er im Task-Graphen genutzt wird. Dadurch müssen Änderungen an parallelen
Tasks in der Eingabe, die auf derselben Definition basieren, nur einmal für alle diese
Tasks vollzogen werden. Viele gemischt-parallele Anwendungen bestehen aus einer
kleinen Menge an parallelen Tasks, die sehr oft ausgeführt werden. Beispiele solcher
paralleler Tasks sind Matrix-Matrix-Multiplikationen, Sortieralgorithmen für Felder
oder Vektorberechnungen. Ein paralleler Task myNode mit einem Eingabeparameter
und einem Ausgabeparameter des Typs myMatrix wird wie folgt in der Eingabe
definiert:
<Module Name="myNode" Id="1">
<Param Name="in" Id="1" Type="myMatrix"/>
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Der parallele Task hat eine Modulvariante (Implementation), die ihn als Basiskno-
ten (BasicModule) identifiziert. Die Berechnungskosten des parallelen Tasks sind
als parametrisierte Laufzeitformel angegeben. Als Parameter werden die Anzahl der
Prozessoren der Zielplattform p, die Eingangsproblemgröße n und die Rechenleis-
tung t_C verwendet. Der Parameter p ist eine spezielle Variable, die der Anzahl
der Prozessoren entspricht, auf denen der parallele Task ausgeführt werden soll. Der
konkrete Wert des Parameters p wird für jeden Knoten während der Berechnung
des Schedules bestimmt.
Die Definition des Task-Graphen entspricht der Definition eines parallelen Tasks,
der intern als Task-Graph realisiert ist. Anstelle eines Basisknotens ist er ein kom-
plexer Knoten (ComplexModule). Ein Beispiel für einen Task-Graphen mit einem
parallelen Tasks als Knoten (Node) und zwei Kanten ist:
<Module Name="Task-Graph" Id="2">
<Param Name="in" Id="1" Type="myMatrix"/>
<Param Name="out" Id="2" Type="myMatrix"/>






<Node Name="myNode#1" Id="2" ModuleRef="1"/>
<StopNode Name="ende" Id="3"/>
<!-- Kanten -->
<Edge Id="1" SourceNodeId="1" SourceParamId="1"
TargetNodeId="2" TargetParamId="1"/>





Der ausgezeichnete Startknoten (StartNode) und der ausgezeichnete Endknoten
(StopNode) des Task-Graphen müssen immer als Teil des Task-Graphen angegeben
werden. Die Kanten des Task-Graphen verbinden die Ausgabeparameter des Quell-
knotens mit den Eingabeparametern des Zielknotens. Für jede Datenabhängigkeit
existiert eine Kante im Task-Graphen. Für Kontrollabhängigkeitskanten werden le-
diglich der Quell- und der Zielknoten angegeben.
Maschinenbeschreibung Die Maschinenbeschreibung erlaubt die Spezifizierung
von beliebigen homogenen und heterogenen parallelen Systemen. Konstanten und
Formeln werden genutzt, um die Rechen- und Kommunikationsleistung zu spezifizie-
ren. Wie schon für den Task-Graphen der Eingabe sind die Formeln parametrisiert
und können mit Werten aus den Zusatzinformationen kombiniert werden.
Für ein homogenes paralleles System müssen die folgenden Minimalinformationen
angegeben werden: die Anzahl der Prozessoren (Processors), die Rechenleistung
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eines Prozessors t_C in Sekunden (pro Rechenoperation), die Startupzeit für einen
Datentransfer t_S in Sekunden und die Bytetransferzeit t_B des Verbindungsnetz-
werks in Sekunden pro Byte. Eine minimale Maschinenbeschreibung für ein homoge-
nes paralleles System mit einer zusätzliche Formel für eine einfache Sende-Empfangs-
Kommunikation (Send-Receive, t_sendrecv) ist:




<Function Name="t_sendrecv" Formula="t_sendrecv(n,t_S,t_B) = t_S + t_B * n"/>
</Machine>
Durch den Spezifikationsmechanismus für die Maschinenbeschreibung von SEParAT
ist es möglich, eine große Anzahl paralleler Zielplattformen mit verschiedensten Kos-
tenmodellen zu beschreiben. Zum Beispiel können Kostenmodelle wie LogP [17]
oder LogGP [3] genutzt werden, indem die Parameter Latenz, Overhead und Gap
für LogP und zusätzlich Gap pro Byte für LogGP in die Maschinenbeschreibung
aufgenommen werden.
Ein heterogenes paralleles System besteht aus einer Menge von homogenen paral-
lelen Systemen. Um die einzelnen homogenen parallelen Systeme unterscheiden zu
können, wird ein eindeutiger Identifikator hinzugefügt. Zusätzlich wird eine Menge
an heterogenen Verbindungen zwischen den homogenen parallelen Systemen spezi-
fiziert. Eine heterogene Verbindung entspricht einer Menge an Konstanten und For-
meln, die die Verbindungseigenschaften zwischen zwei homogenen parallelen Syste-
men beschreiben. Eine heterogene Verbindung definiert mindestens die Startupzeiten
für Datentransfers für beide homogene parallele Systeme (t_S1,t_S2) und die By-
tetransferzeit (t_B) für Datenübertragungen zwischen den Systemen. Die Definition






Die gegebenen Endpunkte (Endpoint1, Endpoint2) entsprechen den Identifikatoren
der verbundenen homogenen parallelen Systeme.
Zusatzinformationen Zusatzinformationen können für den Task-Graphen (Task-
Graph-Informationen), für die Maschinenbeschreibung (Maschinen-Informationen)
oder für die Schedulingalgorithmenbibliothek (Schedulingalgorithmen-Informatio-
nen) angegeben werden.
Task-Graph-Informationen (TInfo) umfassen Zusatzinformationen wie die Ein-
gangsproblemgröße der gemischt-parallelen Anwendung oder die Datengrößen der
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Parameter der Knoten des Task-Graphen. Weiterhin können hier beliebige Infor-
mationen für die Nutzung in den Formeln der parallelen Tasks angegeben werden.
Konstanten, Variablen und Formeln sind möglich. Eine Variable ist dabei eine For-
mel ohne Parameterliste, die zu einer Konstante ausgewertet werden kann.
Maschinen-Informationen (MInfo) sind Konstanten und Funktionen, die die Ma-
schinenbeschreibung ergänzen. Sie können genutzt werden, um die in der Maschi-
nenbeschreibung gegebenen Parameter des parallelen Systems zu adaptieren. TInfo
und MInfo werden in einer XML-Datei gemeinsam als problemabhängige Parameter
(ProblemParamDesc) angegeben. Ein Beispiel ist:
<ProblemParamDesc>
<Constant Name="n" Value="1024"/> <!-- Eingangsproblemgröße -->
<Variable Name="n_half" Value="n/2"/> <!-- Hälfte der Eingangsproblemgröße -->
</ProblemParamDesc>
wobei die Konstante n und die Variable n_half, die auf n basiert, definiert werden.
Schedulingalgorithmen-Informationen (SInfo) umfassen die Auswahl des Schedul-
ingalgorithmus, der auf das Schedulingproblem angewandt werden soll, die Anga-
be von Schedulingalgorithmenparametern für den gewählten Schedulingalgorithmus
und Informationen zu möglichen Optimierungen. SInfo werden in einer separaten
Eingabedatei oder über die graphische Oberfläche von SEParAT angegeben. Einen





Die Eingabedatei entspricht einer Properties-Textdatei, die fest definierte Schlüssel-
worte auf Werte abbildet. Im gegebenen Ausschnitt wird der Schedulingalgorithmus
Approx-2 (algorithm=12) aus der Klasse der layer-basierten Schedulingalgorithmen
(algorithmCategory=1) ausgewählt. Weiterhin sollen Datenumverteilungskosten im
Scheduling berücksichtigt werden (considerRedistributionCosts=true) und es
wird eine Optimierungsmöglichkeit des Schedulingalgorithmus spezifiziert (Nutzung
des Algorithmus Move-blocks, moveBlocks=true).
4.2.3 Erzeugung der internen Datenstrukturen
In einem ersten Transformationsschritt erzeugt SEParAT die interne Repräsentation
der gegebenen Daten basierend auf den drei Eingabedateien. Es entstehen zwei Da-
tenstrukturen; der Annotierte Task-Graph und die interne Maschinenbeschreibung.
Annotierter Task-Graph Der Annotierte Task-Graph wird aus den Informatio-
nen zum Task-Graph und TInfo gebildet. Die Erzeugung beinhaltet die Prüfung auf
syntaktische Korrektheit der Eingabedateien und semantische Korrektheit der gege-
benen Daten. Die Prüfung wird durch einen Eingabeparser von SEParAT realisiert.
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Der Annotierte Task-Graph ist eine Menge von Basisknoten und gegebenenfalls
komplexen Knoten und Kanten. Jeder Knoten besitzt eine Liste von Modulvarianten
und eine Liste der Eingabe- und Ausgabeparameter. Die Parameter entsprechen den
Parametern in der Definition des parallelen Tasks in der Eingabedatei. Die Datenver-
teilungen der Parameter eines Knotens sind Bestandteil der Modulvarianten, da sie
für jede Modulvariante unterschiedlich sein können. Weiterhin besitzt jede Modul-
variante eine Formel für die Berechnungskosten.
Die in der Eingabe gegebenen Formeln für die Berechnungskosten werden durch
den Transformationsschritt vereinfacht. Dazu werden alle Variablen von TInfo aus-
gewertet und sofern möglich in Konstanten umgewandelt. Nachfolgend werden die
Konstanten in den Formeln durch ihren konkreten Wert ersetzt und Teilausdrücke
in den Formeln werden soweit wie möglich ausgewertet.
Im Annotierten Task-Graphen existiert nur noch eine Kante zwischen zwei Kno-
ten auch wenn im Task-Graphen der Eingabe Mehrfachkanten durch verschiedene
Parameter für Datenabhängigkeiten gegeben sind. Die Kanten des Annotierten Task-
Graphen beinhalten eine Referenz zum Quellknoten, eine Referenz zum Zielknoten,
eine Gesamtdatentransfergröße und eine Menge von Quell- zu Zielparameterabbil-
dungen.
Interne Maschinenbeschreibung Die interne Maschinenbeschreibung wird aus
den gegebenen Daten der Maschinenbeschreibung und MInfo erzeugt. Beim Ein-
lesen der Maschinenbeschreibung wird die syntaktische Korrektheit der Eingabe
durch einen Eingabeparser von SEParAT validiert. Die interne Maschinenbeschrei-
bung umfasst alle Parameter und Funktionen, die die Zielplattform definieren. Wie
schon für den Annotierten Task-Graphen werden die gegebenen Formeln vereinfacht.
4.2.4 Datenvorbereitung
Nach der initialen Erzeugung der internen Datenstrukturen wird der Annotierte
Task-Graph in einem zweiten Transformationsschritt für die Verarbeitung in der
Schedulingalgorithmenbibliothek vorbereitet. Die Vorbereitung ist notwendig, um
eine einfache Struktur der Schedulingalgorithmen zu ermöglichen und dem Schedul-
ingproblem unnötige Komplexität zu nehmen. In der Regel unterstützen die Schedul-
ingalgorithmen weder hierarchische Task-Graphen noch Modulvarianten der Knoten.
Daher werden
• die Hierarchien entfernt, was zu flachen Task-Graphen mit ausschließlich Ba-
sisknoten führt,
• die Modulvarianten der Knoten aufgelöst, wodurch jeder Knoten nur noch eine
ausgewählte Modulvariante besitzt und
• die Datenstrukturen für Knoten und Kanten weiter vereinfacht, was zu einem
Einfachen Task-Graphen führt.
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Einfacher Task-Graph Ein Einfacher Task-Graph besteht aus einer Menge von
vereinfachten Basisknoten. Ein vereinfachter Basisknoten ist eine Transformation
eines Basisknotens des Annotierten Task-Graphen, bei dem die Ein- und Ausgabe-
parameter entfernt wurden. Dies ist möglich, da durch die Transformationen in der
Datenvorbereitung nur noch eine ausgewählte Modulvariante für jeden Basiskno-
ten existiert. Die Berechnungskosten des vereinfachten Basisknotens werden direkt
aus der ausgewählten Modulvariante übernommen. Die Kanten des Einfachen Task-
Graphen definieren nur noch den Quell- und den Zielknoten der Kante. Jede Kante
besitzt eine Gesamtdatentransfergröße und eine einzelne Formel für die Berechnung
der Kommunikationskosten, die sich aus der Kombination der Werte für die Menge
von Quell- zu Zielparameterabbildungen ergeben.
Für homogene parallele Systeme können die Berechnungskosten jedes Knotens
des Einfachen Task-Graphen weiter vereinfacht werden. Dazu wird die Formel der
Berechnungskosten für alle möglichen Prozessoranzahlen zwischen 1 und P ausge-
wertet und die berechneten Werte werden in eine Tabelle mit der Prozessoranzahl
als Index geschrieben. Dadurch wird eine schnelle Ausführung der Schedulingalgo-
rithmen erlaubt, da Kosten nicht immer wieder neu berechnet werden müssen. Diese
Vereinfachung wird für heterogene parallele Systeme nicht angewandt, da die Aus-
führungszeit der parallelen Tasks direkt von den Eigenschaften der Prozessoren der
unterschiedlichen homogenen Teilsysteme abhängt.
4.2.5 Scheduling und Optimierung
Im dritten Schritt der Ausführung des Schedulingdurchgangs wird ein Schedulingal-
gorithmus aus der Schedulingalgorithmenbibliothek auf das Schedulingproblem an-
gewandt. Die fest definierte Eingabe aller Schedulingalgorithmen besteht aus: einem
Einfachen Task-Graphen, der internen Maschinenbeschreibung und Informationen
aus SInfo. Aus diesen Informationen wird ein gültiger Schedule berechnet.
Zusätzlich zum reinen Scheduling erlaubt SEParAT die Anwendung von Opti-
mierungen der Schedulingalgorithmen. Eine Optimierung entspricht der Adaption
gewisser Aspekte eines Schedulingalgorithmus, die entweder eine Verbesserung des
berechneten Schedules für spezifische Schedulingprobleme zur Folge haben oder die
Erweiterung der Einsetzbarkeit eines Schedulingalgorithmus auf ein größeres Pro-
blemfeld ermöglichen. Die anzuwendenden Optimierungen werden anhand von SInfo
ausgewählt.
Wenn die Schedulingumgebung genutzt wird, um die Vergleichsdiagramme – Nut-
zungsszenario für die Auswertungsunterstützung b) – zu erzeugen, dann wird der
Schritt „Scheduling und Optimierung“ für jeden der ausgewählten Schedulingalgo-
rithmen und jede gewählte Optimierung eines Schedulingalgorithmus ausgeführt.
Das Ergebnis ist eine Menge von gültigen Schedules und zugehörigen Laufzeitinfor-
mationen der Schedulingalgorithmen, die die Grundlage der Vergleichsdiagramme
bilden.
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4.2 Internes Konzept der Ausführung eines Schedulingdurchgangs
4.2.6 Ausgabeerzeugung
Die Ausgabedatei von SEParAT ist eine XML-Datei mit einem gültigen Schedule.
Da der Schedule unter Umständen für einen Annotierten Task-Graphen mit Modul-
varianten für die Knoten berechnet wurde, werden die Informationen über gewählte
Modulvarianten in den berechneten gültigen Schedule vor der Ausgabe eingefügt.
Für jeden Knoten und jede Datenabhängigkeitskante enthält der ausgegebene Sche-
dule die folgenden Informationen:
• die Startzeit und die Beendigungszeit,
• die Prozessorgruppe für Knoten und die Quell- und Zielprozessorgruppe für
Datenabhängigkeitskanten,
• für jeden Knoten zusätzlich die Modulvariante, die für die Ausführung genutzt
werden soll.
Ein Beispiel für eine Datenabhängigkeitskante in der Ausgabedatei ist:
<DataRedistribution Id="1" Name="E(1)[1 to 2]"
StartTime="0.0" FinishTime="0.00519">
<SourceProcessorGroup>1 2 3 4 5 6 7 8</SourceProcessorGroup>
<TargetProcessorGroup>1 2 3 4</TargetProcessorGroup>
</DataRedistribution>
Hier findet über die Kante E(1) zwischen den Knoten mit den Identifikatoren 1 und
2 ([1 to 2]) ein Datentransfer von Prozessorgruppe {1, . . . , 8} zu Prozessorgruppe
{1, . . . , 4} im Zeitintervall von 0.0 bis 0.00519 statt. Die Ausführung eines Knotens
des Task-Graphen ist gegeben durch:
<ModuleCall Id="2" Name="myNode#1" ModuleRef="1" ImplementationRef="1"
StartTime="0.00519" FinishTime="0.028704">
<ProcessorGroup>1 2 3 4</ProcessorGroup>
</ModuleCall>
wobei der Knoten mit Identifikator Id=2 (myNode#1) auf der Prozessorgruppe
{1, . . . , 4} von Zeitpunkt 0.00519 bis zum Zeitpunkt 0.028704 ausgeführt wird. Der
Knoten entspricht dem parallelen Task der Eingabe vom Typ myNode (ModuleRef=1)
und als Modulvariante wurde module1_block (ImplementationRef=1) ausgewählt.
Für homogene parallele Systeme ist die Angabe der Prozessorgruppen eindeutig,
da nur eine durchgehende Nummerierung der Prozessoren existiert. Für heterogene
parallele Systeme wird eine globale Nummerierung der Prozessoren erzeugt, um die
Prozessorgruppen in der Ausgabe analog zum homogenen Fall verwenden zu können.
Dazu werden die Prozessoren beginnend bei 1 für den ersten Prozessor des ersten
homogenen parallelen System aufsteigend nummeriert. Das Mapping wird als Teil
der Ausgabedatei für heterogene parallele Systeme angegeben.
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4.3 Softwarearchitektur von SEParAT
SEParAT ist als komponentenbasierte Softwarearchitektur konzipiert. Die einzelnen
Funktionalitäten der Schedulingumgebung sind in eigenständige Komponenten auf-
geteilt, die einen Zugriff über wohldefinierte Schnittstellen bieten. Dadurch kann
jede Komponente auch durch andere Werkzeuge für die Programmierung mit paral-
lelen Tasks genutzt werden. Abbildung 4.10 zeigt die Softwarearchitektur und gibt
die Schritte und die genutzten Komponenten bei der Ausführung eines Scheduling-
durchgangs an. Die Komponenten der Softwarearchitektur von SEParAT lassen sich
in drei Klassen einteilen: Nutzerschnittstelle, Ein-/Ausgabe und interne Komponen-
ten.
4.3.1 Eingabe und Ausgabe
Die Komponenten der Ein-/Ausgabe realisieren die Transformation der Eingabe in
die internen Datenstrukturen (Eingabeparser) und das Erzeugen der Ausgabeda-
tei (Ausgabegenerator). Weiterhin dienen sie als direkte Schnittstellen für andere
Werkzeuge.
Eingabeparser
Der Eingabeparser führt den ersten Schritt des Schedulingdurchgangs aus. Dazu
werden die drei Eingabedateien des Schedulingproblems gelesen und die gegebe-
nen Informationen in den Annotierten Task-Graphen und die interne Maschinenbe-
schreibung transformiert. Der Transformationsprozess beinhaltet die Überprüfung
auf syntaktische und semantische Korrektheit der Eingabe.
Als erstes werden die XML-basierten Eingabedateien für Task-Graph, Maschinen-
beschreibung und Zusatzinformationen unter Nutzung eines Standard-XML-Parsers
in eine Zwischendarstellung umgewandelt. Die Zwischendarstellung entspricht einer
Baumstruktur von Objekten, die den Inhalt der XML-Datei beschreibt. Die Über-
prüfung auf syntaktische Korrektheit kann für XML-Dateien unter Nutzung einer
XML-Schemasprache geschehen, z. B. Document Type Definition (DTD) oder XML-
Schema. Mittels XML-Schemasprachen wird der Typ einer XML-Datei basierend
auf der Struktur und dem Inhalt definiert. Der XML-Parser überprüft während des
Parsing-Vorgangs automatisch, ob die in der XML-Schemasprache gegebene Struk-
tur im Dokument vorliegt.
Die Überprüfung auf semantische Korrektheit wird auf der erzeugten Zwischen-
darstellung der Eingabedateien ausgeführt. Ist die semantische Korrektheit gegeben,
dann wird der Annotierte Task-Graph erzeugt. Für den Task-Graphen wird über-
prüft, ob
1. der Task-Graph zusammenhängend und zyklenfrei ist und einen ausgezeichne-
ten Start- und Endknoten besitzt,
2. alle in den Parameterlisten der Knoten genutzten Datentypen definiert sind,
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Abbildung 4.10: Komponentenbasierte Softwarearchitektur von SEParAT. Die
Ausführung eines Schedulingdurchgangs ist dargestellt: die Eingabedateien (1) wer-
den eingelesen und die interne Darstellung wird erzeugt (Erzeugung interner Daten-
strukturen), der Annotierte Task-Graph (2) wird vereinfacht (Datenvorbereitung),
ein ausgewählter Schedulingalgorithmus mit/ohne Optimierung wird auf den Einfa-
chen Task-Graphen (3) angewandt (Scheduling und Optimierung), der resultieren-
de Schedule (4) wird an den Ausgabegenerator weitergegeben, von diesem validiert
und es werden Zusatzinformationen vom Graphaufbereiter hinzugefügt. Zuletzt wird
die Ausgabedatei (5) erzeugt und ausgegeben (Ausgabeerzeugung). Der Scheduling-
durchgang wird durch die Komponenten der Nutzerschnittstelle gesteuert.
3. die gegebenen Formeln für die Berechnungskosten der Knoten syntaktisch kor-
rekt sind und alle Parameter spezifiziert wurden, so dass die Auswertung mög-
lich ist. Um die Formeln zu verifizieren, wird eine interne Komponente genutzt,
der Formelevaluierer.
4. die Parameter der Modulvarianten korrekt gegeben sind, d. h. ob durch jede
Kante die Ausgabeparameter des Quellknotens korrekt auf die Eingabepara-
meter des Zielknotens der Kante abgebildet werden.
Für die Überprüfung der Maschinenbeschreibung eines homogenen parallelen Sys-
tems ist lediglich Punkt 3 der Überprüfung für Task-Graphen zu verifizieren, da
hier nur Konstanten und Formeln enthalten sein dürfen. Gleiches gilt für hetero-
gene parallele Systeme. Allerdings muss hier zusätzlich sichergestellt sein, dass alle
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Verbindungen zwischen den homogenen Teilsystemen korrekt spezifiziert wurden.
Der Eingabeparser ist als austauschbare Komponente konzipiert. Das erlaubt die
Implementierung zusätzlicher Parser für eigene Eingabeformate der Graphstruktur
gemischt-paralleler Anwendungen. Damit kann SEParAT an beliebige Programmier-
tools für gemischte Parallelität angekoppelt werden. Wenn ein Programmierer einer
gemischt-parallelen Anwendung einen eigenen Eingabeparser realisiert, dann muss
er die Prüfung auf syntaktische und semantische Korrektheit selbst implementieren.
Ausgabegenerator
Der Ausgabegenerator erzeugt eine XML-Datei mit dem gültigen Schedule zur wei-
teren Nutzung. Als erstes wird dazu eine optionale Überprüfung des berechneten
Schedules durchgeführt. Dies ist vor allem für neu implementierte Schedulingalgo-
rithmen konzipiert, um deren korrekte Arbeitsweise verifizieren zu können. Für die
bereits implementierten Schedulingalgorithmen wird dieser Schritt ausgelassen.
Als nächstes werden notwendige Informationen bzgl. der ausgewählten Modul-
varianten an den berechneten Schedule annotiert. Da die Schedulingalgorithmenbi-
bliothek nur den Einfachen Task-Graphen verarbeitet, muss hierfür der Graphauf-
bereiter genutzt werden, der diese Informationen speichert. Nachdem die gewählten
Modulvarianten ergänzt wurden, wird die Ausgabedatei geschrieben.
Für das Erzeugen der Ausgabedatei wird ein Standard-XML-Prozessor genutzt.
Die Struktur der Ausgabedatei wird dazu durch eine Definition in einer XML-
Schemasprache vorgegeben, um eine korrekte Ausgabe zu erzeugen.
4.3.2 Interne Komponenten
Die internen Komponenten stellen die notwendige Funktionalität zur Unterstützung
der Nutzungsszenarien bereit. Es werden Mechanismen zur Berechnung gültiger
Schedules, zum Validieren von Schedules, zur Erzeugung von Schedulingproblemen
und zum Vergleich und der Analyse von Schedulingalgorithmen bereitgestellt.
Formelevaluierer
Der Formelevaluierer von SEParAT besitzt zwei Hauptfunktionen. Zum einen wird
er für die Unterstützung bei der Verarbeitung der parametrisierten Formeln für
Berechnungs- und Kommunikationskosten eingesetzt. Hierfür sind die Unterstüt-
zung der Verifizierung gegebener Formeln (Formelverifizierung), die Vereinfachung
von Formeln (Formelvereinfachung) und die Auswertung von Formeln (Formelaus-
wertung) umgesetzt. Zum anderen realisiert er die Speicherung und Bereitstellung
aller Konstanten, Variablen und Formeln des Schedulingproblems für die Verwen-
dung durch andere Komponenten von SEParAT.
Formelverifizierung wird benötigt, um die Korrektheit der Formeln beim Einle-
sen des Schedulingproblems zu gewährleisten. Dazu werden für jede Formel sowohl
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die Syntax als auch das Vorhandensein enthaltener Konstanten und Parameter über-
prüft. Die Überprüfung der Syntax basiert auf einer festgelegten kontextfreien Gram-
matik. Formelvereinfachung entspricht der Ersetzung von Teilausdrücken innerhalb
der Formeln. Die Teilausdrücke sind entweder Konstanten oder einfache Formelaus-
drücke, z. B. value + value. Konstanten werden durch ihren Wert ersetzt. Einfache
Formelausdrücke werden durch ihr Ergebnis ersetzt. Formelauswertung ist die Be-
rechnung des Ergebnisses einer Formel anhand gegebener aktueller Parameter.
Alle Konstanten, Variablen und Formeln sind zeichenkettenbasiert und werden
nach folgendem Modell gebildet.
• Eine Konstante ist gegeben durch constantname=value.
• Eine Variable ist gegeben durch varname=value|simple term
• Eine Formel ist gegeben durch formulaname(parameter list)=formula
string
Eine Konstante ist eine Zahl (value), die entweder vom Typ Ganzzahl oder vom
Type Fließkommazahl sein kann. Eine Variable ist entweder eine Zahl oder ein ein-
facher Ausdruck (simple term) bestehend aus Zahlen, Konstanten und arithmeti-
schen Operationen. Eine Formel besitzt eine Parameterliste (parameter list) und
eine Formelzeichenkette (formula string). Die Formelzeichenkette enthält Zahlen,
Konstanten, Variablen und arithmetische Operationen. Als arithmetische Operatio-
nen für Variablen und Formeln können genutzt werden: Addition (+), Subtraktion
(-), Multiplikation (*), Division (/), Potenz (ˆ), Quadratwurzel (sqrt()), und der
natürliche Logarithmus (log()).
Beispiele sind die Konstante n=1024, die Variable n_half=n/2 die sich zur Hälf-
te von n ergibt und die Formel T_par(p) = 69/p+4e-6*sqrt(p), die die parallele
Laufzeit T_par in Abhängigkeit der Anzahl der Prozessoren p angibt.
Graphgenerator
Der Graphgenerator dient der Erzeugung eines Task-Graphen bzw. einer Menge an
Task-Graphen, wenn SEParAT als Umgebung für die Auswertungsunterstützung ge-
nutzt wird. Durch Nutzung des Graphgenerators wird die Anwendung von SEParAT
auf eine große Anzahl synthetischer Schedulingprobleme ermöglicht. Dadurch kann
der Programmierer einer gemischt-parallelen Anwendung seinen spezifischen Typ
von gemischt-parallelen Anwendungen unter Nutzung der Schedulingalgorithmenbi-
bliothek evaluieren, ohne eine große Testmenge an Schedulingproblemen tatsächlich
implementieren zu müssen.
Die Implementierung eines eigenen Graphgenerators wurde vollzogen, um sowohl
den Task-Graphen als auch die Kosten für Knoten und Kanten und die Modul-
varianten in einem Generator zusammen erzeugen zu können. Der Graphgenerator
arbeitet in drei aufeinander folgenden Schritten.
1. Als erstes wird der Task-Graph mit Knoten und Kanten, jedoch noch ohne
Annotationen, erzeugt.
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2. Danach werden Modulvarianten für die Knoten erzeugt und an die Knoten
annotiert. Die Kanten werden entsprechend um die Parameterabbildungen er-
gänzt.
3. Im letzten Schritt werden die Kostenformeln der Modulvarianten berechnet
und zu den Modulvarianten hinzugefügt.
Die Erzeugung des Task-Graphen basiert auf durch den Nutzer gegebenen Parame-
tern. Für jeden der drei Schritte existieren verschiedene Parameter, die den Gene-
rierungsprozess beeinflussen.
Schritt 1 Die Erzeugung des Task-Graphen wird hauptsächlich durch die beiden
Parameter Knotenanzahl im Task-Graph und Graphstruktur beeinflusst. Vier ge-
bräuchliche Graphtypen werden von SEParAT als Graphstruktur unterstützt: SP-
Graph, InTree, OutTree und allgemeiner DAG. Für jeden Task-Graphen kann wei-
terhin gewählt werden, ob viele oder wenige Abhängigkeiten zwischen den Knoten
erzeugt werden sollen (Verhältnis zwischen Knoten und Kanten) und ob der Task-
Graph eher flach oder eher tief sein soll. Flache (tiefe) Task-Graphen führen zu
großen (kleinen) Mengen an unabhängigen parallelen Tasks.
Schritt 2 Für die Erzeugung von Modulvarianten spezifiziert der Nutzer die maxi-
male Anzahl zu erzeugender Ein- und Ausgabeparameter pro Knoten, die maximale
Anzahl an Modulvarianten pro Knoten des Task-Graphen und den Anteil an unter-
schiedlichen Modulvarianten, die insgesamt erzeugt werden sollen.
Schritt 3 Um die Kostenformeln der parallelen Tasks zu erzeugen kann der Nut-
zer aus verschiedenen Kostenmodellen wählen. Es existieren einfache Kostenmodelle,
z. B. Einheitskosten, tabellenbasierte Kosten und Zufallskosten. Für tabellenbasierte
Kosten werden die Kosten aus vordefinierten Kostentabellen gelesen. Für Zufallskos-
ten werden die Kosten der parallelen Tasks mit Hilfe eines Zufallsgenerators erzeugt.
Zusätzlich existieren zwei fortgeschrittene Kostenmodelle, die den realen Kosten
für die Ausführung paralleler Tasks in wissenschaftlichen Berechnungen entspre-
chend modelliert sind.
• Im Modell nach Amdahl werden die Berechnungskosten auf Basis der folgen-
den Formel berechnet: wv(|gv|) = α ∗ wv(1) + (1 − α) ∗ wv(1)|gv | . Die parallele
Ausführungszeit wv(|gv|) eines parallelen Tasks v auf |gv| Prozessoren basiert
auf einem sequentiellen Anteil α und einem parallelisierbaren Anteil 1 − α.
Durch wv(1) ist die sequentielle Ausführungszeit des parallelen Tasks gegeben.
Für dieses Modell kann der Nutzer den sequentiellen Anteil und die sequenti-
elle Ausführungszeit per Parameter spezifizieren. Dafür gibt er den maximalen
sequentiellen Anteil und einen Bereich für die sequentielle Ausführungszeit für
alle parallelen Tasks vor. Der tatsächliche Wert für jeden parallelen Task wird
als Zufallswert im gegebenen Intervall bestimmt.
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Abbildung 4.11: Transformationsprozess innerhalb des Graphaufbereiters. Ein
Annotierter Task-Graph wird in einen Einfachen Task-Graphen umgewandelt, in-
dem (1) die Hierarchien entfernt werden, (2a and 2b) mehrere Modulvarianten der
Knoten durch eine ausgewählte Modulvariante ersetzt werden, was zu einem aus-
gewählten Annotierten Task-Graphen führt, und (3) der ausgewählte Annotierte
Task-Graph zum Einfachen Task-Graphen vereinfacht wird.
• Im Modell für Anwendungen, das z. B. in [66, 51, 52] genutzt wird, existieren
drei Arten von sequentiellen Laufzeitformeln für die parallelen Tasks:
wv(1) = b ∗ n für Anwendungen aus dem Bereich der Bildverarbeitung,
wv(1) = b ∗ n log n für Anwendungen aus dem Bereich der Sortierverfahren
und wv(1) = b ∗ n 32 für Anwendungen aus dem Bereich der Matrix-Matrix-
Multiplikation. Der Parameter b dient dem Erzeugen voneinander verschie-
dener Ausführungszeiten für die einzelnen parallelen Tasks und wird zufällig
aus einem vom Nutzer vorgegebenen Intervall gewählt. Der Wert für n resul-
tiert direkt aus der Größe der Daten der Eingabeparameter eines Knotens.
Die parallele Ausführungszeit wird unter Nutzung des Modells nach Amdahl
berechnet.
Graphaufbereiter
Der Graphaufbereiter transformiert einen Annotierten Task-Graphen in einen Einfa-
chen Task-Graphen, wie in Abbildung 4.11 dargestellt. Der Annotierte Task-Graph
kann dabei entweder vom Eingabeparser gelesen oder vom Graphgenerator erzeugt
worden sein. Der erzeugte Einfache Task-Graph ist die Eingabe der Schedulingalgo-
rithmenbibliothek.
Der Transformationsprozess beginnt mit der Entfernung von Hierarchien im An-
notierten Task-Graphen (1). Dazu wird ein rekursiver Algorithmus genutzt, der
über die Knoten des Annotierten Task-Graphen läuft. Jeder Task-Graph besitzt
einen ausgezeichneten Startknoten und einen ausgezeichneten Endknoten. Wird ein
Knoten des Task-Graphen als komplexer Knoten identifiziert, dann wird zuerst der
Task-Graph dieses Knotens in einen flachen Task-Graphen umgewandelt. Dadurch
können mehrstufige Hierarchien entfernt werden.
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Nachdem der komplexe Knoten intern betrachtet und in einen flachen Task-
Graphen umgewandelt wurde, wird er durch seine Knoten ersetzt. Dazu werden die
Nachfolger des Startknotens des komplexen Knotens als Nachfolger der Vorgänger
des komplexen Knotens gesetzt. Danach werden die Vorgänger des Endknotens mit
den Nachfolgern des komplexen Knotens verbunden. Alle Knoten des komplexen
Knotens, die weder Nachfolger des Startknotens noch Vorgänger des Endknotens
sind, werden samt eingehender und ausgehender Kanten direkt in den flachen Task-
Graphen übernommen.
Der resultierende flache Annotierte Task-Graph kann mehrere Modulvarianten für
seine Knoten enthalten. Er wird daher in eine Menge von Annotierten Task-Graphen
umgewandelt. Für jede Kombination von Modulvarianten entsteht ein eigener An-
notierter Task-Graph (2a). Um die Anzahl Task-Graphen zu reduzieren, wird die
Modulvariante eines parallelen Tasks für den gesamten Task-Graphen einheitlich
festgelegt. Nach der Erzeugung der Annotierten Task-Graphen wird ein Task-Graph
für die Weiterverarbeitung ausgewählt (2b). Die Auswahl geschieht auf der Basis
einer vordefinierten Heuristik. In der aktuellen Realisierung des Graphaufbereiters
stehen drei Heuristiken zur Auswahl. Als Task-Graph kann entweder derjenige mit
den kleinsten sequentiellen Laufzeiten der Modulvarianten der Knoten, derjenige mit
der besten Übereinstimmung der Datenverteilungen der Modulvarianten der Knoten
oder derjenige mit der ersten Modulvariante für jeden Knoten ausgewählt werden.
Die Auswahl einer Heuristik geschieht über SInfo.
Zuletzt wird der ausgewählte Annotierte Task-Graph in einen Einfachen Task-
Graphen umgewandelt (3). Dafür werden die Quell- zu Zielparameterabbildungen
aus den Kanten entfernt. Wenn die Zielplattform ein homogenes paralleles System
ist, werden die Berechnungskosten der Knoten vereinfacht. Die Formel der Berech-
nungskosten jedes Knotens wird dazu in eine Tabelle der Größe P umgewandelt,
um eine schnellere Auswertung bei der Anwendung eines Schedulingalgorithmus zu
ermöglichen.
Schedulingalgorithmenbibliothek
Das Hauptaugenmerk beim Design der Schedulingalgorithmenbibliothek liegt auf der
Erweiterbarkeit und auf der Implementierung wiederverwendbarer Codefragmente.
Wiederverwendbare Codefragmente erlauben die Nutzung wichtiger Funktionen der
Schedulingalgorithmen durch verschiedene Schedulingalgorithmen. Diese Herange-
hensweise vereinfacht die Anpassung bestehender und die Implementierung neuer
Schedulingalgorithmen.
Die Schedulingalgorithmenbibliothek umfasst 16 implementierte Schedulingalgo-
rithmen, 13 für homogene parallele Systeme und 3 für heterogene parallele Systeme.
Durch verschiedene Optimierungen und vordefinierte Anpassungsmöglichkeiten er-
geben sich jedoch weitaus mehr Möglichkeiten der Berechnung eines Schedules.
Schedulingalgorithmen für homogene parallele Systeme lassen sich in drei Klas-
sen einteilen: Allokations- und Schedulingalgorithmen, layer-basierte Schedulingal-
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gorithmen und konfigurationsbasierte Schedulingalgorithmen. Weiterhin existieren
zwei Basisalgorithmen, die als zusätzliche Klasse in SEParAT implementiert sind.
Basisalgorithmen berechnen den Schedule ohne Ausnutzung der gemischten
Parallelität. Die berechneten Schedules entsprechen einer rein datenparallelen Aus-
führung oder einer rein taskparallelen Ausführung der parallelen Anwendung. Die
rein datenparallele Ausführung (Data) führt zur konsekutiven Ausführung der pa-
rallelen Tasks auf jeweils allen Prozessoren der Zielplattform. Die rein taskparallele
Ausführung (Task) führt zur Ausführung der parallelen Tasks auf jeweils einem Pro-
zessor, wobei unabhängige parallele Tasks wenn möglich parallel zueinander ausge-
führt werden. Die berechneten Schedules der Basisalgorithmen dienen dem Vergleich
zwischen dem Ansatz der gemischten Parallelität und der Ausführung der parallelen
Anwendung ohne die Ausnutzung gemischter Parallelität.
Allokations- und Schedulingalgorithmen berechnen den Schedule in zwei
aufeinander folgenden Phasen, siehe Abbildung 4.12 (oben). In der Allokationsphase
wird die Anzahl zu verwendender Prozessoren für jeden parallelen Task berechnet. In
der Schedulingphase erfolgt die tatsächliche Zuteilung auf die Prozessoren der Ziel-
plattform. In der Schedulingphase wird eine modifizierte List-Scheduling-Heuristik
verwendet, die auf einer Prioritätsfunktion basiert. Die implementierten Schedul-
ingalgorithmen dieser Klasse sind: CPA [72], CPR [71], TSAS [73] und die beiden
Approximationsalgorithmen [57] und Lepere-SPGraph [58]. SEParAT unterstützt
verschiedene Prioritätsfunktionen für jeden Schedulingalgorithmus. Die Prioritäts-
funktionen sowie die modifizierte List-Scheduling-Heuristik sind als wiederverwend-
bare Codefragmente für alle Schedulingalgorithmen verfügbar. Als Zwischenergebnis
für Allokations- und Schedulingalgorithmen ist die Anzahl der Prozessoren für jeden
parallelen Task vor der Schedulingphase abrufbar.
Als layer-basierte Schedulingalgorithmen sind TwoL-Level [76], TwoL-
Tree [79], Approx-2 [60], Approx-
√
3 [63], and Approx-32 [64] implementiert. Die
layer-basierte Herangehensweise und die wichtigsten Vertreter wurden in Abschnitt
2.4 bereits ausführlich vorgestellt. Die einzelnen Phasen (i) Verkleinern des Lösungs-
raums, (ii) Erzeugung der Layer, (iii) Scheduling der Layer und (iv) Zusammenfügen
der Layer-Schedules sind in Abbildung 4.12 (unten) angegeben. Da die Phasen (i),
(ii) und (iv) für alle layer-basierten Schedulingalgorithmen identisch sind, wurden sie
als wiederverwendbare Codefragmente realisiert. Die Zwischenergebnisse für layer-
basierte Schedulingalgorithmen umfassen den Task-Graph mit Layer-Informationen
und die einzeln berechneten Layer-Schedules.
Konfigurationsbasierte Schedulingalgorithmen nutzen vordefinierte Kon-
figurationen der Prozessoren um den Schedule des Task-Graphen in einem Schritt
berechnen zu können. Um gute Schedules zu erhalten, ist die Definition der mög-
lichen Konfigurationen ein wichtiger Bestandteil der Schedulingalgorithmen dieser
Klasse. SEParAT unterstützt die Angabe von Konfigurationen in Form von prozen-
tualen Anteilen an der Gesamtprozessoranzahl des homogenen parallelen Systems.
Als Vertreter dieser Klasse ist der Ein-Schritt-Algorithmus OneStep [12] realisiert.
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Notation: Datenstruktur Phase des Schedulingalgorithmus
Softwarekomponente Anwendung einer Optimierung
Abbildung 4.12: Phasen, die von Allokations- und Schedulingalgorithmen (oben)
bzw. von layer-basierten Schedulingalgorithmen (unten) ausgeführt werden. Pha-
sen, in denen eine Optimierung möglich ist, sind durch rote Boxen hervorgehoben.
Für den Allokations- und Schedulingalgorithmus CPR werden die Phasen für die
Allokation und für das Scheduling mehrfach ausgeführt.
Schedulingalgorithmen für heterogene parallele Systeme verteilen die Kno-
ten des Task-Graphen auf die homogenen Teilsysteme des heterogenen parallelen
Systems. Die Verteilung der Knoten und deren exakte Anordnung in Form von
Startzeit und Prozessorgruppe variiert zwischen den Schedulingalgorithmen. Die
von SEParAT unterstützten Schedulingalgorithmen für heterogene parallele Sys-
teme sind H-CPA [65] und die beiden Schedulingalgorithmen M-HEFT1 und M-
HEFT2 [15].
H-CPA ist eine Weiterentwicklung des Allokations- und Schedulingalgorithmus
CPA auf heterogene Systeme. M-HEFT1 und M-HEFT2 sind Adaptionen von
HEFT [91] unter Nutzung der Konzepte konfigurationsbasierter Schedulingalgorith-
men [12]. HEFT ist ein Schedulingalgorithmus für Single-Prozessor-Tasks und hete-
rogene parallele Systeme.
Optimierungen SEParAT unterstützt die Anwendung von Optimierungen für
Schedulingalgorithmen. Dadurch können oftmals bessere Schedules mit geringerem
Makespan berechnet oder die Zeit für das Berechnen des Schedules verringert wer-
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den. Abbildung 4.12 zeigt die Phasen der Schedulingalgorithmen aus den Klassen
Allokations- und Schedulingalgorithmen sowie layer-basierte Schedulingalgorithmen
und hebt die Phasen mit realisierten Optimierungen hervor.
Für Allokations- und Schedulingalgorithmen kann die Prioritätsfunktion für die
List-Scheduling-Heuristik in der Schedulingphase gewählt werden. Obwohl die Prio-
ritätsfunktion für die Schedulingalgorithmen i. d. R. vorgegeben ist, kann die Anwen-
dung anderer Prioritätsfunktionen für spezifische Probleme zu besseren Makespans
führen. Durch die Prioritätsfunktion wird die Platzierung der parallelen Tasks im
Schedule stark beeinflusst. Die parallelen Tasks können zum Schedule basierend auf
folgenden Prioritäten hinzugefügt werden:
• parallele Laufzeit (kleinste oder größte Ausführungszeit zuerst),
• Startzeit der parallelen Tasks (frühestmögliche Startzeit zuerst),
• Bottom- oder Toplevel der parallelen Tasks (kleinster Bottom-/Toplevel zu-
erst),
• Anzahl der Nachfolger eines parallelen Tasks (größte Anzahl Nachfolger zu-
erst).
Der Bottomlevel eines parallelen Tasks im Task-Graphen ist die maximale Summe
der Ausführungszeiten eines Pfades des parallelen Tasks zum ausgezeichneten End-
knoten. Die Ausführungszeit des Knotens wird dabei einbezogen. Der Toplevel eines
parallelen Tasks im Task-Graphen entspricht der maximalen Summe der Ausfüh-
rungszeiten eines Pfades vom ausgezeichneten Startknoten bis zum Knoten ohne die
Ausführungszeit des Knotens selbst.
Für layer-basierte Schedulingalgorithmen existieren zwei Optimierungsmöglichkei-
ten in der Schedulingalgorithmenbibliothek. Die erste Möglichkeit der Optimierung
ist die Auswahl der Erzeugung von Layern unabhängiger Knoten. Die Layer kön-
nen über eine topologische Sortierung der Knoten oder eine umgekehrt topologische
Sortierung der Knoten ermittelt werden. Weiterhin kann die maximale Anzahl an
Knoten pro Layer beschränkt werden. Durch diese Optimierung werden unterschied-
liche Layer-Strukturen für einen Task-Graphen erzeugt. Dadurch kann der Schedul-
ingalgorithmus für unabhängige Tasks beeinflusst werden. Die zweite Optimierung
für layer-basierte Schedulingalgorithmen ist die Anwendung des Algorithmus Move-
blocks. Move-blocks wurde in Kapitel 3 detailliert vorgestellt.
Neben den Optimierungen für Klassen von Schedulingalgorithmen sind verschie-
dene Detailoptimierungen für einzelne Schedulingalgorithmen umgesetzt, z. B. für
Lepere-SPGraph und für TwoL-Tree. Für Lepere-SPGraph kann gewählt werden,
ob eine Lösung mit einer Gütegarantie kleiner (3 +
√
5)/2 (originaler Algorithmus)
oder die beste gefundene Lösung mit kleinstem Makespan ausgegeben werden soll.
Der Schedulingalgorithmus TwoL-Tree nutzt Modulbäume zur Berechnung des Sche-
dules. Ein Modulbaum ist ein perfekter binärer Baum, der die Knoten eines Layers
als Blätter enthält und in den inneren Knoten Informationen zur möglichen Ausfüh-
rung der jeweiligen Kindknoten speichert. Die Anzahl der Modulbäume entspricht
der Anzahl der möglichen Permutationen der Knoten des Layers und wird schnell
sehr groß, was zu einem enormem Berechnungsaufwand führt. Um den Rechenauf-
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wand zu verringern, kann die maximale Anzahl an Knoten des Task-Graphen pro
Modulbaum festgelegt werden. Enthält ein Layer mehr Knoten als die gegebene
Anzahl, wird der Schedulingalgorithmus TwoL-Level für diesen verwendet, was die
Berechnungszeit stark reduziert.
Erweiterbarkeit Die Konzeption von SEParAT ermöglicht die Entwicklung und
einfache Integration zusätzlicher Schedulingalgorithmen. Sowohl die Schedulingalgo-
rithmen für homogene als auch die Schedulingalgorithmen für heterogene parallele
Systeme basieren auf einer einheitlichen Schnittstelle. An einen neuen Schedulingal-
gorithmus wird daher nur die Anforderung gestellt, diese Schnittstelle zu implemen-
tieren. Ist dies gegeben, dann kann er an SEParAT über einen Plugin-Mechanismus
angekoppelt werden, der auf Code Reflection [34] basiert. Code Reflection in der
objektorientierten Programmierung erlaubt die Umwandlung des symbolischen Na-
mens einer Klasse in eine Referenz auf die Klasse zur Laufzeit der Anwendung. Mit
Hilfe der Referenz ist es möglich ein Objekt der Klasse zu erzeugen und die Metho-
den der Klasse aufzurufen. Ein zusätzlicher Schedulingalgorithmus muss beim Start
von SEParAT geladen werden und kann dann zur Laufzeit der Anwendung genutzt
werden, als wäre er bereits vorimplementiert. Neue Implementierungen können die
wiederverwendbaren Codefragmente der Schedulingalgorithmenbibliothek über feste
Schnittstellen nutzen.
Validierer
Die Eingabe der Komponente zur Validierung innerhalb von SEParAT sind der Ein-
fache Task-Graph und der zugehörige, berechnete Schedule. Die Ausgabe entspricht
der Aussage, ob der Schedule gültig ist oder nicht. Ist der Schedule nicht gültig, dann
werden weitere Informationen bereitgestellt, die den Grund der Ungültigkeit ange-
ben. Die vom Validierer ausgeführten Überprüfungen zum Feststellen der Gültigkeit
des Schedules sind:
• ein Vergleich der Anzahl der Knoten im Einfachen Task-Graphen und im be-
rechneten Schedule;
• eine Überprüfung, ob alle Vorrangsbedingungen im Einfachen Task-Graphen
durch den Schedule eingehalten werden;
• eine Überprüfung, ob im Schedule Knoten oder Kanten mit sich überlappenden
Zeitspannen und Prozessorgruppen existieren.
Zusätzlich zur Überprüfung der Ungültigkeit sammelt der Validierer Informatio-
nen für die Auswertungsunterstützung. Damit können dem Programmierer einer
gemischt-parallelen Anwendung weiterführende Einsichten in die berechneten Sche-
dules gegeben werden. Die Informationen umfassen die Gesamtzahl an Datenumver-
teilungen zwischen den Knoten, die Gesamtkosten für Datenumverteilungsoperatio-
nen, die Anzahl aufeinander folgender Knoten, die auf einer identischen Prozessor-
gruppe ausgeführt werden und das Verhältnis zwischen Berechnungs- und Kommu-
nikationszeiten im Schedule.
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4.3.3 Nutzerschnittstelle
Die Nutzerschnittstelle unterteilt sich in die graphische Oberfläche und die Komman-
dozeile. Die graphische Oberfläche ermöglicht die direkte Interaktion eines Nutzers
mit SEParAT. Die Kommandozeile kann genutzt werden, um SEParAT an ande-
re Programmiertools und -werkzeuge anzukoppeln und um Benchmarks auf großen
Mengen von Schedulingproblemen auszuführen.
Graphische Oberfläche
Die graphische Oberfläche steuert den Eingabeparser und den Ausgabegenerator.
Sie erlaubt das Anzeigen des Annotierten Task-Graphen, der internen Maschinenbe-
schreibung und der gegebenen Zusatzinformationen. Neben der Anzeige können die
Parameter der internen Maschinenbeschreibung und der Zusatzinformationen über
die graphische Oberfläche angepasst werden. Weiterhin bietet die graphische Ober-
fläche dem Programmierer einer gemischt-parallelen Anwendung die Möglichkeit, die
Parameter für den Graphgenerator, für das Scheduling und für die Optimierungen
zu setzen.
Zwischenergebnisse, berechnete Schedules, Validierungsergebnisse und Vergleichs-
diagramme können in der graphischen Oberfläche angezeigt werden. Damit werden
Anwendungsentwickler direkt bei der Wahl eines geeigneten Schedulingalgorithmus
für den speziellen Typ ihrer Anwendungen unterstützt. In Abbildung 4.13 werden
einige Aspekte der graphischen Oberfläche dargestellt.
Ein Annotierter Task-Graph wird in Abbildung 4.13 a) gezeigt. Der gegebene
Task-Graph stammt von einer gemischt-parallelen Anwendung zur Multiplikation
von Matrizen komplexer Zahlen. Die Eingabe sind vier Matrizen A_r, A_i, B_r und
B_i, die die realen und imaginären Teile enthalten. Das Ergebnis sind zwei Matrizen
C_r und C_i, die wie folgt berechnet werden:
C_r = A_r * B_r - A_i * B_i C_i = A_r * B_i + A_i * B_r.
Als erstes werden vier Matrix-Matrix-Multiplikationen (mmm) ausgeführt. Die be-
rechneten Ergebnisse werden in einer Matrix-Matrix-Subtraktion (mms) und in einer
Matrix-Matrix-Addition (mma) weiterverarbeitet. Der Task-Graph besteht aus Ba-
sisknoten. Für jeden Knoten können detaillierte Informationen angezeigt werden,
indem man den Mauszeiger auf den Knoten bewegt. Detaillierte Informationen sind
z. B. die Anzahl der Modulvarianten, die Parameter des Knotens und Details der
Modulvarianten, wie Kostenformeln und Datenverteilungen. Für den Knoten mma
werden detaillierte Informationen angezeigt.
Ein Task-Graph mit Informationen zu Layern ist in Abbildung 4.13 b) darge-
stellt. Er ist ein Zwischenergebnis für layer-basierte Schedulingalgorithmen. Die
vier Matrix-Matrix-Multiplikationen (gelbe Knoten) sind im ersten Layer zusam-
mengefasst, da sie unabhängig voneinander ausgeführt werden können. Der zweite
Layer (grüne Knoten) enthält die unabhängigen parallelen Tasks zur Matrix-Matrix-
Subtraktion und Matrix-Matrix-Addition. Die Knoten des zweiten Layers sind von
den Ergebnissen der Knoten des ersten Layers abhängig.
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Abbildung 4.13: Beispiele für die Darstellung innerhalb der graphischen Oberflä-
che von SEParAT: (a) ein Annotierter Task-Graph, (b) ein Task-Graph mit Layer-
Informationen, der einem Zwischenergebnis für layer-basierte Schedulingalgorithmen
entspricht, (c) ein Schedule mit Einheitsskala und (d) ein Vergleichsdiagramm für
den Makespan.
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Ein Schedule der gemischt-parallelen Anwendung zur Multiplikation von Matrizen
komplexer Zahlen mit Einheitsskala ist in Abbildung 4.13 c) gegeben. Der Schedule
besteht aus den Kommunikationsoperationen (grüne Rechtecke), und den Ausfüh-
rungen der parallelen Tasks (Gelbtöne für die vier Knoten des ersten Layers und
Grautöne für die beiden Knoten des zweiten Layers). Die verwendete Einheitsskala
ermöglicht die Visualisierung von Schedules mit stark variierenden Ausführungszei-
ten der parallelen Tasks und Datenumverteilungen. Die Einheitsskala basiert auf
diskreten Ereignissen. Ein diskretes Ereignis entspricht dem Start und der Beendi-
gung der Ausführung eines parallelen Tasks/einer Datenumverteilung. Jedes diskrete
Ereignis wird als ein Zeitpunkt im Schedule dargestellt. Der Abstand zwischen zwei
Zeitpunkten auf der Ordinate ist einheitlich hoch.
Ein Beispiel der Vergleichsdiagramme ist das Vergleichsdiagramm des Makespans
in Abbildung 4.13 d). Für alle Vergleichsdiagramme kann der Programmierer einer
gemischt-parallelen Anwendung die Schedulingalgorithmen auswählen, die einbezo-
gen werden sollen. Im gegebenen Beispiel werden fünf Schedulingalgorithmen (von
links nach rechts: Task, Data, CPA, TwoL-Level und Approx-2) dargestellt. Die
Schedulingalgorithmen wurden auf ein Schedulingproblem bestehend aus einem ge-
nerierten Task-Graphen mit 50 Knoten und einem homogenen parallelen System mit
16 Prozessoren angewandt.
Das Vergleichsdiagramm unterstreicht den Vorteil der Ausnutzung gemischter Pa-
rallelität. Die Basisalgorithmen Task und Data auf der linken Seite werden durch die
Schedulingalgorithmen, die beide Ansätze kombinieren übertroffen. Speziell der Ma-
kespan des Schedulingalgorithmus Task wird von den Schedulingalgorithmen, die die
parallelen Tasks auf beliebigen Prozessorgruppen ausführen können, nahezu halbiert.
Zusätzlich zum Vergleich verschiedener Schedulingalgorithmen ermöglicht SEParAT
den Vergleich der Schedulingalgorithmen unter Anwendung von Optimierungen. In
diesen Fällen werden mehrere Balken für den Schedulingalgorithmus angezeigt, die
den verschiedenen Ergebnissen mit Optimierung entsprechen.
Kommandozeile
Die Kommandozeile ermöglicht die Nutzung durch andere Werkzeuge, die auto-
matisierte Ausführung des Schedulingdurchgangs und die Anwendung von Sched-
ulingalgorithmen auf große Mengen an Schedulingproblemen zum Benchmarking.
Die Nutzung der Kommandozeile basiert auf Kommandozeilenparametern und den
Daten von SInfo. In SInfo können neben der Auswahl eines Schedulingalgorithmus
weitere Aktionen spezifiziert werden, z. B. ob ein Task-Graph aus einer Eingabedatei
gelesen werden soll oder der Schedulingalgorithmus auf eine Menge an Scheduling-
problemen in einem Verzeichnis angewandt werden soll. Ein gekürztes Beispiel der












Die gegebenen Informationen beschreiben, dass Benchmarks für Task-Graphen
mit 100 bis 1.000 Knoten mit einer Schrittweite von 100 Knoten ausgeführt wer-
den sollen. Für jede Anzahl Knoten pro Task-Graph sollen 400 verschiedene Task-
Graphen aus dem Verzeichnis workspace/testSet_ALL_extended_format eingele-
sen werden. Die zu betrachtenden Zielplattformen umfassen 8 bis 32 Prozessoren
mit einer Schrittweite von 8 Prozessoren. Die Ergebnisse des Benchmarks werden in
die Datei test.out geschrieben. Eine Auswahl des Schedulingalgorithmus mittels
SInfo wurde in Abschnitt 4.2.2 auf Seite 78 gegeben.
4.4 Evaluierung der Schedulingumgebung
In diesem Abschnitt werden neben der Auswertung verschiedener Aspekte der Sched-
ulingumgebung auch Informationen der Implementierung von SEParAT gegeben.
4.4.1 Implementierung
SEParAT ist in Java implementiert. Dadurch ist es unabhängig von der Zielplatt-
form und vom verwendeten Betriebssystem. Für die Realisierung der graphischen
Oberfläche kommt Java Swing zum Einsatz. Java Swing ist ein Framework zur
Erstellung plattformunabhängiger Nutzerschnittstellen. Das Java Architecture for
XML Binding Framework (jaxb) [62] wird als XML-Parser des Eingabeparsers und
als XML-Prozessor des Ausgabegenerators verwendet. Als XML-Schemasprache zur
Definition der Struktur der Ein- und Ausgabedateien wird XML Schema [99] ver-
wendet.
Für die Anzeige der verschiedenen Task-Graphen und einer übersichtlichen Posi-
tionierung der Knoten und Kanten wird die Java Graph Visualization and Layout
library (jgraph) [48] genutzt. Der Export von angezeigten Task-Graphen, als Gantt-
Diagramm visualisierten Schedules und der Vergleichsdiagramme wird durch den
Einsatz des Batik Toolkit [49] realisiert. Mittels Batik können skalierbare Vektor-
Graphiken von Java-Swing-Komponenten erzeugt werden.
JGrid [102] wird für die Anzeige der Gantt-Diagramme der Schedules eingesetzt.
Das zu Grunde liegende Modell basiert auf der Erzeugung einer Tabelle als Gantt-
Diagramm. Die Tabelle enthält die Ausführungsinformationen der Knoten und Kan-
ten des Task-Graphen als Tabellenelemente. Zusatzinformationen der Knoten, z. B.
die gewählten Modulvarianten, werden als Metadaten an die Tabellenelemente an-
gefügt und können über die graphische Oberfläche dargestellt werden.
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Die Formeln für das Laufzeitmodell basieren auf einer Java Compiler Compiler
(JavaCC) [61] Grammatik. JavaCC generiert einen LL(k)-Parser basierend auf einer
gegebenen Grammatik.
4.4.2 Evaluierung von SEParAT
Für die Evaluierung von SEParAT sollen verschiedene Aspekte betrachtet werden.
Diese Aspekte sind die Zeit, die zum Einlesen des Schedulingproblems benötigt
wird, der Speicherverbrauch der Datenstrukturen für Task-Graphen innerhalb des
Schedulingdurchgangs und die Ausführungszeit eines Schedulingdurchgangs für zwei
ausgewählte Schedulingalgorithmen.
Für die nachfolgenden Benchmarks wurde SEParAT mit Java in der Version
1.6.0_20 (64 Bit Version) übersetzt. Der erzeugte Bytecode wurde auf einem AMD
Opteron Dual-Core „Egypt“-System mit einer Taktrate von 1,8 GHz pro Rechen-
kern und 4 GigaByte Arbeitsspeicher ausgeführt. Die betrachteten Task-Graphen
sind vom Graphgenerator erzeugt. Als Graphtyp wurden SP-Graphen gewählt. Das
Laufzeitmodell für die Knoten ist das Berechnungskostenmodell für Anwendungen
und damit identisch mit dem Modell für die experimentelle Auswertung des Algo-
rithmus Move-blocks in Abschnitt 3.4.1. Für jede Anzahl an Knoten pro Task-Graph
werden 400 verschiedene Task-Graphen betrachtet.
Einlesen der Task-Graphen
Als erstes wird der Eingabeparser von SEParAT betrachtet. Abbildung 4.14 zeigt
die durchschnittlich benötigte Zeit für das Einlesen von Task-Graphen mit einer
unterschiedlichen Anzahl an Modulvarianten für die Knoten. Die generierten Task-
Graphen haben 50 bis 1.000 Knoten mit einer Schrittweite von 50 Knoten. Die
maximale Anzahl an Modulvarianten pro Knoten ist drei. Der prozentuale Anteil
an Knoten mit mehr als einer Modulvariante beträgt 0,1%, 0,5% und 0,9%. Für die
resultierenden Task-Graphen ergibt dies, dass jeder zehnte, jeder fünfte bzw. jeder
zweite Knoten mehr als eine Modulvariante besitzt.
Die Ergebnisse zeigen, dass das Einlesen der Task-Graphen für alle betrachteten
Fälle sehr schnell ausgeführt wird. Für Task-Graphen mit 1.000 Knoten und einem
hohen Anteil an Knoten mit mehreren Modulvarianten wird weniger als eine Se-
kunde benötigt. Weiterhin zeigt sich, dass der Anstieg der benötigten Zeit für das
Einlesen linear in der Knotenanzahl der Task-Graphen ist. Im Durchschnitt über die
betrachteten Knotenanzahlen benötigt der Eingabeparser 392 Millisekunden (ms),
492 ms und 512 ms um Task-Graphen mit einem prozentualen Anteil Knoten mit
mehreren Modulvariante von 0,1%, 0,5% und 0,9% einzulesen. Der zusätzliche Over-
head bei Erhöhung des prozentualen Anteils von 0,1% auf 0,5% beträgt 9,5%. Bei
Erhöhung von 0,5% auf 0,9% ergibt sich ein Overhead von 20%. Für den Wechsel
von 0,1% auf 0,9% beträgt der zusätzliche Overhead für das Einlesen 30%.
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Abbildung 4.14: Benötigte Zeit für das Einlesen von generierten Task-Graphen
vom Typ SP-Graph. Die Task-Graphen besitzen einen niedrigen (sp_mv0.1), einen
mittleren (sp_mv0.5) und einen hohen (sp_mv0.9) Anteil an Knoten mit mehreren
Modulvarianten.
Speicherverbrauch der Graphdatenstrukturen
Als zweiter Aspekt soll der Speicherverbrauch der Datenstrukturen für die ver-
schiedenen Task-Graphen betrachtet werden. Die dazu untersuchten Task-Graphen
des Schedulingproblems haben einen prozentualen Anteil an Knoten mit mehreren
Modulvarianten von 0,5%. Die maximale Anzahl an Modulvarianten pro Knoten
ist drei. Die Größe der Eingabedateien für den Task-Graphen liegt zwischen durch-
schnittlich 0,1MegaByte (MB) für Task-Graphen mit 100 Knoten und durchschnitt-
lich 1,13 MB für Task-Graphen mit 1.000 Knoten.
Abbildung 4.15 zeigt den Speicherverbrauch für Annotierte Task-Graphen (links),
Einfache Task-Graphen für homogene parallele Systeme (mitte) und Einfache Task-
Graphen für heterogene parallele Systeme (rechts). Der Speicherverbrauch ist für
eine variierende Anzahl von Prozessoren der Zielplattform gegeben.
Die Ergebnisse zeigen, dass der Speicherverbrauch für Annotierte Task-Graphen
und Einfache Task-Graphen für heterogene parallele Systeme unabhängig von der
Anzahl der Prozessoren ist. Der Grund ist, dass in beiden Graphdatenstrukturen
die Formel für die Berechnungskosten der Knoten für jeden Knoten vorhanden ist
und nicht der Wert für jede Prozessoranzahl ausgewertet und gespeichert wird. Da-
durch werden keine von der Prozessoranzahl abhängigen internen Datenstrukturen
benötigt.
Der Speicherverbrauch der Annotierten Task-Graphen beträgt maximal 3,24 MB
für Task-Graphen mit 1.000Knoten. Er ist damit im Vergleich zur Größe der Eingabe
nur dreimal größer und insgesamt gering. Die Transformation der Annotierten Task-
Graphen in Einfache Task-Graphen für heterogene parallele Systeme führt zu einer
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Annotierter Task-Graph












































Abbildung 4.15: Speicherverbrauch der Graphdatenstrukturen in Abhängigkeit
der Anzahl an Knoten pro Task-Graph und der Zielplattform.
deutlichen Reduktion des Speicherverbrauchs. Für Einfache Task-Graphen mit 1.000
Knoten werden nur 0,15 MB an Speicher genutzt. Das entspricht einer Reduktion
auf lediglich 5% der originalen Größe der Annotierten Task-Graphen.
Der Speicherverbrauch des Einfachen Task-Graphen für homogene parallele Sys-
teme hängt direkt von der Anzahl der Prozessoren der Zielplattform ab. Das liegt
vordergründig an der Auswertung der Kostenformeln der Knoten für jede Prozesso-
ranzahl und der Erzeugung der Tabelle mit den Berechnungskosten für jeden Kno-
ten. Das zeigt sich auch in Abbildung 4.15 (mitte). Hier sieht man den linearen
Anstieg des Speicherverbrauchs für eine steigende Anzahl Prozessoren der Zielplatt-
form. Dem geringeren Zeitverbrauch bei der Auswertung der Berechnungszeit eines
Knotens im Scheduling steht also ein sehr viel höherer Speicherverbrauch entgegen.
Nichtsdestotrotz ist der Speicherverbrauch mit 4,07 MB für Einfache Task-Graphen
mit 1.000 Knoten immer noch angemessen.
Insgesamt zeigt sich, dass der Speicherverbrauch der Datenstrukturen für die
Task-Graphen gering ist. Auf aktuellen Computersystemen mit mehreren GigaByte
Hauptspeicher können Task-Graphen mit mehreren tausend Knoten und sehr große
Zielplattformen ohne Einschränkung verarbeitet werden.
Ausführung eines Schedulingdurchgangs
Wenn SEParAT durch andere Programmierwerkzeuge genutzt wird, dann wird der
Schedulingdurchgang vollständig automatisiert ausgeführt. Beginnend mit dem Ein-
lesen des Schedulingproblems werden alle Schritte bis zur Erzeugung der Ausgabeda-
tei ohne Eingriff durch einen Nutzer durchgeführt. Abbildung 4.16 zeigt die benötigte
Zeit für die Ausführung eines Schedulingdurchgangs für die Schedulingalgorithmen
Task und CPA. Die betrachteten Task-Graphen bestehen aus 100 bis 1.000 Knoten
bei einer Schrittweite von 100 Knoten. Als Zielplattformen wurden homogene par-
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Ausführungszeit eines Schedulingdurchgangs



























Anzahl Knoten pro Task-Graph
Abbildung 4.16: Ausführungszeit des Schedulingdurchgangs für die Scheduling-
algorithmen Task und CPA. Es werden Task-Graphen mit 100 bis 1.000 Knoten
betrachtet und Schedules für homogene parallele Systeme mit 8, 32, 128, and 512
Prozessoren berechnet.
allele Systeme mit einer kleinen (8 und 32), einer mittleren (128) und einer hohen
(512) Anzahl Prozessoren genutzt.
Der Schedulingalgorithmus Task basiert auf einem sehr einfachen Mechanismus
zur Erzeugung der Schedules. Daher reflektiert er hauptsächlich den Overhead zum
Einlesen der Dateien, Erzeugen der internen Datenstrukturen und Speichern der
Ausgabedatei. Für eine kleine Anzahl Prozessoren beträgt die Ausführungszeit des
Schedulingdurchgangs für den Schedulingalgorithmus Task zwischen 150 ms (100
Knoten, 8 Prozessoren) und 1.554 ms (1.000 Knoten, 32 Prozessoren). Im Durch-
schnitt ergeben sich ungefähr 750 ms für beide Prozessoranzahlen. Beim Übergang
auf größere Zielplattformen steigt die durchschnittliche Ausführungszeit auf 818 ms
(mittlere Anzahl Prozessoren) bzw. 1.052 ms (hohe Anzahl Prozessoren) an.
Der Schedulingalgorithmus CPA nutzt einen komplexeren Mechanismus für das
Scheduling und bezieht gemischte Parallelität ein. Nichtsdestotrotz ist die Ausfüh-
rungszeit für kleine Prozessoranzahlen der Ausführungszeit des Schedulingalgorith-
mus Task sehr ähnlich. Das zeigt, dass für kleine Prozessoranzahlen der Overhead
für die zusätzlichen Operationen des Schedulingdurchgangs überwiegt. Für größe-
re Prozessoranzahlen wird die Ausführungszeit des Schedulingalgorithmus CPA im
Vergleich zum Schedulingalgorithmus Task sehr viel größer. Für Zielplattformen mit
einer mittleren Prozessoranzahl ergibt sich eine durchschnittliche Ausführungszeit
von 921 ms. Für große Prozessoranzahlen steigt die mittlere Ausführungszeit auf
2.075 ms an. Verglichen mit dem Schedulingalgorithmus Task ergibt das einen pro-
zentualen Anstieg der Ausführungszeit von 12% (mittlere Anzahl Prozessoren) und
97% (große Anzahl Prozessoren). Das zeigt, dass der Einfluss der neben dem Sched-
uling zusätzlich ausgeführten Operationen mit steigender Prozessoranzahl weitaus
100
4.4 Evaluierung der Schedulingumgebung


















Anzahl Prozessoren = 8
50 100 150 200 250 300 350
Anzahl Prozessoren = 128
50 100 150 200 250 300 350





Anzahl Knoten pro Task-Graph
Abbildung 4.17: Vergleich der Laufzeiten der Schedulingalgorithmen für Task-
Graphen mit 50 bis 350 Knoten und homogene parallele Systeme mit 8, 128 und
512 Prozessoren.
geringer wird und kaum noch Bedeutung besitzt.
Insgesamt ist der zeitliche Aufwand für die Ausführung eines Schedulingdurch-
gangs für statische Schedulingalgorithmen angemessen. Der Schedule wird nur ein-
mal berechnet und danach für sehr viele Ausführungen der gemischt-parallelen An-
wendungen genutzt.
4.4.3 Vergleich von Schedulingalgorithmen
Ein Ziel von SEParAT ist die Unterstützung des Vergleichs von Schedulingalgo-
rithmen. Damit kann der Programmierer einer gemischt-parallelen Anwendung ent-
scheiden, welcher Schedulingalgorithmus für seine spezifischen Schedulingprobleme
am besten geeignet ist. Im Folgenden wird eine Auswahl der verfügbaren Schedul-
ingalgorithmen für homogene parallele Systeme anhand der Parameter Laufzeit des
Schedulingalgorithmus und Makespan der berechneten Schedules verglichen. Die
ausgewählten Schedulingalgorithmen sind: Task, Data, CPA, TSAS, TwoL-Level,
Approx-2 und OneStep. Alle Schedulingalgorithmen werden in ihrer ursprünglichen
Form ohne Anwendung von Optimierungen ausgeführt. Die Ausführungsumgebung
entspricht den Angaben im vorangegangenen Abschnitt. Es werden generierte syn-
thetische Task-Graphen mit 50 bis 350 Knoten und einer Schrittweite von 50 Knoten
betrachtet. Als Zielplattformen werden homogene parallele Systeme mit 8, 128 und
512 Prozessoren eingesetzt.
Laufzeit der Ausführung der Schedulingalgorithmen
Abbildung 4.17 zeigt die Laufzeiten der Schedulingalgorithmen. Für alle Schedul-
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ingalgorithmen ergibt sich ein Anstieg der Laufzeit in Abhängigkeit der Anzahl
Knoten bei fester Anzahl Prozessoren. Außer bei den Schedulingalgorithmen TSAS
und OneStep steigt die Laufzeit auch bei steigender Prozessoranzahl und fester
Knotenanzahl an. Die Reduktion der Laufzeit von TSAS beim Wechsel von 128
auf 512 Prozessoren ist der Allokationsphase geschuldet. In dieser wird ein kon-
vexes Optimierungsproblem gelöst. Für die betrachteten Task-Graphen konvergiert
der Optimierungsalgorithmus für 512 Prozessoren schneller als für 128 Prozessoren.
Für OneStep zeigt sich eine Verminderung der Laufzeit beim Wechsel von 8 auf 128
Prozessoren. Ursache ist die Art der Spezifikation von Konfigurationen in der Sched-
ulingalgorithmenbibliothek von SEParAT. Sind nur wenige Prozessoren verfügbar,
wird die Berechnung der Startzeiten und Prozessorgruppen komplexer.
Die Ergebnisse zeigen, dass die Basisalgorithmen Task und Data für alle drei
Zielplattformen zu den kleinsten Ausführungslaufzeiten führen. Der Schedulingal-
gorithmus Task benötigt im Durchschnitt zwischen 9,5 ms (Anzahl Prozessoren =
8) und 15,3 ms (Anzahl Prozessoren = 512). Für den Schedulingalgorithmus Data
ergeben sich Durchschnittswerte von minimal 9,4 ms bis maximal 32,2 ms.
Die beiden layer-basierten Schedulingalgorithmen TwoL-Level und Approx-2 be-
nötigen ungefähr dieselbe Zeit zur Berechnung der Schedules. Der Grund ist, dass die
Phasen (i), (ii) und (iv) von layer-basierten Schedulingalgorithmen für beide Sched-
ulingalgorithmen identisch sind. Diese produzieren für die betrachteten Testfälle
einen so großen Overhead, dass der eigentliche Schedulingalgorithmus für unabhän-
gige parallele Tasks in Phase (iii) nur einen geringen Anteil an der Laufzeit einnimmt.
Beide Schedulingalgorithmen benötigen mehr Zeit zur Berechnung der Schedules als
die beiden Basisalgorithmen. Im Vergleich zu den betrachteten Allokations- und
Schedulingalgorithmen ist die Zeit für die Berechnung der Schedules ab 128 Pro-
zessoren der Zielplattform jedoch deutlich geringer. Mit durchschnittlichen Ausfüh-
rungslaufzeiten zwischen 22,4 ms und 91,9 ms für den Schedulingalgorithmus TwoL-
Level bzw. 22,8 ms und 103,7 ms für den Schedulingalgorithmus Approx-2 sind beide
Schedulingalgorithmen immer noch sehr schnell.
Die Allokations- und Schedulingalgorithmen CPA und TSAS benötigen für das
Scheduling am längsten. Obwohl der Schedulingalgorithmus CPA für die Zielplatt-
form mit 8 Prozessoren noch konkurrenzfähig ist, benötigt er für größere Zielplatt-
formen mehr Zeit als die Schedulingalgorithmen der anderen Klassen. Der Schedul-
ingalgorithmus TSAS ist der zeitintensivste Algorithmus und benötigt mit durch-
schnittlichen Laufzeiten zwischen 16,5 Sekunden und 25,8 Sekunden ungefähr 1.700
mal so lang wie der Schedulingalgorithmus Task. Der Grund ist die rechenintensive
Bestimmung der Allokationen der einzelnen Tasks über die Lösung eines Optimie-
rungsproblems in der Allokationsphase.
Die Laufzeit des konfigurationsbasierten Schedulingalgorithmus OneStep war die
zweithöchste für die Zielplattform mit 8 Prozessoren. Für Zielplattformen mit 128
und 512 Prozessoren gliederte sich die Laufzeit des Schedulingalgorithmus OneStep
im Bereich der Basisalgorithmen ein.
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Abbildung 4.18: Vergleich des Makespans der berechneten Schedules für Task-
Graphen mit 50 bis 350 Knoten und homogene parallele Systeme mit 8, 128 und
512 Prozessoren.
Makespan der berechneten Schedules
Abbildung 4.18 zeigt den Makespan der berechneten Schedules für die betrachteten
Testfälle. Die Ergebnisse zeigen, dass der Makespan mit steigender Anzahl Knoten
pro Task-Graph ansteigt. Im Gegensatz dazu fällt er mit steigender Prozessoranzahl
für die meisten Schedulingalgorithmen. Eine Ausnahme bildet hier der Scheduling-
algorithmus CPA, für den der Makespan beim Wechsel von 128 auf 512 Prozessoren
ansteigt. Der Grund ist die relativ einfache Herangehensweise zur Bestimmung der
Anzahl an Prozessoren für die Knoten in der Allokationsphase. Dieser Schwachpunkt
wird in [8] aufgegriffen und es wird eine mögliche Lösung für das Umgehen dieses
Verhaltens aufgezeigt.
Die Ergebnisse zeigen auch den Nachteil bei der Nutzung der Basisalgorithmen
Task und Data. Zum einen ist die Verbesserung des Makespans zwischen Zielplatt-
formen mit 128 und 512 Prozessoren nur sehr gering. Zum anderen wird von diesen
Schedulingalgorithmen nie der beste Schedule bzgl. des Makespans erzeugt.
Auch der Makespan der Schedules des Schedulingalgorithmus OneStep ist sehr viel
höher als der Makespan der Schedules, die von den Allokations- und Scheduling-
algorithmen bzw. layer-basierten Schedulingalgorithmen berechnet werden. Dieser
Umstand kann verbessert werden, indem eine auf das jeweilige Problem angepasste
Spezifizierung der möglichen Konfigurationen vorgenommen wird.
Die layer-basierten Schedulingalgorithmen erzeugen Schedules mit sehr guten Ma-
kespans. Für die Zielplattform mit 8 Prozessoren erzeugt TwoL-Level die Schedules
mit kleinstem Makespan, dicht gefolgt von Approx-2. Für Zielplattformen mit 128
und 512 Prozessoren ist nur der Schedulingalgorithmus TSAS besser als die beiden
Schedulingalgorithmen. Der durchschnittliche Makespan der Schedules von TSAS
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für die Zielplattform mit 512 Prozessoren liegt bei 479 Sekunden. Im Gegensatz da-
zu beträgt der durchschnittliche Makespan der Schedules der Basisalgorithmen Task
und Data 1.791 Sekunden bzw. 2.843 Sekunden für 512 Prozessoren. Das verdeut-
licht die Verbesserungsmöglichkeiten wenn ein angemessener Schedulingalgorithmus
genutzt wird.
Die Berechnung eines gültigen Schedules mit minimalem Makespan in einer ange-
messenen Zeit hängt sehr stark vom gegebenen Schedulingproblem und gewählten
Schedulingalgorithmus ab. Die Laufzeit- und Makespan-Ergebnisse zeigen, dass es
keinen Schedulingalgorithmus gibt, der immer das beste Ergebnis bzgl. beider Krite-
rien liefert. Allokations- und Schedulingalgorithmen berechnen zwar sehr gute Sche-
dules, benötigen dafür aber relativ viel Zeit. Layer-basierte Schedulingalgorithmen
erzeugten gute Schedules bei einer relativ kurzen Ausführungszeit des Schedulings.
Die Basisalgorithmen und OneStep ohne Anpassung der Konfigurationen auf das
spezifische Schedulingproblem sind für die verwendeten Schedulingprobleme nicht
geeignet.
4.5 Zusammenfassung
In diesem Kapitel wurde mit SEParAT eine flexible Schedulingumgebung für ge-
mischte Parallelität vorgestellt. SEParAT bietet neben dem reinen Scheduling eine
Vielzahl an Einsatzmöglichkeiten. Diese wurden durch die Vorstellung von Nut-
zungsszenarien hervorgehoben.
Nach der Vorstellung der Funktionalität und der Nutzungsszenarien wurde das
interne Konzept zur Ausführung eines Schedulingdurchgangs betrachtet. Hier wur-
den die Struktur der Ein- und Ausgabedaten, die internen Datenstrukturen und
angewandte Transformationen, das Scheduling mit Optimierungsmöglichkeiten und
die Ausgabe vorgestellt.
Der dritte Teil des Kapitels umfasste die Vorstellung der komponentenbasierten
Softwarearchitektur von SEParAT mit einer ausführlichen Vorstellung der einzelnen
Komponenten und deren Funktionalitäten. Die zentrale Komponente von SEParAT
ist die erweiterbare Schedulingalgorithmenbibliothek, die eine Menge vordefinierter
Schedulingalgorithmen umfasst und verschiedene Optimierungen der Schedulingal-
gorithmen bietet.
Durch eine detaillierte Auswertung konnte gezeigt werden, dass SEParAT ein
schnelles Scheduling erlaubt, wenig Overhead zum Scheduling hinzufügt und für
große gemischt-parallele Anwendungen und Zielplattformen geeignet ist.
Neben der Evaluierung von SEParAT wurde eine Auswahl der Schedulingalgorith-
men bzgl. ihrer Laufzeit und der Makespans der berechneten Schedules verglichen.
Die Ergebnisse zeigen, dass der gemischt-parallele Ansatz gegenüber dem rein daten-
und taskparallelen Ansatz sehr viel bessere Ergebnisse liefert. Weiterhin zeigte sich,
dass die Auswahl eines geeigneten Schedulingalgorithmus stark vom Schedulingpro-
blem bestehend aus Task-Graph und Zielplattform abhängig ist.
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Die vorliegende Dissertation behandelt die Erreichung einer effizienten Ausführung
gemischt-paralleler Anwendungen auf parallelen Systemen. Das Programmiermodell
der parallelen Tasks mit Abhängigkeiten hat sich dabei als eine Möglichkeit zur
effizienten Ausnutzung der Ressourcen durch gemischt-parallele Anwendungen eta-
bliert. Eine gemischt-parallele Anwendung wird durch einen Task-Graphen beschrie-
ben, der die parallelen Tasks der Anwendung und deren Abhängigkeiten definiert.
Die parallelen Tasks können entweder datenparallele Programmteile oder wiederum
Task-Graphen sein, was eine hierarchische Struktur zur Folge hat. Für die Aus-
führung auf einem parallelen System muss für den Task-Graph der Anwendung ein
Schedule vorliegen. Der Schedule bildet die einzelnen Tasks bestmöglich auf die Pro-
zessoren des parallelen Systems ab. Obwohl der Schedule manuell vorgegeben werden
kann, kommt vor allem für große Anwendungen i. d. R. ein Schedulingalgorithmus
zur automatisierten Berechnung zum Einsatz.
Die vorliegende Dissertation verfolgt zwei Ziele, die im direkten Zusammenhang
mit der effizienten Ausführung gemischt-paralleler Anwendungen unter Nutzung be-
rechneter Schedules stehen. Durch den vorgestellten Algorithmus Move-blocks wer-
den existierende Schedulingalgorithmen für gemischt-parallele Anwendungen ver-
bessert. Das zweite Ziel wird durch das Problem bedingt, dass in aktuellen Pro-
grammierumgebungen die Unterstützung für das Scheduling paralleler Tasks mit
Abhängigkeiten nur sehr eingeschränkt vorhanden ist. Die Realisierung der Sched-
ulingumgebung SEParAT behebt diesen Umstand.
Als Einführung in das Programmiermodell der gemischt-parallelen Tasks dient
eine Aufbereitung der Entwicklung dieses Themengebiets. Dabei wird deutlich, dass
die Begriffe in dieser Domäne nicht immer eindeutig gebraucht werden. Zum einen
sind für einen Sachverhalt mehrere Begriffe in der Literatur zu finden und zum
anderen wird derselbe Begriff für verschiedene Sachverhalte genutzt.
Durch eine detaillierte Vorstellung des auf Task-Graphen aufbauenden Modells der
parallelen Tasks mit Abhängigkeiten wird die Grundlage für die Betrachtung von
Schedulingalgorithmen und deren Verbesserung innerhalb dieser Arbeit geschaffen.
Layer-basierte Schedulingalgorithmen bilden den Ausgangspunkt für den Opti-
mierungsalgorithmus Move-blocks. Neben einer Einführung der vier Phasen dieses
Schedulingansatzes werden wichtige Vertreter layer-basierter Schedulingalgorithmen
vorgestellt.
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Layer-basierte Schedulingalgorithmen setzen den Schedule der gemischt-parallelen
Anwendung aus Schedules für unabhängige Knoten des Task-Graphen der Anwen-
dung zusammen. Diese Schedules werden als Layer-Schedules bezeichnet. Auf Grund
der sehr einfachen Art des Zusammenfügens entsteht eine ineffiziente Ausnutzung
der Prozessoren zwischen den Layer-Schedules. Der Algorithmus Move-blocks mi-
nimiert die ungenutzte Rechenzeit im Schedule, indem zwei aufeinander folgende
Layer-Schedules unabhängiger Knoten miteinander verschmolzen werden.
Der Algorithmus Move-blocks ist auf alle Schedulingalgorithmen anwendbar, die
den layer-basierten Ansatz nutzen. Er besteht aus zwei Teilen. Der erste Teil identi-
fiziert die Strukturen innerhalb eines Layer-Schedules, die als mögliche Kandidaten
für eine Verschmelzung mit dem vorhergehenden Layer-Schedule herangezogen wer-
den können. Diese Strukturen werden als Allgemeine Blöcke bezeichnet. Der zweite
Teil vollzieht die Verschmelzung der Layer-Schedules unter Einhaltung der Vorrangs-
bedingungen zwischen den Knoten des Task-Graphen durch eine Verschiebung der
Allgemeinen Blöcke. Beide Teile des Algorithmus werden in dieser Arbeit vollständig
definiert und bezüglich ihrer Laufzeit und ihrer Praktikabilität untersucht.
Die Praktikabilität ist ein Maß für den Mehrwert den die Anwendung eines Ver-
besserungsansatzes bewirkt. Die Untersuchung der Praktikabilität geschah anhand
einer umfangreichen Testreihe. Für den Teilalgorithmus zur Identifizierung der All-
gemeinen Blöcke konnte gezeigt werden, dass genügend Allgemeine Blöcke für eine
Verschmelzung identifiziert werden und dass die Laufzeit des Algorithmus für das
Scheduling insgesamt nur einen geringen Mehraufwand bedeutet. Auch für den Algo-
rithmus Move-blocks wurde gezeigt, dass der entstehende zusätzliche Overhead beim
Zusammensetzen der Layer-Schedules gering ist. So wurden Laufzeitunterschiede von
maximal 10% bei Gesamtausführungszeiten für das Scheduling von weniger als einer
Sekunde für die Testreihe gemessen.
Die erzielten Ergebnisse zeigen eine Verbesserung der Güte der erzeugten Sche-
dules für alle betrachteten Fälle der Testreihe. Die Güte wurde in Bezug auf den
Makespan der Schedules und den Anteil ungenutzter Prozessorzeit in den Schedules
evaluiert. Der Makespan der Schedules wurde durch die Betrachtung des Speedups
auf eine einheitliche Skala abgebildet. Für den Speedup ergaben sich Verbesserungen
zwischen 1% und 22%, wenn der Algorithmus Move-blocks beim Zusammensetzen
der Layer-Schedules angewandt wurde. Die ungenutzte Prozessorzeit konnte je nach
eingesetztem Schedulingalgorithmus für das Layer-Scheduling auf 39% bis 63% der
ursprünglichen ungenutzten Prozessorzeit reduziert werden.
Der zweite Aspekt dieser Dissertation ist die Realisierung einer flexiblen Schedul-
ingumgebung für gemischt-parallele Anwendungen. Die vorgestellte Schedulingum-
gebung SEParAT ist ein Instrumentarium zur Erleichterung des Schedulings großer
gemischt-paralleler Anwendungen. Das Scheduling stellt einen fehleranfälligen und
komplexen Teil der Programmierung für parallele Systeme dar, da für parallele Pro-
grammiermodelle ein hohes Maß an Abstraktionsfähigkeit vom Programmierer ver-
langt wird und die manuelle Umsetzung nur schwer überschaubar ist. Die Unter-
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stützung bei der automatisierten Berechnung von Schedules ist daher von zentraler
Bedeutung.
SEParAT bietet weit mehr als nur die Unterstützung bei der Berechnung eines
Schedules. Durch die Vorstellung ausgewählter Nutzungsszenarien wird der Umfang
der Leistungsfähigkeit von SEParAT hervorgehoben. Speziell die weiterführenden
Funktionalitäten der Auswertungsunterstützung und der Entwicklung und Anbin-
dung neuer Schedulingalgorithmen erweitern den Einsatzbereich der Scheduling-
umgebung. Die Vorstellung der Nutzungsszenarien gibt dabei eine erste Sicht auf
SEParAT wieder.
Eine zweite Sicht auf SEParAT wird durch die Spezifikation des internen Kon-
zepts bei der Abarbeitung eines Schedulingdurchgangs und die damit verbundenen
Datentransformationen gegeben. Ein Schedulingdurchgang kann entweder vollstän-
dig automatisiert abgearbeitet oder durch einen Nutzer gesteuert werden. Die au-
tomatisierte Ausführung ermöglicht die Anbindung von SEParAT an andere Pro-
grammierwerkzeuge für parallele und gemischt-parallele Anwendungen, die einen
Scheduler benötigen. Die benutzergesteuerte Ausführung erlaubt die Analyse von
Schedulingalgorithmen für gegebene Schedulingprobleme.
Die dritte Sicht auf SEParAT behandelt die realisierte komponentenbasierte Soft-
warearchitektur. Neben einer Gesamtsicht auf die Softwarearchitektur wird jede
Komponente mit ihren Funktionalitäten einzeln vorgestellt. Der Vorteil der kom-
ponentenbasierten Realisierung ist die Möglichkeit einzelne Komponenten zu erwei-
tern/auszutauschen oder in anderen Programmierwerkzeugen direkt zu nutzen. Den
Kern von SEParAT bildet die Schedulingalgorithmenbibliothek mit 16 implemen-
tierten Schedulingalgorithmen für homogene und heterogene parallele Systeme. Für
die Schedulingalgorithmen sind zusätzliche Optimierungen realisiert, die eine Ver-
besserung der berechneten Schedules für verschiedene Anwendungsfälle ermöglichen.
Durch eine detaillierte Evaluierung von SEParAT konnte gezeigt werden, dass
das Scheduling effizient ausgeführt werden kann ohne übermäßigen Overhead durch
zusätzliche Operationen zu erzeugen. Weiterhin ist die Anwendung auch auf große
gemischt-parallele Anwendungen mit mehreren tausend Knoten und parallele Sys-
teme mit mehreren tausend Prozessoren gegeben.
Neben der Evaluierung von SEParAT wurde eine Auswahl der realisierten Sched-
ulingalgorithmen bzgl. des Makespans der berechneten Schedules und der Laufzeit
der Ausführung der Schedulingalgorithmen gegenübergestellt. Die Ergebnisse zeigen,
dass der gemischt-parallele Ansatz gegenüber dem rein daten- und taskparallelen
Ansatz sehr viel bessere Ergebnisse liefert. Weiterhin kann abgeleitet werden, dass
die Auswahl eines geeigneten Schedulingalgorithmus stark vom Schedulingproblem
bestehend aus Task-Graph und Zielplattform abhängig ist.
Ausblick Durch den Algorithmus Move-blocks kann eine Verbesserung der Güte
von layer-basierten Schedulingalgorithmen erreicht werden. Die Verbesserung basiert
auf der Verschmelzung von Layer-Schedules durch Verschiebung von Allgemeinen
Blöcken. Für die Verschiebung wird angenommen, dass der Allgemeine Block mit der
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spätesten Beendigungszeit den Makespan eines Layer-Schedules bestimmt und des-
sen Verschiebung den Makespan des Schedules der gemischt-parallelen Anwendung
verbessert. Die Allgemeinen Blöcke werden daher nach absteigender Beendigungszeit
verschoben. Dies liefert die bestmöglichen Verbesserungen, wenn man jeweils zwei
aufeinander folgende Layer-Schedules betrachtet. Bei der Betrachtung von drei oder
mehr aufeinander folgenden Layer-Schedules kann unter Umständen aber auch eine
andere Folge von Verschiebungen den Makespan der gemischt-parallelen Anwendung
reduzieren. Dies ist jedoch mit einem erheblichen Mehraufwand für die Ausführung
verbunden. Weiterführende Arbeiten können die Fragestellung behandeln, ob die
Betrachtung von mehr als zwei Layer-Schedules für eine Verschmelzung praktikabel
ist und den Makespan weiter verbessern kann ohne die Laufzeit deutlich zu erhöhen.
Weiterführende Arbeiten für SEParAT können zwei Ziele verfolgen. Zum einen
kann die Schedulingalgorithmenbibliothek um weitere Schedulingalgorithmen und
optionale Optimierungen bestehender Schedulingalgorithmen ergänzt werden. Zum
anderen ist die Realisierung einer Softwareentwicklungsumgebung sinnvoll, die die
Implementierung eigener Schedulingalgorithmen weiter vereinfacht und zusätzliche
Codefragmente für Schedulingalgorithmen zugänglich macht.
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α . . . . . . . . . . sequentieller Anteil der Berechnungsformel nach Amdahl
B . . . . . . . . . Allgemeiner Block
b . . . . . . . . . . Parameter zur Erzeugung verschiedener sequentieller Laufzeiten für
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ceu,v . . . . . . . Kommunikationskosten einer Kante
data(eu,v) . . Daten, die von Knoten u zu Knoten v übertragen werden
E . . . . . . . . . Menge der Kanten eines Task-Graphen
eu,v . . . . . . . . Kante des Task-Graphen
G . . . . . . . . . Task-Graph
g . . . . . . . . . . Prozessorgruppe (Teilmenge der Prozessoren von P)
gB . . . . . . . . . Prozessorgruppe eines Allgemeinen Blocks
gH . . . . . . . . Prozessorgruppe einer Mb-Höhe
gv . . . . . . . . . zugewiesene Prozessorgruppe eines Knoten v des Task-Graphen
H . . . . . . . . . Mb-Höhe (Move-blocks-Höhe)
Hmax . . . . . . Mb-Höhe mit höchstem Zeitwert in einem Layer-Schedule
L . . . . . . . . . . Menge der Knoten in einem Layer
Lpre . . . . . . . Menge der Knoten im vorhergehenden Layer
L . . . . . . . . . . Anzahl der Knoten in einem Layer
n . . . . . . . . . . Datengröße eines Parameters der parallelen Tasks für die Testfälle
P . . . . . . . . . Menge der Prozessoren einer homogenen parallelen Plattform
P . . . . . . . . . Anzahl der Prozessoren einer homogenen parallelen Plattform
TB . . . . . . . . Bytetransferzeit (Sekunden pro Byte)
TC . . . . . . . . Rechenleistung (Sekunden pro Rechenoperation)
TS . . . . . . . . . Startupzeit (Sekunden)
tfB . . . . . . . . . Beendigungszeit eines Allgemeinen Blocks
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