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We consider the approximation of a fractional Brownian motion
by a wavelet series expansion at resolution 2−l. The approximation
error is measured in the integrated mean squared sense over nite
intervals and we obtain its expansion as a sum of terms with in-
creasing rates of convergence. The dependence of the coecients
in the expansion of the error on the scale function is explicitly
determined. c© 1996 Academic Press, Inc.
I. INTRODUCTION
A wavelet orthonormal basis for the space L2(−1,1)
is generated by the wavelet function ψ via dilations and
translations operations [7]: the set of functions
fψj,k(t) = 2j/2ψ(2jt− k)g1j,k=−1
is complete and orthonormal in L2(−1,1). The approxi-
mation of any function f 2 L2(−1,1) at resolution 2−l
is given by
fl(t) =
l∑
j=−1
1∑
k=−1
αj,kψj,k(t), (1.1)
where
αj,k =
∫ 1
−1
f(t)ψj,k(t)dt.
The inner sum in (1.1) is usually called the detail signal
at level 2−j. Alternatively, the approximation fl at resolu-
tion 2−l can be expressed in terms of the orthonormal basis
1This work was supported by the Oce of Naval Research Under Grant
No. N00014-90-J-1175
fφl,k(t) = 2l/2φ(2lt−k)g1k=−1 generated by the correspond-
ing scale function φ [7], i.e.,
fl(t) =
1∑
k=−1
βl,kφl,k(t), (1.2)
where
βl,k =
∫ 1
−1
f(t)φl,k(t)dt.
We have
e2l

=
∫ 1
−1
jf(t) − fl(t)j2dt ! 0 as l ! 1.
Since no stationary processes and few nonstationary
second-order processes have sample functions in L2(−1,
1), direct application of the above series representation is
not possible. However, with probability one, sample paths
of second-order mean squared continuous processes are in
L2(I) over every nite interval I. Hence if we assume that
the scale function φ and the wavelet function ψ have com-
pact supports, [0, N] and [(1−N)/2, (1+N)/2], respectively,
for some integer N á 1 [4], then the coecients
βl,k =
∫ 1
−1
X(t)φl.k(t)dt
= 2−l/2
∫ N
0
X
(
u+ k
2l
)
φ(u)du (1.3)
and
αj,k =
∫ 1
−1
X(t)ψj,k(t)dt
= 2−j/2
∫ (1+N)/2
(1−N)/2
X
(
u+ k
2j
)
ψ(u)du, (1.4)
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are well dened in the mean squared sense, as well as
with probability one, and are second-order random variables
whenever the process fX(t),−1 < t < 1g is second-order
with a continuous correlation function R(t, s). For each xed
t we then have the approximation
Xl(t) =
∑
k
βl,kφl,k(t), (1.5)
which uses the data set fX(s), t−N/2l à s à t+N/2lg to
compute the coecients fβl,kg of (1.3). Thus over the in-
terval [0, T] the approximation (1.5) uses the data set fX(s),
− N/2l à s à T + N/2lg to compute the necessary coef-
cients fβl,kg of (1.3). We shall refer to (1.5) as the data-
extended approximation. The approximation error is taken
to be in the integrated mean squared sense:
e2l,T

= E
∫ T
0
jX(t) − Xl(t)j2dt. (1.6)
The common practical view in signal analysis is that the
approximation of X(t), t 2 [0, T], should be based on an
identical data set. In this case we may consider the approx-
imation
Xl(t) =
∑
k
βl,kφl,k(t), 0 à t à T, (1.7a)
with coecients
βl,k =
∫ T
0
X(t)φl,k(t)dt, (1.7b)
and again measure the approximation error in the integrated
mean-squared sense by
e2l,T

= E
∫ T
0
jX(t) − Xl(t)j2dt. (1.8)
We shall refer to (1.7a) as the data-restricted approxima-
tion. Note that this approximation may introduce boundary
eects.
The purpose of this paper is to provide an expansion of
the integrated mean squared error, for the two wavelet ap-
proximations (1.5) and (1.7) of fractional Brownian motion
(FBM) at a given resolution 2−l, as a sum of terms with
increasing rates of convergence. In particular, we wish to
obtain the precise rates of convergence for the two wavelet
approximations (1.5) and (1.7) of fractional Brownian mo-
tion along with the value of the asymptotic constant. The
functional dependence of the asymptotic constant on the
smoothness of the signal and on the scale function φ can
thus be determined; i.e., we are seeking in particular ex-
pressions of the form
lim
l!1
2αle2l,T = A (1.9)
and we wish to determine the constants α and A. Similarly,
for the error e2l,T. Why should one not be happy with sim-
ply establishing a big O bound of the form e2l,T = O(2−αl),
which is a considerably simpler task? (a question raised by
an anonymous Associate Editor). The answer is quite sim-
ple and very important in applications. Suppose one seeks
to approximate a second-order random process by a wavelet
representation such that the integrated mean squared error
e2l,T is less than a prescribed value  > 0. At what res-
olution could this be accomplished? If one only has the
bound e2l,T = O(2−αl) there is no answer to this question be-
cause the constant embedded in the big O bound is unknown
and even if it were known, it might be too loose, giving
a pessimistic answer. Similarly, if we are given a wavelet
approximation of a random process at a given resolution,
there is no way to determine how good the approximation
is (the value of the approximation error) from the bound
O(2−αl). On the other hand, if the asymptotic constant is
known, as in (1.9), then a clear answer is readily obtained,
at least asymptotically (e.g., 2−αl à /A in the rst ques-
tion); moreover, the explicit dependence of the constant A
on the scale function allows one to select an appropriate
wavelet basis in order to obtain a small A. In the vast liter-
ature on statistical function estimation (spectral estimation,
probability density estimation, regression function estima-
tion) quadratic mean analysis always provides precise rates
of convergence and their associated asymptotic constants
in order to allow the user to determine the sample size n
needed to obtain an estimate whose quadratic mean error
does not exceed a desired level. A simple bound of the form
O(n−a) is of theoretical interest but of little practical value.
See, for example, Brillinger [1] in the context of spectral
estimation. See also Hall and Patil [5] and Masry [9] in the
context of probability density estimation using wavelets.
Concerning the data-restricted estimator (1.7) and its po-
tential for introducing boundary eects, our interest is theo-
retical in nature: Given the fact that it uses data over the in-
terval [0, T] whereas the data-extended estimator (1.5) uses
data over the marginally larger interval [−N/2l, T+N/2l],
what reduction in performance, if any, should one expect?
Is the rate of convergence slower? Are there situations for
wavelets with N > 1 where the two estimators have identi-
cal rates of convergence and asymptotic constants? We pro-
vide answers to these questions, some of which are rather
unexpected. It was pointed out by an anonymous Associate
Editor that in the data-restricted case one uses, in practice,
boundary-adjusted wavelets.
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Placing the contribution of this work in the context of
the available literature on wavelet approximation we nd
that for deterministic functions in L2(−1,1) Mallet [7,
Theorem 3] establishes upper bound on the rate of conver-
gence. Similarly, Cohen et al. [3] obtain an upper bound
on the integrated mean squared error for stationary random
processes. Wong [14] shows the convergence of the wavelet
approximation for harmonizable processes but provides no
rates of convergence. Cambanis and Masry [2] addressed
the problem of determining precise rates of convergence,
along with the value of the asymptotic constant, for deter-
ministic as well as stationary and certain nonstationary ran-
dom processes using the data-extended approximation (1.5).
For random processes considered in Cambanis and Masry
[2] the rates of convergence of e2l,T to zero were of the full-
power type (i.e., e2l,T  2−nl for some positive integer n
related to the degree of quadratic mean dierentiability of
the process).
This paper supplements the results of Cambanis and
Masry [2] by providing an expansion of the integrated mean
squared error for the two wavelet approximations (1.5) and
(1.7) of fractional Brownian motion (FBM) at a given res-
olution 2−l. As in Cambanis and Masry [2], we employ a
direct statistical analysis of the mean integrated squared er-
ror and determine the asymptotic contribution of its various
components. The method of analysis can be used to deter-
mine the quality of wavelet approximation for any second-
order random process as can be seen from Lemmas 1 and 2
in Section II; it also happens to be the standard method used
in statistical estimation theory for quadratic-mean analysis
and it does allow us to establish our principal results given
in Theorems 2 and 3 in Section II. Other methods may also
be feasible. For example, an anonymous Associate Editor
stated that exploiting the self similarity property of FBM
is the right way to establish our results; so far we have
not been able to verify this. In any case, there is no exclu-
siveness to any method of analysis.
We note that a fractional Brownian motion (FBM) is a
nonstationary Gaussian random process fX(t),−1 < t <
1g whose correlation function R(t, s) = E[X(t)X(s)] is
given by
R(t, s) = σ2[jtj2H + jsj2H − jt− sj2H], 0 < H < 1. (1.10)
FBM processes are not quadratic mean dierentiable and
thus the results of Cambanis and Masry [2] are not ap-
plicable. The standard Brownian motion corresponds to
H = 1/2, in which case R(t, s) = 2σ2 min(t, s) for t, s á 0
and = 2σ2 max(t, s) for t, s < 0 and = 0 elsewhere. Frac-
tional Brownian motion has been observed in a variety of
contexts including current fluctuations in metal lm and
semiconductor devices [13], loudness fluctuation in speech
and music [12], neurological patterns [6], and image mod-
eling [11]. Its statistical analysis is discussed in [8]. We
remark that FBM processes satisfy the self-similarity prop-
erty: If Y(t) is the increment process
Y(t) = X(t0 + at) − X(t0)
then
E[Y(t)Y(s)] = a2HE[X(t)X(s)],
which could be used to show that, for the data-extended ap-
proximation (1.5), we have the upper bound e2l,T = O(2−2Hl)
(I am grateful to an anonymous Associate Editor for this
point). Our goal is broader than this as was explained above.
The paper is organized as follows: Section II establishes
precise asymptotic expressions (Theorems 1, 2, and 3) for
the mean integrated squared error of the wavelet approxi-
mations (1.5) and (1.7)rates of convergence and the as-
sociated constants. Section III presents a discussion of the
results with computation of the coecients in the expan-
sions of the integrated mean squared errors when the scale
function φ is supported on [0, 3]. The Appendix provides a
lemma on the approximation of integrals by Riemann sums
which is needed in the proof of Theorems 2 and 3. In this
paper, the process fX(t),−1 < t < 1g is assumed to
have the correlation structure (1.10) but is not necessarily
Gaussian.
II. CONVERGENCE ANALYSIS
For simplicity, we assume that T is a positive integer. Our
rst result is an expression for the integrated mean squared
error for any second-order random process with continuous
correlation function R(t, s). By (1.6) and taking expectation
we have for the data-extended approximation (1.5),
e2l,T = E
∫ T
0
[X(t) − Xl(t)]2 dt
=
∫ T
0
R(t, t)dt (

= I1)
− 2
2l
∑
k
∫ 2lT−k
−k
φ(u)du

∫ N
0
R
(
u+ k
2l
,
v+ k
2l
)
φ(v)dv (

= −2I2)
+
1
2l
∑
k
∑
j
s(k, j)

∫ N
0
∫ N
0
R
(
u+ k
2l
,
v+ j
2l
)
φ(u)φ(v)du dv,
(

= I3) (2.1)
242 FRACTIONAL BROWNIAN MOTION APPROXIMATION
where
s(k, j)

=
∫ T
0
φl,k(t)φl,j(t)dt
=
∫ 2lT
0
φ(t− k)φ(t− j)dt. (2.2)
The integration with respect to t over [0, T] and the com-
pact support [0, N] of φ constrain the range of summation
and integration in (2.1). Specically we have
Lemma 1. Let fX(t),−1 < t < 1g be a second-
order random process with continuous correlation function
R(t, s) = E[X(t)X(s)]. Assume that l satises 2lT á 2N− 1.
Dene the disjoint sets
S1 = f−N+ 1,    ,−1g, S2 = f0, . . . , 2lT−Ng,
S3 = f2lT−N+ 1, . . . , 2lT− 1g, (2.3)
and the intervals
Ak =

[−k,N], k 2 S1
[0, N], k 2 S2
[0, 2lT− k], k 2 S3.
(2.4)
Decompose the terms I2 and I3 in (2.1) as sums over the
index subsets Si, i = 1, 2, 3. Put
I
(i)
2 =
1
2l
∑
k2Si
∫
Ak
∫ N
0
R
(
u+ k
2l
,
v+ k
2l
)
φ(u)φ(v)du dv,
i = 1, 2, 3 (2.5)
and
I
(i,m)
3 =
1
2l
∑
k2Si
∑
j2Sm
s(k, j)
∫ N
0
∫ N
0
R
(
u+ k
2l
,
v+ j
2l
)
 φ(u)φ(v)du dv, i, m = 1, 2, 3. (2.6)
Then
s(k, j) =

δk,j, j, k 2 S2
0, fk 2 S1, j 2 S2g⋃ fk 2 S2, j 2 S3g⋃ fk 2 S2, j 2 S1g⋃ fj 2 S2, k 2 S3g∫ 2lT
0 φ(t− k)
 φ(t− j)dt, fk, j 2 S3g∫ 1
0 φ(t− k)
 φ(t− j)dt, fk, j 2 S1g
0, otherwise
(2.7)
and
e2l,T = E
∫ T
0
[X(t) − Xl(t)]2 dt
= II − I(2)2 − 2(I(1)2 + I(3)2 ) + I(1,1)3 + I(3,3)3 . (2.8)
For the data-restricted approximation (1.7) we have for
the integrated mean squared error
fle2l,T = E
∫ T
0
[X(t) − Xl(t)]2 dt
=
∫ T
0
R(t, t)dt (

= I1)
− 2
2l
∑
k
∫ 2lT−k
−k
∫ 2lT−k
−k
R
(
u+ k
2l
,
v+ k
2l
)
 φ(u)φ(v)du dv (= −2I2)
+
1
2l
∑
k
∑
j
s(k, j)
∫ 2lT−k
−k
∫ 2lT−j
−j
R
(
u+ k
2l
,
v+ j
2l
)
 φ(u)φ(v)du dv, (= I3) (2.9)
where s(k, j) is given in (2.2). The result corresponding to
Lemma 1 is as follows.
Lemma 2. Let fX(t),−1 < t < 1g be a second-
order random process with continuous correlation function
R(t, s) = E[X(t)X(s)]. Assume that l satises 2lT á 2N− 1.
Dene the disjoint sets Si, i = 1, 2, 3, as in (2.3) and the
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intervals Ak as in (2.4). Decompose the terms I2 and I3 in
(2.9) as sums over the index subsets Si, i = 1, 2, 3. Put
I(i)2 =
1
2l
∑
k2Si
∫
Ak
∫
Ak
R
(
u+ k
2l
,
v+ j
2l
)
φ(u)φ(v)du dv,
i = 1, 2, 3. (2.10)
and
I(i,m)3 =
1
2l
∑
k2Si
∑
j2Sm
s(k, j)
∫
Ak
∫
Aj
R
(
u+ k
2l
,
v+ j
2l
)
φ(u)φ(v)du dv, i, m = 1, 2, 3. (2.11)
Then s(k, j) is given by (2.7) and
fle2l,T = E
∫ T
0
[X(t) − Xl(t)]2 dt
= I1 − I(2)2 − 2(I(1)2 + I(3)2 ) + I(1,1)3 + I(3,3)3 . (2.12)
Remark 1. Note that when N = 1, the sets S1 and S3
are empty and then the expression for the integrated mean
squared errors is considerably simpler:
e2l,T = e
2
l,T = I1 − I(2)2 (2.13)
(since I1 = I1 and I
(2)
2 = I
(2)
2 ). Since the scale function
φ(t) satises
∫ N
0 φ
j(t)dt = 1 for j = 1, 2, it follows by the
CauchySchwarz inequality that when N = 1, we neces-
sarily have φ(t) = 1[0,1](t), which generates the Haar basis.
For N > 1 we compare the errors e2l,T and e
2
l,T in order to
identify the boundary eects in the latter: it is seen from
Lemma 1 and Lemma 2 that
I1 = Ii, I
(2)
2 = I
(2)
2 . (2.14)
Moreover,
I
(i)
2 ≠ I
(i)
2 , I
(i,i)
3 ≠ I
(i,i)
3 for i = 1, 3.
Consequently, the boundary eects in the data-restricted ap-
proximation (1.7) are due solely to the dierences I(i)2 − I(i)2
and I(i,i)3 − I(i,i)3 for i = 1, 3. This comparison holds for
any second-order random process. It will be seen from the
proofs below that, for FBM processes, the contributions
of I(1)2 , I
(1)
2 , as well as the contributions of I
(1,1)
3 , I
(1,1)
3 , are
asymptotically negligible. We write below the simplied
expressions for the remaining terms (cf. the proofs of The-
orems 2 and 3 below) which give rise to boundary eects
for the data-restricted approximation (1.7):
I
(3)
2 =
1
2l
N−1∑
k=1
∫ k
0
∫ N
0
R
(
T+
u− k
2l
, T+
v− k
2l
)
 φ(u)φ(v)du dv, i = 1, 2, 3,
whereas
I(3)2 =
1
2l
N−1∑
k=1
∫ k
0
∫ k
0
R
(
T+
u− k
2l
, T+
v− k
2l
)
 φ(u)φ(v)du dv, i = 1, 2, 3.
Also
I
(3,3)
3 =
1
2l
N−1∑
p=1
N−1∑
q=1
(∫ 1
0
φ(−τ+ p)φ(−τ+ q)dτ
)

∫ N
0
∫ N
0
R
(
T+
u− p
2l
, T+
v− q
2l
)
φ(u)φ(v)du dv,
whereas
I(3,3)3 =
1
2l
N−1∑
p=1
N−1∑
q=1
(∫ 1
0
φ(−τ+ p)φ(−τ+ q)dτ
)

∫ p
0
∫ q
0
R
(
T+
u− p
2l
, T+
v− q
2l
)
φ(u)φ(v)du dv.
The precise contributions of the above terms must be deter-
mined in order to obtain the convergence rates of the two
approximation errors.
Proof of Lemma 1. In the second term I2 in (2.1), the
range of integration over u is [0, N]
⋂
[−k, 2lT − k]. It is
seen that this set is empty if k /2 S1
⋃
S2
⋃
S3 = f−N +
1, . . . , 2lT− 1g. Moreover, for k 2 Si, the integration range
is over Ak as given in (2.4). Hence
I2 = I
(1)
2 + I
(2)
2 + I
(3)
2 .
Now consider the function s(k, j), dened in (2.2). Note
that the support B of φ(t − k)φ(t − j) is given by B =
[max(k, j), N+min(k, j)]. Hence, s(k, j) = 0 when jk−jj á
N. Moreover, s(k, j) = 0 if k or j takes values outside of
f−N + 1,    , 2lT − 1g. For jk − jj à N − 1 it is seen
that B  [0, 2lT] over the sets fk, j 2 S2g
⋃fk 2 S1, j 2
S2g
⋃fk 2 S2, j 2 S3g whenever 2lT á 2N− 1. Hence, for
these regions the orthonormality relationship
s(k, j) =
∫ 2lT
0
φ(t− k)φ(t− j)dt = δk,j
holds. Since j > k over the regions fk 2 S1, j 2 S2g
⋃fk 2
S2, j 2 S3g, we have s(k, j) = 0 over these regions. Finally,
when j, k 2 S1, the integration range for s(k, j) can be taken
as [0,1) and when j, k 2 S3, the integration range can be
taken as [0, 2lT]. The expression (2.7) for s(k, j) follows.
Now
I3 = I
(1,1)
3 + 2I
(1,2)
3 + I
(2,2)
3 + 2I
(2,3)
3 + I
(3,3)
3
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and in view of the values of the function s(k, j) in (2.7) we
have
I
(2,2)
3 = I
(2)
3 , I
(1,2)
3 = I
(2,3)
3 = 0.
Hence
e2l,T = I1 − I(2)2 − 2[I(1)2 + I(3)2 ] + I(1,1)3 + I(3,3)3 .
Proof of Lemma 2. The same argument given in the
proof of Lemma 1 holds for the determination of the sets
Si, i = 1, 2, 3, and the interval Ak. The argument for deriv-
ing the expression (2.7) for s(k, j) is identical to that in the
proof of Lemma 1.
Assume now that the correlation function R(t, s) is given
by (1.10) and that the Haar basis is used (N = 1). We have,
Theorem 1. If T is a positive integer and the wavelet
basis is the Haar basis, then for nonstationary processes
with correlation function (1.10) we have for the data-
extended approximation (1.5) and the data-restricted ap-
proximation (1.7) with l á 0
e2l,T = e
2
l,T =
σ2T
(H+ 1)(2H+ 1)22Hl
, 0 < H < 1. (2.15)
Note that the expression for the integrated mean squared
error is exact rather than asymptotic. Also note that the
rate of convergence is precisely 2−2Hl as one would expect
from the property of mean squared self-similarity that the
process X satises.
Proof of Theorem 1. When N = 1 we have φ(t) =
1[0,1](t) and the sets S1 and S3 are vacuous. Then by Re-
mark 1,
e2l,T = e
2
l,T = I1 − I(2)2 .
Now by (2.5) we have
I
(2)
2 =
2σ2
22Hl
∫ 1
0
 12l
2lT−1∑
k=0
(u+ k)2H
 du− σ2MT22Hl ,
where M =
∫ 1
0
∫ 1
0 ju− vj2H du dv. Then
I
(2)
2 =
2σ2
2(2H+1)l(2H+ 1)
[(2lT)2H+1] − σ
2MT
22Hl
=
2σ2T2H+1
2H+ 1
− σ
2MT
22Hl
= I1 − σ
2MT
22Hl
.
Thus
e2l,T =
σ2MT
22Hl
,
and the result follows since M = 1/[(H+ 1)(2H+ 1)].
We now consider the general case N á 1 and we estab-
lish an expansion of the error e2l,T as a sum of terms with
increasing rates of convergence. In view of Remark 1, the
bulk of the proof of Theorem 2 below will be used later in
the proof of the expansion of the error e2l,T (Theorem 3).
Theorem 2. If φ is supported on [0, N], with N being a
positive integer (N á 1), T a positive integer, and l is such
that 2lT á 2N − 1, then for nonstationary processes with
correlation function (1.10) we have for the data-extended
approximation (1.5)
e2l,T = σ
2

TM
22Hl
+O
(
1
2l
)
, 0 < H < 12
TCN
2l
+ o(1/2l), H = 12
T2HDN
2l
+
TM
22Hl
+ O(1/22l) +O(1/2(2H+1)l), 12 < H < 1,
(2.16)
where the constants M,CN, and DN are given by
M =
∫ N
0
∫ N
0
ju− vj2Hφ(u)φ(v)du dv, (2.17)
DN = 2N− 1 − 2m1
+ 2
N−1∑
p=1
N−1∑
q=1
[∫ 1
0
φ(−τ+ p)φ(−τ+ q)dτ
]
− 2
N−1∑
j=1
∫ j
0
φ(u)du
 , (2.18)
CN = DN +M, (2.19)
and
m1 =
∫ N
0
uφ(u)du.
Remark 2. Note that Theorem 2 provides an expansion
for the integrated mean squared error with explicit expres-
sions for the dominant rates and their corresponding co-
ecients. The dependence of the coecients on the scale
function φ is exhibited. When N = 1, the result of Theorem
2 reduces (asymptotically) to that of Theorem 1: indeed, in
this case DN = 0 since the moment m1 = 1/2. For N > 1
and, in view of the upper bound e2l,T = O(1/22Hl) result-
ing from the self-similarity argument discussed in Section
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I, the coecient DN must be identically zero. The relation-
ship DN = 0 is therefore an interesting identity for the scale
function φ with support over [0, N]. Indeed, in Section III
we verify that DN = 0 when N = 3. We note that the
expansion of the error e2l,T as a sum of terms with increas-
ing rates of convergence is precise; naturally, some of the
coecients could vanish. We thus conclude that we have
Corollary 1. If φ is supported on [0, N] with N being a
positive integer (N á 1), T a positive integer, and l is such
that 2lT á 2N − 1 then for nonstationary processes with
correlation function (1.10) we have for the data-extended
approximation (1.5)
e2l,T = σ
2

TM
22Hl
+O
(
1
2l
)
, 0 < H < 12
TM
2l
+ o(1/2l), H = 12
TM
22Hl
+O(1/22l)
+ O(1/2(2H+1)l), 12 < H < 1,
(2.20)
where the constant M is given in (2.17).
Remark 3. The interval [0, T] in the above Corollary
was xed. However, it is clear that we can let T increase to
innity, as l ! 1, at the expense of a slower rate of conver-
gence. Specically, if Tl ! 1 such that 22Hl(Tl)−1 ! 1
as l ! 1, then
22Hl
Tl
∫ Tl
0
E[X(t) − Xl(t)]2 dt ! σ2M.
For example, letting Tl = [log l], or even Tl = l, reduces
the rate of convergence only marginally.
Proof of Theorem 2. We proceed to determine the con-
tribution of each term in (2.8). We have by (1.10)
I1 = 2σ2
∫ T
0
t2H dt, (2.21)
and by (2.4) and (2.5)
I
(2)
2 =
2σ2
22Hl
∫ N
0
 12l
2lT−N∑
k=0
(u+ k)2H
φ(u)du
− σ
2M
22Hl
2lT− (N− 1)
2l
 2σ2Ql − σ
2M
22Hl
2lT− (N− 1)
2l
. (2.22)
(a) I(2)2 when H = 1/2. Here the sum in (2.22) can be
computed in a closed form yielding
I
(2)
2 =
2σ2
22l
∫ N
0
{
1
2l
((2lT−N+ 1)u
+ (2lT−N)(2lT−N+ 1)/2)
}
φ(u)du
− σ
2M
2l
2lT− (N− 1)
2l
= σ2
{
T2 +
T
2l
[2m1 −M− (2N− 1)]
}
+
σ2(N− 1)M
22l
. (2.23a)
(b) I(2)2 when 0 < H < 1/2. Put g(t) = t2H, = 2−l.
Then by (2.22) and (A.1) in the Appendix
Ql =
∫ N
0
φ(u)
[∫ T+(u+1−N)
u
g(t)dt− F(u)
]
du,
where F(u) is given by (A.1) with M = T/ −N. Thus
Ql =
∫ N
0
φ(u)
[∫ T
0
g(t)dt
−
∫ u
0
g(t)dt− 1[0,N−1](u)
∫ T
T−(N−u−1)
g(t)dt
+ 1[N−1,N](u)
∫ T+(u−N+1)
T
g(t)dt
− F(u)
]
du
= J1 + J2 + J3 + J4 + J5. (2.24)
Clearly
J1 =
∫ T
0
g(t)dt,
J2 = − 
2H+1
2H+ 1
∫ N
0
u2H+1φ(u)du. (2.25)
Next by a change of variable
1

J3 = −
∫ N−1
0
φ(u)
∫ N−1−u
0
g(T− s)ds du, (2.26)
and since g is bounded and continuous, we have by domi-
nated convergence
1

J3 ! −g(T)
∫ N−1
0
(N− 1 − u)φ(u)du, as  ! 0.
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Similarly,
1

J4 ! −g(T)
∫ N
N−1
(N− 1 − u)φ(u)du, as  ! 0,
and thus
1

(J3 + J4) ! −g(T)
∫ N
0
(N− 1 − u)φ(u)du
= −g(T)[(N− 1) −m1], as  ! 0. (2.27)
Finally, we consider the term J5. Since 0 < H <
1/2, g0(t) = 2Ht2H−1 is integrable over [0, A] for any -
nite A. Hence Lemma 1(a) of the Appendix is applicable
and
J5 = −
∫ N
0
φ(u) F(u)du = O(). (2.28)
Thus
I
(2)
2 = I1 − σ2
[
T2H
2l
(2N− 1 − 2m1)(1 + o(1)) + MT22Hl
]
+ O(1/2(2H+1)l). (2.23b)
(c) I
(2)
2 when 1/2 < H < 1. Equations (2.24)(2.26)
continue to hold. In (2.26) we expand g(T − s) around
g(T) with integral remainder. We have
1

J3 = −g(T)
∫ N−1
0
(N− 1 − u)φ(u)du
+
∫ N−1
0
φ(u)
[∫ N−1−u
0
s

∫ 1
0
g0(T− (1 − w)s)dwds
]
du
and by a change of variable for the integration in w,
1

J3 = −g(T)
∫ N−1
0
(N− 1 − u)φ(u)du
+
∫ N−1
0
φ(u)
[∫ N−1−u
0
∫ T
T−s
g0(v)dvds
]
du.
Now g0(v) = 2Hv2H−1 and over the integration range it is
bounded by 2HT2H−1. Hence the second term on the right
side above is bounded by 2HT2H−1
∫ N−1
0 jφ(u)j
∫ N−1−u
0
sdsdu = O(). Thus
1

J3 = −g(T)
∫ N−1
0
(N− 1 − u)φ(u)du+O().
Similarly,
1

J4 = −g(T)
∫ N
N−1
(N− 1 − u)φ(u)du+O(),
so that
1

(J3 + J4) = −g(T)(N− 1 −m1) +O(). (2.29)
Finally we consider the term J5 in (2.24). Since 1/2 < H <
1, then g"(t) = 2H(2H− 1)t−2(1−H) is integrable over [0, A]
for any nite A. Hence Lemma 1(b) of the Appendix is
applicable and
J5 = −2
∫ N
0
φ(u)
∫ T+(u+1−N)
u
g0(t)dt du+O(2).
It follows that
1

J5 +
1
2
g(T)
= −1
2
∫ N
0
φ(u)du
[∫ T+(u+1−N)
u
g0(t)dt−
∫ T
0
g0(t)dt
]
= −1
2
{∫ N
0
φ(u)du
∫ u
0
g0(t)dt+
∫ N−1
0
φ(u)du

∫ T
T−(N−1−u)
g0(t)dt−
∫ N
N−1
φ(u)du

∫ T+(u−N+1)
T
g0(t)dt
}
 G1 +G2 +G3.
Clearly G1 = O(). For G2, g0(t) à 2HT2H−1 so that
jG2j à 2HT2H−1
∫ N−1
0
(N− 1 − u)jφ(u)jdu = O().
For G3, g0(t) à 2H(T+(u−N+1))2H−1 à 2H(T+)2H−1.
Hence
jG3j à 2H(T+)2H−1
∫ N
N−1
(u−N+1)jφ(u)jdu = O().
Thus
J5 = −2 g(T) +O(
2). (2.30)
It then follows from (2.25), (2.29), and (2.30) that
I
(2)
2 = I1 − σ
2T2H
2l
(2N− 1 − 2m1)
− σ
2MT
22Hl
+O(1/22l) +O(1/2(2H+1)l). (2.23c)
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Thus, by (2.23a)(2.23c), we have
I
(2)
2 =

I1 − σ
2TM
22Hl
+O(1/2l), 0 < H < 1/2
I1 − σ
2T(2N− 1 − 2m1 +M)
2l
+ O(1/22l), H = 1/2
I1 − σ
2T2H(2N− 1 − 2m1)
2l
+
σ2MT
22Hl
+ O(1/22l) +O(1/2(2H+1)l), 1/2 < H < 1.
(2.31)
Now consider the contribution of the term I(1)2 . We have
from (2.4), (2.5), and (1.10)
I
(1)
2 =
1
2l
N−1∑
k=1
∫ N
k
∫ N
0
R
(
u− k
2l
,
v− k
2l
)
φ(u)φ(v)du dv
à
σ2
2(2H+1)l
N−1∑
k=1
∫ N
0
∫ N
0
[2ju− kj2H + ju− vj2H]
 jφ(u)φ(v)jdu dv
= O(1/2(2H+1)l). (2.32)
Next consider the contribution of I(3)2 . We have from (2.5)
I
(3)
2 =
1
2l
2lT−1∑
k=2lT−N+1
∫ 2lT−k
0
∫ N
0
R
(
u+ k
2l
,
v+ k
2l
)
 φ(u)φ(v)du dv.
Putting j = 2lT− k and using (1.10) we nd
I
(3)
2 =
σ2
2l
N−1∑
j=1
∫ j
0
∫ N
0
[jT+ (u− j)/2lj2H + jT+ (v− j)/2lj2H]
 φ(u)φ(v)du dv
− σ
2
2(2H+1)l
N−1∑
j=1
∫ j
0
∫ N
0
ju− vj2Hφ(u)φ(v)du dv.
It is seen that the second term on the right side is
O(1/2(2H+1)l). For the rst term on the right side we rst
note that T+ (u− j)/2l and T+ (v− j)/2l are nonnegative
since ju− jj à (N − 1) and 2lT á 2N − 1 by assumption.
With g(t) = t2H we have
I
(3)
2 =
σ2
2l
N−1∑
j=1
∫ j
0
∫ N
0
[g(T+ (u− j)/2l) + g(T+ (v− j)/2l)]
 φ(u)φ(v)du dv+O(1/2(2H+1)l).
If 0 < H à 1/2, noting that g(T + (u − j)/2l) ! g(T)
as l ! 1 and g(T + (u − j)/2l) à (2T)2H, we have by
dominated convergence
I
(3)
2 =
2σ2T2H
2l
(1 + o(1))
N−1∑
j=1
∫ j
0
φ(v)dv
+ O(1/2(2H+1)l). (2.33a)
If 1/2 < H < 1, then expanding g(T + (u − j)/2l) in a
Taylor series around g(T) with integral remainder we have
I
(3)
2 =
σ2
2l
N−1∑
j=1
∫ j
0
φ(v)dv
{
2g(T)
+
∫ N
0
φ(u)
(u− j)
2l
du

∫ 1
0
g0
[
T+ (1 − w) (u− j)
2l
]
dw+
(v− j)
2l

∫ 1
0
g0
[
T+ (1 − w) (v− j)
2l
]
dw
}
+O(1/2(2H+1)l).
It is seen that
g0
[
T+ (1 − w) (u− j)
2l
]
à 2H
(
T+
N− 1
2l
)2H−1
à 2H(2T)2H−1
since 2lT à N− 1. Hence
I
(3)
2 =
2σ2T2H
2l
N−1∑
j=1
∫ j
0
φ(v)dv
+ O(1/22l) +O(1/2(2H+1)l). (2.33b)
Next we consider the contribution of I(1,1)3 . By (2.3), (2.6),
(2.7), and a change of summation index we obtain
I
(1,1)
3 =
1
2l
N−1∑
k=1
N−1∑
j=1
∫ 1
0
φ(s+ k)φ(s+ j)ds

∫ N
0
∫ N
0
R
(
u− k
2l
,
v− j
2l
)
φ(u)φ(v)dv du
à
σ2
2(2H+1)l
N−1∑
k=1
N−1∑
j=1
{∫ 1
0
jφ(s+ k)φ(s+ j)jds
}
.

∫ N
0
∫ N
0
[ju− kj2H + jv− jj2H
+ ju− v+ j − kj2H]jφ(u)φ(v)jdv du
= O(1/2(2H+1)l]). (2.34)
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Finally we consider the contribution of I(3,3)3 . By (2.3),
(2.6), and (2.7) we have
I
(3,3)
3 =
1
2l
2lT−1∑
j=2lT−N+1
2lT−1∑
k=2lT−N+1
∫ 2lT
0
φ(s− k)φ(s− j)ds

∫ N
0
∫ N
0
R
(
u+ k
2l
,
v+ j
2l
)
φ(u)φ(v)dv du.
Changing summation index j and k by letting q = 2lT − j
and p = 2lT − k and then the variable of integration s by
letting τ = 2lT− s, we obtain
I
(3,3)
3 =
1
2l
N−1∑
q=1
N−1∑
p=1
∫ 1
0
φ(−τ+ q)φ(−τ+ p)dτ

∫ N
0
∫ N
0
R[T− (p − u)/2l, T− (q− v)/2l]
φ(u)φ(v)dv du.
Substituting (1.10) we have
I
(3,3)
3 =
σ2
2l
N−1∑
q=1
N−1∑
p=1
∫ 1
0
φ(−τ+ q)φ(−τ+ p)dτ

∫ N
0
∫ N
0
[
jT− (p − u)/2lj2H
+ jT− (q− v)/2lj2H −
∣∣∣∣u− v+ q− p2l
∣∣∣∣2H
]
 φ(u)φ(v)dv du.
The third term on the right side is clearly O(1/2(2H+1)l).
Note that T − (p − u)/2l á 0 since jp − uj à N − 1 and
2lT á 2N − 1 by assumption. Hence with g(t) = t2H we
have
I
(3,3)
3 =
σ2
2l
N−1∑
q=1
N−1∑
p=1
∫ 1
0
φ(−τ+ q)φ(−τ+ p)dτ

∫ N
0
∫ N
0
[g(T− (p − u)/2l) + g(T− (q− v)/2l)]
 φ(u)φ(v)dv du+O(1/2(2H+1)l).
If 0 < H à 1/2, noting that g(T − (p − u)/2l) ! g(T)
as l ! 1 and g(T − (p − u)/2l) à (2T)2H we have by
dominated convergence
I
(3,3)
3 =
2σ2T2H(1 + o(1))
2l

N−1∑
p=1
N−1∑
q=1
{∫ 1
0
φ(−τ+ p)φ(−τ+ q)dτ
}
+ O(1/2(2H+1)l). (2.35a)
If 1/2 < H < 1, then expanding g(T − (p − u)/2l) in a
Taylor series around g(T) with integral remainder we have
I
(3,3)
3 =
2σ2g(T)
2l
N−1∑
q=1
N−1∑
p=1
∫ 1
0
φ(−τ+ p)φ(−τ+ q)dτ
+
σ2
2l
N−1∑
q=1
N−1∑
p=1
∫ 1
0
φ(−τ+ q)φ(−τ+ p)dτ

[∫ N
0
φ(u)
(u− p)
2l
du

∫ 1
0
g0[T+ (1 − w)(u− p)/2l]dw
+
∫ N
0
φ(v)
(v− q)
2l
dv

∫ 1
0
g0[T+ (1 − w)(v− q)/2l]dw
]
+ O(1/2(2H+1)l).
It is seen that
g0
[
T+ (1 − w) (u− p)
2l
]
à 2H
(
T+
N− 1
2l
)2H−1
à 2H(2T)2H−1
since 2lT à N− 1. Hence
I
(3,3)
3 =
2σ2T2H
2l
N−1∑
q=1
N−1∑
p=1
(∫ 1
0
φ(−τ+ p)φ(−τ+ q)dτ
)
+ O(1/22l) +O(1/2(2H+1)l). (2.35b)
The result of Theorem 2 now follows from (2.8) and (2.31)
(2.35).
We now obtain an expansion of the integrated mean-
square error e2l,T for the data-restricted approximation (1.7).
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Since by Remark 1 we have I(2)2 = I
(2)
2 , the bulk of the proof
of Theorem 2 will be used in the proof of Theorem 3 below.
Theorem 3. If φ is supported on [0, N] with N being a
positive integer (N á 1), T a positive integer, and l is such
that 2lT á 2N − 1, then for nonstationary processes with
correlation function (1.10) we have for the data-restricted
approximation (1.7)
e2l,T = σ
2
TM
22Hl
+ O
(
1
2l
)
, 0 < H < 12
T CN
2l
+ o(1/2l), H = 12
T2H DN
2l
+
TM
22Hl
+O(1/22l)
+ O(1/2(2H+1)l), 12 < H < 1,
(2.36)
where the constants M, CN, and DN are given by
M =
∫ N
0
∫ N
0
ju− vj2Hφ(u)φ(v)du dv, (2.37)
DN = 2N− 1 − 2m1
+ 2
N−1∑
p=1
N−1∑
q=1
[∫ 1
0
φ(−τ+ p)φ(−τ+ q)dτ
]

∫ p
0
φ(u)du
∫ q
0
φ(v)dv
− 2
N−1∑
j=1
[∫ j
0
φ(u)du
]2 , (2.38)
CN = DN +M, (2.39)
and
m1 =
∫ N
0
uφ(u)du.
Remark 4. Note that when N = 1, the result of Theo-
rem 3 reduces (asymptotically) to that of Theorem 1 since
m1 = 1/2. For N > 1 and 0 < H à 1/2, the rate of
convergence is clearly 2−2Hl and its coecient is given in
(2.36). When N > 1 and 1/2 < H < 1, we nd that the
integrated mean-square error e2l,T consists of the sum of two
dominant terms: the rst corresponds to the rate 2−l and the
second corresponds to the faster rate 2−2Hl. The faster rate
2−2Hl will prevail if the coecient DN vanishes: otherwise
the rate is only 2−l. This is a consequence of the bound-
ary eects for the data-restricted approximation (1.7). We
examine in detail the coecient DN in Section III for the
case N = 3. It will be seen that the coecient D3 does
in fact vanish for three values of the parameter involved
in the 2-scale relationship. In this case, the convergence
rate is precisely 2−2Hl, matching the result of Corollary 1
for the data-extended approximation. It is interesting that
the boundary eects for the data-restricted approximation
potentially limit the rate of convergence only for the case
1/2 < H < 1. However, they also modify the value of the
coecient of the rate 2−l for the standard Brownian motion
with H = 1/2 (compare Theorem 3 with Corollary 1).
Proof of Theorem 3. We proceed to determine the con-
tribution of the terms in (2.12). As was noted in Remark 1
we have
I1 = I1, I
(2)
2 = I
(2)
2 .
The contribution of I(2)2 is given by (2.31). Now by (2.10),
(2.4), and (1.10) we have
I(1)2 =
1
2l
N−1∑
k=1
∫ N
k
∫ N
k
R
(
u− k
2l
,
v− k
2l
)
φ(u)φ(v)du dv
à
σ2
2(2H+1)l
N−1∑
k=1
∫ N
0
∫ N
0
[2ju− kj2H + ju− vj2H]
jφ(u)φ(v)jdu dv = O(1/2(2H+1)l). (2.40)
Next consider the contribution of I(3)2 . By (2.10) we have
I(3)2 =
1
2l
2lT−1∑
k=2lT−N+1
∫ 2lT−k
0
∫ 2lT−k
0
R
(
u+ k
2l
,
v+ k
2l
)
 φ(u)φ(v)du dv.
Putting j = 2lT− k and using (1.10) we nd
I(3)2 =
σ2
2l
N−1∑
j=1
∫ j
0
∫ j
0
[jT+ (u− j)/2lj2H + jT+ (v− j)/2lj2H]
 φ(u)φ(v)du dv
− σ
2
2(2H+1)l
N−1∑
j=1
∫ j
0
∫ j
0
ju− vj2Hφ(u)φ(v)du dv.
It is seen that the second term on the right side is
O(1/2(2H+1)l). For the rst term on the right side we pro-
ceed as in the derivations for I(3)2 in the proof of Theorem
2 and write, with g(t) = t2H,
I(3)2 =
σ2
2l
N−1∑
j=1
∫ j
0
∫ j
0
[g(T+ (u− j)/2l) + g(T+ (v− j)/2l)]
 φ(u)φ(v)du dv+O(1/2(2H+1)l).
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If 0 < H à 1/2 we use dominated convergence and if
1/2 < H < 1 we expand g(T + (u − j)/2l) in a Taylor
series around g(T) with integral remainder to conclude, as
in the derivations for I(3)2 in Theorem 2, that
I(3)2 =
2σ2T2H
2l
(1 + o(1))
N−1∑
j=1
[∫ j
0
φ(v)dv
]2
+ O(1/2(2H+1)l) for 0 < H à 1/2. (2.41a)
I(3)2 =
2σ2T2H
2l
N−1∑
j=1
[∫ j
0
φ(v)dv
]2
+ O(1/22l) +O(1/2(2H+1)l) for 1/2 < H < 1. (2.41b)
Next we consider the contribution of the term I(1,1)3 . By
(2.11), (2.3), and (2.7) we have
I(1,1)3 =
1
2l
N−1∑
k=1
N−1∑
j=1
∫ 1
0
φ(s+ k)φ(s+ j)ds

∫ N
k
∫ N
j
R
(
u− k
2l
,
v− j
2l
)
φ(u)φ(v)dv du
à
σ2
2(2H+1)l
N−1∑
k=1
N−1∑
j=1
{∫ 1
0
jφ(s+ k)φ(s+ j)jds
}

∫ N
0
∫ N
0
[ju− kj2H
+ jv− jj2H + ju− v+ j − kj2H]jφ(u)φ(v)jdv du
= O(1/2(2H+1)l). (2.42)
Finally we consider the contribution of I(3,3)3 . By (2.3), (2.7),
and (2.11)
I(3,3)3 =
1
2l
2lT−1∑
j=2lT−N+1
2lT−1∑
k=2lT−N+1
∫ 2lT
0
φ(s− k)φ(s− j)ds

∫ 2lT−k
0
∫ 2lT−j
0
R
(
u+ k
2l
,
v+ j
2l
)
φ(u)φ(v)dv du.
Changing summation index j and k by letting q = 2lT − j
and p = 2lT − k and then the variable of integration s by
letting τ = 2lT− s, we obtain
I(3,3)3 =
1
2l
N−1∑
q=1
N−1∑
p=1
∫ 1
0
φ(−τ+ q)φ(−τ+ p)dτ

∫ p
0
∫ q
0
R[T− (p − u)/2l, T− (q− v)/2l]φ(u)φ(v)dv du.
Substituting (1.10) we have
I
(3,3)
3 =
σ2
2l
N−1∑
q=1
N−1∑
p=1
∫ 1
0
φ(−τ+ q)φ(−τ+ p)dτ

∫ p
0
∫ q
0
[
jT− (p − u)/2lj2H + jT− (q− v)/2lj2H
−
∣∣∣∣u− v+ q− p2l
∣∣∣∣2H
]
φ(u)φ(v)dv du.
The third term on the right side is clearly O(1/2(2H+1)l).
Proceeding as in the derivations for I(3,3)3 in the proof of
Theorem 2 we can write, with g(t) = t2H, that
I(3,3)3 =
σ2
2l
N−1∑
q=1
N−1∑
p=1
∫ 1
0
φ(−τ+ q)φ(−τ+ p)dτ

∫ p
0
∫ q
0
[g(T− (p − u)/2l) + g(T− (q− v)/2l)]
 φ(u)φ(v)dv du+O(1/2(2H+1)l).
If 0 < H à 1/2 we use dominated convergence and if
1/2 < H < 1 we expand g(T + (u − j)/2l) in a Taylor
series around g(T) with integral remainder to conclude, as
in the derivations for I(3,3)3 in Theorem 2, that
I(3,3)3 =
2σ2T2H(1 + o(1))
2l

N−1∑
q=1
N−1∑
p=1
{∫ 1
0
φ(−τ+ p)φ(−τ+ q)dτ
}

∫ p
0
φ(u)du
∫ q
0
φ(v)dv+O(1/2(2H+1)l)
for 0 < H à 1/2, (2.43a)
I(3,3)3 =
2σ2T2H
2l
N−1∑
q=1
N−1∑
p=1
(∫ 1
0
φ(−τ+ p)φ(−τ+ q)dτ
)

∫ p
0
φ(u)du
∫ q
0
φ(v)dv
+ O(1/22l) +O(1/2(2H+1)l) for 1/2 < H < 1. (2.43b)
The result of Theorem 3 now follows from (2.12), (2.31),
and (2.40)(2.43).
III. DISCUSSION
Expansions of the integrated mean squared error for the
approximation of fractional Brownian motion by a wavelet
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series at resolution 2−l have been established. Both data-
extended and data-restricted approximations were consid-
ered. Precise rates of convergence and their corresponding
coecients are explicitly given. It was noted that the ex-
act rate of convergence for the data-extended approxima-
tion (1.5) is 2−2Hl whereas the corresponding rate for the
data-restricted approximation (1.7) is 2− min(2H,1)l in case the
coecient DN does not vanish. Recall that
DN = 2N− 1 − 2m1 + 2
N−1∑
p=1
N−1∑
q=1
[∫ 1
0
φ(−τ+ p)φ(−τ+ q)dτ
]
− 2
N−1∑
j=1
∫ j
0
φ(u)du

is the coecient of the rate 2−l in Theorem 2 (for 1/2 <
H < 1) and
DN = 2N− 1 − 2m1
+ 2
N−1∑
p=1
N−1∑
q=1
[∫ 1
0
φ(−τ+ p)φ(−τ+ q)dτ
]

∫ p
0
φ(u)du
∫ q
0
φ(v)dv− 2
N−1∑
j=1
[∫ j
0
φ(u)du
]2
is the coecient of the rate 2−l in Theorem 3 (for 1/2 <
H < 1).
We consider the case N = 3 where the scale function
φ(t) is supported on [0, 3] and we compute DN and DN: we
show that DN = 0, as expected, but that DN ≠ 0 in general.
Let
x1 =
∫ 1
0
φ(t)dt, x2 =
∫ 2
0
φ(t)dt
and
y1 =
∫ 1
0
φ2(t)dt, y2 =
∫ 2
0
φ2(t)dt,
y3 =
∫ 1
0
φ(t)φ(t+ 1)dt.
Then
D3 = 5 − 2m1 + 2[y1 + 2y3 + y2 − 2(x1 + x2)], (3.1)
whereas
D3 = 5 − 2m1 + 2(y1x21 + 2y3x1x2 + y2x22 − 2(x21 + x22)).(3.2)
We obtain the values of the xi and yi from the two-scale
relationship
φ(t) =
3∑
j=0
cjφ(2t− j) (3.3)
with
c0 =
a(a− 1)
1 + a2
, c1 =
1 − a
1 + a2
,
c2 =
1 + a
1 + a2
, c3 =
a(1 + a)
1 + a2
, (3.4)
where −1 < a < 1 [4]. It follows by (3.3) that
m1 =
3∑
j=0
cj
∫ 1
−1
tφ(2t− j)dt = m1
4
3∑
j=0
cj +
1
4
3∑
j=0
jcj.
Thus
m1 =
3 + 4a+ 3a2
2(1 + a2)
. (3.5)
Using (3.3) we nd that
x1 =
3∑
j=0
cj
∫ 1
0
φ(2t− j)dt = 1
2
[c0x2 + c1x1]. (3.6a)
Similarly
x2 =
1
2
[c0 + c1 + c2x2 + c3x1]. (3.6b)
Solving the two equations (3.6a), (3.6b), we obtain
x1 =
−a(1 − a)3
(1 + a2)(1 + 3a2)
,
x2 =
(1 − a2)(1 + a+ 2a2)
(1 + a2)(1 + 3a2)
. (3.7)
Using (3.3) and the orthonormality relationship
∫ 3
0 φ(u)φ(u−
j + k)du = δj,k, we have
y1 =
3∑
j=0
3∑
k=0
cjck
∫ 1
0
φ(2t− j)φ(2t− k)dt
=
1
2
[c20y2 + 2c0c1y3 + c
2
1y1]. (3.8a)
Similarly,
y2 =
1
2
[c20 + c
2
1 + c
2
3y1 + c
2
2y2 + 2c2c3y3
+ (c0c2 + c1c3)y4 + c1c2y5] (3.8b)
where
y4 =
∫ 1
0
φ(u)φ(u+ 2)du, y5 =
∫ 2
0
φ(u)φ(u+ 1)du.
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Next,
y3 =
3∑
j=0
3∑
k=0
cjck
∫ 1
0
φ(2t− j)φ(2t+ 2 − k)dt
=
1
2
[c1c3y1 + c0c2y2 + (c1c2 + c0c3)y3
+ (c20 + c
2
1)y4 + c0c1y5]. (3.8c)
We need two more equations for y4 and y5. Using (3.3) we
obtain
y4 =
1
2
[(c0c2 + c1c3)y4 + c0c3y5] (3.8d)
and
y5 =
1
2
[c23y4 + c2c3y5]. (3.8e)
Solving (3.8d) and (3.8e) we obtain
y4 = 0, y5 = 0.
Now solving (3.8a)(3.8c) in the variables yi, i = 1, 2, 3, we
obtain
y1 =
a2(1 − a)4(3 + a2)
(1 + a2)(1 + 3a2)(1 + 6a2 + a4)
(3.9a)
y2 =
(1 − a2)(1 + 2a+ 10a2 + 6a3 + 11a4 + 2a6)
(1 + a2)(1 + 3a2)(1 + 6a2 + a4)
(3.9b)
and
y3 =
−a(1 − a2)3
(1 + a2)(1 + 3a2)(1 + 6a2 + a4)
. (3.9c)
Substituting (3.5), (3.7), and (3.9) in (3.1) we nd that D3 =
0 for all values of the parameter a as expected. Substituting
the same in (3.2) we nd that
D3 =
4a2(1 − a)2(1 + a)4(1 − 6a+ 20a2 − 2a3 + 3a4)
(1 + a2)(1 + 3a2)3(1 + 6a2 + a4)
.
The fourth order polynomial in the numerator has no real
zeros. Thus D3 = 0 for a = 0, 1,−1 in which case the ex-
act rate of convergence of the data-restricted approximation
(1.7) is indeed 2−2Hl for 0 < H < 1 and the boundary ef-
fects vanish. However, for the choice a = 1/p3, which
gives the smoothest scale function φ [4], the precise rate
of convergence is 2− min(2H,1)l. In either case the coecient
associated with the rate is given explicitly in Theorem 3.
APPENDIX
The following lemma, on the approximation of integrals
by Riemann sum, is used in the proof of Theorems 2
and 3.
Lemma 2. Let g(t) be a real-valued function which is
integrable and of bounded variation on the nite interval
[0, T1]. Let  > 0 and M be a positive integer such that
M ! 1 and M ! T < T1 as  ! 0. Dene
F(u) =
∫ (M+u+1)
u
g(t)dt− 
M∑
k=0
g(sk), (A.1)
where u á 0 and sk 2 [(u+ k), (u+ k+ 1)].
(a) Then
jF(u)j à Var[g, (0, T1)],
%vspace3pt
where Var[g, (a, b)] is the total variation of g over (a, b).
(b) If in addition, g0(t) exists and is integrable and of
bounded variation on [0, T1], then
flF(u)

=
∫ (M+u+1)
u
g(t)dt− 
M∑
k=0
g((u+ k))
=

2
∫ (M+u+1)
u
g0(t)dt+O(2),
where O(2) is uniform in u.
Proof.
(a) We have
jg(sk)− 1
∫ (u+k+1)
(u+k)
g(t)dtj à 1

∫ (u+k+1)
(u+k)
jg(sk)−g(t)jdt
à Var[g, ((u+ k), (u+ k+ 1))].
It follows that
jF(u)j à 
M∑
k=0
Var[g, ((u+ k), (u+ k+ 1))]
à  Var[g, (u, (M + u+ 1)))] à  Var[g, (0, T1)].
(b) We have∫ (M+u+1)
u
g(t)dt =
M∑
k=0
∫ (u+k+1)
(u+k)
g(t)dt. (A.2)
Expanding g(t) on the right side of (A.2) in a Taylor series
with integral remainder around the left point (u+ k), we
have
F(u) =
M∑
k=0
∫ (u+k+1)
(u+k)
{
[t− (u+ k)]

∫ 1
0
g0[(u+ k)w+ t(1 − w)]dw
}
dt.
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Changing the variable of integration in the inner integral
we obtain
F(u) =
M∑
k=0
∫ (u+k+1)
(u+k)
∫ t
(u+k)
g0(s)ds dt.
Exchanging the order of integration we obtain, after inte-
gration with respect to t,
F(u) =
M∑
k=0
∫ (u+k+1)
(u+k)
[(u+ k+ 1) − s]g0(s)ds
=
2
2
M∑
k=0
g0(sk),
where sk 2 [(u + k), (u + k + 1)] by the mean value
theorem. By Part (a) of the Lemma, applied to g0(t), we
nally have
1

F(u) =
1
2
∫ (M+u+1)
u
g0(t)dt+O().
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