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Consider a regularly elliptic 2m th order boundary value problem Lu = f  with 
f  E Hr( a), where r 2 -m. In previous work, we showed that the finite element 
method (FEM) using piecewise polynomials of degree k is asymptotically optimal 
when k 2 2m - 1 + r. In this paper, we show that the FEM is not asymptotically 
optimal when this inequality is violated. However, there exists an algorithm, called 
the spline algorithm, which uses the same information as the FEM and is optimal. 
Moreover, the error of the finite element method can be arbitrarily larger than the 
error of the spline algorithm. We also obtain a necessary and sufficient condition for 
a Gale&in method (or a generalized Gale&n method) to be a spline algorithm. 
(0 19X7 Academic Press. Inc. 
1. INTRODUCTION 
This paper deals with the optimal solution of 2m th order regularly 
elliptic boundary value problems Lu = f with f E H’(Q) for a region 
$4 E W N (see Section 2). We consider the variational form of such problems 
having homogeneous boundary conditions. We wish to solve such problems 
using information of cardinality at most n. (In this introduction, we have to 
use words such as information, cardinality, and algorithm without defini- 
tion; they are defined rigorously in Section 3.) 
In [ll], we showed that the minimal energy-norm error of an algorithm 
using information of cardinality n is O(,-(m+r)/N) as n + 00.~ Moreover, 
this minimal error is achieved by an n-evaluation finite element method 
(FEM) using piecewise polynomials of degree k, where k 2 2m - 1 + r. 
*This research was supported in part by the National Science Foundation under Grants 
MCS8203271 and MCS8303111. 
‘Here, and in what follows, we use the 0 and @notations of [5], as well as the usual 
O-notation. That is, f  - 0(g) if g = O(f) and f  = 8(g) if f  = O(g) and g * O(f). 
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In this paper,we determine what happens when the inequality k > 2m - 
1 + r is violated. (For example, we may be using a piecewise-linear finite 
element code for a second-order problem Lu = f with f E H’(Q).) In 
Section 4, we show that the error of the FEM is O(n-“/N) as n + cc, 
where p = min{ k + 1 - m, m + r }. Hence, k 2 2m - 1 + r is a neces- 
sary and sufficient condition for the FEM to be asymptotically optimal. 
Suppose that k < 2m - 1 + r, so that the error of the FEM is no longer 
optimal. Is this nonoptimality because the finite element information (FEI) 
used by the FEM is inherently bad or is it because the FEM does not use its 
information well? We show that the latter is the case. More precisely, we 
consider the spline algorithm using FE1 (see, e.g., [6; 10, Chap. 41. It is 
known that the spline algorithm using given information has minimal error 
among all algorithms using that information. We show that the error of the 
spline algorithm using FE1 is Q(n-(r+m)/N) as n + cc, whether or not 
k 2 2m - 1 + r. Hence, the spline algorithm using FE1 is always an 
asymptotically optimal-error algorithm. 
Since the spline algorithm has such strong optimal-error properties, we 
investigate it in more detail in Section 5. We show that the spline algorithm 
may be viewed as a generalized Galerkin method (i.e., one with different 
test and trial spaces). We give a condition that is necessary and sufficient 
for a given generalized Gale&in method to be a spline algorithm. This 
yields a condition that is necessary and sufficient for the FEM to be a spline 
algorithm. After showing an example of a FEM that is not a spline 
algorithm, we conjecture that no convergent FEM can be a spline al- 
gorithm. 
Up to this point, we have mainly been concerned with minimal-error 
algorithms. In Section 6, we seek optimal-complexity algorithms for obtain- 
ing r-approximations. That is, we seek algorithms whose error is at most e, 
and whose cost is minimal among all algorithms having error at most E. We 
find that the c-complexity of our problem (i.e., the minimal cost of finding 
an E-approximation) is @(~-v’(~+~)) as E --f 0. The cost of using the FEM 
to find an E-approximation is @(C-~/P), where (as before) p = min{ k + 
1 - m, m + r }, Hence the FEM is an almost-optimal-complexity algorithm 
iff k 2 2m - 1 + r. Moreover, the penalty for using the FEM when 
k < 2m - 1 + r, rather than an optimal-complexity algorithm, is un- 
bounded as E + 0. On the other hand, the cost of using the spline algorithm 
to find an c-approximation is O(E-~‘(“‘+‘)). Hence, the spline algorithm 
using FE1 is always an almost-optimal-complexity algorithm. This means 
that if k < 2m - 1 + r and if E is sufficiently small, it is cheaper to use the 
spline algorithm for c-approximation than the FEM. Although this is an 
asymptotic result, we show (via an example) that if k < 2m - 1 + r, then 
the spline algorithm can yield an c-approximation more cheaply than the 
FEM. for moderate values of e. 
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2. THE VARIATIONAL BOUNDARY-VALUE PROBLEM 
In what follows, we use the standard notations and definitions (see, e.g., 
[2]) of multi-indices and of Sobolev spaces, inner products, and norms. 
Fractional- and negative-order Sobolev spaces are (respectively) defined by 
Hilbert-space interpolation [l, Chap. 21 and duality [7, Chap. 41. 
Let Q c RN be a bounded, simply connected, C” region. Define the 
properly elliptic operator 
Lu = c (- l)‘“‘D”( a,Bo%) (2-l) 
14. WI 5 m 
(with real coefficients a,@ E C”(a) such that aa8 = as,) and a normal 
family of boundary operators 
Bjv = c b,,D”o (Oljal-1) (2.2) 
14~4, 
(with real coefficients bja E P( JQ)), where 
osq,s *** I qm-l I2m - 1, (2.3) 
which covers L on 8St. Setting 
m* = min{ j: qj 2 m}, (2.4) 
we additionally assume that 
{qj},“f;b-l U (2m - 1 - qj},?=$ = (0 ,..., m - l}. (2.5) 
(See [l, Chap. 3; 7, Chap. 51 for further definitions and illustrative exam- 
ples.) 
We are interested in approximating the variational solution of the 
boundary-value problem 
Lu=f in Q, 
Bju = 0 on80 (OljIm-l), (2.6) 
where f E H’(Q). To do this, we let 
Hi = {u E Hm(Q): Bjv = 0 (0 sj I m* - 1)} (2.7) 
denote the space of Hm(Q)-functions satisfying the essential boundary 
conditions in (2.6). We define a symmetric, continuous bilinear form B on 
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B(v, w) = ,a,,;5m~“B~‘@w vu, w E W(Q). (2.8) 
We additional assume that B is H,“(Q)-coercive, so that B is an inner 
product on H;(Q), yielding a norm ]I . ]IB defined by 
II4IB = \lBo vu E II;( (2.9) 
which is equivalent to the usual norm I] . ]lrn on HF(G). 
We may now define the variational boundary problem as follows. Let 
r 2 - m. For f E H’(Q), we wish to find u = Sf E H,“(Q) such that 
B(u, u) = (f, u)~ = if” Vu E H;(G). (2.10) 
From the Lax-Milgram theorem, S is a Hilbert space isomorphism of 
H-“(P) onto H;(Q), and so S: H’(Q) + H;(Q) is a bounded linear 
injection. 
3. INFORMATION AND ALGORITHMS 
In this section, we define some of the concepts (which are taken from 
[lo]) that were mentioned in the Introduction. They are illustrated for the 
finite element method (FEM) and the finite element information (FEI) it 
uses. For further explanation of the concepts of this section, the reader 
should consult [lo]. 
We wish to approximate S’ for f E F, with F denoting the unit ball of 
the Sobolev space H’(Q), where r r -m. (Our restriction to the unit ball 
of H’(G) may be considered a normalization; see [lo] for further discus- 
sion.) Hence, we are trying to approximate the transformation S: F -P 
H,“(Q). To do this, we must know something about each problem element 
f E F. In this paper, we assume that we know information N of the form 
(3.1) 
Here, A,, . . . , A, are linearly independent linear functionals on H’(G), and 
we say that n is the cardinality of N. 
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An algorithm cp using N is then a mapping rp: W” + H,“‘(Q). The error of 
such an algorithm is then defined to be 
do, N) = $lsf- dNf)ll,. (3.2) 
E 
One of our main goals will be to determine the minimal error among all 
algorithms using given information N. That is, we wish to find 
r(N) = infe(cp, N). 
cp 
(3.3) 
For geometrical reasons, we call r(N) the radius of information. An 
algorithm (TV such that 
e(cp,, N) = r(N) (3.4) 
is said to be an optimal-error algorithm using N. 
EXAMPLE 3.1. We illustrate these ideas by considering the finite element 
method. Let ( 9, }FBi be a quasi-uniform family of finite element subspaces 
of degree k. That is, Yn is an n-dimensional subspace of H;(Q) consisting 
of piecewise polynomials of degree k over a triangulation T, of 52, where 
{?i>T-P-1 is quasi-uniform [7, pg. 1321. (Of course, since Jz is C”, it will not 
generally be the case that Sp, G H;(Q). In this paper, we will ignore this 
source of error. If necessary, this error may be removed by using isopara- 
metric elements as in [3].) 
We now define the finite element method (FEM) using (Y’,}Fmp,,. Let 
{S 1,“‘, s,,} be a basis for Yn. For f E F, we evaluate the inner products (f* %h 
N,,*f = ; [ 1 P-5) (f, S”h 
We then choose u,, E 9” such that 
B(“n7 ‘i) = (.f, si)O (1 S i 12 n). (3.6) 
The FEM yields u;, which depends only on N,*f; we write u,* = q$( N,*f ). 
We call N,* jinite element information (FEI) of cardinality n. 
We discuss some properties of the FEM. It is well known that for any n, 
there exists a unique solution u,* E Yn to (3.6), and that 
llsf - cp,*(N,*f )Ilr( = Ilu - CIIB = ji;Ilu - 41~. (3.7) 
n 
Moreover, there exists a positive constant C (independent of f, U, n, and 
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u,) such that 
IIV- cp,*w.f)lIB = Ilu - Clle s C~-p’Nllfllr, (3.8) 
where 
p = min{k + 1 - m, m + r}. (3.9) 
Hence, the error of the finite element method satisfies the inequality 
e(cp,*, N,,*) 5 Cn-‘lN. (3.10) 
Moreover, the results in [9] suggest that this inequality should be two-sided. 
We will show that this is indeed the case in the next section. We will 
compute the radius of finite element information, and show that 
r(~,:) = @(n-(m+‘)/N) asn*co. (3.11) 
Hence, it will follow that the FEM is an almost-optimal-error algorithm 
using iv,,* iff k 2 2m - 1 + r. Cl 
Just as we can ask which algorithm makes optimal use of given informa- 
tion, one can also ask which information of given cardinality is best. Let 
r(n) = inf{r(N): N is information of cardinality at most n } (3.12) 
denote the nth minimal radius of information. Information N, such that 
r(N,,) = r(n) (3.13) 
is said to be n th optimal information. An optimal-error algorithm using n th 
optimal information is said to be an n th ,minimal-error algorithm. 
EXAMPLE 3.1 (continued). From [ll], we have 
r(n) = @(n-(m+r)/N) asn+oo. (3.14) 
Using the results in the next section, it will then follow that N,,* is 
almost-optimal information. Moreover, we will see that the FEM is an 
almost-minimal error algorithm iff k r 2m - 1 + r. 
4. ERROR OF THE FEM AND RADIUS OF FE1 
In this section, we derive a lower bound for the FEM of degree k. Using 
this lower bound, we show that the FEM is an almost-minimal error 
algorithm iff k 2 2m - 1 + r. We also show that the spline algorithm 
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using FE1 is always an almost-minimal error algorithm, regardless of the 
value of k. Hence, the reason the FEM (of too small a degree) does not 
have almost-minimal error is that it uses its information poorly; there exists 
an algorithm using the same information that has almost-optimal error. 
Recall that { Yn},3”=i is a sequence of n-dimensional subspaces of H;(Q), 
and that Yn consists of piecewise polynomials of degree k over the 
triangulation 3 of 8. We first show 
LEMMA 4.1. k 2 m. 
Proof: Suppose on the contrary that k I m - 1. Let P,(G) denote the 
space of polynomials of degree at most k over 5I. Choose n > dim P,(a). 
We claim that 5$ c Pk(!J). To see this, let s E Y”, and let K, and K, be 
adjacent elements in the triangulation q. Let s1 and s2 respectively denote 
the restriction of s to K, and K,. Since an obvious extension of [2, 
Theorem 4.2.11 yields that s E C m-l(K, U K2) and since si and s2 are 
polynomials of degree at most k I m - 1, it is easy to check that si = s2 
on K, U K,. From this, it follows that s is a polynomial, and not merely a 
piecewise polynomial, on K, U K,. Repeating this argument to include all 
elements of the triangulation, we now find that s E Pk(Q). Thus, x, c 
P,(Q). Since dim 9, = n > dim Pk(Q), this is impossible. 0 
We are now ready to establish the sharpness of the usual error estimate 
for the FEM, generalizing the work of [9]. Recall that r is the smoothness 
of the class of problem elements, and that k is the degree of the FEM. 
Also, recall that we have defined 
p= min{k + 1 - m, m + r} (4.1) 
in Section 3. 
THEOREM 4.1. The error of the FEM of degree k is 
e(cp,*, N,*) = 69(r1-~/~) as n + co. 
Hence, the FEM is an almost-minimal error algorithm ifl 
k22m-l+r. 
Proof: We need only establish the first part of this theorem, since the 
second part follows immediately from this estimate and from (3.14). 
From (3.10), we have the upper bound 
e(cp,*, IV,*) = O(nwplN) asn+oo. (4.2) 
It remains to prove the lower bound 
e(cp,*, N,*) = G!(n-p’N) as n + c0. (4.3) 
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Since N,* is information of cardinality n, we may use (3.14) to find that 
e(cp,*, N,,*) 2 r(n) = fi(r~-(“+‘)/~) as n + 00. (4.4) 
Hence, it remains to show that 
e(cp,*, N,*) = Q(n-(k+l-m)/‘) asn--+cc, (4.5) 
since the lower bound (4.3) follows immediately from (4.4) and (4.5). 
To prove (4.9, let Q” be the interior of a hypercube whose closure is 
contained in a. For each n, let %’ denote the elements in the triangula- 
tion 3 which are contained in the closure of G?O. Finally, we let 9, denote 
the interior of the union of the elements in K”. 
We now choose any function u E H;(a) such that 
4-d = (k : l)!x’k+l VXEiF. (4.6) 
Let K E q”. We claim that there is a constant C > 0, independent of K 
and n. such that 
inf 
sch(K) 
]ZJ - s]& 2 C(vo1 K)2(k+1-m)‘N+1 (4.7) 
(Here, and in what follows, we use the notation of [2, Chap. 31.) To prove 
(4.7), let K denote a “reference elem:nt” which is independent of n and K, 
so that K is the affine image of K. Using the scaling techniques of [2, 
Theorem 3,1.2], the proof of (4.7) may be reduced to showing that there is a 
constant C, depending only on k, m, and K, such that 
But the left-hand and right-hand sides of (4.8) are seminorms of v^ E A 
Pk+l( K). Since k 2 m by Lemma 4.1, these two seminorms have the same 
kernel, namely, the space Pk( K ). Inequality (4.8) now follows immediately 
from the finite-dimensionality of Pk+l( K); this (in turn) establishes the 
inequality (4.7). 
Since z” G q;, we may use (4.7) to find that 
(4.9) 
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c volK= vol%, 
KE%O 
(4.10) 
we may use calculus to find that 
Z(k+l-m)/N 
c blK) (4.11) 
KS&p 
From the quasi-uniformity of { % }F- i, there is an index no such that 
vol& 2 $vol$ Vn 2 no. (4.12) 
From (4.9)-(4.12), we find that there is a constant C > 0, which is indepen- 
dent of n, such that 
inf 124 - sl, > C( #<O)-(k+l-m)‘N Vn 2 no. (4.13) 
SCY” 
We next claim that there is a constant C > 0, independent of n, such that 
#K;” I cn. (4.14) 
To prove (4.14) in the case IYI = 0, we merely note that the set of character- 
istic functions of q”-elements has size #q” and is a linearly independent 
subset of the n-dimensional space Sp,. We now consider the case 1)1 2 1. Let 
Y$&) denote the restrictions of Yn-functions to K. In the case N = 1, we 
may count free parameters and use the inequality dim Yn(&) I dim P’,, = n 
to see that 
#%;” I 
n-m 
k+l-m’ 
(4.15) 
For the case N 2 2, we let u(z”) denote the number of vertices in z”. 
Using the quasi-uniformity of { x }F- i, we see that there is a constant C, 
independent of n, such that 
#.-q” s cu(3;“). (4.16) 
We need only show that there is a constant C, independent of n, such that 
r~(q;“) I CdimSP,(q). (4.17) 
In the case N = 2, inequality (4.16) follows from [12, Theorem 11; the case 
N > 2 may be reduced to the case N = 2 by considering restrictions of 
functions in Spn(q) to 2-faces of simplices K E 5’. 
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Combining (4.13) and (4.14) and using the inequality I] . I],,, 2 ] . lrn, we 
see that there is a positive constant C such that for any n 2 no, there exists 
u E HP(Q) such that 
inf ]]u - s(], 2 Cn-(k+l-m)/N 
s-q 
Vn 2 n,. (4.18) 
Since u is a nonzero element of H2m+r(Q) n H;(Q), we see that Lu is a 
nonzero element of H’(Q). Let 
1 
f* = I(Lu,jrLUS 
(4.19) 
Then f * E F. Since 9, is a subspace of H,“(Q) and the norms (1 . ]lrn and 
(1 . ]IB are equivalent, we may combine (3.2) (3.7) and (4.19) to find that 
(4.5) holds, as claimed. 0 
Hence, the FEM of degree k is not an almost-minimal error algorithm 
unless k 2 2m - 1 + r. There are two reasons why the error of the FEM is 
not almost-minimal. Either 
(1) the FEM does not make good use of its information, and there is 
another algorithm using FE1 whose error is almost-minimal, regardless of 
whether k 2 2m - 1 + r, or 
(2) the FEM is an almost-optimal error algorithm using FEI, and FE1 
is not strong enough information to admit an almost-minimal error al- 
gorithm. 
It turns out that (1) is the reason the FEM (of too-low a degree) does not 
have almost-minimal error. 
To see this, we will show that the spline algorithm using FE1 has 
almost-minimal error. Recall that N,,* is finite element information based 
on the n-dimensional space 9, of piecewise polynomials of degree k. Let 
P: H’(G) + H’(Q) denote the orthogonal projector onto (ker N,,* ) ’ . Then 
the spline algorithm I& using N,,* is defined by 
(ps,(Nn*f ) = SPf VfE F. (4.20) 
(See [6, lo] for further discussion.) 
We then have 
THEOREM 4.2. The spline algorithm using FEI is an optimal-error al- 
gorithm using FEI and is an almost-minimal error algorithm. That is, 
e(cpi, N,*) = r(N,,*) = @(r(n)) = O(n-(r+m)/N) asn+m. 
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Prooj The spline algorithm using information N is always an optimal 
error algorithm using N; see, e.g., [6; 10, Chap. 41 for details. Hence, 
e(vi, N,,*) = r(N,*). (4.21) 
From (3.14) we have the lower bound 
r(N,*) r r(n) = O(n-(r+m)‘N) asn-+ca. (4.22) 
Hence, it remains to prove the upper bound 
+V,*) = O(.++m)/N) asn+oc. (4.23) 
To do this, let z E F n ker N,,*. Since k 2 m by Lemma 4.1, we may use [l, 
Theorem 4.1.11, along with the norm-equivalence of ]] . I],,, and I] . ]ls, to see 
that there exists s, E YU such that 
JISZ - SIJ-, I Cn-(m+r)‘NIISzl(B, (4.24) 
the constant C being independent of n and z. Since s, E Yn, we have 
(I, s)~ = 0. Since z is in the unit ball of H’(Q), we may use (2.8), (2.9), and 
(4.24) to find that 
Ilszll; = B(Sz, sz) = (z, sz)o = (z, sz - s,)() I IlSz - SII-rllZllr 
I Cn-(m+r)‘NIISzlle. (4.25) 
Since z is an arbitrary element of F n ker Nn*, we may use [lo, Theorem 
4.5.11 and (4.25) to find that 
r(N,*) = sup ]]Sz]]a I cn-(r+m)‘N, (4.25) 
/E Fn ker A’,,* 
completing the proof of the theorem. 0 
Hence the information N,,* is always nth almost-optimal information. 
Moreover, the FEM of degree k is an almost-optimal error algorithm using 
FE1 iff k 2 2m - 1 + r. 
Remark 4.1. In Section 2, we made some stringent assumptions about 
the smoothness of Q and the coefficients of the differential operators 
L, B,, . . . , B,,pl, in order to guarantee that the “shift theorem” (see, e.g., 
[l, Chap. 3; 7, Chap. 51) holds for our problem. If these smoothness 
assumptions are violated, then the shift theorem no longer holds. It is easy 
to check that for such problems, the n th minimal radius remains un- 
changed. However, the FEM will no longer be an almost-minimal error 
algorithm, because the error estimate of the FEM depends critically on the 
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shift theorem. Since the proof of the error bound of the spline algorithm did 
not depend on a shift theorem, the spline algorithm is still an almost-minimal 
error algorithm in this nonsmooth case. For example, consider Poisson’s 
equation in two dimensions, with Dirichlet data on part of the boundary, 
and Neumann data on the remainder. Following [4], we find that the error 
of the FEM of arbitrary degree is fi(~~/(*~)) as n -+ co, while the error of 
the spline algorithm is O(n-“+“/*), as is the n th minimal radius. Hence, 
the FEM has almost-minimal error for this problem with mixed boundary 
conditions iff r -C i, whereas the spline algorithm using FE1 always has 
almost-minimal error. q 
5. SPLINE ALGORITHMS AND GENERALIZED GALERKIN METHODS 
In the previous section, we introduced the spline algorithm, which is 
always an optimal-error algorithm using given information. We saw that the 
spline algorithm using FE1 is always an almost-minimal error algorithm, 
regardless of the degree of the finite element space. In this section, we show 
that the spline algorithm is a generalized Gale&in method using different 
spaces of test and trial functions, and establish a necessary and sufficient 
condition or a Galerkin method to be a spline algorithm. Based on a simple 
example, we conjecture that on convergent FEM is a spline algorithm. 
We first describe generalized Gale&in methods. Let { si } := 1 and { t, } := 1 
each be sets of linearly independent functions in H;(Q). Let 
Y= lin{ .ri}T=r and .T= {ti};=, (5.1) 
respectively denote the subspaces of test and trial functions. Define Galer- 
kin information NY based on 9’ by 
(5 4 
Then the generalized Galerkin method r+~~,~ based on Y’ and 7 is given by 
where u9 Y E Y satisfies 
(5 -3) 
(5.4) 
When Y= 9, we write I++ instead of QJ~,~; the algorithm v9 is the 
Galerkin method based on the subspace Y. 
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Remark 5.1. Of course, the FEM I&” is a Galerkin method with 
Y= Y,, where Sp, is the n-dimensional subspace consisting of piecewise 
polynomials of degree k, as described in Section 3. 
In what follows, we let S *: HP(Q) + H’(Q) denote the adjoint to S, 
remembering that H,“(Q) is a Hilbert space under the inner product given 
by the bilinear form B. Hence, (2.9) yields 
(8, do = B(% u) = (g, S*u), vu E H;(Q), g E H,(a). (5.5) 
We first give a representation formula for the spline algorithm using 
Galerkin information NY and for the generalized Gale&in algorithm based 
on the spaces Sp and Y of test and trial functions. 
LEMMA 5.1. Suppose that the respectiue bases { si } y= 1 and { tj } y= 1 of the 
subspaces 9’ and F are chosen so that 
(S*sj, S*S~)~ = tJi j (1 I i, j I n) (5.6) 
and 
B( ‘j, Si) = 6i.j (1 I i, j < n) (5.7) 
hold. Then the spline algorithm 932 using NY has the form 
T&lNYf 1 = i ( f ,  sj)oSS*Sj, 
j-1 
and the generalized Galerkin algorithm q9,y has the form 
T.V,YtNYf > = i ( f ,  'j)o'j. 
j=l 
Proof. Using (2.9), it is straightforward to check that S *P’= (ker NY) I . 
Using the orthonormality of {S *si};-i, we find that the orthogonal projec- 
tor P: H’(Q) * H’(Q) is given by 
pf = i (f9 sj)os*sj Vf E H’(i2). (5-g) 
j-l 
Since 
&4N,f) = Rf VfEF, (5.9) 
we now have the formula for the spline algorithm. The formula for the 
generalized Gale&n algorithm follows immediately from its definition and 
from the biorthogonality of the bases for Y and Y. 0 
FINITE ELEMENT METHODS 361 
We now give the main result of this section, which tells us the unique 
choice of the trial function space .F (corresponding to the given test 
function space 9’) for which the generalized Galerkin method is the spline 
method. 
THEOREM 5.1. Let Y and .Y be n-dimensional subspaces of HF( a). Then 
the following are equivalent: 
(1) The generalized Galerkin algorithm is the spline algorithm, i.e., 
e,.T= e‘- 
(2) 9-= ss*9. 
Proof. Suppose first that (1) holds. Choose bases { si);=t for Y and 
{ ti}:l=l for .7 such that (5.6) and (5.7) hold, so that the representation 
formulas of Lemma 5.1 hold. Using (5.5), we have 
t, = i (s*s,, sj)otj = cp,,cJ(N,s*s;) 
j-1 
= cp&(N9s*si) = i (s*s;, sj)oss*sj = ss*si (5.10) 
j=l 
for 1 5 i I n, which implies (2). 
Now suppose that (2) holds. Choose a basis { si}:-t for 9’ such that (5.6) 
holds. Let 
tj=SS*si (lliln). (5.11) 
Then (2) and injectivity of SS * show that { ti }ypl is a basis for F. Using 
(5.5) and,.(5.6), we easily find that (5.7) holds. Using (5.6), (5.7), and (5.11) 
we see that the representation formulas of Lemma 5.1 imply that q9, Y= I&, 
establishing (1). •i 
Hence, given any finite-dimensional subspace Y of H,“(Q), we see how 
to choose the unique subspace .F of H;(Q) with dim .F= dim Y such that 
q$= ~JJ~,~ However, the most natural choice of subspaces to pick F= 9, 
so that we get the standard Galerkin method 93sp. When is the standard 
Galerkin method I+ the spline algorithm Q$? 
THEOREM 5.2. Let yl be an n-dimensional subspace of H,“(Q). Then the 
following are equivalent: 
(1) v9= v% 
(2) sp= ss*9. 
(3) 9 is an eigenspace of SS *. 
(4) Y= S%, where 9 is an n-dimensional invariant subspace (or, 
equivalently, an n-dimensional eigenspace) of S *S. 
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Proof: The equivalence of the first two conditions is immediate from 
Theorem 5.1. Using a little simple linear algebra, the remainder of the proof 
follows immediately. q 
We now illustrate Theorem 5.2 by two examples. In the first example, the 
Galerkin method is always a spline algorithm. 
EXAMPLE 5.1. Let r = -m. The S is the Riesz map, which is an 
isometric isomorphism of H-“‘(a) (under the norm IJS . ]le, which is 
equivalent to I( . II-,,,) onto H;(Q); see [7, Sect. 4.41. Hence SS * = I, the 
identity map on H$(Q)),and so Y= SS*Y for any subspace Y of H;(G). 
So when r = -m, the Galerkin method is always the spline algorithm, no 
matter what the choice of 9’. Of course since r = -m, (3.14) shows that 
lim ,I _ oar(n) # 0. Hence the problem is not convergent, i.e., there is no 
convergent sequence of algorithms, each of which uses finite information 
(see also [lo, Corollary 2.5.11. 0 
In our second example, we exhibit a finite element method that is not a 
spline algorithm. This example is of particular interest because it gives an 
instance of an FEM that has optimal worst-case error (to within a constant) 
yet is not a spline algorithm. 
EXAMPLE 5.2. We consider the &-approximation problem for Hi-func- 
tions on the unit interval (0,l). Choose N = 1, m = 0, r = 1, and let S: 
H’(0, 1) + L,(O, 1) be the canonical injection 
su = u vu E H’(O,l). (5.12) 
The variational form of this problem is to find, for f E H’(0, l), a function 
u = Sf E L,(O, 1) for which 
(4 40 = (f, 40 vu E MA 1). (5.13) 
(That is, the bilinear form B in (2.8) is merely the &-inner product.) Of 
course, t( = f. 
We let 9” be an n-dimensional subspace of L,(O, 1) consisting of 
piecewise constants, so that k = 0. Let 
o=x,<x,c *** <X,-i<&=1 (5.14) 
be a partition of (0,l). Then Yn is the span of the functions si, . . . , s,, 
where for 1 I i I n, 
SJX) = aij vx E [X/-l, Xi] (1 Ij I r?). (5.15) 
We next determine the space SS*9$ Integrating by parts, we find that 
for any s E L,(O, l), the function w  = SS*s is the (weak) solution to the 
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problem 
so that 
-w”+ w  = s in (0,l) 
w’(0) = w’(1) = 0, (5.16) 
/ 
:(5)cosh(l - [) d< 
w(x) = O 
sinh 1 
cash x - 
J 
Xs(t)sinh(x - 5) d<. (5.17) 
0 
Hence, SS *9, is the span of the functions wi, . . . , w  n, where 
Wi(X) = 
sinh(1 - xi-i) - sinh(1 - xi) cash x 
sinh 1 
- cosh( x - xi-i) + cosh( x - xi) for 1 I i 2 n. 
(5.18) 
Since none of the wi is piecewise constant on (0, l), we have wi $G 9”. 
Hence SS *Yn f Yn. 
Using Theorem 5.2, we see that the FEM is not the spline algorithm. This 
is especially interesting, since this FEM is a quasi-minimal error algorithm. 
0 
Examples 5.1 and 5.2 suggest the following 
Conjecture 5.1. Let r > -m, and let Yn be a finite-element subspace of 
HF(Q). Then the FEM using Sp, is not a spline algorithm. 0 
Clearly the results of Section 4 imply that Conjecture 5.1 holds when 
k < 2m - 1 + r. Hence, it remains to prove the conjecture for the case 
k>2m-l+r. 
6. COMPLEXITY ANALYSIS 
In this section, we discuss the complexity (minimal cost) of finding 
e-approximations to the solution of the variational boundary-value prob- 
lem, as well as the penalty for using the FEM when k < 2m - 1 + r. 
The cost of an algorithm cp using information N is defined via the model 
of computation discussed in [lo, Chap. 51. That is, we assume that any 
linear functional required by cp can be evaluated with finite cost c, and that 
the cost of an arithmetic operation is unity. We denote the cost of an 
algorithm rp using information N by cost(cp, N). 
Let Q > 0. An algorithm cp using information N produces an r-upproxi- 
mation to the problem if 
e(cp, N) I c. (6.1) 
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We then define, for E > 0, the r-complexity COMP(r) of the problem to be 
COMP(r) = inf{cost(cp, N): cp is an algorithm using N and e(cp, N) < c}. 
(6.4 
For f > 0, an algorithm ‘p, using information N, for which 
4fd 5 c and cost( ‘p,, N,) = COMP( e) (6.3) 
is said to be an optimal complexity algorithm for finding an c-approxima- 
tion. 
Remark 6.1. Note that we distinguish between the cost of an algorithm 
and the complexity of the problem. An optimal complexity algorithm for 
finding an c-approximation is an algorithm which produces an e-approxima- 
tion with minimal cost. 0 
Recall that ‘p, denotes the FEM of degree k using the FE1 N,, based on 
the finite element subspace Sp,. Let 
FEM(e) = inf{cost(cp,, N,) : n is an index such that e(cp,, N,) I c} 
(6.4a) 
denote the cost of solving the problem using the FEM. Also recalling that 
(ps, denotes the spline algorithm using the FE1 N,, we let 
SPLINE(e) = inf{cost(q$, N,): n is an index such that e(q$, N,) 5 c} 
(6.4b) 
denote the cost of solving the problem using the spline algorithm. 
Using the results of Section 4 and of [lo, Chap. 51, we have 
THEOREM 6.1. (1) The spline algorithm is asymptotically optimal,i.e., 
SPLINE(c) = e(COMP(c)) = O(e-N’(m+r)) as c + 0. 
(2) If k 2 2m - 1 + r, the FEM is asymptotically optimal, i.e., 
FEM(c) = @(COMP(e)) = O(?‘@‘+“)) asc + 0. 
(3) Ifk<2m-l+r,then 
FEM( c) FEM( c) 
COMP( E) = SPLINE(e) = @ 
asc + 0, 
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where 
1 1 
A= 
k+l-m 
--BOO, 
m+r 
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(6.5) 
so that 
FEM( c) 
!@i COMP(r) 
FEM( c) 
= % SPLINE( c) = *’ ’ 
Hence when k is too small for a given value of r, there is an infinite 
asymptotic penalty for using the FEM instead of the spline algorithm. 
Theorem 6.1 implies that there is an ~a > 0 such that 
SPLINE( E) < FEM( E) for 0 < E < Ed. (6.6) 
What is the value of q,? If Q, is unreasonably small, it may turn out that it 
is more reasonable to use the FEM for “practical” values of c. We 
determine the value of q, for a model problem in 
EXAMPLE 6.1. Let N = 1, 52 = (0, rr), m = 1, r = 1, Hi(P) = Hi(O, a), 
and consider the bilinear form B: H,‘(O, TIT) x H,‘(O, FIT) + Iw defined by 
B(u, w) = j-fdw~ vu, w E H,‘(O, 7r). (6.7) 
Hence for f E H’(0, a), u = Sf is the variational solution to the problem 
-u” = f in (0,7r) 
u(0) = U(T) = 0. (6.8) 
We choose 9, to be the n-dimensional subspace of #(O, a) consisting of 
piecewise linear polynomials with nodes at xj = ja/(n + 1) for 0 I j I n 
+ 1, so that k = 1. Moreover, since any function in Sp, must vanish at the 
endpoints of [0, a], we see that dim Y, = n. 
We first give a lower bound on the error e(cp,, NJ of the nth FEM. 
Define f: [0, r] + W by 
f(x) = $ vx E [o, 7r]. 
Then 
and Sf = u, where 
u(x) = ix(h - 5). (6.10) 
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Let < denote the Yn-interpolate of u. Using standard techniques (see, e.g., 
[2, 8, 91) it is easy to show that 
giving the desired lower bound on the error of the FEM. 
Now we can find a lower bound on FEM(c). Let n be chosen so that 
e(v,,, N,) I c. Then (6.11) yields 
n 2 +c-1 - 1. (6.12) 
Using (6.12) and the inequality 
cost(cp,, NJ 2 (c + l)n - 1, (6.13) 
(see [lo, Chap. 51 for further discussion), we have 
FEM(c) 2 (c + 1)( k6-l - 1) - 1. (6.14) 
Next, we need to find an upper bound on the error e(q;, NJ of the 
spline algorithm (ps, using finite element information N,. Since the spline 
algorithm @ is an optimal error algorithm using N,, it suffices to compute 
the radius of FEI. Let z E ker N,, n F. Letting P,, denote the orthogonal 
projector of L,(O, n) onto Y” and m denote the Yn-interpolation operator, 
we find 
IlSzllfj = B(Sz, sz) = (z, St), = (z, sz - PJZ), 
= (z -;,sz - PnSz), 
2 lb - ; lloll~~ - P,Wlr, I lb - ; IlolW - (&II,,. (6.15) 
NOW Theorem 2.4 of [8] states that for any u E H,‘(O, a), we have 
((u - < (10 I - 0 
AlI ’ 1’ 
Since .z E F (so that ]z]i I 1) and (1 . ]JB = ] . 11, we may use (6.15) and 
(6.16) t6 find 
2 
Vz E kerN,, n F, (6.17) 
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which yields 
e(vi, K) = r(N,) = sup IlSZllB 2 
r=kerN,nF 
--$ 
Now we can find an upper bound on SPLINE(c). Let 
n = c-112 - 1. 
Then (6.19) yields that 
From (6.20) and the inequality 
cost(Q$, NJ I (c + 2)?l - 1 
(see [lo, Chap. 51 for further discussion), we have 
SPLINE(c) I (c + 2)(2-l’* - 1) - 1. 
2 
,I* (6.18) 
(6.19) 
(6.20) 
(6.21) 
(6.22) 
We now wish to find ca = <a(c) such that (6.6) holds. Using (6.14) and 
(6.22), we find that z0 may be chosen as the smallest positive solution of 
(c + l)( +;1 - 1) = (c + 2)($‘2 - 1). (6.23) 
Some algebra yields 
r,=..(c)=[;c+l- /m)*. (6.24) 
We now examine the value of co(c) under various assumptions on the 
cost c of evaluating a linear functional, noting that e,(c) increases with 
(nonnegative) c. Clearly, c 2 0, so that 
eO(e)Lr,(0)=(l- /G)*-0.4829. (6.25) 
This tells us that no matter what we assume about the cost c of evaluating a 
linear functional, (6.6) holds for all c less than (roughly) 0.4829. Next, we 
assume that c 2 1, i.e., that evaluating a linear functional is at least as hard 
as an arithmetic operation (it would be hard to imagine otherwise). Under 
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this assumption, we find that 
Q(C) 2 Q(l) = 1 [ * - /q2~o.7048. (6.26) 
Finally, it is reasonable to assume that c is very large, i.e., that evaluating a 
linear functional is much harder than an arithmetic operation [lo, p. 851. 
One may check that 
lim Q(C) = g i 0.8225, 
C’co 
(6.27) 
giving an estimate of Q(C) for large values of c. Cl 
Based on this example, it seems reasonable to conjecture that for any 
regularly elliptic boundary-value problem, (6.6) will hold, where co is 
sufficiently large to be of interest. We suspect that such a result will be 
difficult to establish, since “sufficiently large” is a subjective criterion. 
However, there is an even greater source of difficulty. Determining e0 for a 
given problem requires us to know explicit values of the order-of-magnitude 
constants in Theorems 4.1 and 4.2. Such constants are usually difficult to 
determine, except for special model problems such as the one studied in 
Example 6.1. 
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