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A CONVERGENT LOW-WAVENUMBER, HIGH-FREQUENCY
HOMOGENIZATION OF THE WAVE EQUATION IN PERIODIC
MEDIA WITH A SOURCE TERM
SHIXU MENG∗, OTHMAN OUDGHIRI-IDRISSI†, BOJAN B. GUZINA†
Abstract. We pursue a low-wavenumber, second-order homogenized solution of the time-
harmonic wave equation in periodic media with a source term whose frequency resides inside a
band gap. Considering the wave motion in an unbounded medium Rd (d > 1), we first use the Bloch
transform to formulate an equivalent variational problem in a bounded domain. By investigating
the source term’s projection onto certain periodic functions, the second-order model can then be de-
rived via asymptotic expansion of the Bloch eigenfunction and the germane dispersion relationship.
We establish the convergence of the second-order homogenized solution, and we include numerical
examples to illustrate the convergence result.
Key words. waves in periodic media, dynamic homogenization, finite frequency, band gap,
Bloch transform, variational formulation
1. Introduction. Let I := {z : z ∈ Zd}, and consider the time-harmonic wave
equation
−∇·(G(r/)∇U)− Ω2ρ(r/)U = f(r) in Rd, d > 1 (1.1)
with highly oscillating coefficients (→0) at frequency Ω, where G and ρ are I-periodic
i.e.
G(r + z) = G(r), ρ(r + z) = ρ(r), ∀ r ∈ Rd, z ∈ Zd. (1.2)
Here f denotes the source term, while G and ρ are assumed to be real-valued, suffi-
ciently smooth functions bounded away from zero. The regularity on ρ and G can be
relaxed and we comment on this later. When d= 2, one may interpret (1.1) in the
context of anti-plane shear (elastic) waves, in which case u,G, ρ and f take respec-
tively the roles of transverse displacement, shear modulus, mass density, and body
force.
We seek a low-wavenumber, second-order asymptotic solution U2 of (1.1), formu-
lated in terms of the perturbation parameter , such that
‖U − U2‖L2(Rd) = O(3) as → 0. (1.3)
More precisely, we are interested in the respective field equations that U2 and its
“mean” i.e. effective counterpart (obtained by projecting U2 onto certain eigenfunc-
tion) satisfy. For completeness, we consider both low and high frequency cases. As
will be seen shortly, in the low (resp. high) frequency case Ω is O(1) (resp. O(−2)).
1.1. Background and motivation. Wave motion in periodic and otherwise
microstructured media [20, 14, 16] has keen applications in science, engineering, and
technology owing to the emergence of metamaterials facilitating the phenomena such
as cloaking, sub-wavelength imaging, and vibration control [6, 3]. To simulate the
underpinning physical processes effectively, of particular interest is the development
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of asymptotic models. In this vein, homogenized (i.e. effective) models of waves
in periodic media that transcend the quasi-static limit have attracted much atten-
tion. In particular, effective models using the concept of Bloch waves were studied
in [25, 8, 10], while [7, 28] investigated the dispersive wave motion via multi-scale
homogenization. A formal link between the homogenization using Bloch waves and
two-scale homogenization, restricted to the periodic index of refraction (no periodicity
in the principal part), was established in [2], including an account for the source term;
the study suggests that the source term must undergo asymptotic correction in order
for the equivalence between the two methods to hold. On the other hand, Willis’
approach to dynamic homogenization has brought much attention in the engineering
community as a means to deal with periodic and random composites, see for instance
[22, 30, 24, 23]. Recently, [21] investigated a second-order asymptotic expansion of the
Willis’ model, which demonstrates that the source term must be homogenized when
considering the two-scale, second-order homogenization of the wave equation. We
refer the reader to [4, 5, 19] for related works on the scattering by bounded periodic
structures.
However, the foregoing studies primarily focused on the low-frequency wave mo-
tion, either in the frequency- or time-domain. Recent advances in metamaterials have
motivated the studies on high- (or finite-) frequency homogenization [9, 13]. Within
the framework of Bloch-wave homogenization, [12] pursued a (second-order) finite-
frequency, finite-wavelength effective description of the wave equation with a source
term. To our knowledge, however, there are no convergence results on the high-
frequency homogenization of wave motion in periodic media when the source term is
present. This motives our work, which considers the situations when the (high or low)
frequency resides inside a band gap. For completeness, we note that this subject is
also relevant to the asymptotic behavior of the Green’s function near internal edges
of the spectra of periodic elliptic operators [17, 15]. In our investigation, we apply
various mapping properties of the Floquet-Bloch transform [18] to formulate the wave
motion in Rd as a variational problem in the Wigner-Seitz cell. This particular ap-
proach may play a key role in our ability to extend the current work to asymptotic
models of wave motion across periodic surfaces and interfaces of periodic media.
The paper is organized as follows. In Section 2, we provide the necessary back-
ground on the Floquet-Bloch transform and wave dispersion in periodic media. Sec-
tion 3 formulates the wave motion in Rd with highly oscillating periodic coefficients
(due to a source term) as a variational problem in a bounded domain, and gives both
variational and integral representations of the germane wavefield. Here we also discuss
the class of source terms under consideration, and we establish the key properties of
this class when projected onto periodic functions. We then show in Section 4 that
the principal contribution to the second-order homogenization arises from the nearest
(pth) branch of the dispersion relationship. We further give the asymptotics of latter
and the corresponding eigenfunction in Section 5. These results, together with the
asymptotic expansion of the source term, are used to obtain the sought convergence
result on the second-order, high-frequency homogenization in Section 6. The analyti-
cal results are illustrated in Section 7 by way of numerical simulations, performed for
an example periodic structure.
2. Bloch transform and dispersion relationship. In this section, we pro-
vide preliminary background on the (Floquet-) Bloch transform and the dispersion
relationship characterizing the periodic medium featured in (1.1).
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2.1. Bloch transform in Rd. The key elements of Bloch transform introduced
in the sequel are adapted from [18] (see also [16]). To begin with, we introduce the
Wigner-Seitz cell
WI := {x˜ : x˜ ∈ Rd, −1/2 ≤ x˜1,··· ,d ≤ 1/2} ⊂ Rd. (2.1)
The gives the dual or reciprocal lattice I∗ := {2pij : j ∈ Zd} and the Brillouin zone
WI∗ := {2pik˜ : k˜ ∈ Rd, −1/2 ≤ k˜1,··· ,d ≤ 1/2} ⊂ Rd. (2.2)
With reference to the periodicity matrix I and arbitrary wavenumber k ∈ Rd, any
function φ(x) that satisfies
φ(x+ j) = eik·jφ(x), ∀x ∈ Rd, j ∈ Zd.
is called k-quasiperiodic. In passing, we note that any I-periodic function becomes
k-quasiperiodic upon multiplication by eik·x.
With the above definitions, the Bloch transform JRd of a function ψ ∈ C∞0 (Rd)
is given by
JRdψ(k;x) =
1
(2pi)d/2
∑
j∈Zd
ψ(x+ j)e−ik·j , k,x ∈ Rd. (2.3)
It is readily seen that JRd commutes with I-periodic functions; namely q is I-periodic,
then
JRd(qψ)(k;x) =
1
(2pi)d/2
∑
j∈Zd
q(x+ j)ψ(x+ j)e−ik·j = q(x)JRdψ(k;x). (2.4)
To facilitate the ensuing analysis, we introduce several function spaces. We first
recall the Fourier transform
(Fψ)(z) := 1
(2pi)d/2
∫
Rd
e−iz·xψ(x) dx (2.5)
for ψ ∈ C∞0 (Rd) and z ∈ Rd. This transform extends to an isometry on L2(Rd) and
defines Bessel potential spaces by
Hs(Rd) :=
{
ψ ∈ D′(Rd) :
∫
Rd
(1 + |z|2)s |(Fψ)(z)|2 dz <∞
}
, s ∈ R,
where D′(Rd) denotes the space of distributions in Rd.
We next introduce periodic Sobolev spaces. Specifically, we denote byHsk(WI) the
Hilbert space containing all k-quasiperiodic distributions (which contains the products
of all periodic distributions with eik·x [26]) with finite norm
‖ψ˜‖Hsk(WI) :=
( ∑
j∈Zd
(1 + |j|2)s|cj |2
)1/2
<∞, s ∈ R, (2.6)
where cj :=
∫
WI
ψ˜(x˜)e−ik·x˜ei2pij·x˜ dx˜.
Now we are ready to introduce adapted function spaces in (k; x˜). We denote by
L2(WI∗ ;Hsk(WI)) the Sobolev space containing distributions in D′(Rd×Rd) that are
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(i) 2piI-periodic in the first variable; (ii) first-variable-quasiperiodic with respect to I
in the second variable, and (iii) have a finite norm
‖ψ˜‖L2(WI∗ ;Hsk(WI)) :=
( ∑
j∈Zd
(1 + |j|2)s
∫
WI∗
|ψˆI(k, j)|2 dk
)1/2
(2.7)
=
(∫
WI∗
‖ψ˜(k; ·)‖2Hsk(WI) dk
)1/2
<∞,
where ψˆI(k, j) =
∫
WI
ψ˜(k; x˜)e−ik·x˜ei2pij·x˜ dx˜.
With the above definitions in place, we can state the following lemma [18, Theo-
rem 4, Lemma 7].
Lemma 2.1.
• The Bloch transform JRd given by (2.3) extends from C∞0 (Rd) to an isometric
isomorphism between L2(Rd) and L2(WI∗ ;L2(WI)) with inverse(J−1Rd ψ˜)(x) := 1(2pi)d/2
∫
WI∗
ψ˜(k;x− j)eik·j dk, (2.8)
where j ∈ Zd is the translation such that x − j ∈ WI . Further for s ∈ R,
the Bloch transform JRd extends from C∞0 (Rd) to an isomorphism between
Hs(Rd) and L2(WI∗ ;Hsk(WI)).
• For m ∈ N and u ∈ Hm(Rd), the Bloch transform JRdu(k; x˜) processes weak
partial derivatives with respect to x˜ ∈ WI in L2(WI) up to order m ∈ N. If
α ∈ Zd, α ≥ 0 with |α| ≤ m, then
∂αx˜ (JRdu)(k; x˜) = JRd [∂αx u](k; x˜). (2.9)
2.2. Orthonormal basis and dispersion relationship. For any k ∈WI∗ , let
us introduce the second-order elliptic operator on WI
A(k) = −1
ρ
(∇+ ik)·[G(∇+ ik)].
From the theory of compact self-adjoint operators [20][pp 614–619] and [29], there
exists a discrete set of eigenvalues {ω2m(k)}∞m=0 and eigenfunctions {φm(k; ·)}∞m=0
such that
A(k)φm(k; ·) = ω2m(k)φm(k; ·), (2.10)
where φm(k; ·) ∈ H1(WI);
〈ρφm(k; ·), φn(k; ·)〉 :=
∫
WI
ρ(x˜)φm(k; x˜)φn(k; x˜) dx˜ = δmn,
and {φm(k; x˜)}∞m=0 is a complete orthonormal basis in L2(WI). Hereon, we use the
notation 〈·〉 to denote the average of a (possibly tensor-valued) function over WI .
By analogy to (2.6) we find that for all k∈WI∗ , an equivalent norm for Hsk(WI)
can be defined as
‖|ψ˜|‖Hsk(WI) :=
( ∞∑
m=0
(1 + ω2m)
s |〈ρψ˜, eik·φm〉|2
)1/2
(2.11)
=
(
‖ψ˜e−ik·‖2L2(WI ;ρ) + δs1‖(∇+ ik)(ψ˜e−ik·)‖2L2(WI ;G)
)1/2
<∞, s = 0, 1,
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where L2(WI ; ρ) denotes the ρ-weighted L
2-space in WI with norm
( ∫
WI
ρ| · |2) 12 , and
the same notation holds for L2(WI ;G). As a result, L
2(WI∗ ;Hsk(WI)) (with s = 0, 1)
has equivalent norm given by
‖|ψ˜|‖L2(WI∗ ;Hsk(WI)) :=
( ∞∑
m=0
(1 + ω2m)
s
∫
WI∗
|〈ρψ˜(k; ·), eik·φm(k; ·)〉|2 dk
)1/2
(2.12)
=
(∫
WI∗
‖|ψ˜(k; ·)|‖2Hsk(WI) dk
)1/2
<∞, s = 0, 1.
The above ‖| · |‖-norm is equivalent to that given by (2.7) and allows us to write down
the series expansion of ψ ∈ L2(WI∗ ;H0k(WI)) as
ψ˜(k; x˜) =
∞∑
m=0
〈ρψ˜(k; ·), eik·φm(k; ·)〉eik·x˜φm(k; x˜), (2.13)
where the convergence is in the ‖| · |‖-norm.
For future reference we introduce the real Bloch variety, i.e. the dispersion rela-
tionship [16], as the set
∪∞m=0{(k, ωm(k)); k ∈WI∗},
whose pth branch is given by
{(k, ωp(k)); k ∈WI∗}, p = 0, 1, 2, . . . .
In this setting, the union of all band gaps can be conveniently written as
{ω2∈ R : ω2 6= ω2m(k), k ∈WI∗ , m ∈ Z+}. (2.14)
Finally we state the Bloch expansion theorem [20, pp 616–617] (see also [29]),
which is a direct consequence of the representation (2.13) and Lemma 2.1.
Lemma 2.2. Let ψ ∈ Hs(Rd) with s = 0, 1. Then
ψ(x) =
1
(2pi)d/2
∫
WI∗
∞∑
m=0
〈ρ[JRdψ](k; ·), eik··φm(k; ·)〉eik·xφm(k;x) dk, (2.15)
and the Parseval’s identity holds
‖ψ‖2Hs(Rd) = ‖JRdψ‖2L2(WI∗ ;Hsk(WI)) ≈ ‖|JRdψ|‖
2
L2(WI∗ ;Hsk(WI)), (2.16)
where “ ≈ ” means that there exists positive constants c1 and c2 such that
c1‖|JRdψ|‖2L2(WI∗ ;Hsk(WI)) 6 ‖ψ‖
2
Hs(Rd) 6 c2‖|JRdψ|‖2L2(WI∗ ;Hsk(WI)).
For future reference we note that under the assumption of smooth G(x) and ρ(x),
φp(k;x) and ω
2
p(k) (where ω
2
p(0) is simple) have Taylor series expansion in k for
sufficiently small ‖k‖, see for instance [29]. The featured restriction on G and ρ could
in principle be relaxed, see for instance [8] the the of case non-smooth coefficients when
p = 0 (corresponding to the first branch). We also illustrate by numerical examples
that our convergence results appear to apply for piecewise-constant coefficients.
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3. Formulation of the problem and Bloch-wave solution. As examined
earlier we pursue a low-wavenumber, second-order homogenized solution U2 of (1.1)
that, when Ω resides inside a band gap, converges to U according to (1.3). Since (2.14)
specifies the union of all band gaps for an I-periodic medium, from the scaling argu-
ment we find that for an I-periodic domain featured in (1.1), we have
Ω2 6= −2ω2m(k), k ∈WI∗ , m ∈ Z+ (3.1)
as an explicit condition that Ω resides inside a band gap. In the context of the
low-wavenumber assumption, we further restrict the analysis by letting
Ω2 = −2ω2p(0) + σΩˆ
2, σ = ±1 (3.2)
where (i) ω2p(0) is a simple eigenvalue; (ii) Ωˆ = O(1), and (iii) p and σ are chosen
so that (3.1) is satisfied. In this setting, we can clearly distinguish between the low
frequency case (p = 0, ω0(0) = 0, Ω = O(1)) and its high-frequency counterpart
(p > 1, Ω = O(−2)).
Using the change of variables
x = −1r, ω = Ω, u(x) = U(r) (3.3)
we can conveniently rewrite (1.1) as
−∇·(G(x)∇u)− ω2ρ(x)u = 2f(x) in Rd, (3.4)
where
ω2 = ω2p(0) + 
2σΩˆ2, Ωˆ = O(1) (3.5)
due to (3.2). In what follows, we first use the variational formulation of (3.4) to obtain
u(x), and then recover U(r) via (3.3).
3.1. Variational formulation. We begin with solutions u ∈ C∞0 (Rd). This
allows us to apply the Bloch transform to (3.4), resulting in
JRd
[−∇·(G∇u)− ω2ρu](k; x˜) = 2JRd[f(·)](k; x˜) in WI .
With the aid of (2.4) and (2.9), we obtain
−∇·(G(x˜)∇[JRdu(k; x˜)])−ω2ρ(x˜)[JRdu(k; x˜)] = 2JRd[f(·)](k; x˜) in WI . (3.6)
Let ψ(k; x˜) ∈ L2(WI∗ ;H1k(WI)); then multiplying the above equation by ψ, integrat-
ing with respect to x˜ over WI , and integrating by parts we obtain∫
WI
G(x˜)∇x˜[JRdu(k; x˜)]∇x˜ψ(k; x˜) dx˜− ω2
∫
WI
ρ(x˜)[JRdu(k; x˜)]ψ(k; x˜) dx˜
= 2
∫
WI
JRd
[
f(·)](k; x˜)ψ(k; x˜) dx˜. (3.7)
On denoting u˜ = JRdu, integration of the above equation w.r.t. k over WI∗ yields∫
WI∗
∫
WI
G(x˜)∇x˜u˜(k; x˜)∇x˜ψ(k; x˜) dx˜ dk − ω2
∫
WI∗
∫
WI
ρ(x˜)u˜(k; x˜)ψ(k; x˜) dx˜ dk
= 2
∫
WI∗
∫
WI
JRd
[
f(·)](k; x˜)ψ(k; x˜) dx˜ dk. (3.8)
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Theorem 3.1. If u ∈ H1(Rd) is a solution to (3.4), then u˜(k; x˜) = JRdu(k; x˜) ∈
L2(WI∗ ;H1k(WI)) solves (3.8). Conversely, if u˜(k; x˜) ∈ L2(WI∗ ;H1k(WI)) is the solu-
tion to (3.8), then u(x) =
(J−1Rd u˜)(x) ∈ H1(Rd) solves (3.4).
Proof. From the above arguments we have shown that, for any u ∈ C∞0 (Rd)
solving (3.4) and ψ(k; x˜) ∈ L2(WI∗ ;Hsk(WI)), equation (3.8) holds. Since C∞0 (Rd) is
dense in H1(Rd), and the Bloch transform is an isomorphism between H1(Rd) and
L2(WI∗ ;H1k(WI)), therefore the variational formulation (3.8) holds.
Conversely, if u˜(k; x˜) ∈ L2(WI∗ ;H1k(WI)) is the solution to (3.8), then∫
WI∗
∫
WI
(
∇x˜ ·
(
G∇x˜u˜(k; x˜)
)
+ ω2ρu˜(k; x˜) + 2JRd
[
f(·)](k; x˜))ψ(k; x˜) dx˜ dk = 0,
which yields
∇x˜ ·
(
G∇x˜u˜(k; x˜)
)
+ ω2ρu˜(k; x˜) + 2JRd
[
f(·)](k; x˜) = 0
in L2(WI∗ ;H−1k (WI)). Since f ∈ L2(Rd), we have that JRdf ∈ L2(WI∗ ;H0k(WI)).
Since G is smooth, then by standard regularity, u˜ ∈ L2(WI∗ ;H2k(WI)). Let u(x) =(J−1Rd u˜)(x). From Lemma 2.1, u ∈ H2(Rd). On applying the inverse Bloch transform
J−1Rd to the above equation and making use of (2.9), we find that
−∇·(G∇u)(x)− ω2ρu(x) = 2[f(·)](x)
in L2(Rd), whereby u(x) =
(J−1Rd u˜)(x) ∈ H1(Rd) solves (3.4).
Since ω belongs to a band gap, then there exists at most one solution to (3.8).
Further for each k, the variational problem in WI (3.7) is uniquely solvable (see for
instance [20]). As a result, we obtain the following claim.
Corollary 3.2. Assume that ω belongs to a band gap. Then for any f ∈ L2(Rd),
there exists a unique solution u ∈ H1(Rd) to (3.4).
3.2. Bloch expansion of u. Starting from the variational formulation (3.7)
with test function ψ(k; x˜) = eik·x˜φm(k; x˜), we find∫
WI
G(x˜)∇x˜[JRdu(k; x˜)]∇x˜eik·x˜φm(k; x˜) dx˜
−ω2
∫
WI
ρ(x˜)[JRdu(k; x˜)]eik·x˜φm(k; x˜) dx˜ = 2
∫
WI
JRd
[
f(·)](k; x˜)eik·x˜φm(k; x˜) dx˜.
Integrating by parts the first term in the above equation and using (2.10), one obtains
ω2m
∫
WI
ρ(x˜)[JRdu(k; x˜)]eik·x˜φm(k; x˜) dx˜−ω2
∫
WI
ρ(x˜)[JRdu(k; x˜)]eik·x˜φm(k; x˜) dx˜
= 2
∫
WI
JRd
[
f(·)](k; x˜)eik·x˜φm(k; x˜) dx˜,
i.e.
(ω2m(k)− ω2)〈ρJRdu(k; ·), eik·φm(k; ·)〉 = 2〈JRd
[
f(·)](k; ·), eik·φm(k; ·)〉.
Since ω is fixed and ω2m(k)− ω2 6= 0, we thus obtain
JRdu(k; x˜) =
∞∑
m=0
〈ρJRdu(k; ·), eik·φm(k; ·)〉eik·x˜φm(k; x˜),
=
∞∑
m=0
2〈JRd
[
f(·)](k; ·), eik·φm(k; ·)〉
ω2m(k)− ω2
eik·x˜φm(k; x˜), x˜ ∈WI , (3.9)
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where the convergence is with respect to the L2(WI∗ ;H1k(WI))-norm. Here, one may
directly compute
〈JRd
[
f(·)](k; ·), eik·φm(; ·)〉
=
1
(2pi)d/2
∫
WI
∑
j∈Zd
f(x˜+ j)e−ik·jeik·x˜φm(k; x˜) dx˜
=
1
(2pi)d/2
∫
Rd
f(y)e−ik·yφm(k;y) dy.
With the above equality, we obtain the unique solution u ∈ H1(Rd) by applying the
inverse Bloch transform to (3.9), namely
u(x) =
1
(2pi)d/2
∫
WI∗
JRdu(k;x− j)eik·j dk
=
1
(2pi)d/2
∫
WI∗
∞∑
m=0
2〈JRd
[
f(·)](k; ·), eik··φm(k; ·)〉
ω2m(k)− ω2
eik·xφm(k;x) dk
=
1
(2pi)d
∫
WI∗
∞∑
m=0
2
∫
Rd f(y)e
−ik·yφm(k;y) dy
ω2m(k)− ω2
eik·xφm(k;x) dk, (3.10)
where j ∈ Zd is a translation such that x− j ∈WI .
3.3. Source term. The source term f plays an important role in the second-
order homogenization of wave motion in periodic media and requires an in-depth
treatment. To facilitate the analysis, we assume that f is the Fourier transform
of a compactly-supported function (multiplied by the pth eigenfunction in the high
frequency case). To bring specificity to the discussion, we assume the following.
Assumption 1. Assuming that the driving frequency ω is given by (3.5), the
source term f in (3.4) has the following form
f(x) =
1
(2pi)d/2
(∫
Rd
F (k)eik·x dk
)
ρ(x/)φp(0;x/), (3.11)
where F−1[F ] ∈ L2(Rd)∩L1(Rd), F ∈ L2(Rd)∩L1(Rd), and F is compactly supported
in some open bounded region Y ⊂ Rd with 0 ∈ Y .
Remark 1. When p = 0, φp(0;x/) is a constant. This implies that f(x)/ρ(x/)
is proportional to the inverse Fourier transform of F . We also remark that the
compact-support requirement on F could be relaxed, for instance by allowing for suf-
ficiently fast decaying functions. We illustrate this claim by a numerical example in
Section 7.
Lemma 3.3. Let φ be a bounded I-periodic function. Assume that the Fourier
series of ρ(x)φp(0;x)φ(x) converges pointwise almost everywhere, i.e.
ρ(x)φp(0;x)φ(x) ∼
∑
n∈Zd
ane
i2pin·x. (3.12)
Then ∫
Rd
f(x)eik·xφ(x) dx = −d(2pi)d/2
∑
n∈Zd
anF
((
k + 2pin
)
/
)
. (3.13)
Further for sufficiently small , the following claims hold.
8
(a) If k ∈WI∗\Y , then ∫
Rd
f(x)eik·xφ(x) dx = 0.
(b) If k ∈ Y , then∫
Rd
f(x)eik·xφ(x) dx = −d(2pi)d/2a0F (k/).
Proof. Since f ∈ L2(Rd) ∩ L1(Rd) and φ is bounded, we find that∫
Rd
f(x)eik·xφ(x) dx
is convergent as an improper integral. By (3.11), we also have∫
Rd
f(x)eik·xφ(x) dx =
∫
Rd
1
(2pi)d/2
(∫
Rd
F (η)eiη·xdη
)
ρ(x)φp(0;x)eik·xφ(x) dx
=
1
(2pi)d/2
∫
Rd
∫
Rd
F (η)eiη·xρ(x)φp(0;x)eik·xφ(x) dη dx.
Now from the pointwise convergence of the Fourier series expansion (3.12) of ρ(x)φp(0;x)φ(x)
and the dominated convergence theorem, we conclude that∫
Rd
f(x)eik·xφ(x) dx =
∑
n∈Zd
1
(2pi)d/2
an
∫
Rd
∫
Rd
F (η)eiη·xeik·xe−i2pin·x dη dx
=
∑
n∈Zd
an
∫
Rd
F [F ](−x)e−i(k+2pin)·x dx = −d
∑
n∈Zd
an
∫
Rd
F [F ](y)ei(k+2pin)·y/ dy
= −d(2pi)d/2
∑
n∈Zd
anF (
k + 2pin

),
where we have applied a change of variable y = −x in the last two steps. This
establishes claim (3.13).
Let us now prove part (a). Since k ∈WI∗ , we have −pi 6 k1,··· ,d 6 pi. We assume
that k 6∈ Y with 0 ∈ Y ; then for sufficiently small , k 6= 0 and k+ 2pin 6= 0 for any
n ∈ Zd. Therefore −1(k + 2pin) 6∈ Y for sufficiently small . By Assumption 1, F is
compactly supported in Y ⊂ Rd, whereby F (−1(k + 2pin)) = 0 for any n ∈ Zd. By
virtue of (3.13), we thus obtain∫
Rd
f(x)eik·xφ(x) dx = 0.
Lastly we establish part (b). Since k ∈ Y , then for sufficiently small , assumption
−1(k + 2pin) ∈ Y requires that n = 0. This yields∫
Rd
f(x)eik·xφ(x) dx = −d(2pi)d/2a0F (k/),
which completes the proof.
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Remark 2. In Lemma 3.3, we assumed that the Fourier series of ρ(x)φp(0;x)φ(x)
converges pointwise almost everywhere, namely
ρ(x)φp(0;x)φ(x) =
∑
n∈Zd
ane
in·x.
This premise holds for instance if: (i) ρ(·)φp(0; ·)φ(·)∈ H20(WI), or (ii) ρ(·)φp(0; ·)φ(·)
is piecewise smooth in one dimension [11, pp 35]. In the former case, a standard
regularity result demonstrates that the Fourier coefficients in (3.12) satisfy∑
n∈Zd
|an|2|n|4 <∞
which, together with Holder inequality, yields∑
n∈Zd
|an| 6
( ∑
n∈Zd
|an|2|n|4
)1/2( ∑
n∈Zd
1
|n|4
)1/2
<∞.
This demonstrates that
∑
n∈Zd ane
in·x converges uniformly and pointwise. When
ρ(x)φp(0;x)φ(x) ∈ H20(WI), then by the Sobolev embedding theorem [1, pp 85–86],
ρ(x)φp(0;x)φ(x) is continuous in WI . In this case we conclude that
∑
n∈Zd ane
in·x
converges uniformly and pointwise to the continuous function ρ(x)φp(0;x)φ(x).
3.4. Reduced Bloch expansion of u. On recalling the representation (3.10)
of u, we can rewrite the latter as
u(x) =
1
(2pi)d
∫
Y
∞∑
m=0
2
∫
Rd f(y)e
−ik·yφm(k;y) dy
ω2m(k)− ω2
eik·xφm(k;x) dk
+
1
(2pi)d
∫
WI∗\Y
∞∑
m=0
2
∫
Rd f(y)e
−ik·yφm(k;y) dy
ω2m(k)− ω2
eik·xφm(k;x) dk.
Since G and ρ are smooth by premise, a standard regularity result yields ρφm(k; ·) ∈
H20(WI). Then by Lemma 3.3, the second term in the above equation vanishes i.e.
u(x) =
1
(2pi)d
∫
Y
∞∑
m=0
2
∫
Rd f(y)e
−ik·yφm(k;y) dy
ω2m(k)− ω2
eik·xφm(k;x) dk. (3.14)
With reference to (3.3), we next deploy the change of variables k = kˆ and y = z/,
which yields the solution for U(r) = u(x) as
U(r) =
1
(2pi)d
∫
Y
∞∑
m=0
2
∫
Rd f(z)e
−ikˆ·zφm(kˆ; z/) dz
ω2m(kˆ)− ω2
eikˆ·rφm(kˆ; r/) dkˆ. (3.15)
4. Contributions to the second-order approximation. Recalling (3.5) we
are interested in approximating, up to the second order, the wave motion at low
wavenumbers and driving frequency (inside a band gap) that is O(2) removed from
the nearest pth branch. In this section, we demonstrate that such second-order model
of (3.14), or equivalently (3.15), originates completely from the m = p term, while
the contribution from all other branches is of higher order, more specifically O(3).
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4.1. Contribution from branches m 6= p. We first establish the following
claim.
Theorem 4.1. Let u(p)(x) and U (p)(r) denote the respective contributions of
the (nearest) pth branch to u(x) given by (3.14), and U(r) given by (3.15). For
sufficiently small , one has
‖u− u(p)‖L2(Rd) 6 C 3−d/2‖F‖L2(Rd) (4.1)
where C is a constant independent of , and
u(p)(x) =
1
(2pi)d
∫
Y
2
∫
Rd f(y)e
−ik·yφp(k;y) dy
ω2p(k)− ω2
eik·xφp(k;x) dk. (4.2)
Equivalently,
‖U − U (p)(r)‖L2(Rd) 6 C 3‖F‖L2(Rd), (4.3)
where U (p)(r) = u(p)(r/).
Proof. Let
u(m 6=p)(x) =
1
(2pi)d
∫
Y
∑
m 6=p
2
∫
Rd f(y)e
−ik·yφm(k;y) dy
ω2m(k)− ω2
eik·xφm(k;x) dk. (4.4)
In then follows that u− u(p) = u(m 6=p).
First, we find from assumption (3.11) that∫
Rd
f(y)e−ik·yφm(k;y) dy
=
∫
Rd
1
(2pi)d/2
(∫
Rd
F (k)eik·y dk
)
ρ(y)φp(0;y)e
−ik·yφm(k;y) dy. (4.5)
We now seek to estimate this quantity. Our idea is to replace φp(k; ·) by φp(0; ·), and
then estimate the difference. Since φp(k; ·) has a convergent Taylor series in k, for
sufficiently small  and k ∈ Y we have
φp(k; ·) = φp(0; ·) + k ·ψp(k; ·) (4.6)
for some ψp(k; ·) that satisfies ‖ψp(k; ·)‖(L2(WI))d 6 c, where c is a constant indepen-
dent of k. We then obtain∫
Rd
1
(2pi)d/2
(∫
Rd
F (k)eik·y dk
)
ρ(y)φp(0;y)e
−ik·yφm(k;y) dy
=
∫
Rd
1
(2pi)d/2
(∫
Rd
F (k)eik·y dk
)
ρ(y)
(
φp(k;y)− k ·ψp(k;y)
)
· e−ik·yφm(k;y) dy.
(4.7)
We next apply Lemma 3.3 with φp(0;y) replaced by φp(k;y) and ψp(k;y), respec-
tively. Recalling the notation k = kˆ, one finds this applicable since both φp(kˆ;y)
and k ·ψp(kˆ;y) = φp(kˆ;y)− φp(0;y) belong to H20(WI). This gives∫
Rd
1
(2pi)d/2
(∫
Rd
F (k)eik·y dk
)
ρ(y)φp(k;y)e
−ik·yφm(k;y) dy
= −d(2pi)d/2〈ρφp(k; ·)φm(k; ·)〉F (k/) = 0 (orthogonality), (4.8)
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and∫
Rd
1
(2pi)d/2
(∫
Rd
F (k)eik·y dk
)
ρ(y)
(
k ·ψp(k;y)
)
e−ik·yφm(k;y) dy
= −d(2pi)d/2〈ρk ·ψp(k; ·)φm(k; ·)〉F (k/). (4.9)
In this setting, (4.5) can be estimated via (4.7), (4.8) and (4.9); in particular, we find∫
Rd
f(y)e−ik·yφm(k;y) dy = −k−d(2pi)d/2〈ρk ·ψp(k; ·)φm(k; ·)〉F (k/).(4.10)
To estimate ‖u(m 6=p)‖L2(Rd) according to (4.4), we write
‖u(m 6=p)‖2L2(Rd) =
∑
m 6=p
∫
Y
∣∣∣ 1
(2pi)d
2
∫
Rd f(y)e
−ik·yφm(k;y) dy
ω2m(k)− ω2
∣∣∣2 dk,
and make use of (4.10) to obtain
‖u(m 6=p)‖2L2(Rd) ≤
1
(2pi)d
∑
m 6=p
∫
Y
‖k‖2
∣∣∣2−d〈ρψp(k; ·)φm(k; ·)〉F (k/)
ω2m(k)− ω2
∣∣∣2 dk
=
4−2d
(2pi)d
∫
Y
‖k‖2
∣∣∣F (k/)∣∣∣2 ∑
m6=p
∣∣∣ 〈ρψp(k; ·)φm(k; ·)〉
ω2m(k)− ω2
∣∣∣2 dk.
Since ω2m(k)− ω2 = O(1) for any m 6= p, from the last equality we find
‖u(m 6=p)‖2L2(Rd) 6 c′
4−2d
(2pi)d
∫
Y
‖k‖2
∣∣∣F (k/)∣∣∣2 ∑
m6=p
∣∣∣〈ρψp(k; ·)φm(k; ·)〉∣∣∣2 dk
6 c′ 
4−2d
(2pi)d
∫
Y
‖k‖2
∣∣∣F (k/)∣∣∣2‖ψp(k; ·)‖2(L2(WI))d dk,
where c′ is a constant independent of . On recalling that ‖ψp(k; ·)‖(L2(WI))d 6 c for
some c independent of k, from the above estimate we obtain
‖u(m 6=p)‖2L2(Rd) 6 cc′
4−2d
(2pi)d
∫
Y
‖k‖2
∣∣∣F (k/)∣∣∣2 dk = cc′ 6−d
(2pi)d
∫
Y
|kˆ|2
∣∣∣F (kˆ)∣∣∣2 dkˆ
6 C2 6−d‖F‖2L2(Rd),
where C is a constant independent of . This establishes claim (4.1). Equation (4.3)
then follows immediately from via the change of variable.
4.2. Contribution from the pth branch. We begin by recalling the expression
for u(p) given by (4.2), and Theorem 4.1 which states that u−u(p) does not contribute
to the second-order approximation of u. To facilitate the analysis, we next seek to
simplify the formula for u(p).
Thanks to Lemma 3.3, one finds that∫
Rd
f(y)e−ik·yφp(k;y) dy = −d(2pi)d/2a0F (k/),
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where a0 = 〈ρφp(0; ·)φp(k; ·)〉. As a result, we obtain
u(p)(x) =
1
(2pi)d/2
∫
Y
2−d〈ρφp(0; ·)φp(k; ·)〉F (k/)
ω2p(k)− ω2
eik·xφp(k;x) dk. (4.11)
Making use of the change of variable k = kˆ, one further finds that
‖u(p)‖2L2(Rd) =
∥∥∥2〈ρφp(0; ·)φp(kˆ; ·)〉F (kˆ)
ω2p(kˆ)− ω2
∥∥∥2
L2(Y )
. (4.12)
To obtain the second-order asymptotic model of u(p), one accordingly needs the re-
spective second-order approximations of φp(kˆ; ·) and ω2p(kˆ). This motivates our
study in the next section.
5. Asymptotic expansion of φp(k; ·) and ω2p(k). As before, we let k = kˆ
where  is sufficiently small and kˆ = O(1). Since ωp(0) is simple by premise, one
easily verifies that ωp(kˆ) = ωp(−kˆ) for sufficiently small ; then ∂q∂q ω20(kˆ) = 0 for
any odd q. As a result, we can assume the following Taylor series expansions to hold
φp(kˆ;x) = w˜0(x) + w˜1(x) + 
2 w˜2(x) + 
3 w˜3(x) + · · · , (5.1)
ω2p(kˆ) = ωˆ
2
0 + 
2ωˆ22 + 
4ωˆ24 + · · · , (5.2)
where the convergence of (5.1) is in L2(WI).
For clarity of discussion, we will use a short-hand notation where
• : denotes the contraction between two tensors.
• {·} denotes tensor averaging over all index permutations; in particular for an
nth-order tensor τ , one has
{τ}j1,j2,...jn =
1
n!
∑
(l1,l2,...ln)∈P
τl1,l2,...ln , j1, j2, . . . jn ∈ 1, d (5.3)
where P denotes the set of all permutations of (j1, j2, . . . jn).
• {·}′ denotes partial tensor symmetrization according to
{τ}′j1,j2,...jn =
1
(n−1)!
∑
(l2,...ln)∈Q
τj1,l2,...ln , j1, j2, . . . jn ∈ 1, d (5.4)
where Q denotes the set of all permutations of (j2, j3, . . . jn).
5.1. Leading-order approximation. From (5.2), it is clear that ωˆ0 = ωp(0).
From (5.1) and (5.2), on the other hand, we have∫
WI
[
G(∇+ ikˆ)(w˜0 + w˜1 + 2 w˜2 + 3 w˜3 + · · · )] · (∇+ ikˆ)φ dx (5.5)
=
(
ωˆ20 + 
2ωˆ22 + 
4ωˆ24 + · · ·
) ∫
WI
ρ
(
w˜0 + w˜1 + 
2 w˜2 + 
3 w˜3 + · · ·
)
φ dx,
for any φ ∈ H10(WI).
The O(1) contribution stemming from (5.5) reads∫
WI
[
G∇w˜0
] · ∇φ dx = ωˆ20 ∫
WI
ρw˜0φ dx, ∀φ ∈ H10(WI), (5.6)
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where H10(WI) is given by (2.6), noting that the subscript k = 0 indicates periodicity.
As a result, the above equation admits a unique solution w˜0(x) = w0φp(0;x) where
w0 is a multiplication constant. Since φp(k;x) = w˜0(x)+O(‖k‖) for sufficiently small
‖k‖, it is clear that w0 = 1.
Next, the O() statement reads∫
WI
[
G
(∇w˜1 + ikˆw˜0)] · ∇φ dx− ∫
WI
[
G∇w˜0 · ikˆ
]
φ dx
= ωˆ20
∫
WI
ρw˜1φ dx, ∀φ ∈ H10(WI).
This equation can be solved by w˜1(x) = χ
(1)(x) · ikˆw0 + w1 · ikˆφp(0;x), where
χ(1) ∈ (H10(WI))d is a zero-mean (
∫
WI
ρχ(1)φp(0; ·) dx = 0), vector-valued function
solving∫
WI
(
G(∇χ(1)+ Iφp(0; ·)
)
: ∇φ dx−
∫
WI
(
GI∇φp(0; ·)
)
φdx
= ωˆ20
∫
WI
ρχ(1)φdx, ∀φ ∈ H10(WI). (5.7)
We remark that the above equation for χ(1) is solvable since φp(0; ·) has a constant
phase thanks to the assumption that ω2p(0) is a simple eigenvalue, see for instance [12].
The O(2) contribution stemming from (5.5) reads∫
WI
[
G
(∇w˜2 + ikˆw˜1)] · ∇φ dx− ∫
WI
[
G
(∇w˜1 + ikˆw˜0) · ikˆ]φ dx
=
∫
WI
ρ
[
ωˆ20w˜2 + ωˆ
2
2w˜0
]
φdx, ∀φ ∈ H10(WI). (5.8)
Taking φ(x) = φp(0;x) and deploying integration by parts, we find∫
WI
[
Gikˆw˜1
] · ∇φp(0; ·) dx− ∫
WI
[
G
(∇w˜1 + ikˆw˜0) · ikˆ]φp(0; ·) dx
= ωˆ22
∫
WI
ρw˜0(·)φp(0; ·) dx.
On substituting (5.25)–(5.26) into the above equation, all the terms involving w1
vanish due to the fact that φp(0; ·) has a constant phase. Accordingly, we obtain
ρ(0)ωˆ22 = −µ(0) : (ikˆ)2, (5.9)
where
ρ(0) = αp 〈ρφp(0; ·)φp(0; ·)〉, (5.10)
µ(0) = αp
〈{G(∇χ(1) + Iφp(0; ·))φp(0; ·)} − {Gχ(1) ⊗∇φp(0; ·)}〉, (5.11)
and
αp = 〈φp(0; ·)φp(0; ·)〉−1.
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5.2. First-order corrector. Let χ(2) ∈ (H10(WI))d×d denote a zero-mean (i.e.∫
WI
ρχ(2)φp(0; ·) dx = 0), tensor-valued function satisfying
∫
WI
(
G(∇χ(2)+ {I ⊗ χ(1)}′) : ∇φ dx− ∫
WI
G({∇χ(1)}+ Iφp(0; ·))φdx
+
∫
WI
ρ
ρ(0)
µ(0)φp(0; ·)φdx = ωˆ20
∫
WI
ρχ(2)φ dx, ∀φ ∈ H10(WI). (5.12)
It is directly verified that the above equation is uniquely solvable thanks to (5.11).
With such definitions, equation (5.8) is solved by w˜2(x) = χ
(2)(x) : (ikˆ)2w0 +(
χ(1)(x) · ikˆ)(w1 · ikˆ) + w2 : (ikˆ)2φp(0;x).
Proceeding with the asymptotic analysis, the O(3) contribution stemming from
(5.5) is found as∫
WI
[
G
(∇w˜3 + ikˆw˜2)] · ∇φ dx− ∫
WI
[
G
(∇w˜2 + ikˆw˜1) · ikˆ]φ dx
=
∫
WI
ρ
[
ωˆ20w˜3 + ωˆ
2
2w˜1
]
φ dx, ∀φ ∈ H10(WI). (5.13)
In a manner similar to earlier treatment, taking φ(x) = φp(0;x) we find∫
WI
[
Gikˆw˜2
] · ∇φp(0; ·) dx− ∫
WI
[
G
(∇w˜2 + ikˆw˜1) · ikˆ]φp(0; ·) dx
= ωˆ22
∫
WI
ρw˜1(·)φp(0; ·) dx.
On substituting (5.26)–(5.27) into the above equation, all the terms involving w2
vanish due to the fact that φp(0; ·) has a constant phase. In this way, we obtain(
µ(1) : (ikˆ)3 + ρ(1) ·ikˆ ωˆ22
)
w0 +
(
µ(0) : (ikˆ)2 + ρ(0)ωˆ22
)
w1 · ikˆ = 0, (5.14)
where
ρ(1) = αp 〈ρχ(1)φp(0; ·)〉 = 0, (5.15)
µ(1) = αp
〈{G(∇χ(2) + I ⊗ χ(1))φp(0; ·)} − {Gχ(2) ⊗∇φp(0; ·)}〉. (5.16)
Remark 3. It can be shown that µ(1) = 0. Indeed, (5.7) with φ taken as the k`th
component of χ(2) yields∫
WI
(
G(∇χ(1)+ Iφp(0; ·)
)
: ∇χ(2)k` dx−
∫
WI
(
GI∇φp(0; ·)
)
χ(2)k` dx
= ωˆ20
∫
WI
ρχ(1)χ(2)k` dx, (5.17)
while (5.12) with φ being the jth component of χ(1)j gives∫
WI
(
G(∇χ(2)+ {I ⊗ χ(1)}′) : ∇χ(1)j dx− ∫
WI
G({∇χ(1)}+ Iφp(0; ·))χ(1)j dx
+
∫
WI
ρ
ρ(0)
µ(0)φp(0; ·)χ(1)j dx = ωˆ20
∫
WI
ρχ(2)χ(1)j dx. (5.18)
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Taking the difference of (5.17) and (5.18), we obtain∫
WI
[{G(∇χ(2) + I ⊗ χ(1))φp(0; ·)} − {Gχ(2) ⊗∇φp(0; ·)}] dx
=
1
ρ(0)
{(∫
WI
ρχ(1)φp(0; ·) dx
)⊗ µ(0)}.
Since φp(0; ·) has a constant phase, the right-hand side of the above equation is pro-
portional to ρ(1) = 0 and thus vanishes. By the same (constant-phase) argument, the
left-hand side is a constant multiplication of µ(1) and hence
µ(1) = 0. (5.19)
From Remark 3 and (5.14), we obtain the balance statement(
µ(0) : (ikˆ)2 + ρ(0)ωˆ22
)
w1 · ikˆ = 0, (5.20)
that is satisfied by constant vector w1 thanks to (5.9).
5.3. Second-order corrector. Let χ(3) ∈ (H10(WI))d×d×d be the zero-mean
(i.e.
∫
WI
ρχ(3)φp(0; ·) dx = 0) tensor-valued function satisfying∫
WI
(
G(∇χ(3)+ {I ⊗ χ(2)}′) : ∇φ dx− ∫
WI
G
({∇χ(2)}+ {I ⊗ χ(1)})φ dx
+
∫
WI
1
ρ(0)
{ρχ(1) ⊗ µ(0)}φdx = ωˆ20
∫
WI
ρχ(3)φ dx, ∀φ ∈ H10(WI). (5.21)
One easily verifies that the above equation is uniquely solvable due to (5.15) and
(5.19). With such definitions, (5.13) is solved by w˜3(x) = χ
(3)(x) : (ikˆ)3w0 +(
χ(2)(x) : (ikˆ)2
)
w1 · ikˆ +
(
χ(1)(x) · ikˆ)(w2 · ikˆ2) + w3 : (ikˆ)3φp(0; ·).
To complete the second-order analysis, one must consider the O(4) contribution
to (5.5) which reads∫
WI
[
G
(∇w˜4 + ikˆw˜3)] · ∇φ dx− ∫
WI
[
G
(∇w˜3 + ikˆw˜2) · ikˆ]φ dx
=
∫
WI
ρ
[
ωˆ20w˜4 + ωˆ
2
2w˜2 + ωˆ
2
4w˜0
]
φ dx, ∀φ ∈ H10(WI).
Taking φ(x) = φp(0;x) in the above equation yields∫
WI
[
Gikˆw˜3
] · ∇φp(0; ·) dx− ∫
WI
[
G
(∇w˜3 + ikˆw˜2) · ikˆ]φp(0; ·) dx
=
∫
WI
ρ
[
ωˆ22w˜2 + ωˆ
2
4w˜0
]
φp(0; ·) dx.
On inserting (5.25)–(5.28) into the above equation, we find that all the terms involving
w1 must vanish because φp(0; ·) has a constant phase, while all the terms containing
w3 are necessarily trivial due to (5.15) and (5.19). As a result, we obtain(
µ(2) : (ikˆ)4+ρ(2) : (ikˆ)2 ωˆ22+ρ
(0)ωˆ24
)
w0+
(
µ(0) : (ikˆ)2+ρ(0)ωˆ22
)
w2 : (ikˆ)
2 = 0, (5.22)
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where
ρ(2) = αp 〈ρχ(2)φp(0; ·)〉 = 0, (5.23)
µ(2) = αp
〈{G(∇χ(3) + I ⊗ χ(2))φp(0; ·)} − {Gχ(3) ⊗∇φp(0; ·)}〉. (5.24)
From (5.22) and (5.9), we also find that
µ(2) : (ikˆ)4 + ρ(0)ωˆ24 = 0.
With the following lemma, we synthesize the results of asymptotic expansion.
Lemma 5.1. The truncated Taylor series expansions (5.1) and (5.2) are given
respectively by
w˜0(x) = w0φp(0;x), (5.25)
w˜1(x) = χ
(1)(x) · ikˆw0 +w1 · ikˆφp(0;x), (5.26)
w˜2(x) = χ
(2)(x) : (ikˆ)2w0 + χ
(1)(x)⊗w1 : (ikˆ)2 + w2 : (ikˆ)2φp(0;x), (5.27)
w˜3(x) = χ
(3)(x) : (ikˆ)3w0 + (χ
(2)(x) : (ikˆ)2)w1 · ikˆ
+χ(1)(x) · ikˆ(w2 : (ikˆ)2) +w3 : (ikˆ)3φp(0;x), (5.28)
and
ωˆ20 = ω
2
p(0), ωˆ
2
2 = −
µ(0)
ρ(0)
: (ikˆ)2, ωˆ24 =
1
ρ(0)
({ρ(2)
ρ(0)
⊗ µ(0)} − µ(2)) : (ikˆ)4, (5.29)
where constants w0, w1 solving (5.20), and w2 solving (5.14) satisfy the necessary
conditions
w0 = 1, (5.30)
ikˆ · (w1 −w1) = 0, (5.31)
(ikˆ)2 :
[
(w2 +w2)− (w1 ⊗w1)− 〈ρχ(1) ⊗ χ(1)〉
]
= 0; (5.32)
χ(1) is given by (5.7); ρ(0) and µ(0) are given by (5.11); χ(2) is given by (5.12); ρ2 and
µ(2) are given by (5.24), and χ(3) is given by (5.21).
We will show shortly that the necessary conditions (5.30)–(5.32) are sufficient to
derive the second-order asymptotic model.
Proof. From the analysis in Sections 5.1–5.3, we see that (5.25)–(5.28) apply
with w0 = 1, and
ωˆ20 = ω
2
p(0), ωˆ
2
2 = −
µ(0)
ρ(0)
: (ikˆ)2, ωˆ24 = −
µ(2)
ρ(0)
: (ikˆ)4. (5.33)
Now we demonstrate (5.31) and (5.32) by the normalization of eigenfunctions.
Specifically, the normalization of φp(kˆ;x) yields∫
Td
ρ(x)φp(kˆ;x)φp(kˆ;x) dx = 1.
From the asymptotic expansion of φp according to (5.1), we find that the O() term
gives
ikˆ · (w0w1 − w0w1)ρ(0) = ikˆ|w0|2 ·
(
ρ(1) − ρ(1)) = 0,
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and hence
ikˆ · (w1 −w1) = 0.
Similarly, the O(2) term gives
(ikˆ)2 :
[
(w2 +w2)− (w1 ⊗w1)− 〈ρχ(1) ⊗ χ(1)〉
]
= 0,
which completes the proof.
6. Main result of the second-order homogenization. Let us first recall the
key results established so far. As shown in Theorem 4.1, u−u(p) does not contribute to
the second-order approximation of u. Consequently, the second-order approximation
of u is given by that of u(p) specified in (4.11).
To expand (4.11), we substitute the asymptotic expansion of φp(kˆ; ·) given
by (5.1) and Theorem 5.1 in order to simplify the norm (4.12). We first calculate
〈ρφp(0; ·)φp(kˆ; ·)〉φp(kˆ; ·)
=
[
〈ρφp(0; ·)φp(0; ·)〉
(
w0 + w1 · ikˆ + 2w2 · (ikˆ)2
)] · [w0φp(0; ·)
+χ(1)·ikˆw0+w1·ikˆφp(0; ·)+2χ(2) : (ikˆ)2w0 + 2χ(1)⊗w1 : (ikˆ)2 + 2w2 : (ikˆ)2φp(0; ·)
]
= |w0|2φp(0; ·) + 
(
|w0|2χ(1) · ikˆ + (−w0w1 + w0w1) · ikˆφp(0; ·)
)
+2(ikˆ)2 :
(
(w2w0+w2w0)φp(0; ·)−w1⊗w1φp(0; ·)+(−w0w1+w0w1)⊗χ(1)+|w0|2χ(2)
)
.
Using the necessary conditions (5.30) – (5.32), we can simplify the above equation as
〈ρφp(0; ·)φp(kˆ; ·)〉φp(kˆ; ·)
= φp(0; ·) + ikˆ · χ(1) + 2(ikˆ)2 :
(
〈ρχ(1) ⊗ χ(1)〉φp(0; ·) + χ(2)
)
. (6.1)
Now we are ready to derive the asymptotic model for u(p). The leading-order approx-
imation of u(p) according to (4.11) is easily obtained by the leading-order asymptotic
in (5.2) (with ωˆ22 given by (5.29)) and by setting  = 0 in (6.1), namely
u(p)(x) =
1
(2pi)d/2
∫
Y
〈ρφp(0; ·)φp(kˆ; ·)〉F (kˆ)eikˆ·xφp(kˆ;x)
−µ(0)
ρ(0)
: (ikˆ)2 − Ωˆ2
dkˆ
≈ 1
(2pi)d/2
∫
Y
φp(0; ·)F (kˆ)eikˆ·x
−µ(0)
ρ(0)
: (ikˆ)2 − Ωˆ2
dkˆ := u(p)0 (x), (6.2)
As a result, the leading order approximation of U (p) is given by
U (p)0 (r) := u
(p)
0 (r/) = φp(0; r/)W0(r), (6.3)
where the envelope function W0 reads
W0(r) :=
1
(2pi)d/2
∫
Y
F (kˆ)eikˆ·r
−µ(0)
ρ(0)
: (ikˆ)2 − Ωˆ2
dkˆ
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and satisfies the field equation
µ(0) :∇2W0(x) + ρ(0)Ωˆ2W0(x) = −ρ(0)F−1[F ](x). (6.4)
Analogously, from (4.11) and (6.1) the first-order approximation of u(p) can be
computed as
u(p)1 (x) :=
1
(2pi)d/2
∫
Y
F (kˆ)eikˆ·x
−µ(0)
ρ(0)
: (ikˆ)2 − Ωˆ2
(
φp(0; ·) + ikˆ · χ(1)
)
dkˆ
= φp(0;x)W0(x) + χ
(1)(x) · ∇xW0(x). (6.5)
This gives the first order approximation of U by
U1(r) := u(r/) = φp(0; r/)W0(r) + χ
(1)(r/) · ∇rW0(r). (6.6)
From (4.11) and (6.1), we similarly find the second-order approximation of u(p)
as
u(p)2 (x) :=
1
(2pi)d/2
∫
Y
(φp(0;x) + ikˆ · χ(1) + 2(ikˆ)2 :(〈ρχ(1)⊗ χ(1)〉φp(0;x) + χ(2))
−µ(0)
ρ(0)
: (ikˆ)2 + 2 1
ρ(0)
({ρ(2)
ρ(0)
⊗ µ(0)} − µ(2)): (ikˆ)4 − Ωˆ2 · F (kˆ)eikˆ·x
)
dkˆ
= φp(0;x)W2(x) + χ
(1)(x) · ∇xW2(x) +
(
〈ρχ(1) ⊗ χ(1)〉φp(0;x) + χ(2)(x)
)
:∇2xW2(x),
(6.7)
where the envelope function W2 is given by
W2(r) :=
1
(2pi)d/2
∫
Y
F (kˆ)eikˆ·r
−µ(0)
ρ(0)
: (ikˆ)2 + 2 1
ρ(0)
({ρ(2)
ρ(0)
⊗ µ(0)} − µ(2)) : (ikˆ)4 − Ωˆ2 dkˆ (6.8)
and satisfies the field equation
µ(0) : ∇2rW2(r) + 2
(
µ(2) − {ρ
(2)
ρ(0)
⊗ µ(0)}) : ∇4rW2(r) + ρ(0)Ωˆ2W2(r)
= −ρ(0)F−1[F ](r). (6.9)
We then obtain the second order approximation of U (p) as
U (p)2 (r) := u(r/) = φp(0; r/)W2(r) + χ
(1)(r/) · ∇rW2(r)
+2
(
〈ρχ(1) ⊗ χ(1)〉φp(0; r/) + χ(2)(r/)
)
: ∇2rW2(r). (6.10)
Now let us summarize. We recall that the driving frequency Ω, specified by (3.1)–
(3.2) and featuring parameter Ωˆ = O(1), belongs to a band gap; (k, ωp(k)) is the pth
branch of the dispersion relationship, and φp(k; ·) is the corresponding eigenfunction
given by (2.10); the effective coefficients ρ(0) and µ(0) are given by (5.10) and (5.11);
ρ2 and µ
(2) are given by (5.23) and(5.24), and the tensor-valued functions χ(1),χ(2),
and χ(3) are given respectively by (5.7), (5.12), and (5.21).
Theorem 6.1. Let the source term f in (1.1) be given by Assumption 1 (designed
to generate the long-wavelength motion), and let the driving frequency Ω reside within
a band gap according to (3.1)–(3.2). The leading-order (U0 = U
(p)
0 ), first-order (U1 =
U (p)1 ), and second-order (U2 = U
(p)
2 ) asymptotic approximations of the solution U to
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(1.1) are given respectively by (6.3)–(6.4), (6.4)–(6.6), and (6.9)–(6.10). In particular,
we have
‖U − U0‖L2(Rd) = O(), ‖U − U1‖L2(Rd) = O(2), ‖U − U2‖L2(Rd) = O(3).
Remark 4. By projecting U0(r), U1(r), and U2(r) onto φp(0; r/) (with weight
ρ(r/)), one obtains the corresponding effective field equations that describe the leading-
order, first-order, and second-order effective i.e. “mean” wave motions, respectively.
It can be shown that those effective field equations agree with those obtained via formal
two-scale homogenization, both in low- and high-frequency cases.
7. Numerical examples. Consider the wave motion (3.4) with d = 2 in a
periodic medium depicted in Fig. 7.1(a), whose unit (Wigner-Seitz) cell (2.1) contains
centric circular inclusion of radius a = 0.3, see Fig. 7.1(b). The coefficients inside the
unit cell are given by
(G(x), ρ(x)) =
{
(G1 = 1, ρ1 = 1), ‖x‖ > a,
(G2 = 6, ρ2 = 20), ‖x‖ < a.
Fig. 7.1(c) and Fig. 7.1(d) plot respectively the first Brillouin zone and the bend
diagram for the problem ( = 1, first 14 branches) that features three complete band
gaps. Without loss of generality, we take the excitation “frequency” as ω = i, i.e.
ω2 = −2, that (i) formally resides inside a band gap (2.14), and (ii) admits asymptotic
representation (3.5) with p = 1 and σ = −1. In the context of Assumption 1, we
consider the source term (3.11) with p = 1 and
F (kˆ) =
1
2
√
pi
e−
‖kˆ‖2
4 . (7.1)
In essence, the body force f(x) stemming from (3.11) and (7.1) corresponds to a
Gaussian distribution modulated by the product of the eigenfunction φ1(0,x) and
the mass density ρ(x), whose standard deviation is O(−1) and whose amplitude
decays exponentially in time as e−t. In the wavenumber-frequency space (described
by the bend diagram), the body force “triggers” the acoustic branch (k, ω1(k)) near
the origin k = 0.
In what follows, we compare an “exact” (numerically computed) response of the
medium due to (3.11) with its leading-, first-, and second-order asymptotic approx-
imations for different values of . To this end an “exact” solution is obtained, for
each , via the finite element platform NGSolve [27], where R2 is approximated by a
square domain
DN = [−(N + 0.5), (N + 0.5)]× [−(N + 0.5), (N + 0.5)]
containing 2N × 2N unit cells. This domain is discretized using finite elements of or-
der 3 and maximum size h1 = 0.01125, assuming the homogenous Dirichlet boundary
conditions along its boundary ∂DN. The leading-, first- and second-order approxima-
tions of the solution are evaluated on a 64N × 64N grid of points GN, by integrating
numerically the expressions (6.2), (6.5) and (6.7) (with p = 1), after a change of
variable kˆ → k = kˆ, in MATLAB over the first Brillouin zone, used to approxi-
mate Y = R2 thanks to the strong exponential decay of F (−1kˆ). The eigenfunction
φ1, cell functions χ
(1),χ(2),χ(3) and effective coefficients ρ(0),µ(0) and µ(2) featured in
20
⇢1, G1
<latexit sha1_base64="D2x5RpTT yrA/HwWEg69HK1wr6mg=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBg5TdK uix6EGPFewHtsuSTbNtaDZZkqxQlv4LLx4U8eq/8ea/MW33oK0PBh7vzTAz L0w408Z1v53Cyura+kZxs7S1vbO7V94/aGmZKkKbRHKpOiHWlDNBm4YZTju JojgOOW2Ho5up336iSjMpHsw4oX6MB4JFjGBjpceeGsrAO7sNvKBccavuDG iZeDmpQI5GUP7q9SVJYyoM4Vjrrucmxs+wMoxwOin1Uk0TTEZ4QLuWChxT 7WeziyfoxCp9FEllSxg0U39PZDjWehyHtjPGZqgXvan4n9dNTXTlZ0wkqaG CzBdFKUdGoun7qM8UJYaPLcFEMXsrIkOsMDE2pJINwVt8eZm0alXvvFq7v6 jUr/M4inAEx3AKHlxCHe6gAU0gIOAZXuHN0c6L8+58zFsLTj5zCH/gfP4Ab 3uQGg==</latexit>
⇢2, G2
<latexit sha1_base64="c4GJLfNP RAE6BYwCDN+N4Rzgao4=">AAAB8XicbVBNSwMxEJ2tX7V+VT16CRbBg5TdK uix6EGPFewHtsuSTbNtaDZZkqxQlv4LLx4U8eq/8ea/MW33oK0PBh7vzTAz L0w408Z1v53Cyura+kZxs7S1vbO7V94/aGmZKkKbRHKpOiHWlDNBm4YZTju JojgOOW2Ho5up336iSjMpHsw4oX6MB4JFjGBjpceeGsqgdnYb1IJyxa26M6 Bl4uWkAjkaQfmr15ckjakwhGOtu56bGD/DyjDC6aTUSzVNMBnhAe1aKnBM tZ/NLp6gE6v0USSVLWHQTP09keFY63Ec2s4Ym6Fe9Kbif143NdGVnzGRpIY KMl8UpRwZiabvoz5TlBg+tgQTxeytiAyxwsTYkEo2BG/x5WXSqlW982rt/q JSv87jKMIRHMMpeHAJdbiDBjSBgIBneIU3RzsvzrvzMW8tOPnMIfyB8/kDc oeQHA==</latexit>
2a
Fig. 7.1. (a) Periodic medium (1.2) with circular inclusions; (b) unit cell of periodicity (2.1);
(c) first Brillouin zone (2.2); (d) bend diagram including the first 14 dispersion branches (band gaps
are shaded). The normalization parameters are k0 = pi and ω0 =
√
G1/ρ1.
the approximations’ expressions are evaluated using NGSolve by discretizing the unit
cell with elements of order 5 and maximum length h2 = 0.0075. The first eigenfunc-
tion φ1(0,x) as well as the components of the affiliated cell functions χ
(1) and χ(2)
are shown in Fig. 7.2.
Here it should be noted that the perturbation parameter  physically signifies
the amount of “foray” into the band gap, whereby larger values of  inherently yield
faster (exponential) decay of the solution away from the source of disturbance, f(x).
In terms of numerical simulations, this is the key alleviating factor that allows us
to approximate the wave motion in R2 with that in DN with homogeneous Dirichlet
boundary conditions. In this vein, the response of the medium is computed over
D25 for  = 0.25, and over D20 for  = 0.375 and  = 0.5. We also remark that
the computation numerical responses for <0.25 was not feasible owing to excessive
computational effort, in terms of larger values of N , required to achieve sufficiently
accurate numerical approximation of the wave motion in R2.
Fig. 7.3 plots the distribution over DN of f(x), u(x) and um(x) (m = 0, 1, 2)
for all three values of the perturbation parameter, namely  ∈ {0.25, 0.375, 0.5}. An
overall agreement between the solutions is evident from the display, as is the increase
in fidelity of asymptotic approximation with the order of expansion. A detailed com-
parison is provided in Fig. 7.4 and Fig. 7.5, which plot the variations of u and um
versus x = (x, y0 = const.) for  = 0.25 and  = 0.5, respectively. From the displays,
we observe that all three approximations provide the same rate of decay as the exact
solution; however, the fine solution detail in the vicinity of the peak load (x ≈ 0) is
accurately approximated only by higher-order models.
For a better insight into the convergence of the asymptotic models um(x), we
next consider the relative approximation errors e(m)M (m = 0, 1, 2) given by
e(m)M () =
‖um − u‖L2(DM-0.5)
‖u‖L2(DM-0.5)
, (7.2)
where M 6 N . The domain integrals featured in (7.2) are evaluated numerically by
sampling the reference “exact” solution u and its approximations um over grid GM.
The values of e(m)M () inherently depend on M , and were found to numerically converge
at M = 15 for all three values of the perturbation parameter,  ∈ {0.25, 0.375, 0.5}.
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Fig. 7.6 illustrates the observed scaling of e(m)M (), on the log-log scale, over this limited
range of the perturbation parameter. Specifically, we find that the apparent linear
trends (indicated by dashed lines) have slopes e(0)15 = O(
1.11), e(1)15 = O(
2.00) and
e(2)15 = O(
3.06), which is in good agreement with the expected result limM→∞ e
(m)
M =
O(m+1) due to Theorem 6.1.
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Fig. 7.2. Variation of eigenfunction φ1(0,x) and components of the affiliated cell functions
χ(1)(0,x) and χ(2)(0,x) over the unit cell of periodicity (2.1).
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Fig. 7.3. Variation of the source term f(x), “exact” solution u(x), and its approximations
um(x) (m=0, 1, 2) over: (a) domain D10 for  = 0.25, (b) domain D7 for  = 0.375, and (c) domain
D7 for  = 0.5. The color scale used for f is different from that used for u and um.
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Fig. 7.4. “Exact” solution, u, of the periodic medium ( = 0.25) versus asymptotic approxima-
tions um (m=0, 1, 2) along line x = (x, y0) for: (a) y0 = 0.5 and (b) y0 = 1.75. In each panel, the
inserts provide magnified detail of the responses.
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Fig. 7.5. “Exact” solution, u, of the periodic medium ( = 0.5) versus asymptotic approxima-
tions um (m=0, 1, 2) along line x = (x, y0) for: (a) y0 = 0.5 and (b) y0 = 1.75. In each panel, the
inserts provide magnified detail of the responses.
8. Summary. In this investigation we establish a convergent, second-order asymp-
totic model of the high-frequency, low-wavenumber wave motion in a highly-oscillating
periodic medium driven by a source term. Within this framework, the driving fre-
quency is further assumed to reside inside a band gap, while the source term is
restricted to a class of functions which generate the long-wavelength motion. We
first use the Bloch transform to formulate an equivalent variational problem in the
unit (Wigner-Seitz) cell. By investigating the source term’s projection onto certain
periodic functions, we establish a convergent, second-order homogenized model via
asymptotic expansionexpansion of (i) the nearest dispersion branch, (ii) germane (low-
wavenumber) eigenfunction, and (iii) the source term. A set of numerical results is
included to illustrate the utility of the homogenized model in representing, with high
fidelity, both macroscopic and microscopic features of the exact wave motion, and to
demonstrate the obtained convergence result.
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