The Kontsevich-Penner model, an Airy matrix model with a logarithmic potential, may be derived from a simple Gaussian two-matrix model through a duality. In this dual version the Fourier transforms of the n-point correlation functions can be computed in closed form. Using Virasoro constraints, we find that in addition to the parameters t n , which appears in the KdV hierarchies, one needs to introduce here half-integer indices t n/2 . The free energy as a function of those parameters may be obtained from these Virasoro constraints. The large N limit follows from the solution to an integral equation. This leads to explicit computations for a number of topological invariants.
Introduction
In some recent articles [1, 2, 3, 4, 5] , we have discussed a relationship between the Airy matrix model (Kontsevich model) and a Gaussian random matrix theory with an external source. The free energy for higher Airy matrix models (degree more than three) is the generating function for the intersection numbers of the moduli space of p-spin curves [6, 7, 8] . We have shown that the Fourier transform of the n-point correlation function of the Gaussian random matrix is also a generating function of these intersection numbers with n-marked points [3, 4] . The reason for this remarkable agreement is a duality for expectation values of characteristic polynomials [2] .
It is interesting to extend this duality to the case of the c = 1 [9] matrix model, i.e. models dealing with a 1D chain of coupled matrices, and to understand the meaning of the topological invariants. In [4] , we have shown that the time dependent random matrix theory, is equivalent to a two-matrix model. These matrices are N × N and one considers correlation functions involving k 1 points for the first matrix, and k 2 for the second. After duality, we have shown that the edge scaling limit is an Airy matrix model with a logarithmic potential where B is a k 1 × k 1 Hermitian matrix, and k 2 is the number of characteristic polynomials in the two-matrix model [4] . In section 2, we recall the derivation of (1.1). This Airy matrix model with a logarithmic potential, the so called KontsevichPenner model, and its generalization to higher Airy matrix model (degree larger than three) have been discussed in the literature. For the general (p + 1)-valent vertex model V (B) = B p+1 /(p + 1), the partition function Z = dBe trV (B)+ktrlogB+trBΛ (1.2) was considered by Mironov et al [10] , in particular for small Λ, through character expansions. The parameter Λ separates (i) the strong coupling and (ii) the weak coupling regions. The transition between (i) and (ii) is similar to the Brézin-Gross-Witten transition [11, 12] in the unitary matrix model. Indeed, it can be shown that the partition function Z in (1.2) with p = −2 is equivalent to the unitary matrix model (see Appendix B). For p = 1, it has been studied in [13, 14] . The model (1.2) has been considered with polynomial vertices
as a generating function of tachyon amplitudes in the c=1 string theory [15, 16, 17] . The existence of a two dimensional black hole [19, 20, 40] has been discussed in related matrix models. We also note that some time evolution problems, such as crystal growth or non-intersecting random walks, share interesting universal features described by the edge singularity of a random matrix theory [21, 22, 23, 24, 25, 26] . In this paper, in view of these interesting applications, we study the Airy matrix model, and higher Airy matrix models, with a logarithmic potential, in detail. We first obtain the Virasoro constraints for the partition function Z of (1.1) ; this gives a series expansion in terms of the parameters t n = trΛ −n− 1 2 , constructed from the source matrix Λ. The parameters t n characterize the intersection numbers of the moduli space of curves and the KdV hierarchies, following Witten's well-known conjecture [7, 8] . The Virasoro constraints are derived from the equations of motion for this matrix model. The remarkable difference with the Kontsevich model [30] is that the equation of motion becomes here a third order differential equation, due to the presence of the logarithmic term. This differential equation leads to the appearance of a new series of parameters t n/2 (n/2 is a half-integer) in addition to the t n (n is an integer) of the KdV hierarchies. It is interesting to analyze the role of these new variables t n/2 , absent from the usual KdV hierarchies. These parameters t n/2 (n/2 half-integer) correspond to the Ramond sector in string theory, decoupled from the Neveu-Schwarz sectors in the Kontsevich model or in the theory of intersection numbers of Riemann surfaces. Parameters similar to t n/2 appear also in the antisymmetric Gaussian random matrix theory [27] .
In the large N limit the equation of motion leads to a Riemann-Hilbert integral equation. We have verified the consistency of the solution with the results derived from the Virasoro constraints. The free energy is expressed through the parameters t n and t n 2 . Starting from the duality relation between the Gaussian two-matrix and the Kontsevich-Penner model, we consider the Fourier transform of the correlation functions in the two-matrix model. The terms t n 2 are generated by the correlations between the edge of the spectrum and the bulk. The edge behavior and the bulk behavior obey different scaling laws. This paper is organized as follows; in section 2, we recall how a logarithmic potential is generated from a duality relation for characteristic polynomials in the Gaussian two-matrix model. In section 3, the equations of motion are derived for the Kontsevich model (p=2) with a logarithmic potential. The Virasoro constraints are obtained, as differential equations for t 0 , t1 2 and t 1 . From these differential equations, we construct the series expansion of the free energy F in terms of the t n and t n 2 . In section 4, the integral equation (Riemann-Hilbert problem) is solved for the Airy matrix model with a logarithmic potential. In section 5, we discuss the replica method which provides explicit results for one marked point. The corresponding correlation function of the two-matrix model is discussed and the result of its Fourier transform is compared with the result of the free energy obtained from Virasoro constraints. The section 6 is devoted to discussions. The formula which expresses the p-th derivatives with respect to the external source matrix Λ in terms of its eigenvalues is presented in the appendix A. In Appendix B, the equivalence between the unitary matrix model with an external source and (p = −2)-higher Airy matrix model with a logarithmic potential is briefly sketched.
A logarithmic potential
For the one-matrix model, we have shown that the Kontsevich model is related to a matrix model at the edge of its spectrum, through a duality relation and the replica method. For the mathematical definition of the intersection numbers of the moduli space of curves, we refer to [8] . It involves an integration over the compactfied moduli spaceM g,n with genus g and nmarked points,
where c 1 is the first Chern class and L i is a cotangent line bundle at the i-th marked point. This definition of the intersection numbers has been generalized [6] to the moduli space of p-spin curves. The intersection numbers have now an additional spin-index like in τ n,j , in which j takes values from 0 to p − 1. They are defined by
where c D (V) is a D-dimensional top Chern class of the vector bundle V,
There is a cover of Riemann surface, and the line bundle L has p roots,
where T is isomorphism class. There are (p − 1) roots corresponding to the Neveu-Schwarz sector and one to the Ramond sector in string theory. These intersection numbers with spin indices may be computed from the p-th higher Airy matrix model. Non-vanishing intersection numbers satisfy the condition,
In the limit p → −1 the top Chern class becomes the Euler characteristics with marked points. In this case, the higher Airy matrix model reduces to the Penner model (logarithmic potential), from which one computes the Euler characteristics χ g,n [37, 38] . In this section, we will discuss the duality between the Kontsevich model with a logarithmic potential (1.1) and the Gaussian two-matrix model with an external source.
In previous papers [4, 29] , we have discussed the time dependent (c = 1) Gaussian random matrix theory. We have shown that the correlation function at two different times is equivalent to the correlation function of a two-matrix model with the following probability distribution,
We consider the correlation function F k 1 ,k 2 of characteristic polynomials, which is defined by the (k 1 + k 2 )-point correlation function,
where the average < · · · > is computed with the distribution P in (2.5). Let us briefly review how this correlation function reduces to the Kontsevich model with a logarithmic potential [4] . This F k 1 ,k 2 is expressed as a Grassmann integral over ψ α (α = 1, ..., k 1 ), χ β (β = 1, ..., k 2 ),
The integration over the matrices M 1 and M 2 in then easy with the Gaussian distribution (2.5). It yields quartic terms in ψ and χ. These terms may be expressed as integrals over Hermitian matrices B 1 , B 2 and complex matrices
Note that we have traded the integrations over N × N matrices by integrals over matrices whose sizes are given by k 1 and k 2 . One can then integrate out the Grassmann variables ψ and χ, and F k 1 ,k 2 is expressed as
(2.10)
We have assumed that the external source matrices A 1 and A 2 are multiple of the identity A 1 = a 1 · I, A 2 = a 2 · I. Introducing the diagonal matrices Λ 1 and
we obtain
We now restrict ourselves to a 2 = 0. From the expression of X, we have
If we take a 
Given the factor N in the exponent, the edge scaling limit under consideration corresponds to
in the large N limit, since the quadratic term in B 2 does not vanish. In this limit most terms disappear ; for instance
is negligible. Then, in the large N limit (2.16), after dropping the negligible terms, we obtain
(2.18) Since the matrix B 2 is decoupled, we can integrate it out. Then, dropping the contribution from the integral over B 2 , we find
where we have absorbed the powers of N in a rescaling.
We may now integrate out the matrices D and D † (D is a k 1 ×k 2 complex matrix); this yields a one matrix integral with a logarithmic potential,
where B 1 is a k 1 × k 1 Hermitian matrix. If we chose the replacement B 1 → −iB, we obtain the model (1.1).
Virasoro constraints
The Kontsevich model with a logarithmic potential,
in which B is an Hermitian P × P matrix (we have replaced k 1 by P and k 2 by k). satisfies the trivial equations of motion,
from which one obtains readily
Since Z is a function of the eigenvalues λ i of Λ, one can trade this for differential equations in terms of these eigenvalues (see appendix A),
The zero-th order contribution for large Λ, is obtained from the shift B → B + Λ 1 2 ; then keeping only the terms which grow for large Λ one finds
In the limit λ i → ∞, the partition function reduces to Z 0 . Therefore, the partition function Z may be expressed as
where g has an expansion in inverse powers of √ λ :
The Virasoro constraints (3.4) lead to a sequence of equations, which fix the coefficients of the terms λ − n 2 c . Let us thus write the Virasoro constraints in terms of the function g of (3.6). For this purpose, we have to substitute Z 0 into (3.4). The resulting equations are cumbersome. To avoid complicated and long expressions, we take the simple case of P = 2. Although this simple case is manifestly not sufficient to determine the expansion in terms of the t n , it is instructive and useful also for arbitrary P as shown below. Then for P = 2, the equations (3.4) become
Using Z = Z 0 g, we obtain the equations for g,
where
(3.14)
We now return to general P (not simply P = 2) and define the parameters t n as
in which n takes both integer and half-integer values ( n = 0, , · · · ). Note that only integers appear in the Kontsevich model. The appearance of half-integers is a characteristic of the present model with a logarithmic potential. The derivatives with respect to λ j are replaced by
where n, m, j = 0,
, 2, · · ·.
Returning now to P = 2, at lowest order in the 1/ √ λ 1 expansion, a 1 becomes
This may be expressed in terms of the t n in (3.16) as,
We have considered only the case P = 2, but this simple calculation is enough to determine correctly the coefficients of t 2 0 and t 1 , which are defined as the sum of λ n i up to i = P as (3.16). The coefficients a 4 , a 5 , a 6 , a 7 do not appear yet at this order since the multiplications of derivatives in (3.9) give higher orders in λ −1
1 . Then, we obtain the first equation of order λ
Using F = logg, it becomes
For the next order λ −1 1 , we need to evaluate a 1 for N = 3, since the N = 2 results are not sufficient to determine the coefficients of t n which appear in the equation. We obtain
From (3.11),(3.12) and (3.13), we obtain the second equation, involving now a derivative with respect to the t1
The next order is proportional to λ 1 − 3 2 , and we obtain
These equations determine the free energy F = logg as up to order O(λ This expression is consistent with the previous result [4] . Note that the parameters t n with the half-integers n, t1 2 , t3 2 , .., appear together with the coefficients proportional to k. When k goes to zero, the free energy F of (3.30) reduces to the Kontsevich free energy. Another remarkable propertiy of (3.30) is that when k is of order P , many terms are of the same order in the large P limit. The leading order is P 2 which gives genus zero contributions. We will discuss the large P limit in a later section from a different approach based on integral equations.
To express these equations in compact form, it is convenient to introduce the differential operators J (k) n , obtained as follows [31] .
and
where : · · · : means normal ordering, i.e. pulling the differential operator to the right. Then we obtain
where i, j, k = 1, 2, 3, .... By setting
we find
From (3.34), we have
Then, the first equation for the Virasoro constraints is expressed by
The second equation becomes
The third equation is expressed by
The differential operator J 
n and the spin non-zero equation of motion is described by J 
Integral equation for the Airy matrix model
For the unitary matrix model the large N limit may be solved by a RiemannHilbert integral equation [11] . We apply here the same technique to the Kontsevich model with a logarithmic potential. When k=0 (the Kontsevich model), the equation of motion reduces to a simpler second order equation. Let us first consider the k = 0 case as an exercise, following [11] .
Changing to the free energy W
(the original Gaussian matrices were N ×N, but the dual matrices are P ×P ), and
Introducing the density of eigenvalues
we consider W as a functional of ρ from which one obtains W a as
The second derivative in (4.1) leads to two terms, but in the large P-limit the leading one is simply w(x) 2 , leading to the integral equation
We define f and F as
Inside the cut z ∈ [a, b],
and for z ∈ [−∞, ∞],
We make the ansatz
From (4.12), in the z → ∞ limit, we find F ∼ 1/z, f (z) ∼ 1/z, and
Since Imw = 0 for z ∈ [−∞, −c], we have from (4.13),
This is equivalent to
Then by dispersion relation, we get
Adding the integral constant z + c 2
, which is determined from the asymptotic behavior of (4.15), we get 4.20) and the parameter c is determined from the condition that there is no pole at z = −c,
Thus we obtain
This function w(x) is indeed a solution of the integral equation (4.7). The square of the second term, the part of the integration in (4.22), cancels with the second term of (4.7), and the parameter c is given by (4.21).
By further integration over ρ(x), we find the free energy W ,
where we used
The parameter c satisfies the saddle point equation for w in (4.23),
and this is consistent with (4.21).
The large P limit of the free energy F in (3.30) is obtained by the scaling λ i ∼ P 2/3 and by taking each sum as order P . The order of t n becomes
(1−n) ) (4.26)
The expansion of c in (4.25) is obtained by the recursive solution with the definition of t n (t n = λ −(
From this equation, c has to be negative, and λ > −c. Therefore, we have only one expansion, the large Λ expansion. The free energy W = logZ in (4.23) is divided into four terms. We expand each term for small c (c is a constant expressed by t n ), 
Inserting the expression of c, we obtain W , which is the sum of these four terms,
The first two terms are logZ 0 in (3.5) and remainings are consistent with the genus zero part of F in (3.30). Up to order 1/λ 3 , only t The free energy F is of order P 2 in the large P limit. From (3.30), we find in the large P limit,
Thus we find
Therefore, we understand that c is the specific heat for the free energy F , when we interprete t 0 as a temperature.
We now consider the Kontsevich model with a logarithmic term (k = 0). The equations of motion in (3.4) are expressed as equations for W and W a , where
In the large P limit, the first and the second terms in (4.32) are negligible.
From (3.4), we express it as
From (4.33), we find in the large x limit,
This is a generalization of (4.15) for k = 0. The equation of (4.33) is a cubic equation. If w(x) has a solution similar to (4.22), the tri-linear terms of ρ has to be cancelled in this cubic equation of w(x). First we check that whether the solution of (4.22) satisfies (4.33) when k = 0. We denote
The solution for k = 0 is
We express the cubic equation of (4.33) in terms of these l x , l y , l z , l s by I 1 + I 2 + I 3 + I 4 + I 5 = 0 (4.37)
Up to the first order of ρ, by adding the contribution I of I 1 , I 2 , I 3 , I 4 , I 5 , we have
where we have used the expression of c given by (4.21). The summation of above ∆I and the second order of ρ in I 1 and I 5 becomes
and this is cancelled by the contribution of I 3 . Thus the contribution up to the second order is cancelled. The terms of the third order of ρ come from I 1 , I 3 and I 5 . There are triple integrals over y, z and s. We symmetrize the integrals over these three variables. Before making the symmetrizations, we note that
(I 1 has symmetric form ).
After symmetrization, these three terms cancel completely (I 1 + I 3 + I 5 = 0). Thus, we see that the equation (4.33) is satisfied by the solution of w(x) in (4.22) when k = 0.
Since the parameter k appears only in terms of order zero of ρ in (4.33), it is easily understood that there is a straightforward solution for k = 0 case, based on the above analysis. Since we have seen the solution of (4.22) satisfies the integral equation of (4.33), we consider the solution (4.22) for k = 0 more carefully, specially the condition for c. Namely, we use the same solution w(x) as before
where we consider that the parameter c is now a function of x, c = c(x). We replace all parameters c by c(x) in (4.48). Since x is fixed in the integral equation, this change from a constant to x-dependence of c does not make any difference. Up to first order in ρ, by putting this w(x) into the part of first order in ρ of (4.33), we have and r.h.s of (4.49) becomes
The last term is transfered to the part of second order in ρ, and we have seen that the second and the third order terms of ρ are cancelled completely. Therefore, we find that
Thus we have the coupled equations,
This w(x) satisfies the integral equation (4.33) and in the large x limit, it satisfies the asymptotic behavior
We obtain the expansion of w(x) for large x from the coupled equations in (4.54). By integration over ρ(x) we obtain the free energy W for large λ (x = λ),
which is consistent with logZ 0 in (3.5) and the genus zero part of F in (3.30). When k is sufficient large, we have a solution in which c is positive in (4.54). In this case, we obtain an expansion for small λ.
Intersection numbers in a replica limit
In the case of one matrix model, we have used a duality relation between the Kontsevich model and the Gaussian random matrix model at a critical edge point [1, 2, 3] . More precisely the Fourier transform of the n-point correlation function U(s 1 , ..., s n ) becomes the generating function of the intersection numbers with n-marked points. This n-point correlation function U(s 1 , ..., s n ) has a Cauchy integral representation, which is equivalent to the integral of the first Chern class over the moduli spaceM g,n .
We have shown in section 2, that there exists a similar duality relation between the partition function of the Kontsevich-Penner model (1.1) and the correlations for the Gaussian distribution (2.5). We want to discuss the origin of the terms t n 2 (half-integer) in this section. In the expansion of the free energy F in (3.30), the number of times of appearance of t j is the number of marked points according to the definition of the intersection number in (2.1): In (2.1), n is the number of marked points.
We investigate first the case of one marked point (i.e. a single t j ). This case is obtained from the replica limit for the matrix B in (1.1), namely the limit in which its size P goes to zero. We first make a shift B → B + Λ 1 2 to eliminate the linear term trBΛ,
where B is a P × P Hermitian matrix. The replica limit for B means that we take P → 0 limit, selecting thereby the contribution for one marked point [2, 4] . In this replica limit, the number of eigenvalues λ i also goes to zero, and it becomes not necessary to distinguish them. Therefore, we set Λ = λ · I. Then, the calculation becomes considerably easier. First, we make the rescaling B to B/λ 1/4 . Then the partition function Z in (5.1) becomes
We first neglect the cubic vertex trB 3 . Then, one recovers for Z the same model when p = 1 in (1.2), as was discussed in references [13, 14] . We consider here this same model by the duality plus replica method.
From the duality theorem for characteristic polynomials [2] , the above expression has a dual form, which is an integral over a k × k Hermitian matrix M :
In the limit P → 0, we have (λ = √ 2λ
which is the one-particle Green function G(λ) for the Gaussian random matrix, and the expansion of the inverse ofλ is easily obtained as a moment of M in terms of polynomials of k. By integration of G(λ) aboutλ, we obtain Z,
The Gaussian average < trM 2j > is easily evaluated from the integral representation of U(s) [2] ,
This integral runs over the contour centered at u = 0, and it yields
From these expressions, we obtain
From (5.6) , we express Z of (5.6) in terms of
), by noting
The term 1 4 k 2 t 1 coincides with the term in F of (3.30). The tri-valent term, which we have neglected, couples to the logarithmic term, and also make a contribution as polynomials in k. The exponent exp(−
3 ) is expanded and it gives the contribution in the replica limit P → 0. By the formula of the replica limit, we have nonvanishing average of < i trB d i >. This formula is [2] lim P →0 U(s 1 , ..., s l ) = lim
where σ = s 1 + · · ·+ s l . This provides a generating function for < i trB d i >. From this formula, for instance, we have
Using these values of averages, we are in position to compute the coefficients of the t n terms. We consider the term t5 3 ) term, we find the contributions to order 1 λ 3 from 6 terms. These terms are evaluated by the replica formula (P → 0 limit) of (5.11),
Adding these (i)∼(vi) terms, and noting that we have made a scaling of λ, we obtain as expected the result
for (3.30). We now evaluate the coefficients of t j from the Fourier transform of one-point correlation function U(s). We have shown that the intersection numbers of n-marked point are obatined from the Fourier transforms of npoint correlation function U(s 1 , ..., s n ) [3, 4] . The Kontsevich-Penner model involves two interaction terms trB 3 and trlogB. For the application of U(s 1 , ..., s n ) to this Kontsevich-Penner model, we have to extend the previous duality expression.
Let us return to the duality relation for the one-matrix model, before extending it ; in this one-matrix case the duality reads
in which the l.h.s. consists of Gaussian average in an external matrix source A for Hermitian N × N matrices ; the r.h.s. is also a Gaussian average for Hermitian k × k matrices in an external source Λ (whose eigenvalues are the λ α of the l.h.s. ; the a j are the eigenvalues of A). We also know in closed form the Fourier transform of the n-point correlation function,
Let us consider the one-point function
The r.h.s. of the duality formula (5.16) is also expanded in powers of B,
From this representation we have investigated the (p,1)-model (the (2,1) corresponds to Kontsevich model), which is obtained by specifying appropriately the a j [3] . We consider here a more general situation, in view of encompassing the Kontsevich-Penner model. The (p,q)-model is defined by
This is obtained by imposing the following conditions to the a j ,
where m = 3, 4, ..., q and m = p + 1. These conditions should be understood as holding in the large N limit. These conditions may also be applied to U(s) in (5.18). Then we have
For the application to the Kontsevich-Penner model, we have to take the limit p → −1 and q → 2. Since c p+1 = For the n-point correlation functions, we have similarly
26) The intersection numbers for one-marked point, which are obtained from Z as the coefficients of the linear terms in the t j Z = < τ j > t j + higher degree, (5.27) are derived from U(s) as coefficients of the expansion in powers of s . Apart from notations, in which we have to interchange N to k, and further k → −k, and chose c 3 = 1 3 , Z is then identical to the Kontsevich-Penner model in (1.1). We then have
Therefore we recover from (5.32) and (5.33), the coefficient of s 3 as 1 6 (k + k 3 )s 3 , which yeilds the expected
term in (3.30). We note that the odd powers of k may be obtained systematically by computing a residue at z = 1 in the contour integral (5.29) . For the even powers of k, we have to integrate the logarithmic terms.
The replica formula (5.11) has been derived with a single logarithmic integral, which has a cut for −s < u < 0 [2] . This replica formula corresponds to the k → 0 limit of the(p,q)-model with q = 1 and p = −1, which leads to the intersection numbers with one-marked point. In an appendix, we present the two-point function U(s 1 , s 2 ) for q = 1 and p = −1 as a polynomial in k, consistent with the replica formula for k → 0. From this example, we understand that the contours for the n-point function should encompass all poles. We now consider the two-point case for the Kontsevich-Penner model with two marked points :
) where the contours for u 2 are such that one sums over the three contributions from the poles at u 2 = 0, u 2 = u 1 + s 1 , u 2 = u 1 + s 2 and then the contour for u 1 circles around the origin. This yields , we obtain the terms with two marked points of (3.30).
Thus we find that the terms with n-marked point for the KontsevichPenner model (1.1) are expressed explicitly by the integral formula of U(s 1 , ..., s n ) of (5.26). The Kontsevich-Penner model is the p = −1, q = 2 of the (p,q)-model of (5.21) . Following the same techniques as above we find similarly explicit integral representation of U(s 1 , ..., s n ) for the (p,q)-model with p = −1 and arbitary q.
Discussions
In this paper, we have extended the analysis of our previous paper [4] to the Kontsevich-Penner model. We have derived the Virasoro constraints for this model, and we have obtained the large N solution of the corresponding integral equation. The occurence of parameters t n , with half-integer n, is due to the logarithmic potential. Using the correlation functions of the Gaussian two-matrix model, in a source, with one set of eigenvalues near an edge, and the other one in the bulk of the spectrum, provides the Kontsevich-Penner model.
We have used an explicit integral representation for U(s 1 , ..., s n ) (5.26), which gives then k-dependent coefficients of the free energy F of the KontsevichPenner model. This model turns out to be the special limit p = −1 and q = 2 of a (p, q)-model . The integral representation for U(s 1 , ..., s n ) is valid also for general q with p = −1. The details for such cases is left to future work.
In string theory, the c = 1 matrix model has attracted considerable interest, renewed recently from the D-brane point of view. The tachyon plays a central role in the c = 1 matrix model. In the present study, the partition function for the Kontsevich-Penner model (1.1), is derived from a time dependent Gaussian matrix model, and the role of the t n 2 and k-dependence are clearly understood from the correlation functions of the two-matrix model. Thus, it may shed a light on the c = 1 string theory, FZZT-brane, etc [40] .
Appendix A: formula for p-th derivatives
The matrix Λ has eigenvalues λ 1 , λ 2 , .... and corresponding orthonormal eigenfunctions |φ a . We now consider a perturbation dΛ, (Λ + dΛ) |φ > +|dφ > = (λ + dλ) |φ > +|dφ > (A. 1) and from this equation, we obtain at first order (Λ − λ a )|dφ a > +(dΛ − dλ a )|φ a >= 0 (A.2)
Multiplying < φ a | from the left side, it becomes < φ a |dΛ|φ a >= dλ a (A.3)
In an arbitrary fixed orthonormal basis |b >, it becomes dλ a =< φ a |b >< b|dΛ|c >< c|φ a > (A.4) Therefore, we obtain the first important formula, The formula for the second derivative is obtained by the use of (A.5) and (A.8). The third order differentiation is obtained by repeating the same procedure. We write Γ c by Γ c = ∂ we obtain the expression in terms of eigenvalues Thus we find that unitary matrix model with an external source is similar to the Kontsevich model with a logarithmic potential. There is a phase transition in this unitary matrix model with a critical point at
(B.8)
