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Abstract
The adaptive nonconforming Morley finite element method (FEM) approximates a regular solution to
the von Kármán equations with optimal convergence rates for sufficiently fine triangulations and small
bulk parameter in the Dörfler marking. This follows from the general axiomatic framework with the
key arguments of stability, reduction, discrete reliability, and quasiorthogonality of an explicit residual-
based error estimator. Particular attention is on the nonlinearity and the piecewise Sobolev embeddings
required in the resulting trilinear form in the weak formulation of the nonconforming discretisation. The
discrete reliability follows with a conforming companion for the discreteMorley functions from themedius
analysis. The quasiorthogonality also relies on a novel piecewise H1 a priori error estimate and a careful
analysis of the nonlinearity.
Keywords: von Kármán equations, adaptivity, finite element method, a posteriori error estimate, piecewise
H1 a priori, Morley finite element, nonconforming finite element method, companion operator, medius
analysis, axioms of adaptivity, optimal convergence rate, discrete reliability, quasiorthogonality
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1 Introduction
This paper establishes the optimal convergence rates of an adaptive finite element method for the noncon-
forming Morley approximation to a regular solution of the semilinear von Kármán equations in a bounded
polygonal Lipschitz domainΩ in the plane. The mathematical model describes the deflection u of very thin
elastic plates by a semi-linear system of fourth-order partial differential equations: For a given load function
f ∈ L2(Ω), seek u, v ∈ H2
0
(Ω) such that
∆
2u = [u, v]+ f and ∆2v = −1
2
[u, u] in Ω. (1.1)
Here and throughout the paper, ∆2 denotes the biharmonic operator with ∆2ϕ = ϕxxxx + 2ϕxxyy + ϕyyyy
and [•, •] denotes the von Kármán bracket with [η, χ] = ηxx χyy + ηyy χxx − 2ηxy χxy = cof(D2η) : D2χ
for the co-factor matrix cof(D2η) of D2η (the colon : denotes the scalar product between 2× 2 matrices) for
smooth functions ϕ, η, χ and their partial derivatives ϕxx etc.
The existence of solutions, regularity, and bifurcation phenomena are discussed in [2, 24, 29] and
the references therein. The weak solutions u, v ∈ H2
0
(Ω) to the von Kármán equations (1.1) belong to
H2
0
(Ω) ∩ H2+γ(Ω) with the index of elliptic regularity 1/2 < γ ≤ 1 determined by the interior angles of the
polygonal boundary ∂Ω with γ = 1 if Ω is convex [4].
The major challenges in the numerical analysis of (1.1) are the non-linearity and the higher-order nature
of the equations. The papers [10, 33–35] study the approximation and error bounds for regular solutions
to (1.1) for conforming, mixed, and hybrid FEMs. Meanwhile, nonconforming FEMs [31], a C0 interior
penalty method [5], and discontinuous Galerkin FEMs [19] have been investigated and [18] suggests an
abstract framework for a priori and a posteriori error control applicable to the von Kármán equations.
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Given the reduced elliptic regularity on nonconvex polygons with γ < 1, the convergence for a quasi-
uniform triangulation with (maximal) mesh-size hmax is not better than h
γ
max and adaptive mesh-refining is
mandatory. Little is known in the literature about adaptive finite element methods (FEMs) and their conver-
gence rates for semilinear problems. For particular strictly monotone and Lipschitz continuous operators,
the residuals are similar to their linear relatives with unique exact (resp. discrete solutions) and optimal
convergence rates are known [11, 14, 26]. Besides the p-Laplacian [1], there are merely convergence proofs
(but no optimal rates) for semilinear second-order problems [27]. The other known results are for eigenvalue
problems for the Laplacian or the bi-Laplacian with a perturbation of the right-hand side f := λu in the
exact problem replaced by fh := λhuh on the discrete level. Since f − fh := λu − λhuh is a higher-order
perturbation, the axioms of adaptivity [11, 21] lead to optimal convergence rates for sufficiently small
mesh-sizes.
This paper provides the first rate-optimal adaptive algorithm for the von Kármán equations (1.1). In
the absence of further structural information (e.g., the Rayleigh-Ritz principle for symmetric eigenvalue
problems in [12, 17] or small loads as in [29]) the mesh-size has to be sufficiently small to guarantee the
existence of a unique discrete solution ΨM ∈ V(T) close to Ψ ∈ V. This is achieved in a pre-asymptotic
step of the proposed adaptive algorithmAMFEMby uniformmesh refinements until the mesh-size is smaller
than or equal to some input parameter δ. The standard adaptive FEM with solve, estimate, mark, and refine
applies thereafter with a bulk parameter θ in the Dörfler marking [3, 11, 21, 22, 36]. This paper presents an
adaptive algorithm AMFEM and establishes optimal convergence rates for all sufficiently small positive δ
and θ.
For a triangle T of area |T |, the Morley finite element approximation ΨM := (uM, vM) to (1.1) leads
to a volume residual µ(T ) := |T |(‖ f + [uM, vM]‖2L2(T ) + ‖[uM, uM]‖2L2(T ))1/2. Despite the mesh-size factor
h2
T
= |T |, this volume contribution is not obviously of higher order: The von Kármán equations bracket
[uM, vM]pw with the subscript pw for the piecewise action of the derivatives involves partial derivatives
like ∂2pwuM/∂x2 ∂2pwvM/∂y2. Its L2 norm remains uncontrolled in terms of the discrete functions and their
piecewise H2 norm, while solely the L2 norm of hT∂
2
pwuM/∂x2 ∂2pwvM/∂y2 is controlled via an inverse
estimate. This heuristic argument indicates that, in contrast to the mentioned eigenvalue analysis, the
nonlinear term µ(T ) in the Kármán equations cannot be regarded as a higher-order term and absorbed in the
analysis. This results in additional difficulties in the quasiorthogonality [11, 21]. The remedy in this paper
carefully exploits the precise derivatives of these nonlinearities on the discrete level and requires an a priori
error estimate for the piecewise H1 norm of the error Ψ −ΨM.
The outline of the remaining parts of this paper reads as follows. Section 2 recalls some known
preliminaries about the analysis of the von Kármán equations and tools from the medius analysis of the
Morley FEM. Section 3 presents the a priori error estimates with a novel piecewise H1 norm error estimate.
Section 4 recalls the explicit residual-based error estimator from [18] and introduces the adaptive algorithm
AMFEM for the nonconforming Morley FEM. Section 5 gives details and proofs of stability, reduction,
discrete reliability, and quasiorthogonality. This and [11, 21] guarantee the optimal convergence rates of
the proposed adaptive Morley FEM. The outline is restricted to two space dimensions for the von Kármán
equations are intrinsically two-dimensional, but the arguments apply to higher space dimensions as well.
Standard notation of Lebesgue and Sobolev spaces, their norms, and L2 scalar products applies through-
out the paper such as the abbreviations ‖ • ‖p for ‖ • ‖Lp (Ω) and ‖ • ‖m,p for ‖ • ‖Wm,p (Ω) and the local
(resp. piecewise) version ‖ • ‖m,p,ω := ‖ • ‖Wm,p (ω) (resp. ‖ • ‖m,p,ω,pw) for ω ⊂ Ω etc. and for the
related seminorms. The notation Hs(Ω) (resp. Lp(Ω)) denotes the product space Hs(Ω) × Hs(Ω) (resp.
Lp(Ω) × Lp(Ω)) for s ∈ R (resp. 1 ≤ p ≤ ∞). The triple norm ||| • ||| := | • |H2(Ω) is the energy norm and
||| • |||pw := | • |H2(T) := ‖D2pw • ‖ is its piecewise version with the piecewise Hessian D2pw.
The notation A . B abbreviates A ≤ CB for some positive generic constant C, which depends only on
the initial triangulation Tinit and on the regular solution Ψ; A ≈ B abbreviates A . B . A.
2 Morley FEM for the von Kármán equations
The first subsection is devoted to the mathematical model of the von Kármán equations and is followed by a
subsection on triangulations and discrete spaces. The third subsection recalls interpolation and enhancement
for Morley functions and the fourth collects further preliminaries.
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2.1 The von Kármán equations
Given f ∈ L2(Ω) in a bounded polygonal Lipschitz domain Ω ⊂ R2, the weak formulation of the von
Kármán equations (1.1) seeks u, v ∈ H2
0
(Ω) such that
a(u, ϕ1) + b(u, v, ϕ1) + b(v, u, ϕ1) = ( f , ϕ1)L2(Ω) for all ϕ1 ∈ H20 (Ω), (2.1a)
a(v, ϕ2) − b(u, u, ϕ2) = 0 for all ϕ2 ∈ H20 (Ω). (2.1b)
Here and throughout the paper, for all η, χ, ϕ ∈ H2
0
(Ω) and all Ξ = (ξ1, ξ2),Θ = (θ1, θ2), Φ = (ϕ1, ϕ2) ∈
V := H2
0
(Ω) × H2
0
(Ω) (endowed with the product norm also denoted by ||| • |||) set
a(η, χ) :=
∫
Ω
D2η : D2χ dx and b(η, χ, ϕ) := −1
2
∫
Ω
[η, χ]ϕ dx,
A(Θ,Φ) := a(θ1, ϕ1) + a(θ2, ϕ2),
B(Ξ,Θ,Φ) := b(ξ1, θ2, ϕ1)+ b(ξ2, θ1, ϕ1) − b(ξ1, θ1, ϕ2),
and F(Φ) := ( f , ϕ1)L2(Ω).
The boundedness and ellipticity properties [10, 30] read, for all Θ,Φ ∈ V,
A(Θ,Φ) ≤ |||Θ||| |||Φ|||, A(Θ,Θ) = |||Θ|||2, B(Ξ,Θ,Φ) . |||Ξ||| |||Θ||| |||Φ|||.
The trilinear form b(•, •, •) is symmetric in first two variables and so is B(•, •, •). The vector form of (2.1)
seeks Ψ = (u, v) ∈ V with N(Ψ) = 0 for the nonlinear function N : V →V∗,
N(Ψ;Φ) := A(Ψ,Φ)+ B(Ψ,Ψ,Φ) − F(Φ) = 0 for all Φ ∈ V. (2.2)
Theorem 2.1 (Regularity [4, 32]). Given any f ∈ H−1(Ω) with norm ‖ f ‖−1 = ‖ f ‖H−1(Ω), there exists at
least one solution Ψ to (2.2) and any such Ψ belongs to H2+γ(Ω) ∩ V for some elliptic regularity index
γ ∈ (1/2, 1] with |||Ψ||| . ‖ f ‖−1 and ‖Ψ‖H2+γ (Ω) . ‖ f ‖3−1 + ‖ f ‖−1. 
A solutionΨ to (2.2) is called a regular solution if the Frechét derivative DN(Ψ) ∈ L(V;V∗) of N at Ψ
is an isomorphism. It is also known [29] that for sufficiently small f , the solution is unique and is a regular
solution; but this paper aims at a local approximation of an arbitrary regular solution.
The Fréchet derivative DN(Ψ) = A(•, •) + 2B(Ψ, •, •) of the operator N at the regular solution Ψ is an
isomorphism and this is equivalent to an inf-sup condition
0 < β := inf
Θ∈V
|||Θ |||=1
sup
Φ∈V
|||Φ |||=1
(
A(Θ,Φ)+ 2B(Ψ,Θ,Φ)). (2.3)
Given a regular solution Ψ ∈ V to (2.1) and any g ∈ H−1(Ω) := H1
0
(Ω)∗ (with duality brackets
〈•, •〉H−1(Ω)×H1
0
(Ω)) the dual linearised problem seeks ζ ∈ V with
A(Φ, ζ ) := A(Φ, ζ) + 2B(Ψ,Φ, ζ) = 〈g,Φ〉H−1(Ω)×H1
0
(Ω) for all Φ ∈ V. (2.4)
This problem is well-posed [10, 30] and satisfies, for the same elliptic regularity index γ ∈ (1/2, 1] as in
Theorem 2.1, that
|||ζ ||| . ‖ζ ‖H2+γ (Ω) . ‖g‖−1. (2.5)
(In fact, γ is the same as for the biharmonic operator [4] and is unique throughout the paper).
2.2 Triangulations and discrete spaces
Let Tinit be a regular triangulation of the polygonal domain Ω ⊂ R2 into triangles in the sense of Ciarlet
[6, 23]. Each triangle T associates one of its edges Eref(T ) as its reference edge and Tinit satisfies the initial
condition (IC) in the sense that for each interior edge E = ∂T+ ∩ ∂T− shared by the two neighbouring
triangles T± it holds either Eref(T+) = E = Eref(T−) or Eref(T+) , E , Eref(T−). Any refinement is
defined by succesive bisections of refinement edges, where the refined triangles inherit the refinement edges
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Figure 1: Possible refinements of a triangle T in one level within the NVB. The dashed lines indicate the
refinement edges of the sub-triangles as in [3, 37].
according to Figure 1. The newest vertex bisection (NVB) is described in any space dimension in [37]
and known to generate shape-regular triangulations: In 2D there are at most 8|Tinit | different interior angles
possible in any triangle T ∈ T ∈ T. If there exists a finite number of successive bisections that start with
Tinit (resp. T ) and end with a regular triangulation T (resp. T̂ ), then T is called a admissible triangulation
(resp. T̂ is called admissible refinement of T ); T = T(Tinit) is the set of all admissible triangulations and
T(T ) is the set of all admissible refinements of T ∈ T. This paper concerns two very different subsets of
admissible triangulationsT. Given any 0 < δ < 1, let T(δ) be the set of all triangulations T with mesh-size
hT := |T |1/2 ≤ δ for all triangles T ∈ T with area |T |. Given any N ∈ N0, let T(N) be the set of all
triangulationsT with at most |T | ≤ N + |Tinit | triangles (the counting measure | • | describes the cardinality
here, but denotes the euclidean length or the area at other places).
Given anyT ∈ T, let Pk(T ) denote the piecewise polynomials of degree at most k ∈ N0. Themesh-size
hT ∈ P0(T ) is defined by hT |T := hT := |T |1/2 ≈ diam(T ) in any triangle T ∈ T of area |T |. Let the L2
projection Πk onto the space of piecewise polynomials Pk(T ) of degree at most k act componentwise on
vectors or matrices. The oscillations of f in T read oscm( f ,T) := ‖h2T( f − Πm f )‖ for m ∈ N0. The
associated nonconformingMorley finite element space M(T ) reads
M(T ) :=
{
vM ∈ P2(T )

vM is continuous at the interior vertices and vanishes at the
vertices of ∂Ω;∇pwvM is continuous at the midpoints of
interior edges and vanishes at the midpoints of boundary edges
}
.
The discrete space in the von Kármán equations is V(T) := M(T ) ×M(T ). For all scalars η, χ, ϕ ∈
H2
0
(Ω)+M(T ) and all vectors Ξ = (ξ1, ξ2), Θ = (θ1, θ2), Φ = (ϕ1, ϕ2) ∈ H20(Ω)+V(T), define the discrete
bilinear, linear, trilinear forms by
apw(η, χ) :=
∑
K ∈T
∫
K
D2pwη : D
2
pw χ dx and bpw(η, χ, ϕ) := −
1
2
∑
K ∈T
∫
K
[η, χ]pw ϕ dx,
Apw(Θ,Φ) := apw(θ1, ϕ1)+ apw(θ2, ϕ2), F(Φ) :=
∑
K ∈T
∫
K
f ϕ1 dx, and
Bpw(Ξ,Θ,Φ) := bpw(ξ1, θ2, ϕ1)+ bpw(ξ2, θ1, ϕ1) − bpw(ξ1, θ1, ϕ2).
Notice that Bpw(•, •, •) is well-defined (by the global Sobolev embedding H20 (Ω) ֒→ L∞(Ω) for the last
component) and symmetric with respect to the first two arguments, i.e., Bpw(Ξ,Θ,Φ) = Bpw(Θ,Ξ,Φ) for all
Ξ,Θ,Φ ∈ V̂. The Morley FEM seeks ΨM = (uM, vM) ∈ V(T) such that, for all ΦM ∈ V(T ),
Nh(ΨM;ΦM) := Apw(ΨM,ΦM) + Bpw(ΨM,ΨM,ΦM) − F(ΦM) = 0. (2.6)
The norm on V̂ := V +V(T) is defined by |||Φ|||pw := (|||ϕ1 |||2pw + |||ϕ2 |||2pw)1/2 for all Φ = (ϕ1, ϕ2) ∈ V̂ with
|||ϕj |||2pw := apw(ϕj , ϕj ) and ‖Φ‖21,2,pw := ‖ϕ1‖21,2,pw + ‖ϕ2‖21,2,pw with ‖ϕ‖21,2,pw =
∑
K ∈T
(‖ϕ‖22,K + ‖Dϕ‖22,K ),
defines the piecewise H1 norm for j = 1, 2.
2.3 Interpolation and enhancement
GivenT ∈ Twith themaximalmesh-size hmax and its refinement T̂ ∈ T(T ), define theMorley interpolation
operator IM : H
2
0
(Ω)+M(T̂ ) → M(T ) for any v̂ ∈ H2
0
(Ω)+M(T̂ ) through the degrees of freedom
(IMv̂)(z) = v̂(z) for any vertex z and
∫
E
∂ IMv̂
∂νE
ds =
∫
E
∂ v̂
∂νE
ds for any edge E of T .
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Lemma 2.2 (Morley interpolation [13, 20, 25, 28]). The Morley interpolation operator satisfies (a) the
integral mean property D2pwIM = Π0D
2
pw of the Hessian, (b) the approximation and stability property
h−2K ‖(1 − IM)̂v‖2,K + h−1K ‖Dpw(1− IM)̂v‖2,K . ‖D2pw(1− IM)̂v‖2,K = ‖D2pw v̂‖22,K − ‖D2IMv̂‖22,K for K ∈ T
and v̂ ∈ H2
0
(Ω)+M(T̂ ), and (c) ‖D2pw(1− IM)v‖2 . hγmax‖v‖H2+γ(Ω) for all v ∈ H20 (Ω) ∩ H2+γ(Ω). 
Given a vertex z ∈ N in T ∈ T, the closure of its patch ωz := int (∪T (z)) covers the neighbouring
triangles T(z) in T with the vertex z. Given any triangle K ∈ T with its set of vertices N(K), its patch is
Ω(K) := ∪z∈N(K)ωz and E(Ω(K)) denotes the set of edges E in T with dist(E ,K) = 0.
Lemma 2.3 (Companion operator [8, 20, 25]). Given any T ∈ T there exists an enrichment or companion
operator EM : M(T ) → H20 (Ω) such that any vM ∈ M(T ) satisfies
(a) IMEMvM = vM, (b) Π0(vM − EMvM) = 0, (c) Π0D2pw(vM − EMvM) = 0,
(d) |||vM − EMvM |||pw . ‖h−2T (vM − EMvM)‖ . min
v∈H2
0
(Ω)
|||vM − v |||pw, and
(e)
2∑
m=0
h2m−4K |vM − EMvM |2Hm(K) .
∑
E∈E(Ω(K))
hE ‖[D2pwvM]E τE ‖2L2(E)
. min
v∈H2
0
(Ω)
‖D2pw(vM − v)‖2L2(Ω(K)) for K ∈ T . 
Remark 2.1 (consequence). It is an immediate consequence of Lemma 2.3 and Lemma 2.2.c in the end that
|||IMv − EMIMv |||pw . min
w∈V
|||IMv − w |||pw ≤ |||v − IMv |||pw . hγmax‖v‖H2+γ (Ω). (2.7)
holds for any v ∈ H2
0
(Ω) ∩ H2+γ(Ω). A similar estimate can be found in [7, Eq (3.10)].
Remark 2.2 (extension). The enrichment or a companion operator EM is designed in [25] first in terms of
the HCT FEM to derive J1vM ∈ H20 (Ω). In the second step, a linear combination of the squares of the cubic
bubble-functions b2
T
on the triangle T ∈ T is added to define J2vM ∈ H20 (Ω) with the prescribed integral
means to deduce Π0(vM − J2vM) = 0. This can be extended to piecewise polynomials pm(T ) b2T (rather than
R b2
T
for m = 0) to design some J2+mvM ∈ H20 (Ω) with Πm(vM − J2+mvM) = 0 for any m ∈ N0; cf. [15] for
details of a corresponding design for Crouzeix-Raviart finite element schemes.
2.4 Preliminaries
This subsection collects some preliminary lemmas from earlier contributions.
Lemma 2.4 (Bounds for Apw(•, •) [7, Lem. 4.2, 4.3][31, Lem. 4.6]). If Φ, χ ∈ H20(Ω) ∩H2+γ(Ω) and
χM ∈ VM, then (a) Apw(Φ, EMχM − χM) . hγmax‖Φ‖H2+γ (Ω) |||χM |||pw and
(b) Apw(Φ, IMχ − χ) . h2γmax‖Φ‖H2+γ (Ω)‖χ‖H2+γ (Ω). 
The discrete analogs of the global Sobolev embeddings are of frequent relevance and easily derived with
the companions for Morley functions; related results are known [9, Lem. 3.7] for C0 functions.
Lemma 2.5 (discrete embeddings). Given Tinit and 1 ≤ p < ∞, there exist constants Cdea,Cdeb > 0 such
that any v̂ ∈ H2
0
(Ω) +M(T) satisfies (a) ‖v̂‖∞ + ‖v̂‖1,p,pw ≤ Cdea |||̂v |||pw and any vM ∈ M(T) ∪ H20 (Ω)
satisfies (b) ‖vM‖4 ≤ Cdeb |vM |1,2,pw.
Proof. The proof of (a) is included as Lemma 4.7 in [18]. The proof of (b) for vM ∈ M(T̂ ) is based on the
following modification of Lemma 2.3.b. Lemma 2.3.e for K ∈ T̂ and the shape-regularity in step two show
h−1K ‖vM − EMvM‖2,K + |vM − EMvM |1,2,K . h2K |vM |2,2,Ω(K),pw . |hTvM |2,2,Ω(K),pw.
This, the finite overlap of the neighbourhoods (Ω(K) : K ∈ T̂ ) and a piecewise inverse estimate in the last
step results in
‖h−1T (vM − EMvM)‖2 + |vM − EMvM |1,2,pw . |hTvM |2,2,pw . |vM |1,2,pw. (2.8)
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The function EMvM is a piecewise polynomial with respect to some refinement T̂ of T defined by the
subdivision of each K ∈ T into three sub-triangles that consist of one edge and the center mid(K) of T as
in the HCT FEM. Then ‖vM − EMvM‖∞ = ‖vM − EMvM‖L∞(K̂) for at least one K̂ ∈ T̂ and K̂ ⊂ K for some
K ∈ T with 3|K̂ | = |K |. An inverse estimate for the polynomial w := v̂M |K̂ − EMv̂M |K̂ ∈ P6(K̂) reads
‖w‖∞,K̂ ≤ Cinv |K̂ |−1/2‖w‖2,K̂ ≤
√
3Cinv |K |−1/2‖w‖2,K
with a universal constant Cinv (for the shape-regularity of K ∈ T implies that of K̂). This and (2.8) show
‖vM − EMvM‖∞ ≤
√
3Cinv‖h−1T (vM − EMvM)‖2 . |vM |1,2,pw. (2.9)
The global Sobolev imbedding H1
0
(Ω) ֒→ L4(Ω) is continuous (this implies the other assertion for vM ∈
H1
0
(Ω)). Hence ‖EMvM‖4 . ‖EMvM‖1,2 . |EMvM |1,2 from the Friedrichs inequality in the second step.
This, triangle inequalities, the Hölder inequality, and (2.9) lead to
‖vM‖4 ≤ ‖EMvM‖4 + ‖vM − EMvM‖4 . |EMvM |1,2 + ‖vM − EMvM‖∞ . |vM |1,2,pw + |vM − EMvM |1,2,pw.
This and a final application of (2.8) conclude the proof of (b). 
The following bounds apply frequently in the analysis of this paper; those are based on Lemma 2.5 and
the global Sobolev imbedding H2+γ(Ω) ֒→ W2,4(Ω) (the latter requires γ > 1/2).
Lemma 2.6 (bounds for Bpw(•, •, •)). IfΦ ∈ H2+γ(Ω),Θ, χ, ζ ∈ V̂ =V +V(T), and χ̂M ∈ V(T̂ ) for T̂ ∈
T (T ), then (a) Bpw(ζ ,Θ, χ) . |||ζ |||pw |||Θ|||pw |||χ |||pw and (b) Bpw(Φ,Θ, χ̂M) . ‖Φ‖H2+γ (Ω) |||Θ|||pw | χ̂M |1,2,pw.
Proof. (a) The definition of bpw(•, •, •), piecewise Hölder inequalities, and Lemma 2.5.a in the last step
show for scalar test functions φ, θ, χ ∈ H2
0
(Ω) +M(T ) that
2|bpw(φ, θ, χ)| = |
∑
K ∈T
∫
K
[φ, θ]χ dx| ≤ |||φ|||pw |||θ |||pw ‖χ‖∞ ≤ Cdea |||φ|||pw |||θ |||pw |||χ |||pw .
The same arguments show in (b) with φ ∈ H2
0
(Ω) ∩ H2+γ(Ω) and χ̂M ∈ M(T̂ ) that
2|bpw(φ, θ, χM)| ≤ ‖φ‖2,4 |||θ |||pw ‖ χ̂M‖4 ≤ CSCdeb‖φ‖H2+γ (Ω) |||θ |||pw | χ̂M |1,2,pw
with the operator norm CS of the continuous global Sobolev imbedding H
2+γ(Ω) ֒→ W2,4(Ω) and Lemma
2.5.b (with T̂ replacing T ). The application of the above estimates in B(•, •, •) concludes the proof. 
Recall the discrete analog to (2.3) at the regular solution [18] as key in the a priori error analysis.
Theorem 2.7 (discrete inf-sup [18]). Given a regular solutionΨ ∈ H2+γ(Ω) ∩V to (2.2), there exist δ1 > 0
and β1 > 0 such that T ∈ T(δ1) implies
β1 ≤ inf
ΘM∈V(T)
|||ΘM |||pw=1
sup
ΦM∈V(T)
|||ΦM |||pw=1
(
Apw(ΘM,ΦM) + 2Bpw(Ψ,ΘM,ΦM)
)
.  (2.10)
3 A priori error analysis
The a priori energy norm estimates for the Morley FEM for (2.2) can be found in [18, 31]. The subsequent
theorem adds a new piecewise H1 semi-norm a priori error estimate.
Theorem 3.1 (a priori). Given a regular solutionΨ to (2.2), there exist ǫ0, δ0 > 0 (without loss of generality
δ0 < 1) such that, for all T ∈ T(δ0), (a) there exists a unique solution ΨM ∈ V(T ) to (2.6) with
|||Ψ −ΨM |||pw ≤ ǫ0; the solutions Ψ = (u, v) and ΨM satisfy
(b) |||Ψ −ΨM |||pw . |||Ψ − IMΨ|||pw + osc1( f + [u, v],T) + osc1([u, u],T) . hγmax‖Ψ‖H2+γ (Ω),
and (c) |Ψ −ΨM |1,2,pw . hγmax(|||Ψ −ΨM |||pw + oscm( f ,T)) for each m ∈ N0.
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The parts (a) on the existence of ΨM ∈ V(T ) and (b) on the best-approximation in the energy norm are
established in [18, 31]; hence their proof is omitted. The proof of the piecewise H1 error estimate in (c)
depends on the following lemma about the nonlinearity and the companion EMρM from Lemma 2.3 (where
EM acts componentwise).
Lemma 3.2. If Ψ, ζ ∈ H2+γ(Ω) ∩V and ρM ∈ V(T ), then (a) Bpw(Ψ, EMρM − ρM, ζ ) . hγmax‖Ψ‖H2+γ (Ω)
×|||ρM |||pw‖ζ ‖H2+γ (Ω) and (b) Bpw(Ψ, IMΨ −Ψ, ζ ) . hγmax‖Ψ‖H2+γ (Ω) |||Ψ −ΨM |||pw‖ζ ‖H2+γ (Ω).
Proof. The higher smoothness of the test functions in the first and last argument Ψ = (ψ1,ψ2), ζ =
(ζ1, ζ2) ∈ H2+γ(Ω) ∩ V in Bpw(Ψ, χ, ζ ) is combined with an orthogonality for the middle test function
χ := EMρM − ρM in (a) and χ := Ψ − IMΨ in (b) to allow an extra factor hγmax. Lemma 2.3.c in (a) (resp.
Lemma 2.2.a in (b)) proves that χ = (χ1, χ2) has a piecewise second order derivative D2pwχ ⊥ P0(T ;R2×2)
with integral mean zero over each triangle in T . To exploit the consequences, observe that Bpw(Ψ, χ, ζ ) is
a sum of terms of the form
I :=
∫
Ω
(ζk∂abψj ) ∂cd,pw χℓ dx =
∫
Ω
(λkabj −Π0λkabj)∂cd,pwχℓ dx ≤ F1F2
for some indices a, b, c, d, j, k, ℓ ∈ {1, 2} and the abbreviation λkabj := ζk∂abψj ∈ Hγ(Ω) with piecewise
integral means Π0λkabj (the undisplayed sign does not play a role in the estimates below). The integral I
allows for a Cauchy inequality with one factor
F1 := ‖λkabj −Π0λkabj ‖2 ≤ ‖ζk ∂abψj −Π0ζk Π0∂abψj ‖2
(with the inequality from the L2 orthogonality). A triangle inequality, ‖Π0ζk ‖∞ ≤ ‖ζk ‖∞, and ‖ζk −
Π0ζk ‖∞ ≤ hmax |ζk |1,∞ show
F1 ≤ ‖(ζk −Π0ζk ) ∂abψj ‖2 + ‖ζk ‖∞‖∂abψj − Π0∂abψj ‖2
. ‖ζk ‖W 1,∞(Ω)(hmax‖ψj ‖H2(Ω) + hγmax‖ψj ‖H2+γ (Ω))
with a well-known estimate ‖ϕ −Π0ϕ‖2 . hγmax‖ϕ‖Hγ (Ω) for ϕ := ∂abψj ∈ Hγ(T ) [6] in the last step. This
and the global Sobolev embedding H2+γ(Ω) ֒→ W1,∞(Ω) conclude the analysis for the first factor in the
upper bound of the prototype term
F1 . h
γ
max‖Ψ‖H2+γ (Ω)‖ζ ‖H2+γ (Ω).
In case (a), the second factor F2 := ‖∂cd,pw χℓ ‖ ≤ |||χ |||pw = |||EMρM − ρM |||pw is controlledwith Lemma 2.3.d
and v = 0 as F2 . |||ρM |||pw. In the other case (b), F2 ≤ |||χ |||pw = |||Ψ − IMΨ|||pw. Those two estimates and
the previously displayed estimate for F1 result in an upper bound of F1F2 ≥ |I |. The evaluation of all those
contributions of type I concludes the proof of (a) and (b). 
Proof of Theorem 3.1. The proof is by a careful analysis of the perturbations from the nonconforming
functions with the companion operators in a duality argument. The first step is the definition and the
isolation of the crucial term EMρM ∈ V: Let ρM := IMΨ − ΨM ∈ V(T ) and recall EM of Lemma 2.3
(acting componentwise). Triangle inequalities show that
‖Ψ −ΨM‖1,2,pw ≤ ‖Ψ − IMΨ‖1,2,pw + ‖ρM − EMρM‖1,2,pw + ‖EMρM‖1,2,pw . (3.1)
Lemma 2.2.b is followed by the Pythagoras theorem from the best-approximation property of IMΨ to Ψ in
V(T) of Lemma 2.2.a to verify
h−2max‖Ψ − IMΨ‖21,2,pw . |||Ψ − IMΨ|||2pw = |||Ψ −ΨM |||2pw − |||ρM |||2pw. (3.2)
Lemma 2.3.a shows that ρM − EMρM = (IM − 1)EMρM and so Lemma 2.2.b (in a global version) proves the
first inequality in
h−1max‖ρM − EMρM‖1,2,pw . |||ρM − EMρM |||pw . |||ρM |||pw ≤ |||Ψ −ΨM |||pw. (3.3)
The second inequality in (3.3) is the stability from Lemma 2.3.d with v = 0. The last inequality in (3.3)
follows from the Pythagoras theorem in (3.2). This concludes the first step in which (3.1)-(3.3) show
‖Ψ −ΨM‖1,2,pw . hmax |||Ψ −ΨM |||pw + ‖EMρM‖1,2,pw. (3.4)
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The second step focuses on the last term in (3.4) with a duality argument with the solution ζ ∈ V to the
linearized equation (2.4) with g := −∆EMρM ∈ L2(Ω) (EM acts componentwise on ρM and the Laplacian
acts componentwise on EMρM ∈ H20(Ω)) and the regularity ζ ∈ H2+γ(Ω) from (2.5). Recall the linearised
operatorA(•, •) of (2.4) and its piecewise analog Apw(•, •) that replaces A(•, •) (resp. B(•, •, •)) in (2.4)
by Apw(•, •) (resp. Bpw(•, •, •)). This and elementary operations like an integration by parts and elementary
algebra eventually lead to
|EMρM |21,2 = (∇EMρM,∇EMρM)L2(Ω) = (g, EMρM)L2(Ω) = A(EMρM, ζ )
= Apw(EMρM − ρM, ζ ) + 2Bpw(Ψ, EMρM − ρM, ζ ) + Apw(IMΨ −Ψ, ζ )
+ 2Bpw(Ψ, IMΨ −Ψ, ζ ) + Apw(Ψ −ΨM, ζ ) + 2Bpw(Ψ,Ψ−ΨM, ζ )
= Apw(EMρM − ρM, ζ ) + 2Bpw(Ψ, EMρM − ρM, ζ ) + 2Bpw(Ψ, IMΨ −Ψ, ζ )
+ Apw(IMΨ −Ψ, ζ ) + Apw(Ψ −ΨM, ζ − IMζ ) + Apw(Ψ −ΨM, IMζ − EMIMζ )
+ Apw(Ψ −ΨM, EMIMζ ) + 2Bpw(Ψ,Ψ −ΨM, ζ ) =: T1 + · · · +T8.
The eight terms T1, · · · ,T8 are controlled in step three of the proof. Lemma 2.4.a shows
T1 := Apw(EMρM − ρM, ζ ) . hγmax |||ρM |||pw‖ζ ‖H2+γ (Ω) . hγmax |||Ψ −ΨM |||pw‖ζ ‖H2+γ (Ω)
with (3.3) in the end. Lemma 3.2 and (3.3) imply
T2 +T3 = 2Bpw(Ψ, EMρM − ρM, ζ ) + 2Bpw(Ψ, IMΨ −Ψ, ζ )
. h
γ
max‖Ψ‖H2+γ (Ω) |||Ψ −ΨM |||pw‖ζ ‖H2+γ (Ω).
Lemma 2.2.a shows Apw(Ψ − IMΨ, ηM) = 0 = Apw(ηM, ζ − IMζ ) for all ηM ∈ VM. Consequently,
T4 +T5 = Apw(IMΨ −Ψ, ζ − IMζ ) + Apw(Ψ −ΨM, ζ − IMζ ) = 0.
The boundedness of Apw(•, •) and (2.7) result in
T6 := Apw(Ψ −ΨM, IMζ − EMIMζ ) . hγmax |||Ψ −ΨM |||pw‖ζ ‖H2+γ (Ω).
Lemma 2.3.a shows IMEMϕM = ϕM for ϕM ∈ M(T ) and Lemma 2.3.c shows Apw(ΨM, (1− IM)EMIMζ ) = 0.
This and (2.2) (resp. (2.6)) in the end lead to
T7 := Apw(Ψ −ΨM, EMIMζ ) = Apw(Ψ, EMIMζ ) − Apw(ΨM, IMζ )
= F(EMIMζ − IMζ ) − Bpw(Ψ,Ψ, EMIMζ )+ Bpw(ΨM,ΨM, IMζ ).
Lemma 2.3.b shows Π0Θ = 0 for Θ := EMIMζ − IMζ = (1 − IM)EMIMζ . Since the piecewise second
derivatives of ΨM are piecewise constants, Bpw(ΨM,ΨM,Θ) = 0 follows. This and elementary algebra (with
the symmetry of Bpw in the first two components) imply
T7 +T8 = F(Θ)+ Bpw(Ψ −ΨM,Ψ −ΨM, EMIMζ ) + 2Bpw(Ψ −ΨM,Ψ, ζ − EMIMζ ).
The right-hand side consists of three termsT9 +T10 +T11 estimated in the sequel. Recall Π0Θ = 0 and apply
Lemma 2.2.b to verify
T9 := F(Θ) = ( f −Π0 f ,Θ)L2(Ω) . osc0( f ,T)|||Θ|||pw . hγmaxosc0( f ,T)‖ζ ‖H2+γ (Ω)
with |||Θ|||pw . hγmax‖ζ ‖H2+γ (Ω) from (2.7) in the final step. Lemma 2.6.a and Theorem 3.1.b show
T10 := Bpw(Ψ −ΨM,Ψ −ΨM, EMIMζ ) . hγmax‖Ψ‖H2+γ (Ω) |||Ψ −ΨM |||pw |||EMIMζ |||pw.
The stability |||EMIMζ |||pw . |||IMζ |||pw . |||ζ ||| from Lemma 2.3.d and a proves |||EMIMζ |||pw . ‖ζ ‖H2+γ (Ω).
Lemma 2.6.b shows for ζ − EMIMζ ∈ V that
T11 = 2Bpw(Ψ,Ψ−ΨM, ζ − EMIMζ ) . ‖Ψ‖H2+γ (Ω) |||Ψ −ΨM |||pw‖ζ − EMIMζ ‖1,2,pw .
A triangle inequality, Lemma 2.2.b-c, and (2.7) lead to
‖ζ − EMIMζ ‖1,2,pw ≤ ‖ζ − IMζ ‖1,2,pw + ‖IMζ − EMIMζ ‖1,2,pw ≤ h1+γmax‖ζ ‖H2+γ (Ω).
4 ADAPTIVE MESH-REFINEMENT AND THE AXIOMS OF ADAPTIVITY 9
The combination of the aforementioned estimates with 1/2 < γ ≤ 1 results in
T7 +T8 = T9 +T10 +T11 . h
γ
max
(|||Ψ −ΨM |||pw + osc0( f ,T)) ‖ζ ‖H2+γ (Ω).
Step four is the conclusion of the proof. The estimates for T1 to T8 lead to
‖EMρM‖21,2 . hγmax(1+ ‖Ψ‖H2+γ (Ω))
(|||Ψ −ΨM |||pw + osc0( f ,T)) ‖ζ ‖H2+γ (Ω).
Recall (2.5) with ‖ζ ‖H2+γ (Ω) . ‖g‖−1 . ‖EMρM‖1,2, so that
‖EMρM‖1,2 . hγmax(1+ ‖Ψ‖H2+γ (Ω))
(|||Ψ −ΨM |||pw + osc0( f ,T)) .
Recall Theorem 2.1 and write ‖Ψ‖H2+γ (Ω) . 1 (so the constants depend on ‖ f ‖−1). This, the previous
estimate, and (3.4) conclude the proof for m = 0. For m ∈ N, utilise a companion operator EM outlined in
Remark 2.2 with all the properties of Lemma 2.3 plus the higher-order orthogonality Πm(vM − EMvM) = 0
for all vM ∈ M(T ). This allows in T9 the extra orthogonality
F(Θ) = ( f −Πm f ,Θ)L2(Ω) . oscm( f ,T)|||Θ|||pw . hγmaxoscm( f ,T)‖ζ ‖H2+γ (Ω).
This modification enables the proof for general m ∈ N; further details are omitted. 
4 Adaptive mesh-refinement and the axioms of adaptivity
In the remainder of this paper, Ψ = (u, v) ∈ V is a fixed regular solution to (2.2) called the exact solution.
Theorem 3.1.a leads to ǫ0, δ0 > 0 such that any triangulation T ∈ T(δ0) leads to a unique discrete solution
ΨM ∈ V(T ) to (2.6) with |||Ψ −ΨM |||pw ≤ ǫ0 and this ΨM = (uM, vM) is called the discrete solution.
4.1 A posteriori error analysis
Given the discrete solution ΨM = (uM, vM) ∈ V(T) to (2.6) define η(T ,K) ≥ 0 as the square root of
η2(T ,K) := |K |2
(
‖[uM, vM] + f ‖22,K + ‖[uM, uM]‖22,K
)
+ |K |1/2
∑
E∈E(K)
(
‖[D2pwuM]EτE ‖2L2(E) + ‖[D2pwvM]EτE ‖2L2(E)
)
. (4.1)
Recall the notation from Subsection 2.2 and let E(K) denote the three edges of a triangle K ∈ T with
area |K |. The jump [•]E across an interior edge E = ∂T+ ∩ ∂T− ∈ E(Ω) with tangential vector τE and
normal νE is the difference of the respective traces on E from the two neighbouring triangles T± that form
the edge patch ωE := int(T+ ∪T−). The jump [•]E along a boundary edge E ∈ E(∂Ω) is simply the trace
from the attached triangle T+ = ωE ; the contribution of the missing jump partner is zero. Like any other
operator, [•]E acts componentwise in ‖[D2pwuM]EτE ‖L2(E) etc. Given any subsetM ⊆ T of T ∈ T(δ0), its
contribution η(T ,M) ≥ 0 is the square root of the sum
η2(T ,M) :=
∑
K ∈M
η2(T ,K) and η(T ) := η(T ,T) (4.2)
abbreviates the contribution of all triangles (by conventionη(T , ∅) := 0). Recall the oscillations osc2
0
( f ,T) =
‖h2T(1−Π0) f ‖2L2(Ω) of f ∈ L2(Ω) for the mesh-size factor hT ∈ P0(T ).
Theorem 4.1 (a posteriori [18]). Given the exact solution Ψ and ǫ0 and δ0 from Theorem 3.1.a, there exist
positive constants Crel and Ceff (which depend on Tinit and on Ψ, ǫ0, δ0) so that, for all T ∈ T(δ0), the
discrete solution ΨM ∈ V(T ) and the error estimator η(T ) from (4.1)- (4.2) satisfy
C−1rel |||Ψ −ΨM |||pw ≤ η(T ) ≤ Ceff
(|||Ψ −ΨM |||pw + osc0( f ,T)) . 
The proofs can be found in [18]; an alternative proof of the reliability (the first inequality in Theorem 4.1)
follows in Corollary 4.2 below. This paper is thus self-contained for efficiency (the second inequality in
Theorem 4.1) is not exploited in this paper (except for Remark 4.6).
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4.2 Adaptive Morley finite element algorithm
Recall that the initial triangulation Tinit satisfies the initial condition (IC) for its reference edges from
Subsection 2.2. Recall Ψ and ǫ0, δ0 > 0 from Theorem 3.1.a.
Adaptive algorithm (AMFEM).
Input: Initial triangulation Tinit with IC, 0 < δ ≤ δ0 < 1, and 0 < θ ≤ 1
Compute T0 by uniform refinements of Tinit such that T0 ∈ T(δ)
for ℓ = 0, 1, . . .
Compute discrete solution Ψℓ = (uM, vM) ∈ V(Tℓ) with |||Ψ −Ψℓ |||pw ≤ ǫ0
Compute ηℓ(K) := η(Tℓ ,K) by (4.1) for all K ∈ Tℓ
Select Mℓ ⊆ Tℓ of (almost) minimal cardinality with
θ η2ℓ (Mℓ) ≤ η2ℓ := η2(Tℓ) (4.3)
Compute Tℓ+1 := Refine(Tℓ ,Mℓ)
Output: Tℓ , Ψℓ , and ηℓ for ℓ ∈ N0
Throughout this paper, Tℓ , Ψℓ , and ηℓ will refer to the output of this adaptive algorithm and ηℓ(K) :=
η(Tℓ ,K) for all K ∈ Tℓ etc. Some comments are in order before the axioms of adaptivity are reviewed.
Remark 4.1 (exact solve). The main idealisation of this paper is the assumption on exact solve in AMFEM.
An optimal practical algorithm (optimal also with respect to the total run time of the overall algorithm with
multilevel methods and nested iteration etc.) has to overcome further difficulties beyond the scope of this
paper. An iterative solver has to be employed in practice and the termination of which has to be monitored.
The computed approximation η˜(Tℓ) to the error estimators ηℓ are based on computed approximations Ψ˜ℓ to
the discrete solution Ψℓ and the error |||Ψℓ − Ψ˜ℓ |||pw has to be controlled. A practical termination criterion
reads |||Ψℓ − Ψ˜ℓ |||pw ≤ κ |||Ψ˜ℓ |||pw for a small positive constant κ. This could be guaranteed e.g. by some
Newton-Kantorovic theorem in the finite-dimensional nonlinear discrete problem. A perturbation analysis
enables optimal convergence rates in the general case as in [16, 26].
In the absence of additional information on Ψ, the discrete problemmay have multiple solutions and the
selection of one in AMFEM is less clear. Moreover, ǫ0, δ0 > 0 from Theorem 3.1.a exist but are not easy
to quantify in general. The proposed version of AMFEM has an initial phase with uniform mesh-refining
steps monitored with the input parameter δ. One reason to choose δ > 0 small is that δ ≤ δ0 resolves the
nonlinearity in the sense that it guarantees the existence of a unique discrete solution near Ψ.
Remark 4.2 (input parameter). The optimal convergence rates follow from Theorem 4.2 below under the
conditions 0 < δ, θ ≪ 1 sufficiently small. The choice of the bulk parameter θ < 1/(1 +Λ2
1
Λ3) below is
independent of δ ≤ δ0 (but depends on Ψ, δ0, ǫ0). Several arguments in the analysis of (A3)-(A4) below
require δ > 0 to be very small (possibly much smaller than δ0) and it is conjectured that this is not a technical
artefact.
Remark 4.3 (marking). Recall the sum convention (4.2) for the meaning of the bulk criterion (4.3). A greedy
algorithm for the computation of a subsetM∗
ℓ
with θ η2
ℓ
(M∗
ℓ
) ≤ η2
ℓ
and minimal cardinality |M∗
ℓ
| may first
sort the triangles in Tℓ according to the size of its estimator contribution ηℓ(K). Quick sort may lead to
superlinear computational costs and is circumvented in [36] by computing a subsetMℓ of almost minimal
cardinality |Mℓ | with (4.3) and |Mℓ | ≤ Cam |M∗ℓ | for a universal constant Cam ≥ 1.
Remark 4.4 (refine). The procedure Refine specifies the newest vertex bisection (NVB) with completion
(to avoid hanging nodes etc.). The output Tout := Refine(Tin, M) ∈ T(Tin) is the smallest refinement of Tin
with NVB of Figure 1 and M ∈ Tin \ Tout. The initial condition of Tinit carries over to the first triangulation
T0 because of the uniform refinements with NVB. More details may be found in [3, 37].
4.3 Axioms of Adaptivity
Recall the 2-level notation: Each triangulation T ∈ T(δ) (resp. its refinement T̂ ∈ T(T )) leads to a unique
discrete solution ΨM = (uM, vM) ∈ V(T ) (resp. Ψ̂M = (ûM, v̂M) ∈ V(T̂ )) to (2.6) with |||Ψ −ΨM |||pw ≤ ǫ0
(resp. |||Ψ − Ψ̂M |||pw ≤ ǫ0). This defines the (global) distance
δ(T , T̂ ) := |||Ψ̂M −ΨM |||pw
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of T ∈ T and its refinement T̂ ∈ T(T ) as a global non-negative real number. Recall the definition (4.1) of
η(T ,K) for all K ∈ T ∈ T(δ) and specify, for fixed T ∈ T and its fixed refinement T̂ ∈ T(T ),
η(K) := η(T ,K) and η̂(T ) := η(T̂ ,T ) for K ∈ T and T ∈ T̂
and adapt the sum conventions (4.2) for the short-hand notation η and η̂ in the axioms (A1)-(A3) with
universal constants Λ1, Λ2, and Λ3 in
(A1) Stability.
η̂(T ∩ T̂ ) − η(T ∩ T̂ ) ≤ Λ1δ(T , T̂ ).
(A2) Reduction. η̂(T̂ \ T ) ≤ 2−1/4η(T \ T̂ )+Λ2δ(T , T̂ ).
(A3) Discrete Reliability. δ2(T , T̂ ) ≤ Λ3η2(T \ T̂ ).
(A4) Quasiorthogonality.
∞∑
k=ℓ
δ2(Tk ,Tk+1) ≤ Λ4η2ℓ for all ℓ ∈ N0.
The notation in the axiom (A4) solely concerns the outcome Tℓ and ηℓ of AMFEMwith a universal constant
Λ4 and already asserts that the left-hand side is a converging sum.
The subsequent section provides the proofs of all those four axioms and then allows the application of
the abstract theorem for optimal convergence rates. Recall the definitions of T (δ) for 0 < δ < 1 and T (N)
for N ∈ N0 in Subsection 2.2 and define the set
T (T0, N) := {T ∈ T (T0) : |T | ≤ N + |T0 |}
of all admissible refinements of T0 with at most N ∈ N0 extra triangles.
Theorem 4.2 (optimal rates in adaptive FEMs [11, 21]). Suppose (A1)-(A4), 0 < θ < θ0 := 1/(1+Λ21Λ3)
in AMFEM with output (Tℓ)ℓ∈N0 and (ηℓ)ℓ∈N0 and let s > 0. Then (there exist equivalence constants in)
sup
ℓ∈N0
(1+ |Tℓ | − |T0 |)s ηℓ ≈ sup
N ∈N0
(1 + N)s min η(T (T0, N)) (4.4)
with the minimum min η(T (T0, N)) of all η(T ) with T ∈ T (T0, N) for N ∈ N0.
Proof. The formulation of this theorem is a simplified version of the results in [11, 21] based on the seminal
paper [36] for the special case T0 ≡ Tinit (leave out the uniform refinement steps in the beginning). To
enable unique discrete solutions near a regular solution Ψ, the present algorithm (AMFEM) involves the
computation of T0 and then runs a standard adaptive algorithm. Consequently, the analysis of the standard
adaptive algorithm in [11, 21] applies and requires the axioms (A1)-(A4) to hold solely for T ∈ T (T0) to
gauarantee (4.4). As a consequence, the equivalence constants (behind the notation ≈) in (4.4) depend on
all parameters δ, θ, T0, and s. 
The point of this paper is the verification of (A1)-(A4) for small positive δ < 1 to prove the main result
of optimal rates.
Theorem 4.3 (optimal rates in (AMFEM)). Given a regular solution Ψ to (2.2) and an initial triangulation
Tinit, there exist positive constants δ, θ < 1 such that the algorithm (AMFEM) runs for all 0 < δ ≤ δ and
0 < θ ≤ θ with an output (Tℓ)ℓ∈N0 and (ηℓ)ℓ∈N0 that satisfies (4.4) for all s > 0 with equivalence constants
(behind the notation ≈), which depend on Ψ, Tinit, δ, θ, and s but are independent of δ and θ.
The proof is based on Theorem 4.2 and will be completed in Subsection 5.6 below.
Remark 4.5 (pre-asymptotic range). The convergence rate is an intrinsically asymptotic concept and does
not deteriorate if δ or θ in (AMFEM) are chosen far too small. The computational costs and the overall
pre-asymptotic range, however, crucially depend on δ and may become larger and larger as δ approaches
zero. In case of a regular solution close to a bifurcation point (with multiple solutions of small difference)
the restrictions δ ≤ δ ≤ min{δ0, δ1} from Theorem 2.7 and 3.1 may already enforce δ to be very small.
Remark 4.6 (nonlinear approximation). The equivalence (4.4) asserts optimal convergence rates (for s > 0
is arbitrary) in terms of the error estimators. The efficiency in Theorem 4.1 transforms this to rate optimality
with respect to nonlinear approximation classes [3] of the total error |||Ψ −ΨM |||pw + osc0( f ,T).
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5 Proofs
This section verifies (A1)-(A4) and Theorem 4.3. Throughout this section, 0 < δ ≤ δ0 < 0 with δ0, ǫ0 > 0
from Theorem 3.1 and the 2-level notation of (the beginning of) Subsection 4.3 applies to T ∈ T(δ), T̂ ∈
T(T ), ΨM = (uM, vM) ∈ V(T) with |||Ψ −ΨM |||pw ≤ ǫ0, Ψ̂M = (ûM, v̂M) ∈ V(T̂ ) with |||Ψ − Ψ̂M |||pw ≤ ǫ0,
η := η(T , •), and η̂ := η(T̂ , •); wheras Tℓ , Ψℓ , and ηℓ := η(Tℓ) etc. refer to the output of AMFEM.
5.1 Proof of stability (A1)
The proofs of (A1) and (A2) rely on triangle and Cauchy inequalities plus one lemma.
Lemma 5.1 (discrete jump control [21, Lem. 5.2]). There exists a universal constant Cjc, which depends
on the shape regularity in T and the degree k ∈ N0, such that any T ∈ T and g ∈ Pk(T ) with its jumps
[g]E =
{
(g |T+)|E − g |T−)|E for E ∈ E(Ω) with E = ∂T+ ∩ ∂T−,
g |E for E ∈ E(∂Ω) ∩ E(K)
across any side E ∈ E (i.e., with respect to T ∈ T) satisfy∑
K ∈T
|K |1/2
∑
E∈E(K)
‖[g]E ‖2L2(E) ≤ C2jc‖g‖22 . 
Theorem 5.2 (Stability (A1)). (A1) holds for all T ∈ T(δ0) and all T̂ ∈ T(T ).
Proof. The proof follows [11, 21, 22] for linear second-order problems with focus on the nonlinear contri-
butions. The definitions of η̂(T ∩ T̂ ) and η(T ∩ T̂ ) in Subsection 4.3 and a first reverse triangle inequality
in Rm with the number m := |T ∩ T̂ | of triangles in T ∩ T̂ lead to
|η̂(T ∩ T̂ ) − η(T ∩ T̂ )|2 ≤
∑
K ∈T∩T̂ (η̂(K) − η(K))
2
.
For K ∈ T ∩ T̂ , each of the terms η̂(K) and η(K) allows a second and third reverse triangle inequality in
R
8 and L2(K) or L2(E) for E ∈ E(K). This and |[D2 (̂vM − vM)]EτE | ≤ |[D2(̂vM − vM)]E | etc. with the
Frobenius matrix norm | • | in R2×2 result in(
η̂(K) − η(K))2 ≤ |K |2‖[ûM, v̂M] − [uM, vM]‖22,K + |K |2‖[ûM, ûM] − [uM, uM]‖22,K
+ |K |1/2
∑
E∈E(K)
(
‖[D2(ûM − uM)]E ‖2L2(E) + ‖[D2(̂vM − vM)]E ‖2L2(E)
)
. (5.1)
Triangle, Cauchy-Schwarz inequalities, and an inverse estimate (here indeed an equality for ‖D2vM‖2,K is
|K |1/2 times the Frobenius norm of the constant Hessian D2vM |K ) show
‖[ûM, v̂M] − [uM, vM]‖2,K ≤ ‖[ûM − uM, v̂M]‖2,K + ‖[uM, v̂M − vM]‖2,K
≤ ‖D2(ûM − uM)‖2,K ‖D2v̂M‖∞,K + ‖D2uM‖∞,K ‖D2 (̂vM − vM)‖2,K
= |K |−1/2(‖D2(ûM − uM)‖2,K ‖D2 v̂M‖2,K + ‖D2uM‖2,K ‖D2 (̂vM − vM)‖2,K )
≤ |K |−1/2(‖D2uM‖22,K + ‖D2 v̂M‖22,K )1/2‖D2(Ψ̂M −ΨM)‖2,K .
This proves an estimate for the first term on the right-hand side of (5.1),
|K |2‖[ûM, v̂M] − [uM, vM]‖22,K ≤ |K |(‖D2pwΨM‖22,K + ‖D2pwΨ̂M‖22,K )‖D2pw(Ψ̂M −ΨM)‖22,K .
The substitution of vM (resp. v̂M) by uM (resp. ûM) provides an analog inequality. The sum of those two
estimates and the sum over all K ∈ T ∩ T̂ with |K | ≤ h2max ≤ |Ω| show∑
K ∈T∩T̂
|K |2
(
‖[ûM, v̂M] − [uM, vM]‖22,K + ‖[ûM, ûM] − [uM, uM]‖22,K
)
≤
∑
K ∈T∩T̂
2|K |(‖D2pwΨM‖22,K + ‖D2pwΨ̂M‖22,K )‖D2pw(Ψ̂M −ΨM)‖22,K
≤ 2h2max(|||ΨM |||2pw + |||Ψ̂M |||2pw)|||Ψ̂M −ΨM |||2pw ≤ 4h2maxM2δ2(T , T̂ )
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with the abbreviation M := |||Ψ||| + ǫ0.
The analysis of the jump terms in (5.1) is the same as in [13, 25]. With the substitution of T by T̂ ,
Lemma 5.1 applies (componentwise) to the jump contributions D2pw(Ψ̂M −ΨM) ∈ P0(T̂ ;R2×2) in the sum
of (5.1) over all K ∈ T ∩ T̂ . This proves (A1) with Λ2
1
:= C2
jc
+ 4M2 |Ω|. 
Remark 5.1 (volume terms). Subsection 5.4 revisits the above proof for the volume terms µ2(K) in η2(K),
µ2(K) := |K |2
(
‖[uM, vM]+ f ‖22,K + ‖[uM, uM]‖22,K
)
for all K ∈ T .
The formula defines the volume contributions µ̂2(T ) in η̂2(T )with the substitution of uM, vM,K by ûM, v̂M,T
for T ∈ T̂ . The proof of (A1) shows the refined estimate
| µ̂(T ∩ T̂ ) − µ(T ∩ T̂ )| ≤ 2hmaxMδ(T , T̂ ) (5.2)
with an adaptation of the sum convention (4.2) to define µ(T ∩ T̂ ) resp. µ̂(T ∩ T̂ ).
5.2 Proof of reduction (A2)
The triangle T ∈ T̂ \ T is included in exactly one K ∈ T in the NVB refinement and T $ K proves
|T | ≤ |K |/2 to generate the reduction factor 2−1/4 displayed in (A2).
Theorem 5.3 (Reduction (A2)). (A2) holds for all T ∈ T(δ0) and all T̂ ∈ T(T ).
Proof. Given any triangle K ∈ T \ T̂ , the square of the error estimator for the m ≥ 2 finer triangles
T ∈ T̂ (K) := {T ∈ T̂ : T ⊂ K} reads
η̂2(T̂ (K)) =
∑
T ∈T̂(K)
(
|T |2
(
‖[ûM, v̂M] + f ‖22,T + ‖[ûM, ûM]‖22,T
)
+ |T |1/2
∑
F ∈E(T )
(
‖D2ûM]FτF ‖2L2(F) + ‖[D2v̂M]FτF ‖2L2(F)
) )
.
Various triangle inequalities (in Lebesgue and Euclid norms) show η̂(T̂ (K)) ≤ S1 + S2 for
S21 :=
∑
T ∈T̂(K)
(
|T |2
(
‖[uM, vM] + f ‖22,T + ‖[uM, uM]‖22,T
)
+ |T |1/2
∑
F ∈E(T )
(
‖[D2uM]FτF ‖2L2(F) + ‖[D2vM]FτF ‖2L2(F)
) )
≤ 2−1/2η2(K).
The proof of this utilises |T |1/2 ≤ 2−1/2 |K |1/2 etc. and a careful rearrangement of the jumps (that vanish
over edges E ∈ E(T ) inside K and sum up to the L2 contribution along ∂K) and the volume contribution.
The second term
S22 :=
∑
T ∈T̂(K)
(
|T |2(‖[ûM, v̂M] − [uM, vM]‖22,T + ‖[ûM, ûM] − [uM, uM]‖22,T )
+ |T |1/2
∑
F ∈E(T )
(
‖[D2(ûM − uM)]FτF ‖2L2(F) + ‖[D2(̂vM − vM)]FτF ‖2L2(F)
)
is analysed as in the previous subsection. The arguments eventually prove∑
T ∈T̂(K)
|T |2‖[ûM, v̂M] − [uM, vM]‖22,T ≤ |K |M2‖D2pw(Ψ̂M −ΨM)‖22,K
and the analog estimate with vM (resp. v̂M) substituted by uM (resp. ûM). The analysis of the jump terms
is the same as in [13, 25] and Lemma 5.1 (applied to T̂ rather than T ) eventually leads to (A2) with
Λ
2
2
:= C2jc + 2M
2 |Ω|. 
5 PROOFS 14
Remark 5.2 (assumptions). The restriction to T ∈ T(δ0) in (A1) -(A2) guarantees the definition of the error
estimators via the discrete solution through Theorem 3.1. This is exclusively for notational consistency:
(A1) -(A2) hold for any ΨM ∈ V(T ) and Ψ̂M ∈ V(T̂ ) and solely Λ1,Λ2 depend on a universal upper bound
2M for |||ΨM |||pw + |||Ψ̂M |||pw.
Remark 5.3 (volume terms). Subsection 5.4 revisits the above arguments solely for the volume terms µ2(K)
in η2(K) for K ∈ T (resp. µ̂2(T ) in η̂2(T ) for T ∈ T̂ ) from Remark 5.1. With an adaptation of the sum
convention (4.2) for µ and µ̂, the proof of (A2) shows
µ̂(T̂ \ T ) ≤ 2−1/2µ(T \ T̂ ) + 21/2hmaxMδ(T , T̂ ). (5.3)
5.3 Proof of discrete reliability (A3)
The parameters δ3 andΛ3 in the following version of (A3) depend on the regular solutionΨ and its regularity
in Theorem 2.1, on δ0, ǫ0 (resp. δ1, β1) from Theorem 3.1 (resp. Theorem 2.7), on Tinit and Ω with the
regularity index γ.
Theorem 5.4 (discrete reliability (A3)). There exists positive δ3 ≤ min{δ0, δ1} andΛ3 such that δ2(T , T̂ ) ≤
Λ3η
2(T \ T̂ ) holds for any T ∈ T(δ3) with refinement T̂ ∈ T (T ).
Proof. Given any refinement T̂ ∈ T (T ) of T ∈ T, the interpolation operator IM of Lemma 2.2 maps
M(T̂ ) → M(T ). The converse operation in [13, 25] relies on a discrete Helmholtz decomposition. This
paper follows [20] with a right-inverse ÎMEM. The key idea is first to compute the companion operator
EMvM for some vM ∈ M(T ) and second to apply the interpolation operator ÎM of Lemma 2.2 on the finer
triangulation T̂ (rather than T ). This leads to ÎMEM : M(T ) → M(T̂ ) with IM(ÎMEM) = 1 in M(T ).
A modification of this idea is performed in [20, Def 6.9], [25] to define an operator J2 : P2(K) →
HCT (K)+ P5(K) for each K ∈ T such that Ψ∗M := ÎM(J2ΨM) ∈ V(T̂ ) is well defined [20, Lem. 6.14] and
satisfies [20, Thm. 6.19] that
C−11 |||Ψ∗M −ΨM |||pw ≤
( ∑
E∈E\Ê
|ωE |1/2E ‖[D2ΨM]EτE ‖2L2(E)
)1/2
≤ η(T \ T̂ ) (5.4)
with the mesh-size factor |ωE |1/2 ≈ diam(E) for any edge E with its edge-patch ωE of area |ωE | and some
universal constant C1 (that depends solely on Tinit). This restricts the sum over all edges E in (5.4) to those,
which are coarse but not fine. The estimate (5.4) and a triangle inequality imply
δ(T , T̂ ) ≤ |||Ψ̂M −Ψ∗M |||pw +C1η(T \ T̂ ). (5.5)
It remains to control |||Ψ̂M −Ψ∗M |||pw for the Morley function Ψ̂M −Ψ∗M ∈ V(T̂ ). The discrete stability in
Theorem 2.7 leads to some ŷM ∈ V(T̂ ) with |||̂yM |||pw ≤ 1/β1 and
|||Ψ̂M −Ψ∗M |||pw = DNh(Ψ, Ψ̂M −Ψ∗M, ŷM). (5.6)
The boundedness in Lemma 2.6.a and C2 := (1+ 2
√
2Cde |||Ψ|||)/β1 show
DNh(Ψ,ΨM −Ψ∗M, ŷM) ≤ C2 |||ΨM −Ψ∗M |||pw ≤ C1C2η(T \ T̂ )
with (5.4) in the last step. The combination of this with (5.5)-(5.6) proves
δ(T , T̂ ) ≤ DNh(Ψ, Ψ̂M −ΨM, ŷM) +C1(1+C2)η(T \ T̂ ). (5.7)
Recall that ΨM ∈ V(T ) (resp. Ψ̂M ∈ V(T̂ )) solves the discrete problem with respect to T (resp. T̂ ).
Lemma 2.2.a shows Apw(ΨM, ŷM) = Apw(ΨM, IMŷM). This and elementary algebra (with the symmetry of
Bpw(•, •, •) in the first two variables) lead to
DNh(Ψ, Ψ̂M −ΨM, ŷM) = Bpw(2Ψ − Ψ̂M −ΨM, Ψ̂M −ΨM, ŷM)
+ F (̂yM − IMŷM) − Bpw(ΨM,ΨM, ŷM − IMŷM). (5.8)
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The a priori error estimate |||Ψ − Ψ̂M |||pw, |||Ψ − ΨM |||pw ≤ C(γ,Ψ)hγmax from Theorem 3.1 in terms of the
maximal mesh-size hmax and Lemma 2.6.a result in
Bpw(2Ψ − Ψ̂M −ΨM, Ψ̂M −ΨM, ŷM) ≤
√
8β−11 CdeaC(γ,Ψ)hγmax δ(T , T̂ ).
The last two contributions in (5.8) are volume residuals with the test function ŷM − IMŷM, which vanishes
a.e. in each K ∈ T ∩ T̂ . This and Lemma 2.2.b imply
F (̂yM − IMŷM) − Bpw(ΨM,ΨM, ŷM − IMŷM) . β1 |||̂yM − IMŷM |||pw
× ( ∑
K ∈T\T̂
|K |2(‖ f + [uM, vM]‖22,K + ‖[uM, uM]‖22,K )
)1/2 ≤ η(T \ T̂ )
with |||̂yM − IMŷM |||pw ≤ |||̂yM |||pw ≤ 1/β1 in the last step. These estimates control the right-hand side in (5.8).
The resulting estimate and (5.7) lead to C3 ≈ 1 with(
1 −
√
8Cdeaβ
−1
1 C(γ,Ψ)hγmax
)
δ(T , T̂ ) ≤ C3η(T \ T̂ ). (5.9)
The estimate (5.9) holds for all triangulations in T(min{δ0, δ1}) and the particular choice δ3 = min{δ0, δ1,
(2
√
2CdeaC(γ,Ψ)/β1)−1/γ} proves (A3) with Λ3 := 4C23 . 
The discrete reliability (A3) implies reliability of the error estimators.
Corollary 5.5 (reliability). Given the exact solution Ψ and δ3 from Theorem 5.4, the discrete solution
ΨM ∈ V(T ) for T ∈ T(δ3) satisfies |||Ψ −ΨM |||2pw ≤ Λ3η2(T ) .
Proof. Given T (0) := T ∈ T(δ3), define a sequence of uniform refinements by T (k+1) = Refine(T (k)) for
any k ∈ N. Let T̂ := T (k) for the parameter k ∈ N and notice that the maximal mesh-size in T̂ tends to
zero as k →∞. Hence Theorem 3.1 guarantees convergence of |||Ψ − Ψ̂M |||pw → 0 as k →∞. On the other
hand, Theorem 5.4 shows |||ΨM − Ψ̂M |||2pw ≤ Λ3η2(T ). Since the upper bound does not depend on k ∈ N,
this and a triangle inequality shows the assertion in the limit as k →∞. 
5.4 Preliminaries to the proof of quasiorthogonality
The quasiorthogonality is always subtle for nonconforming schemes and requires a careful analysis of the
quadratic nonlinear contributions. The proof departs with two preliminary lemmas formulated in the (2-
level) notation of (A1)-(A3). Recall the notation µ resp. µ̂ in (5.2)-(5.3) for the volume contributions of the
error estimator η resp. η̂ and adapt the sum convention (4.2) with µ2(T ) = ∑K ∈T µ2(K) etc. Recall that
hT ∈ P0(T ) is the mesh-size in T with hmax := max hT ≤ δ0 with δ0 and ǫ0 from Theorem 3.1. Suppose
T ∈ T(δ0) and T̂ ∈ T(T ) throughout this section.
Lemma 5.6. The bound M := |||Ψ||| + ǫ0 satisfies
µ2(T \ T̂ ) ≤ 4µ2(T ) − 4µ̂2(T̂ ) + 8hmaxMδ(T , T̂ )
(
µ̂(T̂ ) + µ(T )
)
+ 24h2maxM
2δ2(T , T̂ ).
Proof. Recall (5.3) and deduce
µ̂2(T̂ \ T ) ≤ 3/4 µ2(T \ T̂ ) + 6h2maxM2δ2(T , T̂ ).
This is equivalent to
2−2µ2(T \ T̂ ) + µ̂2(T̂ ) − µ2(T ) ≤ µ̂2(T ∩ T̂ ) − µ2(T ∩ T̂ )+ 6h2maxM2δ2(T , T̂ ).
Recall (5.2) and the binomial formula to derive
µ̂2(T ∩ T̂ ) − µ2(T ∩ T̂ ) ≤ 2hmaxMδ(T , T̂ )
(
µ̂(T ∩ T̂ ) + µ(T ∩ T̂ )
)
.
The combination of the previous two displayed estimates concludes the proof. 
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Lemma 5.7. There exists a constantCqo (depending on Ψ, the constants in Theorem 3.1, and Tinit) such that
Apw(Ψ − Ψ̂M,ΨM − Ψ̂M) ≤ C1/2qo |||Ψ − Ψ̂M |||pw
(
µ(T \ T̂ ) + hγmaxδ(T , T̂ )
)
.
Proof. Recall D2pwIM = Π0D
2
pw from Lemma 2.2.a, set Φ̂M := ÎM(Ψ − Ψ̂M), and evaluate the discrete
equations on the coarse (resp. fine) level to derive
Apw(Ψ − Ψ̂M,ΨM − Ψ̂M) = Apw(ΨM,Ψ − Ψ̂M) − Apw(Ψ̂M,Ψ − Ψ̂M)
= Apw(ΨM, IM(Ψ − Ψ̂M)) − Apw(Ψ̂M, Φ̂M)
= F((IM − ÎM)(Ψ − Ψ̂M)) − Bpw(ΨM,ΨM, (IM − ÎM)(Ψ − Ψ̂M))
+ Bpw(Ψ̂M, Ψ̂M, Φ̂M) − Bpw(ΨM,ΨM, Φ̂M) =: S3 + S4.
The definitions of Fpw(•), Bpw(•, •, •), the Cauchy inequality, and (1− IM)Φ̂M = 0 a.e. in K ∈ T ∩ T̂ prove
(with the vector ( f + [uM, vM],− 12 [uM, uM]) ∈ L2(Ω;R2) and the scalar product · in R2) that
S3 := F((IM − ÎM)(Ψ − Ψ̂M)) − Bpw(ΨM,ΨM, (IM − ÎM)(Ψ − Ψ̂M))
=
∑
K ∈T\T̂
∫
K
( f + [uM, vM],−1
2
[uM, uM]) · (IM − ÎM)(Ψ − Ψ̂M) dx
≤ µ(T \ T̂ ) ( ∑
K ∈T\T̂
h−4K ‖(ÎM − IM)(Ψ − Ψ̂M)‖22,K
)1/2
. µ(T \ T̂ )|||Ψ − Ψ̂M |||pw
with Lemma 2.2.b in the final step. The triangle inequality and Lemma 2.6.a-b (with T̂ replacing T ) show
S4 := Bpw(Ψ̂M, Ψ̂M, Φ̂M) − Bpw(ΨM,ΨM, Φ̂M) = Bpw(Ψ̂M −ΨM, Ψ̂M +ΨM, Φ̂M)
= Bpw(Ψ̂M +ΨM − 2Ψ, Ψ̂M −ΨM, Φ̂M) + 2Bpw(Ψ, Ψ̂M −ΨM, Φ̂M)
. |||Ψ̂M −ΨM |||pw
((|||Ψ − Ψ̂M |||pw + |||Ψ −ΨM |||pw)|||Φ̂M |||pw + ‖Ψ‖H2+γ (Ω) |Φ̂M |1,2,pw) .
Lemma 2.2.a implies |||Φ̂M |||pw ≤ |||Ψ − Ψ̂M |||pw. The triangle inequality, Lemma 2.2.a, b, and Theorem 3.1.c
(with respect to T̂ rather than T ) result in
|Φ̂M |1,2,pw = | ÎMΨ − Ψ̂M |1,2,pw ≤ |Ψ − ÎMΨ|1,2,pw + |Ψ − Ψ̂M |1,2,pw
. hmax |||Ψ − ÎMΨ|||pw + hγmax |||Ψ − Ψ̂M |||pw . hγmax |||Ψ − Ψ̂M |||pw.
Consequently, S4 . h
γ
max |||Ψ − Ψ̂M |||pwδ(T , T̂ ). This concludes the proof. 
5.5 Proof of quasiorthogonality (A4)
The proof of (A4) departs with a perturbed form (A4)ε and then employs general arguments from the axioms
of adaptivity to deduce (A4). Throughout this section, let Tk , Ψk , and ηk denote the output of AMFEM and
abbreviate δk,k+1 := δ(Tk ,Tk+1) for all k ∈ N0 and
(A4)ε Quasiorthogonality with ε > 0. There exists 0 < Λ4(ǫ ) < ∞ such that
ℓ+m∑
k=ℓ
δ2k,k+1 ≤ Λ4(ǫ )η2ℓ + ε
ℓ+m∑
k=ℓ
η2k holds for all ℓ,m ∈ N0. (5.10)
Theorem 5.8 (Quasiorthogonality). For any ε > 0 there exist positive δ ≤ δ3 andΛ4(ǫ ) such that T0 ∈ T(δ)
implies (5.10).
Proof. Given a positive ε we may and will assume without loss of generality that
0 < ε ≤ min{1, ǫ0, 29/2C1/2qo Λ1/23 , 8Λ3}. (5.11)
Select a positive maximal δ with δ ≤ min{δ0, δ1} and
max
{
26(CqoΛ3Mδ)2/3, 26CqoΛ3δ2γ , 1536CqoΛ3M2δ2
}
≤ ǫ (5.12)
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and suppose the maximal mesh-sizes are bounded by the maximal mesh-size h0 of T0 ∈ T(δ). Throughout
the proof, abbreviate ek := |||Ψ −Ψk |||pw, δk,k+1 := |||Ψk+1 − Ψk |||pw, and adopt the notation of µ and µ̂ to
Tk , e.g., µ2k(K) := |K |2‖( f + [uk , vk])‖22,K + ‖[uk , uk]‖22,K ) for all K ∈ Tk , k ∈ N0. Some algebra and
Lemma 5.7 with Tk and Tk+1 (replacing T and T̂ ) show
δ2k,k+1 + e
2
k+1 − e2k = 2Apw(Ψ −Ψk+1,Ψk −Ψk+1) ≤ 2C1/2qo ek+1
(
µk(Tk \ Tk+1) + hγ0δk,k+1
)
.
Weighted arithmetic-geometric mean inequalities prove
3
4
δ2k,k+1 +
(
1− ε2−4Λ−13 − 4Cqoh2γ0
)
e2k+1 − e2k ≤ ε−124CqoΛ3µ2k(Tk \ Tk+1). (5.13)
With Tk and Tk+1 (replacing T and T̂ ) and the abbreviations µk := µ(Tk) etc., Lemma 5.6 reads
µ2k(Tk \ Tk+1) ≤ 4µ2k − 4µ2k+1 + 27/2Mh0δk,k+1(µ2k+1 + µ2k)1/2 + 24M2h20δ2k,k+1.
This and an arithmetic-geometric mean inequality shows that the right-hand side in (5.13) is
≤ ε−126CqoΛ3(µ2k − µ2k+1) + ε−2215C2qoΛ23M2h20
(
µ2k+1 + µ
2
k
)
+
(
2−2 + ε−1384CqoΛ3M2h20
)
δ2k,k+1.
The combination with (5.13) simplifies for h0 ≤ δ with (5.12) and leads, for any k ∈ N0, to
2−2δ2k,k+1 + (1 − ε2−3Λ−13 )e2k+1 − e2k ≤ ε−126CqoΛ3(µ2k − µ2k+1) + ε2−3(µ2k+1 + µ2k).
The sum over all k = ℓ, ℓ + 1, . . . , ℓ + m leads to terms e2
k+1
− e2
k
on the left-hand and µ2
k+1
− µ2
k
on the
right-hand side with a telescoping sum. The term µ2
ℓ+m+1
arises twice in the upper bound and results
in (ε2−3 − ε−126CqoΛ3)µ2ℓ+m+1 ≤ 0 from (5.11); the other extreme term on the left-hand side is (1 −
ε2−3Λ−1
3
)e2
ℓ+m+1
≥ 0 from (5.11). This, µk ≤ ηk , and Corollary 5.5 with e2k ≤ Λ3η2k lead to
1
4
ℓ+m∑
k=ℓ
δ2k,k+1 ≤ Λ3(1+ ǫ−126Cqo)η2ℓ +
ǫ
4
ℓ+m∑
k=ℓ
η2k .
This concludes the proof of (A4)ε with Λ4(ǫ ) = 4Λ3(1+ ǫ−126Cqo). 
The refinement rules in AMFEM, (A1)-(A2), and (A4)ε for small ε imply (A4).
Corollary 5.9 (Quasiorthogonality). Given any 0 < θ < θ0 := 1/(1+Λ21Λ3), there exists a positive δ4 ≤ δ3
such that T0 ∈ T(δ4) implies (A4).
Proof. Given any θ < θ0 in AMFEM, (A1)-(A2) and [21, Thm. 4.1] lead to positive parameters ̺12 < 1
and Λ12 in (A12) undisplayed in this paper. Any choice of ε < (1− ̺12)/Λ12 leads in Theorem 5.8 to some
δ4 > 0 so that T0 ∈ T(δ4) implies (A4)ε. This and [21, Thm. 3.1] imply (A4). 
5.6 Proof of Theorem 4.3
The assertion follows from (A1)-(A4) verified for T0,T , T̂ ∈ T (δ4) with constants Λ1, . . . ,Λ4, which
depend on Tinit and on the regular solution Ψ. Hence Theorem 4.2 applies.
A closer inspection of the proof of Theorem 4.2 through the axioms of adaptivity in [11, 21] shows
that (given the constants Λ1, . . .Λ4) only one parameter CBDD in the Binev-Dahmen-DeVore theorem [3]
on adaptive mesh-refinement depends on T0 [3, 37]. In fact, CBDV exclusively depends on shape-regularity
defined in [37, Eq (4.1)]. Since uniform mesh-refinement generates T0 in AMFEM, CBDV exclusively
depends on Tinit.
The abstract analysis in [11, 21] is rather explicit in the constants and implies that the equivalence
constants in (4.4) are independent of δ and T0 and exclusively depend on Tinit, Λ1, . . .Λ4, and (in a mild
way) on s > 0. This concludes the proof of Theorem 4.3. 
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