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Introduction
There are two possible outcomes: if the result
confirms the hypothesis, then you’ve made a
measurement. If the result is contrary to the
hypothesis, then you’ve made a discovery.
(Enrico Fermi)
Molecular magnetism is a fascinating research field. The scientist Olivier Kahn, in the
preface to his book ‘Molecular Magnetism’, wrote [1]:
Molecular magnetism is essentially multidisciplinary. First, it involves synthetic
chemistry; one of its challenges is to design molecular systems that exhibit predic-
table magnetic properties [...] Second, it uses ideas from theoretical chemistry.
To design compounds with expected magnetic behavior, it is necessary to use
strategies that derive from an understanding of the underlying mechanism of the
phenomena...These approaches actually derive directly from the basic concepts
of quantum mechanics [...] From a theoretical viewpoint, molecular magnetism
is far from being a closed field, where all knowledge is well established. Many
questions are still quite controversial [...] Last, molecular magnetism plays an
important role in the emerging field of molecular electronics [...] At this stage,
it is probably necessary to specify the scope of molecular magnetism. Molecular
magnetism deals with the magnetic properties of isolated molecules and assemblies
of molecules. These molecules may contain one or more magnetic centers [...].
A year later the publication of the book a report of Sessoli et al. [2] drew further
attention on molecular magnetism. A compound containing a magnetic core of twelve
manganese ions with a total spin S = 10, known as Mn12, showed very interesting
properties at cryogenic temperatures: the magnetization was highly anisotropic and
had a very long relaxation time below 4 K, causing a pronounced hysteresis. The origin
of such a behavior was rooted at the molecular level, meaning that it did not derive
from long-range ordering as in ferromagnets. This new class of molecules was then
called Single Molecule Magnets SMMs [3].
Starting with Mn12, other compounds were found to exhibit similar features. The
first SMMs to be studied were molecules based on exchange-coupled transition metal
ions, like Fe8 [4]. In these systems, the interaction energy among the spins of the
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cluster can be expressed using the hamiltonian
H = −Js
∑
i,j
Si · Sj +
∑
i
Di(S
i
z)
2 (0.1)
The first term represents the exchange interaction and it is often the dominant one:
this allows one to define the total spin S of the ground state of the system. The second
term is the magnetic anisotropy of the single centers, which is here assumed to be
collinear for all of them, and it results in a preferred orientation of the magnetization.
It arises from the symmetry lowering due to interactions of the ions of the magnetic
core with their neighboring ligands and from the spin-orbit coupling. The resulting
magnetic anisotropy is responsible for the splitting of the (2S + 1) levels of the ground
state S. Each of them will have an energy E = DS2z , where D is a linear combination
of the Di. If D < 0, the energy will possess a double-well potential shape, with the two
minima identified by the S projection MS = +S and MS = −S. The system has then
two distinct states with the same energy and this condition is known as bistability.
The energy barrier ∆E that separates the two minima is not infinite, so there is the
chance to pass from one well to other. Indeed, for temperature T 6= 0, the system can
exchange energy with the crystal lattice (phonons), being able to climb the barrier
and come down. The distinctive time of such a thermal relaxation, known as Orbach
process, follows an Arrhenius law
τ = τ0e
∆E/kBT (0.2)
It is then evident that, as long as the system is stuck in one of the two minima,
its magnetization M will be blocked. TB is thus the maximum T at which the
magnetization is frozen, or equivalently, the maximum T at which the system displays
hysteresis in plots of M versus magnetic field (H). Another possible way to estimate
the blocking temperature is by means of zero field cooled (ZFC) and field cooled (FC)
magnetization measurements. Indeed, in this case TB is defined as the temperature at
which ZFC has a maximum and it is not necessarily the same temperature at which
the ZFC and FC curves superimpose [3]. Whatever the definition of TB is, it depends
strongly on the experimental conditions. To compare the blocking temperatures of
different SMMs TB has then been proposed as the temperature at which the time (τ)
taken for the magnetization to relax is 100 s [3].
The thermal process is not, however, the only way available for the magnetization
to relax. SMMs are fascinating systems and they display the coexistence of classical
and quantum properties. Indeed, one of the fingerprints of their quantum nature is the
observation of quantum tunneling between states on the opposite sides of the barrier
[5–8]. This process leads to a temperature independent reversal mechanism that will
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be discussed in more detail in section 1.4.
In view of a possible technological exploitation of these systems, the efficiency of
SMMs, i.e. the temperature at which bistability is observed, has to be improved.
Up until now, liquid helium is still necessary, so a first goal would be to design and
synthesize SMMs that work at higher temperatures. In trying to enhance the value of
TB lots of efforts were addressed to increase the value of the total spin of the ground
state, in order to have a higher barrier. However, later studies [9] have shown that,
for a given molecule, the anisotropy energy of the state of maximum multiplicity is
only marginally larger than that of states of lower multiplicity. Given the necessity of
controlling both the anisotropy axes of each constituting ion and their coupling, this
strategy was not very successful. Indeed, the only polynuclear cluster with improved
properties compared to Mn12 has only been reported in 2007 [10].
A more appealing possibility is to increase the anisotropy of the single ion and, for
this reason, the attention focused on heavier elements of the periodic table: lanthanides
and actinides. Unlike transition metal ions, these elements present both a spin and an
orbital contribution to the total angular momentum: the spin-orbit coupling in first
order leads then to higher values of anisotropy. Indeed, in 2003 a report of Ishikawa et
al. [11] showed that a mononuclear lanthanide complex, the so-called terbium double
decker [TbPc2]−, behaved as a SMM. A new branch in the design of SMM was born
and in few years further examples of SMMs with a single lanthanide ion were reported
[12]. By careful exploitation of synthetic chemistry approach to obtain axial geometries
anisotropy energy barrier as large as 1700 K has been recently reported [13] for such
systems, often termed Single Ion Magnets (SIMs).
Thanks to these features, since the discovery of the first example of SMM these
systems have been proposed as candidates for application in high density storage,
molecular spintronic and quantum information processing [14–17]. This requires, as a
first step, the comprehension of the different ways a paramagnet can relax. When the
relaxation is caused by the energy exchange between the spin system and the phonon
bath the corresponding relaxation time is called spin-lattice relaxation time. According
to the technique that investigates the magnetization dynamics, this time can be labeled
as τSL (AC susceptometry) or T1 (Electron Paramagnetic Resonance - EPR). While
τSL represents the relaxation time of the whole magnetization, T1 is the relaxation time
between two energy levels. For a two-level spin system, that is a true S = 1/2 with no
hyperfine interactions, τSL and T1 should describe the same dynamics timescale and
therefore they should have comparable values. Any paramagnet possesses, however,
another characteristic time, that is known as spin-spin relaxation time (or T2). This
time measures how long the spins behave in a coherent way, that is the time in which
the spins lose the memory of the phase of the superposition states in which they
have been prepared. For storage application a long T1 is needed, while for quantum
3
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computing it is T2 that has to be optimized. This parameter is of crucial importance
for single qubit operation, i.e. the simplest operation of a potential quantum computer,
for which it should be maximized: an upper limit for it can experimentally be extracted
by the phase-memory time Tm, measured e.g., by pulsed EPR experiment, as it will be
shown in chapter 6.
Despite the appeal of potential applications of these systems, we will not deal
with them here, since the research activity presented in this dissertation concerns the
investigation of the properties of SMMs at a more fundamental level. In particular,
since a full comprehension of the mechanisms that are involved in the slow relaxation
of the magnetization has not been achieved yet, we focused on the relation between
this and the electronic structure of the involved magnetic ion. Apart from quantum
tunneling and Orbach process, other mechanisms can be involved in the relaxation: it
has been demonstrated that the Orbach process is too often considered responsible for
the relaxation, but the overcome of a barrier is not the only way magnetization can
relax [18].
The theoretical approach to magnetic relaxation processes dates back to the middle of
20th century [19]: curiously, despite its many approximations and intrinsic limitations,
it continues to be used with apparently no caution in the interpretation of data
for molecular systems. One of its main assumptions is that only acoustic phonons
are considered in the development of simplified expression of field and temperature
dependences of the relaxation times pertaining to different processes. However, these
SMMs have Debye temperatures of the order of tens of kelvin, at variance with hundreds
of kelvin of solid state materials for which the theory has been originally developed
[20]. Limiting the phonon spectrum to the acoustic branches in the analysis of the
relaxation data of molecular systems seems then a bit restricting. Moreover, according
to the same theory, the finding of energy barriers of hundreds of kelvin, when the
Debye temperature is so low, contrasts with the hypotheses at the basis of the theory.
There is then clearly space for much work here, in trying to correlate the observed
dynamic behavior with the electronic structure of the system.
In this respect, an extensive study of a SMM should include an experimental part
that correlates results from different techniques, both magnetic and spectroscopic, and
a theoretical part that nowadays is embodied by ab initio calculations. Indeed, only a
virtuous interplay between several experimental approaches and a theoretical modeling
of these systems will allow us to obtain a detailed understanding of the relation between
the electronic structure and the rich low-temperature magnetization dynamics often
observed in these systems [21, 22] .
The main idea of this thesis is to report possible protocols to obtain an as full as
possible magnetic characterization, taking into account that, as when we play cards,
we may or may not have a lucky hand. Indeed, whatever is the target of our research
4
we have to deal with the means and data that are available. For instance, the main
purpose of a luminescence study could be the determination of the energy splitting of
the ground state, that includes several energy levels. Unfortunately, only transitions to
excited states are observed, so no direct information on the energy level structure of the
ground state is available. Another scenario may include the synthesis of a new sample.
If no single crystals are obtained, it may not be possible to get the molecular structure
as a first step. Even if the structure is resolved by means of X-ray Powder diffraction
spectra (XRPD) we will not be able to perform Cantilever Torque Magnetometry
(CTM) or any other anisotropic magnetometry, since these techniques require single
crystals.
The thesis is organized in six chapters. In chapter 1 we will present a simple
theoretical approach that allows to describe most of the SMMs features. In chapter 2 a
summary of the investigation techniques is reported. Together with EPR spectroscopy
and static and dynamic magnetic measurement (DC and AC) we will give some basic
principles of Muon Spin Relaxation technique (µSR), that is not frequently used in
the magnetic characterization of SMMs. In Chapter 3 we will present some results of
µSR for two complexes, Er(trensal) and Dy(trensal), that were previously investigated
by other techniques [18, 23]. In chapter 4 we will report a comprehensive study of a
new Dy(III)-based SIM [22]. In chapter 5 a new series of compounds, the Ln(trenovan)
family is reported. They are similar to the Ln(trensal) series but no single crystals
nor luminescent data were available. Indeed, their molecular structure was resolved
from XRPD. After the experimental characterization, their magnetic properties were
simulated by means of a phenomenological approach. Finally, in chapter 6 the magnetic
characterization of a vanadyl-based compound is reported. Its long spin-spin relaxation
time T2 makes this kind of molecules suitable to work as potential qubits [24].
5

1. Electronic structure and magnetic
properties of SMMs
Quelli che s’innamoran di pratica sanza scienzia
son come ’l nocchier ch’entra in navilio senza
timone o bussola, che mai ha certezza dove si
vada.
(Leonardo da Vinci)
To understand and model the dynamic behavior of a SMM it is important to obtain a
sketch of its energy level structure and of its state composition. In this PhD thesis we
focused on the study of SIMs, i.e. systems in which each molecule possesses only one
magnetic center (like the well known [TbPc2]– [11]). A good description of the energy
level structure can be fulfilled by applying the perturbation theory on the energy levels
of the free ion. Indeed, a very simple and basic approach starts off with an unperturbed
hamiltonian H0 and then adds up perturbatively the other contributions, which are
supposed to be smaller than H0. We will therefore begin with a brief introduction
on the hamiltonian for a free ion, and then describe the effect of the ligands focusing
on the Crystal Field approach [25]. The interaction with an external magnetic field
and the magnetic anisotropy will be presented in section 1.3, while an overview of
the possible mechanisms of relaxation of magnetization and of their phenomenological
modeling will be discussed at the end of the chapter.
1.1. The hamiltonian for an isolated ion
If we consider an atom or ion containing a nucleus of charge Ze and N electrons an
appropriate hamiltonian for a detailed description of its electronic structure should
include:
1. the kinetic energy of the electrons and their potential energy in the electrostatic
attractive field of the nucleus (assumed to be point-like and infinitely massive).
2. The electrostatic repulsion between electrons.
3. The magnetic interactions of the electronic spins with their orbital motion (spin-
orbit interactions).
7
1. Electronic structure and magnetic properties of SMMs
4. Several weak effects such as spin-spin interactions between electrons, various
relativistic effects, nuclear corrections, etc.
To keep this approach as simple as possible we should ignore all the ‘small’ effects
mentioned in the last point. Thus, neglecting for the moment the spin-orbit interaction,
we can write
H = − h¯
2
2m
N∑
i=1
∇2i −
N∑
i=1
Ze2
ri
+
N∑
i<j
e2
rij
(1.1)
where ri denotes the relative coordinate of the electron i with respect to the nucleus,
rij = |ri − rj | and the last summation is over all pairs of electrons [26]. The presence
of the terms 1/rij makes the equation not separable and to solve this problem it is
possible to use the central field approximation. In this approximation the idea is that
each electron moves in an effective potential due to the attraction of the nucleus and
the average effect of the repulsive interactions between this electron and the (N − 1)
other electrons. Since the effect of the other electrons is to partially screen the Coulomb
interaction with the nucleus this means that the inter-electron repulsion contains a
large spherically symmetric component that will be called S(ri)
∑
i
S(ri) =
〈∑
i<j
e2
rij
〉
(1.2)
where the braket denotes an average over the distances of the (N − 1) other electrons.
We can then rewrite equation (1.1) as
H = H0 +Her (1.3)
H0 =
N∑
i=1
(
− h¯
2
2m
∇2i −
Ze2
ri
+ S(ri)
)
(1.4)
Her =
N∑
i<j
e2
rij
−
〈∑
i<j
e2
rij
〉
(1.5)
Now Her is much smaller than
∑N
i<j
e2
rij
, which represents the full mutual repulsion
between the electrons. We can thus suppose that Her  H0 and consider Her as a
perturbation.
Another important correction to the hamiltonian H0 is represented by the spin-orbit
term that is
HLS =
∑
i
ξ(ri)li · si (1.6)
where ξ(ri) is a function of ri and the central potential. It can be shown that
the contribution to the sum (1.6) coming from closed subshells vanishes, so that
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the summation is only over electrons of partially filled shells. Therefore, the total
hamiltonian for a free atom or ion is
Htot = H0 +Her +HLS (1.7)
Since Htot describes an isolated atom or ion both the total parity and the total angular
momentum are constant of the motion. In the present case the total angular momentum
is given by:
J = L+ S (1.8)
where L =
∑
iLi is the total orbital angular momentum of the electrons, S =
∑
i Si
is their total spin angular momentum. In order to discuss the effects of the terms
Her and HLS we shall use perturbations theory, starting from the eigenfunctions and
eigenvalues of H0. The calculations is carried out depending on the relative magnitude
of the two perturbing terms Her and HLS . Generally only two extreme situations are
considered: Her  HLS and HLS  Her. The first one, which is the most frequently
encountered, is called L-S coupling or Russell-Saunders coupling, while the second one
is known as the j-j coupling case.
In the L-S coupling scheme the first perturbation of H0 to be considered is the
inter-electronic repulsion Her. The possible states of a multi-electron configuration
are known as spectroscopic terms and are labeled as 2S+1L, with the capital letters
S, P,D, F . . . corresponding to the values of L = 0, 1, 2, 3 . . . while (2S+1) is called the
multiplicity of the term. The configuration of the ground state is usually determined
by following the Pauli exclusion principle and the three Hund’s rules [26]. As a second
step, the spin-orbit perturbation HLS is included and, since degeneracy is further
partially removed, the term 2S+1L splits into a number of fine structure components,
characterized by a value of J . The various components 2S+1LJ are then called multiplets
and each of them is still (2J + 1)-fold degenerate with respect to MJ .
Table 1.1.: Relative magnetudine of the varios contributions in equation (1.9) [27].
First and second transition series HLF ∼ Her > HLS
Third transition series HLF ∼ Her ∼ HLS
Lanthanides Her > HLS > HLF
Actinides Her ≥ HLS ≥ HLF
To complete the picture and account for the physical properties of lanthanide and
transition metal complexes we shall consider an ion that interacts with other ions or
atoms. The overall hamiltonian will then be
H = H0 +Her +HLS +HLF (1.9)
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As regards lanthanide ions in metal complexes, the order of magnitude of different
interactions is reported in table 1.1 and in more detail in table 1.2, evidencing that the
L-S coupling scheme can be employed. For the transition metal ions the situation is
more complicated, the d orbitals are more diffuse and the ligand field interaction HLF
is of the same order of magnitude of the interelectronic repulsion Her. Moreover, the
effect of the ligands around the d orbitals leads to the ‘quenching’ of orbital angular
momentum, thus reducing the contribution of the spin-orbit coupling HLS . Therefore,
free ion octahedral
field
 L-S
coupling
magnetic 
field
2D
2E
2T2
(2)
(4)
(1)
(2)
(2)
(1)
Figure 1.1.: Crystal field, spin-orbit and magnetic field splitting of the 2D energy level of
Ti(III). The figure is adapted from reference [28]. The numbers in parentheses indicate
the degeneracy of a particular level (the Jahn-Teller distortion is not considered).
in the case of transition metal ion, the spin value S is a good quantum number and the
states can be labeled as 2S+1Γγ where Γγ are the labels of the irreducible representation,
in Bethe’s notation, of the point group symmetry of the metal site [3] (see also figure
1.1).
Table 1.2.: Order of magnitude for the energies of lanthanide ions in crystals.
Interaction Energy (cm−1)
Central field hamiltonian 104 to 105
Interelectronic repulsion 104
Spin-orbit interaction 103
Crystal field 102
Interaction with a magnetic flux density of 104 G 1
Hyperfine interactions 10−3 to 10−1
10
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1.2. The Crystal Field approach
Among different approaches to model the effect of the ligands the Crystal field theory
(CF) is the oldest and the simplest one. It assumes that the metal ion is ionized
according to its formal positive oxidation number and the ligands are considered as
negative point charges [27].
This theory was initially conceived to explain the spectroscopic characteristics of
transition metal ion complexes [25] and it has been quite successfully applied also to
lanthanides compounds. In this case, in fact, the 4f orbitals are inner compared to the
filled orbitals of the xenon configuration and covalence plays a minor role (see figure
1.2).
Sm3+
relativistic
nonrelativistic
1.2
1.0
0.8
0.6
0.4
0.2
0.0
1 2 3 4
P(
R)
4f
5d
6s
6p
R(A)
Figure 1.2.: Distribution of the radial charge for Sm(III).
The Crystal field hamiltonian is defined as [29]:
HCF =− e
∑
i
VCF(ri)
=− e
∑
i,L
(−Ze)L
|RL − ri| (1.10)
The summation
∑
L is over the surrounding ions contributing to the crystal field
experienced by all the electrons i of the central metal ion. If we expand the potential
in equation (1.10), both by using the Legendre polynomials and the spherical harmonic
addition theorem [30], we find
VCF =
∑
i,L
∞∑
k=0
rki
Rk+1L
Pk(cosω)
11
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=
∑
i,L
∞∑
k=0
rki
Rk+1L
4pi
2k + 1
k∑
q=−k
Y q∗k (θ, ϕ)Y
q
k (θi, ϕi)
=
∑
i,L
∞∑
k=0
rki
Rk+1L
4pi
2k + 1
k∑
q=−k
(−1)qY −qk (θ, ϕ)Y qk (θi, ϕi) (1.11)
The Y −qk (θ, ϕ) can be seen as expansion coefficient and the Y
q
k (θi, ϕi) as operator.
For the sake of clarity Y −qk (θ, ϕ) and Y
q
k (θi, ϕi) will be shortened to Y
−q
k and Y
q
k (i)
respectively. It is then possible to rearrange the expression in equation (1.11) in several
ways, depending on the system we are studying.
One possible way to deal with equation (1.11) is through the equivalent operator
approach, also known as Stevens’ formalism [31]. The equivalent operators are based
on the result that, by using the Wigner-Eckart theorem, the following matrix elements
are proportional and related to each other by a constant factor [32]
〈l,m|x, y or z|l,m〉 ∝ 〈l,m|lx, ly or lz|l,m〉 (1.12)
Following Abragam and Bleaney [33] it is possible to rearrange equation (1.11) as
VCF =
∞∑
k=0
k∑
q=−k
akqO
q
k (1.13)
Sometimes the same equation is expressed as [34]
VCF =
∞∑
k=0
k∑
q=−k
AkqθkOqk (1.14)
where Okq are polynomials in the components of angular momentum J (or L) and
Aqk are parameters that can be evaluated from experiment. θk are tabulated matrix
elements that are easily computed if mixing between different J is neglected, thus the
Stevens’ formalism is suitable for the description of a single multiplet, speaking in
terms of Russel-Saunders coupling.
The explicit form of Okq with respect to angular momentum operators and the values
of θk can be found in the appendices of Abragam and Bleaney textbook [33], while the
number of terms required in equation (1.13) depends on the point symmetry of the
metal site. The matrix elements of the CF interaction can then be evaluated using the
proper basis, that depends on the relative magnitude of the term HCF and Her.
In the case of transition metal ion complexes it is worth mentioning that a Spin
hamiltonian approach (SH) is quite used too. Indeed, in spectroscopic techniques
like Electron Paramagnetic Resonance, EPR, this approach allows to interpret and
12
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classify the obtained spectra without recurring in first instance to fundamental theories.
The SH approach eliminates all the orbital coordinates and replaces them with spin
coordinates, taking advantage of the symmetry properties of the system. In this view
the simplest SH can be written as
HSH = D
(
S2z −
S(S + 1)
3
)
+ E(S2x − S2y) (1.15)
where D and E are the axial and rhombic zero field splitting parameters, accounting
for the different energies of MS states in the absence of a magnetic field.
When different multiplets have to be included, as it happens in the analysis of optical
spectroscopy data, the equivalent operator approach is not well suited. Wybourne
introduced a new formalism [35] and equation (1.11), after some math [29], can be
written as
VCF =
∑
i
∞∑
k=0
[
bk0C
k
0(i) +
k∑
q=1
(
bkq
(
Ck−q(i) + (−1)qCkq (i)
)
(1.16)
+ ib′kq
(
Ck−q(i)− (−1)qCkq (i)
))]
where
bk0 =
√
4pi
2k + 1
Y 0k
∑
L
(Ze2)L
rk
Rk+1L
(1.17)
bkq =
√
4pi
2k + 1
(−1)q Re{Y qk }∑
L
(Ze2)L
rk
Rk+1L
(1.18)
b′kq =
√
4pi
2k + 1
(−1)q Im{Y qk }∑
L
(Ze2)L
rk
Rk+1L
(1.19)
Ckq (i) =
(
4pi
2k + 1
) 1
2
Y qk(i) (1.20)
The coefficients b are real number (note that b′kq are multiplied by the imaginary unit in
equation (1.16)) and contain an angular and a radial part. The radial part dependency
is considered to be the same for all states, so instead of rki we have r
k. In the end we
will not ‘deal’ with the radial dependency since everything that concerns non-angular
parts will be absorbed by the definition of new coefficients. Indeed, the calculation of
CF perturbation pertains matrix elements like
〈
τ lLSJM
∣∣VCF∣∣τ ′l′L′S′J ′M ′〉 =
〈
τ lLSJM
∣∣∣∣∣∣
∑
i,k,q
bkqC
k
q (i)
∣∣∣∣∣∣τ ′l′L′S′J ′M ′
〉
(1.21)
13
1. Electronic structure and magnetic properties of SMMs
While Ckq can be evaluated by using group theory methods, the radial part cannot be
calculated exactly. It is then more suitable to define new parameters, Bkq , that will
contain both the radial dependency of the bkq and the radial part of the wavefunction. As
parameters the Bkq ’s will be determined semi-empirically, for instance from luminescence
data [23].
In the end, after some rearrangements the details of which can be found in literature
[29, 35] we obtain〈
τLSJM
∣∣∣∣∣∑
i
Ckq (i)
∣∣∣∣∣τ ′L′S′J ′M ′
〉
=
(−1)2J−M+S+L′+k+l [(2J + 1)(2J ′ + 1)] 12 [(2l + 1)(2l′ + 1)] 12
×
(
l k l′
0 0 0
)(
J k J ′
−M q M ′
){
J J ′ k
L′ L S
}〈
τLS
∣∣∣∣∣∣Uk∣∣∣∣∣∣τ ′L′S′〉 (1.22)
where the big round and curl brackets represent the 3j and 6j symbols respectively,
while the double reduced matrix element can be calculated by a recursion formula or
found tabulated in [36]. Based on the properties for the 3j symbols one can deduce
some selection rules:
• since for the 4fn configuration l = 3 we have(
3 k 3
0 0 0
)
= 0
unless k ≤ 6 and (k + 6) is even.
• for the other 3j symbol in equation (1.22)(
J k J ′
−M q M ′
)
= 0 (1.23)
unless −M + q +M ′ = 0 and |J − k| ≤ J ′ ≤ (J + k). In particular, if J = J ′ we
also have k ≤ 2J .
The condition −M + q +M ′ = 0 determines which non-diagonal matrix elements will
occur in the energy matrix for a given symmetry. The non-diagonal matrix elements
are responsible for the fact that M will not remain a good quantum number, while J
can be considered as such as long as only one multiplet is considered.
For the sake of clarity it is worth mentioning a couple of things about the Bkq
parameters. First of all they depend on the choice of the reference frame and, among
several conventions, one of the most used is due to Prather [29]. According to the latter,
the direction of the z axis is along the principal symmetry axis, while y corresponds to
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a binary axis (if present). The x axis will be orthogonal both to z and y in order to
have a right-handed reference frame. However, when the the symmetry is low the choice
of the reference frame could not be straightforward. To overcome this inconvenience
Rudowicz proposed to adopt a standardizations of the Crystal Field Parameters (CFP)
[37].
As a second point, when dealing with the ground multiplet, the approaches defined
in equation (1.22) and (1.14) are interchangeable, provided that Akq are correctly
transformed to Bkq or vice versa. A table with the relations among the parameters can
be found in [34].
1.3. Anisotropy and interaction with a magnetic field
The study of magnetic anisotropy is a central topic in Molecular Magnetism, indeed, a
necessary but not sufficient condition to observe a SMM behavior is to have magnetic
anisotropy, that is a preferred orientation for the direction of magnetization. The origin
of magnetic anisotropy resides in the spin-orbit coupling. Indeed, the spin angular
momenta do not depend on spatial coordinates: however spins will be coupled to the
electronic charge density via spin-orbit coupling, and their energy will therefore depend
to some extent on their absolute orientation with respect to the crystal axes.
In lanthanide ions the combined action of the spin-orbit coupling and the crystal
field (CF) induced by the ligand(s) donor atoms allows to have anisotropy in first order.
On the contrary, in transition metal ion compounds, in particular for the elements with
partially filled 3d shells, the presence of the ligands leads very often to the quenching
of the orbital angular momentum, so that the magnetic properties are reproduced
as if the compounds have J = S.1 Anisotropy arises as a second order effect of the
spin-orbit coupling with the excited states.
When a magnetic field is applied, the hamiltonian described in equation (1.9) gains
a further term, called Zeeman term, that can be expressed as
Hzmn = µB (L+ gSS) ·B (1.24)
where µB is the Bohr’s magneton and gS is the free electron g-factor and, for most
purpose, it is set equals to 2.2 The energy contribution of equation (1.24) can be
evaluated by choosing the proper basis. For transition metal ions, as mentioned before,
the choice of the basis depends on the relative magnitude of the other interactions
in equation (1.9). In the case of lanthanide ions, the Zeeman term can be always
considered as a perturbation of the CF eigenstates (see also figure 1.3). Since The
1In fact, although the Curie’s law is obeyed, the value of the Curie constant can usually be explained
only if one assumes that L = 0 [20].
2In section 2.1 a few words will be spent on units of H and B.
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free ion electronic
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L-S
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4I13/2
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4I9/2
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magnetic
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≈104 cm-1
≈103 cm-1
≈102 cm-1
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Figure 1.3.: Energy level diagram for Nd(III), considering the interaction described in
equation (1.9) and a Zeeman term.
CF eigenstates are linear combinations of |τLSJM〉, to keep the work as simple as
possible, we will consider ‘pure state’ and we will calculate the matrix elements of
Hzmn in the |τLSJM〉 basis (for convenience |JM〉). If only the ground multiplet is
considered, then equation (1.24) can be written as
〈
JM ′
∣∣Hzmn∣∣JM〉 = gJµB 〈JM ′∣∣B · J ∣∣JM〉 (1.25)
where gJ is the Landé factor
gJ =
3
2
− L(L+ 1)− S(S + 1)
2J(J + 1)
(1.26)
The calculation of the matrix elements of equation (1.25) can be performed with the
help of the Wigner-Eckart theorem, since Jz, Jx and Jy can be rearranged as spherical
tensor operator of rank one:
Jz = J
1
0 (1.27)
Jx =
−J11 + J1−1√
2
(1.28)
Jy =
−J11 − J1−1
i
√
2
(1.29)
To understand the behavior of a system under an applied magnetic field it may be
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useful to introduce the concept of effective spin hamiltonian Heff
Heff = geffµBB · S˜ (1.30)
where S˜ is an effective spin, a fictitious angular momentum such that the degeneracy of
the group of levels involved is set equal to
(
2S˜ + 1
)
. For instance, an isolated Kramers’
doublet with two levels can be seen as if it possesses an effective spin S˜ = 12 . It is
worth noting that S˜ is not necessarily the true angular momentum of the system, in
which case geff does not give the true magnetogyric ratio.
The form of equation (1.30) presupposes that Heff depends only on the angle between
the field and the effective spin. Actually, what is observed is that the interaction
depends also on the angles that the magnetic field B makes with some axes defined by
the local symmetry. Therefore a more general form of equation(1.30) will be
Heff = µB
(
B · geff · S˜
)
(1.31)
where geff is a 3× 3 matrix. If we choose a reference frame that corresponds to the
principal axes of geff,
3 then equation (1.31) reduces to
Heff = µB
(
gxxBxS˜x + gyyByS˜y + gzzBzS˜z
)
(1.32)
According to the symmetry of the system three possible cases are encountered:
• gxx = gyy = gzz, the system is isotropic, meaning that the response to the
magnetic field does not depend on the direction along which it is applied;
• gxx = gyy = g⊥ and gzz = g‖, if g‖ > g⊥ the system has an easy axis, otherwise
an easy plane;
• gxx 6= gyy 6= gzz the system is fully anisotropic.
In lanthanide ion compounds, an estimate of the upper limit for geff can be found by
writing a state like ψ =
∑
M cM |JM〉 (so without J mixing). If we consider only one
value for M (so that g⊥ = 0), supposing M = J we have that
g‖ = geff = 2gJJ (1.33)
with gJ the Landé factor (see equation (1.26)).
In addition to the interaction with an external magnetic field, also hyperfine coupling
between electronic and nuclear spin may play a role. In a way similar to that employed
3I.e. the directions that are eigenstates of geff.
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for the magnetic field it can be shown that
Hhyp = S˜ ·A · I (1.34)
where A is the hyperfine coupling tensor and I represents the nuclear spin. For
lanthanide ion compounds hyperfine interaction is usually neglected in computing
the energy level structure (see also table 1.2). Indeed, it is rarely detectable in EPR
experiments for pure compounds and only high dilution in diamagnetic matrices allows
to resolve the hyperfine coupling.
1.4. Magnetic relaxation processes: an overview
The polynuclear cluster Mn12 (Mn12O12(CH3COO)12(H2O)4) is universally considered
the archetypal SMM [2]. Generally, when dealing with a 3d polynuclear SMM the
overall spin hamiltonian includes terms that describe the exchange coupling interactions
between the constituent paramagnetic centers and terms that describe the magnetic
anisotropy of each single center. The exchange interaction is often the dominant term,
giving rise to a ground state with well defined spin S, energetically well separated from
the excited states, which can be much larger than the spin of the single centers. The
effect of the anisotropy terms on the ground state, modeled by a spin hamiltonian of
the type 1.15 is that of splitting the otherwise degenerate (2S + 1) energy levels. As
sketched in the Introduction, this may give rise to an energy barrier between the ±MS
states. The potential energy, in the simplest view, has then a parabolic dependence
on the MS , since the dominant term in the Spin hamiltonian has the form DS2z (see
equation (1.15) and figure 1.4b, with a negative D-value). In this picture, once the
system has been magnetized along one direction (say MS = S), the relaxation of
the magnetization consists of consecutive transition between MS states: to invert the
magnetic moment the system must climb a number of steps on one side of the energy
barrier and descend on the other. The mechanism of the individual steps is of minor
importance and the relaxation time has a thermal dependence that is described by an
Arrhenius’ law:
τ = τ0e
∆/kBT (1.35)
For SIMs containing lanthanide ions the magnetic relaxation occurs by means of
one or two steps only, therefore the climbing of a single rung becomes important [38].
Indeed, the ground multiplet, split by CF, usually spans hundreds of cm−1, a much
larger range compared to 3d polynuclear SMMs. The archetype is the [TbPc2]– , also
known as terbium double-decker [11]. The behavior of the relaxation time as a function
of temperature was fitted through an Arrhenius’ law. The value of the energy barrier,
if an energy barrier sketch has a meaning here, was found to be around 200 cm−1, the
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(a) Mn12 cluster structure. (b) Scheme for the double potential well for Mn12ac.
Figure 1.4.: In figure 1.4a the magnetic core of Mn12 is reported, The violet circles
represent the manganese ions with S = 2, while the green ones the ions with S = 32 . In
figure 1.4b the anisotropy energy barrier is shown together with the magnetic relaxation
steps [38].
same order of magnitude of the calculated energy of the first excited state [39].
In SMMs another possible way for passing from one side of the energy barrier to the
other is through Quantum Tunneling of Magnetization (QTM). This is a temperature
independent reversal mechanism which takes place when two levels on the opposite
side of the barrier have the same energy but the two states are not orthogonal. For
non-Kramers’ ions (i.e. ions containing an even number of unpaired electrons) this
can occur because of low symmetry CF terms, transverse magnetic fields or hyperfine
interactions. For Kramers’ ions an important theorem due to Kramers’ states that the
energy levels will be at least double degenerate (Kramers’ doublet), no matter how low
is the symmetry [33]. It is then mandatory to break the degeneracy of the resulting
doublet for the QTM to occur. QTM, in zero applied magnetic field, can then be
induced by hyperfine coupling or dipolar interactions in these systems. In addition, a
thermally activated QTM can occur, if the two levels involved are not the lowest one.
However, this is only possible if the system is first excited to a higher energy level,
which requires a spin-lattice interaction.
It is usually assumed that the transfer of energy in magnetic relaxation takes
place between the magnetic spin system and the lattice vibrations. Indeed the spin-
phonon interaction accounts for various processes that can contribute to relaxation. A
theoretical dissertation of such processes usually makes two main assumptions:
• the paramagnetic substances are fairly diluted, thus avoiding the complexities
that arise from the interplay of spin-spin and spin-lattice interactions;
• the specific heat of the lattice cL is infinite with respect to that of the spin systems
cS and the lattice is in thermal equilibrium with a heat bath of temperature T .
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The second condition guarantees that the spin-bath relaxation time τSB, that is the
physical quantity measured in AC magnetometry, is actually the spin-lattice relaxation
time τSL. Indeed, when this request is not fulfilled, the rate of the heat transfer between
the phonons and the surrounding heat bath may be so slow that the energy from
the spin system will heat up the phonon system. In this case the spin system and
the phonons constitute strongly coupled systems. This phenomenon is known as the
phonon bottleneck [33] and in this case τSB can be seen as
τSB = τSL +
(
cS
cL
)
τLB (1.36)
where τLB is the lattice-bath relaxation time [40]. When the term (cS/cL)τLB is very
small then τSB ∼ τSL.
The evaluation of τSL requires to calculate the transition probability between the
energy levels of the spin system caused by the interaction with the lattice. Indeed,
from the physical point of view, the interaction can be seen as a modulation of the
crystal field, through motion of the electrically charged ions under the action of lattice
vibrations. There is, therefore, a sort of dynamic orbit-lattice interaction that can
indirectly affect the spin levels, causing transition between these levels [33]. A possible
approach consists of expanding the crystal field potential VCF in powers of the strain:
VCF = V
(0)
CF + V
(1)
CF + 
2V
(2)
CF + . . . (1.37)
where the first term on the right is the static term. If  is a fluctuating strain caused
by phonons, then the remaining terms of equation (1.37) give the dynamic part of the
spin system-lattice interaction.
To estimate the order of magnitude of the spin-lattice relaxation time τSL the
assumption is usually made that each term V (n)CF is of the same order as V
(0)
CF , though
they will contain terms of lower symmetry. We will not enter into detail of the calculation
here but we will recall the processes that can be involved in the magnetic relaxation
[28] and their temperature and field dependence in Kramers and non-Kramers’ ions.
Since the calculation of the transition probability implies the evaluation of the matrix
element of V (n)CF , the result will depend whether a Kramers or a non-Kramers’ ion is
considered.
To present some quantitative results we will introduce the following notation: the
two lowest lying states will be called |a〉 and |b〉, separated by an energy difference of
δab, that can be equal to 0 if the two levels are degenerate in the absence of a magnetic
field. For Kramers’ ions this is obvious but it can happen also for non-Kramers’ ions,
when there is accidental degeneracy due to the symmetry of the CF. Then, we will
consider an additional energy level |c〉, that lies at ∆ with respect to |a〉.
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The description of the different processes contributing to relaxation dynamics usually
follows the traditional paper of Orbach [19], that dates back to the sixties and we will
comply with that. A caveat seems however necessary. One of the main assumptions of
that model, developed for ionic lattices, is that only acoustic phonons are taken into
account, since the maximum phonon energy considered is h¯ω ∼ kBΘD, where ΘD is the
Debye temperature. The Debye temperature can be seen as a measure of the stiffness
of a material and in many solids is around hundreds of kelvin [20]. However, molecular
crystals are in general more ‘elastic’, indeed ΘD is the order of tenths of kelvin [41, 42].
For this reason, in molecular complexes optical modes lie at lower energy and they may
therefore play a significant role in the relaxation of magnetization. Limiting the phonon
spectrum to the acoustic branches in the analysis of the relaxation data of molecular
systems seems then a bit restricting. Moreover, according to the Orbach’s theory, the
finding of energy barriers of hundreds of kelvin, when the Debye temperature is so low,
contrasts with the hypotheses at the basis of the theory. Therefore, the relations that
will be listed below for the different relaxation mechanisms should be taken carefully.
Indeed, they are far from complete and the dependencies are simplified. It will be
assumed, for instance, that the thermal energy is large compared to the Zeeman energy
and that ∆ kBT  δab. For a most exhaustive dissertation and to have an idea of
the order of magnitude of the several coefficients make reference to [19, 33, 43].
a
b δab
Direct
process
a
b δab
c
Second-order Raman
process
a
b δab
c
Δ
Orbach
process
Debye frequency
Acoustic phonons
Optical phonons
Figure 1.5.: Schematic view of the different processes described in the text, for simplicity
it is assumed that potential doublets are split by Zeeman interaction. The figure is
adapted from reference [38].
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If only terms up to the second order are retained in the expansion of the CF potential,
then the following processes are identified:
1. Direct process. There is a direct transition from one energy level to another one
of the spin system and the energy difference δab is taken up by (ore released
to) the lattice, meaning that an acoustic phonon of frequency δab/h¯ is absorbed
(or emitted), as depicted in figure 1.5. In the absence of magnetic field this
one-phonon process is available only for non Kramers’ ion with no accidental
degeneracy and according to [33] the following dependency on temperature is
found:
1
τSL
∼ aT (1.38)
When also a non Kramers’ ions experience degeneracy, the application of a
magnetic field breaks it (δab = gµBH) and we have
1
τSL
∼ bH2T (1.39)
For Kramers’ ions when a magnetic field is applied we find:
1
τSL
∼ cH4T (1.40)
It is worth mentioning that also hyperfine interaction can break the degeneracy
of a Kramers’ doublet in zero field, thus allowing a direct process but we will not
discuss here the case.
2. Raman process. There are actually two types of Raman process. The first one is
called first-order Raman process and it arises when the crystal potential V (2)CF has
matrix elements between the two states |a〉 and |b〉. It is in principle observable
in non-Kramers’ ions or in Kramers’ ions in the presence of a magnetic field.
The second one is called second-order Raman process, in which a phonon of
frequency ω1 causes a virtual transition from one of the lowest states, let’s say
|a〉, to an excited one, followed by another virtual transition induced by a second
phonon of frequency ω2, in which the system return to the other ground state
(|b〉). We use the term virtual transition because the energy of the excited state
|c〉 is greater than the upper limit of the phonon spectrum kBΘD (see figure
1.5). Any two phonons, whose energy difference is equal to δab, can take part to
the process. Therefore, especially at higher temperatures, there are much more
phonons available that satisfy the this condition, compared to the case of the
direct process where the single phonon should match δab .
For a non-Kramers’ ion, considering both type of processes the following approxi-
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mate temperature dependency is found:
1
τSL
∼ eT 7 (1.41)
A similar relation can be encountered for Kramers’ ion when a magnetic field is
applied, τ−1SL ∼ H2T 7. Otherwise, the behavior in temperature is:
1
τSL
∼ fT 9 (1.42)
3. Orbach process. An Orbach process is a two-phonon process that occurs via a real
intermediate state |c〉 of the spin system. The spin system absorbs a phonon and
is excited from one of the two lowest states to an upper real state with energy ∆,
then it relaxes to the other ground state by emission of another phonon. If the
direct process between |a〉 and |b〉 is negligible then we find that
1
τSL
∼ (∆)3e−∆/kBT (1.43)
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It doesn’t matter how beautiful your theory is, it
doesn’t matter how smart you are. If it doesn’t
agree with experiment, it’s wrong.
(Richard P. Feynman)
In this chapter we will briefly illustrate the experimental techniques used during this
PhD. We will begin with the most common experiments of AC and DC magnetometry,
that allow to study the static (χ) and dynamic bulk magnetic properties (τSB and
τSL). Then a digression of EPR investigation, both in continuous wave (geff) and
pulsed methods (T1 and T2), will be presented. In section 2.3 we will focus on Muon
Spin Relaxation (µSR), a more exotic investigation technique of SMMs, that allows to
locally probe the static and dynamic magnetic properties.
2.1. Magnetometers and susceptometers
The physical idea behind a magnetometer is to measure an electromotive force that is
proportional to the variation of a magnetic flux (Faraday’s law) [3]. This electromotive
force is induced in a pick-up coil that collects the flux generated by the magnet itself
and by the magnetized sample. The contribution of the magnet is usually eliminated by
a proper design of the pick-up coils (the so called first and second order gradiometers),
so that the recorded signal is in the end proportional to the magnetization of the
sample.
In high sensitivity magnetometers, the induced current is not directly measured but
the coils are inductively coupled to a Superconduting QUantum Interference Device
(SQUID), a device that consists of a closed superconducting loop including one or two
Josephson junctions. A SQUID is in essence a flux-voltage transducer, indeed any
change in the magnetic flux in the detection coil induces a proportional change in the
persistent current in the detection circuit. SQUIDs are kept in liquid helium bath and
are shielded from the magnetic field produced by the superconducting magnet of the
magnetometer. For field larger than 80 kOe vibrating samples magnetometers (VSM)
are employed, instead of SQUID-based magnetometers, since such field values, even
screened, destroy the superconductive state of the SQUID circuit.
During a DC magnetization measurement a static magnetic field H is applied and the
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magnetization M1 of the sample is recorded. As long as M depends linearly on H it is
possible to extract the static magnetic susceptibility χ as M/H and the corresponding
χT vs T curve, as well as the M vs H behavior. Since
χ =
∂M
∂H
(2.1)
χ is in principle a tensor. However, the magnetic measurement is often performed
on a powder sample pressed in a pellet: due to the statistical distribution of grain
orientations, the obtained χ value will then be an average, i.e. a scalar value.2 It
should be kept in mind that conventional magnetometers are usually sensitive to
the component of magnetization parallel to the applied field. In the case of a single
crystal the sample is usually attached on a cube of Teflon and the faces of the cube
(XY Z) are indexed with an X-ray diffractometer. This procedure allows to know
the orientation of XY Z with respect to the orthogonalized cell frame ab′c∗. The
magnetization can then be investigated by performing rotations of the crystal around
the three orthogonal directions XY Z. The measured values of χ = M/H are then
fitted for each rotation and it is possible to extract the component of the χ tensor,
expressed in the XY Z reference frame. The diagonalization of the tensor leads to
the principal values (eigenvalues) and to the principal direction (eigenvectors) of χ in
XY Z but the results can be conveniently translated in the orthogonalized cell frame
ab′c∗. It must be pointed out that this procedure allows to obtain the χ tensor of the
crystal. This implies that whenever a cell contains molecules that are not iso-oriented
the molecular χ tensor can not be unambiguously determined.
For the sake of clarity few words should be spent at this stage on units. As
Olivier Kahn wrote ‘...The SI is the legal system, but legality is not science...like
most of the researchers in this field, we prefer to use the CGS emu system’ [1]. In
this unit system the magnetic field, H, is measured in oersted (Oe), however it is
sometimes expressed also in gauss (G), that is the unit for the magnetic induction
B. Indeed, for our purposes, permeability µ = µ0µr can be assumed to be that of the
vacuum, because µr = (1 + χV ) ∼ 1, where χV is the volume magnetic susceptibility
(dimensionless). Since µ0 = 1 in CGS emu H and B have the same numerical value [3].
Molar susceptibility is rigorously expressed in cm3 mol−1 but it can be found also in
emu mol−1.
In an ideal paramagnetic substance the χT vs T curve should be constant, since the
energy should be degenerate with respect to M , projection of the angular momentum
1The measured magnetization, that is an extensive quantity, is usually rescaled to become a molar
magnetization.
2To simulate the behavior of powder susceptibility χ it must be kept in mind that, if a non negligible
magnetic anisotropy is present, then χ 6= 1
3
(χxx + χyy + χzz), where χii are the calculated values
along three orthogonal directions.
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J . Indeed, the molar susceptibility according to the Curie’s law is
χ =
NAµ
2
Bg
2
JJ(J + 1)
3kBT
(2.2)
where NA is he Avogadro number, µB the Bohr magneton and gJ the Landé’s factor.
However, in molecular complexes containing lanthanides, the presence of the CF lifts
the degeneracy and mixes the M states so that, for low temperatures, a decrease in
the χT vs T is observed (see, for instance, figure 2.1). The fitting of the χT vs T curve
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Figure 2.1.: χT vs T curve for Dy(trensal) and Er(trensal). The dotted lines represent
the Curie constant for the two ions, while the solid lines are the curves simulated with
the CFPs of reference [23].
can then give some information on the low lying levels of the complex. Nevertheless,
to have a proper sketch of the energy level diagram a combination of other techniques
should be used, such as luminescence, magnetic circular dichroism, multifrequency
EPR spectroscopy etc [21].
A susceptometer is a magnetometer that can perform AC measurements. In an AC
measurement the sample experiences a small oscillating field h cos(ωt), usually with
an amplitude not larger than 15 Oe. The pick-up coils are a first order gradiometer
so that the detected signal is only due to the sample. Together with the oscillating
field h a static magnetic field H0 can be applied. The advantage of this kind of
measurement is twofold: first, since the amplitude of the oscillating field is weak, the
quantity actually measured is much closer to the real susceptibility ∂M/∂H without
loosing in sensitivity, even at very low applied external DC field (see figure 2.2). As
a second and more specific feature, this technique allows to investigate the dynamics
of magnetization, by varying the frequency ω of the oscillating field. The complex
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Figure 2.2.: The figure highlights the differences between M/H and ∂M∂H [3].
susceptibility can be seen as:
M(t) = M0 + Re
{
[(χ′ − iχ′′)heiωt]} = M0 + (χ′ cos (ωt) + χ′′ sin (ωt))h (2.3)
If χ′′ 6= 0, then the magnetic moment of the sample is not able to follow the oscillating
field and we observe a relaxation of the magnetization. The real and imaginary
components of the susceptibility are fitted according to [44]
χ′(ω) = χS + (χT − χS)
1 + (ωτ)1−α sin (piα/2)
1 + 2(ωτ)1−α sin (piα/2) + (ωτ)2−2α
(2.4)
χ′′(ω) = (χT − χS)
(ωτ)1−α cos (piα/2)
1 + 2(ωτ)1−α sin (piα/2) + (ωτ)2−2α
(2.5)
where τ is the relaxation time, α represents the distribution in relaxation times, χT
and χS are the thermal and adiabatic susceptibility (for the possible mechanisms of
relaxation see section 1.4).
DC magnetic measurements that will be presented in this dissertation were performed
by using a Quantum Design MPMS SQUID magnetometer on powders pressed in
a pellet. AC susceptibility was measured using a Quantum Design PPMS in AC
mode for the frequency range 10 Hz to 104 Hz. The Quantum Design MPMS SQUID
magnetometer was used for low frequencies (0.02 Hz to 103 Hz).
2.2. Electron Paramagnetic Resonance
EPR is a spectroscopic technique that allows to study molecules or atoms with at
least one paramagnetic center, indeed it is largely employed for the characterization
of molecular materials, organic radicals, metalloproteins, etc. Starting from the first
28
2.2. Electron Paramagnetic Resonance
observation of an EPR spectrum by Zavoisky in 1944 [45], for a long period EPR used
continuous-wave (CW) methods, in contrast with NMR spectroscopy, where they have
been superseded by a multiplicity of pulse methods [46]. Lately, thanks to availability
of less expensive commercial instrumentation, pulsed EPR has become an emerging
research field and several variety of pulsed EPR techniques have been developed [47].
EPR can be a useful tool in the characterization of SMMs. Indeed, CW experiments
can give information on the g-tensor anisotropy (see section 1.3), while pulsed EPR
has been more recently employed to investigate the spin-lattice relaxation and the
coherence time [24, 48].
2.2.1. Continuous wave EPR
EPR experiment on SMMs are usually performed at low temperature, especially for
lanthanide-based complexes. Indeed, their unquenched orbital angular momentum
implicates fast spin-lattice relaxation times and an EPR signal detectable only at
cryogenics temperatures (see below). The splitting due to CF is such that only the
lowest energy levels will be populated at low temperatures. The features of an EPR
spectrum are then usually interpreted considering an effective spin S˜ that, for Kramers’
ions, is often taken as 1/2. For non Kramers’ ions the situation is more problematic,
since the condition to observe the resonance may be not fulfilled at all, as we will
explain in the following.
The interaction between a paramagnetic center and an external static field can be
modeled through the concept of effective hamiltonian
Heff = µB
(
B0 · geff · S˜
)
(2.6)
Let’s firstly suppose to have a S˜ = 1/2 and an isotropic geff. When an external field
is applied the degeneracy is broken and there is an energy splitting ∆E between the
two levels ≈ B0(G)10−4 cm−1. If an oscillating magnetic field B1 with frequency ν is
applied it is possible to induce a magnetic transition between two energy levels if
hν = geffµBB0 (2.7)
Since the Zeeman interaction is of order of few cm−1 the frequency ν will be in the
range of the microwaves (1 GHz to 1000 GHz). The observation of a transition does not
depend, however, only on the frequency employed. It must indeed satisfy the selection
rules for the magnetic dipole transition: if the oscillating field is perpendicular to B0
then ∆MS = ±1, while if it is parallel ∆MS = 0. The transition probability is higher
the higher is the value of the matrix elements of the interaction between the two states.
In addition to that, the EPR signal is detectable if its linewidth ∆B is not too broad
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and this depends on the spin-lattice relaxation time T1 and on the spin-spin relaxation
time T2. Indeed
∆B ∝
1
T1 +
1
T2 (2.8)
T1 can be increased by cooling the sample, and this is the reason why most EPR
experiments, on systems containing 3d or 4f magnetic centers, are performed at liquid
nitrogen or liquid helium temperature. As regards T2, it becomes longer by lowering
the concentration of the spins in the sample, for instance lanthanide complexes are
often diluted using an isostructural complex containing Y(III), La(III) or Lu(III)),
which are diamagnetic. We will discuss further T1 and T2 in section 2.2.2
For Kramers’ ions the hypothesis of having a S˜ = 1/2 is often very reasonable.
Indeed, at low temperature it is legitimate to suppose that only the lowest doublet is
effectively populated. The experimentalist is then quite confident that the condition
(2.7) is likely satisfied.3 For non-Kramers’ ion the situation is more delicate because
they have integer values of angular momentum and it is less trivial to satisfy (2.7).
This can happen, for instance, if the lowest state is a doublet due to an accidental
CF degeneracy. Otherwise, if the lowest state is a singlet but the first excited state is
low enough in energy that is populated at low temperature and it is a doublet, then
the latter can satisfy (2.7). Eventually, there can be also an inter-state transition,
maybe between two singlets if they are very close in energy. Anyhow, after that the
requirement (2.7) is satisfied, then selection rule on MS must hold and the matrix
elements of the transitions should not be negligible.
(a) (b)
Figure 2.3.: The left panel (a) shows a schematic view of a CW EPR spectrometer. The
right side (b) reports the absorption and the first derivative spectrum.
In CW experiment the spectrometer is built to work at a given frequency and the field
B0 varies. The EPR spectrum are then labeled according to the frequency employed,
3Of course also the selection rule must hold and in some cases this does not occur. Let’s take for
instance a Dy(III)-based complex: if the lowest doublet is a pure |±15/2〉 then there will be no
transitions, since the transition matrix elements are zero.
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following the nomenclature developed in radar technology: X-band if ν = 9.5 GHz,
Q-band if ν = 35 GHz, W-band if ν = 95 GHz. The higher is the frequency the better
a given transition is resolved, since the corresponding geff is more clearly identified.
Moreover, in the case of SMMs with non-Kramers’ ions, if the frequency is higher
there are more chances to fulfill condition (2.7). The use of higher frequencies requires
to have higher static fields, which are usually generated by an electromagnet for X
or Q-band frequencies while for W-band and beyond a superconductive magnet is
necessary. In figure 2.3a a sketch of a standard EPR spectrometer is reported. Its main
components are: the microwave source that generates B1, the magnets that proceduce
B0, the resonator, the modulation coils that generate a small field parallel to B0 and
the signal detection system. We will briefly mention the role of the modulation coils
while for a comprehensive description of the other components make reference to [49].
In figure 2.3b the absorption spectrum and the corresponding first derivative spectrum
are displayed. Indeed, to minimize the noise contribution a phase-sensitive detection
technique is used. This means that a a modulating field B2, usually with a frequency
of 100 kHz and amplitude 0.1 G to 10 G is superimposed to B0. If the modulation
amplitude is much less than the width of the signal then a derivative signal with respect
to the original one is obtained.
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Figure 2.4.: In figure 2.4a a comparison between the absorption (a) and first derivative
(b) EPR lineshape for S = 1/2 spin system with axial symmetry randomly oriented
is reported. The angular dependence curve (θ vs B0) is shown as (c) and it can be
obtained from equation (2.9). The figure is adapted from reference [47]. In figure 2.4b
the reference frame xyz is collinear to the principal axes of geff. The pair of angles
(θ, φ) identifies the direction of B0.
Coming back to condition (2.7), if the tensor geff is not isotropic the field B0 will
not be in general parallel to one of the principal axes of geff (see section 1.3 and figure
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2.4b). Its orientation with respect to the principal axes will be identified by a pair of
angles (θ, φ) and the resonance condition becomes
hν = geff(θ, φ)µBB0 (2.9)
where
geff(θ, φ) =
√
sin2(θ) cos2(φ)g1 + sin
2(θ) sin2(φ)g2 + cos
2(θ)g3 (2.10)
and g1, g2, g3 are the principal values of the tensor. As an example, in figure 2.4a a
spectrum of an axial system is reported.
Both a crystal or powder samples can be measured through EPR. For a single
crystal it is possible to perform an EPR experiment by rotating the sample along three
orthogonal directions. The modus operandi is therefore similar to the determination of χ
tensor case mentioned in section 2.1. The principal values of geff and the corresponding
orientation of principal axes with respect to the molecule can then be extrapolated.4
On the contrary, in a powder spectrum only the principal values of geff can be extracted:
it is then more correct to label the observed value as g1, g2 and g3 than of gxx, gyy
and gzz, since no information is obtained about the orientation of the magnetic axes.
The CW EPR spectra that will be presented in this thesis were recorded with a
E500 Bruker spectrometer for the X band and a E600 Bruker spectrometer for the
W band. The high field-high frequency EPR spectra were recorded on a home-made
instrument at LNCMI – Grenoble [50, 51].
2.2.2. Pulsed EPR
The principal advantage of pulsed EPR is the opportunity to change the type of EPR
experiment according to the kind of information we want to extract. For instance,
if we are interested in the spin relaxation then a spin echo or an inversion recovery
measurement are a good approach, while if the main concern is to resolve hyperfine
interactions then an ENDOR (Electron Nuclear Double Resonance), a HYSCORE
(Hyperfine Sublevel Correlation Spectroscopy) or ESEEM (Electron Spin Echo Envelope
Modulation) measurement would be more effective [52]. We will not give a complete
description of pulsed EPR and its applications because it is beyond the scope of this
thesis. In the following, we will focus on spin echo experiments, in particular how to
measure the spin lattice relaxation time T1 and the spin-spin relaxation time T2, since
these have been applied in chapter 6. The treatment will be kept to a base level: for a
rigorous introduction make reference to [53].
In a pulsed EPR experiment the electron spins are excited by a series of microwave
pulses and the signal induced by these pulses is measured while there are no microwaves
4If the crystal cell contains molecules that are not iso-oriented the determination of the orientation
of the magnetic tensors may not be univocal.
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applied. Since spins are quantum entities the correct picture would require a quantum
treatment. Anyway, if we deal with an ensemble of non interacting electron spins (each
of them having S = 1/2), we may consider the sum of the electron spin moments, that
is a magnetization, and call it M . M is a macroscopic quantity that follows the laws
of classical mechanics. This fact allows us to introduce the basic concept of pulsed
EPR in a more intuitive way. This classical vector M is a depiction of the quantum
density matrix that describes a single unpaired electron [52]. For systems containing
atoms or molecules with S > 1/2 the full quantum treatment by means of the density
matrix formalism is required [53].
Let’s imagine to have the magnetization of a spin ensemble represented by a vector
M . We neglect for the moment the interaction of M with the surrounding apart from
external applied fields. A static magnetic field B0 identifies the zL-direction of the
laboratory frame. Since
dM
dt
= −geµB
h¯
M ×B0 (2.11)
the magnetization is invariant if it lies along B0, otherwise it will precess around the
zL axis with an angular frequency
ωS =
geµBB0
h¯
(2.12)
that is also called Larmor frequency. We then introduce a second magnetic field B1 in
the picture. B1 is a time dependent, linearly polarized magnetic field and it can be
seen as the sum of two magnetic fields rotating in opposite directions with frequency
ωmw in the xLyL plane. We now move the description of the motion ofM in a reference
frame xyz that rotate counterclockwise in xLyL plane with frequency ωmw. In this
reference frame one of the rotating components of B1 will be stationary, while the
other one will rotate with a frequency 2ωmw and will be neglected in the following.
Let the direction of B1 be along along x in the new reference frame. We will keep
ignoring for the moment any relaxation processes for the magnetization components.
We introduce the quantity ΩS = ωS − ωmw and ω1 = geµBB1/h¯ and we write down
the equation for the motion of M
dMx
dt
= −ΩSMy (2.13)
dMy
dt
= ΩSMx − ω1Mz (2.14)
dMz
dt
= ω1My (2.15)
If ωmw = ωS , that is the resonant radiation case, then ΩS = 0 and M will precess
around x. Otherwise, there will be a superposition of precession (along z and x) that
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leads to a nutation about an effective field Beff which is vector sum of the off-resonance
contribution ΩS and the microwave field ω1. The axis of the effective field is inclined
of θ = arctan(ω1/ΩS) and the nutation frequency is ωeff =
√
Ω2S + ω
2
1.
The magnetic field B1 is actually on for a short time, meaning that it is a pulse of
length tp. In the resonant case θ = pi/2 and there will be a precession about the x axis.
If at t = 0 M is along z, it will be rotated, after the pulse, by an angle β = ω1tp. For
instance, if β = pi/2 the magnetization, parallel to z at t = 0, will be along y at the
time tp and it remain constant since we are ignoring relaxation. This is a so called pi/2
pulse along x.
When we are out of resonance, ΩS 6= 0, there are few considerations to be done. If
ΩS  ω1 then B0 may be neglected during the pulses and it will be considered in the
time intervals where B1 is absent, the so-called intervals of free precession. Indeed,
the magnetization after the pulse will be along y and it will have a precession in the
rotating reference frame xyz with a frequency ΩS . However, if ΩS  ω1 does not hold,
the actual angle flip will be βeff = ωefftp and the axis of rotation lies no longer in the
xy plane. It is then important to maximize ω1/ΩS so that θ → pi/2. This means to
have a larger B1 (or equivalently a shorter pulse) [54].
If we now recall that the magnetization can relax, there are additional terms that
must be considered in the equation system defined in (2.13). Indeed, if the electron
spins interact with the surrounding there must be some processes that restore the
equilibrium. When an external static field B0 parallel to z is present and a pulse
is applied the magnetization will tend to re-align with the z axis after a time T1,
the so called spin-relaxation time. The transverse relaxation time T2 describes how
fast the magnetization in the xy plane disappears. Including this terms we find the
rotating-frame Bloch’s equations
dMx
dt
= −ΩSMy − MxT2 (2.16)
dMy
dt
= ΩSMx − ω1Mz − MyT2 (2.17)
dMz
dt
= ω1My − Mz −M0T1 (2.18)
For instance, after a pi/2 pulse that rotates Mz along My, if ΩS 6= 0 , the signal will
actually precess about the z axis with frequency ΩS and an observer along y will now
see an oscillating signal that decays because of transverse relaxation (T2).
We will now briefly mention how to measure the spin-lattice relaxation time T1 and
the transverse relaxation time T2. Actually, in the latter case the experiment provides
Tm, the phase-memory time, a lower limit of T2. Indeed, Tm is influenced also by non
resonant processes that contribute to the loss of signal, making Tm shorter than T2.
The most direct way of measuring relaxation time relies on spin echo methods.
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Figure 2.5.: Top: sequence pulses with the pi/2 followed by the pi pulse that refocuses
the various transverse vectors. Bottom: Intensity of the echo signal by varying the
value of τ . Figure adapted from [55].
As regards Tm this is measured by means of a two-pulse echo as a function of the
pulse interval (Hanh echo). Firstly a pi/2 along x is applied,5 and the magnetization
is rotated along y. However, the ensemble of spin has actually different Larmor
frequencies ωS and the condition ΩS = 0 cannot be satisfied for all of them at the same
time. We have then a precession of the various magnetization vectors, with individual
frequencies (ωS,i−ωmw). After a time τ a pi pulse along x is applied, the magnetization
vectors refocus and an echo signal is detected (see figure 2.5). By varying the time
interval between the two pulses it is possible to reconstruct the decay of the transverse
magnetization as a function of time and Tm is then extracted by fitting the decay curve.
There are several sequences that can be used to measure T1: the most common one,
known as inversion recovery, uses a pi pulse to invert the magnetization, from z to −z.
The magnetization will then start to relax and, after a time tI , called inversion time, a
two pulse sequence like the one described above is applied. By varying tI a recovery
curve as function of time is obtained and it is possible to extract T1.
One of the advantages of pulsed EPR with respect to AC susceptometry is that
EPR is a resonant technique. Moreover, it gives access to faster time scale and the
experiment can be performed at higher temperatures. T1 is a measure of the relaxation
time between two levels and its value can be in principle different from AC τSL. In
the case of a two-level system (S = 1/2) T1 and τSL should have comparable values.
Indeed, the two techniques should probe the same dynamics only in the case of a true
S = 1/2 with ho hyperfine splitting.
5We assume an ideal pulse, infinitesimally short.
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2.3. Muon Spin relaxation
Muon Spin Relaxation spectroscopy, µSR, is a technique that can be employed to
investigate several phenomena in condensed matter physics. In particular, it can be
used for probing local static and dynamic magnetic properties [56].
µSR makes use of beams of spin-polarized muons, elementary particle with S = 1/2
and with a mass intermediate between that of the electron and the proton. In principle,
µSR can be performed both with positive or negative muons but, since the latter behave
like heavy electrons they are easily captured by the atoms in the sample material.
Positive muons are then employed most of the times, they can be implanted in a sample
and the detection of their precession and relaxation gives information on the local
magnetic properties of the sample.
One of the advantages of using µSR technique is that it can be performed in zero
applied field. It also gives access to a time window of the dynamics that bridges the gap
between neutron scattering (1× 10−8 s to 1× 10−13 s) on one side, and bulk magnetic
measurements on the other (1× 10−4 s to 1× 102 s). However, since muon beams imply
the presence of particle accelerator, µSR is available only in large scale facilities. In
Europe there are two main centers, ISIS at the Rutherford Appleton Laboratory of
the Science and Technology Facilities Council in England and Paul Scherrer Institute
(PSI), near Villigen in Switzerland.
Muon beams used in µSR can be identified by their time structure (pulsed vs.
continuous) and by the muon momentum or energy (surface vs. decay-channel beam
lines). The measurement reported in this dissertation were collected in three different
stages at PSI with continuous surface muon beams, in particular on GPS (General
Purpose Surface-Muon Instrument) and DOLLY beamlines.
2.3.1. Muon production and spectrometer
The production of fully polarized muon beams relies on the parity violation of weak
interaction. A high energy proton beam6 collides on a carbon or beryllium target and
this produces positive pions pi+, as it can be see in figure 2.6a. The positive pion then
decays in a positive muon µ+ and in a muon neutrino νµ7
pi+ → µ+ + νµ (2.19)
6It can be shown that the threshold for the pion production implies that the kinetic energy of the
proton beam in the laboratory frame must be at least 281.5 MeV. In practice, a beam energy of
500 MeV is usually employed [57].
7For the sake of simplicity we will use the symbol µ+ instead of µ¯+ because the charge distinguishes
between the particle and the anti-particle. In the case of neutrino we will keep the barred notation.
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In the rest frame of the pion the outgoing muon and neutrino have opposite linear
momentum equal to 29.79 MeV/c an the kinetic energy of the muon is 4.1 MeV.
500 MeV
 proton
C or Be nuclei neutrino
4.1 MeV
muon
τμ=2.2 μs
τπ=26 ns
pion
pμ
pν
Sν
Sμ
(a) Pion production and decay. (b) Decay of a positive muon.
Figure 2.6.: On the left side (a) of the panel the pion production and its decay is
shown. On the right side (b) of the panel the three body decay for a positive muon is
represented.
Since the pion is a spinless particle and neutrino has negative helicity, meaning that
its spin is aligned antiparallel with its momentum, muon and neutrino spin must be
opposite to fulfill the angular momentum conservation (see figure 2.6b). Therefore, to
obtain fully polarized muons one possibility is to select only muons that originate from
motionless pions. This is achievable if the rest frame of the pion coincides with the
laboratory frame, meaning that the pion decays on the surface of the production target
(surface muon beams).8
The muons itself decays with a lifetime of 2.2 µs, to a positron, an electron neutrino
and a muon antineutrino
µ+ → e+ + ν¯µ + νe (2.20)
In this case the situation is more complicated, since there are three particles. The
only detectable particle is the positron and the phenomenon of non parity conservation
implies that the positron has an anisotropic spatial distribution. Indeed, it is preferably
emitted along the direction of the muon spin and the angular distribution function of
the positron can be expressed as
W (E, θ) = 1 + a0(E) cos θ (2.21)
where θ is the angle between the positron direction and the muon spin, the factor
a0 is called initial asymmetry and it depends on the positron energy, for instance
a0(Emax) = 1. Since the positron detectors used in µSR are not sensitive to the energy
8In decay-channel beam high-momentum pion are allowed to decay in flight and the beam line
geometry collects only forward or backward muon with respect to the direction of pion momentum.
In this case the muon energy is one order of magnitude greater than a surface muon.
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of the particle detected the average over all energy of the function a0(E) gives a0 = 1/3.
In practice, a smaller value of a0 around 0.2 is usually found due to experimental
conditions.
(a) Positron angular distribution.
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(b) µSR spectrometer.
Figure 2.7.: On the left side (a) of the panel the spatial distribution of the positron for
different energies is shown. On the right side (b) a schematic view of µSR spectrometer
is presented.
In figure 2.7b the basic layout of a µSR spectrometer is shown. When a muon trigger
passes through a scintillation detector (dark grey in figure) the detector delivers a
signal which establishes zero time (t0) and starts a digital clock. When the forward
or the backward detector (red in figure) register a decay event, that is a positron, a
stop signal is sent to the clock, which stores the elapsed time span (t− t0) as a digital
number. The procedure is repeated for a large number of incoming muons and to
obtain a time histogram the number of registered events is typically of order of ∼ 106.
An additional logical circuit, called muon gate, prevents that a second muon triggers
the counter while the stop signal has not been recorded.
The data collected by the forward detector should be least-square fitted using
NF(t) = NF(0)e
−t/τµ(1− a0G(t)) (2.22)
where G(t) denotes the spin relaxation function and it allows for possible loss of degree
of polarization with time. For the backward detector the equation is analogue but,
because of the shift of 180°, it is ∝ (1 + a0G(t)).
Usually, it is the backward-forward ratio, called asymmetry A(t) that is fitted. Ideally
it is defined as [56]
A(t) = NB(t)−NF(t)
NB(t) +NF(t)
(2.23)
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However, since from the experimental point of view the forward and backward detector
have different counting efficiencies, one defines a parameter α
α =
NF(0)
NB(0)
(2.24)
and, combining equation (2.22) and (2.24), the asymmetry A(t) becomes
A(t) = (1− α) + (1 + α)a0G(t)
(1 + α) + (1− α)a0G(t)
(2.25)
if α = 1 equation (2.23) is recovered and A(t) = a0G(t). The α parameter causes a
shift of the baseline for A(t)→∞ and its value is usually determined by performing
low transverse field measurements.
The muon can implant in different sites and the total asymmetry A(t) of the muon
ensemble is divided into the partial asymmetries of the n distinct muon sites, according
to
A(t) =
N∑
i
Ai(t) (2.26)
The initial partial asymmetry, Ai(0) may be written as Ai(0) = Api, where pi is the
stopping probability at the ith site.
2.3.2. Transverse, zero and longitudinal field measurements
In a µSR experiment the projection of the polarization G(t) along a direction is
measured, that is the direction of the positron detector. In transverse field (TF)
geometry, supposing that the z axis is the axis of the magnetic field, Gx(t) is measured.
In zero field (ZF) and longitudinal field (LF) Gz(t) is measured.
Transverse field means that the applied magnetic field is oriented perpendicular to
the initial muon spin polarization. Sensing a TF the muon spin precesses in the plane
perpendicular to the field axis (z axis) and the asymmetry A(t) has the form
A(t) = a0Gx(t) cos (2pifµt) (2.27)
where the spin precession frequency fµ is directly proportional to the magnitude of the
field Bµ
fµ =
γµ
2pi
Bµ (2.28)
where γµ is the muon magnetogyric factor and its value is 85.1 kHz G−1. The field Bµ
is the overall field experienced by the muon, i.e. the sum of the applied field and of
the average of internal fields of the sample. According to the internal field distribution,
that can be Gaussian or Lorentzian, the function Gx(t) will have a different time
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dependence. It is beyond the scope of this dissertation to deepen this point and we
make reference to [56] for further details.
TF measurements are usually performed because they allow to fit the α parameter
that accounts for the different counting efficiencies of the two detectors. The correct α
value, in fact, will give oscillation centered around zero.
To perform measurement in longitudinal geometry (ZF or LF) it is mandatory to
have a true perpendicular field condition because a low frequency spin precession
induced by a weak external field is difficult to distinguish from slow relaxation.
In zero field (ZF) measurements, for a true paramagnet, the local fields of the sample
are randomly oriented. This means that the mean value of Bµ,
〈
Bµ
〉
, vanishes and
we will not observe a precession. However, the second central moment of the field
distribution,
〈
B2µ
〉
, will be in general different from zero. If the the distribution of
internal field is stationary and Gaussian the muon spin relaxation can be described by
the (Gaussian) Kubo-Toyabe function [56]
Gz(t) =
1
3
+
2
3
(1−∆2t2)e− 12∆2t2 (2.29)
In this case, as it can be seen in figure 2.8, not all the muons precess since some of
them (1/3 of the ensemble) reside in sites where the local magnetic field is parallel or
antiparallel to their initial spin direction. These muons will have a constant polarization
unless the field changes with time.
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Figure 2.8.: Static Kubo-Toyabe function in ZF for a Gaussian field distribution (solid
line) and for a Lorentzian field distribution (dotted line).
In the case of diluted spin systems, when less than 10 % of the surroundings atoms
have a moment, it is more appropriate a Lorentzian distribution of the field and the
corresponding polarization is described by the Lorentzian Kubo Toyabe function (see
40
2.3. Muon Spin relaxation
figure 2.8)
Gz =
1
3
+
2
3
(1− at)e−at (2.30)
The application of longitudinal field BL, parallel to the initial direction of the muon
spin, can be useful when a Kubo-Toyabe relaxation is observed in ZF. Indeed, the
applied field competes with the internal field distribution and, under certain conditions,
the muon senses only the parallel-oriented BL. The main effect, in this case, is the
suppression of the spin depolarization (longitudinal field decoupling), that means that
1/3 of the ensemble of muons with spin parallel or antiparallel to the local field is
increased in BL.
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Figure 2.9.: Zero-field dynamic Gaussian Kubo-Toyabe function for different field
fluctuations. Each curve is labeled by the value τf∆. The static case (see also figure
2.8)is recovered when τf∆→∞. The figure is adapted from reference [56].
So far we dealt with a static case, for which the internal field of the sample can be
considered stationary. Kubo treated also the dynamic case [58], when the muon sees
a local field that fluctuates randomly with an average rate 1/τf. This can be due to
the muon that hops from site to site (muon diffusional motion) or from internal fields
themselves that fluctuate. The dynamics can be taken into account by making two
hypothesis:
• the local field changes direction at a time t according to a probability distribution
p(t) = e−t/τf ;
• the field after a ‘collision’ is chosen randomly from the distribution of the internal
fiels and it is uncorrelated with the field before the collision.
However, even in ZF there is not an analytic solution but only numerical. Nevertheless
there are some considerations that can be done. If τf∆ > 1, where ∆/γµ is the width
of the field distribution,9 we have the slow-fluctuation limit and the main effect is that
the 1/3 tail decays (see figure 2.9). The application of a longitudinal field BL, in this
9We suppose ∆ 6= 0, which is necessary for having depolarization, otherwise Gz(t) = 1.
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limit, can still get to a partial decoupling. This means that the information on the field
distribution width (∆/γµ) and on the fluctuation time τf can be obtained separately.
Unfortunately, if τf∆ < 1 the minimum vanishes and the spin relaxation function
tends to
Gz(t) = e
−λt (2.31)
where λ = τf∆
2 and it contains information both on the fluctuation rate and on the
width of the field distribution. In ZF it is not possible to separate the two contributions.
The application of a longitudinal field turns to be useful only if BL can be large enough
so that the corresponding Larmor frequency is comparable to the fluctuation rate.
The study of λ as a function of temperature and of the applied field gives information
on the local dynamics felt by the muon and, in some cases, it is also possible to extract
separately both τf and ∆.
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Nothing in life is to be feared, it is only to be
understood. Now is the time to understand more,
so that we may fear less.
(Maria Skłodowska Curie)
In this chapter we will present some results of a µSR study on two lanthanide SIMs
containing Er(III) and Dy(III). We will start by summarizing the structural features of
these complexes and by reporting the main outcomes obtained in previous experimental
investigations [18, 23]. In section 3.2 we will analyze and discuss the µSR results.
3.1. Main features of Ln(trensal) complexes
The Ln(trensal) (H3trensal = 2,2 ′,2 ′′−Tris(salicylideneimino)triethylamine) compounds
were initially studied because the trensal ligand is a rare example of heptadentate
coordination agent and more than one synthetic strategy is available in literature [59,
60]. The complexes feature a crystallographically imposed trigonal symmetry (see
figure 3.1a), with the Ln site on the C3 axis. The different synthetic procedures result
in the molecule crystallizing in two different spatial groups, P 3¯ and P 3¯c1. All the
results that we will present refer to samples crystallized in P 3¯c1.
An overall characterization of the luminescence properties of the series was carried
out by Flanagan et al. [23] in 2002. The investigation was focused on the ligand-field
analysis of the trensal ligand. The luminescence measurements allowed to determine
the splitting of energy levels of the lanthanide ion in the presence of the CF produced
by the ligand. A CFP set was extracted for all the compound of the series, with the
obvious exceptions of Ce, Pm, Gd and Yb and the parameters’ values were rationalized
on the basis of a simple Angular Overlap Model [23].
Some years later, while more and more lanthanide-based complexes were investigated
as potential SMMs in the field of Molecular Magnetism, the Ln(trensal) family made
a comeback. Indeed, in trying to model and rationalize the features of a SMM it
is of great advantage to know, or at least to be able to calculate, its energy levels
and eigenfunctions. In less than two years several studies appear on the magnetic
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behavior of some of the complexes of the Ln(trensal) family, in an attempt to exploit
the extremly detailed knowledge of their electronic structure gained by luminescence
measurements [18, 61–63].
Ln
O
N
C
(a) (b)
Figure 3.1.: Figure 3.1a: molecular structure of the Ln(trensal) complex. Figure 3.1b:
relaxation time τ for Er(trensal) and Dy(trensal) together with their derivative diluted
in Y(trensal). The dotted line are the best fit curves obtained by using equation (3.2)
and parameters reported in table 3.1. A graphical visualization of g2eff for the ground
doublet of the two complexes is reported.
We will briefly recall the most important features that concern Er(trensal) and
Dy(trensal), from here on Er and Dy. The ground multiplets are 4I15/2 for Er and
6H15/2 for Dy, the two lanthanide ions have indeed half integer spins and are therefore
Kramers’ ions. This means that the energy levels due to CF will be doubly degenerate
and, in both cases, the ground multiplet is split in 8 doublets. Their molecular
symmetry reduced the overall numbers of CFP to nine (eight with a proper choice of
the orientation of the xy plane). The CF interaction, following Wybourne’s formalism,
can be written as
VCF(C3) = B
2
0C
2
0 +B
4
0C
4
0 +B
4
3(C
4
−3 −C43) + iB′43(C4−3 +C43) +B60C60+
B63(C
6
−3 −C63) + iB′63(C6−3 +C63) +B66(C6−6 +C66) + iB′66(C6−6 −C66)
(3.1)
A set of CFPs, derived from luminescence measurements, can be found in [23]. For
Dy none of the levels of the ground multiplet was observed during the luminescence
investigation [23], while, for Er, all the energies of the 8 doublets were identified [64].
These CFPs were then employed to simulate the χT curve, reported in figure 2.1: as
previously mentioned, the observed temperature dependence can be attributed to the
progressive depopulation of the excited sublevels of the ground multiplet.
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The CFPs allowed to evaluate the geff factor, investigated by continuous wave EPR.
The estimate was in agreement with the experimental results, since it predicted the
correct type of magnetic anisotropy: Er presented an easy axis magnetic anisotropy
while Dy was easy-plane (see inset in figure 3.1b), as confirmed by EPR results. The
different kind of magnetic anisotropies can be explained by following the work on
the aspherical electron density distributions carried out by Sievers [65] and more
recently made popular by Rinehart and Long [66]. The latter study suggests that
it is possible to rationalize the design of new lanthanide-based SIMs by exploiting
their single-ion anisotropy combined with the proper choice of the ligand(s). The
electronic density of Dy(III) has an oblate shape when MJ = J , therefore, by choosing
a ligand whose electron density has an axially distributed electron density can lead to
a highly anisotropic and bistable ground state (i.e. to easy axis magnetic anisotropy).
For prolate ions, such as Er(III) MJ = J is obtained when the ligand has a mainly
equatorial electron density. In the case of the H3trensal ligand the results from the
magnetic anisotropy investigation would suggest an equatorial geometry rather than an
axial one, since Er showed an easy axis magnetic anisotropy while Dy was easy-plane.
However, the calculations of the ground doublet composition by means of the CFPs
derived in the paper of Riley and coworkers [23] evidenced differentMJ contributions to
the ground doublet wavefunction both for Er and Dy. Indeed, while for Er the ground
doublet had a large contribution from the |±13/2〉, Dy was higlhy mixed, with the
major contributions from |±1/2〉, |±7/2〉 and |∓5/2〉(see also appendix A). Therefore,
when the ground doublet is not a pure |±MJ〉, the description of the electronic density
shape as prolate or oblate is not completely correct: this indicates the limits of this
model, as it was already pointed out in the study of magnetic anisotropy of the
Ln(DOTA) complexes [67].
A more detailed study of the magnetic anisotropy by means of Cantilever Torque
Magnetometry (CTM) [63] evidenced that the CFPs of Dy did not correctly reproduce
the angular and field dependence of the magnetic anisotropy at low temperature, while
for Er the accord was good. This discrepancy was attributed to having obtained the
electronic structure of the ground-state multiplet of Dy indirectly by the set of CFPs
needed to reproduce transitions to upper-lying multiplets: this results in an incorrect
prediction of magnetic properties at low temperature.
Despite the two different magnetic anisotropies [18], AC susceptometry measurements
highlighted that both compounds, in the presence of an applied magnetic field, showed
slow relaxation of magnetization. This feature was proved to be of molecular origin,
since their derivatives diluted in Y(III) exhibited the same behavior (YDy and YEr
- doped with the 3.1 % and 5.8 % of Dy(III) and Er(III) respectively). This result
indicates that slow relaxation of magnetization can take place also in compunds with
easy plane anisotropy: up until recently the appearance of a magnetic bistability was
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retained possible only when an easy axis anisotropy was present [3]. Indeed, as we will
see in a moment the relaxation can not be ascribed to the overcome of a magnetic
anisotropy barrier.
The temperature dependence of the relaxation time τ for the the diluted complexes
was modeled according to
τ−1 =
B1
1 +B2H2
+A1H
4T +A2B
2T + CTn + τ−10 e
−∆/kBT (3.2)
where the first term represents a phenomenological modelization of QTM in the presence
of an applied field (H = 800 Oe for YEr and H = 900 Oe for YDy). The second and
YDy YEr
B1 (s−1) (158± 2)× 102 (71± 4)× 101
B2 (Oe−2) (9.2± 0.7)× 10−7 (2.7± 0.4)× 10−6
A1 (s−1 K−1 Oe−4) (3± 2)× 10−11 (2.0± 1.8)× 10−12
A2 (s−1 K−1 Oe−2) (2.0± 0.1)× 10−3 (1.4± 0.1)× 10−4
C (s−1 K−n) 0.3± 0.1 0.027± 0.001
n 11 9
Table 3.1.: Best fit parameters for relaxation time τ .
the third terms are simplified relations that take into account the direct process for
Kramers’ ions with and without, respectively, hyperfine interactions [33]. The fourth
term, CTn, represents the Raman process and the last one is the Orbach contribution.
The latter was actually excluded from being involved in the relaxation dynamics,
at least in the temperature range investigated (2 K to 5 K). This should be seen as
a caveat, since the Orbach mechanism is too often called up as responsible for the
relaxation. Indeed, in the case of Er, a hypothetical energy barrier evaluated from a
semilog-plot of the relaxation time would be lower than the first excited state, that
was observed directly in luminescence measurement (see reference [18], also available
in appendix A).
To avoid overparametrization, the values of B1, B2, A1 and A2 were extracted from
the dependence of τ on the applied field H. They were then kept fixed while fitting the
temperature dependence of τ with equation (3.2) (see table 3.1). The best fit curves
are reported also in figure 3.1b.
3.2. µSR data analysis
The µSR investigation was performed on powder samples of Dy and Er at the PSI
facility. The aim of these measurements was to probe the capability of µSR for
investigating details of the low temperature dynamics of Ln based SMMs by using a
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technique which is potentially applicable also to nanostructured materials [68]. Indeed,
a few reports indicate that Ln(trensal) family might be deposited on different surfaces
using UHV techniques [61, 69]
A first set of measurements was collected at the end of 2013, but the analysis
revealed some problems in the data, probably due to an underestimation of possible
thermo-magnetic effects. Indeed, when these samples were first measured through µSR
the only available information on dynamics derived from AC measurements. Since AC
relaxation was too fast above 5 K, no particular care was used in deciding the order
of µSR measurements for T > 5 K. However, muons are sensitive to faster dynamics,
therefore, they can see a sort of magnetic memory of the system for a wider range of
temperatures. For this reason, the problems evidenced in this first set of measurements
could be attributed to an induced thermo-magnetic history.
Another aspect that was pointed out was that the muon spin polarization relaxed
because of dynamical field fluctuations. Indeed, as it was explained in section 2.3.2, if
the distribution of the internal fields were static, ZF should have evidenced a recovery
of 1/3 of the polarization but this was not the case. Therefore, in planning a new
investigation we decided not to perform ZF measurements, but to study the temperature
dependence of the Asymmetry for several value of LF.
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Figure 3.2.: Left panel (a): experimental data for TF Asymmetry of Dy (symbols), the
solid curve is the best fit curve that allows to determine α. For the sake of clarity a
binning factor of 50 was employed. Right panel (b): overlay of the Asymmetries of
Dy for three different values of LF at 10 K (binning factor 30).
Dy was measured at the GPS (General Purpose Surface) Muon Instrument in
November 2015 using a time windows of 7 µs and a time resolution of 0.3 ns. Er was
measured at the DOLLY instrument, a clone of GPS, in July 2016 with a a time
windows of 7µs and a time resolution of 0.58 ns. The magnetic investigation began
by applying a TF field of 50 G to determine α, the parameter that accounts for the
different counting efficiencies of the forward and backward detectors (see section 2.3.2).
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The fitting procedure returned an α value of 1.21 for Dy (GPS) and 1.09 for Er
(DOLLY). In the GPS instrument, in contrast to DOLLY [70], the α parameter is
0
0.05
0.1
0.15
0.2
As
ym
m
et
ry
0 1 2 3 4 5 6
Er
LF 1000 G
100 K
t (μs)
Figure 3.3.: Experimental data for LF Asymmetry of Er (symbols), measured with
an applied field of 1000 G at 100 K (binning factor 20). The solid curve is the best fit
curve using equation (3.3) (see text).
sensitive to the magnitude of the longitudinal applied field. After the estimation of α
through TF measurements, its value was interpolated by following the longitudinal
field dependence reported in [71]. In figure 3.2a an example of TF measurement for
the Dy sample is reported.
Afterwards, LF measurements as a function of temperature were performed for three
values of applied magnetic field: 300 G, 1000 G and 2500 G (see for instance figure 3.2b
and 3.3). A field scan, from 0 G to 5000 G, was performed at 2 K and 10 K for both
complexes. The analysis of the data was not straightforward,1 and the Asymmetry was
eventually fitted by means of three simple exponential decays. Although in case of fast
fluctuations the Asymmetry is often modeled by means of a stretched exponential or of
two simple exponenentials, there are also few examples of a three decay behavior, see
for instance [73]. As it was mentioned at the end of section 2.3.1, the muon can implant
in different site and the three contributions indicate that there should be three main
collections of stopping sites. The Asymmetry for Dy and Er was modeled according
to:
A(t) = Afaste−λfastt +Ainte−λintt +Aslowe−λslowt + Cbk (3.3)
where Cbk takes into account the contribution of a constant background and the
subscripts fast, intermediate and slow highlight the relative value of the relaxation
rates λ. The values of the Afast, Aint and Aslow were estimated from high temperature
measurements and were kept constant for all the fits. Moreover, since Dy and Er are
isostructural samples they should have the same weights for the three components
(since the muon should implant at the same sites in the two samples). This means that,
1The data analysis was performed with Mulab, a Matlab toolbox developed by the University of
Parma [72].
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once the value of the initial Asymmetry is identified, each component should represent
the same percentage of the total Asymmetry in both compounds. As an example, if the
slow component represents the 20 % of the total Asymmetry for Dy, then it should be
the same for Er. The theoretical value of the initial Asymmetry is 1/3, as mentioned
in section 2.3.1, but it is usually smaller than that due to experimental conditions.
In the case of Er and Dy the initial Asymmetry is 0.23. In table 3.2 we report the
amplitudes Afast, Aint, Aslow and Cbk used for the fits of the experimental data.
Dy Er
Afast 0.10 0.10
Aint 0.08 0.08
Aslow 0.05 0.05
Cbk 0.02 0
Table 3.2.: Amplitudes of the three exponential contributions of equation (3.3).
The fitting of the Asymmetry allowed to obtain, for each value of the applied field,
the behavior of λfast, λint, λslow, as a function of temperature T . In figures 3.4, 3.5
and 3.6 the slow and intermediate components are reported. We do not display the
behavior of the fast component because it shows the same kind of dependence of the
other ones but the uncertainty on its value is much larger. Indeed, the fast component
accounts for a very rapid relaxation that has to be considered to model the Asymmetry
curve at early times. However, the value of λfast is of the order of 102 µs−1, which
correspond to a dynamics of the order of the ns. This is a value outside the time
window investigated by muons, thus λfast does not have a physical meaning.
For both complexes λslow and λint display a broad peak around 10 K, that is narrower
in the case of Er. Interestingly, a similar feature was observed also in NMR measu-
rements performed at the University of Pavia (see figure 3.7). Besides, the different
magnetic anisotropies of the two complexes do not seem to be be relevant for the
dynamics, as in the case of AC measurements.
The behavior of λ as a function of the longitudinal applied field is reported in figure
3.8 but its trend is not very helpful in trying to model the temperature dependence of
λslow and λint. Indeed, the interpretation of the relaxation rate extracted from µSR is
not very obvious. Even the application of longitudinal field of the order of 103 G seems
not to cause decoupling. If we compare the absolute value of the peaks we notice that
it increases if the applied magnetic field is increased. This is an anomalous behavior
with respect to other SMMs investigated with the same technique [74–76], since the
peak usually decreases when the field is increased. It is however worth noting that also
NMR measurements show an atypical behavior. Indeed, the ratio between the peaks
of two datasets, collected at different applied field, should usually scale as the ratio
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Figure 3.4.: Left panel (a): T dependence of the slow component of the muon longitudinal
relaxation rate for Dy (triangles) and Er (full circles), in the presence of an applied
magnetic field of 300 G. Right panel (b): intermediate component of the relaxation
rate for Dy (empty squares) and Er (full triangles).
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Figure 3.5.: Left panel (a): T dependence of the slow component of the muon longitudinal
relaxation rate for Dy (triangles) and Er (full circles), in the presence of an applied
magnetic field of 1000 G. Right panel (b): intermediate component of the relaxation
rate for Dy (empty squares) and Er (full triangles).
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between the fields. If we look at figure 3.7a we see that the peak of the data collected
at 6 T is lower than the peak of 0.5 T, but they are not in a 1 : 12 ratio.
The investigation of the relaxation dynamics of the muon spin for Dy and Er
presents then some new and unusual features compared to previous reports on SMMs,
both polynuclear 3d and lanthanide-based SIMs. Few remarks should be made. First
of all, the so-called standard behavior of other SMMs (peak decreases when the field
increases) descends from the hypotheses of the BPP theory (Bloembergen, Purcell,
Pund) [77]. BPP theory was developed to explain the phenomenological relaxation
time T1 in NMR spectroscopy and it is widely employed also in µSR. BPP theory
makes the assumption that the autocorrelation function of the microscopic fluctuations
causing the relaxation is proportional to e−t/τc , where τc is the correlation time. This
leads to the following dependence of the relaxation rate λ on τc and on longitudinal
field H:
λ ∝ τc
1 + (γµH)2τ2c
(3.4)
where γµ = 85 000 Hz G−1, is the muon gyromagnetic ratio. Looking at equation (3.4)
it is evident that for higher magnetic field we get a lower value of λ. As a second point,
the SMMs that follow this standard behavior present also a significant contribution
to AC relaxation from the Orbach process [74, 76]. In those cases, then, µSR and
AC seemed to probe the same relaxation dynamics. As regards Dy and Er the AC
relaxation time did not involve an Orbach process but, since muons are sensitive to
local fluctuations it is expected that they probe a different dynamics with respect to
AC measurements.
In conclusion, the results of the µSR investigation for the two complexes do not follow
the theoretical models employed for other SMMs. The anomalous behavior, confirmed
also by NMR measurements, demands to re-examine the overall assumptions that
leads to 3.4 and check their validity, in order to be able to reproduce the experimental
features of Dy and Er. Indeed, to our knowledge, there are not other examples of
molecular compounds that exhibit these characteristics.
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Figure 3.6.: Left panel (a): T dependence of the slow component of the muon longitudinal
relaxation rate for Dy (triangles) and Er (full circles), in the presence of an applied
magnetic field of 2500 G. Right panel (b): intermediate component of the relaxation
rate for Dy (empty squares) and Er (full triangles).
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Figure 3.7.: Left panel (a): NMR spin-lattice relaxation rate of Er as a function of
temperature for different applied field. Right panel (b): NMR spin-lattice relaxation
rate of Dy as a function of temperature for different applied field. The measurements
were performed at the University of Pavia by Dr. Fatemeh Adelnia.
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Figure 3.8.: Slow and intermediate components as a function of the applied magnetic
field, measured at 2 K (a)-(b) and 10 K (c)-(d).
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4. A synergistic study of a new Dy(III)
complex
The hardest problems of pure and applied science
can only be solved by the open collaboration of
the world-wide scientific community.
(Kenneth G. Wilson)
The understanding of the behavior of a SMM needs to collect as much information as
possible about their electronic structure and the resulting magnetic properties. It is
then important to combine and compare several investigation techniques in order to
have a coherent interpretation of the outcomes. In the previous chapter we showed
the results of a magnetic investigation of two lanthanide complexes: the available
spectroscopic information proved to be supportive in providing a reading key of the
AC magnetization dynamics. In this chapter we will present a new mononuclear
Dy(III) complex behaving as SIM in zero field for which no luminescence data or other
spectroscopic techniques results were ready to hand. We then decided to perform
a complete experimental characterization, obtained by X-ray diffractometry, EPR
spectroscopy, single crystal CTM, AC and DC susceptibility flanked by theoretical
analysis based on ab initio methods. This work is the result of the collaboration of
several people: Prof. Jean-Pierre Costes, who synthesized the complex, Dr. Mauro
Perfetti, who performed the CTM measurements and analysis, and of Mr. Matteo
Briganti, who dealt with ab initio calculations.
We will begin the dissertation by recalling the most important structural features of
the compound, we will then present and discuss the magnetic investigation. The ab
initio results will be progressively introduced along with the experimental results. The
theoretical calculations employed the quantum chemistry package MOLCAS 8.0 [78].
4.1. Structural features
An exhaustive description of the synthesis, crystallographic data collection and structure
determination is reported in [22], also available in appendix B. Here, we will summon
up the main features of the complex, in view of the presentation and discussion of the
magnetic investigation.
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(a) LH2 ligand.
(b) Dy(LH)3 · dmf.
Figure 4.1.: Upper panel (a): the LH2 ligand. Lower panel (b): view of the asymmetric
unit of Dy, including one molecule of the complex and one dmf molecule. Hydrogen
atoms are not shown for the sake of clarity. Ellipsoids are drawn at the 55 % probability
level.
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4.2. Magnetic anisotropy and static properties
Chemical formula C42H37DyN10O7
Formula mass (g mol−1) 956.32
Crystal system monoclinic, P21/n
Z 4
a, b, c (Å) 9.8585(3),22.1870(6),19.1215(4)
α, β, γ (°) 90, 94.160(3), 90
Volume (Å3) 4171.3(2)
Table 4.1.: Structural information of the compound: the asymmetric unit of
Dy(LH)3 · dmf is made up of one Dy(LH)3 neutral molecule and one dmf molecule.
Each cell contains 4 asymmetric units.
The LH2 ligand (2-hydroxy-N ′-[(E)-(2-hydroxy-3-methoxyphenyl)methylidene]benzhy-
drazide) is reported in figure 4.1a. It is a potentially pentadentate ligand, however,
only three of its binding sites are used to bind to the Dy(III) ion, which results in a
neutral molecule that is, in principle, sublimable [79]. When dissolved in dimethylfor-
mamide (dmf), this LH2 ligand reacts with Dy(NO3)3 in the presence of piperidine
to give a yellow complex, which was found to be neutral, with the Dy(III) ion being
coordinated to three monodeprotonated ligands. The molecular structure obtained by
single-crystal X-ray diffactometry indicates that the Dy(LH)3 · dmf, from here on Dy,
crystallizes in the monoclinic P21/n space group. Its asymmetric unit is composed of
one mononuclear Dy(LH)3 neutral molecule and one dmf molecule (see figure 4.1b). A
summary of the main structural information can be found in table 4.1.
In AC, DC and EPR investigations we performed measurements on powder samples
of both Dy and of its derivative diluted in Y(III) (YDy, 10 %), while the for CTM
study we employed a single crystal sample of YDy.
4.2. Magnetic anisotropy and static properties
DC measurements investigated the magnetization of Dy both as a function of field H
and temperature T . The χT vs T curve is reported in figure 4.2a: a smooth decrease is
observed on lowering temperature, which is attributed to the depopulation of excited
levels of the 6H15/2 multiplet, split by the CF. The Y(III) diluted analogue, YDy,
showed the same behavior, apart for the saturation value at high temperature, that is
lower than the Dy sample. The small discrepancy is probably due to the presence of
small amount of diamagnetic impurities, not detectable from X-ray diffraction patterns.
The little step around 40 K in the χT curve is attributed to saturation effects, since the
applied magnetic field was changed from 1000 Oe to 10 000 Oe. The figure 4.2a shows,
together with experimental data, the simulated χT curve, calculated with the software
EVALUCF [80] using the CFP derived from ab initio calculations. The simulation is
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in good agreement with the experimental behavior and it also reproduces the little
jump at 40 K. The field dependence of the magnetization M is reported in figure
4.2b for T = 2 K: the concentration of Dy in Y was estimated by superimposing the
magnetization curve of Dy and of diluted sample YDy, resulting in a 10 % of dilution,
in agreement with the estimate expected by the synthetic procedure. The saturation
value ofM is 5µb, as already observed for other molecular complexes containing Dy(III)
[81, 82].
Both EPR and CTM techniques were employed to study the magnetic anisotropy
of the system. Unfortunately, the EPR investigation through a X-band spectrometer
revealed that the complex was silent (both Dy and YDy). This could be attributed
to either fast relaxation or to a low intra-doublet transition probability due to the
ground-state composition, with the excited levels too high in energy for the observation
of a inter-doublet transition (see section 2.2.1 of the experimental chapter). The
latter explanation is a mark of a large axiality of the ground state that was then
investigated by CTM, which proved to be very useful in determining anisotropic
features of lanthanide-based SMMs [63, 83, 84]. This technique measures the magnetic
torque of a molecule immersed in a homogeneous magnetic field by detecting the
variation in the capacitance of a capacitor: the sample is glued over one of the two
capacitor plates and the deflection of the cantilever is proportional to the magnetic
torque experienced by the sample.
The CTM technique would deserve an extensive introduction which is beyond the
scope of this thesis. For a CTM investigation focused on SMMs the reader can refer to
[85]. Since the analysis and the simulation of the torque data requires to employ different
reference frames, we will list them here for the sake of clarity: the XY Z reference frame
or laboratory frame where the torque is actually measured, the orthogonal cell frame
ab′c∗ (here abc∗) and the molecular reference frame xyz, identified by the principal
axes of the g-tensor.
The torque T is defined as the vector product between the magnetizationM and the
magnetic field B. Experimentally, only the TY component of the torque is detectable
(XY Z - laboratory frame). In a CTM measurement for any given T and B a rotation
around a chosen axis is performed and θ defines the rotation angle, that is the angle
between the cantilever plane and the magnetic field direction. When the magnetic
field B is increased so that the limit gµBSeffB  kBT is not more valid, the torque
curves assume a different shape if B is parallel or perpendicular to the easy direction
of anisotropy, making possible the disentanglement of non collinear contributions.
The measurements were performed on a single crystal of YDy to reduce the effect
of intermolecular interactions. Considering that the compound crystallizes in the
space group P21/n and the molecules do not sit on any symmetry element, the crystal
anisotropy will be in general different from the molecular one. Since the crystallographic
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Figure 4.2.: Upper panel (a): Temperature dependence of χT of Dy (circles)and YDy
(squares) along with theoretical curves (dotted line) calculated by using CFPs derived
from ab initio calculations. The dashed line corresponds to the expected free-ion χT
value (14.17 emu K mol−1). The empty circles and squares correspond to an applied
static field H of 1000 Oe while the full ones to a field of 10 000 Oe. Lower panel (b):
behavior of magnetization versus field at 2 K for Dy (empty circles) and YDy (cross),
the dotted lines are the simulations calculated with the CFPs extracted from ab initio
calculations (see also table 4.3).
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Figure 4.3.: Figure 4.3a: position of crystal on the cantilever for the two rotations.
The orientation for view 1 and view 2 is for the rotation angle θ = 270°. Figure 4.3b:
torque curves for the two rotations in a magnetic field of 70 kG and at 5 K. The solid
lines represent the best fit of the magnetic torque by using the parameters reported in
the text.
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axis b is a C2 axis and the ac plane is a glide plane there will be only two non collinear
contributions in the cell structure. To try to disentangle the two contributions, after
having indexed the crystal, the investigation consisted of two sets of rotations: the
first rotation (Rot1) had b as a rotation axis while in the second rotation (Rot2) the
rotation axis was in the ac plane (see figure 4.3a). The first rotation turned out to
be useful, since all molecules in the unit cell provided the same contribution, being
related by the twofold axis that lies along b, whereas two families of differently oriented
molecules were detected in the second rotation. Both for Rot1 and Rot2 the torque
signal was measured at T = 5 K and T = 10 K, with B ranging from 30 kG to 70 kG.
An effective spin hamiltonian was employed to model the electronic structure
Heff = µBSeff · geff ·B (4.1)
where g is the g-tensor and Seff is an effective S = 1/2 spin operator. To correctly
reproduce the torque shape, three further parameters have to be taken into account:
a scale factor (FSC, that must be the same for all rotations) and two Euler angles,
namely ρ and ξ (using the extrinsic x−convention), which describe the orientation of
the molecular reference frame with respect to the crystallographic one. Indeed in the
case of uniaxial anisotropy the third Euler angle is irrelevant. The fitting procedure
for the parameters gave: gx = gy = 0.010± 0.005, gz = 16± 1, ρ = (212± 1)°,
ξ = (71± 1)° and FSC = (2.6± 0.3)× 10−2 (see for instance figure 4.3b to compare
experimental data and calculated curves). The components of g indicates that the
complex is strongly axial and this explains why no EPR signal was detected. The
(a) (b)
Figure 4.4.: Left panel (a): two possible directions of the easy axis of magnetic anisotropy
as determined by CTM: the blue one is substantially coincident with the calculated
one (compare with figure4.4b). Right panel (b): direction of the easy axis anisotropy
for the first three energy doublets: ground (blue), first excited (yellow), second excited
(red) computed direction.
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resulting director cosines of the easy axis (z in molecular reference frame), with respect
to abc∗ are: cosα1 = −0.501, cosα2 = 0.801, cosα3 = 0.326 (α1 = 120°, α2 = 37° and
α3 = 71°). However, since there are two non collinear molecules in the unit cell, the
director cosines can identify two possible orientations for the magnetic anisotropy axis
with respect to the molecular structure (see figure 4.4a). The support given by ab
initio calculations allowed to cast light on this point. Indeed, the calculated ground
Kramers’ doublet showed an almost pure Ising character with a principal value of
gz = 19.8 and contribution fromMJ = ±15/2 only. The computed easy axis orientation
for the ground doublet (see figure 4.4b) had director cosines : cosα1 = −0.531454,
cosα2 = 0.788731, cosα3 = 0.308967 α1 = 122°, α2 = 38° and α3 = 72°). It is palpable
that the calculated easy axis orientation almost coincides with one of the two possible
choices provided by the CTM analysis (compare figure 4.4b with figure 4.4a). The
interplay between the experimental characterization and the ab initio calculations
is then evident: the calculations allowed to unravel the knot about the molecular
orientation of the easy axis, and, at the same time, they were supported by the good
prediction of the χT vs T and M vs H data (see figure 4.2). The energy of the first
excited doublet was calculated to be at 195 cm−1, while the second one should lie at
237 cm−1. In table 4.2 the energies for the eight doublets of the ground multiplet are
reported, along with the value of the corresponding principal values of the g-tensor.
Energy Levels (cm−1) gx gy gz
6H 15
2
E0 0 0.0 0.0 19.8
E1 195 0.5 1.8 14.9
E2 237 0.1 2.2 14.3
E3 289 1.5 3.7 12.1
E4 324 0.6 2.8 13.8
E5 371 2.6 4.5 8.8
E6 430 3.4 4.1 7.4
E7 478 1.1 4.7 15.9
Table 4.2.: Results of the calculations with RCC basis sets for Dy: energy splitting of
the ground 6H 15
2
multiplet and principal values of the corresponding g tensor for each
Kramers’ doublet.
4.3. Magnetization dynamics
The dynamic properties of Dy were extensively studied by AC susceptometry. The
measurements were performed as a function of frequency (0.02 Hz to 10 000 Hz) for
several temperatures and applied fields and the investigation revealed a composite
dynamic magnetic behavior between 2 and 10 K. Dy showed two different relaxation
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Wybourne’s parameter
cm−1 cm−1 cm−1
B20 628.3 B
4
0 458.4 B
6
0 −346.8
B21 24.9 B
4
1 −239.1 B61 −251.8
B′21 23.4 B′41 −156.9 B′61 −185.9
B22 −103.0 B42 86.3 B62 9.6
B′22 45.1 B′42 −103.5 B′62 −199.7
B43 −54.2 B63 −271.1
B′43 20.6 B′63 −221.7
B44 −98.2 B64 −65.2
B′44 −90.8 B′64 −185.7
B65 −17.5
B′65 −110.6
B66 −129.3
B′66 −258.3
Table 4.3.: Crystal field parameters of the Crystal field Hamiltonian in the Wybourne’s
notation (see section 1.2). Bkq represent the real parameters while B′kq are the imaginary
ones. The output of the MOLCAS 8.0 [78] provided the parameters in the extended
Stevens’ operator notation.
channels in zero and non-zero magnetic static field: the application of an external field
allows to suppress one channel and activate the other one (see figure4.5). The study
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Figure 4.5.: Imaginary susceptibility of Dy at 10 K as a function of the applied field.
of the field dependence of the relaxation was performed at 2 K and it evidenced that
the relaxation rate had a minimum for H = 1000 Oe, so we chose this field for the
measurements under external field. A similar feature was already been observed in the
Dy(DOTA) derivative as well as in other SMMs [81, 86–89].
The magnetization dynamics of Dy presented then interesting features and we
decided to investigate the magnetically diluted YDy sample, in order to clarify if the
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interaction between magnetic centres played any role in this peculiar behavior. Even
in the diluted sample, two different relaxation channels were found to contribute to
relaxation in zero and applied field.
The imaginary susceptibility curves χ′′ in zero and applied field were fitted according
to a Debye model [3, 90] and the corresponding relaxation times versus T−1 are reported
in figure 4.6 for the zero and applied field measurements. Comparing figure 4.6a and
4.6b it is evident that the relaxation rate of both channels (zero and non zero field) is
slower in the YDy sample than in the pure sample Dy. Accordingly, at 2 K the diluted
sample exhibited a butterfly shaped hysteresis (see figure 4.7), that was no longer
visible above 4 K. A sweep-rate dependent hysteresis was observed at µK temperatures
using a Micro-Squid (see figure 4.8). The channel dominating in zero field has a
relaxation rate that is almost temperature independent up to 10 K for both samples. In
the case of the YDy the rate, two order of magnitude slower than that of Dy, starts
to increase from T = 10 K reaching values close to that of the pure sample Dy around
20 K. On the other hand, the rate observed for the relaxation channel activated by
applying a magnetic field is clearly temperature dependent even at lower temperatures
(see figure 4.6). For Dy the relaxation rate reaches a plateau at very low temperature,
while this was not observed for YDy, since below 4 K the rate was so slow that it
could not be investigated with our instrumentation.
As a whole, this behavior suggests that the dominant process in zero field is directly
related to QTM, whereas the slower one, occurring in applied field, is dominated by
thermally activated relaxation.
The observed temperature dependence of the relaxation rate of YDy for both
relaxation channel was reproduced by including three contributions, a Raman and an
Orbach process and a temperature independent process [21, 91–93]:
τ−1 = CTn + τ−10 exp(−∆/T ) +B (4.2)
We performed a simultaneous fit of the relaxation time in field and in zero field (the
corresponding parameters being indicated by f and zf, respectively, in the following),
using the same set of parameters for Orbach process (τ0 and ∆), while the Raman
contribution was left free to vary for the two situations. This was intended to account
for the possible contribution of direct process in the case of in-field measurements,
which may affect the best fit value obtained for the Raman relaxation. A first attempt
was made by fixing the value for the energy barrier ∆ at 270 K ∼ 195 cm−1, that is the
energy of the first excited doublet computed by ab initio calculations. We obtained
the following values for the best-fit parameters: τ0 = (1.3± 0.2)× 10−10 s, nf =
6.19± 0.04, Cf = (5.0± 0.5)× 10−5 s−1K−n, Bf = 0 (fixed), nzf = 5.5± 0.2, Czf =
(6± 4)× 10−4 s−1K−n, Bzf = (53± 2) s−1. In a second step the ∆ parameter was
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Figure 4.6.: Figure 4.6a: relaxation times versus T−1 for compound Dy, in zero (full
circles) and applied static field (empty ones). The relaxation in zero field is almost
temperature independent up to 12 K. The grey dotted line represents the best fit curve
with ∆ = 270 K. Figure 4.6b: relaxation times versus T−1 for compound YDy, in zero
(full triangles) and applied static field (empty triangles). The dotted lines represent
the fit of the relaxation time (see equation 4.2) with ∆ = 270 K, the solid line is the
relaxation time simulated using the master matrix equation (see text).
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Figure 4.7.: The compound YDy exhibited a butterfly shaped hysteresis at 2 K that
was not longer visible above 4 K. The hysteresis loop closes around 3000 Oe, indeed
AC measurements evidenced that an applied field greater than 1000 Oe increased again
the relaxation rate.
μ0H(T)
M
/M
s
T=0.03 K
increasing sweep rate
Figure 4.8.: Butterfly shaped hysteresis of Dy at 0.03 K for several sweep rates of the
magnetic field. The measurements were performed in Grenoble by the research group
of professor Wolfgang Wernsdorfer.
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left free to vary, providing as best fit values τ0 = (1± 2)× 10−11 s, ∆ = (318± 44) K
(ca. 230 cm−1), nf = 6.22± 0.04, Cf = (4.7± 0.5)× 10−5 s−1K−n, Bf = 0 (fixed),
nzf = 5.6± 0.2, Czf = (5± 3)× 10−4 s−1K−n, Bzf = (53± 2) s−1. It is clear from
these results that, while at low temperature Raman and QTM dominate the relaxation,
the Orbach process is active in promoting the relaxation in the high temperature
regime. It is however not completely clear whether the latter process occurs via the first
or the second excited doublet. The differences in τ0 values are qualitatively consistent
with expectations, τ0 being smaller in the case of larger ∆.
As a comparison, we performed also the fit of the relaxation time of the pure
sample Dy with H = 1000 Oe . Fixing the energy barrier at ∆ = 270 K we
obtained the following values: τ0 = (1.9± 0.2)× 10−10 s, nf = 5.35± 0.03, Cf =
(4.90± 0.03)× 10−5 pers/Kn, Bf = (0.45± 0.04) s−1 (fixed). If the energy barrier was
left free to vary we got: τ0 = (1.6± 0.2)× 10−11 s, ∆ = (316± 21) K. The other
parameters were found to be consistent with the ones obtained with the fixed energy
barrier.
4.3.1. Relaxation time through a Master Matrix approach
A physical interpretation of the phenomenological fit of the relaxation time included ab
initio calculations of the transition moments between the states [94, 95] and a master
matrix approach based on the system eigenstates computed by ab initio [3].
On the basis of these transition moments (see figure 4.9) no efficient QTM relaxation
is expected for the ground Kramers’ doublet: the underestimation of the probability of
QT relaxation by transition moments with respect to the experimental results is clearly
due to the fact that this method does not take into account residual dipolar interactions
and hyperfine coupling (in the present case the magnetic nuclei are Dy(161Dy, relative
abundance= 18.9 % and 163Dy, relative abundance = 24.9 %, both with I = 5/2) [96].
The ab initio results pointed out that the most probable processes occurring from
the first excited state are both Orbach and thermally assisted QTM mechanisms: the
former provides access to the second excited state while the latter would allow a reversal
of the magnetization. On the basis of the above considerations a relaxation via the
second excited state (E2 = 237 cm−1) seems to be more likely, in fairly good agreement
with the phenomenological value of the above reported value of the energy barrier of
230 cm−1.
Although the transition magnetic moments are increasingly used in rationalizing the
spin dynamics, they still provide only semi-quantitative indications [97, 98]. Therefore,
a master matrix approach, based on the electronic structure derived by ab initio
calculations, can furnish a more quantitative reproduction of the observed dynamics.
This approach assumes a series of steps of the direct process type promoted by a
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Figure 4.9.: The ab initio computed magnetization blocking barrier for Dy. The red
arrows show the possible pathways of the Orbach process. The dotted black arrows
represent the presence of (thermal assisted) quantum tunneling. The numbers are the
mean absolute values for the corresponding matrix elements of transition magnetic
moment. The dotted purple lines show the most probable relaxation pathways for the
reversal of magnetization.
suitable spin phonon coupling Hamiltonian, assumed here of the Villain type[3] for
the sake of simplicity. Indeed, the employment of a dynamic spin phonon coupling
Hamiltonian proposed in Abragam and Bleaney textbook [33] did not seem to be
feasible, because the low symmetry of the systems implied a huge number of CFP
following different distortions [99]. Despite being simple, our approach allowed to
extract the relaxation time by calculating the relaxation rate γpq from a state |q〉
(eigenstate of the Hamiltonian that describes the system) to another state |p〉:
γpq =
3v
pih¯4mc5s
(Ep − Eq)3
exp{[β(Ep − Eq)]} − 1{
|D˜a|2
[| 〈p|J2+|q〉 |2 + | 〈p|J2−|q〉 |2]+
|D˜b|2
[| 〈p|{J+,Jz}|q〉 |2 + | 〈p|{J−,Jz}|q〉 |2]} (4.3)
where β is 1/kbT , v and m are the volume and the mass of the unit cell, D˜a and D˜b
are the spin-phonon coupling parameters.
The CF eigenfunctions of the ground J multiplet and the corresponding eigenvalues
in zero applied field obtained by the ab initio calculations were used to obtain the
Crystal Field matrix as HCF = RTV R (where R is the eigenfunction matrix and V
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the diagonal matrix of the corresponding eigenvalues). Therefore the only parameters
that need to be adjusted in (4.3) are the spin-phonon coupling parameters and v/(mc5s).
The diagonalization of the complete hamiltonian including the CF and the Zeeman
interaction, HCF + Hzmn, provided new eigenvalues and eigenfunctions by which it
was possible to calculate the master matrix Γ for all the investigated temperatures.
Diagonalization of the master matrix allowed to extract the relaxation time as
τ = −1/λ1 (4.4)
where λ1 is the first non vanishing eigenvalue of the master matrix. If the spin-
phonon coupling parameter are set to 0.05 and the pre-factor (3v/pih¯4mc5s) to 3000,
we obtained the solid green curve shown in figure 4.6b. This approach reproduces well
the high temperature region above 15 K but it overestimate the relaxation time at
lower temperatures. Indeed, this kind of calculation is not intrinsically able to take
into account a Raman-like contribution to relaxation, that was phenomenologically
employed in equation (4.2). Speaking of which it must be pointed out that, despite the
contribtion of a Tn term, we cannot even be sure that this is associated to a real Raman
process. Indeed, interactions which are not taken into account by the model, such as
hyperfine and residual dipolar intermolecular interactions, may open the possibility
of relaxation via quantum tunneling, and might also change the expected field and
temperature dependence of direct processes [100].
To conclude, we have presented a comprehensive experimental and theoretical inves-
tigation of the anisotropy and dynamic behaviour of a novel mononuclear lanthanide-
based SMM. The several approaches proved to be complementary and mutual sup-
portive. Indeed, CTM could provide independent confirmation of the results of ab
initio calculations in the absence of further spectroscopic information. In turn this
allowed to analyze the observed dynamics of the magnetization on the basis of the
calculated electronic structure of the lanthanide center. The observed behaviour could
be qualitatively rationalized via the commonly used transition probabilities provided
by the ab initio suite [94, 95]. In addition to this we showed that the relaxation
behaviour in the higher temperature range can be correctly reproduced assuming the
ab initio computed electronic structure in a statistical analysis based on the master
matrix approach. On the other hand, further processes are clearly contributing at low
temperature, resulting in an experimental relaxation rate which is much faster than
predicted by this approach. This might be due either to a true Raman process or to
the unaccounted hyperfine and dipolar intermolecular interactions, the latter reduced
but not completely quenched by the doping level used here.
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5. The Ln(trenovan) series: finding
Ariadne’s thread
Above all, don’t fear difficult moments. The best
comes from them.
(Rita Levi Montalcini)
In the introductive chapter to this dissertation we mentioned that the goal of any study
aimed at investigating the correlation between electronic structure and magnetization
dynamics has to be adapted according to the means at our disposal. This point is
clearly evidenced by the investigation we performed on a new series of mononuclear
lanthanide compounds, Ln(trenovan) (where H3trenovan=tris(((3 - methoxysalicyli-
dene)amino)ethyl)amine), which we report in this chapter.
This study required the setup of a different strategy, since we could not use a multi-
technique approach like the one described in chapter 4. Indeed, the lack of single crystal
samples made more difficult to obtain the molecular structure, that was eventually
solved for three derivatives of the series starting from X-ray powder patterns. This fact
prevented from performing an investigation of the magnetic anisotropy through single
crystal magnetometric techniques such as CTM and it impeded also to conduct high
quality luminescence measurements and obtain direct information on the electronic
structure. A theoretical approach, like the ab initio method employed in the case of
Dy(LH)3, was also not very suitable here for two main reasons. First of all, despite
that the Ln(trenovan) are all isomorphous, only for three of them was possible to
obtain the refinement of the molecular structure. In performing such kind of theoretical
calculations it is mandatory to use the exact structure for every sample, so this type of
approach would have been feasible only for three complexes. Moreover, as we will show
in the next section, the molecular structure of the Ln(trenovan) compounds is very
similar to that of the Ln(trensal) series, therefore the calculations would have been
demanding from the computational point of view. We therefore decided to follow a
different protocol, that combined the magnetic investigation and a phenomenological
modeling of the magnetic properties starting from the available information on the
Ln(trensal) series.
For this aim we focused the attention only on some of the derivatives of the
Ln(trenovan) series, that is the complexes containing Nd, Tb, Dy, Ho, Er and Tm. We
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conducted in parallel a magnetic investigation of the corresponding compounds of the
Ln(trensal) series, by performing DC magnetometry and CW-EPR experiments and,
in the case of Er(trensal) and Dy(trensal), we exploited the results obtained in the
magnetic characterization already reported in chapter 3 [18]. After having collected
this extra magnetic information for the Ln(trensal) series, in collaboration with Dr.
José Jaime Baldoví, we performed a refinement of the trensal CFPs derived from
luminescence, including in the physical properties to be fitted the static magnetic
susceptibility and all the energies of the observed luminescence transitions [23]. The
fitting procedure was performed with the CONDON computational package [101] and
it allowed to obtain new sets of CFPs. In order to have a feedback on this method,
we calculated the effective g-factor for the complexes containing Kramers’ ions and
compared the results with the values measured in CW-EPR experiments. Once that
the CFPs obtained for the trensal complexes were satisfactory we used them as an
input in the program CONCORD.f to fit the magnetic susceptibility of the related
family Ln(trenovan) for which only powder susceptibility data and EPR data were
available.
In the following, we will first of all introduce the structural features of the Ln(trenovan)
series, by briefly reporting how the molecular structure was refined. Then, we will
discuss the results of the fitting procedure for the Ln(trensal) family, comparing the
experimental and calculated χT vs T curves and the geff factors. In the second part of
the chapter we will present the whole magnetic characterization of the Ln(trenovan)
series and we will show some results obtained by preliminary fits of the magnetic
susceptibilities.
5.1. Structural features of the Ln(trenovan) series
The synthesis of the Ln(trenovan) series, where H3trenovan=tris(((3 - methoxysalicy-
lidene) amino)ethyl)amine, was completed by Dr. Jean-Pierre Costes following two
different experimental pathways. The H3trenovan ligand was obtained as previously
described from reaction of tris(2-aminoethyl)amine with orthovanillin. The lighter Ln
complexes (Ln= Ce, Pr, Nd, Sm) were prepared according to the previously published
two-steps process [102] in which the first step corresponds to complexation of Ln ions
to the outer O3O3 coordination site of the tripodal ligand, with nitrato anions as
counter-ions. The resulting complex is isolated and deprotonated in the second step
by addition of triethylamine, with a concomitant change of coordination site from
the outer O3O3 site to the inner N4O3 site. The heavier Ln complexes (Ln=Eu-Yb)
and the corresponding Y-doped derivatives were prepared in a single step procedure,
with triethylamine added to a mixture of the corresponding nitrate salt and H3L in
dimethylformamide.
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Chemical formula C30H33N4O6Pr C30H33N4O6Gd C30H33N4O6Tm
Formula mass (g mol−1) 686.15 702.49 714.17
Crystal system trigonal trigonal trigonal
Space group P -3 P -3 P -3
Z 2 2 2
a (Å) 14.456(1) 14.240(1) 14.001(1)
b (Å) 14.456(1) 14.240(1) 14.001(1)
c (Å) 7.887(1) 8.121(1) 8.347(1)
α 90 90 90
β 90 90 90
γ 120 120 120
Volume (Å3) 1427.34(1) 1426.25(1) 1417.11(1)
Table 5.1.: Crystal structure data for Pr(trenovan), Gd(trenovan) and Tm(trenovan).
Only microcrystalline samples were obtained from the synthesis and this hampered
the determination of the molecular structure by means of single-crystal X-ray diffraction.
However, the XRPD diffraction patterns were of good quality and showed that all the
samples were isomorphous. In collaboration with Dr. Laura Chelazzi, we determined
the structure by means of XRPD, taking advantage that, according to the followed
synthetic procedure, Ln(trenovan) compounds should have a molecular structure similar
to the one of the Ln(trensal) series. Therefore, for structure solution and refinement
(a) (b)
Figure 5.1.: Right panel (a): view along the crystallographic axis a of a molecule
of Pr(trenovan) : the Ln ion is coordinated to 3 oxygens and 4 nitrogens. Left panel (b):
view along the c axis.
data polycrystalline samples of Pr(trenovan), Gd(trenovan) and Tm(trenovan) were
sealed in a 0.5 mm capillary, and an X-ray powder diffractogram in the 2θ range 3°
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to 60° (step size 0.01°, time/step 2 s, V = 40 kV, I = 40 mA) was collected on a D8
Bruker diffractometer equipped with a primary Ge monochromator for Cu Kα1 and a
Sol-X solid state detector in Debye-Scherrer geometry.
The structure of Tm(trenovan) was solved by simulated annealing performed using
EXPO2013 [103]. The crystal structure data obtained both for Tm(trenovan), Gd(trenovan)
and Pr(trenovan) are reported in table 5.1, while in figure 5.1 the molecular structure
is displayed. The space group is P -3, there are two molecules per cell and both the
lanthanide ion and the aminic nitrogen of the ligand lie on the C3 axis. The asymmetric
unit is then one third of the Ln(trenovan) molecule, the structure of which is closely
resembling, both in term of ligand environment and symmetry, that of Ln(trensal)
described in chapter 3.
The powder diffraction data for the 9 remaining Ln(trenovan) structures were
analyzed with the software Highscore plus, 15 peaks were chosen in the 2θ range 3°
to 40° and unit cell parameters were found thanks to the algorithm DICVOL. Pawley
refinements were performed for all the 9 unit cell parameters and results are shown in
table 5.2.
5.2. Validation of the protocol: the Ln(trensal) series
The Ln(trensal) compounds (Ln=Nd, Tb, Dy, Ho, Er, Tm) were synthesized as
previously described [60] and the X-ray powder diffraction patterns of the selected
complexes were collected, resulting superimposable to the ones obtained from the
crystallographic information file of the corresponding solved molecular structures.
The magnetizations of powder samples pressed in pellets were then measured in
a temperature range 2 to 300 K: for T < 40 K a static field H = 1000 Oe was
applied, while for higher temperatures the magnitude of the field was increased, using
H = 10 000 Oe. We extracted the static magnetic susceptibility χ as M/H and the
corresponding χT vs T curves are reported in figure 5.2. The decrease of χT observed
on lowering temperature is attributed to the depopulation of the excited levels of the
ground multiplet, as it was also briefly discussed for Er(trensal) and Dy(trensal) in
section 3.1.
The electronic structures of this family were determined using the CONDON package
[101]. This program permits to describe the spectroscopic and magnetic properties
in d and f systems with high local symmetry using the full basis of microstates. For
the Ln(trensal) complexes, we used as an input the parameters of the Ligand-Field
Hamiltonian determined by Flanagan et al.[23]: electron repulsion parameters (F k,
k = 2, 4, 6), spin-orbit coupling constant (ξSO) and crystal field parameters (B
k
q ). A
total of 12 parameters have been varied (8 CFPs and the 4 free-ion ones) in order to fit
all the spectroscopic information as well as the magnetic susceptibility of the complexes.
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Figure 5.2.: Experimental values (symbols) and theoretical fits (solid lines) of the χT
curves for the Ln(trensal) series from 2 to 300 K: Nd (wine empty pentagons), Tb
(dark cyan empty triangles), Dy (green empty triangles), Ho (orange empty circles), Er
(pink stars), Tm (blue full circles). The dotted lines represent the value of the Curie’s
constant for the corresponding free ion.
Nd Tb Dy Ho Er Tm
(cm−1) (cm−1) (cm−1) (cm−1) (cm−1) (cm−1)
B20 −770(518) −426(122) −847(1081) −921(37) −761(40) −940(9)
B40 −55(98) 263(17) −780(297) −395(87) −118(24) −365(49)
B43 −2414(244) −2326(12) −2267(238) −1624(104) −1855(54) −1481(2)
B60 1647(49) −417(73) −356(436) 565(120) 1032(17) 1301(631)
B63 484(35) 1337(664) 803(494) 432(74) 466(43) 31(388)
B66 1049(51) 74(65) 843(273) 297(47) 706(71) 378(5)
B′63 −226(95) −182(1544) −377(1473) −749(29) 8(417) −737(5)
B′66 97(107) 327(805) −169(892) 1194(10) 17(355) 38(16)
ξSO 888(41) 1705 1866(119) 2122(46) 2368(53) 2612(156)
F 2 71 502(1800) 89 540 95 039(6256) 92 746(1269) 95 400(2133) 102 027(7184)
F 4 52 604(1120) 63 485 62 755(3299) 73 317(1787) 74 491(954) 73 661(7433)
F 6 32 365(2737) 43 345 53 145(3775) 53 794(2361) 49 956(4105) 53 041(3576)
SQX 1.53 % 2.21 % 0.62 % 0.54 % 0.46 % 1.11 %
Table 5.3.: Parameters of the Ligand-Field Hamiltonian extracted by fitting both
the spectroscopic energy levels and the magnetic susceptibilities. The CFPs are in
Wybourne’s notation (see section 1.2): Bkq represent the real parameters while B′kq are
the imaginary ones.
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A total of 23 (Tb), 45 (Dy), 88 (Ho), 56 (Er), 41 (Tm) and 63 (Nd) energy levels or
Kramers doublets have been fitted together with the magnetic susceptibility data. An
order of magnitude of priority has been given to the ground J energy levels when
determined. This is the first time in which a systematic study combining spectroscopic
and magnetic data is performed for a family of compounds. The resulting CFPs, the
F ks and the ξSO are reported in table 5.3, together with the total relative error of the
fits (SQX).
In the case of Er(trensal) we took advantage of the work of Pedersen et al. [61] where
the magnetic susceptibility and the magnetization along the easy axis direction were
experimentally determined. Furthermore, the determination of g‖ by EPR permitted
to simulate the evolution of the ground doublet under an applied magnetic field. All
these experimental data have been fitted resulting in a more accurate picture with
a total relative error of 0.46 %. As in the work of Flanagan et al. [23], in the case
of Tb(trensal), the electron repulsion parameters and the spin-orbit constant were
not varied in the fitting, due to the smaller number of energy levels spectroscopically
determined: this explains the larger discrepancy (2.21 %) obtained for this complex.
Nd Tb Dy Ho Er Tm
4I9/2
7F6
6H15/2
5I8
4I15/2
3H6
(cm−1) (cm−1) (cm−1) (cm−1) (cm−1) (cm−1)
0 0 0 0 0 0
66 15 36 3 54 20
243 15 107 3 101 371
426 55 214 41 110 371
816 55 295 41 300 425
109 673 215 560 425
197 747 315 614 473
440 786 315 647 548
440 363 782
520 421 782
520 421 872
535 641 872
579 673 933
673
726
726
737
Table 5.4.: Energy levels of the ground multiplet for the investigated derivatives of the
Ln(trensal) series. For Kramers’ ions (Nd, Dy, Er) the energies of the doublets were
reported.
In the fitting procedure we considered all the spectroscopic transitions observed in
the paper of Flanagan et al. (0 cm−1 to 20 000 cm−1), thus calculating all the energy
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composition
Nd 82 % |±5/2〉, 5 % |∓1/2〉, 12 % |∓7/2〉
Tb 47 % |0〉, 21 % |3〉, 21 % |−3〉, 5 % |6〉, 5 % |−6〉
Dy 34 % |∓7/2〉, 32 % |±5/2〉,23 % |∓1/2〉, 6 % |∓13/2〉, 5 % |±11/2〉
Ho 38 % |3〉, 38 % |−3〉, 16 % |0〉
Er 77 % |±13/2〉, 20 % |±1/2〉
Tm 46 % |6〉, 46 % |−6〉, 9 % |−3〉, 9 % |3〉
Table 5.5.: Composition of the ground doublets and ground states for the Ln(trensal)
family.
levels up to 20 000 cm−1. Since magnetic properties are influenced mainly by the lowest
energy levels, in table 5.4 we reported only the energy splittings of the ground multiplets
while in table 5.5 the composition of the ground doublet or of the ground state can
be found. A direct comparison of the experimental [64] and calculated energy levels
of the ground multiplet is only possible for Er(trensal) complex and the agreement is
very good.
As an additional feedback to the procedure, we calculated the geff factor of Nd,
Dy and Er, using the CFPs reported in table 5.3 and the home-developed software
EVALUCF [80]. The results are displayed in table 5.6 evidencing a good qualitative
agreement with the experimental values. The magnetic anisotropy of Er and Dy was
previously investigated in other works [18, 61, 63] (see also chapter 3), while this is the
first time that the anisotropy of Nd(trensal) complex is reported. As it can be seen
from table 5.6, the ground doublet of the complex is characterized by an easy-axis
magnetic anisotropy.
Nd Dy Er
exp calc exp calc exp calc
g‖ 2.65(1) 2.79 1.8(1) 1.4 11.8(4) 11.1
g⊥ 0.71(1) 1.07 9.4(5) 9.9 3.6(1) 4.3
Table 5.6.: Experimental values of geff and calculated ones, using the CFPs reported
in table 5.3. The EPR investigation of the pure Nd(trensal) complex was conducted
with a X-band spectrometer at 5 K, while the values of the geff for Er(trensal) and
Dy(trensal) originate from a previous EPR W-band experiment on Y(III) diluted
samples (3.1 % and 5.8 % of Dy(III) and Er(III) respectively) [18].
The fitting procedure of the spectroscopic and magnetic data for Ln(trensal) com-
plexes aimed both to validate the working method and to obtain CFPs that could be
used as starting guesses for the fitting of the Ln(trenovan) χT curves: the set of CFP
reported in table 5.3 were introduced as an input in the program CONCORD.f in order
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to fit the magnetic susceptibility of the Ln(trenovan) compounds.
5.3. Magnetic characterization of the Ln(trenovan) series
The modeling of the magnetic susceptibilities of the Ln(trenovan) (Ln=Nd, Tb, Dy,
Ho, Er, Tm) was not straightforward. The room temperature values of the χT vs
T curves were far below the Curie’s constant and this could not be attributed only
to CF effects. Since the XRPD patterns did not evidence the presence of other
crystalline phase, in collaboration with Dr. Giuliano Giambastiani, we performed a
Thermogravimetric analysis (TGA) on the selected samples: the results indicated the
presence of a variable residual of solvent used for washing (dimethylformammide or
diethylether). In particular for Nd the amount was quite large, around 22 % of the
weight, while for the others the percentage was lower (Tb 12 %, Dy 8.5 %, Ho 7 %, Er
6 % and Tm 3 %).
Nd Tb Dy Ho Er Tm
4I9/2
7F6
6H15/2
5I8
4I15/2
3H6
(cm−1) (cm−1) (cm−1) (cm−1) (cm−1) (cm−1)
0 0 0 0 0 0
50 12 37 3 58 11
188 12 100 3 110 219
380 35 258 28 119 219
876 35 276 28 457 301
80 723 66 648 301
109 798 108 669 349
255 826 108 692 468
255 274 497
271 274 497
300 314 573
300 568 573
358 574 617
574
593
593
601
Table 5.7.: Energy levels of the ground multiplet for the investigated derivatives of the
Ln(trenovan) series. For Kramers’ ions (Nd, Dy, Er) the energies of the doublets were
reported.
The values of the molar susceptibility extracted from DC measurements were then
rescaled for each sample, according to the different amount of solvent estimated by
TGA. The magnetic susceptibility of Nd, Tb, Dy, Ho, Er and Tm complexes were
then fitted with the CONDON package. The resulting energy levels and CFPs are
reported in table 5.7 and 5.9, while the composition of the wavefunctions can be found
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composition
Nd 72 % |±5/2〉, 19 % |∓1/2〉, 9 % |∓7/2〉
Tb 32 % |3〉, 32 % |−3〉, 19 % |0〉, 9 % |6〉, 9 % |−6〉
Dy 69 % |±1/2〉, 17 % |±7/2〉, 12 % |∓5/2〉
Ho 43 % |3〉, 43 % |−3〉, 8 % |0〉
Er 92 % |±13/2〉
Tm 46 % |6〉, 46 % |−6〉
Table 5.8.: Composition of the ground doublets and ground states for the Ln(trenovan)
family.
in table 5.8. Since no information on the energies of excited multiplets was available,
the electron repulsion parameters (F k, k = 2, 4, 6) and spin-orbit coupling constant
(ξSO) were not fitted but fixed to the values found for the Ln(trensal) series.
The temperature dependence of the experimental χT curves, together with the
calculated ones, is displayed in figure 5.3, showing features analogue to the one of
the Ln(trensal). There are, however, small differences, in particular for Er(trenovan)
and Tm(trenovan) compared to their homologue trensal derivatives. In the case of
Er(trenovan) we notice that the experimental χT value at low temperature (5 K) is
larger than the corresponding one for Er(trensal), being 7.62 emu K mol−1 for the
former and 5.86 emu K mol−1 for the latter. This may suggest that the ground doublet
of Er(trenovan) is more magnetic than that of Er(trensal). This hypothesis is indeed
confirmed by EPR data (vide infra).
As regards Tm(trenovan), the χT curve shows a very rapid increase in temperature
compared to that of Tm(trensal). This can be ascribed to a different energy level
structure of the two complexes. Indeed the fitting of the magnetic susceptibility
suggests the presence of excited states lying at lower energy compared to those reported
in table 5.4 for Tm(trensal). This hypothesis is partially confirmed by the information
extracted from the high-field high-frequency EPR spectra collected for this sample
(vide infra). More generally, the energy levels reported in table 5.7 seem to indicate
that, in the case of Tb, Ho and Tm, the energy splittings due to the CF result to be
lesser than the corresponding Ln(trensal) complexes, while for the half-integer spin
complexes the energy spanning is comparable.
As a partial feedback to the fitting procedure we employed the CFP obtained by
CONDON to calculate the geff factor of Nd, Dy and Er derivatives. The comparison
between the calculated geff factor and the experimental values is reported in table 5.10.
The correct kind of magnetic anisotropy is predicted and a qualitative agreement is
confirmed for all the three complexes. Moreover, the calculated geff corroborates the
higher value of axiality for Er(trenovan) compared to Er(trensal).
Although the results obtained from this fitting procedure do not embody the ultimate
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Figure 5.3.: Experimental values (symbols) and theoretical fits (solid lines) of the χT
curves for the Ln(trenovan) series from 2 to 300 K: Nd (wine empty pentagons), Tb
(dark cyan empty triangles), Dy (green empty triangles), Ho (orange empty circles), Er
(pink stars), Tm (blue full circles). The dotted lines represent the value of the Curie’s
constant for the corresponding free ion.
Nd Tb Dy Ho Er Tm
(cm−1) (cm−1) (cm−1) (cm−1) (cm−1) (cm−1)
B20 −558(847) −234(116) −780(42) 733(18) −793(492) −936(3)
B40 497(169) 360(22) 1686(69) 1100(19) 1163(209) −25(2)
B43 −2965(52) −898(10) −2055(566) 256(11) −2273(848) −111(1695)
B60 1483(36) −1267(8) 114(167) 161(22) 1067(218) 198(143)
B63 653(42) 736(106) 772(64) 64(13) 503(133) −90(37)
B66 1005(52) −1668(142) 1211(41) −876(43) 625(329) 298(5)
B′63 −246(104) 1803(5) −1395(46) −196(6) 44(2135) −587(12)
B′66 249(44) 2520(21) −246(225) 1265(12) −114(2578) 254(21)
Table 5.9.: Parameters of the CF Hamiltonian extracted by fitting the magnetic
susceptibilities and using as starting guesses the best-fit parameters of the Ln(trensal)
complexes. The CFPs are in Wybourne’s notation (see section 1.2): Bkq represent the
real parameters while B′kq are the imaginary ones.
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Nd Dy Er
exp calc exp calc exp calc
g‖ 2.62(1) 2.24 1.63(1) 1.88 13.54(1) 14.33
g⊥ 0.68(1) 1.57 8.7(2) 10.36 2.37(1) 2.38
Table 5.10.: Experimental values of geff and calculated ones using the CFPs reported
in table 5.9. The EPR investigation of the pure Nd(trenovan) and Y(III) diluted
Dy(trenovan) ((9.2 % of Dy(III)) was conducted with a X-band spectrometer at 5 K,
while the values of the geff for Er(trenovan) derive from high-field high-frequency EPR
spectra at frequency ν = 331.2 GHz (see also figure 5.4a).
picture of the electronic structure of the Ln(trenovan) complexes, they are however
supportive and can be used as guesses to explain some of the magnetic features observed
in this series.
5.3.1. Investigation of the magnetic anisotropy
We will now discuss the magnetic anisotropy of all the complexes of the series, that
was investigated by means of CW- EPR spectroscopy (X-band and W-Band in the
Laboratory of Molecular Magnetism, Florence) and also by high field- high frequency
EPR at the LNCMI (Grenoble) in collaboration with Dr. Anne-Laure Barra. All
the samples were undiluted except Gd(trenovan) and Dy(trenovan), for which the
isostructural complexes YGd(trenovan)and YDy(trenovan) were studied (5.6 % and
8.2 % of Gd(III) and Dy(III) respectively).1
The crystal symmetry of the series of isostructural complexes Ln(trenovan) is strictly
trigonal, with the Ln ion lying on the C3 axis. Therefore, the preferred orientations
for the magnetization will be along the C3 axis or in a plane perpendicular to it. The
Ce Yb
exp exp
g‖ - 4.92(1)
g⊥ 1.94(1) 2.643(6)
Table 5.11.: Experimental values of geff of pure Ce(trenovan) and Yb(trenovan). The
Ce(trenovan) EPR investigation was performed at X-band spectrometer (ca. 9.4 GHz)
and at 10 K, while the values of the geff for Yb(trenovan) were obtained by high-field
high-frequency EPR spectra at frequency ν = 220.8 GHz and T = 5 K (see also figure
5.4b).
Ln(trenovan) complexes exhibited both kind of magnetic anisotropy: Ce, Dy and Gd
1The concentration of Gd and Dy dopants in Y phase was estimated by the scaling factor necessary
to superimpose superimposing the magnetization curves of pure and diluted sample.
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Figure 5.4.: Right panel (a): high-frequency EPR spectra for pure Er(trenovan) and
Yb(trenovan) samples measured at LNMCI-Grenoble. Left panel (b): X-band EPR
spectra for pure Ce(trenovan), diluted YDy(trenovan) and pure Nd(trenovan).
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Figure 5.5.: W-band EPR spectrum for YGd(trenovan), along with its simulation
obtained with Easyspin. See text for the values of the simulation parameters.
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derivatives have an easy plane magnetic anisotropy, while Nd, Er and Yb derivatives
have an easy axis anisotropy (see figure 5.4 and tables 5.10 5.11). In the case of Ce
derivative the EPR investigation did not detect any signal corresponding to a parallel
transition. Since Ce(III) has a ground multiplet with J = 5/2, the trigonal symmetry
of the CF mixes state with MJ = ±5/2 and MJ = ∓1/2. A simple estimate of the g‖
value suggests that, to be consistent with the observed g⊥, its value should be around
0.40 and it is thus beyond the instrumental limit of the X-band spectrometer.
As regards Sm(trenovan) the sample turned out to contain some Gd(III) impurity:
indeed its EPR spectrum features a striking similarity to the one of Gd(trenovan)
diluted in the Y(III) diamagnetic matrix (see figure 5.6). We attributed this behaviour
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Figure 5.6.: Comparison of the X-band EPR spectra of YGd(trenovan) and
Sm(trenovan). For the sake of clarity the spectrum of Sm was amplified by a factor 8.
to the very low magnetic moment of Sm(trenovan) at low temperature, which then
acts as an effective ‘quasi-diamagnetic’ matrix for the Gd(III) impurity dopants. The
simulation of the W-band EPR spectrum of YGd(trenovan) is reported in figure 5.5
and it was obtained through the Matlab toolbox Easyspin [104], on the basis of the
following spin hamiltonian in Stevens’notation:
H = b02O02 + b04O04 + µBS · g ·B (5.1)
with S = 7/2 and b02 = D/3, where D is the zero-field splitting parameter. The
best simulation of the EPR spectrum gave D = (0.0615± 0.0005) cm−1, that implies
an energy splitting of the ground multiplet around 1 K (D(S2 − 1/4)), and b04 =
4.5× 10−5 cm−1 and g = 1.995. The values of the D and g parameters are consistent
with those of other Gd(III)-based complexes [105, 106]: these complexes are indeed
quite isotropic since Gd(III) has the 4f shell half filled and the orbital contribution to
the angular momentum cancels.
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A few words should be spent on the positive D parameter we have just reported.
An accurate determination of the sign of D would have required to study the variation
of the YGd EPR spectrum as a function of temperature, in order to observe a change
in the intensity of the outermost transitions, either parallel or perpendicular. However,
this was not feasible because only the spectrum collected at 10 K had a signal to
noise ratio good enough to evidence clearly these transitions, which were further of
quite weak intensity. Nevertheless, the analysis of the relative intensity of the parallel
transitions, simulated both by using D = 0.0615 and D = −0.0615 and the same
fourth-order term, strongly supports the hypothesis of a D > 0 (see also figure 5.5)
Finally, the spectra were not resolved enough to obtain reasonable estimates of trigonal
anisotropy parameters (b34, b36, b66).
The EPR investigation of complexes with integer spin is usually less straightforward,
because it is common not to detect a signal, for the reasons discussed previously in
section 2.2.1. The Ln(trenovan) complexes with integer spin do not make an exception,
indeed we were able to identify a signal in the EPR spectrum of Tm(trenovan) and
Tb(trenovan) only, while the spectra of Pr(trenovan) and Ho(trenovan) could not be
safely assigned. The complexes containing Tb and Tm were measured both in X-band
and at high-field high-frequency. The X-band EPR spectrum of Tm(trenovan) was
completely uninformative, while the high frequency EPR spectra were more simple to
analyze by plotting the resonance field as a function of microwave frequency (see figure
5.7). If we assume that the observed transitions are parallel ones we can interpret the
EPR spectra according to an effective doublet hamiltonian
H = g‖µBBSz + ∆Sx + ∆Sy (5.2)
where ∆ is the energy gap in zero field between the two levels for which the transition
is observed [33] and the Sx and Sy terms arise as a consequence of the transverse terms
of the CF. By studying the dependence of the microwave frequency on the resonance
field it is possible to get a lower estimate of this energy gap ∆, that is evidenced by
the y-intercepts of the linear fits in figure 5.7 (red dotted lines). Since for low fields
the linearity does not hold, the estimated energy gap is a lower limit of the real one.
The linear dependence of the microwave frequency on the resonance field (see figure
5.7 ) suggests that Tm could have an energy separation between the ground state and
the first excited one of about 9 cm−1. This deduction is in quite good agreement with
the energy levels extracted from the fitting of its χT curve (see table 5.7), thus lending
support to the obtained set of CFPs. However, the linear dependence of the resonance
field, with an estimated effective g value of 8.9, is completely at odds with the results
of magnetic characterization, which indicated two low lying singlets with extremely
small effective g values. Further, one has to consider that to get a reasonable transition
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probability, either the polarization of the microwave should be parallel to the applied
field, or the local symmetry at low temperature should be lower than trigonal, allowing
for further mixing of different MJ states.
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Figure 5.7.: Frequency vs resonance field for Tm(trenovan) and Tb(trenovan).
For Tb(trenovan) the interpretation of the spectra turned out to be more complex:
the measurements in X-band evidenced a transition in zero field with four lines, that are
attributable to the hyperfine interactions with a I = 3/2 nucleus. Since the transition
is observed in zero field the two energy levels should be separated by 0.3 cm−1. On the
other hand, the analysis of high frequency data suggests an energy gap of 2 cm−1. A
possible explanation to this discrepancy could be that different paramagnetic species are
involved, meaning that the observed transitions are due to Tb(III) ions that experience
different electrostatic environment. The sample, checked with powder X-ray, resulted
to be isostructural with the other samples of the series with a tolerance of about 5 %.
EPR spectroscopy is, however, a very sensitive technique so it is likely that even small
amount of a different paramagnetic species could be detected. Actually, the same
explanation had to be invoked to explain the observation of a similar EPR spectrum
in Tb(trensal) [63].
The behavior of the magnetic anisotropy for the Ln(trenovan) series can be explai-
ned considering the aspherical electron density distributions of the lanthanide ions,
previously outlined in chapter 3. Indeed the anisotropies of Ce and Dy derivatives have
easy plane anisotropy while Er and Yb derivatives are easy axis. However, as already
observed for Ln(trensal), the EPR investigation evidenced that all the complexes are
characterized by highly mixed ground states and this is particularly true for Nd for
which a weak easy axis anisotropy is observed, whereas a weak easy plane one could
be expected if one assumed a behavior similar to Dy [66].
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5.3.2. Magnetization dynamics
The investigation of the magnetization dynamics for the Ln(trenovan) series evidenced
that only compounds that contains Kramers’ ions exhibit a non-zero imaginary suscep-
tibility and only in presence of an applied magnetic field. Moreover, the magnetic
relaxation seems to be independent from the magnetic anisotropy of the complexes,
since compounds with both easy axis and easy plane anisotropy showed a non-zero out
of phase susceptibility. An analogue behavior was already observed for Er(trensal) and
Dy(trensal) in chapter 3.
The magnetic relaxation was firstly studied as a function of the applied magnetic
field at 2 K: the field, which provided the maximum of the imaginary susceptibility,
was chosen as optimum field and was employed to perform the measurements in
function of temperature. The scan in field at 2 K also evidenced a secondary maximum
in the imaginary susceptibility for applied fields greater than 2000 Oe: its intensity
however decreases very rapidly with temperature and it is no longer visible above 5 K.
Moreover, this peak is completely absent in the diluted samples YGd(trenovan) and
YDy(trenovan). This behavior suggests that the presence of this secondary peak in χ′′
may be due to dipolar interactions between different paramagnetic centers. Indeed, a
similar feature was observed also in pure Er(trensal) and Dy(trensal) samples.
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Figure 5.8.: Temperature dependence of the magnetic relaxation time for the
Ln(trenovan) complexes with half-integer spins.
The temperature dependence of the relaxation time for the compounds of the series
is reported in figure 5.8. Although the Sm(trenovan) complex showed a non-zero
imaginary susceptibility, we did not report its relaxation time in the figure. Indeed, on
the basis of the above reported EPR characterization, we could not exclude that the
observation of a slow dynamics might be traced back to the Gd impurity. This stresses
once more the importance of an integrated approach to the characterization of slow
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relaxing lanthanide complexes, where AC susceptibility results are complemented by
spectroscopic outcomes.
A quantitative study of the mechanisms involved in the magnetic relaxation was not
feasible, since it would have required to investigate the diluted analogues of the samples
and they were not available. However, it is evident from the log-log plot in figure
5.8 that the relaxation time of the investigated pure complexes presents two type of
regimes that can be attributable to a Raman-like mechanism (at higher temperatures)
and a direct process (at lower temperature). The lack of the corresponding diluted
sample prevented any further in-depth analysis.
As regards YDy(trenovan), above 2.2 K its dynamics was too fast to be measured
with our AC susceptometer: indeed, the corresponding relaxation time, extracted by
fitting the χ′′ curves with the Casimir Dupré equation [90], is available only for three
temperatures and it is not thus suitable for discussion (see figure 5.8). In the case
of YGd(trenovan), it is possible to affirm that the relaxation is not promoted by an
Orbach process, since EPR results showed that the whole S = 7/2 multiplet spans only
1 K and D value is positive. Indeed, a simple check of the YGd(trenovan) relaxation
time above 7 K by means of the Arrhenius’ law would give an energy barrier of 10 cm−1,
that, in this case, has no physical meaning.
As a whole, these results indicate once more that this type of complexes does not
behave as ‘real’ SMM, if we denote with this term systems for which relaxation can be
engineered by varying the anisotropy. The crucial parameter is rather the number of
unpaired electrons, only Kramers’ ions showing in-field slow relaxation. In this respect,
the analysis of a quite complete series such as that of Ln(trenovan) can be of help even
in the absence of detailed spectroscopic or ab initio characterization.
88
6. Molecular spin qubits: relaxation
dynamics of a vanadyl-based
complex
Misura ciò che è misurabile, e rendi misurabile ciò
che non lo è.
(Galileo Galilei)
Quantum bits, or qubits, are at the basis of quantum computation and different
strategies to realize them are currently explored [107], since this would result in a
tremendous improvement of our computing capabilities. Any two-level system can be
used as a qubit, but this does not necessarily mean that the system must possess only
two states: indeed if a system possesses two levels well separated in energy from the
excited ones, they can fit for the purpose. There are several physical systems that are
currently studied as potential qubits: ionic traps [108], photons [109], quantum dots in
semiconductors [110] and of course nuclear [111–113] and electronic spins [16, 114–117].
The advantage of using spin-systems relies on the fact that spins can be initialized
and read-out by performing magnetic resonance techniques. The parameters that need
to be optimized in the design of these qubits are: i) the spin-lattice relaxation time
T1, that measures the loss of energy from the system because of the interaction with
the environment (lattice); ii) the characteristic time, T2, in which the spin loses the
memory of the phase of the superposition state in which it has been prepared. This
parameter is of crucial importance for single qubit operation and, as it was stated
in section 2.2.2, a lower estimation of this decoherence time can be extracted by the
phase-memory time Tm, measured, e.g., by pulsed EPR experiments.
Transition metal complexes offer tremendous potential as tunable qubits, indeed
reported Tm are typically around a few microseconds at cryogenic temperatures [118].
These long coherence times are partially due to the quenching of orbital angular
momentum featured by these systems. Indeed, especially for light transition metals,
the spin-orbit coupling, which mediates the spin-phonon coupling, is significantly lower
than, e.g. that of lanthanide-ions. Thus, in the rational design of systems exploitable as
qubits it is important to understand that any process causing a T1 relaxation also results
in a T2 relaxation. Indeed, if the spin exchange energy with its external environment
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both the transverse and longitudinal components of its angular momentum would be
randomly changed and it would immediately lose phase relations with other spins. Up
until few years ago the quest for systems behaving as spin-qubits was concentrated
on polynuclear transition metal complexes [16] and one of the most known example is
the Cr7Ni ring [119]. However, the main disadvantage of these systems is that, despite
having a ground state with S = 1/2, the presence of relatively low-lying excited states
add additional paths for a spin-lattice relaxation. More recently, the research in this
field then focused back on simplest spins S = 1/2, that can be embodied either by
organic radicals [120] or by 3d transition metal ions[121]. Since the valence electrons
for 3d transition metal locate in outer d orbitals, the ligands coordinating to the
transition metal influence significantly the property of quantum coherence. Indeed, the
interaction of the electronic spin with the nuclear spins of the ligand is often the most
relevant source of decoherence. In recent times it has been evidenced that compounds
containing V(IV) ions assembled with nuclear spin-free ligands show outstanding results
as regards the value of Tm [122, 123] (see also figure 6.7 at the end of the chapter).
In this chapter we will present the results of the investigation of a vanadyl-based
complex, VO(dpm)2, with a special focus on the study of its magnetic relaxation
dynamics. Indeed, we combined pulsed EPR spectroscopy and AC susceptometry
to obtain the spin-lattice relaxation time T1 and the AC relaxation time τSL of pure
powder, diluted and concentrated solutions. The high volatility of the complex was also
exploited to obtain thick films (150 nm), that were studied through X-ray photoelectron
spectroscopy (XPS) and low temperature scanning tunneling microscopy (STM). The
results of these investigations indicated that VO(dpm)2 molecules can be deposited
intact on the surfaces and feature a weak interaction with the gold substrate. It is
therefore reasonable to envisage that VO(dpm)2 molecules retain their paramagnetic
nature when in contact with the gold substrate. In this chapter we will not discuss
further the results of the deposition on surface, since the PhD research activity focused
on the study of static and dynamic magnetic properties of bulk compounds (for the full
paper see appendix C). Anyway, it is important to stress that both the investigation of
the relaxation dynamics and the study of the deposition on surfaces pointed out that
this complex possesses very promising features for potential applications as molecular
spin-qubit.
This work resulted in the cooperation of several people, in particular Mr. Lorenzo
Tesi, who synthesized the sample and dealt with the AC susceptometry and the AC
data analysis, Prof. Mario Chiesa and Dr. Elena Morra, who performed the pulsed
EPR experiments and prof. Lorenzo Sorace who performed the CW EPR experiment.
The surface investigations were accomplished by Miss Irene Cimatti and Dr. Matteo
Mannini.
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Figure 6.1.: Figure 6.1a: Molecular structure of VO(dpm)2 and energy splitting of the
d orbitals in a distorted tetragonal symmetry. Figure 6.1b: Zeeman splitting of the
S = 1/2, I = 7/2 manifold calculated with the field applied along the largest hyperfine
coupling component (upper) and along the smallest (lower) (parameters in the text).
Red lines correspond to the observed X-band (ν = 9.4 GHz) EPR transitions while in
violet are drawn the potential low frequency transitions at the avoided level crossings.
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6.1. Structural features
The complex, VO(dpm)2, where dpm− is the anion of dipivaloylmethane, was synthe-
sized according to a previous reported procedure [124] and its molecular structure is
shown in figure 6.1a. The first coordination sphere possesses a distorted tetragonal
symmetry and the system crystallizes in the monoclinic space group P21, with two
molecules per cell. The strongly axial ligand field produced by the short V––O bond
removes orbital degeneracy, the dxy orbital is the lowest in energy and the only one
to be half occupied. Since only one electron is present in the external shell, vanadyl
systems are therefore well described by a spin S = 1/2 with slightly anisotropic g
tensor. The most abundant isotopes of vanadium is 51V (99.75 %) that possesses a
nuclear spin I = 7/2, hence the S = 1/2 doublet is splits in 16 states, as it is shown in
figure 6.1b.
6.2. Magnetic relaxation dynamics
AC susceptometry was initially performed on a polycrystalline sample of VO(dpm)2.
As expected, the complex did not show any imaginary components of the susceptibility
in zero static field, however the application of a weak field induced slow relaxation
of the magnetization. The study of relaxation as a function of temperature was then
performed with an applied field of 2000 Oe: the maxima of the imaginary component
χ′′ were studied in a frequency range 10 Hz to 10 000 Hz up to 80 K (see figure 6.2a).
Such a high temperature slow relaxation is usually observed in molecules exhibiting
strong magnetic anisotropy, for instance in double-decker Tb(Pc)2 complexes [11], but
here it has evidently a different origin. The corresponding relaxation time, extracted
by fitting the χ′′ curves with the Casimir Dupré equation [90], is reported in figure
6.2b. Since the complex is a system with spin 1/2 there is no barrier to be overcome
and no excited states that can be thermally populated, so an Orbach contribution to
the relaxation is excluded. The relaxation time was thus modeled according to
τ−1 = aT + bTn (6.1)
where the first term corresponds to the direct mechanism, dominating at low tempera-
ture, and the second one to a Raman-like, i.e. a multi-phonon process involving virtual
excited states. The best fit values are: a = (59± 2) s−1 K−1, a = 0.052 s−1 K−n and
n = 3.22± 0.02. The exponent of the Raman contribution approaches the value of 3
predicted in the case that both acoustic (lattice) and optical (molecular) vibrations are
involved in the process [43]. To have more hints on the mechanisms that take part to
the magnetic relaxation we performed AC measurements as a function of the applied
field from 0.2 kOe to 90 kOe and for three different temperatures: 5 K, 10 K, 15 K. The
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Figure 6.2.: Upper panel (a): frequency dependence of the imaginary component of the
AC susceptibility of VO(dpm)2 bulk in H = 2000 Oe multiplied by temperature to be
readable in 2 K to 80 K temperature range. Lower panel (b): temperature dependence
of the relaxation time of the magnetic susceptibility measured in H = 2000 Oe for the
pure and the diluted samples of VO(dpm)2: two dispersions in polystyrene with 1 : 5
and 1 : 10 mass ratio and a 200 mm CH2Cl2 : toluene frozen solution.
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relaxation time, as a function of the applied field, is shown in figure 6.3. The initial
increase of τ for weak applied field is followed by an almost flat region that extends up
to ca. 40 kOe, followed by a rapid decrease at higher fields. Two contributions to the
relaxation rate can be considered: a direct process is responsible for the decrease of
the relaxation time at higher field, while a second mechanism is accountable for the
initial increase. The latter causes the efficient relaxation in zero field and presents a
field dependence that is similar to the Brons-van Vleck formula developed to describe
the Raman process in concentrated system [125]
τ−1 = cH4 + d
1 + eH2
1 + fH2
(6.2)
where the first term presents the typical dependence of a direct process for a Kramers’
system. The parameters of the second term need a short explanation: the d term
represents the zero field relaxation rate, similar to the tunnelling rate in SMMs, the
f parameter takes into account the ability of the external field to suppress these
mechanisms, while the e parameter, strongly dependent on the concentration of the
spin centres, takes into account the field effects on the relaxation of interacting spins.
All the best-fit values are reported in table 6.1, for each of the three temperatures
investigated.
The long spin-lattice relaxation measured by AC susceptometry was a hint of a
possible long coherence time, that is a long T2. The spin-spin relaxation time is however
accesible only with pulsed EPR experiment, and as it was mentioned in chapter 2 the
more the system is diluted the longer is T2. Unfortunately, extensive efforts to prepare
the titanyl-based diamagnetic analogue failed due to the instability of the mononuclear
species TiO(dpm)2 in favour of the dimeric one [TiO(dpm)2]2 [126], thus precluding
the preparation of isomorphous crystalline solid solutions. As an alternative, in view
of pulsed EPR measurements, two dispersions of VO(dpm)2 in polystyrene with mass
ratio 1 : 5, PS1:5, and 1 : 10, PS1:10, as well as a frozen 200 mm solution of VO(dpm)2
in a 2 : 3 CH2Cl2 : toluene mixture (sol200 mm), were prepared and investigated by AC
susceptometry. The AC investigation was intended to measure the relaxation time τ
in a sample with a concentration comparable with those of the polymeric dispersion
and to compare its value with the T1 extracted from the consecutive pulsed EPR
experiments.
The diluted samples showed slow relaxation of the magnetization and the corre-
sponding relaxation times are reported in figure 6.2b, together with the one of the
polycrystalline sample of VO(dpm)2. As it can be noticed, polymeric dispersions are
characterized by a relaxation rate which is ca. 20 times faster than bulk sample, with
minor difference between the two concentrations, suggesting that matrix effects to
the relaxation dominate over those induced by dilution. The reason for such effect
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Figure 6.3.: Field dependence of the relaxation time of the magnetic susceptibility of
VO(dpm)2 and sol200 mm frozen solution sample (see legend). The solid lines represent
the best fit obtained with equation (6.2). Best fit parameters are reported in Table 6.1.
T c d e f
(K) (s−1 kOe−4) (s−1) (kOe−2) (kOe−2)
5 (0.96± 0.04)× 10−4 2060± 180 (7.6± 0.7)× 10−2 (240± 30)× 10−2
10 (0.73± 0.01)× 10−4 3460± 150 (7.6± 0.4)× 10−2 (179± 12)× 10−2
15 (0.97± 0.03)× 10−4 5740± 270 (15.1± 0.9)× 10−2 (190± 16)× 10−2
5 (2.00± 0.11)× 10−4 3600± 550 (13.7± 1.4)× 10−2 (160± 40)× 10−2
Table 6.1.: Best-fit parameters of equation (6.2) used to reproduce the field dependence
of the magnetization relaxation rate of VO(dpm)2 measured at the three investigated
temperatures and of sol200 mm at 5 K (last row).
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can be ascribed to the more elastic nature of the polymeric matrix compared to the
frozen solution, leading to a more efficient spin-lattice relaxation in the former case.
The log-log plot evidences that the relaxation time of the diluted samples presents a
linear dependence: τ−1 ∝ Tn, with n = 1.49± 0.04 for PS1:5 and n = 1.86± 0.04 for
sol200 mm. Exponents larger than one for the direct mechanism are generally attributed
to spin–phonon bottleneck effects [43], which are expected to be more relevant for
these samples that have a small contact-surface with the helium bath than the ground
microcrystalline powder of the bulk sample. Indeed, a more recent work of Tesi et. al
[127] evidenced a giant spin-phonon bottleneck effects both in VO(dpm)2 and in other
two vanadyl-based molecules. As a comparison, in figure 6.3 the field dependence of
the sol200 mm is reported: its behavior indicates that, despite some matrix effects, the
peculiar dependence of τ is an intrinsic property of the structure of the molecule.
6.3. CW and pulsed EPR
CW-EPR X-band experiments were performed at low temperature on a microcrystalline
powder of VO(dpm)2, on PS1:10, PS1:5 and on the solution sol200 mm (see figure 6.4a).
We also measured a frozen 1 mm solution of VO(dpm)2 (sol1 mm), since pulsed EPR
requires quite diluted systems to investigate the phase-memory time Tm. Both the
EPR spectrum of sol1 mm, and the spectra PS1:10 and PS1:5 showed narrower lines
compared to the bulk compound. The position of the lines is not varying, and this is
comforting since it indicates that the spin Hamiltonian parameters, and the electronic
structure, are maintained in different environments. As mentioned in section 6.1, the
spectra evidenced the anisotropic hyperfine coupling of the electron S = 1/2 and the
nuclear spin I = 7/2, more clearly in the frozen solution sol1 mm: in the high and low
field extreme regions, peaks due to the parallel components of the hyperfine structure
are observed, whereas in the center the closely spaced perpendicular ones are evident.
The simulations of the EPR spectra reported in figure 6.4b were obtained with the
Matlab toolbox Easyspin [104], on the basis of the following SH:
H = I ·A · S + µBS · g ·B (6.3)
the best-fit parameters are reported in table 6.2 and are consistent with the slight
structural rhombicity observed by X-ray diffractometry.
An Echo detected field-swept EPR spectrum (EDFS) was recorded using the standard
Hahn sequence (see section 2.2.2) for sol200 mm , sol1 mm (see figure 6.4b), and PS1:10
diluted samples at 5 K. The observation of a spin-echo is a first indication that quantum
coherence is observed in these samples. The same spin Hamiltonian parameters used
for the simulation of the CW spectrum yielded good simulations of the EDFS spectrum,
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Figure 6.4.: Upper panel (a): CW-EPR X-band spectra at 5 K for the VO(dpm)2, the
PS dispersion (PS1:10 and PS1:5) and the frozen 1 mm solution (sol1 mm) . The dotted
lines evidence the coincidence of the resonant fields in the different samples. Lower
panel (b): Echo detected (black trace) and CW (red trace) experimental EPR spectra
of sol1 mm, measured at 5 K, and best simulations (dotted traces - parameters in table
6.2). The arrow marks the field position of T1 and Tm determination.
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gx gy gz
1.9880± 0.0002 1.9815± 0.0003 1.9490± 0.0002
Ax Ay Az
(cm−1) (cm−1) (cm−1)
0.0056± 0.0001 0.0063± 0.0003 0.0170± 0.0002
Table 6.2.: Best-fit parameters of equation (6.3) that were employed to simulated the
curves of figure 6.4b and to draw the Zeeman diagrams of figure 6.1b.
confirming that the entire VO(dpm)2 sample is experiencing the detected coherence.
The coherence time Tm was measured, using a standard Hahn-echo sequence, as a
function of temperature and field position for sol1 mm to reduce spin–spin interactions.
In figure 6.5a the echo decay traces are reported. The curves were fitted according to
y = y0 + kme
−(2t/Tm)βm (6.4)
In figure 6.5b the temperature dependence of Tm, recorded at 343 mT, is displayed.
This points out that, between 4 and 80 K, the coherence time is almost temperature
independent (varying from 2.7 to 2.1 µs). Above 80 K the less rigid environment opens
new relaxation pathways leading to the loss of echo above 110 K, a phenomenon widely
reported in literature. At the same time, βm varies from 1.3 at low temperature to 1.1
around 100 K, thus approaching a mono-exponential decay at high temperatures. This
trend suggests that the dynamics of magnetic nuclei plays a role in the decoherence.
In correspondence with this long coherence time, Rabi-oscillations of the sol1 mm
sample were observed in a nutation experiment (see figure 6.6). This fact highlights
the possibility to generate arbitrary coherent superposition of states, fulfilling one of
the two main requirements for creating universal quantum gates [128].
The Tm is actually influenced by the spin-lattice relaxation time T1, so we performed
a further investigation of the sol1 mm sample to measure T1. We employed two different
experimental procedures: at low temperature (5 K to 60 K) the echo saturation by
fast repetition, suitable for long relaxation times was used [53], whereas at higher
temperature the standard inversion recovery procedure was applied (see section 2.2.2).
The value of the spin-lattice relaxation time was extracted by fitting the recovery
curves with the following equation
y = y0 + k1e
−(t/T1)β1 (6.5)
with the best-fit stretched parameter β1 is in the range 0.6 to 0.9. The temperature
dependence of T1 was reported in figure 6.5b. As it can be noticed, above 40 K the
relaxation time T1 features a T−n dependence with n = 3.2± 0.2. A direct comparison
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Figure 6.5.: Figure 6.5a: pulsed EPR Hahn echo decay traces for sol1 mm at different
temperatures recorded at 343 mT. In the inset the employed pulse sequence. Figure
6.5b: temperature dependence of of T1 and Tm for sol1 mm. Full symbols refer to
experiments of echo saturation by fast repetition, empty ones to inversion recovery
experiments. The solid line corresponds to the best-fit of the high temperature data
with T1 ∝ T−n.
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with AC results was not possible, since we did not investigate sol1 mm sample because
the signal was below the AC instrumentation sensitivity. However, we were able to
perform a quantitative comparison of the spin-lattice relaxation times for the sol200 mm:
the results are consistent with those obtained by AC susceptibility (see figure 6.2b),
confirming that the two techniques are actually probing the same process. As a last
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Figure 6.6.: Rabi oscillations for sol1 mm recorded at 4.3 K at 10 dB microwave attenua-
tion. In the inset the Rabi frequency (ΩR) vs. oscillating field intensity superimposed
to the linear best-fit.
check we also measured the temperature dependence of relaxation times for PS1:10, to
establish whether this molecule maintains its long decoherence time in a solid matrix
(for T1 see figure 6.2b). Even in this case, an echo was detected and Tm was measured
up to 220 K. Compared to the frozen solution the values of Tm measured at the same
field position are one order of magnitude faster.
In conclusion, the results obtained by the combination of AC susceptibility and
pulsed EPR investigation evidenced that this multi-technique approach has a particular
relevance in the perspective of the search for molecular spin-qubits. Indeed, a long
coherence time depends on the value of the spin-lattice relaxation time T1, whose field
dependence can be easily studied with AC susceptometry. On the contrary, EPR relies
on the resonance condition but it gives access to faster time scale and the experiment
can be performed at higher temperatures. The magnetic dynamics probed by the two
technique revealed to be the same, though T1 and τ extracted with the two techniques
are exactly equal only in the case of a S = 1/2 with no hyperfine splitting.
In figure 6.7 the measured Tm of different systems is reported. The coherence time of
VO(dpm)2 in diluted solution is longer than the Tm measured for polynuclear transition
metal ion complexes, as Cr7Ni or Fe8: this depends on the fact that the excited states
of the polynuclear systems can play a role in speeding up the spin-lattice relaxation
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Figure 6.7.: Comparison of the Tm values for several notable molecular and solid state
electronic spin qubits. The figure is adapted from reference [123]. The results reported
in this work and the ones of references [129] and [122] have been added.
time. This results in Tm being limited by T1 even at relatively low temperature, and
remarks that T1 is a crucial variable that must be taken into account to improve Tm.
In addition, to select a system with T1 long enough not to limit Tm, the latter can
be increased, and coherence observed at higher temperature, by reducing as much as
possible the number of nuclear spins in the material. This was pointed out in the
paper of Bader et al. [129] (see empty green circles in figure 6.7) and by a recent work
of Freedman and coworkers [123], who evidenced a considerable step forward in the
design of single-qubit complexes with transition metal center. Indeed, a 0.01 mm frozen
solution of deuterated (Ph4)2[V(C8S8)3] in CS2 (violet circles in figure 6.7) displays,
around 10 K, a coherence time near 1 ms. As the temperature increases, however,
Tm becomes faster, reaching values comparable to that of VO(dpm)2 and CuPc at
80 K due to T1 limitation of Tm and to the frozen solution environment used for this
study. The results we obtained on VO(dpm)2 evidence that VO-based complexes can
be considered as a useful starting points in the quest for a molecular based spin qubits.
It is clear that there is still a long way to go to reach the goal of a functional quantum
computer, anyway every single step forwards counts. Moreover, the interest in the
subject from the scientific community is very high, as it is evident from the fact that
all the studies reported in figure 6.7 were performed in recent years.
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The scientific work presented in this dissertation focused on the magnetic characteriza-
tion of molecular complexes showing slow relaxation of the magnetization. In particular,
one of the focal points of the research activity was the study of the relaxation dyna-
mics of lanthanide-based compounds, with the addition of the vanadyl-based complex
reported in chapter 6. The investigation of the dynamic properties of these complexes
was carried out by means of different techniques, that aimed to evidence different
aspects of the observed relaxation dynamics. In chapter 3 we illustrated the results of
the investigation of Er(trensal) and Dy(trensal) by means of µSR spectroscopy, also
partially corroborated by preliminary NMR measurements. Although not conclusive,
the outcomes provided by µSR pointed out that the local dynamics probed by muons
can be quite different from the one investigated by AC susceptometry. Furthermore,
the µSR results evidenced that molecular complexes behaving as SMMs can be a source
of inspiration to trigger new theoretical analysis of the relaxation. Indeed, the model
commonly employed for rationalizing the µSR data in systems for which the Orbach
relaxation process is the only relevant one is clearly failing here, and no appropriate
models are currently at hand in this field.
AC susceptibility confirmed to be a fundamental tool to investigate the spin-lattice
relaxation time (τ) and, therefore, to gain insights on relaxation mechanisms that require
an energy exchange with phonons. Pulsed EPR, on the other hand, has the advantage
to study, in the proper experimental conditions, how the spin-spin interactions affects
the magnetic dynamics and therefore the coherence time Tm, that is a crucial ingredient
to potentially exploit this molecular system for quantum information processing. In
wider terms, it has been asserted that the combination of AC susceptibility and pulsed
EPR investigation has a particular relevance in view of the search for molecular spin-
qubits [24], since the two techniques complement each other in terms of timescales and
sensitivity in samples of different spin concentrations.
The rationalization of the relaxation dynamics is another important aspect that
was in depth-analyzed. Indeed, the behavior of the relaxation time as a function
of temperature should be modeled coherently with the electronic structure of these
systems. This point was firstly stressed in the study of Er(trensal) and Dy(trensal)
[18], for which the information derived from previous luminescence measurements [23]
allowed to correctly interpret the behavior of the relaxation time by identifying the
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mechanisms involved. On the other hand, the study of the Dy(LH)3 complex reported
in chapter 4 evidenced that, in the absence of further spectroscopic information, ab
initio calculations allow to analyze the observed dynamics of the magnetization on
the basis of the calculated electronic structure. The observed behavior could be then
qualitatively rationalized via the commonly used transition probabilities [94, 95] and,
in addition, a statistical analysis based on the master matrix approach was performed
by employing the ab initio results of the electronic structure of the system. The
case of Dy(LH3) complex is indeed emblematic, because it included a comprehensive
experimental and theoretical investigation of the anisotropy and dynamic behaviour.
The several approaches, such as CTM, DC and AC magnetometry and ab initio
calculations, proved to be complementary and mutually supportive.
However, as it was mentioned in the introductive chapter to this dissertation, the
goal of any study aimed at investigating the correlation between electronic structure
and magnetization dynamics has to be adapted according to the available means.
Indeed, even in the less lucky cases, it is possible to find a strategy to obtain an as
full as possible magnetic characterization. As regards this point, the study of the
Ln(trenovan) revealed to be quite challenging. Nevertheless, we were able to partially
unravel the knot, finding a protocol to partially simulate the magnetic properties of
the complex of the series, by means of a phenomenological approach. In this instance,
the CW EPR investigation proved to be fundamental for several reasons. First of all,
it provided a benchmark to test the goodness of the phenomenological description of
the electronic structure of some of the complexes. Then, it was also helpful as alarm
bell, since its great sensitivity allowed to detect even small amount of paramagnetic
species different from the one expected.
The study of the molecular complexes reported in this dissertation outlined some
useful guidelines, that can be constructive to plan future improvements in the field
of Molecular Magnetism. Indeed, as regards possible synthetic strategies, both the
Ln(trensal) and Ln(trenovan) complexes taught us that even a relatively high molecular
symmetry may not lead to SMMs with competitive performances, since in the case of
the C3 symmetry the three transverse terms of the CF hamiltonian are responsible
for the mixed wavefunctions reported in chapter 5, which are detrimental for the
observation of SMM behavior. These families of complexes also remind us that the
dynamics of magnetic relaxations can be quite composite and the mechanisms involved
are less understood than the well studied Orbach process. In this respect this thesis
points out that, for meaningful comparison among the behavior of different complexes
in term of dynamic properties, the simple report of an effective barrier might be
misleading. More useful structure/properties correlation can be gained by considering
the different terms contributing to the slow dynamics.
To conclude, by paraphrasing the well known motto ‘United we stand divided we
104
fall’ we can state that the success of a scientific investigation is based on a virtuous
interplay between various techniques, that allow to have different and complementary
perspective on the studied system and, least but not last, on collaboration among the
scientists involved.
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Beyond the anisotropy barrier: slow relaxation
of the magnetization in both easy-axis and
easy-plane Ln(trensal) complexes†
Eva Lucaccini,a Lorenzo Sorace,*a Mauro Perfetti,a Jean-Pierre Costesb and
Roberta Sessolia
We present a spectroscopic and magnetic (both static and dynamic)
characterization of two isostructural Dy and Er complexes evidencing
that, despite the different types of magnetic anisotropy, the two
molecules show similar slow relaxation of the magnetization in a
static magnetic field.
The number of mononuclear lanthanide complexes reported to show
slow relaxation of themagnetization at low temperature has increased
very rapidly after the seminal report of Ishikawa on terbium-
phthalocyaninate,1 making this one of the most studied subjects in
molecular magnetism.2 Despite the efforts and the achievements
obtained to date, many open questions remain on the behaviour of
these molecules, which need to be rationalized if one wishes to
improve their properties in term of the blocking temperature.
In particular, the relaxation processes characterizing these systems
are often more complex than assumed. With the exception of few
reports,3,4 the slow relaxation of the magnetization is usually attri-
buted to an Orbach mechanism5 even if further experimental or
theoretical confirmation is not available. However, the clarification of
the different dynamics reported so far and the exploration of the
different pathways for magnetic relaxation require a detailed picture
of the electronic structure of these systems. Experimentally, this can
only be obtained by using a combined spectroscopic and magnetic
characterization of structurally simple systems.6
Following this approach, we present here the results obtained by
a combined magnetic, Electron Paramagnetic Resonance (EPR) and
Crystal Field (CF) analysis, on mononuclear lanthanide complexes
having the formula Ln(trensal) (where H3trensal = 2,20,200-Tris-
(salicylideneimino)triethylamine) which feature crystallographically
imposed trigonal symmetry (Fig. 1, inset and Fig. S1 and S2, ESI†).7
This series represents an ideal system for correlating the magnetiza-
tion dynamics with the magnetic anisotropy because C3 symmetry,
preserved at liquid helium temperature,7b reduces the number of CF
parameters to be determined to describe their electronic structure.
These are known with great accuracy thanks to the high quality
luminescence spectra which were previously analysed and repro-
duced for most of the derivatives in the series.7b In the following we
will focus on ErIII (1) and DyIII (2) derivatives, since both these ions
show a ground J = 15/2 state but, according to phenomenological
approach popularized by Long, should behave differently in terms of
the low temperature dynamics.2b
We first analyzed the wT vs. T curves (Fig. 1): the room
temperature values are in agreement with those expected for the
4I15/2 and
6H15/2 multiplets of Er
III and DyIII, while the observed
temperature dependence can be attributed to the progressive
depopulation of the excited sublevels. To evaluate if this behaviour
is in agreement with the CF parameters reported in ref. 7b (Table S1,
ESI†) we used the home-developed software EVALUCF.8 Here the
effect of the CF over the different multiplets, arising from the spin–
orbit splitting of the ground term of each rare-earth, is calculated
Fig. 1 Temperature dependence of the wT product for 1 (empty circles)
and 2 (full circles), along with theoretical curves calculated by using the CF
parameters reported in ref. 7b. Dashed lines correspond to the expected
free-ion wT values. In the inset the molecular structure of Ln(trensal) is
sketched, evidencing the trigonal symmetry.
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using the appropriate Hamiltonian in the Wybourne formalism,9
which for C3 symmetry is:†
H^CF ¼ B20C20 þ B40C 40 þ B43 C43  C43
 þ B60C60
þ B63 C63  C63
 þ iB 063 C63 þ C63 þ B66 C66 þ C66 
þ iB 066 C66  C66
 
(1)
The energy difference between the different multiplets was
phenomenologically adjusted to correctly reproduce the results
reported in ref. 7b, and the final diagonalization provided the
eigenvalues and eigenvectors in terms of the | J, MJi components.
The effect of a magnetic field was then evaluated over a 55 point
grid to obtain the powder average susceptibility at different
temperatures.8 This approach, without any free parameters,
reproduced very well the experimental curves for both derivatives,
lending further support to the correctness of the parameter set.
The resulting energy patterns for the two ground multiplets are
reported in Table 1: a gap of 54 and 50 cm1 is calculated between
the ground and first excited doublets for 1 and 2, respectively. The
corresponding ground state wavefunctions are characterized in
both cases by large mixing of different |MJi (Table 1 and Fig. S3,
ESI†). By calculating the effect of themagnetic field over the energy
levels of the two complexes we could calculate the effective g values
for the ground doublets of the two derivatives as geff> = 1.2, g
eff
J = 13
for 1 and geff> = 9.6, g
eff
J = 2.6 for 2. Experimental confirmation of
this estimate could be obtained by EPR spectroscopy on micro-
crystalline powder samples, both at X- and W- band (Fig. 2 and
Fig. S4, ESI†), which confirmed the expected trend, with 1 being
the easy axis (gJ = 11.8 0.4 > g> = 3.6  0.1) and 2 the easy plane
(g> = 9.4 0.5 > gJ = 1.8 0.1). The observed g values for 1 are also
in agreement with the saturation value of theM vs. H curve, slightly
higher than the calculated one (Fig. S5, ESI†). At any rate, the
combined luminescence, EPR and dcmagnetic analysis provided a
sound quantitative description of the electronic structure of these
systems, evidencing the different character of the magnetic aniso-
tropy of the two derivatives, as expected on the basis of the prolate
and oblate charge distribution of the two ions.2b,10 Since 1 is an
easy axis system with a non-negligible gap between the ground and
the first excited doublet, it may be expected to show slow relaxation
of the magnetization at low temperature with an Arrhenius like
dependence of the relaxation rate, while 2 should not.
To investigate this point, variable frequency ac magnetic
susceptibility experiments were performed for complexes 1 and 2
as a function of temperature, with and without applied dc field.
In the absence of the dc field, none of the two complexes showed
out-of phasemagnetic susceptibility, w00. This is not surprising, since
quantum tunneling (QT) of magnetization11 is expected to play a
relevant role due to the mixture of different | J, MJi characterizing
the ground doublets of the two derivatives. However, when applying
dc fields in the range of 200–2400 Oe at 1.9 K, a clear slow relaxation
process is unexpectedly observed for both complexes, themaximum
of the relaxation time being observed at an applied field of about
800 Oe and 900 Oe for 1 and 2, respectively (Fig. S6, ESI†).
The Arrhenius plot of the temperature dependence of the relaxa-
tion times, obtained by fitting the w00 vs. n curves to a Debye model
(Fig. S7 and S8, ESI†),12 evidences quite a similar trend for the two
derivatives, with large deviation from linear behaviour at lower
temperatures. A tentative fit of the high temperature region results
in the following parameters: t0 = (2.7 0.5) 108 s,D = 22 1 cm1
for 1, and t0 = (5  2)  107 s, D = 7  1 cm1 for 2. The two
estimated barriers are clearly in contrast to the energy difference
between the ground and the first excited doublet obtained by the
luminescence data, indicating that the outcome of the phenomeno-
logical fit to the Arrhenius law has no physical meaning in this case,
thus excluding that the observed barrier is connected to an Orbach
process. Since both the easy axis 1 and the easy-plane 2 complexes
show slow relaxation of the magnetization, it is quite clear that other
mechanisms should account for the observed slow relaxation.
To analyse this issue in more detail we performed experiments
on a isomorphous Y(trensal) complex doped with 5.8% and 3.1%
of ErIII and DyIII, respectively (see ESI†) to rule out the possibility of
effects due to intermolecular interactions. These are indeed known
to play a relevant role in themagnetic relaxation of single-molecule
magnets, especially in mononuclear and f-element systems.13
Both systems showed field and temperature dependences of the
dynamic susceptibility which are largely similar to those of the pure
samples (Fig. S9 and S10, ESI†). The analysis of the relaxation rate
as a function of the field at low temperature (T = 1.8 K) is reported
in the upper panel of Fig. 3 and points to a competition between
Table 1 Energies of the 8 doublets of the J = 15/2 multiplets calculated
with the CF parameters reported in ref. 7b, and corresponding composition
of ground doublets. Contributions lower than 5% are not reported. See ESI
for more details
Energies (cm1)
1 0 54 102 109 321 568 619 651
2 0 50 98 172 414 577 645 787
Amplitude of |MJi contributing to ground doublets
1
68:4% 13
2


; 5% 7
2


; 10:4% 1
2


; 11:6% 13
2


2
8:7% 13
2


; 24:3% 7
2


; 33:1% 1
2


; 20:2% 5
2


; 5:3% 11
2


Fig. 2 W-band (94.3 GHz) spectra of microcrystalline powder samples
of 1 and 2, recorded at 5 K.
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two different field dependent relaxation processes. The increase in
relaxation time observed in lower fields indicates that, on applying
the field, QT processes are reduced, while the decrease observed at
higher fields should be attributed to the increased relevance of the
direct process. On these grounds, we tentatively analyzed the
observed behaviour using eqn (2):
t1 ¼ B1
1þ B2H2 þ A1H
4T þ A2H2T (2)
where the first term represents the field dependence of QT
process,14 the second one the direct process for a Kramers
ion without hyperfine interactions, and the third one is the
direct process for a Kramers ion in the presence of hyperfine
interaction.15 Indeed, both samples contain magnetic and non-
magnetic nuclei. The best fit curves provided in both cases very
small values for the direct process not involving hyperfine
interaction (parameters: A1 = (2.0  1.8)  1012 s1 K1 Oe4,
A2 = (1.4  0.1)  104 s1 K1 Oe2, B1 = (71  4)  10 s1, B2 =
(2.7  0.4)  106 Oe2 for 1; A1 = (3  2)  1011 s1 K1 Oe4,
A2 = (2.0  0.1)  103, s1 K1 Oe2 B1 = (158  2)  102 s1,
B2 = (9.2  0.7)  107 Oe2 for 2). The temperature dependence of
the relaxation time for the diluted systems are reported in the lower
panel of Fig. 3: the weak temperature dependence of t observed at
low temperature suggests a contribution by the QT process, whereas
the temperature dependence observed at higher T indicates that
relaxation proceeds by exchange of energy with lattice vibrations. The
observed curvature of the Arrhenius plot indicates a non-negligible
influence of direct and/or Raman processes in determining the
relaxation rate,15,16 the former having been confirmed using the
field dependent measurements. On these grounds we analysed
the temperature dependence of the relaxation rates for diluted
samples by using eqn (3):
t1 ¼ B1
1þ B2H2 þ A1H
4T þ A2H2T þ CTn þ t01 exp D=kTð Þ
(3)
where the first three terms are the same as in eqn (2), the fourth is the
Raman one, and the fifth is the Orbach one. Due to the large number
of parameters involved we fixed the first three to the values obtained
by the analysis of the field dependent relaxation rate. For none of the
two derivatives reasonable fits could be obtained by including Orbach
processes in addition to the direct and QT ones, while a Raman
process, with variable exponent n, provided reasonable reproduction
of the data (best fit values n = 9 for 1 and n = 11 for 2). Therefore it is
evident that the relaxation is not occurring via the first excited doublet
in any of the two derivatives.
In summary we conclude that, despite Er(trensal) being an easy
axis type complex and Dy(trensal) an easy plane one, the two
molecules show slow relaxation of the magnetization, both as a
function of temperature and of the field. This observation invali-
dates the general assumption that the slow dynamics of magnetiza-
tion is associated with the magnetic anisotropy in lanthanide
complexes, and stresses the absolute importance of complement-
ing the magnetic characterization of these systems with spectro-
scopic techniques.17 It is clear that only a multitechnique approach
allows us to understand the factors affecting the magnetization
dynamics and relaxation mechanisms in these systems and can
provide a valuable feedback to develop new synthetic strategies.
We acknowledge the financial support of MIUR through the
project Futuro in Ricerca 2012 (RBFR12RPD1) and of EC through
ERC-AdG MolNanoMas (267746).
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ELECTRONIC SUPPLEMENTARY INFORMATION
Beyond anisotropy barrier: slow relaxation of the magnetization in
both easy-axis and easy-plane Ln(trensal) complexes
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1 Synthesis
Powder microcrystalline samples of Er(trensal) and Dy(trensal) were obtained by the synthetic
procedure reported in ref. (1 ). Yttrium diluted samples were obtained by adding the desired molar
ratio of Y(trensal) and Er(trensal) or Dy(trensal) in MeOH, refluxing for 30 min and cooling at
room temperature. After filtration under vacuum the solid was washed with MeOH and dried under
nitrogen flux. The obtainment of the correct P 3¯c1 phase was checked by powder X-ray diffractograms
(figure S1). All the patterns are superimposable to the one obtained from the crystallographic
information file (.cif) of the solved molecular structure (Er derivative) (2 ).
Extremely diluted samples (0.5 %) were obtained for Dy derivative, but this did not result in any
detectable change of the magnetic properties, except an increased signal-to-noise ratio due to the
lower amount of material probed, so we chose the few percent dilution.
2 Experimental setup
X-ray powder diffraction patterns of both pure and Y-diluted samples were measured with a Bruker
D8 Advance powder diffractometer equipped with a Cu source (Kα, λ = 1.54Å).
Dc magnetic measurements were performed by using a Quantum Design MPMS SQUID magnetometer
on powders pressed in a pellet to avoid field induced orientation of the crystallites. The concentration
of Dy and Er in Y diluted samples was estimated by treating the corresponding magnetic data as if
the samples contained only Y and then comparing the residual room temperature χT with that of
the pure sample from Curie law (14.17 emu K mol−1 for Dy and 11.48 emu K mol−1 for Er).
Ac susceptibility was measured using Quantum Design PPMS in ac mode for the frequency range
1÷104 Hz. The Quantum Design MPMS SQUID magnetometer was used for low frequencies
(0.1÷103 Hz).
EPR spectra were recorded at 5 K and 10 K with a E500 Bruker spectrometer for the X band
(ν ∼ 9.4 GHz) and a E600 Bruker spectrometer for the W band (ν ∼ 94 GHz).
3 Computation
The CF hamiltonian for a C3 point symmetry is:
Vc(C3) = B
2
0C
2
0 +B
4
0C
4
0 +B
4
3(C
4
−3 −C43) + iB′43(C4−3 +C43) +B60C60
+B63(C
6
−3 −C63) + iB′63(C6−3 +C63) +B66(C6−6 +C66) + iB′66(C6−6 −C66) (1)
In this symmetry one can always choose an orientation of xy axes such that B′43 = 0 so to minimize
the number of CF parameters (see table S1). The energy levels, the wavefunction composition and
the corresponding geff expected on the basis of the reported CF parameters (table S1) were calculated
using a home-developed software which allowed to include the effect of mixing of the higher lying
multiplets arising form the same spectroscopic term of the ground one. The composition of the
2
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ground multiplet of Dy(trensal) was calculated including J = 132 and J =
11
2 but no major effects
were noticed on considering the two excited multiplets. On the contrary for Er(trensal) inclusion of
excited multiplets (J = 132 ,
11
2 ,
9
2) results in an increased admixing of |JMJ〉 components contributing
to the ground state wavefunction.
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Figure S1: X-ray diffraction spectra of Er(trensal) and Dy(trensal) and of their Y-diluted samples.
The red lines represent the calculated diffraction pattern for reported molecular structure
(2 ).
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z(a)
x
y
(b)
Figure S2: Molecular structure of Ln(trensal). The orientation of x and y axes is not defined a priori
but it has been chosen in order to have a minimal set of CF parameters ( 2 ). The green
colour identifies Ln, the red the oxygen, the light blue the nitrogen, the grey the carbon
and the white the hydrogen.
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Figure S3: Composition of the ground doublet and of the first excited doublet forEr(trensal)(figure
a) and Dy(trensal) (figure b). For clarity reasons contribution of MJ states less than 8 %
are not included. More details can be found in tables S2 and S3.
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Figure S4: X band spectrum (9.4 GHz) of microcrystalline powder of Er(trensal) and Dy(trensal).
The arrows evidence the parallel component of geff for the two compounds.
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Figure S5: M vs H curves (T = 1.9 K): the circles represent the experimental data for Er(trensal)
(empty) and for Dy(trensal) (full). The solid lines are the powder average magnetizations
calculated using the CF parameters of reference (2 ) and a 55 points grid.
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(a)
(b)
Figure S6: Imaginary susceptibility χ′′ for different values of static dc field (T = 1.9 K).
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(a)
(b)
Figure S7: Imaginary susceptibility χ′′ for different values of temperature T at the indicated static
field.
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Figure S8: Arrhenius plot of temperature dependence of the relaxation rates of pure samples of
Er(trensal) and Dy(trensal). Solid lines represent the best fit of the high temperature
region using the Arrhenius formula τ = τ0e∆E/kBT (see text for details).
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(a)
(b)
Figure S9: Imaginary susceptibility χ′′ for Y-diluted samples at different values of static dc field.
The dilutions are 5.8 % for Y:Er(trensal) and 3.1 % forY:Dy(trensal).
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(a)
(b)
Figure S10: Imaginary susceptibility χ′′ for Y-diluted samples at different values of temperature T .
The solid lines are fits of the curves using the Debye formula (3 ).
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Table S1: Crystal field parameters Bkq for Dy(trensal) and Er(trensal). The values are expressed in
cm−1 and the uncertainties are in brackets (2 ).
Dy Er
B20 −671(39) −720(59)
B40 −186(77) −44(106)
B43 −2153(34) −2121(83)
B′43 0 0
B60 1241(57) 988(36)
B63 439(41) 353(49)
B′63 −284(83) 92(53)
B66 660(49) 545(34)
B′66 145(137) 311(36)
Table S2: Composition of the ground doublet and of the first excited doublet for Er(trensal).
state composition
ground state 68.4%
∣∣±13
2
〉
, 11.6%
∣∣∓13
2
〉
, 10.4%
∣∣±1
2
〉
, 5%
∣∣±7
2
〉
1° excited state 40%
∣∣∓1
2
〉
, 18%
∣∣±11
2
〉
, 16%
∣∣±5
2
〉
, 14%
∣∣∓7
2
〉
, 8%
∣∣∓13
2
〉
Table S3: Composition of the ground doublet and of the first excited doublet for Dy(trensal).
state composition
ground state 33.1%
∣∣∓1
2
〉
, 24.3%
∣∣∓7
2
〉
, 20.2%
∣∣±5
2
〉
, 8.7%
∣∣∓13
2
〉
, 5.3%
∣∣∓11
2
〉
1° excited state 56%
∣∣∓3
2
〉
, 33%
∣∣∓9
2
〉
, 8%
∣∣±3
2
〉
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Abstract: The magnetic behaviour of a Dy(LH)3 complex
(LH¢ is the anion of 2-hydroxy-N’-[(E)-(2-hydroxy-3-methoxy-
phenyl)methylidene]benzhydrazide) was analysed in depth
from both theoretical and experimental points of view. Can-
tilever torque magnetometry indicated that the complex has
Ising-type anisotropy, and provided two possible directions
for the easy axis of anisotropy due to the presence of two
magnetically non-equivalent molecules in the crystal. Ab
initio calculations confirmed the strong Ising-type anisotropy
and disentangled the two possible orientations. The com-
puted results obtained by using ab initio calculations were
then used to rationalise the composite dynamic behaviour
observed for both pure DyIII phase and YIII diluted phase,
which showed two different relaxation channels in zero and
non-zero static magnetic fields. In particular, we showed
that the relaxation behaviour at the higher temperature
range can be correctly reproduced by using a master matrix
approach, which suggests that Orbach relaxation is occur-
ring through a second excited doublet.
Introduction
The discovery by Ishikawa and co-workers,[1] that a lanthanide
bisphthalocyaninato molecule shows slow relaxation of mag-
netisation at low temperature, has ignited considerable inter-
est in the dynamics of the magnetisation of lanthanide-based
complexes.[2, 3] Following that seminal report, these systems (re-
ferred to as single-ion magnets) have been proposed as candi-
dates for applications in high-density data storage, molecular
spintronics and quantum information processing.[4–7] The origin
of the peculiar magnetic behaviour of lanthanide ions lies in
their strong magnetic anisotropy, which stems from the com-
bined action of the spin-orbit coupling and the crystal field
(CF) induced by the donor atoms of the ligand(s), and by the
large total angular momentum J (for the second half of the 4f
series).[8]
When the two states with the largest projection of J are the
ground state, this results in an anisotropy energy barrier for
the reversal of the magnetisation. In the absence of other
efficient relaxation paths, it is then possible to observe slow
relaxation of the magnetisation through an Orbach process,
with the thermal dependence of the relaxation rate following
an Arrhenius-like behaviour. This result requires both a highly
symmetric axial disposition of the ligands around the lantha-
nide centre, which reduces the mixing between states with dif-
ferent MJ values, and a resulting ground state characterised by
an MJ value that is as large as possible.
[9] Although it has been
shown that complexes with low symmetries can also possess
axial eigenstates,[10–12] in these situations it is not possible to
predict a priori the composition of the ground state because
several different MJj i values can in principle contribute to it. It
has further been noted that the relaxation of the magnetisa-
tion can be due to different mechanisms.[13–15] For example, at
low temperature and for small values of applied magnetic
field, quantum tunnelling of magnetisation (QT) can be strong-
ly effective in accelerating the relaxation. In this regard, mole-
cules that contain Kramers’ ions are clearly preferred because
in the absence of further interactions QT is forbidden for semi-
integer spins. However, this process can be mediated by dipo-
lar and hyperfine interactions, so fast relaxation of the magnet-
isation is often observed under a zero field. Suppression of QT
is then achieved by diluting paramagnetic complexes within
an isostructural diamagnetic matrix, which reduces dipolar in-
teractions, and/or by applying a static magnetic field. However,
on increasing the magnetic field, the direct process gains
importance due to the larger number of available phonons of
correct energy and can become the dominant contribution.[16]
Finally, relaxation may occur through a Raman process that
gives a more marked temperature dependence of the magnet-
ic relaxation time (t) because an interaction with phonons
from the thermal bath and virtual energy states is involved.[17]
It is quite clear that to correctly describe the relaxation pro-
cesses in these systems, a detailed picture of the electronic
structure of the lanthanide ion and its relation to the molecular
structure is needed. An approach that combines spectroscopic
characterisation (electron paramagnetic resonance, lumines-
cence, inelastic neutron scattering) and ab initio theoretical
studies is now becoming the standard procedure for this
scope.[10,18–22] Single-crystal magnetic measurements are still
not very widespread,[23,24] even though they can cast light on
magnetic anisotropy by providing access to the preferred ori-
entations of magnetisation and to the degree of axiality of the
low-lying levels of the J multiplet.[25–27] However, most crystal
structures are comprised of symmetry-related but magnetically
non-equivalent sites. In these cases, single-crystal magnetome-
try provides an averaged response and deconvolution of the
different contributions to anisotropy is often impossible.[28,29]
Cantilever torque magnetometry (CTM), which only probes the
anisotropic part of the magnetisation, is less affected by this
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problem.[29] Furthermore, its high sensitivity and ability to mea-
sure the magnetic anisotropy up to relatively high tempera-
tures allow one to get an independent estimate of the gap be-
tween the ground and first excited doublet in lanthanide com-
plexes.[29,30] The outcome of this experimental characterisation
can then be used to validate the results of ab initio calcula-
tions that, in their turn, help to unravel the knot and to avoid
misinterpretation of the observed dynamic behaviour by pro-
viding information on the composition of the eigenstates and
the corresponding energy gaps. Following this strategy, we
present herein a complete experimental characterisation, ob-
tained by using X-ray diffractometry, electron paramagnetic
resonance (EPR) spectroscopy, single-crystal CTM and ac and
dc susceptibility, alongside a theoretical analysis based on ab
initio methods, of a new mononuclear DyIII complex that be-
haves as a single-ion magnet in zero field. The complex has
been synthesised by using a potentially pentadentate ligand;
however, only three of its binding sites are used to bind to the
DyIII ion, which results in a neutral molecule that is, in principle,
sublimable.[31]
Results and Discussion
Synthesis and structure determination
The 2-hydroxy-N’-[(E)-(2-hydroxy-3-methoxyphenyl)methyli-
dene]benzhydrazide ligand, LH2 (Scheme 1), was obtained by
treating 2-hydroxybenzohydrazide with pyridine carboxalde-
hyde, in accordance with the procedure reported in the Experi-
mental Section. This is a potentially pentadentate ligand that
possesses two functional groups that can be deprotonated; its
coordination chemistry has, until now, only been investigated
with regard to nickel or cobalt complexes.[32] Its complete char-
acterisation, including assignment of 1D and 2D 1H and
13C NMR spectra and chemical analysis are also reported in the
Experimental Section, and partially differ from those previously
reported.[32] When dissolved in dimethylformamide (DMF), this
LH2 ligand reacts with Dy(NO3)3 in the presence of piperidine
to give a yellow complex, which from analytical data and X-ray
analysis (see below) was found to be neutral, with the DyIII ion
being coordinated to three monodeprotonated ligands.
The molecular structure obtained by using single-crystal X-
ray diffractometry indicates that Dy(LH)3·DMF (Dy) crystallises
in the monoclinic P21=n space group. Its asymmetric unit
(Figure 1) is composed of one mononuclear [Dy(LH)3] neutral
molecule and one DMF molecule. The DyIII ion is surrounded
by a N6O3 coordination environment provided by three tris-
chelating LH¢ ligands. The hydrazide function is deprotonated
whereas the phenol function remains protonated and not in-
volved in coordination with the DyIII ion. Each ligand remains
essentially planar, with the exception of the phenolic residues,
due to the presence of an intramolecular hydrogen bond that
involves the non-deprotonated phenol function and the hydra-
zide nitrogen atom of each ligand. The Dy¢N(pyridine) bond
lengths (2.574(3)–2.696(4) æ) are slightly longer than the Dy¢
N(hydrazide) bond lengths (2.496(3)–2.538(4) æ) and the short-
er bonds that involve the Dy¢O of the hydrazone part of the
ligand (2.322(3)–2.368(3) æ; selected bonds and angles are re-
ported in Table S1 in the Supporting Information). Analysis of
the nine-coordinate Dy-centred N6O3 polyhedron by using the
SHAPE program[33] (see Table S2 in the Supporting Information)
suggests that the coordination polyhedron is intermediate be-
tween the different possible choices for a nine-coordinate ar-
rangement, with a slight preference for a spherical capped-
square antiprism. For this option, the capping atom is the N8
hydrazide nitrogen and the two square faces of the antiprism
have at their vertices the N9-N3-O5-N6 and O1-N2-O3-N5
atoms (Figure S1 in the Supporting Information). The packing
of the molecules in the lattice is such that the closest Dy¢Dy
intermolecular separation is 10.73 æ. Phenoxo- rings on mole-
cules related by the inversion centre are parallel ; however, the
corresponding centroids are separated by 6.75 æ so the
corresponding p–p stacking interactions are expected to be
very weak.[34]
Static magnetic properties
The static magnetic properties of a microcrystalline powder
sample of Dy were investigated by using dc measurements
and the behaviour of the magnetisation was studied both as
Scheme 1. LH2 ligand with the numbering scheme used in the NMR
spectroscopy data (1H and 13C).
Figure 1. View of the asymmetric unit of Dy, including one molecule of the
complex and one DMF molecule. The dashed lines indicate the three intra-
molecular hydrogen bonds that stabilise the structure. The remaining hydro-
gen atoms are not shown for the sake of clarity. Ellipsoids are drawn at the
40% probability level, with the exception of the three hydrogen atoms, for
which a ball-and-stick representation is used.
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a function of field (H) and temperature (T). The cT versus T
curve is reported in Figure S2 in the Supporting Information;
the room-temperature experimental value (cT=13.97 emuK
mol¢1) is consistent with the free ion expectation for DyIII
( 6H15=2, gJ ¼ 4=3, cT=14.17 emuKmol¢1). A smooth decrease
was observed on lowering the temperature, which is attributed
to the depopulation of excited levels of the 6H15=2 multiplet,
split by the CF. The magnetisation versus field was measured
at 2 and 4 K and is reported in Figure S3 in the Supporting In-
formation. The saturation value was 5 mB, as already observed
for other molecular complexes that contain DyIII.[35,36]
Study of the magnetic anisotropy
EPR spectroscopy is widely used to investigate the magnetic
anisotropy of Kramers’ systems, however, in our case the
complex was revealed to be silent. This can, in principle, be
attributed to either fast relaxation or a low intra-doublet
transition probability due to the ground-state composition,
whereas the excited doublets are too high in energy to ob-
serve inter-doublet transitions. The latter explanation points to
a large axiality of the ground state, which was then investigat-
ed by using CTM. This technique exploits the magnetic torque
of a molecule immersed in a homogenous magnetic field and
has already proven to be extremely useful to determine the
anisotropic features of lanthanide-based single-molecule mag-
nets.[29, 30,37] In this experimental setup, the variation in the ca-
pacitance of the capacitor due to the deflection of the cantile-
ver is proportional to the magnetic torque experienced by the
sample. This torque is defined as the vector product be-
tween the magnetisation (M) and the magnetic field (B). Exper-
imentally, only the y component of the torque that lies on
the rotation axis (chosen as the y axis of the XYZ laboratory
reference frame) is detectable, thus we can write Equation (1):
Y ¼ MZBX ¢MXBZ ¼ B2sinfcosf cZZ ¢ cXXð Þ ð1Þ
in which an additional B2 2sin2f¢ 1ð ÞcXZ term was omitted
because it is always possible to set it to zero by using a proper
shift in the rotation. In Equation (1), which is only valid for
gmBSeffB  kBT , cIJ are the components of the magnetic sus-
ceptibility tensor and f is the angle between the magnetic
field B and the projection of the easy axis (z axis in the xyz mo-
lecular reference frame) on the rotation plane. This should not
be confused with the rotation angle (the angle between the
cantilever plane and the magnetic-field direction), hereafter de-
noted as q. If B is increased enough, Equation (1) breaks down
and the torque curves assume a different shape if B is parallel
or perpendicular to the easy direction of anisotropy, which
makes it possible to disentangle non-collinear contributions. To
reduce the effect of intermolecular interactions and demagnet-
ising fields due to shape anisotropy, we chose to use a sample
of the isostructural YIII derivative doped with approximately
10% DyIII, hereafter denoted YDy. Because the compound crys-
tallises in the monoclinic space group P21=n and the molecules
do not sit on any symmetry element, the crystal anisotropy
will be in general different from the molecular one. The or-
thogonal crystallographic reference frame in a monoclinic
space group is abc* and rotations in two orthogonal planes
have been performed: in the first one (Rot1) the rotation is
performed around b, whereas in the second one (Rot2) the ro-
tation axis lies in the ac* plane (see Figure S4 in the Support-
ing Information for details of the reference frames and rotation
geometries). Interestingly, in the first rotation all molecules in
the unit cell provide the same contribution, being related by
the twofold axis that lies along b, whereas two families of dif-
ferently oriented molecules are detected in the second rota-
tion. We measured the torque signal at T=5 and 10 K with B
ranging from 30 to 70 kG. The resulting torque data were
fitted by modelling the electronic structure of the Dy complex
by using an effective spin-Hamiltonian:
Hs ¼ mBSeff ¡ g ¡ B ð2Þ
in which g is the g tensor, diagonal in the molecular reference
frame, mB is the Bohr magneton and Seff is an effective S ¼ 1=2
spin operator. To correctly reproduce the torque shape, three
further parameters have to be taken into account: a scale
factor (Fsc, which must be the same for all rotations) and two
Euler angles, namely 1 and x (by using the extrinsic x-conven-
tion), which describe the orientation of the molecular reference
frame with respect to the crystallographic one. Indeed, in the
case of uniaxial anisotropy the third Euler angle is irrelevant. In
Figure 2 we report two torque curves measured at the same
applied magnetic field and temperature for the two rotations
with corresponding fits (the complete set of experimental data
and the corresponding fits are reported in Figure S5 in the
Supporting Information). The fitting procedure gave the
following best fit parameters : gx ¼ gy ¼ 0:010 5ð Þ, gz ¼ 16 1ð Þ,
1 ¼ 212 1ð Þ, x ¼ 71 1ð Þ and Fsc ¼ 2:6 3ð Þ   10¢2, which indi-
cates the strong Ising character of the ground doublet. The
resulting director cosines of the easy axis (z in the molecular
reference frame), with respect to abc* are cosa1 ¼ ¢0:501,
cosa2 ¼ 0:801, cosa3 ¼ 0:326 (a1 ¼ 120, a2 ¼ 37, a3 ¼718).
Due to the presence of two magnetically non-equivalent mole-
Figure 2. Torque curves for the two rotations in a magnetic field of 70 kG
and at 5 K. The solid lines represent the best fit of the magnetic torque by
using the parameters reported in the text; the symbols are the experimental
data for Rot1 (! ) and Rot2 (*).
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cules in the unit cell, these direction cosines can identify two
possible orientations for the magnetic anisotropy axis with re-
spect to the molecular structure, see Figure 3a. It is interesting
to note that neither of the two possibilities correlate to the
highest symmetry axis (C4 or C3) of the best fit coordination
polyhedra, capped-square antiprism or tricapped-trigonal
prism (see Figure S1 in the Supporting Information). This is in
agreement with the fact that the idealised structural geometry
does not take into account the heterolepticity of the complex,
which results in a CF symmetry completely different from the
structural one. A simple electrostatic model[38] has been used
to calculate the orientation of the easy axis of magnetisation:
the angle between experimental (drawn as a black rod in Fig-
ure 3a) and the calculated direction resulted in a value of
about 138 (see Tables S3–S4 and Figure S7 in the Supporting
Information). Because the error of a visual crystal alignment
can be estimated to be about 58 (see the Experimental Sec-
tion), we can consider the calculated orientation to be in fair
agreement with the experimental one. This confirms that the
coordination environment of DyIII in the complex can provide
a strong Ising character, but an accurate prediction of the ori-
entation of the anisotropy axis, as well as an estimation of the
low-symmetry components of the CF, requires a more detailed
approach.
Ab initio calculations
Since we had indications of the strong Ising character of the
complex, we chose to perform an accurate ab initio characteri-
sation to get more detailed insights into the DyIII electronic
structure. A first relevant test of the correct reproduction of ex-
perimental properties concerns calculation of the orientation
and magnitude of the magnetic anisotropy compared with the
results of CTM. In agreement with the latter, the calculated
ground Kramers’ doublet shows an almost-pure Ising character
with a principal value of gz ¼ 19:8 (see Table 1) and a contribu-
tion from MJ ¼ 15=2 only.
The computed easy axis orientation for the ground doublet
(Figure 3b) lies approximately on the line that connects two
carbonyl groups of two LH¢ ligands (cosa1 ¼ ¢0:531454,
cosa2 ¼ 0:788731, cosa3 ¼ 0:308967). It is evident that the cal-
culated direction is almost coincident with one of the two
possible choices provided by the CTM analysis (see above and
Figure 3a), with an angle of 2.98 formed by the calculated and
experimental orientations, well below the estimated experi-
mental uncertainty (58). Interestingly, the quality of the fit of
the torque data is not very sensitive to the actual magnitude
of the gz value, as long as the system has strong Ising charac-
ter (i.e. , gz > 15, gx; gy < 1), whereas it depends strongly on
the Euler angles. As a consequence, if the torque fit is per-
formed with the g values fixed to the computed ones
(gz  20), the Euler angles are not affected (see Figure S6 in
the Supporting Information). The calculated ab initio anisotrop-
ic properties are then perfectly consistent with the results of
the CTM investigation.
With this proof of the reliability of ab initio calculations, we
used the set of calculated Stevens’ spin-Hamiltonian parame-
ters[39] (see Table S5 in the Supporting Information) that pertain
to the ground J ¼ 15=2 state to simulate the static magnetic
properties of the complex by using the home-developed soft-
Table 1. Results of the calculations by using the RCC basis sets for Dy :
energy splitting of the ground 6H15=2 multiplet and principal values of
the corresponding g tensor for each Kramers’ doublet. See Table S6 in the
Supporting Information for the calculated splitting of the first excited
multiplet (6H13/2).
Energy level [cm¢1] gx gy gz
6H15/2
E0 0 0.0 0.0 19.8
E1 195 0.5 1.8 14.9
E2 237 0.1 2.2 14.3
E3 289 1.5 3.7 12.1
E4 324 0.6 2.8 13.8
E5 371 2.6 4.5 8.8
E6 430 3.4 4.1 7.4
E7 478 1.1 4.7 15.9
Figure 3. a) The two possible directions of the easy axis of magnetic aniso-
tropy of Dy as determined by using CTM: the one identified by the black
rod is substantially coincident with the calculated direction (compare with
Figure 3b). b) The computed direction of the magnetic easy axis for the first
three energy doublets : ground (black), first excited (grey), second excited
(light grey).
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ware EVALUCF.[13] In particular, the correct simulation of the M
versus H curves at low temperature confirms that the ground
doublet properties are well reproduced by ab initio calcula-
tions, whereas an indication of the correct evaluation of
energy splitting and eigenstates of the ground J ¼ 15=2 state
can be provided by the simulation of the cT versus T curve.
For this quantity, the agreement between experimental and
calculated curves (see Figure S2 in the Supporting Informa-
tion), except for a small scaling factor within experimental
error (<5%), lends further support to the electronic structure
obtained by using ab initio calculations. This is reported in
term of computed energy splitting[39] between the Kramers’
doublets and their composition ( MJj i contributions larger than
0.1) in Figure S8 in the Supporting Information. The calculated
energy separations between ground doublet and the first and
second excited doublets are 195 and 237 cm¢1, respectively.
The first excited doublet shows a prominent contribution from
the MJj i ¼ 13=2 components with only MJj i ¼ 11=2 and
MJj i ¼ 7=2 ones as minor contributions, which are neverthe-
less enough to induce appreciable deviations from the axiality
of the g tensor. A much larger mixing between different MJj i
components is observed for the third excited doublet, whereas
for the fifth excited doublet the axiality is completely lost.
It is to be stressed that in addition to the increased rhombic-
ity, the non-collinearity of the easy axis with respect to that of
the ground state also increases with the energy of the
doublets (see Table S7 in the Supporting Information and Fig-
ure 3b). Indeed, the easy axis of the ground doublet forms an
angle of 68 with the easy axis of the first excited doublet and
an angle of about 608 with that of the second excited doublet.
In this framework, the calculations suggest that if magnetic re-
laxation occurs only through an Orbach two-phonon mecha-
nism, this should likely involve the second excited state. In
such a case the energy barrier to be overcome would be of
the order of 330 K, which indicates the possible observation of
an overall slow relaxation rate at relatively high temperatures.
Dynamic magnetic properties
To gain more insights into this important point, the dynamic
magnetic properties of Dy were investigated by performing ac
magnetic susceptibility experiments in a broad range of
frequency (0.02–10000 Hz), temperature and dc applied field
(see Figures S9–S12 in the Supporting Information). This inves-
tigation revealed a composite dynamic magnetic behaviour
between 2 and 20 K. The pure complex showed two different
relaxation channels in zero and non-zero magnetic static fields;
the application of an external field allows the suppression of
one channel and the activation of the other (see Figure 4).
Further, field-dependent measurements indicated that the
slow relaxation process reaches a minimum rate for Hdc=
1000 Oe, whereas at higher fields the rate starts to increase
again. This led us to choose this field for the measurements
under an
external field. This behaviour is reminiscent of that previously
reported by some of our group for the Dy(DOTA) derivative
and other SMMs.[35,40–43] The imaginary susceptibility curves c0 0
in zero and applied field were fitted according to a Debye
model[44,45] and the corresponding relaxation times are report-
ed in Figure 5a as Arrhenius plots. We note that the relaxation
rate of the channel that dominates in zero field is almost tem-
perature-independent up to 12 K. Above this temperature, it
starts to increase with temperature similarly to the behaviour
observed for the relaxation channel activated with an applied
Figure 4. Imaginary susceptibility of Dy at 10 K as a function of the applied
field.
Figure 5. a) Relaxation times vs. T¢1 for Dy, in zero (*) and applied static
field (*). The relaxation in zero field is almost temperature independent up
to 12 K. The grey dotted line represents the best fit curve with D=270 K.
b) Relaxation times vs. T¢1 for YDy in zero (~) and applied static field (3).
The dotted lines represent the fit of the relaxation time; see Equation (3)
with D=270 K, the solid line is the relaxation time simulated by using the
master matrix equation.
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magnetic field. This trend is present up to 20 K, at which they
become too fast to be measured. Conversely, the rate ob-
served for the relaxation channel activated by applying a mag-
netic field is clearly temperature-dependent even at lower tem-
peratures (see Figure 5a and Figures S11 and S12 in the Sup-
porting Information). As a whole, this behaviour suggests that
the dominant process in zero field is directly related to the QT
of magnetisation, whereas the slower process, which occurs in
an applied field, is dominated by thermally activated relaxa-
tion. The curved nature of the Arrhenius plot for the relaxation
time in a field, however, clearly points to a combination of
processes that contribute to the relaxation, which include the
persistence of a temperature-independent process at the
lowest temperatures.[13]
To clarify whether the intermolecular (dipolar) interactions
between magnetic centres play any role in this behaviour, we
have repeated the investigation of the dynamics on the mag-
netically diluted YDy sample (DyIII concentration of 10.5%; see
Figure S3 in the Supporting Information). Its cT versus T curve
is reported in Figure S2 in the Supporting Information, and
shows the same temperature behaviour as the pure com-
pound. Even in the diluted sample, two different relaxation
channels were found to contribute to relaxation in zero and
applied fields (see Figures S13–S16 in the Supporting Informa-
tion). However, for YDy the relaxation of magnetisation is char-
acterised by a much longer relaxation time t, which reaches
a few seconds at 4.5 K. Accordingly, at 2 K the diluted sample
exhibited a butterfly-shaped hysteresis (see Figure S17 in the
Supporting Information) that is not visible above 4 K. The ob-
served temperature dependence of the relaxation rate of YDy
for both relaxation channels was reproduced by including
three contributions; Raman and Orbach processes and a
temperature-independent process:[19,46–48]
t¢1 ¼ CTn þ t¢10 exp ¢D=Tð Þ þ B ð3Þ
We performed a simultaneous fit of the relaxation time in
a field and in zero field (the corresponding parameters are in-
dicated by f and zf, respectively, below), by using the same set
of parameters for the Orbach process (t0 and D), whereas the
Raman contribution was left free to vary for the two situations.
This was intended to account for the possible contribution of
a direct process in the case of in-field measurements, which
may affect the best-fit value obtained for the Raman relaxa-
tion. A first attempt was made by fixing the value for the
energy barrier D at 270 K to be approximately 195 cm¢1, which
is the energy of the first excited doublet computed by ab
initio calculations. With this pre-condition, we obtained the fol-
lowing values for the best-fit parameters : t0 ¼ 1:3 2ð Þ   10¢10 s,
nf ¼ 6:19 4ð Þ, C f ¼ 5:0 5ð Þ   10¢5 s¢1K¢n, Bf ¼ 0 (fixed),
nzf ¼ 5:5 2ð Þ, Czf ¼ 6 4ð Þ   10¢4 s¢1K¢n, Bzf ¼ 53 2ð Þ s¢1. In a
second step, the D parameter was left free to vary, to give the
following best-fit values: t0 ¼ 1 2ð Þ   10¢11 s, D ¼ 318 44ð ÞK
(230 cm¢1), nf ¼ 6:22 4ð Þ, C f ¼ 4:7 5ð Þ   10¢5 s¢1K¢n, Bf ¼ 0
(fixed), nzf ¼ 5:6 2ð Þ, Czf ¼ 5 3ð Þ   10¢4s¢1K¢n, Bzf ¼ 53 2ð Þ s¢1
(see also Figure S18 in the Supporting Information). It is clear
from these results that, although at low temperature Raman
and QT dominate the relaxation, the Orbach process is active
in promoting the relaxation in the high-temperature regime. It
is, however, not completely clear whether the latter process
occurs via the first or the second excited doublet. For the ob-
tained t0 values, it is known that, for an Orbach process, t0
should be 10¢3  10¢5ð ÞD¢3 (D expressed in K);[49] substitution
of the two different values for D gives a value of t0 in line with
the findings. Moreover, the differences in t0 values are qualita-
tively consistent with expectations, t0 being smaller in the case
of larger D.
Quantitative rationalisation of magnetisation dynamics
To obtain some more hints on the mechanism of the single-ion
relaxation, transition moments between the states were com-
puted[9,50] (see Figure 6). Based on these transition moments,
no efficient QT relaxation is expected for the ground Kramers’
doublet. The underestimation of the probability of QT relaxa-
tion by transition moments with respect to the experimental
results is clearly due to the fact that this method takes into ac-
count only purely electronic, single-molecular properties,
whereas zero-field QT in Kramers’ systems needs residual dipo-
lar interactions and hyperfine coupling to occur (in the present
case the magnetic nuclei are Dy (161Dy, rel. ab.=18.9% and
163Dy rel. ab.=24.9%, both with I ¼ 5=2).[51] On the basis of
the ab initio results, a thermally assisted QT is likely to occur al-
ready for the first excited state. However, the magnetic
moment matrix element computed for a quantum tunnelling
mechanism between the two components of the first excited
Kramers’ doublet ( 1; ij ) suggests that this is not the most
likely process to occur. Indeed, from the first excited state both
Orbach and thermally assisted QT processes are more proba-
ble; the former provides access to the second excited state
whereas the latter would allow a reversal of the magnetisation.
Based on the above considerations, a relaxation via the second
excited state (E2=237 cm
¢1) seems to be more likely, in fairly
good agreement with the phenomenological value of the
above-reported value of the energy barrier of 230 cm¢1.
The use of transition moments to evaluate potential relaxa-
tion paths still provides only semi-quantitative indications,[14, 52]
despite being increasingly used to rationalise the spin dynam-
ics. A more directly quantitative reproduction of the observed
dynamics, by using the electronic structure derived by ab initio
calculations, can be obtained by using a master-matrix-based
approach.[45] This approach assumes a series of steps of the
direct-process type promoted by a suitable spin phonon cou-
pling Hamiltonian, assumed here to be of the Villain type[45] for
the sake of simplicity. Indeed, in the low symmetry of our
system the dynamic spin phonon coupling Hamiltonian
proposed by Abragam and Bleaney[49] would require the cal-
culation of a huge number of CF parameters corresponding to
different distortions making it practically unfeasible.[53] Not-
withstanding its simplicity, our approach allows us to extract
the relaxation time by calculating the relaxation rate gpq from
a state qij (eigenstate of the Hamiltonian that describes the
system) to another state pij :
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gpq ¼
3v
ph4mc5s
¡ Ep ¢ Eq
¨ ¦3
exp b Ep ¢ Eq
¨ ¦£ ¡¢ 1 ¡
f ~Da
 2 ¡ hpjJ2þjqi 2 þ hpjJ2¢jqi 2£ ¡þ
~Db
 2 ¡ ½ hpj Jþ; Jzf gjqij j2 þ hpj J¢; Jzf gjqij j2¤g
ð4Þ
in which b is 1=kBT , v and m are the volume and the mass of
the unit cell, ~Da and ~Db are the spin-phonon coupling parame-
ters. If the energy levels and the eigenstates are known, the
only parameters that need to be adjusted are the spin-phonon
coupling parameters and v= mc5s
¨ ¦
. In our case, the CF eigen-
functions of the ground J multiplet and the corresponding ei-
genvalues in zero applied field obtained by using the ab initio
calculations were used to obtain the CF matrix as RTVR (in
which R is the eigenfunctions matrix and V is the diagonal
matrix of the corresponding eigenvalues). The complete Hamil-
tonian (CF+ static magnetic field) was then obtained by
adding the Zeeman interactions in the MJj i basis. This provid-
ed, after diagonalisation, new eigenvalues and eigenfunctions
by which it was possible to calculate the master matrix (G) for
all the investigated temperatures. Diagonalisation of the
master matrix allowed us to extract the relaxation time as
t ¼ ¢1=l1, in which l1 is the first non-vanishing eigenvalue of
the master matrix. The result, obtained by adjusting both the
spin-phonon coupling parameter to 0.05 and the pre-factor
ð3v=ph4mc5s Þ to 3000, is shown in Figure 5b.
It is evident that although this approach reproduces the
linear high-temperature region above 15 K, which is consistent
with an energy barrier of about 230 K, it overestimates the re-
laxation time at lower temperature. This is a common feature
for many lanthanide-based molecular magnets and is usually
attributed to the higher effectiveness of the Raman process at
lower temperatures. This process is, however, quite elusive be-
cause the corresponding parameters are usually considered to
be phenomenological.[13,19,46, 47,54–56] Indeed, to the best of our
knowledge, no available reports relate the values of the Raman
parameters (C and n) obtained by fitting the dynamic data to
the structure of the investigated molecule. This is a severe
drawback in the search for increased relaxation times for po-
tential applications because this process, which provides
a channel for relatively fast relaxation even at quite low tem-
perature, is currently beyond our control. However, we stress
that, despite the phenomenological fit of the temperature de-
pendence of the relaxation rate that indicates the existence of
a Tn contribution, we cannot be sure that this is associated
with a real Raman process. Indeed, interactions that are not
taken into account by the model, such as hyperfine and residu-
al dipolar intermolecular interactions, may open the possibility
of relaxation through quantum tunnelling and might also
change the expected field- and temperature-dependence of
direct processes.[57]
Figure 6. The ab initio computed magnetisation blocking barrier for Dy. The thick black horizontal lines indicate the Kramers’ doublets as a function of the
projection of the magnetic moment on the chosen quantisation axis (that of the ground multiplet). The light-grey arrows show the possible pathways of the
Orbach process. The dotted black arrows represent the presence of (thermally assisted) quantum tunnelling between the connecting states. The numbers
reported for each arrow are the mean absolute value for the corresponding matrix element of the transition magnetic moment. The thick dotted black lines
show the most probable relaxation pathways for the reversal of magnetisation.
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Conclusion
We have presented a comprehensive experimental and theo-
retical investigation of the anisotropy and dynamic behaviour
of a novel mononuclear lanthanide-based single-molecule
magnet. We showed that detailed cantilever torque magneto-
metry, which can be used more generally in terms of crystal
symmetry and size than single-crystal magnetometry, can pro-
vide independent confirmation of the results of ab initio calcu-
lations in the absence of further spectroscopic information.
This is particularly relevant for systems that are EPR silent and
for which no detailed luminescent data are available. In turn,
this allowed us to analyse the observed dynamics of the mag-
netisation on the basis of the calculated electronic structure of
the lanthanide centre. For the studied complex, the experi-
mental and theoretical results indicate a strong axiality of both
the ground doublet and the first excited state; the ab initio
prediction of an almost complete collinearity of the ground
and first excited doublet is mirrored by the low-temperature
slow relaxation of the magnetisation of the complex, which
could be phenomenologically modelled by using a combination
of an Orbach and a Raman process. The observed behaviour
could be qualitatively rationalised by using the commonly
used transition probabilities provided by the ab initio suite.[9, 50]
In addition to this, we showed that the relaxation behaviour at
the higher temperature range can be correctly reproduced by
using the ab initio computed electronic structure in a statistical
analysis based on the master matrix approach. Conversely, fur-
ther processes are clearly contributing at low temperature, re-
sulting in an experimental relaxation rate that is much faster
than predicted by this approach. This might be due either to
a true Raman process or to the unaccounted-for hyperfine and
dipolar intermolecular interactions, the latter reduced but not
completely quenched by the doping level used herein. As
a whole, these results outline the necessity of a virtuous inter-
play between detailed single-crystal studies and ab initio calcu-
lations. This process allowed us to obtain a detailed under-
standing of the relation between the electronic structure and
the rich low-temperature magnetisation dynamics in this
system, a point of crucial importance for rationally improving
the properties of lanthanide-based single-molecule magnets.
Experimental Section
Synthesis
Dy(NO3)3·5H2O, Y(NO3)3·5H2O, pyridine carboxaldehyde and piperi-
dine (Aldrich) were used as purchased. 2-Hydroxybenzohydrazide
was prepared as previously described.[58] High-grade solvents
(diethyl ether, dimethylformamide, methanol) were used for the
syntheses of ligands and complexes.
2-Hydroxy-N’-[(E)-(2-hydroxy-3-methoxyphenyl)methyl-
idene]benzhydrazide
Addition of pyridine carboxaldehyde (1.07 g, 1.0Õ10¢3 mol) to
a stirred solution of 2-hydroxybenzhydrazide (1.52 g,1.0Õ10¢3 mol)
in MeOH (30 mL) followed by heating for 30 min induced forma-
tion of a bulky white precipitate that was filtered off after cooling,
washed with MeOH and diethyl ether and dried (yield: 2.7 g, 95%).
1H NMR (400 MHz, [D6]-DMSO): d=6.99 (t+d, J=7 Hz, 2H; CH-3+
CH-5), 7.45 (t+d, J=7.5 Hz, 5H; CH-4+CH-4’), 7.89 (t+d, J=
7.5 Hz, 2H; CH-5’+CH-6’), 8.00 (d, J=7 Hz,1H; CH-6), 8.49 (s,
1H;HC- -N), 8.64 (d, J=7 Hz, 1H;CH-3’), 11.71 (s, 1H; NH), 12.1 ppm
(s, 1H; OH); 13C NMR (100.63 MHz, [D6]-DMSO): d=116.65 (s, ArC-1),
117.71 (s, ArC-3), 119.44 (s, ArC-5), 120.53 (s, ArC-6’), 125.01 (s, ArC-
4’), 129.14 (s, ArC-6), 134.36 (s, ArC-4), 137.37 (s, ArC-5’), 120.53 (s,
ArC-6’), 149.16 (s, ArC-3’), 150.02 (s, NC- -N), 153.54 (s, ArC-6’),
165.44 ppm (s, OCNH); elemental analysis calcd (%) for C13H11N3O2
(241.2 gmol¢1): C 64.7, H 4.6, N 17.4; found: C 64.4, H 4.5, N 17.2.
Dy(LH)3 (Dy)
Addition of piperidine (0.17 g,2.0Õ10¢3 mol) to a stirred solution of
the above ligand (0.27 g, 1.0Õ10¢3 mol) and Dy(NO3)3·5H2O (0.43 g,
1.0Õ10¢3 mol) in DMF (10 mL) induced the appearance of a more
intense yellow solution. The solution was filtered off and set aside.
The crystals that appeared after 12 d were isolated by filtration
and dried (yield: 0.16 g, 50.5%). IR (ATR): u˜=3448l, 3065 w, 2991
w, 2925 w, 2875 w, 2792 w, 2705 w, 2610 w, 1681 w, 1667 m, 1599
m, 1586 m, 1561 m, 1520 m, 1488 m, 1474 m, 1452 m, 1417 w,
1357 s, 1346 s, 1302 m,1252 m, 1230 w, 1147 m, 1090 w, 1065 m,
1008 w, 926 w, 866 w, 830 w, 760 m, 740 w, 702 w, 689 w, 658 w,
632 cm¢1 w; elemental analysis calcd (%) for C42H37DyN10O7
(956.32 gmol¢1): C 52.75, H 3.90, N 14.65; found: C 52.45, H 3.78, N
14.43.
YDy(LH)3
Use of the same experimental process described above with
Y(NO3)3·5H2O (0.36 g, 2.0Õ10
¢3 mol) with Dy(NO3)3·5H2O (30 mg)
gave crystals that were isolated by filtration and dried (yield:
0.19 g, 64.7%). IR (ATR): u˜=3440l, 3068 w, 2929 w, 2775 w, 2718 w,
2612 w, 1663 w, 1598 m, 1584 m, 1562 m, 1519 m, 1484 m, 1472
m, 1454 m, 1426 w, 1362 s, 1349 s, 1297 m, 1246 m, 1227 w, 1156
m, 1146 m, 1100 w, 1066 m, 1042 w, 1028 w, 1008 w, 921 w, 866 w,
830 w, 757 m, 741 w, 703 w, 689 w, 680 w, 633 cm¢1 w; elemental
analysis was carried out at the Laboratoire de Chimie de Coordina-
tion Microanalytical Laboratory in Toulouse, France, for C, H and N.
IR spectra were recorded by using a Spectrum 100 FT-IR Perkin-
Elmer spectrophotometer in the ATR mode.
Crystallographic data collection and structure determination
Crystals of Dy were kept in the mother liquor until they were re-
moved and dipped in oil. The chosen crystals were mounted on
a Mitegen micromount and quickly cooled to 180 K. The selected
crystals of Dy (yellow, (0.18Õ0.10Õ0.04 mm3) were mounted on an
Oxford Diffraction Xcalibur diffractometer that used graphite-mon-
ochromated MoKa radiation (l ¼ 0:71073 æ) and equipped with an
Oxford Instrument Cooler Device. Data were collected at low tem-
perature (180 K). The final unit cell parameters were obtained by
using least-squares refinements. The structures were solved by
using direct methods in SIR92,[59] and refined by using a least-
squares procedures on F2 with the program SHELXL97[60] included
in the software package WinGX version 1.63.[61] The atomic scatter-
ing factors were taken from the International Tables for X-Ray Crys-
tallography.[62] All non-hydrogen atoms were anisotropically re-
fined, and in the last cycles of refinement a weighting scheme was
used, in which weights were calculated from the following formu-
la: w ¼ 1= s2½ ðFo2Þ þ aPð Þ2 þ bP¤ in which P ¼ ðFo2 þ 2Fc2 Þ=3.
CCDC 1433866 (Dy) contains the supplementary crystallographic
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data for this paper. These data are provided free of charge by The
Cambridge Crystallographic Data Centre.
Crystal data for Dy
C42H7DyN10O7; Mr=956.32 gmol
¢1; monoclinic P21/n ; Z=4; a=
9.8585(3), b=22.1870(6), c=19.1215(5) æ; a=g=90, b=
94.160(3)8 ; V=4171.3(2) æ3 ; 35087 collected reflections, 8511
unique reflections (Rint=0.0416); R factor=0. 0368, weighted R
factor=0.0921 for 6996 contributing reflections [I>2s(I)] .
Magnetic characterisation
The purity of the polycrystalline powders of Dy used for magnetic
characterisation was checked by using a Bruker D8 Advance
powder diffractometer equipped with a Cu source (CuKa,
l ¼ 1:54 æ; see Figure S19 in the Supporting Information). The iso-
morphicity of diluted compound YDy compared with the pure Dy
compound was checked by using a Xcalibur3 single-crystal diffrac-
tometer equipped with a MoKa source (l ¼ 0:71073 æ). Xcalibur3 is
a four-cycle kappa geometry diffractometer equipped with a Sap-
phire 3 CCD detector. dc magnetic measurements were performed
by using a Quantum Design MPMS SQUID magnetometer on pow-
ders pressed in a pellet to avoid field-induced orientation of the
crystallites. The concentration of DyIII in YDy was estimated to be
10.5% by the scaling factor between the isothermal magnetisation
curves at low temperature of the pure and diluted compounds. ac
susceptibility was measured by using a Quantum Design PPMS in
ac mode for the frequency range of 10–104 Hz. The Quantum
Design MPMS SQUID magnetometer was used for low frequencies
(0.02–103 Hz). EPR spectra (not shown) were recorded at 3 and 5 K
by using a E500 Bruker spectrometer for the X band (n  9:4 GHz).
The CTM measurements were performed by using a home-built
two-legged CuBe cantilever separated by 0.1 mm from a gold
plate. The cantilever was inserted into an Oxford Instruments
MAGLAB2000 platform with automated rotation of the cantilever
chip in a vertical magnet. The capacitance of the cantilever was de-
tected by using a Andeen-Hegerling2500A Ultra Precision Capaci-
tance Bridge. The faces of the measured crystal were indexed by
using X-ray diffraction in the above-described setup, then fixed on
the cantilever with glue. This procedure resulted in an estimated
uncertainty of the actual orientation of the crystal of about 58.
Ab initio calculations
The quantum chemistry package MOLCAS 8.0[63] was employed for
all the calculations. The X-ray structure resolved from the diffrac-
tion pattern recorded at 180 K was used throughout the study. All
atoms were described by using the standard all-electrons ANO-
RCC basis set. The TZP basis set was employed for dysprosium, ni-
trogen and oxygen atoms (see Table S8 in the Supporting Informa-
tion) and DZP and DZ were used for carbon and hydrogen atoms,
respectively. The default contraction scheme was not altered. The
Douglass–Kroll–Hess Hamiltonian was employed to take into ac-
count scalar relativistic effects. The spin-free wave functions were
obtained by using the complete active space self-consistent field
(CASSCF) method for a state-average calculation of all roots that
arise from the considered active space. The active space consisted
of nine electrons in the seven f orbitals of the lanthanide atom
[CASSCF(9,7)] . The spin-orbit interaction was considered in the fol-
lowing restricted active space state interaction (RASSI) calculation
by mixing all the state-averaged obtained 21 sextuplets. The g
tensor for every Kramers doublet and its orientation in the molecu-
lar frame, the CF parameters and their decomposition in wavefunc-
tions with definite projection of the total moment J;MJj i were
computed by using the SINGLE_ANISO package. The quantisation
axis was chosen to be the main magnetic axis of the ground
doublet.
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(a) Capped square antirprism view along C4. (b) Capped square antiprism equatorial plane view.
(c) Tricapped trigonal prism view along C3. (d) Tricapped trigonal prism equatorial plane view.
Figure S1: View of the first coordination sphere of Dy emphasizing the similarity with capped square antiprism
(top) and tricapped trigonal prism (bottom), as obtained by SHAPE calculation (see also Table S2). On
the left the view is along the pseudo-symmetry axis (C4 or C3), on the right perpendicular to it. Blue and
green sticks represent the two possible orientations after experimental CTM investigation, the blue one
being essentially coincident with the ab initio calculated direction of the easy axis anisotropy.
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Figure S2: Temperature dependence of χT of Dy (circles )and YDy (squares) along with theoretical curves
(dotted line) calculated by using CF parameters derived from ab initio calculations. The dashed line
corresponds to the expected free-ion χT value. The empty circles and squares correspond to an applied
static field H of 1000Oe while the full ones to a field of 10 000Oe. The difference observed for the two fields
is to be attributed to saturation effects which are well reproduced by the theoretical prediction.
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Figure S3: Left panel: empty circles represents the behavior of magnetization versus field at 2K and 4K for
Dy, while the dotted lines are the simulation calculated with the CF parameters extracted from ab initio
calculations. Right panel: the concentration of Dy in Y was estimated by superimposing the magnetization
curve of pure (Dy - empty circles) and diluted sample (YDy - cross), resulting in a 10% of dilution.
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Figure S4: Upper panel: position of crystal on the cantilever for the two rotation. The orientation for view 1
and view 2 is for the rotation angle θ = 270◦. Lower panel: experimental curve recorded at 10K and 70 kG
for Rot1.
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Figure S5: Upper panel: Torque curves for Rot1 recorded at 5K and 10K for various magnetic fields. The solid
lines were obtained using the best fit parameters (see text). Lower panel: torque curves for Rot2 recorded
at 5K and 10K for various magnetic fields. The solid lines were obtained using the best fit parameters (see
text).
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Figure S6: Torque curves for Rot1 and Rot2 along with the fit obtained fixing gz = 20, gx = gy = 0.
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abc*
Figure S7: Orientation of the experimental easy axis (blue) and the one calculated with Magellan (red) [1]
considering Option 2, see also table S4.
Figure S8: Energy levels and eigenstates for Dy extracted from ab initio calculations. The ground state is set
at the origin.
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Figure S9: Real (upper) and imaginary susceptibility (lower)of Dy as a function of frequency at 2K. The
figure is a collage of measurements performed with different instrumentation: a Quantum Design MPMS
SQUID magnetometer was used for low frequencies (0.02 to 103Hz) and a Quantum Design PPMS for the
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Figure S10: Upper panel: real susceptibility of Dy as a function of frequency for a temperature range 2K to
20K in zero applied field. Lower panel: imaginary susceptibility and fitting curves (solid lines) ofDy for a
temperature range 2K to 20K.
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Figure S11: Upper panel: real susceptibility of Dy as a function of frequency for a temperature range 2K to
10K with an applied field of 1000Oe. Lower panel: imaginary susceptibility and fitting curves (solid lines)
of Dy for a temperature range 2K to 10K.
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Figure S12: Upper panel: real susceptibility of Dy as a function of frequency for a temperature range 10K to
20K with an applied field of 1000Oe. Lower panel: imaginary susceptibility and fitting curves (solid lines)
of Dy for a temperature range 10K to 20K..
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Figure S13: Left panel: imaginary susceptibility at 2K for various applied field. The process in field could be
recorded down to 0.02Hz. Right panel: imaginary susceptibility at 5K, the transition from the relaxation
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Figure S14: Upper panel: real susceptibility of YDy as a function of frequency for a temperature range 2K to
22K in zero applied field. Lower panel: imaginary susceptibility and fitting curves (solid lines) ofDy for a
temperature range 2K to 20K.
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Figure S15: Left panel: real susceptibility of YDy as a function of frequency for a temperature range 2K to
10K with an applied field of 1000Oe. Right panel: imaginary susceptibility and fitting curves (solid lines)
of YDy for a temperature range 2K to 10K.
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Figure S16: Left panel: real susceptibility of YDy as a function of frequency for a temperature range 10K to
24K with an applied field of 1000Oe. Right panel: imaginary susceptibility and fitting curves (solid lines)
of YDy for a temperature range 10K to 20K.
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Figure S17: Left panel: compound YDy exhibits a butterfly shaped hysteresis at 2K that is not longer visible
above 4K. Right panel: at 2K the peak of imaginary susceptibility moves from higher frequencies in zero
applied field to lower frequency when the field is applied up to a maximum of 1000Oe. Afterwards the
relaxation restarts to be faster.
 	 
      














τ

	
(a)
 	 
      












	

	

	


τ


(b)
Figure S18: Left panel: log-log plot of the experimental relaxation time (symbols) for YDy along with the
fitting curves (see eq. 3 in the main text): the black solid lines are the curves with ∆ = 270K while for
the red dotted ones the ∆ parameter was left free to vary. Right panel: log-log plot of the experimental
relaxation time (symbols) and the fits performed considering only a Raman contribution to relaxation. The
value for the Raman exponent n is around 6.5 for the relaxation in field and around 3 for the relaxation in
zero field.
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pattern for the reported molecular structure.
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Bond Å Angle \◦
Dy1–N2 2.496(3) O1 Dy1 N2 63.36(10)
Dy1–N3 2.574(3) O3 Dy1 N5 63.08(10)
Dy1–N5 2.504(3) O5 Dy1 N8 62.53(11)
Dy1–N6 2.577(3) N2 Dy1 N3 63.97(11)
Dy1–N8 2.538(4) N5 Dy1 N6 64.00(11)
Dy1–N9 2.696(4) N8 Dy1 N9 61.13(12)
Dy1–O1 2.322(3) O1 Dy1 O3 93.12(10)
Dy1–O3 2.344(3) O1 Dy1 O5 145.17(10)
Dy1–O5 2.368(3) O3 Dy1 O5 82.33(10)
N2 Dy1 N5 112.69(10)
N2 Dy1 N8 122.10(11)
N5 Dy1 N8 125.20(11)
N3 Dy1 N9 80.77(11)
N6 Dy1 N9 88.30(11)
Table S1: Selected bond lengths and angles for Dy.
Capped square
antiprism J10
Spherical capped
square antiprism
Tricapped trigonal
prism J51
Spherical tricapped
trigonal prism
Muffin
2.693 1.370 2.755 2.131 1.988
C4v C4v D3h D3h Cs
Table S2: Agreement factors for different nine coordination polyhedra as obtained by SHAPE [2].
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Director Cosines
a b c∗
Option 1 −0.607 0.538 0.585
Option 2 −0.603 0.740 0.298
Option 3 −0.607 0.654 0.452
Option 4 −0.609 0.446 0.656
Option 5 −0.608 0.657 0.446
Table S3: Director cosines of the orientation of the easy axis calculated with Magellan [1] for different choices
of charge distributions for ligand atoms, see also table S4.
Charge
Options 1 2 3 4 5
O1, O3, O5 −1 −0.5 −0.5 −0.75 −0.75
N1, N4, N7 0 −0.25 0 0 0
N2, N5, N8 0 −0.25 −0.25 0 −0.25
N3, N6, N9 0 0 −0.25 −0.25 0
Table S4: Different choice of charge distributions for ligand atoms used as input for Magellan: N1,N4 and
N7 are the nitrogen which do not participate to the metal coordination; N2, N5 and N8 are the nitrogen
coordinated to Dy and N3, N6 and N9 are pyridinic nitrogens.
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Stevens’ parameter
cm−1 cm−1 cm−1
B02 314.1 B
0
4 57.3 B
0
6 −21.7
B12 −24.9 B14 59.8 B16 31.5
C12 −24.9 C14 −39.2 C16 −23.2
B22 −103.0 B24 21.6 B26 1.2
B34 13.5 B
3
6 33.9
C34 5.1 C
3
6 33.9
B44 −24.6 B46 −8.2
B56 2.2
C56 −13.8
B66 −16.2
C66 32.3
Table S5: Crystal field parameters of the Crystal field Hamiltonian HCF =
∑
n,m αn[B
m
n O
m
n +C
m
n W
m
n ], where
the operator Omn and Wmn are defined in [3] and the αn are the Stevens’ coefficient for the lanthanide.
Energy Levels (cm−1)
6H 15
2
E0 0
E1 195
E2 237
E3 289
E4 324
E5 371
E6 430
E7 478
6H 13
2
E8 3082
E9 3159
E10 3240
E11 3294
E12 3320
E13 3355
E14 3382
Table S6: Results of the calculations with RCC basis sets for Dy(LH)3: energy splitting of the 6H 15
2
(ground)
and the 6H 13
2
multiplets.
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Principal g-values a b c∗
Ground Doublet
gx 0.0 0.505 440 0.587 959 −0.631 533
gy 0.0 −0.679 770 −0.179 466 −0.711 130
gz 19.8 −0.531 454 0.788 731 0.308 967
First Excited Doublet
gx 0.5 0.655 910 0.696 041 −0.292 076
gy 1.8 −0.460 955 0.062 932 −0.885 189
gz 14.9 −0.597 747 0.715 239 0.362 121
Second Excited Doublet
gx 0.1 0.390 680 −0.551 943 −0.736 701
gy 2.2 0.651 787 0.731 000 −0.202 023
gz 14.3 0.650 033 −0.401 246 0.645 336
Third Excited Doublet
gx 1.5 −0.859 388 0.048 208 −0.509 047
gy 3.7 −0.497 180 −0.311 322 0.809 871
gz 12.1 −0.119 435 0.949 081 0.291 514
Fourth Excited Doublet
gx 0.6 0.913 581 0.226 644 0.337 642
gy 2.8 −0.374 290 0.144 034 0.916 057
gz 13.8 0.158 987 −0.963 269 0.216 418
Fifth Excited Doublet
gx 2.6 0.897 009 0.315 330 −0.309 745
gy 4.5 0.047 565 0.627 828 0.776 897
gz 8.8 0.439 446 −0.711 617 0.548 169
Sixth Excited Doublet
gx 3.4 −0.369 322 −0.878 165 0.304 018
gy 4.1 0.873 695 −0.439 584 −0.208 384
gz 7.4 0.316 637 0.188 658 0.929 596
Seventh Excited Doublet
gx 1.1 0.549 731 −0.830 355 −0.091 138
gy 4.7 0.423 687 0.183 132 0.887 103
gz 15.9 −0.719 920 −0.526 282 0.452 484
Table S7: Results of the calculations with RCC basis sets for Dy(LH)3: value of the main magnetic axis of
the eight doublets of the ground multiplet and their orientation in the crystalline frame.
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Basis set
Atom Label Contraction
Dy VTZP [8s7p5d3f2g1h]
N VTZP [4s3p2d1f]
O VTZP [4s3p2d1f]
C VDZP [3s2p1d]
H VDZ [2s]
Table S8: Contractions of the ANO-RCC basis set used for ab initio calculations of Dy(LH)3.
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Quantum coherence in a processable vanadyl
complex: new tools for the search of molecular
spin qubits†
Lorenzo Tesi,a Eva Lucaccini,a Irene Cimatti,a Mauro Perfetti,a Matteo Mannini,a
Matteo Atzori,a Elena Morra,b Mario Chiesa,b Andrea Caneschi,a Lorenzo Sorace*a
and Roberta Sessoli*a
Electronic spins in different environments are currently investigated as potential qubits, i.e. the logic units of
quantum computers. These have to retain memory of their quantum state for a sufficiently long time (phase
memory time, Tm) allowing quantum operations to be performed. For molecular based spin qubits,
strategies to increase phase coherence by removing nuclear spins are rather well developed, but it is
now crucial to address the problem of the rapid increase of the spin–lattice relaxation rate, T1
1, with
increasing temperature that hampers their use at room-temperature. Herein, thanks to the combination
of pulsed EPR spectroscopy and AC susceptometry we evidence that an evaporable vanadyl complex of
formula VO(dpm)2, where dpm
 is the anion of dipivaloylmethane, presents a combination of very
promising features for potential application as molecular spin-qubit. The spin–lattice relaxation time, T1,
studied in detail through AC susceptometry, decreases slowly with increasing temperature and, more
surprisingly, it is not accelerated by the application of an external field up to several Teslas. State-of-the
art phase memory times for molecular spin systems in protiated environment are detected by pulsed
EPR also in moderate dilution, with values of 2.7 ms at 5 K and 2.1 ms at 80 K. Low temperature scanning
tunnel microscopy and X-ray photoelectron spectroscopy in situ investigations reveal that intact
molecules sublimated in ultra-high vacuum spontaneously form an ordered monolayer on Au(111),
opening the perspective of electric access to the quantum memory of ensembles of spin qubits that can
be scaled down to the single molecule.
Introduction
The realization of a quantum computer is expected to trigger
a second revolution in information and communication tech-
nology,1–4 allowing for unequalled computation capabilities in
disparate elds, ranging from structural biology5 to quantum
physics.3 Quantum bits, or qubits, are at the basis of quantum
computation, and different strategies to realize them are
currently explored,6 including ionic traps,7 quantum dots in
semiconductors,8,9 photons,10 and superconducting nano-
structures.11 Spins, either nuclear12–14 or electronic,15–19 are
among the most efficiently addressable targets to build these
logical units, as their initialization and read-out can be
performed by well-established magnetic resonance techniques.
The parameters to be optimized in the design of these qubits
are: i) the longitudinal relaxation time, T1, which corresponds to
the lifetime of a classical bit that can assume either the |0> or
the |1> value; ii) the characteristic time in which the spin loses
the memory of the phase of the superposition state in which it
has been prepared. A lower estimation of this decoherence time,
T2, can be extracted by the memory time, Tm, which is
commonly measured with pulsed EPR or NMR: the ratio of Tm
over the time necessary for an individual quantum operation
has to be larger than 104 to allow for fault tolerant quantum
computing.
In the eld of electron spin-based qubits nitrogen vacancies
in diamond20,21 and impurities in silicon and silicon carbide22
exhibit long-lived quantum coherence but present major chal-
lenges in the control of their organization and coupling to
perform quantum logic operations. Molecular spin based
qubits, on the contrary, can be organized on surfaces and the
interaction between them tuned at will through a rational
synthetic design. Aer an extensive research on polynuclear
transition metal complexes16,23,24 optimized to exhibit a long Tm,
the research in this eld has recently focused back on the
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simplest spin S ¼ 1/2 systems constituted either by organic
radicals25 or by 3d transition metal ions.26–28 These have rela-
tively long Tm, in particular at high temperature, because there
are no excited spin levels that can foster the magnetic relaxation
when thermally populated. In these systems the interaction of
the electronic spin with the nuclear spins is the most relevant
source of decoherence. Outstanding results have very recently
been obtained with vanadium(IV) ions assembled with nuclear
spin-free ligands.27 When magnetic dilution is made in
a nuclear spin-free solvent, such as CS2, Tm approaches one
millisecond at low temperature,29 showing that molecular spin
systems can be as performant as extended inorganic structures.
Unfortunately this remarkable long coherence is rapidly lost on
increasing temperature because the spin–lattice relaxation acts
as a limiting factor for T2.30 A recent investigation has clearly
evidenced that solid crystalline solutions can enhance T1, thus
resulting in enhanced coherence time at high temperature26 but
the mechanisms of relaxation, as well as strategies to enhance
T1, are still poorly investigated.
In this study we have investigated the magnetic relaxation of
a simple mononuclear complex of vanadium(IV) by the combi-
nation of AC magnetic susceptometry to study spin–lattice
relaxation with pulsed EPR spectroscopy to characterize the
spin coherence. The two techniques can in fact shed light on
different contributions to the relaxation but their association is
unprecedented in the search for potential spin-based qubits.
The vanadyl complex VO(dpm)2, where dpm
 is the anion of
dipivaloylmethane, has been selected because the strong V]O
bond is expected to increase the rigidity of the coordination
sphere with a reduction of spin–lattice relaxation efficiency. The
presence of b-diketonate ligands in a neutral complex imparts
a high volatility that can be exploited to deposit the molecule on
surfaces. An unexpected long T1 over wide eld and temperature
ranges has been found to accompany Tm values that are among
the longest ones observed in molecular species surrounded by
spin active nuclei. The in situ morphological and spectroscopic
characterization of a monolayer deposit of VO2(dpm)2 on
Au(111) suggest that the molecules are intact on the surface,
making these simple units potential candidates as molecular
qubit individually addressable by scanning probe techniques.
Results and discussion
The synthesis of crystalline VO(dpm)2 was achieved according
to an earlier reported procedure,31 operating under inert
atmosphere to avoid oxidation. VO(dpm)2, prepared in the
crystalline form and characterized by X-ray diffractometry (see
ESI†), presents a typical square pyramidal coordination (Fig. 1)
with a short V]O double bond (1.59 A˚ vs. an average of 1.964 A˚
for the V–O single bonds). Deviations from tetragonal symmetry
are already visible in the rst coordination sphere in both bond
lengths and bond angles. Given that the system crystallizes in
the monoclinic P21 space group, two sets of molecules with the
V]O directions forming an angle of 64.1 are present in the
crystal lattice. The strongly axial ligand eld produced by the
short V]O bond removes orbital degeneracy with the dxy orbital
being the lowest in energy and the only one to be half occupied.
Vanadyl systems are therefore well described by a spin S ¼ 1/2
with slightly anisotropic g tensor close to the free electron value.
The most abundant isotope of vanadium, 51V (99.75%), is
characterized by I ¼ 7/2 thus the S ¼ 1/2 doublet is further split
in 16 states by hyperne interaction as schematized in Fig. 1.
Magnetization dynamics
Themagnetization dynamics, investigated by AC-susceptometry
(see ESI†), of a polycrystalline sample of VO(dpm)2, hereaer
1bulk, revealed no imaginary component of the susceptibility in
zero static eld down to the lowest investigated temperature
(1.9 K). The application of a weak eld induced however slow
relaxation of the magnetization with the concomitant decrease
of the real component c0 and the appearance of a peak in c0 0
component (ESI Fig. S1†). In a eld of 0.2 T the entire magne-
tization of the system relaxed slowly and this eld was selected
to investigate the temperature dependence of the relaxation
time.
Maxima in c0 0 were observed up to 80 K for frequencies lower
than 10 kHz, as shown in Fig. 2a (ESI Fig. S2† for c0), evidencing
also a gradual increase in the width of the distribution on
lowering the temperature (see ESI and Fig. S3†). Such a high
temperature slow relaxation is usually observed in molecules
exhibiting strong magnetic anisotropy known as Single-Mole-
cule Magnet (SMMs), for instance in double-decker TbPc2
complexes,32 but clearly it has a different origin here. The data,
reproduced with the Debye model,33 allowed to extract the
relaxation time of the susceptibility, s, reported in Fig. 2b. It is
evident that s does not follow the Arrhenius behaviour, in
agreement with the lack of electronic/magnetic states that can
be thermally populated providing a path for the multiphonon
Fig. 1 Zeeman splitting of the S¼ 1/2, I¼ 7/2 manifold calculated with
the field applied along the largest hyperfine coupling component
(upper) and along the smallest (lower) (parameters in the text). Red
lines correspond to the observed X-band (n ¼ 9.62 GHz) EPR transi-
tions while in pale blue are drawn the potential low frequency transi-
tions at the avoided level crossings. In the inset themolecular structure
of VO(dpm)2.
This journal is © The Royal Society of Chemistry 2016 Chem. Sci., 2016, 7, 2074–2083 | 2075
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Orbach mechanism of relaxation.34,35 On the contrary the
temperature dependence of s can be reproduced by considering
different contributions to the relaxation rate:
s1 ¼ aT + bTn (1)
where the rst term (a ¼ 59  2 s1 K1) corresponds to the
direct mechanism, dominating at low temperature, and the
second one (b ¼ 0.052 s1 Kn) to a Raman-like, i.e. a multi-
phonon process involving virtual excited states.34 Interestingly
the exponent n¼ 3.22 0.02 is much smaller than the value of 9
or higher expected for the Raman process,35 but approaches the
value of 3 predicted in the case that both acoustic (lattice) and
optical (molecular) vibrations are involved in the process.34
To shed light on the mechanisms of magnetic relaxation the
AC susceptibility was investigated in a wide eld range, i.e. up to
8.8 T, for three different temperatures, 5, 10, and 15 K. Notice
that in this temperature range the direct process dominates as
indicated by the almost linear dependence of s1 on T. The
corresponding relaxation times are reported in Fig. 2c. The
initial increase of s for weak applied eld is followed by an
almost at region that extends up to ca. 4 T, followed by a rapid
decrease at higher elds. Data of Fig. 2c were reproduced
considering different relaxation mechanisms that can be active
in S ¼ 1/2 systems. According to the seminal work done by de
Vroomen et al. on the Cu2+ Tutton salt,36 two contributions to
the relaxation rate can be considered:
s1 ¼ sZ1 + sint1 (2)
The rst term represents the direct mechanism between the
two states split by the Zeeman energy, which is expected to
vanish in zero eld as a result of the Kramers theorem.37 In fact,
a pure and isolated S ¼ 1/2 should not be able to relax in zero
eld. The second term takes into account a sort of internal eld
whose origin can be either intramolecular (i.e. hyperne inter-
actions) or intermolecular (i.e. due to dipolar or exchange
interactions). The latter is responsible for the efficient relaxa-
tion in zero eld and presents, for the direct mechanism,38
a eld dependence that is similar to the Brons-van Vleck
formula developed to describe the Raman process in concen-
trated systems.39 Summing up the two contributions to the eld
dependence in eqn (2) the data of Fig. 2c have been reproduced
according to:
s1 ¼ cB4 þ d 1þ eB
2
1þ fB2 (3)
The rst term is the typical eld dependence of the direct
process for a S ¼ 1/2 spin and reects the fact that the larger is
the Zeeman splitting between the states the higher is the
density of phonons matching it. In the second one the d term
represent the zero eld relaxation rate, similar to the tunnelling
rate in SMMs,33 the f parameter takes into account the ability of
the external eld to suppress these mechanisms, while the e
parameter, strongly dependent on the concentration of the spin
centres, takes into account the eld effects on the relaxation of
interacting spins.39 The best-t values obtained with eqn (3) are
summarized in Table 1. The c parameter for T ¼ 5 K should be
considered with caution because only a small fraction of the
susceptibility is detected at such high elds. The eld range
where the relaxation remains slow is really remarkable, sug-
gesting that the direct mechanism of relaxation is not very
efficient.
In ESI Fig. S3 and S4† we also report the temperature and
eld dependence of the width of the distribution of relaxation
rate, respectively. The width is correlated to the parameter a of
the extended Debye formula (see ESI†). In general the
Fig. 2 (a) Frequency dependence of the imaginary component of the AC susceptibility of 1bulk in Bdc ¼ 0.2 T multiplied by temperature to be
readable in the whole 2–80 K temperature range. (b) Temperature dependence of the relaxation time of the magnetic susceptibility measured in
Bdc ¼ 0.2 T for the pure and the diluted samples of 1: two dispersions in polystyrene with 1 : 5 and 1 : 10 mass ratio and a 200 mM CH2Cl2 :
toluene frozen solution (see legend). The black solid line corresponds to the best-fit of 1bulk data using eqn (1), while the broken lines correspond
to simulation with Tn law. T1 for the diluted sample, extracted from pulsed EPR spectra, are shown for comparison. (c) Field dependence of the
relaxation time of the magnetic susceptibility of 1bulk and 1sol200 mM frozen solution sample (see legend). The solid lines represent the best fit
obtained with eqn (3). Best fit parameters are reported in Table 1.
2076 | Chem. Sci., 2016, 7, 2074–2083 This journal is © The Royal Society of Chemistry 2016
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distribution is quite narrow increasing up to 0.3 at the lowest
temperature (ESI Fig. S3†). The decrease of a with increasing
elds, see ESI Fig. S4,† is indicative that sint
1 is more sensitive
to the local environment, as indeed expected. The non-monot-
onous trend at low temperature suggests the presence also in
this powdered sample of a moderate phonon-bottleneck
effect.40
The long spin–lattice relaxation time of VO(dpm)2, above
10 ms at low temperatures, suggests that also decoherence
times can be comparatively long. The latter are however acces-
sible only by pulsed EPR techniques and require narrow lines
that can be achieved in diluted systems. Unfortunately, exten-
sive efforts to prepare the titanyl-based diamagnetic analogue
failed due to the instability of the mononuclear species
TiO(dpm)2 in favour of the dimeric one [TiO(dpm)2]2,41 thus
precluding the preparation of isomorphous crystalline solid
solutions. As an alternative, two dispersions of 1 in polystyrene
with mass ratio 1 : 5, 1PS1 : 5, and 1 : 10, 1PS1 : 10, as well as
a frozen 200 mM solution of 1 in a 2 : 3 CH2Cl2 : toluene
mixture (1sol200 mM), were prepared and investigated by AC
susceptometry (Fig. S5†). This was aimed at getting information
on the relaxation time of the magnetic susceptibility to be
compared to T1 extracted from pulsed EPR data. Even if
a reduced range of temperature and elds are accessible on the
diluted samples for instrumental reasons, it is well evident that
also diluted samples show slow relaxation of the magnetization
(Fig. 2b): polymeric dispersions are characterized by a relaxa-
tion rate which is ca. 20 times faster than bulk sample, with
minor difference between the two concentrations, suggesting
that matrix effects to the relaxation dominate over those
induced by dilutions. On the other hand, the low temperature
relaxation rate of the frozen solution is comparable to the bulk
phase but increases much faster on increasing temperatures.
The almost linear temperature dependence in the log(s) vs.
log(T) plot of Fig. 2b allowed to analyse the data as s1 f Tn,
with n ¼ 1.49  0.04 for 1PS1 : 5 and n ¼ 1.86  0.04 for
1sol200 mM. Exponents larger than one for the direct mechanism
are generally attributed to spin–phonon bottleneck effects,34
which are expected to be more relevant for these samples that
have a small contact-surface with the helium bath than the
ground microcrystalline powder of the bulk sample.40 The eld
dependence of s of 1sol200 mM was also investigated at T ¼ 5 K
(see Fig. 2c) and revealed the same wide plateau observed in the
bulk phase, thus indicating that, despite some matrix effects,
this interesting feature is an intrinsic property of the structure
of the molecule. Unfortunately, a more direct comparison
between the parameters reported in Table 1 for bulk and diluted
samples would only be possible for a solid crystalline solution.
Continuous wave and pulsed EPR spectroscopy
The low temperature CW-EPR X-band spectrum of a frozen
1 mM solution of 1 (1sol1 mM) is shown in Fig. 3a. Similar
features are observed for the other investigated samples (1bulk,
1PS1 : 5, 1PS1 : 10, and 1sol200 mM spectra available in ESI
Fig. S6†), the effect of concentration being mirrored by the
narrowing of the EPR lines when going from pure sample to
dispersions and frozen solutions. On the other hand, the posi-
tion of the lines is not varying, indicating that the spin Hamil-
tonian parameters, and then the electronic structure, are
maintained in different environments.
The spectra clearly show the features due to the anisotropic
hyperne coupling of the electron spin to the I ¼ 7/2 nuclear
spin of 51V: at the high and low eld extreme region, peaks due
to the parallel components of the hyperne structure are
observed, whereas in the centre the closely spaced perpendic-
ular ones are evident, as schematized by the resonant elds in
Fig. 1.
Spectral simulations were performed42 on the basis of the
following spin Hamiltonian:
H ¼ Iˆ$A$Sˆ + mBSˆ$g$B (4)
providing as best-t parameters: gx ¼ 1.9880(2); gy ¼ 1.9815(3);
gz ¼ 1.9490(2) and Ax ¼ 0.0056(1) cm1 (167.9 MHz); Ay ¼
Table 1 Best-fit parameters of eqn (3) used to reproduce the field
dependence of the magnetization relaxation rate of 1bulk measured at
the three investigated temperatures and of 1sol200 mM at 5 K (last row)
T (K) c (T4 s1) d (s1) e (T2) f (T2)
5 0.96  0.04 2060  180 7.6  0.7 240  30
10 0.73  0.01 3460  150 7.6  0.4 179  12
15 0.97  0.03 5740  270 15.1  0.9 190  16
5 2.00  0.11 3600  550 13.7  1.4 160  40
Fig. 3 (a) Echo detected (black trace) and CW (red trace) experimental
EPR spectra of 1sol1 mM, measured at 5 K, and best simulations (dotted
traces). The arrow marks the field position of T1 and Tm determination.
(b) Temperature dependence of T1 and Tm for 1sol1 mM sample. Full
symbols refer to experiments of echo saturation by fast repetition,
empty ones to inversion recovery experiments (see ESI† for details).
The solid line corresponds to the best-fit of the high temperature data
with T1 f T
n.
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0.0063(3) cm1 (190.4 MHz); Az ¼ 0.0170(2) cm1 (509.6 MHz).
These parameters are in the range previously reported for VO2+
b-diketonate-type derivatives43,44 and are consistent with the
slight structural rhombicity observed by X-ray diffractometry.
These spin Hamiltonian parameters have been employed to
draw the Zeeman diagrams reported in Fig. 1.
An echo-detected eld-swept EPR spectrum (EDFS) was
recorded using the standard Hahn sequence (see ESI†) for
1sol200 mM, 1sol1 mM, and 1PS1 : 10 diluted samples (Fig. 3a and
ESI Fig. S7†). The observation of a spin-echo is a rst indication
that quantum coherence is observed in these samples. Further,
the same spin Hamiltonian parameters used for the simulation
of the CW spectrum yielded good simulations of the EDFS
spectrum, conrming that the entire VO(dpm)2 sample is
experiencing the detected coherence.
Determination of the potential applicability of diluted
samples of 1 as molecular qubit was performed by measuring
the coherence time, Tm, as a function of temperature and eld
position for 1sol1 mM to reduce spin–spin interactions. To
maximize the observed echo the temperature dependence of Tm
has been investigated on the so-called powder like line evi-
denced by an arrow in Fig. 3a.
The echo decay traces (Fig. 4a) were then tted using
a stretched-exponential equation:
y ¼ y0 + km exp[(2t/Tm)bm] (5)
It is evident that between 4 K and 80 K the resulting Tm
values (Fig. 3b) are almost temperature independent (varying
from 2.7 ms to 2.1 ms). Above 80 K the soening of the solvent
glassy matrix, and consequently of the tert-butyl groups of the
ligands, opens new relaxation pathways leading to the loss of
echo above 110 K. The temperature dependence of bm param-
eter essentially follows the same pattern, being slightly larger
than 1 at 5 K and approaching a mono-exponential decay above
80 K (Fig. S8†). This behaviour suggests that decoherence is
essentially dominated by physical motions of the magnetic
nuclei.45
In agreement with the long coherence time observed at low
temperature, Rabi-like oscillations of the echo intensity were
observed for 1sol1 mM in nutation experiments performed at
different microwave powers as shown in Fig. 4b, where the
observed linear dependence of the Rabi oscillation on the
intensity of the oscillating eld is reported in the inset. This
indicates the possibility of creating any arbitrary superposition
of states, thus fullling one of the two main requirements for
creating universal quantum gates.46
Since earlier studies revealed strong correlation between the
spin–lattice relaxation time T1 and Tm for some molecular
species candidate for quantum information processing
(QIP),26,30 we determined the temperature dependence of T1
between 5 K and 110 K in 1sol1 mM, for which the AC suscepti-
bility technique does not have the necessary sensitivity.
Given the large range of relaxation times two different
experimental procedures were applied: at low temperature (5–
60 K) the echo saturation by fast repetition, suitable for long
relaxation times47 was used, whereas at higher temperature the
standard inversion recovery procedure was applied (see ESI† for
details). Saturation recovery traces have been tted using the
following equation:
y ¼ y0 + k1 exp(t/T1)b1 (6)
with best-t stretched parameter b1 being in the range 0.6–0.9
in the investigated temperature range (ESI Fig. S9†). The results
(Fig. 3b), consistent with those previously reported by Eaton
et al. for VO(acac)2 in H2O:glycerol solution,43 indicate that quite
long values of T1 are observed at low temperature (50 ms at 4 K)
and on heating T1 tends toward Tm (6 ms at 110 K). Interestingly,
a Tn dependence with n ¼ 3.2  0.2 is observed above 40 K,
with a gradual decrease of n at lower temperatures, in agree-
ment with AC susceptibility results.
To have a more quantitative comparison we also measured
the temperature dependence of the spin–lattice relaxation time
for 1sol200 mM by pulsed EPR: the obtained results are consistent
with those obtained by AC susceptibility (Fig. 2b), conrming
that the two techniques are actually probing the same process.
As a nal test to establish whether this molecule maintains
its long decoherence time in a solid matrix not affected by the
melting of the frozen solution we measured the temperature
dependence of relaxation times for 1PS1 : 10. Remarkably, for
Fig. 4 (a) Pulsed EPR Hahn echo decay traces for 1sol1 mM at different
temperatures recorded at 343 mT. In the inset the employed pulse
sequence. (b) Rabi oscillations for 1sol1 mM recorded at 4.3 K at 10 dB
microwave attenuation. The change in oscillations observed at tp >
400 ns is due to the interaction between the electron spin and
surrounding protons.48 In the inset the Rabi frequency (UR) vs. oscil-
lating field intensity superimposed to the linear best-fit.
2078 | Chem. Sci., 2016, 7, 2074–2083 This journal is © The Royal Society of Chemistry 2016
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this relatively concentrated sample it is possible to observe an
echo andmeasure Tm up to 220 K (Fig. S10†). In particular while
Tm is 0.36 ms at 4.3 K, i.e. about one order of magnitude faster
than for 1sol1 mM, at the highest measured temperature a Tm
value of 0.1 ms could be determined.
Deposition on Au(111) and in situ characterization
The high volatility of VO(dpm)2 was here exploited to obtain
thick lms as well as sub-monolayer (ML) deposit assembled on
the Au(111) surface. A complete in situ X-ray photoelectron
spectroscopy (XPS) and low temperature scanning tunnelling
microscopy (STM) characterization was carried out, while the
stability of the sample toward oxidation was investigated by
exposing a thick lm to air. Fig. 5 reports the STM topography
obtained at T ¼ 30 K for sub-ML coverage. As observed for other
complexes with dpm ligands,49,50 the molecules weakly interact
with the substrate and form patches of variable size constituted
by regularly packed molecules. The islands present regular
boundaries maintaining the herringbone modulation of the
gold substrate. Sub-molecular resolution was hard to achieve
inside the patches, though isolated features were visible at the
kinks of the herringbone structure.
The height of the molecular layer is 0.27  0.02 nm (ESI
Fig. S12†), in good agreement with similar deposits obtained
with iron b-diketonate complex,49 though no reports are avail-
able on VO(dpm)2. By increasing the deposition time full
coverage was achieved: regularly packed molecules still
revealing the herringbone structure underneath were found
(ESI Fig. S13†). Interestingly, as in the case of Fe(dpm)3,49 no
additional molecular layer can be deposited at the employed
low deposition rates (see ESI†).
In order to check if the complex is intact on the surface, the
full monolayer deposit was investigated by XPS, revealing the
presence of the expected elements (see Fig. 6).
The observed broad O 1s peak around 532 eV was reproduced
by considering two components. The smaller one at 531.3 eV
was attributed to the oxygen of the vanadyl group (OV]O), in
good agreement with what observed for vanadyl phthalocya-
nine, VOPc, on Ag(111),51,52 while the larger one at 532.1 eV, was
associated to the oxygen atoms of the two dpm ligands (OC]O).
The ratio of the area of the two peaks is close to 1 : 4, as expected
for the stoichiometry of the molecule, thus conrming the
integrity of the complex on surface. An analogous analysis
allows to distinguish three components contributing to the C 1s
region: the carbonylic carbon (287.2 eV), methyl carbon
(285.4 eV) and the third one regrouping the remaining carbons
(CH, CC, at 284.6 eV).
Even more interestingly the vanadium photoelectron peaks
allowed to provide specic hints on the oxidation state of this
element and thus on possible interaction with the metal
surface. The V 2p3/2 was observed at 516.4 eV, showing
a distance to the oxygen peak DE(OV]O 1s  V 2p3/2) of 14.9 eV
which well compares with that observed in VOPcmonolayer and
multilayers (DE(OV]O 1s  V 2p3/2) ¼ 14.6 eV).51 A semi-quan-
titative analysis of the composition according to the integrated
peak signals gave for the three investigated elements the molar
composition C ¼ 81  4%, O ¼ 16  1%, V ¼ 2.6  0.6% that
well compares with the theoretical one (C ¼ 78.6%, O ¼ 17.9%,
V ¼ 3.6%).
These observations indicate that the VO(dpm)2 molecules
can be deposited intact on the surface and features a weak
interaction with the gold substrate as the only occupied
d orbital, dxy, is expected to lie at with limited overlap with the
substrate orbitals. A similar scenario was observed for copper(II)
phthalocyanine molecules that are known to retain their
unpaired electron in the dx2y2 orbital.53 In the vanadyl deriva-
tive VOPc the metal atom is slightly above the plane of the
equatorial oxygen atoms; the distance of the metal ion from the
surface is therefore further increased thus reducing the inter-
action with the substrate. It is thus not surprising that
Fig. 5 STM images of a sub-monolayer deposition of VO(dpm)2
measured at 30 K. Bias voltage ¼ 2 V (empty states), tunnelling
current¼ 5 pA. The scanned regions are 150 150 nm2 in (a) and 60
60 nm2 in (b) and the bars correspond to 50 nm and 10 nm,
respectively.
Fig. 6 XPS spectra of a monolayer coverage of 1 on Au(111). The O 1s
and V 2p regions are shown in (a) while the C 1s region in (b). Filled area
and lines represent the best fit components and resulting spectra,
respectively.
This journal is © The Royal Society of Chemistry 2016 Chem. Sci., 2016, 7, 2074–2083 | 2079
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synchrotron-based experiments on monolayers of VOPc on
Ag(111)51 detected a substantially unchanged magnetism of the
S ¼ 1/2 of VIV compared to thicker lms. It is therefore
reasonable to envisage that VO(dpm)2 molecules retain their
paramagnetic nature when in contact with the gold substrate.
This system represents therefore an appealing alternative to the
use of N-donors phthalocyanine- and porphyrin-based systems
for deposition on surfaces, though VO(dpm)2 lms resulted
somehow instable in air: ex situ prepared thick lms of about
150 nm showed a partial surface oxidation as suggested by the
decrease in the (DE(OV]O 1s  V 2p3/2)) value accompanied by
a progressive shi of the V 2p peak (ESI Fig. S14†).
Comparison with other molecular spin qubits
AC-susceptometry is currently widely employed to evidence slow
relaxation in SMMs characterized by easy axis anisotropy and
large magnetic moments; however, Luis et al.54 have recently
used this technique to characterize in detail the dynamics of
a pseudo spin-doublet resulting from the large easy plane
anisotropy of the S¼ 3/2 of CoII in Co(acac)2(H2O)2.54 The role of
hyperne interaction and of the coupling of the nuclear spins
with the phonon bath has been found to contribute to the
opening of relaxation pathways otherwise forbidden in zero
eld for a pure S¼ 1/2 due to time reversal symmetry. VO(dpm)2
corresponds exactly to the hyperne-split S¼ 1/2 model recently
developed54 and indeed analogies in the magnetic behaviour of
the two molecular systems are observed. In zero static eld the
hyperne interaction with the I ¼ 7/2 gives origin to two sets of
states characterized by F ¼ |S  I| with multiplicity 9 and 7,
respectively, as can be observed in Fig. 1. The isotropic hyper-
ne coupling is responsible for the gap between F ¼ 4 and F ¼ 3
states, which are however further split by the anisotropic
components of the hyperne tensor (see eqn (4)). The applica-
tion of a weak static eld has a different effect when applied
along the molecular z direction, the one of largest hyperne
interaction corresponding to the V]O bond direction, or
perpendicular to it, as also indicated in the eigenvectors
composition (ESI Fig. S15†).
If similar features were already observed in the Co(acac)2-
(H2O)2 pseudo-spin S ¼ 1/2 system, some striking quantitative
differences are evident. The rst one is that the relaxation time
remains long over a wide eld range, ca. 30 times larger in
VO(dpm)2 compared to the Co
II derivative. At 5 K, where the
relaxation is still governed by the direct mechanism, the relax-
ation rate starts to grow above 3 T, to be compared to the drastic
0.1 T upturn observed for CoII at 1.8 K.54 The comparison with
early works on the dynamics of CuII spins36 conrms that the
eld stability of slow relaxation of VO(dpm)2 is unprecedented.
This is extremely appealing for technological applications as it
allows to exploit higher frequencies to coherently manipulate
the spins, e.g. at W-band, corresponding to 95 GHz, with
signicant improvement of sensitivity. Moreover, working at W-
band was also shown to increase Tm in samples of Yb
3+ diluted
in CaWO4, though at the same time the larger eld was found to
reduce T1. This serious drawback of the use of high frequencies
is not expected for VO(dpm)2.55
The origin of the striking difference between the two
compounds can be associated to the reduced efficiency of the
direct mechanism of relaxation, which relies on the spin–
phonon coupling. The latter is mediated by the spin–orbit
coupling, which is signicantly lower for such a light transition
metal as vanadium. As a result, T1 of VO(dpm)2 remains long
over a wide temperature range. For instance, a relaxation time
of 2 ms is observed at 6 K for diluted Co(acac)2(H2O)2 but at
temperatures as high as 40 K in concentrated VO(dpm)2. The
anomaly arises from the small exponent of the Tn dependence
of the Raman-like mechanism of relaxation. Such low expo-
nents are relatively common for S¼ 1/2 states with small orbital
contributions comprising light elements and have been asso-
ciated to the so character of the molecular lattices.35,56
It is also interesting to compare the measured decoherence
times with those of other molecules proposed as potential
molecular qubits. Among similarly investigated electron spin-
qubits of vanadium, we note that the Tm values observed for
a frozen solution of VO(dpm)2 are slightly longer – in the whole
investigated temperature range – than those reported for
a dispersion in protiated solvents at the same concentration of
a vanadium complex with nuclear-spin free ligands:27 this is of
particular interest, since in our case an evaporable system
containing a large number of protons has been chosen without
optimizing the ligand to reduce the number of nuclear spins.
We have in fact conrmed that the ligand hydrogen magnetic
nuclei play the dominant role in the relaxation by investigating
the coherence time of VO(dpm)2 diluted in deuterated solvents.
A substantially unchanged Tm was detected (Fig. S11†), in
contrast to the improvement of at least an order of magnitude of
Tm45,47 expected upon solvent deuteration when nuclei ip-ops
of the latter dominate the decoherence process.
The observed decoherence times for VO(dpm)2 are also
comparable, despite the higher concentration of our samples,
to those reported by Warner et al.28 for a 0.1% diluted lm of
CuPc (2.1 vs. 1 ms at 80 K, if one consider the frozen solution
1sol1 mM, 0.16 vs. 1 ms if one consider the 1PS1 : 10). We must
stress that the processability and the surface stability of this b-
diketonate complex are comparable to those of metal porphy-
rins, without the drawback of introducing 14N magnetic nuclei.
This is not only relevant for reducing the efficiency of deco-
herence; as suggested by Freedman et al.,27 the well-dened
hyperne states of vanadium ions coordinated by non-magnetic
nuclei can be used to investigate multiple quantum coherence.
It is interesting to notice that in the Zeeman diagram of Fig. 1
pronounced level anti-crossings with gaps of the order of 0.5–1
GHz are observed at low longitudinal magnetic eld. These
transitions (in pale blue in Fig. 1), also known as clock transi-
tions, are inherently robust to external perturbations because
their effective g is practically zero and therefore are weakly
affected by changes in the local eld. Enhanced coherence time
for these clock transitions have been recently observed in Bi
doped silicon enriched in 29Si nuclei.57 Similar effects should be
observable at the molecular level in VO(dpm)2 for which clock
transitions are expected at elds where the magnetization
dynamics is already rather slow.
2080 | Chem. Sci., 2016, 7, 2074–2083 This journal is © The Royal Society of Chemistry 2016
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On the other hand, when Tm of VO(dpm)2 is compared with
relaxation times for a copper dithiolate complex with deuter-
ated PPh4
+ cation reported by van Slageren et al.26 it is found to
be an order of magnitude shorter: this might be attributed both
to the larger concentration of the electronic spins in our system
as well as to the large number of mobile protons present on the
ligand. Further, the use of Q-band frequency, as done by van
Slageren et al., is expected to increase Tm of VO(dpm)2 as well as
its T1.
Conclusions
We have shown here that a more rational search for potential
qubits can signicantly benet from the combination of AC
susceptometry with pulsed EPR techniques. This multi-
technique approach is of particular relevance to dene synthetic
strategies because the optimization of T1, in terms of both
temperature and eld dependence, is mandatory for the reali-
zation of molecular spin qubits that can be operated at room
temperature. AC susceptibility gives easily access to the eld
dependence of T1, in contrast to EPR, which relies on the
resonance condition. Though T1 extracted with the two tech-
niques are exactly the same only in the case of a S ¼ 1/2 with no
hyperne splitting, a close relation exists also for systems with
more than two levels. The simple molecule we have picked up
with this approach, though not yet optimized for coherent
manipulation of the spin state, presents state-of-the-art phase
memory times combined with additional interesting features.
The spin–lattice relaxation remains slow even in strong elds,
allowing the use of higher frequencies for coherent spin
manipulation without losses in performances.
A particularly low efficient spin–phonon coupling appears to
be at the basis of this behaviour and the potentially positive role
played by the strong V]O bond needs to be further investigated
by extending the approach developed here to other and more
promising systems.27,29 Ab initio modellization of the spin
relaxation could also help to identify which structural features
can favour long T1, and consequently long Tm, at high
temperature.
Even if the crucial aspect of qubits entanglement has not
been addressed in this work it can be easily achieved through
connection of b-diketonate pockets in more complex architec-
tures.58,59 This approach has already been successfully employed
to couple different spin centers60 and to address them individ-
ually in resonance experiments in particular in lanthanide
polynuclear complexes thanks to their signicantly different g-
factors.61
Of great relevance is the possibility to obtain monolayers of
ordered arrays of intact VO(dpm)2 molecules, retaining their
paramagnetic nature thanks to the reduced interaction of the
orbital carrying the unpaired electron with the substrate.
Metallic nanostructures can be easily decorated with a mono-
layer of ordered VO(dpm)2 molecules, allowing to investigate
the response of an ensemble of identical molecular qubits,
whose size can be easily controlled by lithographic exposure of
the metallic substrate. Thin lms of VO(dpm)2 could be evap-
orated directly on a m-SQUID to detect by AC susceptometry the
effects of surface connement on the dynamics of the magne-
tization, as already done on SMMs.62 Our low temperature STM
investigation suggests that VO(dpm)2 could be also a good
candidate to investigate quantum coherence at the single
molecule level thanks to the recently developed approach based
on spin-polarized scanning tunnelling microscopy, employed at
very low temperature on single Fe atoms deposited on a MgO
surface.63
Combining the optimization of T2 in nuclear spin free
environments with the possibility to control the spin–lattice
relaxation through a rational synthetic design is foreseen to
boost the interest for molecular spin systems as potential
qubits.
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Synthesis and samples preparation. The whole synthesis was performed in inert atmosphere 
following a reported procedure.
1
 Vanadium sulphate tetrahydrate (0.5 g, 2.13 mmol) was dissolved 
in 4 ml of H2O milliQ and 8 ml of EtOH with magnetic stirring. Hdpm (1 g, 5.45 mmol) was added 
and the solution quickly became dark green. Finally, 3 ml of sodium carbonate 0.1 M was mixed 
with the solution and a solid appeared immediately. The latter was filtered out and washed with 
water. The powder was purified by sublimation thanks to which we obtained long green crystals. 
Anal. Calcd. (found) for [C22H38O5V]: C, 60.96 (61.07); H 8.84 (9.00). Crystals were checked by 
X-ray diffraction and resulted to correspond to the structure available in the Cambridge Structural 
Database record CCDC 230339.
1
  
Diluted samples were also prepared to evaluate the effect of intermolecular interactions on 
magnetization dynamics. Glassy dispersions were obtained by dissolving VO(dpm)2 in a 2:3 
toluene:CH2Cl2 solution to obtained a glass at low temperature or by dispersing the complex in 
polystyrene films.  
 
AC susceptometry. A Quantum Design PPMS equipped with AC susceptibility probe (working in 
the range 10 Hz- 10 kHz) and a Quantum Design MPMS SQUID magnetometer (0.1 Hz - 1 kHz), 
have been used to measure the magnetic susceptibility over an extended frequency. The higher 
sensitivity of the latter set-up allowed to characterize the diluted samples. A variable static field was 
applied parallel to the oscillating field.  
Through the Debye model (equation 1) we extrapolated the relaxation time, , and the width of the 
distribution of the relaxation time, . 
 
 𝜒
′′(𝜔) = (𝜒𝑇 − 𝜒𝑆)
(𝜔𝜏)1−𝛼 cos (
𝜋𝛼
2 )
1 + 2(𝜔𝜏)1−𝛼 sin (
𝜋𝛼
2 ) +
(𝜔𝜏)2−2𝛼
 (eq.1) 
 
where ’’() is the imaginary susceptibility,  the angular frequency, T the isothermal 
susceptibility and S the adiabatic susceptibility. 
 
 
 
3 
 
b 
 
 
 
 
 
Figure S1. Frequency dependence of the real (’) and imaginary (’’) susceptibility of VO(dpm)2 
bulk with static magnetic fields varying between 0 and 8.8 T.  (a) and (b): at 5 K; (c) and (d): at 10 
K; (e) and (f): at 15 K. 
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Figure S2. Frequency dependence of the real susceptibility ’ (a) and of imaginary susceptibility 
’’ (b) of VO(dpm)2 bulk as a function of temperature between 1.8 and 80 K in a static applied field 
of 0.2 T. 
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Figure S3. Width of the distribution of the relaxation time for VO(dpm)2 bulk, extrapolated by the 
Debye model through the  parameter, as a function of the reciprocal temperature in Bdc=0.2 T. 
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Figure S4. Width of the distribution of the relaxation time, extrapolated by the Debye model 
through the  parameter, as a function of the magnetic field, both for the bulk at 5, 10, 15 K, and 
for the 200 mM solution of VO(dpm)2 at 5 K. 
 
 
 
 
Figure S5. Frequency dependence of the real susceptibility ’ (a) and of imaginary susceptibility 
’’ (b) of a 200 mM VO(dpm)2 solution in CH2Cl2-toluene 1:2 as a function of the magnetic field 
between 0 and 5 T at 5 K. 
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EPR Spectroscopy. CW X-Band EPR spectra of all samples were recorded on a Bruker Elexsys 
E500 spectrometer equipped with a SHQ cavity ( = 9.47 GHz, Florence). Low temperature 
measurements were obtained using an Oxford Instruments ESR900 continuous flow helium 
cryostat. Pulsed EPR measurements (1PS1:10, 1sol200mM, 1sol1mM, 1sol1mM
D
) were performed with a 
Bruker Elexsys E580 at X-band (Turin,  = 9.75 GHz) equipped with a flexline dielectric ring 
ENDOR resonator (Bruker EN 4118X-MD4). Temperatures between 4 and 200 K were obtained 
with an Oxford Instruments CF935 continuous flow helium cryostat. Typical pulse lengths were 16 
ns (/2) and 32 ns ().  For Echo detected field swept EPR spectra, the Hahn Echo pulse sequence 
(/2—td—— td—echo), with fixed interpulse delay time td=200 ns, was applied while sweeping 
the magnetic field. 
Phase memory times measurements were obtained by measuring the primary echo decay with 
varying interpulse delay starting from td=98 ns at a fixed magnetic field. Spin–lattice-relaxation 
times were measured using the standard inversion recovery sequence (—tw—/2— td—— td—
echo) and by observing the variation of the amplitude of the primary echo as a function of the 
repetition rate (echo saturation by fast repetition). This second method was find to be more 
convenient at low temperature (T<40 K) due to the very long T1 of the sample. Nutation 
measurements were performed with a nutation pulse (tp) of variable length followed by a Hahn echo 
sequence (tp-tw—/2— td—— td—echo) with tw =7 s, td=200 ns and different pulse powers. The 
pulse length varied depending on the attenuation level of B1. For 2 dB attenuation, the second and 
third pulses used were 10 and 20 ns in length. For 6 dB attenuation, 16 and 32 ns pulse lengths were 
used, and for 10 dB attenuation the second and third pulses were 26 and 52 ns in length 
respectively. 
CW and Echo-detected spectra were simulated with Easy-Spin.
2
 Errors of fit parameters (g and 
hyperfine values) were estimated by eye. Tm relaxation data were normalized to the first 
measurement point and fitted with Origin; indicated deviations correspond to the standard errors. 
Phase memory times (Tm) were extracted from fitting (stretched) exponentials, equation (4), to the 
Hahn echo decay curves. Experimental data of longitudinal relaxation times were fitted with a 
stretched exponential decay, equation (5). 
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Figure S6. CW-EPR X-band spectra at 5 K for the bulk sample, the PS dispersion (1:5 and 1:10) 
and the frozen 1mM solution of VO(dpm)2. The dotted lines evidence the coincidence of the 
resonant fields in the different samples. 
 
 
 
 
Figure S7. Echo detected field swept EPR spectra of VO(dpm)2  dispersed into PS (1:10), in a 1 
mM deuterated solution, in a 1 mM protic solution and in a 200 mM protic solution. All the spectra 
were recorded at 5 K, except for the concentrated solution one, that was measured at 10 K due to 
receiver saturation at 5 K. 
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Figure S8. Temperature dependence of the best fit values of the stretching parameter m for 
VO(dpm)2  in a 1 mM CH2Cl2-toluene frozen solution. 
 
 
 
 
Figure S9. Best fit values of the stretching parameter 1, as a function of temperature for VO(dpm)2  
in a 1mM CH2Cl2-toluene frozen solution. The spin-lattice relaxation time was measured with echo 
saturation by fast repetition for low temperatures (black squares) and with inversion recovery mode 
for higher temperatures (red squares). 
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Figure S10. a) Temperature dependence of Tm values for VO(dpm)2 dispersed in PS (1:10), 
evaluated at resonant fields corresponding to parallel and perpendicular transitions between 
different hyperfine sublevels (B=289.8 mT: parallel, mI=-7/2; B= 308.8 mT parallel  mI=-5/2; 
B=329.5 mT perpendicular mI=-5/2; B=357.0 mT perpendicular mI= 5/2; B=384.6 mT parallel 
mI=3/2; B=423.8 mT parallel mI=7/2). b) Comparison of T1 values of the central line measured 
with echo saturation by fast repetition (purple squares) and inversion recovery mode (black 
triangles). 
 
 
 
 
Figure S11. Comparison of the phase memory time Tm measured at 346 mT for protic and 
deuterated 1mM solution of VO(dpm)2. 
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UHV deposition and characterization. The ML and sub-ML deposition and characterization of 
VO(dpm)2 films were performed in situ. The substrate employed was an Au(111) single crystal. The 
surface was cleaned by repeated Ar
+
 sputtering (2 µA, 1 keV) and annealing (720 K) cycles. 
Considering that VO(dpm)2 like other β-diketonates shows high volatility,
3
 the sublimation was 
performed in a dedicated preparation chamber with a base pressure of 1×10
−7
 mbar; this chamber is 
directly connected to the XPS and STM chambers. Low coverages were obtained by keeping the 
molecular powders, hosted in a quartz crucible, at room temperature. The comparison of the STM 
and XPS characterization of an in situ monolayer deposition performed by heating the powders (at 
373 K, where a rate is observed by QCM) or leaving them at room temperature, proves that there is 
no difference between the two. During the sublimation, the substrate was kept at room temperature. 
A K-type thermocouple, buried into the molecular powder, allowed for temperature control. 
The thick film was prepared in a home-made evaporation chamber, and transferred to the XPS 
chamber using a glove bag filled with nitrogen. The sublimation was performed on top of a 
polycrystalline Au film evaporated on Mica. Preliminarily to the sublimation a hydrogen flame-
annealing procedure was adopted in order to clean the ex situ prepared substrate. The deposition 
was performed using the same evaporator as for the monolayer coverage but the powders were 
heated at 373 K.  
The STM images were obtained by an UHV scanning tunneling microscope (Omicron VT-STM) 
operating at 30 K in the constant current mode with electrochemically-etched W tips. The applied 
tip bias voltage and the tunneling current of each image are given in the figure caption. 
The height estimation of the VO(dpm)2 molecules was carried out by plotting the height distribution 
of selected regions (see highlighted areas Figure S12). The measured heights of each region were 
then fit with two Gaussian functions, one for molecular domains and a second for the background. 
The height of the molecular domain is estimated as the difference between the peak positions of the 
two distributions. We then computed the mean height value averaging over the five considered 
areas. The error on the mean value, s, is then given by 
𝑠 = √
∑ 𝜎𝑘
2𝑁
𝑘=1
𝑁 − 1
 
where σk is the standard deviation of height computed for the k-th area and N is the total number of 
the considered values. 
XPS measurements were carried out in an UHV chamber with a base pressure in the low 10
−10
 mbar 
range. The chamber is equipped with a SPECS Phoibos 150 electron analyzer, a standard Al source 
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and a monochromatic Al X-ray source. The X-ray sources were assembled at 54.44° with respect to 
the analyzer. For the characterization of the monolayer deposition, we used the monochromatic Al 
source operating at a power of 100 W (13 kV and 7.7 mA).  The characterization of the thick film 
was performed with a standard Al source with a power of 260 W (13 kV and 20 mA). The pass 
energy was set to 40 eV for all the experiments.  
The monolayer was subjected to differential charging and the Au 4p3/2 peak present the same shift 
as the main ones of the molecule (O 1s, V 2p, C 1s).  Performing the calibration using the Au 4p3/2, 
the position of the main peak of C 1s was 285.4 eV. In order to use the same calibration for the thin 
and the thick film, being the Au 4p 3/2 not visible, the methyl C 1s at 285.4 eV signal has been used 
as a reference to correct the charging effect. 
XPS data analysis have been performed by removing the inelastic background by means of the 
Shirley method
4
 and then deconvoluting the experimental spectra using mixed Gaussian and 
Lorentzian line shapes for each component in the spectra. In the case of V 2p component the 
adopted method resulted in line with previous literature reports.
5
 The background for the O 1s peak 
was obtained by subtracting also the contribution of the Au 4p 3/2 peak at 547 eV. 
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Figure S12. a) and b) are STM images of a sub-monolayer deposition of VO(dpm)2 measured at 
30K, already reported in Fig. 5. The zones into the frames are the ones used for the evaluation of 
the height distribution. c) is the enlarged view of zone 3 in a), and d) is its height distribution.  
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Figure S13. STM image of a monolayer deposition of VO(dpm)2 measured at 30 K. Bias = -2 V, 
current = 5 pA. a) 200x200 nm region. b) 100x100nm region, zoom of the precedent. The scale bar 
are 50 nm (a) and 30 nm (b). 
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Figure S14. Comparison of O 1s and V 2p XPS spectra of the monolayer and thick film. The thick 
film of 150 nm was prepared ex situ and transferred into the XPS chamber using a glove bag filled 
with nitrogen; the monolayer was prepared and kept in situ. The thick film was exposed to air for a 
variable time reported in the legend.  
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Compositions of the eigenstates of the S=1/2, I=7/2 coupled system. 
 
 
Figure S15. Eigenstates composition at two different magnetic fields (10 and 100 mT) applied 
parallel and perpendicular to the largest hyperfine coupling component calculated with the spin 
Hamiltonian of eq. 3 of main text (see text for parameters). The basis has been selected as the 
projection along the field direction. The red lines separate basis-states with projection of the spin 
parallel (H+) and antiparallel (H-) to the external field.  
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