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CODIMENSION ONE THRESHOLD MANIFOLD FOR THE CRITICAL
GKDV EQUATION
YVAN MARTEL, FRANK MERLE, KENJI NAKANISHI, AND PIERRE RAPHAE¨L
Abstract. We construct the “threshold manifold” near the soliton for the mass critical
gKdV equation, completing results obtained in [21] and [22]. In a neighborhood of the
soliton, this C1 manifold of codimension one separates solutions blowing up in finite time
and solutions in the “exit regime”. On the manifold, solutions are global in time and converge
locally to a soliton. In particular, the soliton behavior is strongly unstable by blowup.
1. Introduction
1.1. General setting. We consider the mass critical generalized Korteweg–de Vries equation:
(gKdV)
{
ut + (uxx + u
5)x = 0, (t, x) ∈ [0, T )× R,
u(0, x) = u0(x), x ∈ R.
(1.1)
The Cauchy problem is locally well posed in the energy space H1(R) from Kenig, Ponce
and Vega [10, 11]: given u0 ∈ H
1, there exists a unique1 maximal solution u(t) of (1.1) in
C([0, T ),H1) and
T < +∞ implies lim
t→T
‖ux(t)‖L2 = +∞. (1.2)
Moreover, H1 solutions satisfy the conservation of mass and energy:
M(u(t)) =
∫
u2(t) =M0, E(u(t)) =
1
2
∫
u2x(t)−
1
6
∫
u6(t) = E0.
Equation (1.1) satisfies the following symmetries : if u(t, x) satisfies (1.1), then, for all
(λ0, x0, t0) ∈ (0,+∞)× R× R, ±λ
1
2
0 u(λ
3
0(t− t0), λ0(x− x0)) also satisfies (1.1).
Recall that the traveling wave solutions of (1.1) have (up to the above symmetries) the
following form
u(t, x) = Q(x− t)
where Q is the ground state solitary wave
Q(x) =
(
3
cosh2 (2x)
) 1
4
, Q′′ +Q5 = Q.
Recall also the sharp Gagliardo-Nirenberg inequality, [37]:
∀v ∈ H1,
∫
v6
6
≤
∫
v2x
2
( ∫
v2∫
Q2
)2
. (1.3)
From this inequality and the conservation of mass and energy, H1 initial data with subcritical
mass ‖u0‖L2 < ‖Q‖L2 generate bounded (in H
1) and thus global solutions.
1in a certain sense, e.g., u ∈ L5xL
10
t locally in time is sufficient for the uniqueness.
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The study of singularity formation (existence and behavior of blow up solutions) for H1
initial data with mass slightly above the minimal mass
‖Q‖L2 ≤ ‖u0‖L2 < ‖Q‖L2 + α
∗ for α∗ ≪ 1, (1.4)
was initiated in [17, 18, 25, 19, 20] and then continued in more recent works [21, 22, 23].
Now, we recall the main result from [21, 22]. Define the two dimensional soliton manifold
Q =
 1
λ
1
2
0
Q
(
.− x0
λ0
)
; λ0 > 0, x0 ∈ R
 ,
and the L2 tube around Q of size α∗ > 0,
Tα∗ =
{
u ∈ H1 such that inf
v∈Q
‖u− v‖L2 < α
∗
}
. (1.5)
Consider the following set of initial data, for α0 > 0,
AQ =
{
u0 = Q+ ε with ‖ε‖H1 < α0 and
∫
x>0
x10ε2(x)dx < 1
}
.
Theorem 1.1 (Classification of the dynamics in AQ [21]). There exists α
∗ > 0 small so that
for all 0 < α0 ≪ α
∗ ≪ 1, for all u0 ∈ AQ, the corresponding solution u(t) of (1.1) satisfies
one of the following
(Blow up) For all t ∈ [0, T ), u(t) ∈ Tα∗ and the solution blows up in finite time T < +∞ with
the universal blow up behavior
‖ux(t)‖L2 =
‖Q′‖L2 + o(1)
ℓ0(T − t)
as t→ T , (1.6)
where ℓ0 = ℓ0(u0) > 0 is a constant.
(Soliton) The solution is global, for all t ≥ 0, u(t) ∈ Tα∗, and there exist w∞ ∈ H
1, λ∞ > 0
and x∞ such that
|λ∞ − 1|+ ||w∞||H1 → 0 as α0 → 0, (1.7)
and ∥∥∥u(t)−Qλ∞,x∞(· − λ2∞t− x∞)− e−t∂3xw∞∥∥∥
H1
→ 0 as t→ +∞. (1.8)
(Exit) There exists t∗ ∈ (0, T ) such that u(t∗) 6∈ Tα∗.
Moreover, the set of initial data satisfying (Blow up) and the set of initial data satisfying
(Exit) are open in AQ for the H
1 norm.
Remark 1.2. Theorem 1.1 is proved in [21], except for statement (1.8). The asymptotic
result (1.8), more precise than the estimate obtained in [21], since it states scattering for the
residual part, is justified in the proof of Proposition 2.2 using [10] ; see also Tao [36], Koch
and Marzuola [12] for related results.
It is also proved in [21] that the (Blow up) set contains the set {u0 ∈ AQ, E(u0) ≤ 0, u0 6=
Q up to invariances}.
We expect all solutions in the (Exit) case to scatter at +∞ (i.e. behavior as a linear
solution). However, this is an open question.
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Remark 1.3 (Exotic blow up rates). Let us stress the importance of the decay assumption
on the right for the initial data in the definition of AQ to obtain the classification result.
Indeed in [23], H1 solutions arbitrarily close to Q blowing up in finite time with non generic
blow up rates 1/(T − t)σ, for all σ > 1113 , as well as global solutions growing up at infinity are
constructed. These solutions do not enter the above classification, justifying that some decay
assumption is necessary to classify the dynamics around Q.
Recall that in [22], the (unique up to invariances) minimal mass solution S(t) of (1.1)
was constructed. Such solution blows up in finite time T (let us take T > 0) and satisfies
‖S(t)‖L2 = ‖Q‖L2 . This solution has the stable blow up rate
1
T−t but it is also an exotic blow
up solution, in the sense that its blow up behavior is unstable: for any 0 < ǫ < 1, (1− ǫ)S(0)
gives rise to a global solution (subcritical mass criterion). In particular, S(t) 6∈ AQ.
Remark 1.4. Solutions in the (Exit) case have a universal behavior at the exit time, related
to the minimal mass blow up solution. See [22].
1.2. Main result. The aim of the present paper is to prove that the (Soliton) set is a co-
dimension one manifold in a neighborhood of Q, thus separating the (Blow up) set from the
(Exit) set. Let
A0 =
{
ε0 ∈ H
1; ‖ε0‖H1 < α0,
∫
x>0
x10ε20(x)dx < 1
}
,
A⊥0 = {ε0 ∈ A0; (ε0, Q) = 0}
equipped with the norm of H1 ∩ L2(x10+ dx) (we denote x+ = max(0, x)).
Theorem 1.5 (Existence of a threshold manifold). There exist α0 > 0, C > 0 and a C
1
function
A⊥0 ∋ γ0 7→ A(γ0) ∈ (−Cα
2
0, Cα
2
0), (1.9)
such that for all γ0 ∈ A
⊥
0 , for all a0 ∈ (−Cα0, Cα0), the solution of (1.1) corresponding to
the initial data u0 = (1 + a0)Q+ γ0 satisfies
- (Soliton) if a0 = A(γ0);
- (Blow up) if a0 > A(γ0);
- (Exit) if a0 < A(γ0).
In particular, there exist a neighborhood O of Q in H1 ∩ L2(x10+ dy) and a codimension one
C1 manifold M ⊂ O containing Q, such that for all u0 ∈ O, the corresponding solution of
(1.1) is in the (Soliton) regime if and only if u0 ∈ M.
Comments on the result
1. Construction of the manifold. The second statement in Theorem 1.5 is a consequence of
the existence of the function A. Indeed, for λ0 > 0, x0 ∈ R, define
Mλ0,x0 =
 1
λ
1
2
0
((1 +A(γ0))Q+ γ0)
(
.− x0
λ0
)
; γ0 ∈ A
⊥
0
 .
Then, the manifold M is defined by
M =
⋃
λ0>0,x0∈R
Mλ0,x0 .
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2. Instability of the (Soliton) case. An immediate corollary of Theorem 1.5 is the strong
instability of the (Soliton) case. For other works on instability of soliton behavior by blow
up, we refer the reader to [35], [4], [8], [9] and [6].
3. Regularity of the manifold. In this paper, we prove C1 regularity of the function A. Our
technique should extend to higher order regularity. Indeed, we believe that the manifold is
Cp for any p, in a stronger topology than the one of the space A⊥0 .
Note also that some weight condition on the initial data such as in the definition of the
space A⊥0 is necessary to obtain a threshold behavior separating the blow up region from the
exit region. Indeed, let S(t) be the minimal mass solution introduced in Remark 1.3 and [22].
Taking u0 = (1 − ǫ)S(0), for any 0 < ǫ ≪ 1, the solution is global and in the (Exit) regime.
For such initial data, there is no transition between (Blowup) and (Exit).
4. Previous threshold manifold constructions for nonlinear dispersive PDE. Bates and Jones
[1], constructed invariant manifolds in an abstract setting for nonlinear PDE, by the energy
argument, applying it to the nonlinear Klein-Gordon equation. Krieger and Schlag [15] con-
structed a center-stable manifold for the 1D super-critical nonlinear Schro¨dinger equation
around unstable solitons in a specific topology, by the scattering argument for the residual
part. Similarly Schlag [34] constructed a center-stable manifold around solitons for the H˙
1
2 -
critical 3D nonlinear Schro¨dinger equation in a topology stronger that H˙
1
2 . This result was
then improved by Beceanu [3, 2] who constructed the manifold in the H˙
1
2 topology. Nakanishi
and Schlag [31, 32] considered the case of the nonlinear Klein-Gordon equation in 3D, and
classified the dynamics under an energy constraint into several regimes, where the center-
stable and center-unstable manifolds are the thresholds between scattering and blow-up. See
[33] for similar results for the cubic nonlinear Schro¨dinger in 3D. Krieger, Nakanishi and
Schlag [13, 14] considered the case of the energy critical nonlinear wave equation.
In all cases cited above, solitons are exponentially unstable, unlike for the L2-critical case,
which is degenerate. Related results for the L2 critical nonlinear Schro¨dinger equation are
due to Bourgain and Wang [5], Krieger and Schlag [16] and Merle, Raphael and Szeftel [30],
but no construction of a threshold manifold has been achieved in that case. Theorem 1.5 thus
completes the first classification of possible behavior for t ≥ 0, started in [21], in the case of
a nonlinear (not exponential) instability.
5. Classification for all time t ∈ R. A related further question is the classification for all
time. Namely, is it possible to construct solutions with any of the three behavior as t→ −∞
and t → +∞ (in the topology H1 ∩ L2(|x|10dx)) ? For exponential instabilities, it has been
shown that all possibilities exist, see in particular the “nine-set results” in [31] and [14]. Such
question is clearly related to the symmetry of the manifold by the transformation x 7→ −x
since the (gKdV) equation is invariant under the transformation (t, x) 7→ (−t,−x). However,
for the critical (gKdV) equation, such question seems really delicate since the ODE on λ(t)
characterizing the asymptotic behavior of the solution decomposed as
u(t, x) =
1
λ
1
2 (t)
Q
(
x− x(t)
λ(t)
)
+ residual term,
is λ˙ = 0 i.e. λ(t) = ℓ0. At the main order, the behavior at t→ +∞ depends on the sign of ℓ0.
In particular, the change of behavior between t → +∞ and t → −∞ should come from the
residual part. For exponential instabilities, all possible behavior can be seen at the level of
the ODE, dominated by the linearized unstable mode which is absent in the L2 critical case
(see [31] and [14]).
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The minimal mass solution S(t) mentioned in Remark 1.3 blows up in positive time but is
global in negative time (more precisely, it is in the (Exit) regime for negative time). However,
it does not belong to the space H1 ∩L2(|x|10dx). We do not know whether there is any such
solution in this class.
1.3. Notation. For λ0 > 0 and x0 ∈ R, we denote
f(λ0,x0)(x) =
1
λ
1
2
0
f
(
x− x0
λ0
)
.
Let
Λf(x) =
1
2
f(x) + xf ′(x) = −∂λ0=1f(λ0,0)(x).
We denote the L2 scalar product by:
(f, g) =
∫
R
f(x)g(x)dx.
Denote by L the linearized operator close to Q
Lf = −f ′′ + f − 5Q4f. (1.10)
For a given generic small constant 0 < α∗ ≪ 1, δ(α∗) denotes a generic small constant with
δ(α∗)→ 0 as α∗ → 0.
Throughout the paper, the smallness of α0 is dominating the other small or large parameters,
such as σ and B used for the exponential rate on the left. In other words, the parameter
α0 should be chosen in the end after fixing the other parameters, such that all the smallness
requirements depending on the other parameters are fulfilled. Under this convention, the
dependence of δ(α0) on the other parameters is often ignored.
The variables (s, y) denote the rescaled time and space, where the soliton is renormalized
to fixed size and position, while (t, x) denote the original space-time.
The weighted Lp norm with an exponential weight on the left and a polynomial weight on
the right is denoted by
‖f‖Lp{σ,k} := ‖f(x)w(σ, k, x)‖Lpx(R), w(σ, k, x) :=
{
eσx (x ≤ 0),
(1 + x)k (x ≥ 0),
(1.11)
for any σ, k ∈ R, and similarly the weighted Sobolev norm
‖f‖2H1{σ,k} := ‖f‖
2
L2{σ,k} + ‖fx‖
2
L2{σ,k}. (1.12)
The following weighted L2 norm is frequently used to dispose of localized terms
‖f‖2L2loc
:=
∫
R
|f(x)|2e−
|x|
10 dx. (1.13)
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1.4. Sketch of the proof of Theorem 1.5. The general strategy is to construct directly
and explicitly the manifold, adapting the robust energy-Virial functional introduced in [21]
and more standard energy type arguments ([7]).
In this paper, we only consider solutions of (1.1) in the (Soliton) regime of Theorem 1.1,
i.e. global and bounded solutions which remain close to the soliton for all t ≥ 0.
– Decomposition and refined decay estimates. Throughout the proof, we decompose such
solution in the following way
u(t, x) = µ−
1
2 (t)(Q+ η)
(
x− z(t)
µ(t)
)
, (1.14)
where η(0) = u(0) − Q, µ(0) = 1, z(0) = 0 (no modulation of the initial configuration).
Setting s =
∫ t
0 µ(t
′)−3dt′, y = µ(t)x+ z(t), the function η(s, y) satisfies
∂sη = ∂y(Lη −R(η)) +Mod(η),
where R(η) = (Q+η)5−Q5−5Q4η contains nonlinear terms in η and Mod(η) contains linear
and quadratic terms in η related to the choice of the modulation parameters (µ, z) and thus
to the orthogonality conditions imposed on η, for all s ≥ 0,
∂s(η,ΛQ) + (η,ΛQ) = ∂s(η, ∂yΛQ) + (η, ∂yΛQ) = 0, (1.15)
or equivalently
(η(s),ΛQ) = e−s(η(0),ΛQ), (η(s), yΛQ) = e−s(η(0), yΛQ).
(See Section 2.2 for explanation on this specific choice of orthogonality relations.) In Section 2,
we first improve estimates on solutions in the (Soliton) regime from [21], proving in particular,
for all s ≥ 0, the decay estimates
‖η(s)‖2loc + ‖Mod(η(s))‖
2
L2loc
≤ δ(α0)(1 + s)
−7,
as well as estimates on higher order weighted Sobolev norms of η. Such estimates are conse-
quences of results in [21], combined with energy techniques from [7], and rely on the initial
weighted bound
∫
y>0 y
10η2(0)dy . 1.
– Construction of a Lipschitz graph. In Section 3, the construction of the Lipschitz map A
whose graph is the local manifold M follows from two main arguments.
(a) Existence. Given γ ∈ A⊥0 , the existence of a0 = a0(γ) with |a0| . ‖γ‖
2
H1 so that the
solution of (1.1) with initial data u(0) = (1+ a0)Q+ γ is in the (Soliton) regime follows from
the trichotomy of Theorem 1.1. Indeed, it is easy to see that for some −α0 . a0 ≪ −‖γ‖
2
H1 ,
‖u(0)‖L2 < ‖Q‖L2 and then the solution is in the (Exit) regime. Moreover, for some ‖γ‖
2
H1 ≪
a0 . α0, E(u(0)) < 0 and then the solution is in the (Blowup) regime. Thus, given γ ∈ A
⊥
0 ,
there exists at least a value of a0 with |a0| . ‖γ‖
2
H1 so that u(0) = (1 + a0)Q + γ is in the
(Soliton) regime. See details in Section 3.1.
(b) Uniqueness and Lipschitz regularity. Let u1 and u2 be two solutions of (1.1) in the
(Soliton) regime, and η1, η2 defined accordingly from (1.14). In particular, ηj(0) = ajQ+ γj ,
where γj ∈ A
⊥
0 . Let η˜ = η1 − η2. Then, η˜ satisfies
∂sη˜ = ∂y(Lη˜ − R˜(η1, η2)η˜) + M˜od(η1, η2) · η˜, (1.16)
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where R˜(η1, η2) =
R(η1)−R(η2)
η1−η2
and M˜od(η1, η2) · η˜ is a linear term in η˜ related to modulation
(in particular, η˜ satisfies (1.15)). Note that from the previous estimates
‖η˜(s)‖2loc . δ(α0)(1 + s)
−7.
The main estimates of the paper, stated in Proposition 3.2, say that any solution η˜ of
(1.16) such that
lim inf
s→∞
(η˜(s), Q) = 0, (1.17)
satisfies
∀s ≥ 0, |(η˜(s), Q)| . δ(α0)(1 + s)
− 5
2 ‖γ1 − γ2‖H1 , (1.18)
sup
s≥0
‖η˜‖2loc +
∫ +∞
0
‖η˜(s)‖2locds . ‖γ1 − γ2‖
2
H1 . (1.19)
The proof of (1.19) is similar to the proof of the main energy estimates in [21] and [22], using
a mixed energy-Virial functional. The proof of (1.18) is based on special properties of the Q
direction in equation (1.16) (related to the fact that LQ′ = 0, (Q,ΛQ) = (Q,Q′) = 0), and
the previous estimates, which give∣∣∣∣ dds(η˜, Q)(s)
∣∣∣∣ . δ(α0)(1 + s)− 72‖η˜‖L2loc . (1.20)
Integrating (1.20) on [s,+∞) using (1.17) and (1.19), we get (1.18). In fact, the proofs of
(1.18) and (1.19) have to be combined since the Virial relation used for the proof of (1.19)
requires some control on |(η˜, Q)| in addition to the orthogonality relations (1.15).
In particular, we deduce from (1.18) at s = 0 that
|a1 − a2| . δ(α0)‖γ1 − γ2‖H1 .
Given γ ∈ A⊥0 , this proves uniqueness of the value of A(γ) so that the initial condition
u(0) = A(γ)Q+ γ implies the (Soliton) regime, as well as the Lipschitz regularity of the map
A. See a precise statement in Proposition 3.1 and a detailed proof in Section 3.2.
– C1 regularity. Let η and ηn correspond to the decompositions of u and un, solutions
of (1.1) in the (Soliton) regime with initial data u(0) = (1 + A(γ))Q + γ and un(0) =
(1 + A(γn))Q + γn, where γn → γ in H
1 as n → +∞. First, after extracting a subsequence,
we obtain, as n→ +∞,
A(γn)−A(γ)
‖γn − γ‖H1
→ a′0,
γn − γ
‖γn − γ‖H1
⇀ γ′,
ηn − η
‖γn − γ‖H1
⇀ η′,
where η′ is the (unique) weak equation of
∂sη
′ = ∂y(Lη
′ −R′(η)η′) +Mod′(η) · η′, η′(0) = a′0Q+ γ
′. (1.21)
Moreover, by (1.18),
lim
s→∞
(η′(s), Q) = 0. (1.22)
Second, using identical arguments as in the previous step, it follows that given γ and
γ′, there exists a unique a′0 such that the solution η
′ of (1.21) satisfies (1.22). We thus
obtain uniqueness of the limit limn→∞
A(γn)−A(γ)
‖γn−γ‖H1
, independently of the subsequence and of
the choice of the sequence γn → γ. It turns out that A
′(γ)γ′ = a′0. Thus, we see that
the proof of differentiability of A is related to a rigidity property of the linearized equation
(1.21)–(1.22). In particular, A′(0) = 0, since for η ≡ 0, any solution η′ of (1.21) satisfies
d
ds(η
′(s), Q) = 0 (see [17] for first rigidity results in similar contexts).
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The proof of continuity of A′ follows from similar arguments. See Section 4 for details.
Note that the above argument using weak convergence and weak solutions for (1.21) allow
us to prove C1 regularity of A only from estimates (1.18)-(1.19) and their consequences on the
linear equation (1.21)–(1.22), without having to consider second-order difference estimates,
i.e. on the difference of two solutions of (1.21) corresponding to different η.
Acknowledgements.
This work was partly supported by the project ERC 291214 BLOWDISOL.
2. Decomposition and estimates for the (Soliton) case
2.1. Regularity results due to the weight assumption. The following weighted L∞
Sobolev bound is frequently used to bound nonlinear terms.
Claim 1. Let f, g : R → [0,∞) be measurable and w : R \ {a} → [0,∞) be C1 for some
a ∈ [−∞,+∞] and for all x ∈ R \ {a},
|w(x)| ≤
√
f(x)g(x), w′(x)
{
≥ −f(x) (x > a),
≤ +f(x) (x < a).
(2.1)
Then for any φ ∈ H1loc(R) such that lim inf |x|→∞ |φ(x)|
2w(x) = 0, we have
sup
x∈R
|φ(x)|2w(x) ≤ 2(|φ(x)|2, f) + (|φ′(x)|2, g). (2.2)
Moreover, if w is monotone on R (a = ±∞), then
sup
x∈R
|φ(x)|2w(x) ≤ 2
√
(|φ(x)|2, f)(|φ′(x)|2, g). (2.3)
Proof. For all y > a, we have
|φ(y)|2w(y) =
∫ ∞
y
(−|φ|2w′ − 2φφ′w)dx
≤
∫ ∞
a
(|φ|2f + 2|φφ′|
√
fg)dx ≤
∫ ∞
a
(2|φ|2f + |φ′|2g)dx.
(2.4)
If w′ ≥ 0 then we can drop the term |φ|2f and apply Schwarz to the other. The estimate on
y < a is the same. 
Lemma 2.1. Let u(t) be an H1 solution of (1.1) on [0, T1] such that u(0) ∈ L
2{0, 5}. Then
for 0 < t < T1, u(t) ∈ C
9(R) in x, and for all σ > 0, 0 ≤ p ≤ 10,
sup
0≤t≤T1
t
N(p)
2 ‖∂pxu(t)‖L2{σ,5− p2}
≤ C(σ, p, T1, ‖u0‖H1∩L2(x10+ dx)) <∞, (2.5)
for some N(p) ≥ 0 determined by p. Moreover, ∂jt ∂
k
xu(t, x) ∈ C((0, T1) × R) for 3j + k ≤ 9.
In particular, u is a classical solution of (1.1) on (0, T1].
Proof. This result can be deduced from Kato [7]. Since u0 ∈ H
1 where (1.1) is locally
wellposed, it suffices to prove the a priori bound (2.5) for smooth rapidly decaying solutions.
For brevity, we denote u(p) := ∂pxu. Let φ : R→ R be a C∞ function such that
φ(p)(x) ∼
{
ex (x < 0)
1 + x10−p (x > 0)
(p = 0, 1, . . . , 10) (2.6)
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and φ(11) ≥ 0. For example, fix χ˜ ∈ C∞(R) such that χ˜(x) = 1 for x ≤ −1 and χ˜(x) = 0 for
x ≥ −1/2, and put
φ(x) = I11(exχ˜(x)), (2.7)
where I is the integral operator defined by If(x) =
∫ x
−∞ f(y)dy. For any smooth rapidly
decaying solution u, and p = 0, 1, . . . , 10, we have the weighted L2 identity:
∂t((u
(p))2, φ(p)σ ) = −3((u
(p+1))2, φ(p+1)σ ) + ((u
(p))2, φ(p+2)σ ) + 2(∂
p+1
x (u
5), u(p)φ(p)σ ), (2.8)
where φσ(x) := φ(σx). Henceforth, positive constants may depend on σ, T1. Putting
Ep,σ := ((u
(p))2, φ(p)σ ), (2.9)
we have the weighted L∞ bounds from Lemma 1
‖u(p)(φ(p+1)σ )
1
2 ‖∞ . E
1
4
p,σE
1
4
p+1,σ, ‖u
(1)(φ(2)σ )
1
4‖∞ . ‖ux‖
1
2
2E
1
4
2,σ,
‖u(1 + x+)
5
2 ‖∞ . (E0,σ + ‖u‖
2
L2)
1
4‖ux‖
1
2
2 , ‖u‖L∞ . ‖u‖H1 .
(2.10)
Now we prove the following a priori bound by induction on p = 0, 1, . . . , 10: For all σ > 0,
tN(p)e−C0tEp,σ(t) +
∫ t
0
sN(p)e−C0sEp+1,σ(s)ds ≤ C, (2.11)
where N(p) ≥ 0 is non-decreasing in p, while C0, C > 0 depend on p, σ, T1. It is obvious that
(2.11) implies (2.5).
(i) p = 0. In this case, the last term of (2.8) is estimated by
2(∂x(u
5), uφσ) = −
5
3
(u6, φ′σ) . ‖u‖
4
H1E0,σ. (2.12)
Plugging this into (2.8) and integrating it by t, we obtain (2.11) for p = 0 with N(p) = 0.
(ii) p ≥ 1. We assume (2.11) up to p− 1. In this case, the last term of (2.8) is equal to
−2(∂px(u
5), u(p+1)φ(p)σ + u
(p)φ(p+1)σ ), (2.13)
and the nonlinear term in (2.8) is expanded
∂px(u
5) = 5u4u(p) + cp0u
3u(1)u(p−1) +
∑
α1+···+α5=p
αj≤p−2
cpαu
(α1) · · · u(α5)
(2.14)
with some coefficients cp0, c
p
α ∈ R. The first term appears for all p ≥ 0, whose contribution in
(2.8) is estimated using (2.10)
(u4u(p), u(p+1)φ(p)σ + u
(p)φ(p+1)σ )
≤ ‖u4(φ(p)σ )
1
2 (φ(p+1)σ )
−1
2 ‖L∞E
1
2
p,σE
1
2
p+1,σ + ‖u
4φ(p+1)σ (φ
(p)
σ )
−1‖L∞Ep,σ,
(2.15)
where both the L∞ norms are bounded by using (2.10)
‖u4(1 + x+)
1
2‖L∞ ≤ ‖u(1 + x+)
5
2‖
1
5
L∞‖u‖
19
5
L∞ . (E0,σ + ‖u‖
2
L2)
1
20 ‖u‖
39
10
H1
. (2.16)
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The second term of (2.14) appears only for p ≥ 2, whose contribution is estimate by
(u3u(1)u(p−1), u(p+1)φ(p)σ )
≤ ‖u3φ(p)σ (φ
(2)
σ )
−1
4 (φ
(p−1)
σ
2
)
−1
2 (φ(p+1)σ )
−1
2 ‖L∞‖u
(1)(φ(2)σ )
1
4 ‖L∞E
1
2
p−1,σ
2
E
1
2
p+1,σ
. ‖u3(1 + x+)
−2‖L∞‖ux‖
1
2
L2
E
1
4
2,σE
1
2
p−1,σ
2
E
1
2
p+1,σ . ‖u‖
7
2
H1
E
1
4
2,σE
1
2
p−1,σ
2
E
1
2
p+1,σ,
(2.17)
and similarly for the inner product with u(p)φ
(p+1)
σ . The third term of (2.14) appears only for
p ≥ 3, whose contribution is estimated by
(u(α1) · · · u(α5), u(p+1)φ(p)σ )
≤
4∏
j=1
‖u(αj )(φ
(αj+1)
σ
5
)
1
2‖L∞E
1
2
α5,
σ
5
E
1
2
p+1,σ .
4∏
j=1
E
1
2
αj+1,
σ
5
E
1
2
α5,
σ
5
E
1
2
p+1,σ,
(2.18)
and similarly for the inner product with u(p)φ
(p+1)
σ . Injecting them into (2.8) yields
∂tEp,σ + Ep+1,σ ≤ C0Ep,σ + C1(p)E
2
p−1,σ
2
+ C2(p)(E2,σ + E
5
0,σ
5
+ · · · + E5p−1,σ
5
), (2.19)
where C1(p) = 0 for p ≤ 1 and C2(p) = 0 for p ≤ 2. Then, using the upper bound of
t ≤ T1 <∞ as well, we obtain
∂te
−C0tEp,σ + e
−C0tEp+1,σ . t
−5N(p−1), (2.20)
and so, choosing N(p) = max(5N(p − 1), 1),
∂t(t
N(p)e−C0tEp,σ) + t
N(p)e−C0tEp+1,σ . max(1, t) + t
N(p)−1e−C0tEp,σ, (2.21)
where the integral of the last term on [0, T1] is bounded by the induction hypothesis (2.11)
for p − 1, while the initial data of tN(p)e−C0tEp,σ is zero. Thus we obtain (2.11) for all
p = 0, 1, . . . , 10, which implies (2.5). Working more precisely with (2.19), we can also obtain
(2.11) and (2.5) with
N(0) = 0, N(1) = 1, N(p) = 2 · 5p−2 (p ≥ 2). (2.22)
Finally, using the equation of u, we deduce that ∂kt u(t) ∈ H
10−3k
loc ⊂ C
9−3k for 0 < t < T1.
In particular, the equation (1.1) is satisfied in the classical sense on [0, T1]. 
2.2. Smooth decomposition for the (Soliton) case. In [21], a decomposition of solutions
close to solitons based on special profiles Qb has been introduced. However, the map b 7→ Qb ∈
L2, defined in [21] (see its definition in(2.46)), is not differentiable at b = 0, since ∂Qb∂b |b=0 6∈ L
2.
The lack of regularity of the map b 7→ Qb complicates the use of this parametrization to prove
the C1 regularity of the manifoldM. Another difficulty in using the coordinate in [21] is that
the rescaling and the translation are unbounded on the radiation part, namely
u(x) 7→ u(λ,c)(x) = λ
−1
2 u
(
x− c
λ
)
(2.23)
is not uniformly continuous in (λ, c) on H1∩L2(x10+ dx) (or any standard Sobolev-type space).
These are the reasons why we use in this paper a different decomposition.
Let u be a solution of (1.1) on 0 ≤ t < T with initial data of the form
u(0) = Q+ η0, η0 ∈ A0. (2.24)
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Decompose the solution u for 0 ≤ t < T by putting
u(t) = (Q+ η(t))(µ(t),z(t)) , µ(0) = 1, z(0) = 0, η(0) = η0, (2.25)
for some (µ, z) ∈ C([0, T ); (0,∞) ×R) satisfying µ(0) = 1 and z(0) = 0. By the same change
of the variables as in [21]
(t, x) 7→ (s, y); s =
∫ t
0
µ(t′)−3dt′, y = µ(t)x+ z(t),
(s, y) 7→ (t, x); t =
∫ s
0
µ(s′)3ds′, x =
y − z(s)
µ(s)
,
(2.26)
the equation (1.1) in (t, x) is transformed into the following equation in (s, y):
∂sη = ∂y(Lη −R(η)) + ~Ω · ~∂(Q+ η), (2.27)
where
Ω :=
µs
µ
, Z :=
zs
µ
− 1, ~Ω =
(
Ω
Z
)
, ~∂ :=
(
Λ
∂y
)
, (2.28)
and
R(η) := (Q+ η)5 −Q5 − 5Q4η =
5∑
j=2
5!Q5−jηj
j!(5 − j)!
. (2.29)
Now we choose the modulation parameter (µ, z) by orthogonality forcing
(∂s + 1)(η, ~ΛQ) = 0, ~Λ :=
(
Λ
yΛ
)
, (2.30)
which is an extension of the standard orthogonality: (η(0), ~ΛQ) = ∂s(η, ~ΛQ) = 0. The
advantage of (2.30) is the absence of initial configuration which could cause loss of regularity
mentioned above. Injecting (2.27) into (2.30) yields
0 =M(η)
(
Ω
Z
)
+ (~ΛQ, η + ∂y(Lη −R(η))), (2.31)
where M(η) is the 2× 2 matrix defined by
M(η) =
(
(ΛQ,Λ(Q+ η)) (ΛQ, ∂y(Q+ η))
(yΛQ,Λ(Q+ η)) (yΛQ, ∂y(Q+ η))
)
= ‖ΛQ‖2L2I − (M
′, η),
M ′ :=
(
ΛΛQ ∂yΛQ
ΛyΛQ ∂yyΛQ
)
.
(2.32)
Here we used that (yΛQ, ∂yQ) = (ΛQ,ΛQ−Q/2) = ‖ΛQ‖
2
L2 . Hence, as long as ‖η‖L2loc
≪ 1,
M(η) is invertible and so(
Ω
Z
)
= −M(η)−1(~ΛQ, η + ∂y(Lη −R(η))) =:
(
ω(η)
ζ(η)
)
=: ~Ω(η). (2.33)
Thus we obtain an autonomous equation of η:
∂sη = ∂y(Lη −R(η)) + ~Ω(η) · ~∂(Q+ η), (2.34)
where L, R and ~∂ were defined respectively in (1.10), (2.29), (2.28).
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Multiplying (2.34) with ~ΛQ shows that it is equivalent to the system of (2.27) and (2.30),
and, via the change of variables (2.26) and (2.28), to the original equation (1.1), both as long
as ‖η‖L2loc
≪ 1. The equivalence is valid both in the classical sense and in the distribution
sense in y. Starting from (2.34), the modulation parameter (µ, z) is given in terms of η:
logµ(s) =
∫ s
0
ω(η(s′))ds′, z(s) =
∫ s
0
µ(s′)(ζ(η(s′)) + 1)ds′. (2.35)
Now we recall the weighted energy introduced in [21]. Let ϕ,ψ ∈ C∞(R) be such that:
ϕ(y) =

ey for y < −1,
1 + y for − 12 < y <
1
2
y2 for for y > 2
, ϕ′(y) > 0, ∀y ∈ R, (2.36)
ψ(y) =
{
e2y for y < −1,
1 for y > −12
, ψ′(y) ≥ 0, ∀y ∈ R, (2.37)
For B ≥ 100 large enough, let
ψB(y) = ψ
( y
B
)
, ϕB(y) = ϕ
( y
B
)
. (2.38)
and for any function f(y), let
NB[f ] =
∫
f2y (y)ψB(y)dy +
∫
f2(y)ϕB(y)dy. (2.39)
The following lemma gathers the estimates on the solution η in the (Soliton) regime which
we need to construct the manifold.
Proposition 2.2 (Sharp estimates in the (Soliton) regime). Let η0 ∈ A0 and assume that
the solution u of (1.1) with the initial data u(0) = Q+η0 satisfies the (Soliton) regime. Then
the equation (2.34) with the initial data η(0) = η0 has a unique global solution η satisfying
for all s ≥ 0
‖η(s)‖H1 + |µ(s)− 1| . δ(α0), (2.40)
where µ is given by (2.35).
(ii) Sharp decay estimates. For any B > 100 large enough, if α0 > 0 is small enough then
NB [η(s)] + |~Ω(η)|
2 . δ(α0)(1 + s)
−7, (2.41)
for all s ≥ 0, where ~Ω was defined in (2.33),
‖η‖L∞s L2y{ 1B ,
9
2
} + ‖η‖L2sH1y{ 1B ,4}
. δ(α0). (2.42)
(iii) Smoothing estimates. For all T, σ > 0 and 0 ≤ p ≤ 10, there is N(p) ≥ 0 such that
sup
0≤s≤T
s
N(p)
2 ‖∂pyη(s)‖L2y{σ,0} <∞. (2.43)
Moreover, ∂js∂kyη(s, y) ∈ C((0,∞)×R) for 3j + k ≤ 9. In particular, u is a classical solution
of (2.34).
(iv) Scattering. There exist λ∞, x∞ and w∞ ∈ H
1 such that
µ(t)→ λ∞, z(t)− λ
∞t→ x∞, (2.44)
and ∥∥∥u(t)−Qλ∞,x∞(· − λ2∞t− x∞)− e−t∂3xw∞∥∥∥
H1
→ 0 as t→ +∞. (2.45)
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Remark 2.3. The parameter B can be taken arbitrarily large, but the larger B requires the
smaller α0. This is always the case throughout the paper. In other words, the parameter α0
is chosen depending on the parameter B. Hence within a small factor δ(α0), the dependence
on B is often ignored (e.g., in (2.41) and (2.42)), even if it blows up as B →∞.
Proof. Step 1 Basic estimates from [21]. From the definition in Theorem 1.1 and results in
[21], a solution u(t) in the (Soliton) regime is global, bounded, and satisfies
∀t ≥ 0, inf
x0∈R
‖u(t)−Q(.− x0)‖H1 . δ(α0).
To state more precise asymptotic results, we recall the decomposition of u(t) adopted in [21].
We consider a C∞ function χ such that 0 ≤ χ ≤ 1, χ′ ≥ 0 on R, χ ≡ 1 on [−1,+∞), χ ≡ 0
on (−∞,−2]. For b ∈ R, define
Qb(y) = Q(y) + bχb(y)P (y) where χb(y) = χ
(
|b|
3
4 y
)
, (2.46)
where P (y) ∈ C∞ is in the generalized kernel of ∂yL, exponentially decaying on the right
while P (−∞) > 0. See [21, Proposition 2.2] for the precise definition.
Lemma 2.4 (Decomposition around Qb, [21]). Let η0 ∈ A0 and assume that the solution of
(1.1) corresponding to u0 = Q+ η0 satisfies the (Soliton) regime. Then, the following holds.
(i) Decomposition: There exist unique C1 functions (λ, x, b) : [0,+∞) → (0,+∞) × R2 such
that
∀t ≥ 0, ε(t, y) = λ
1
2 (t)u(t, λ(t)y + x(t))−Qb(t)(y) (2.47)
satisfies
(ε(t), yΛQ) = (ε(t),ΛQ) = (ε(t), Q) = 0, (2.48)
and
‖ε(t)‖H1 + |b(t)|+ |1− λ(t)| . δ(α0). (2.49)
(ii) Estimate in the (Soliton) case: for B large enough,
for all t ≥ 0, |b(t)| . NB[ε(t)], (2.50)
for all 0 ≤ t1 ≤ t2, NB[ε(t2)] +
∫ t2
t1
(
b4(t) + ((εy)
2 + ε2, ϕ′B)
)
dt ≤ C(B)NB[ε(t1)]. (2.51)
The fact that estimate (2.50) holds for all t ≥ 0 characterizes the (Soliton) case; see the
definition of the separation time t∗1 in Proposition 4.1 of [21] (the norm N1 used in [21]
is not quite the same as NB, but since N1 . NB, (2.50) indeed holds in the soliton case).
Moreover, (2.51) is a consequence of (2.50) together with the following general estimate proved
in Lemma 4.3 of [21]
NB[ε(t2)] +
∫ t2
t1
(
b4(t) + ((εy)
2 + ε2, ϕ′B)
)
dt ≤ C(B){NB[ε(t1)] + |b
3(t2)|+ |b
3(t1)|}. (2.52)
Note that estimates in [21] are stated in the rescaled time variable s defined by s(t) =
∫ t
0
dt′
λ3(t′) .
Using (2.49), it is clear that t2 ≤ s(t) ≤ 2t, and thus, for α0 small enough, all estimates can
be written in the original time variable t.
Now, we translate (2.49) to the new variables (η, µ, z) to prove (2.41) and (2.42). For a
solution u in the (Soliton) regime, we have, at each s > 0,
u = (Q+ η)(µ,z) =
1
λ
1
2
(Q+ bPχb + ε)
(
.− x
λ
)
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with orthogonality conditions (2.48) and estimate (2.49). In particular, putting µ˜ = µ/λ and
z˜ := (z − x)/λ,
η(y) = µ˜
1
2 (Q+ bPχb + ε)(µ˜y + z˜)−Q(y). (2.53)
Using the orthogonality forcing (2.30) on η(t), we obtain,
O(α0)e
−s = (~ΛQ, η) =M(0)
(
µ˜− 1
z˜
)
+O((µ˜ − 1)2 + z˜2 + |b|+ ‖ε‖2)
and thus, using (2.49), we obtain
‖η‖L∞s H1y + |1− µ|+ |x− z| . δ(α0). (2.54)
Injecting this information in (2.53), and using (2.51), we obtain
NB
2
[η(s2)] +
∫ s2
s1
(
‖ηy(s)‖
2
L2loc
+ ‖η(s)‖2L2loc
)
ds ≤ C(B)NB[η(s1)], (2.55)
where the factor 1/2 in NB/2 comes from the rescaling.
Step 2 Refined weighted estimates in the (Soliton) regime. Now, we prove (2.41) and
(2.42). For k = 0, 1, . . . , 10 and B > 100, let
w(s, y) := φ(k)
(
µ(s)y
2B
)
, (2.56)
where φ is defined in (2.7). Then by (2.34) we have the weighted L2 identity
∂s(η
2, w) + (3(ηy)
2 + η2, w′) = (2F, ηw) + (w′′′ − ζ(η)w′ − (5Q4)′w + 5Q4w′, η2), (2.57)
where F := ~Ω(η) · ~∂Q− ∂yR(η). The terms on the right are estimated by
|(~Ω(η) · ~∂Q, ηw)| . |~Ω(η)|‖η‖L2loc
. ‖η‖2L2loc
,
|(∂yR(η), ηw)| . (η
2, e
−|y|
2 w + η4w′) . ‖η‖2L2loc
+ α40(η
2, w′),
|(w′′′ − (5Q4)′w + 5Q4w′, η2)| ≤ C‖η‖2L2loc
+
1
5
(η2, w′),
|(ζ(η)w′, η2)| ≤ |ζ(η)|(η2, w′) . α0(η
2, w′),
(2.58)
where |w′′′| ≤ w′/5 was used on the third line. Hence
∂s(η
2, w) +
1
2
((ηy)
2 + η2, w′) ≤ C‖η‖2L2loc
. (2.59)
Integrating it in s and using (2.55), we obtain for 0 ≤ s1 ≤ s2
(η(s2)
2, w) +
1
2
∫ s2
s1
((ηy)
2 + η2, w′)ds ≤ (η(s1)
2, w) + C(B)NB[η(s1)]. (2.60)
Choosing s1 = 0 with k = 0 leads to (2.42). Similarly, putting for k = 0, 1, . . . , 7
Mk,B(s) := (η
2, φ(k)(µ(s)y/(2B))) +NB[η], (2.61)
and using ψB + ϕB . w
′ and (2.55),
Mk,B
2
(s2) +
1
2
∫ s2
s1
Mk+1,B(s)ds ≤ C(B)Mk,B(s1). (2.62)
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Iterating this estimate, we obtain
sk
k!
Mk+1,B
2
(s) =
∫ s
0
(s′)k−1
(k − 1)!
Mk+1,B
2
(s)ds′ ≤
∫ ∞
0
(s′)k−1
(k − 1)!
CMk+1,B(s
′)ds′
= C(I∗)kMk+1,B(0) ≤ C(2C)
kM1,B(0),
(2.63)
where C = C(B) and I∗ is the operator defined by I∗f(s) =
∫∞
s f(s
′)ds′. In particular,
NB[η(s)] + |~Ω(η)|
2 . min(M1,B(s),M8,B(s)) . (1 + s)
−7M1,2B(0)
. (1 + s)−7‖η(0)‖
1
5
H1
‖η(0)‖
9
5
L2{0,5}
. (1 + s)−7δ(α0).
(2.64)
Thus we obtain (2.41) as well as (2.42). The smoothing estimates (iii) follow immediately
from Lemma 2.1, because u = (Q + η)(µ,z) is a global solution of (1.1) satisfying the initial
condition of the lemma and (µ, z) is given by (2.35). 
Step 3 Scattering on the background of a soliton. Now, we prove the scattering result
(2.45), using the L2 Cauchy theory (and scattering theory for small data) of [10, 11] and the
information obtained in (2.41)-(2.42) to prove that the remainder scatters in L2x as t → ∞.
This section is inspired by (and is simpler than) [36] (see also [12]).
First we go back to the original space-time (t, x) by putting v(t, x) := η(µ,z)(s, y). In the
following, we abbreviate Q := Q(µ(t),z(t)). Then we have u = Q+ v and
vt = −vxxx − ∂x(v
5 + F ) +G,
F := (Q+ v)5 −Q5 − v5, G := µ−2~Ω(η) · ~∂Q.
(2.65)
We rely on the following space-time estimates in [10] and [11] on the free propagator U(t) :=
e−t∂
3
x :
‖U(t)f‖L∞t L2x∩L5xL10t . ‖f‖L2x ,∥∥∥∥∫ t
0
U(t− s)f(s)ds
∥∥∥∥
L∞t L
2
x∩L
5
xL
10
t
. ‖f‖
L
5
4
x L
10
9
t
,∥∥∥∥∫ t
0
∂xU(t− s)f(s)ds
∥∥∥∥
L∞t L
2
x∩L
5
xL
10
t
. ‖f‖L1xL2t .
(2.66)
Applying them to the Duhamel formula of v, we obtain
‖v‖L∞t L2x∩L5xL10t . ‖v(0)‖2 + ‖F‖L1xL2t + ‖v
5‖L1xL2t + ‖G‖L
5
4
x L
10
9
t
,
‖vx‖L∞t L2x∩L5xL10t . ‖vx(0)‖2 + ‖Fx‖L1xL2t + ‖v
4vx‖L1xL2t + ‖G‖L1xL2t ,
(2.67)
where the quintic term is bounded by Ho¨lder
‖v5‖L1xL2t = ‖v‖
5
L5xL
10
t
, ‖v4vx‖L1xL2t ≤ ‖v‖
4
L5xL
10
t
‖vx‖L5xL10t . (2.68)
Since ‖v(0)‖H1 ≪ 1, the following bound is sufficient:
‖F‖
W 1,1x L2t
+ ‖G‖
L
5
4
x L
10
9
t ∩L
1
xL
2
t
≤ δ(α0). (2.69)
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This follows from the refined estimate (2.41). Indeed, putting f := |vx|+ |v|
‖F‖W 1,1x L2t
. ‖(1 + |x|)(|Qx|+ |Q|)f‖L2xL2t . ‖(1 + |z|)e
−|x−z|
2 f‖L2t,x
. ‖f‖L∞0<t<1L2x + ‖te
−|x−z|
2 f‖L2t,x ,
(2.70)
and the last term is bounded by (2.41)
‖te
−|x−z|
2 (|vx|+ |v|)‖
2
L2t,x
≤ C(B)
∫ ∞
0
s2NB[η(s)]ds . δ(α0). (2.71)
Similarly we have for any p, q ∈ [1,∞],
‖G‖LqxLpt . ‖(1 + |x|
2)G‖LptL∞x
. ‖~Ω(η)(1 + |z|2)e
−|x−z|
2 ‖LptL∞x . δ(α0)‖(1 + t)
− 7
2
+2‖Lpt . δ(α0).
(2.72)
Plugging these estimates into (2.67), we obtain a priori global space-time bound
‖v‖L∞t H1x∩W
1,5
x L
10
t
. ‖v(0)‖H1x + δ(α0), (2.73)
as well as the scattering of v, namely the strong convergence in H1 of et∂
3
xv(t) as t → ∞ to
some w∞ ∈ H
1. From (2.41), it follows easily that there exist λ∞ > 0 and x∞ so that (2.44)
holds. This implies the scattering statement (2.45).
3. Construction of the Lipschitz manifold
This section is devoted to the proof of the following Proposition 3.1.
Proposition 3.1 (Construction of a Lipschitz graph). For any γ ∈ A⊥0 , there exists a unique
A(γ) ∈ (−Cα0, Cα0) (for some absolute constant C > 0) with the following properties. Let u
be the solution of (1.1) with initial data u(0) = (1 + a0)Q+ γ.
• u is in the (Blow up) regime if A(γ) < a0 . α0;
• u is in the (Soliton) regime if a0 = A(γ);
• u is in the (Exit) regime if −α0 . a0 < A(γ);
• Lipschitz regularity: For B > 100 large enough, and α0 > small enough, there exists
C(B) > 0 such that for any γj ∈ A
⊥
0 (j = 1, 2),
|A(γ1)−A(γ2)| ≤ C(B)
{
‖γ1‖H1{ 1
B
,0} + ‖γ2‖H1{ 1
B
,0}
}
‖γ1 − γ2‖H1{ 1
B
,0}. (3.1)
The above Lipschitz bound together with the trichotomy implies |A(γ)| . ‖γ‖2H1 .
3.1. Existence. For each γ ∈ A⊥0 , we prove the existence of at least one value of a0 = A(γ) =
O(α20) such that the solution of (1.1) with initial data u(0) = (1+a0)Q+γ, is in the (Soliton)
regime. We use the trichotomy stated in Theorem 1.1 (see [21]).
On the one hand, by the orthogonality we have
‖u(0)‖2L2 = (1 + a0)
2‖Q‖2L2 + ‖γ‖
2
L2 .
Thus, for −α0 . a0 ≪ −‖γ‖
2
L2 , we have ‖u(0)‖L2 < ‖Q‖L2 and so, the corresponding solution
u is global satisfying the (Exit) regime.
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On the other hand, we have similarly,
E(u(0)) = E(Q) + (E′(Q), a0Q+ γ) +O(‖a0Q+ γ‖
2
H1)
= −a0‖Q‖
2
L2 +O(|a0|
2 + ‖γ‖2H1).
(3.2)
Thus, for ‖γ‖2H1 ≪ a0 . α0, we have E(u(0)) < 0 and so, by Theorem 1.1 (i) in [21], the
solution u blows up in finite time.
Since the cases (Blowup) and (Exit) are open in H1 (see [21]), there exists at least one
value of a0 = O(α
2
0), such that the solution of (1.1) with initial data (1 + a0)Q + γ satisfies
the (Soliton) regime.
3.2. Uniqueness and Lipschitz regularity. In this section, we prove the uniqueness and
the Lipschitz regularity of the function A. Let η1, η2 be two solutions of (2.34) in the (Soliton)
regime, and consider the difference
η˜(s, y) := η1(s, y)− η2(s, y). (3.3)
Then it satisfies
∂sη˜ = ∂y[(L− R˜(η1, η2))η˜] + (Ω˜(η1, η2), η˜) · ~∂(Q+ η1) + ~Ω(η2) · ~∂η˜, (3.4)
where R˜ and Ω˜ are defined such that we have
R˜(η1, η2)η˜ = R(η1)−R(η2), (Ω˜(η1, η2), η˜) := ~Ω(η1)− ~Ω(η2). (3.5)
Explicitly, they are given by
R˜(η1, η2) :=
4∑
j=1
j∑
k=0
5!Q4−jηj−k1 η
k
2
(j + 1)!(4 − j)!
, (3.6)
Ω˜(η1, η2) := −M(η2)
−1(1− L∂y + R˜(η1, η2)∂y)~ΛQ
−
∫ 2
1
M(ηθ)
−1M ′M(ηθ)
−1M(η1)~Ω(η1)dθ, ηθ := (2− θ)η1 + (θ − 1)η2,
(3.7)
where M and M ′ are defined in (2.32).
Denote the projection orthogonal to Q by
P⊥f := f − ‖Q‖
−2
L2
(Q, f). (3.8)
Now we are ready to state the core estimates in this paper.
Proposition 3.2. Let η1, η2 be two solutions of (2.34) in the (Soliton) regime. Let η˜ be a
solution of (3.4) in the same function spaces as η in Lemma 2.2(iii), satisfying
(∂s + 1)(η˜, ~ΛQ) = 0, (3.9)
lim inf
s→∞
|(η˜, Q)| = 0. (3.10)
Then for B > 100 large enough, and α0 > 0 small enough, there exists C(B) > 0 such that
|(Q, η˜(s))| ≤
C(B)δ(α0)(1 + s)
−5
2 ‖P⊥η˜(0)‖H1y{ 1B ,0}
,
C(B)
{
‖η1(0)‖H1y{ 1B ,0}
+ ‖η2(0)‖H1y{ 1B ,0}
}
‖P⊥η˜(0)‖H1y{ 1B ,0}
,
(3.11)
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for all s ≥ 0, and
‖η˜‖L∞s H1y{ 1B ,0}∩L2sH1y{
1
B
,−3
4
} ≤ C(B)‖P⊥η˜(0)‖H1y{ 12B ,0}
. (3.12)
Note that η˜ is independent of η1, η2 in the above proposition. This freedom is needed
in order to recycle it later for C1 estimate of the manifold. Applying this proposition to
η˜ = η1 − η2, (3.11) implies the uniqueness of a = A(γ) in the (Soliton) regime for each
γ ∈ A⊥0 . Then the above existence together with the openness of the other two regimes
implies the trichotomy in Proposition 3.1. The Lipschitz regularity of A follows from the
second estimate in (3.11). The rest of this section is devoted to the proof of Proposition 3.2.
Proof of Proposition 3.2. It is similar to the proof in [22] of uniqueness of the minimal mass
solution. We set
a˜ := ‖Q‖−2
L2
(η˜, Q), η :=
(
η1
η2
)
. (3.13)
Then using (3.6), (3.7), (3.4) and (2.41), we obtain
|(Ω˜(η1, η2), η˜)| . ‖η˜‖L2loc
, |∂sa˜| . ‖η˜‖L2loc
‖η‖L2loc
. ‖η˜‖L2loc
δ(α0)(1 + s)
− 7
2 . (3.14)
Integrating the latter on [s,+∞) and using (3.10), we obtain, for all s ≥ 0,
|a˜(s)| . δ(α0)(1 + s)
− 5
2 ‖η˜‖L∞s L2loc
. (3.15)
The crucial fact for constructing the manifold is that the last factor is controlled by the initial
data η˜(0). More precisely, we have
Claim 2 (Estimates on η˜).
‖η˜‖L∞s H1y{ 1B ,0}
+B
−1
2 ‖η˜‖L2sH1y{ 1B ,
−3
4
} . ‖η˜(0)‖H1y{ 12B ,0}
+B
1
2‖a˜(s)‖L∞s ∩L2s . (3.16)
Combining this and (3.15) yields (3.12) as well as the first estimate in (3.11). Applying
(3.12) to a solution η itself (by setting η1 = η = η˜ and η2 = 0), we obtain
‖η‖L∞s H1y{ 1B ,0}
+ ‖η‖L2sH1y{ 1B ,
−3
4
} ≤ C(B)‖η(0)‖H1y{ 12B ,0}
. (3.17)
Using these L2s bound in the second estimate of (3.14), we obtain
‖∂sa˜‖L1s . ‖η˜‖L2sL2loc
‖η‖L2sL2loc
≤ C(B)‖η˜(0)‖H1y{ 12B ,0}
‖η(0)‖H1y{ 12B ,0}
. (3.18)
Integrating this in s yields the second estimate in (3.11).
Thus it remains to prove Claim 2. We rely on the same type of energy functional as in
Section 3 of [21] and Proposition 5.1 of [22], with a slight modification of the weights. Let
ϕˆ : R→ R be a smooth function satisfying
ϕˆ ∼ e−y for y < 0,
ϕˆ = 1 + y for |y| < 12 ,
ϕˆ ∼ 1 for y > 0,
{
ϕˆ′ ∼ e−y for y < 0
ϕˆ′ ∼ (1 + y)−
3
2 for y > 0.
(3.19)
for B > 100 large enough, we set
ϕ˜(s, y) = ϕˆ
(
µ2(s)y
B
)
, logµ2 :=
∫ s
0
ω(η2(s
′))ds′. (3.20)
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For 0 < σ < 110 small to be fixed later depending on B, consider a smooth function satisfying
ψσ(y) =
{
e2y for y < −1,
1− σ
(1+y)
3
2
for y > −12 ,
ψ′σ(y) > 0 ∀y ∈ R, (3.21)
and we set
ψ˜(y) =
1
µ22(s)
ψσ
( y
B
)
. (3.22)
For simplicity, we denote ϕ˜′ = ∂yϕ˜ =
µ2
B ϕˆ
′(µ2yB ), and similarly ψ˜
′ = ∂yψ˜ =
1
µ22B
ψ′σ(
y
B ) though
ϕ˜ and ψ˜ also depend on s through the function µ2. Let
F˜(s) =
∫ (
ψ˜
(
(η˜y)
2 − 5Q4η˜2
)
+ ϕ˜η˜2
)
(s, y)dy.
Note that the exact expressions of ϕ˜ and ψ˜, in particular, the position and powers of µ2 in their
definitions, lead to interesting cancellations in (3.34). These cancellations allow us to work
without polynomial weight for y > 0 in the definition of F˜ . There is another more technical
difference with respect to the functions ϕ,ψ defined in (2.36), (2.37) : since the function ψσ
has a positive derivative on R, when differentiating F˜ , one gets a global control of η˜yy in a
weighted norm thanks to the local Kato smoothing effect. This is useful in controlling some
terms in the proof of Claim 2. The constant σ > 0 is to be taken small enough in order to
preserve at the main order the Virial structure, see (3.27).
We claim, for some θ > 0,
dF˜
ds
+ θ((η˜yy)
2, ψ˜′) + θ((η˜y)
2 + η˜2, ϕ˜′)
. B(η˜, Q)2 + |(η˜, ~ΛQ)|2 +B‖η˜‖2L2loc
(
‖η1‖
2
H1y{
1
4B
, 5
2
}
+ δ(α0)(1 + s)
− 7
2
)
.
(3.23)
Assuming (3.23) for the moment, we finish the proof of (3.16). First, as in Proposition 3.1
of [21], using |1− µ2(s)| ≤ δ(α0), we note that, for some θ1 > 0.
F˜ ≥ θ1‖η˜‖
2
H1y{
1
B
,0}
−
1
θ1
(η˜, Q)2 −
1
θ1
|(η˜, ~ΛQ)|2 −O(e−
B
2 + σ)‖η˜‖2L2loc
,
where the last term is absorbed by the first term on the right, by choosing B > 1 large
enough and σ > 0 small enough. Moreover, since µ2(0) = 1, F˜(0) . ‖η˜(0)‖
2
H1y{
1
2B
,0}
. Thus,
integrating (3.23) and using (3.9) and (2.42), we obtain
‖η˜‖2
L∞s H
1
y{
1
B
,0}
+B−1‖η˜‖2
L2sH
1
y{
1
B
,−3
4
}
. B|a˜|2L2s∩L∞s + ‖η˜(0)‖
2
H1y{
1
2B
,0}
+Bδ(α0)‖η˜‖
2
L∞s L
2
loc
The last term is absorbed by the left side, hence we obtain (3.16).
Proof of (3.23). For brevity, we put(
Ω2
Z2
)
:= ~Ω(η2), R˜ := R˜(η1, η2), Ω˜ := Ω˜(η1, η2). (3.24)
20 Y. MARTEL, F. MERLE, K. NAKANISHI, AND P. RAPHAE¨L
Using the equation of η˜, we have
1
2
dF˜
ds
= (η˜s,−ψ˜
′η˜y + ψ˜Lη˜ + (ϕ˜− ψ˜)η˜) +
Ω2
2
(yϕ˜′, η˜2)− Ω2(ψ˜, (η˜y)
2 − 5Q4η˜2)
= (∂yLη˜,−ψ˜
′η˜y + ψ˜Lη˜ + (ϕ˜− ψ˜)η˜)
+ (Ω˜, η˜) · (~∂(Q+ η1),−ψ˜
′η˜y + ψ˜Lη˜ + (ϕ˜− ψ˜)η˜)
+ Ω2(Λη˜,−(ψ˜η˜y)y − 5Q
4η˜ψ˜ + ϕ˜η˜) +
Ω2
2
(yϕ˜′, η˜2)− Ω2(ψ˜, (η˜y)
2 − 5Q4η˜2)
+ (Z2∂y η˜,−ψ˜
′η˜y + ψ˜Lη˜ + (ϕ˜− ψ˜)η˜)
− (∂yR˜η˜,−(ψ˜η˜y)y − 5Q
4η˜ψ˜ + ϕ˜η˜)
=: f1 + f2 + f3 + f4 + f5.
- Estimate of f1. We claim that for σ > 0 small enough, for some small constant θ > 0,
f1 + θ((η˜yy)
2, ψ˜′) + θ((η˜y)
2 + (η˜)2, ϕ˜′) . |a˜|2 + |(η˜, ~ΛQ)|2. (3.25)
Indeed, by explicit computations (integrations by parts), we have
2f1 = −
∫ (
3ψ˜′(η˜yy)
2 + (3ϕ˜′ + ψ˜′ − ψ˜′′′)(η˜y)
2 + (ϕ˜′ − ϕ˜′′′)η˜2
)
+
∫
5Q4η˜2(ϕ˜′ − ψ˜′) +
∫
20Q3Q′η˜2(ψ˜ − ϕ˜)
+ 10
∫
ψ˜′η˜y(4Q
′Q3η˜ +Q4η˜y) +
∫
ψ˜′(−2η˜yy + η˜ − 5Q
4η˜)5Q4η˜
= 2f>1 + 2f
∼
1 ,
where f>1 corresponds to the region of integration |y| >
B
3 and f
∼
1 corresponds to |y| <
B
3 .
For |y| > B3 , Q(y) is small as B is large and thus, for B large enough, we check easily using
that |ψ˜′′′| ≪ ψ˜′, |ϕ˜′′′| ≪ ϕ˜′ and |Q| ≪ min(ψ˜′, ϕ˜′) on |y| > B3 ,
2f>1 ≤ −
1
2
∫
|y|>B
3
ψ˜′(η˜yy)
2 + ϕ˜′
(
(η˜y)
2 + η˜2
)
. (3.26)
For |y| < B3 , note first that
(ϕ˜− ψ˜)(y) =
µ2y
B
+ 1−
1
µ22
+
σ
µ22(1 +
y
B )
3
2
, 0 < ψ˜′(y) =
3σ
2µ22B(1 +
y
B )
5
2
<
2σ
B
.
Thus,
2f∼1 +
∫
|y|<B
3
ψ˜′(η˜yy)
2 +
µ2
B
∫
|y|<B
3
(
3(η˜y)
2 + η˜2 − 5Q4η˜2 + 20yQ′Q3η˜2
)
. (B−3 + σ + δ(α0))
∫
|y|<B
3
(
(η˜y)
2 + η˜2
)
Recall the following localized Virial type estimate (see [21, Lemma 3.4]). Note that η˜ does
not satisfy quite the same orthogonality conditions as in [21] (after rescaling) but (3.9) is
sufficient (see also [17, Proposition 4]).
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There exists B0 > 100 and θ > 0 such that for B > B0,∫
|y|<B
3
(
3(η˜y)
2 + η˜2 − 5Q4η˜2 + 20yQ′Q3η˜2
)
≥ θ
∫
|y|≤B
3
((η˜y)
2 + η˜2)−
1
θ
(η˜, Q)2 −
1
θ
(η˜, ~ΛQ)2 −
(
1
θB2
+ δ(α0)
)
‖η˜‖2L2loc
. (3.27)
Taking B > 1 large and then σ > 0 small, related to the universal constant θ, we obtain
2f∼1 +
∫
|y|<B
3
(η˜yy)
2ψ˜′ +
θ
2
∫
|y|<B
3
ϕ˜′
(
(η˜y)
2 + η˜2
)
. (B−3 + δ(α0))‖η˜‖
2
L2loc
+ (η˜, Q)2 + |(η˜, ~ΛQ)|2
(3.28)
Combining this with (3.26), and choosing B large enough and then α0 small, we obtain (3.25).
For more details, see step 3 of the proof of Proposition 3.1 in [21].
- Estimate of f2. Since (ΛQ,Lη˜) = −2(Q, η˜), we have, after various integrations by parts,
and using the definitions of ψ˜ and ϕ˜,∣∣∣2(η˜, Q) + (ΛQ,−ψ˜′η˜y + ψ˜Lη˜ + (ϕ˜− ψ˜)η˜)∣∣∣
. (B−1 + σB
1
2 + δ(α0))(η˜
2, ϕ˜′)
1
2 +B−1|(yΛQ, η˜)|.
(3.29)
Similarly, using LQ′ = 0,
|(∂yQ,−ψ˜
′η˜y + ψ˜Lη˜ + (ϕ˜− ψ˜)η˜)|
. (B−1 + σB
1
2 + δ(α0))(η˜
2, ϕ˜′)
1
2 +B−1|(ΛQ−Q/2, η˜)|.
(3.30)
Using (3.14), we obtain, choosing B large enough, and then σ small enough,
|(Ω˜, η˜) · (~∂Q,−ψ˜′η˜y + ψ˜Lη˜ + (ϕ˜− ψ˜)η˜)|
≤ C‖η˜‖L2loc
[
(B−1 + σB
1
2 + δ(α0))(η˜
2, ϕ˜′)
1
2 + |a˜|+B−1|(~ΛQ, η˜)|
]
≤
θ
100
(η˜2, ϕ˜′) + CB|a˜|2 + |(~ΛQ, η˜)|2.
Using (3.14) and Cauchy-Schwarz inequality,∣∣∣(Λη1,−(ψ˜η˜y)y + ϕ˜η˜ − 5Q4η˜ψ˜)∣∣∣
. ‖Λη1‖L2y{ 13B ,2}
‖ − (ψ˜η˜y)y + ϕ˜η˜ − 5Q
4η˜ψ˜‖L2y{−13B ,−2}
,
(3.31)
where the first norm on the right is bounded by logB‖η1‖H1y{ 14B ,
5
2
}, and the other norm is
bounded by (using the decay order of ϕ˜ and ψ˜)
‖ − (ψ˜η˜y)y + ϕ˜η˜ − 5Q
4η˜ψ˜‖L2y{−
µ2
2B
,−5
4
}
. ‖|ψ˜η˜yy|+ |ψ˜
′η˜y|+ |ϕ˜η˜|‖L2y{−
µ2
2B
,−5
4
} . ‖η˜yy‖L2y{ 1B ,
−5
4
} + ‖|η˜y|+ |η˜|‖L2y{
µ2
2B
,−3
4
}
. B
1
2 ((η˜yy)
2, ψ˜′)
1
2 +B
1
2 ((η˜y)
2 + η˜2, ϕ˜′)
1
2 .
(3.32)
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The term (∂yη1,−(ψ˜η˜y)y + ϕ˜η˜ − 5Q
4η˜ψ˜) is estimated similarly (it is actually easier). Hence
in conclusion, using Lemma 2.2, for B large enough, we obtain∣∣∣(Ω˜, η˜) · (~∂η1,−(ψ˜η˜y)y + ϕ˜η˜ − 5Q4η˜ψ˜)∣∣∣ ≤ θ
100
((η˜yy)
2, ψ˜′) +
θ
100
((η˜y)
2 + η˜2, ϕ˜′)
+ CB2‖η˜‖2L2loc
‖η1‖
2
H1y{
1
4B
, 5
2
}
. (3.33)
- Estimate of f3. Integrating by parts, we see that
(Λη˜,−(ψ˜η˜y)y + ϕ˜η˜ − 5Q
4η˜ψ˜)
= −
1
2
(yψ˜′, η˜2y) + (ψ˜, (η˜y)
2)−
1
2
(η˜2, yϕ˜′)− 5((2ψ˜′ − yψ˜)Q4, η˜2) + 20(ψ˜ΛQQ3, η˜2).
Thus,
(Λη˜,−(ψ˜η˜y)y + ϕ˜η˜ − 5Q
4η˜ψ˜) +
1
2
(η˜2, yϕ˜′)− (ψ˜, (η˜y)
2)
= −
1
2
(yψ˜′, (η˜y)
2)− 5((2ψ˜ − yψ˜)Q4, η˜2) + 20(ψ˜ΛQQ3, η˜2).
(3.34)
Using |yψ˜′| . Bϕ˜′ on R and then Lemma 2.2, we obtain
|f3| . |Ω2|B((η˜y)
2 + η˜2, ϕ˜′) . Bδ(α0)(1 + s)
− 7
2 ((η˜y)
2 + η˜2, ϕ˜′).
- Estimate of f4. Integrating by parts, and using the decay properties of Q,∣∣∣Z2(η˜y,−ψ˜′η˜y + ψ˜Lη˜ + (ϕ˜− ψ˜)η˜)∣∣∣
≤ δ(α0)(1 + s)
− 7
2B((η˜y)
2 + η˜2, ϕ˜′) ≤
θ
100
((η˜y)
2 + η˜2, ϕ˜′).
- Estimate of f5. Using (2.42) and Lemma 1, we have pointwise bounds
‖ηj‖L∞y {0, 94}
. ‖ηj‖
1
2
L2y{0,
9
2
}
‖∂yηj‖
1
2
L2y
≤ δ(α0),
‖η˜‖L∞y {
µ2
2B
,−3
4
} . ‖η˜‖H1y{
µ2
2B
,−3
4
} . B
1
2 ((η˜y)
2 + η˜2, ϕ˜′)
1
2 .
(3.35)
Hence, from (3.6),
‖∂y(R˜η˜)‖L2y{
µ2
2B
,6} . ‖|Qx|+Q+ |η|‖
3
L∞y {0,
9
4
}
‖η‖H1y‖η˜‖H1y{
µ2
2B
,−3
4
}
. α0B
1
2 ((η˜y)
2 + η˜2, ϕ˜′)
1
2 .
(3.36)
Hence, using (3.32)
|f5| ≤ ‖∂yR˜η˜‖L2y{
µ2
2B
,6}‖ − (ψ˜η˜y)y − 5Q
4η˜ψ˜ + ϕ˜η˜‖
L2y{
−µ2
2B
,−6}
≤ Cα0B
{
((η˜yy)
2, ψ˜′) + ((η˜y)
2 + η˜2, ϕ˜′)
}
≤
θ
100
{
((η˜yy)
2, ψ˜′) + ((η˜y)
2 + η˜2, ϕ˜′)
}
,
(3.37)
taking α0 > 0 small enough depending on B.
Gathering these estimates for f1–f5, we obtain (3.23). This finishes the proof of Claim 2
and so that of Proposition 3.2. 
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4. C1 regularity
The following is a more precise version of Theorem 1.5 about the regularity of the manifold
constructed in the previous section. Put
H1⊥ := {ϕ ∈ H
1(R) | (ϕ,Q) = 0}. (4.1)
Proposition 4.1. There exists a map (the Fre´chet derivative) A′ : A⊥0 → (H
1
⊥)
∗ with the
following properties: For any γ0 ∈ A
⊥
0 ,
∀γ ∈ A⊥0 , |A(γ)−A(γ0)−A
′(γ0)(γ − γ0)| = o (‖γ − γ0‖H1) .
Moreover, for any γ0 ∈ A
⊥
0 and any ε > 0, there exists δ > 0 such that
γ ∈ A⊥0 and ‖γ − γ0‖H1 < δ =⇒ ‖A
′(γ)−A′(γ0)‖(H1⊥)∗
< ε,
and there exists an absolute constant C > 0 such that
∀γ ∈ A⊥0 , ‖A
′(γ)‖(H1⊥)∗
≤ C‖γ‖H1 . (4.2)
Remark 4.2. The above regularity of A is weaker than C1 in the normed space
X1 := H
1
⊥ ∩ L
2(x10+ dx), ‖f‖X1 := ‖f‖H1 , (4.3)
because the domain A⊥0 of the graph A is not open in X1. Indeed, as mentioned in Introduc-
tion, the uniform bound on ‖u(0) −Q‖L2(x10+ dx) is crucial for the whole argument. However,
it is stronger than C1 in the Banach space (which is the statement in Theorem 1.5)
X2 := H
1
⊥ ∩ L
2(x10+ dx), ‖f‖X2 := ‖f‖H1 + ‖f‖L2(x10+ dx), (4.4)
since the L2(x10+ dx) norm is not used except for the definition of the domain A
⊥
0 . Actually,
the H1 norm in the estimates on A′ can be further weakened with a decaying weight similar
to those in Proposition 3.1.
Remark 4.3. We can also estimate the difference of A′ in a Lipschitz way, as well as higher
order derivatives of A. However, the higher regularity of A requires the stronger decay and
regularity of the solution, because of the term Λη in the equation (see, e.g., (4.16)). Since
the stronger conditions require smaller α0, there is some limitation in this way of proving the
regularity of A for each fixed ball of α0 > 0 in H
1, even if we restrict η(0) to C∞0 (R).
Proof of Proposition 4.1. Step 1. Existence of a limit of difference quotient. Fix any γ ∈ A⊥0
and let γn ∈ A
⊥
0 be a sequence such that ‖γn − γ‖H1 → 0 as n → ∞. Let η and ηn be the
solutions of (2.34) corresponding to the initial data η(0) = A(γ)Q+γ and ηn(0) = A(γn)Q+γn
so that they are in the (Soliton) regime.
Take any sequence hn > 0 such that
γ˜n :=
γn − γ
hn
, N := sup
n∈N
‖γ˜n‖H1 < +∞, (4.5)
and put
η˜n :=
ηn − η
hn
, a˜n := ‖Q‖
−2
L2
(Q, η˜n) =
A(γn)−A(γ)
hn
. (4.6)
Passing to a subsequence (still denoted by γn), there is a weak limit
γ˜n → ∃γ
′ in w-H1, ‖γ′‖H1 ≤ N, (γ
′, Q) = 0. (4.7)
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η˜n satisfies
∂sη˜n = ∂y[(L− R˜(ηn, η)η˜] + (Ω˜(ηn, η), η˜n) · ~∂(Q+ ηn) + ~Ω(η) · ~∂η˜n, (4.8)
(∂s + 1)(η˜n, ~ΛQ) = 0, lim inf
s→∞
|(η˜n, Q)| = 0. (4.9)
Hence Proposition 3.2 yields
|a˜n| . min(δ(α0)(1 + s)
− 5
2 , ‖γ‖H1), ‖η˜n‖L∞s H1y{ 1B ,0}∩L2sH1y{
1
B
,−3
4
} . N. (4.10)
Using the above uniform bound, together with theH1 ⊂ L∞ bound on ηn and η for R˜(ηn, η)
(cf. (3.36)), it is easy to see that for any f ∈ C∞0 (R), (∂sη˜n, f) is uniformly bounded in s ≥ 0
and n ∈ N. Therefore by Ascoli-Arzela, for any countable set D ⊂ C∞0 (R), there exists a
subsequence (still denoted by γn) such that (η˜n(s), f) converges locally uniformly on s ≥ 0
for every f ∈ D. Choosing D ⊂ C∞0 dense in L
2{−1B , 0}, we deduce that η˜n has a weak limit
η˜n ⇀ η
′ (4.11)
in C([0,∞); w-H1y{
1
B , 0}) and w-L
2
sH
1
y{
1
B ,
−3
4 }. From (4.10), we have strong convergence
ηn → η in L
∞
s H
1
y{
1
B , 0} ⊂ L
∞
s L
∞
y {
1
B , 0}, and so
R˜(ηn, η)→ R
′(η) = R˜(η, η) =
4∑
j=1
5!Q4−jηj
j!(4 − j)!
(4.12)
in C([0,∞);L∞{ 4B , 0}). Using these convergence in (3.7), we obtain
Ω˜(ηn, η)→ ~Ω
′(η) = Ω˜(η, η) = −M(η)−1(1− L∂y + R˜(η, η)∂y)~ΛQ−M(η)
−1M ′~Ω(η) (4.13)
in C([0,∞); e
−|y|
2 L∞y ). Also, a˜n → a
′ in C([0,∞);R) ∩ L2((0,∞);R) where
a′ := ‖Q‖−22 (η
′, Q), (4.14)
which inherits the uniform bound from (4.10): for all 0 ≤ s <∞,
|a′(s)| . min(δ(α0)(1 + s)
− 5
2 , ‖γ‖H1)N. (4.15)
Hence η′ satisfies the limit (linearized) equation in the distribution sense in y ∈ R, and the
classical sense in 0 < s <∞:
∂sη
′ = ∂y[(L−R
′(η))η′] + (~Ω′(η), η′) · ~∂(Q+ η) + ~Ω(η) · ~∂η′ in D′(R) (4.16)
with the initial data η′(0) = a′(0)Q+ γ′.
Step 2. Uniqueness of the weak limit at a fixed u. The proof of C1 follows from the following
linear estimates for the above equation of η′.
Lemma 4.4. Let B > 100 large enough and then α0 > 0 small enough. Let γ ∈ A
⊥
0 and η be
the solution of (2.34) for the initial data η(0) = A(γ)Q+γ. Let η′ ∈ C([0,∞); w-H1y{
1
B , 0})∩
L2sH
1
y{
1
B ,
−3
4 } be a solution of (4.16). Then we have
|(Q, η′)| ≤ C(B)min(‖γ‖H1 , δ(α0)(1 + s)
− 5
2 )‖P⊥η
′(0)‖H1{ 2
B
,0},
‖η′‖L∞s H1y{ 4B ,0}∩L2sH1y{
4
B
,−3
4
} ≤ C(B)‖P⊥η
′(0)‖H1y{ 2B ,0}
.
(4.17)
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Proof. As is already indicated above, (4.16) for η′ is the same as (3.4), once we put η1 = η2 = η
and η˜ = η′. It also satisfies (3.10) because η′ ∈ L2sH
1
y{
1
B ,
−3
4 }. Moreover, one can easily see
that (4.16) implies
(∂s + 1)(~ΛQ, η
′) = 0. (4.18)
Hence applying Proposition 3.2 to η′ yields the conclusion.
The only possible issue is that η′ solves the equation (4.16) only in the distribution sense.
However, since the equation is linear and we have enough estimates on R′(η), it is easy to
see that the distribution solution of (4.16) is unique. Hence it suffices to prove the above
estimates only for smooth initial data η′(0), then we can use the integration by parts as in the
proof of Proposition 3.2. See Appendix A for more detail about the treatment of distribution
solutions. 
The above lemma says in particular that given γ, γ′ as above, there is at most one value
of a′0 such that the (unique) solution η
′ of (4.17) satisfies lim inft→∞(η
′, Q) = 0. This rigidity
implies that the weak limit of η˜n is uniquely determined by γ and γ
′. In particular,
A′(γ)γ′ := a′(0) = ‖Q‖−22 (η
′(0), Q) ∈ R (4.19)
does not depend on the choice of a particular sequence (γn) and is well-defined for any γ ∈ A
⊥
0
and any γ′ ∈ H1⊥. The map A
′(γ) is linear for γ′ because the equation (4.16) is linear for η′.
Moreover, it is bounded by (4.17)
|A′(γ)γ′| = |a′(0)| . ‖γ‖H1‖γ
′‖H1 =⇒ ‖A
′(γ)‖(H1⊥)∗
. ‖γ‖H1 . (4.20)
As a consequence, for any sequence A⊥0 ∋ γn → γ strongly in H
1 such that γ˜n = (γn −
γ)/‖γn − γ‖H1 → γ
′ weakly in H1, we have, for a subsequence
A′(γ)γ˜n → A
′(γ)γ′ = a′(0). (4.21)
By standard arguments, this implies the differentiability of A, namely
A(γn) = A(γ) +A
′(γ)(γn − γ) + o(‖γn − γ‖H1). (4.22)
Step 3. Continuity of the derivative. Let γ0 ∈ A
⊥
0 and let η0 be the solution of (2.34)
with η0(0) = A(γ0)Q + γ0. To show the continuity of A
′ in (H1⊥)
∗ at γ0, take any sequence
γn ∈ A
⊥
0 converging to γ0 strongly in H
1, and any sequence γ′n ∈ H
1
⊥ satisfying ‖γ
′
n‖H1 ≤ 1
and converging to γ′0 weakly in H
1. Let ηn be the solution of (2.34) with the initial data
ηn(0) = A(γn)Q + γn. Let η
′
n be the solution of (4.16) with η = ηn and the initial data
η′n(0) = A
′(γn)γ
′
nQ+ γ
′
n. Applying again Proposition 3.2, (3.12) implies
‖ηn − η0‖L∞s H1y{ 4B ,0}∩L2sH1y{
4
B
,−3
4
} . ‖γn − γ0‖H1 → 0, (4.23)
and (4.17) implies
‖η′n‖L∞s H1y{ 4B ,0}∩L2sH1y{
4
B
,−3
4
} . ‖γ
′
n‖H1 ≤ 1. (4.24)
Then the same argument as in Step 1 yields a weak limit η′∞ after extracting a subsequence:
η′n ⇀ η
′
∞ (4.25)
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in C([0,∞); w-H1y{
4
B , 0})∩w-L
2
sH
1
y{
4
B ,
−3
4 }. Moreover, η
′
∞ is a weak solution of (4.16) with
η = η0 and the initial data η
′
∞(0) = a
′
∞Q+ γ
′
0, where
a′∞ := limn→∞
A′(γn)γ
′
n. (4.26)
Then, Lemma 4.4 implies
a′∞ = A
′(γ0)γ
′
0, (4.27)
and so limn→∞ ‖A
′(γn)−A
′(γ0)‖(H1⊥)∗
= 0 and the continuity of A′ at γ0 is proved. 
Appendix A. Weak solutions of the linearized gKdV equation
Here we prove uniqueness and regularity of weak or distributional solutions of (4.16).
Using the Sobolev bounds in Lemma 2.2 for η together with the weighted Sobolev inequality
(Lemma 1) as before, it is easy to see that the distribution solution obtained in Section 4 is in
the setting of the following lemma. Let L(X,Y ) denote the Banach space of bounded linear
operators from X to Y .
Lemma A.1. Let T, σ, ν > 0, D > 1 and N ∋ k ≥ 1. Let (Ω, Z) ∈ C([0, T ];R2), B ∈
C([0, T ];L(L2{D2(σ + kν), 0},Hk{σ, 0})) and m ∈ C([0, T ];L∞{0, 12 + ε} ∩ H
k{ν, 12 + ε})
for some ε > 0. Suppose that |
∫ s
0 Ω(s
′)ds′| ≤ logD for all 0 < s < T and that ξ ∈
C([0, T ]; w-L2y{σ, 0}) solves the following equation for 0 < s < T .
∂sξ = −∂y(∂
2
y +m)ξ + (ΩΛ + Z∂y)ξ +Bξ in D
′(R). (A.1)
(1) If ξ(0) = 0 then ξ(s) = 0 for all 0 ≤ s ≤ T .
(2) If ξ(0) ∈ Hky {σ, 0} then ξ ∈ C([0, T ];H
k
y {D
2(σ + kν), 0}).
Using this lemma with k = 1, we obtain the uniqueness of the weak solution η′ of (4.16)
considered in Section 4. In order to justify the integration by parts needed in the proof of
Lemma 4.4, we start from arbitrary small s = s0 > 0 and consider the case η
′(s0) ∈ H
∞.
Since η is regular enough for s ≥ s0 by (2.43), we can use the above lemma for k ≤ 9, then η
′
solves the equation in the classical sense, so that we can integrate by parts. By the density
argument, the uniform estimates are extended to the general case η′(s0) ∈ H
1
y{
1
B , 0}. For
α0 small enough (depending on B), we can take D > 1 and ν > 0 small enough such that
D2(1/B + ν) < 2/B. Then η′(s) is strongly continuous in H1y{
2
B , 0}, so that we can take the
limit s0 → +0, concluding the estimates by the initial data in Lemma 4.4.
Proof of Lemma A.1. First we use the change of variables (s, y) 7→ (t, x) as in (2.26), with
µ(s) :=
∫ s
0 Ω(s
′)ds′ and z(s) :=
∫ s
0 µ(s
′)(Z(s′) + 1)ds′. Put v(t, x) = ξ(s, y). Then v solves
∂tv = −∂x(∂
2
x + mˆ)v + Bˆv in D
′(R) (A.2)
for 0 < t < T ′ := t(T ), where
mˆ(t, x) := µ(s)2m(s, y), Bˆ(t) := µ(s)3T (s)B(s)T (s)−1, (A.3)
and T (s) is the operator of the transform (T (s)ϕ)(y) = ϕ(x). By the assumption, we have
1/D ≤ µ ≤ D for all 0 ≤ s ≤ T , and so, v ∈ C([0, T ′]; w-L2y{Dσ, 0}), mˆ ∈ C([0, T
′];L∞{0, 12+
ε} ∩Hk{Dν, 12 + ε}) and Bˆ ∈ C([0, T
′];L(L2{D(σ + kν), 0}),Hk{Dσ, 0})).
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Second we use the standard mollifier argument. Choose any δ ∈ C∞0 (R) satisfying supp δ ⊂
(−1/2, 1/2) and (δ, 1) = 1. Let δn := nδ(nx) and vn := δn ∗ v. Then for all l ≥ 0, vn ∈
C1([0, T ′];H l{Dσ, 0}) solves in the classical sense
∂tvn = −∂
3
xvn + δn ∗ (Bˆv)− ∂xδn ∗ (mˆv), (A.4)
which implies the C1 regularity in t of vn.
Finally, we use the weighted L2 estimate as before. Fix ε > 0 so small that we can use the
bound on Bˆ, and choose w ∈ C∞(R) such that
w(l)(x) ∼ e2Dσx for x < 0 and l = 0, 1, 2, 3,
w′(x) ∼ (1 + x)−1−2ε, |w(l)|(x) . 1 for x > 0 and l = 0, 1, 2, 3.
(A.5)
From (A.4) we have a weighted L2 identity
∂t(v
2
n, w) = −3((v
′
n)
2, w′) + (v2n, w
′′′) + 2(δn ∗ (Bˆv), vnw) + 2(δn ∗ (mˆv), (vnw)
′). (A.6)
Using the bounds on Bˆ, mˆ, w and w′, we have
‖δn ∗ (Bˆv)‖L2x{Dσ,0} . ‖Bˆv‖L2x{Dσ,0} . ‖v‖L2x{Dσ,0},
‖δn ∗ (mˆv)‖L2x{Dσ, 12+ε}
. ‖mˆ‖L∞x {0, 12+ε}
‖v‖L2x{Dσ,0},
‖(vnw)
′‖L2x{−Dσ,−12 −ε}
. ‖v′n‖L2x{Dσ,−12 −ε}
+ ‖vn‖L2x{Dσ,0}.
(A.7)
Thus using Cauchy-Schwarz and the bounds on w′ and w′′′, we obtain
∂t(v
2
n, w) ≤ −2((v
′
n)
2, w′) +C(v2n, w) + C((v − vn)
2, w). (A.8)
Hence integrating in 0 < t < T ′,
(v2n(t), w) ≤ e
Ct(v2n(0), w) +
∫ t
0
eC(t−t
′)C((v − vn)
2(t′), w)dt′. (A.9)
As n→∞, the last term is vanishing by the dominated convergence in t′. Thus we obtain
(v2(t), w) ≤ eCt(v2(0), w). (A.10)
In particular, if ξ(0) = 0 then v(0) = 0 and so v(t) = 0 for all 0 ≤ t ≤ T ′. We can apply the
same argument to the difference vn − vm, which yields
((vn − vm)
2(t), w) ≤ eCt((vn − vm)
2(0), w) +
∫ t
0
CeC(t−t
′)F 2n,m(t
′)dt′, (A.11)
where Fn,m := ‖vn− vm‖L2{Dσ,0}+‖(δn− δm)∗ (Bˆv)‖L2{Dσ,0}+‖(δn− δm)∗ (mˆv)‖L2{Dσ, 1
2
+ε}.
As n,m→∞, the right hand side is vanishing by the dominated convergence, uniformly for
0 ≤ t ≤ T ′. Hence the limit v is also strongly continuous in L2x{Dσ, 0}. The same argument
can be applied to the derivatives for 1 ≤ j ≤ k
∂tv
(j)
n = −∂
3
xv
(j)
n + δn ∗ ∂
j
x(Bˆv)− ∂xδn ∗ ∂
j
x(mˆv). (A.12)
The only difference from the case j = 0 appears in the last term, for which we have
‖∂jx(mˆv)‖L2x{D(σ+jν), 12+ε}
. ‖mˆ‖L∞x {0, 12+ε}
‖v(j)‖L2x{D(σ+jν),0} +
j−1∑
l=0
‖mˆ(j−l)‖H1x{Dν, 12+ε}
‖v(l)‖L2x{D(σ+lν),0},
(A.13)
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where we used the weighted L∞ Sobolev, see Lemma 1. Hence inductively for each j, after
modifying the weight function w such that
w(l)(x) ∼ e2D(σ+jν)x for x < 0 and l = 0, 1, 2, 3, (A.14)
we obtain by the same argument as for j = 0, using the induction hypothesis for the last term
of (A.13),
‖v(j)(t)‖L2x{D(σ+jν),0} . e
Ct‖v(j)(0)‖L2x{D(σ+jν),0} . e
Ct‖ξ(j)(0)‖L2y{σ+jν,0}. (A.15)
Similarly, we obtain uniform convergence of v
(j)
n as n → ∞ in L2x{D(σ + jν), 0}. Changing
back the variables (s, y) 7→ (t, x), we obtain ξ ∈ C([0, T ];Hk{D2(σ + kν), 0}). 
References
[1] P. W. Bates and C. K. R. T. Jones, Invariant manifolds for semilinear partial differential equations.
Dynamics reported, Vol. 2, 1–38, Dynam. Report. Ser. Dynam. Systems Appl., 2, Wiley, Chichester,
1989.
[2] M. Beceanu, New estimates for a time-dependent Schro¨dinger equation. Duke Math. J. 159 (2011), 417–
477.
[3] M. Beceanu, A critical center-stable manifold for Schro¨dinger’s equation in three dimensions. Comm. Pure
Appl. Math. 65 (2012), 431–507.
[4] H. Berestycki and T. Cazenave, Instabilite´ des e´tats stationnaires dans les e´quations de Schro¨dinger et de
Klein-Gordon non line´aires. C. R. Acad. Sci. Paris Se´r. I Math. 293 (1981), 489–492.
[5] J. Bourgain and W. Wang, Construction of blowup solutions for the nonlinear Schro¨dinger equation with
critical nonlinearity. Ann. Scuola Norm. Sup. Pisa Cl. Sci. 25 (1997)
[6] T. Duyckaerts, Duyckaerts, S. Roudenko, Threshold solutions for the focusing 3D cubic Schrdinger equa-
tion. Rev. Mat. Iberoam. 26 (2010), 1–56.
[7] T. Kato, On the Cauchy problem for the (generalized) Korteweg-de Vries equation. Studies in applied
mathematics, 93–128, Adv. Math. Suppl. Stud., 8, Academic Press, New York, 1983.
[8] C. E. Kenig and F. Merle, Global well-posedness, scattering and blow-up for the energy-critical, focusing,
non-linear Schrdinger equation in the radial case. Invent. Math. 166 (2006), 645–675.
[9] C. E. Kenig and F. Merle, Global well-posedness, scattering and blow-up for the energy-critical focusing
non-linear wave equation. Acta Math. 201 (2008), 147–212.
[10] C.E. Kenig, G. Ponce and L. Vega, Well-posedness and scattering results for the generalized Korteweg–de
Vries equation via the contraction principle, Comm. Pure Appl. Math. 46, (1993) 527–620.
[11] C.E. Kenig, G. Ponce and L. Vega, On the concentration of blow up solutions for the generalized KdV
equation critical in L2. Nonlinear wave equations (Providence, RI, 1998), 131–156, Contemp. Math., 263,
Amer. Math. Soc., Providence, RI, 2000.
[12] H. Koch and J. L. Marzuola, Small data scattering and soliton stability in H˙−1/6 for the quartic KdV
equation, Anal. PDE 5 (2012), 145–198.
[13] J. Krieger, K. Nakanishi and W. Schlag, Threshold phenomenon for the quintic wave equation in three
dimensions. Comm. Math. Phys. 327 (2014), 309–332.
[14] J. Krieger, K. Nakanishi and W. Schlag, Center-stable manifold of the ground state in the energy space
for the critical wave equation, Math. Ann. Online First (2014), DOI:10.1007/s00208-014-1059-x.
[15] J. Krieger and W. Schlag, Stable manifolds for all monic supercritical focusing nonlinear Schro¨dinger
equations in one dimension. J. Amer. Math. Soc. 19 (2006), 815–920.
[16] J. Krieger, W. Schlag, Non-generic blow-up solutions for the critical focusing NLS in 1-D, J. Eur. Math.
Soc. (JEMS) 11 (2009), 1–125.
[17] Y. Martel and F. Merle, A Liouville theorem for the critical generalized Korteweg–de Vries equation, J.
Math. Pures Appl. 79 (2000), 339–425.
[18] Y. Martel and F. Merle, Instability of solitons for the critical generalized Korteweg-de Vries equation.
Geom. Funct. Anal. 11 (2001), 74–123.
THRESHOLD MANIFOLD FOR CRITICAL GKDV 29
[19] Y. Martel and F. Merle, Stability of blow up profile and lower bounds for blow up rate for the critical
generalized KdV equation, Ann. of Math. 155 (2002), 235–280.
[20] Y. Martel and F. Merle, Blow up in finite time and dynamics of blow up solutions for the L2-critical
generalized KdV equation, J. Amer. Math. Soc. 15 (2002), 617–664.
[21] Y. Martel, F. Merle and P. Raphae¨l, Blow up for the critical gKdV equation I: dynamics near the soliton,
Acta Mathematica 212 (2014), 59–140.
[22] Y. Martel, F. Merle and P. Raphae¨l, Blow up for the critical gKdV equation II: minimal mass solution.
To appear in Journal of Mathematical European Society.
[23] Y. Martel, F. Merle and P. Raphae¨l, Blow up for the critical gKdV equation III: exotic blow up rates. To
appear in Annali della Scuola Normale Superiore de Pisa.
[24] F. Merle, Determination of blow-up solutions with minimal mass for nonlinear Schro¨dinger equations with
critical power, Duke Math. J. 69 (1993), 427–454.
[25] F. Merle, Existence of blow-up solutions in the energy space for the critical generalized KdV equation. J.
Amer. Math. Soc. 14 (2001), 555–578.
[26] F. Merle and P. Raphae¨l, Sharp upper bound on the blow up rate for the critical nonlinear Schro¨dinger
equation, Geom. Func. Anal. 13 (2003), 591–642.
[27] F. Merle and P. Raphae¨l, On universality of blow-up profile for L2 critical nonlinear Schro¨dinger equation.
Invent. Math. 156 (2004), 565–672.
[28] F. Merle and P. Raphae¨l, The blow up dynamics and upper bound on the blow up rate for the critical
nonlinear Schro¨dinger equation, Ann. of Math. 161 (2005), 157–222.
[29] F. Merle and P. Raphae¨l, On a sharp lower bound on the blow-up rate for the L2 critical nonlinear
Schro¨dinger equation. J. Amer. Math. Soc. 19 (2006), 37–90.
[30] F. Merle, P. Raphae¨l and J. Szeftel, The instability of Bourgain-Wang solutions for the L2 critical NLS,
Amer. J. Math. 135 (2013), 967–1017.
[31] K. Nakanishi and W. Schlag, Invariant manifolds and dispersive Hamiltonian evolution equations, Zurich
Lectures in Advanced Mathematics, European Mathematical Society, 2011.
[32] K. Nakanishi and W. Schlag, Global dynamics above the ground state energy for the focusing nonlinear
Klein-Gordon equation, J. Differential Equations 250 (2011), 2299–2333.
[33] K. Nakanishi and W. Schlag, Global dynamics above the ground state energy for the cubic NLS equation
in 3D, Calc. Var. Partial Differential Equations 44 (2012), 1–45.
[34] W. Schlag, Stable manifold for an orbitally unstable nonlinear Schro¨dinger equation. Ann. of Math. (2)
169 (2009), 139–227.
[35] L. E. Payne and D. H. Sattinger, Saddle points and instability of nonlinear hyperbolic equations, Israel
Journal of Mathematics 22, (1975) 273–303.
[36] T. Tao, Scattering for the quartic generalized Korteweg-de Vries equation, J. Differential Equations 232
(2007) 623–651.
[37] M.I. Weinstein, Nonlinear Schro¨dinger equations and sharp interpolation estimates, Comm. Math. Phys.
87 (1983), 567–576.
Ecole polytechnique, CMLS CNRS UMR7640, 91128 Palaiseau, France
E-mail address: yvan.martel@polytechnique.edu
Universite´ de Cergy Pontoise and Institut des Hautes E´tudes Scientifiques, AGM CNRS
UMR8088, 95302 Cergy-Pontoise, France
E-mail address: merle@math.u-cergy.fr
Department of Mathematics, Kyoto University, Kyoto 606-8502, Japan
E-mail address: n-kenji@math.kyoto-u.ac.jp
Universite´ de Nice Sophia-Antipolis, Laboratoire J.A. Dieudonne´ CNRS UMR7351, 06108 NICE
Cedex 02, France
E-mail address: pierre.raphael@unice.fr
