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We consider a polariton microcavity resonantly driven by two external lasers which simultaneously
pump both lower and upper polariton branches at normal incidence. In this setup, we study the
occurrence of instabilities of the pump-only solutions towards the spontaneous formation of patterns.
Their appearance is a consequence of the spontaneous symmetry breaking of translational and
rotational invariance due to interaction induced parametric scattering. We observe the evolution
between diverse patterns which can be classified as single-pump, where parametric scattering occurs
at the same energy as one of the pumps, and as two-pump, where scattering occurs at a different
energy. For two-pump instabilities, stripe and chequerboard patterns become the dominant steady-
state solutions because cubic parametric scattering processes are forbidden. This contrasts with
the single-pump case, where hexagonal patterns are the most common arrangements. We study the
possibility of controlling the evolution between different patterns. Our results are obtained within
a linear stability analysis and are confirmed by finite size full numerical calculations.
I. INTRODUCTION
In recent years, hybrid matter-light systems such as
microcavity polaritons have been proven ideal for the
study of spontaneous pattern formation. Resulting from
the strong coupling between cavity photons and quantum
well excitons, microcavity polaritons share the properties
of both components and, thus, display unique properties:
among those, optical and electrical injection, a high de-
gree of tunability and control, easy detection and direct
read-out [1–3]. Optical parametric oscillation [4], where
exciton-exciton interactions trigger parametric scattering
from a pump state to a signal state at a lower momen-
tum and energy and an idler state at a higher momen-
tum and energy, is a paradigm of polariton spontaneous
pattern formation. Here, dynamical patterns are gener-
ated by the interference between pump, signal and idler
states forming a stripe-like pattern in real space. How-
ever, static geometrical patterns can be generated when
parametric scattering spontaneously occurs from a pump
state, e.g., at zero momentum, to two signal states at the
same energy and opposite momenta. This instability was
recently realised in triple [5] and double [6] cavities, as
well as by blue-shifting the pump above the polariton dis-
persion in one dimensional cavities [7, 8]. For scattering
at the same energy, scattering processes between pump
and signal states of cubic order can lead to the formation
of hexagonal patterns. This was predicted by Refs. [9–12]
and experimentally realised in [13] using a double vertical
cavity. Alternative patterns such as vortices and vortex
lattices [14–16], vortex rings [17], and solitons [18] have
also been investigated in polariton quantum fluids driven
by a resonant pump. These have the additional benefit
of carrying non-trivial phase configurations and, in case
of vortices, a non-zero net angular momentum.
∗ francesca.marchetti@uam.es
There is an analogy between optical patterns and Tur-
ing patterns, where spontaneous self-organised repetitive
spatial configurations emerge out of a homogeneous dis-
tribution. Turing patterns were first proposed in the con-
text of chemical reactions [19], and, since then, used to
describe a wide range of patterns in diverse fields [20] —
such as in animal coats, skin pigmentation, and ridges
on sand dunes. The common features of Turing pat-
terns are non-locality, such as diffusion, and non-linear
interactions. Diffusion promotes homogeneity, yet, when
the system is driven externally by, e.g., stress, instabil-
ities with certain preferred wavelengths can grow expo-
nentially because of the non-linearities. With a similar
mechanism, Turing patterns can occur in non-linear op-
tical systems, such as non-linear media embedded in op-
tical resonators [21].
In this paper, we consider a polariton microcavity reso-
nantly driven by two external lasers which simultaneously
pump both lower and upper polariton branches at normal
incidence so as not to explicitly break the system trans-
lational and rotational invariance (see schematic Fig. 1).
This pumping setup was already suggested as a possible
scheme for the generation of entangled multiple polariton
modes [22]. More recently, a simpler but similar configu-
ration was proposed in the context of quantum exciton-
polariton networks [23]: Here, an inverse four-wave mix-
ing procedure practically implements a two-mode squeez-
ing Hamiltonian. However, the nature and stability of
different patterns following the spontaneous breaking of
translational and rotational symmetry due to parametric
scattering has not been analysed yet. The aim of our
work is the study of those patterns that can be gener-
ated by this pumping scheme and the control over them
in terms of the system parameters.
By complementing the results of a linear stability anal-
ysis with numerical simulations for finite size pump pro-
files, we observe the evolution between diverse patterns
which can be classified as “single-pump” (where para-
metric scattering occurs at the same energy as one of the
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2pumps) and as “two-pump” (where scattering occurs at
a an energy equal to the average of the two pump en-
ergies). For two-pump instabilities, stripe and chequer-
board patterns become the dominant steady-state solu-
tions because cubic parametric scattering processes are
forbidden when pumps and signals are at different ener-
gies — as schematically depicted in Fig. 1. This contrasts
with the single-pump case, where, because of cubic order
processes, hexagonal patterns are the most common in-
stabilities [9–13].
In a “phase diagram” of momentum vs. pump power,
we establish the regions of instability of the pump-only
solutions, i.e., those configurations for which only the
states resonantly injected by the external pumps are pop-
ulated. At the same time, we estimate, as a function of
the pump strength, the absolute value of the momentum
typical of each instability. The values extracted from
the numerical simulations agree very well with the val-
ues found for the most unstable modes derived within
the linear stability analysis, as well as with an estimate
obtained by a simplified description of the interaction in-
duced renormalisation of the bare dispersion branches. In
particular, we establish that the phase diagram is com-
posed by different branches which can be explained in
terms of both the blue-shift and the splitting induced
by the interaction between the two-pump states medi-
ated by excitons. Among the two-pump instabilities, che-
querboard patterns typically occur at low pump powers.
Contrary to expectations, we don’t have a clear evolution
from stripes at the lowest pump powers to chequerboards
at higher pump strength. Rather, we obtain that these
instabilities alternate at low pump powers till, eventu-
ally, only stripe solutions are allowed at very high pump
powers.
If no single-pump instabilities develop, the momentum
typical of these patterns decreases monotonously as a
function of the pump strength. However, two-pump in-
stabilities can compete with single-pump ones, when the
energy of the pump which is tuned close to the upper
polariton branch becomes resonant with the interaction
renormalised lower polariton branches. This can lead
to the formation of hexagonal patterns because of para-
metric scattering at the same energy, while the system
can also sustain two-pump scattering processes which in-
stead promote the formation of stripe and chequerboard
patterns. We can demonstrate the competition between
single- and two-pump instabilities by filtering the emis-
sion in energy, showing that the system simultaneously
undergoes different instabilities at different energies.
Finally, we have studied the phase freedom of two-
pump instabilities. In spite of the coherent nature of
the two driving laser pumps, we demonstrate that the
system is characterised by phase freedom. In particular,
the number of independent phase constraints imposed
by parametric scattering processes from the pump to the
signal and idler states is always less than the number
of generated signal and idler modes. We show that the
system spontaneously chooses the relative phase between
opposite momentum signals (which coincide with the rel-
ative phase of opposite momentum idlers). Thus a U(1)
phase symmetry is spontaneously broken in the case of
stripe patterns, while for chequerboards the phase sym-
metry spontaneously broken is in the U(1)× U(1) class.
Phase freedom opens the possibility of realising macro-
scopic phase coherent states and of investigating their
superfluid behaviour. These aspects have been recently
analysed for optical parametric oscillation, either by
studying the current persistence [24, 25] or by probing the
system response to the scattering against a defect [26].
Further, because of the different continuous symmetry
characterising stripe and chequerboard patterns, it would
be interesting to study first order correlation functions
both in space and time so as to establish the critical
behaviour of this non-equilibrium two-dimensional sys-
tem and the class of non-equilibrium phase transition to
which it belongs [27]. In addition, higher order correla-
tions would give indications of a possible quantum be-
haviour [22, 23, 28, 29].
The paper is organized as follows: The model and the
pumping scheme, as well as the relevant scattering pro-
cesses are introduced in Secs. II and II A. The choice of
the system parameters that are optimal for the analysis
of two-pump pattern formation is discussed in Sec. II B.
In Sec. III we present the results derived within a linear
response theory, while these are compared to the results
obtained with finite size numerical simulations in Sec. IV.
We argue about the system phase freedom in Sec. IV A.
Finally, conclusions and perspectives form Sec. V.
II. MODEL
We describe the dynamics of microcavity polaritons
resonantly driven by two continuous-wave laser fields
shined at normal incidence (kp1 = 0 = kp2),
F (r, t) = fp1(r)e
−iωp1 t + fp2(r)e
−iωp2 t , (1)
by a Gross-Pitaevskii equation for coupled cavity
(ψC(r, t)) and exciton (ψX(r, t)) fields generalized to in-
clude decay and resonant pumping (~ = 1) [30, 31]:
i∂t
(
ψX
ψC
)
=
(
0
F
)
+
[
Hˆ0 +
(
gX|ψX|2 0
0 0
)](
ψX
ψC
)
, (2)
where the single polariton Hamiltonian is given by
Hˆ0 =
(
ωX,−i∇ − iκX ΩR/2
ΩR/2 ωC,−i∇ − iκC
)
. (3)
Here, we assume the cavity dispersion to be quadratic,
ωC,k = ωC,0 + k
2/(2mC), with mC = 10
−5m0 (m0 is the
bare electron mass),while we will neglect the exciton dis-
persion, ωX,k = ωX,0, as the exciton mass is much larger
than the cavity photon mass, typically mX ' 0.4m0.
Energies will be measured with respect to the exciton
one, ωX,0, and we define the photon-exciton detuning
3FIG. 1. Schematic representation of the pumping configura-
tion and main scattering processes leading to two-pump (a)
and single-pump (b) instabilities. a) Two driving laser fields
are tuned at zero momentum almost resonantly with the up-
per polariton (UP) at ωp1 (green dot) and lower polariton
(LP) at ωp2 (orange dot); UP and LP energy-momentum dis-
persions are plotted as (grey) surfaces. Interactions between
the two pump states as well as in within each single pump
state trigger scattering ([black] arrows) from the pump states
to signal S1,2 (cyan) and idler I1,2 (magenta) states. Panel b)
describes the fixed-energy parametric scattering, which is al-
lowed when the interaction renormalisation of the dispersion
admits LP states at the pump energy ωp1 . c) Quadratic and
quartic scattering processes are permitted for both two-pump
(a) and single-pump (b) instabilities, while cubic processes
are forbidden when pump and signal states are at different
energies (a).
as δ = ωC,0 − ωX,0. Exciton and photon fields are
coupled through the Rabi splitting ΩR. The exciton-
exciton interaction is approximated as a contact inter-
action of strength gX. This approximation follows from
the fact that the typical range of exciton-exciton interac-
tion is of the order of the Bohr radius aB ∼nm, and this
length is much smaller of typical polariton wavelengths
` = 1/
√
mCΩR ∼ µm. Note that the value of the interac-
tion strength gX does not influence the dynamics, as its
dependence can be rescaled out from Eqs. (2) by defining
ψ˜X,C =
√
gXψX,C and f˜p1,2 =
√
gXfp1,2 . Finally, κX and
κC are the exciton and photon decay rates.
A. Two-pump instabilities
We briefly describe in this section the main scattering
processes that characterise single- and two-pump para-
metric instabilities with the scope of schematically illus-
trating which patterns are promoted by each processes.
The exciton-exciton interaction term inducing scattering
in the generalised Gross-Pitaevskii equation (2) can be
derived from a many-body action written in terms of the
exciton field ψX(r, t):
Sint = gX
2
∫
dt
∫
dr |ψX(r, t)|4 . (4)
This expression is local both in space r as well as in
time t, which implies that the only scattering processes
allowed are those that simultaneously conserve energy
and momentum. We assume that, aside the pump states
resonantly injected by the external lasers (ωp1 ,kp1 = 0)
and (ωp2 ,kp2 = 0), the interaction allows the popula-
tion of other states. These are indicated as signal and
idler states in the panel a) of Fig. 1. However here, in a
simplified formulation, we assume that only signal states
with energy ωs and different possible momenta k can be
populated:
ψX(r, t) =
∑
i=1,2
PiXe
−iωpi t + e−iωst
∑
k
Ske
−ik·r .
Assuming that only the pump states are macroscopically
occupied and perturbatively expanding in the additional
signal states leads, as explained in Sec. III, to the linear
response theory. This approximation scheme allows to
ascertain the stability of the pump-only solutions. How-
ever, by keeping in the expansion of the action Sint all the
terms in Sk, we can describe the scattering processes il-
lustrated in panel c) of Fig. 1 which are those responsible
for the selection of specific patterns.
In particular, the second order term
S(2)int = gXP1XP2X
∑
k
S∗kS
∗
−kδωp1+ωp2 ,2ωs ,
describes the quadratic process which populates the sig-
nal energy ωs = (ωp1 +ωp2)/2 and promotes the popula-
tion of opposite momentum states, i.e., stripe formation.
This process is allowed for both cases where either two
pumps or a single pump is present, the difference in this
last case is that scattering is only allowed when the sig-
nal states are at the same energy as the pump. Because
of energy conservation, third order processes are allowed
only for single-pump instabilities, i.e. for
S(3)int = gXP1X
∑
k1,k2,k3
Sk1S
∗
k2S
∗
k3δk1,k2+k3δωp1 ,ωs .
Because of the system rotational symmetry, the signal
momenta ki have all to lie on the same circle, i.e., have
the same moduli. For this reason, −k1, k2 and k3 in
the expression above are arranged on a equilateral trian-
gle and, thus, third order processes promote hexagonal
patterns. Finally, the fourth order process,
S(4)int =
gX
2
∑
k1,k2,k3,k4
Sk1Sk2S
∗
k3S
∗
k4δk1+k2,k3+k4 ,
populates pairs of opposite momenta states that, when
arranged at 90◦, generate chequerboard, and, for any
other angle, produce rhombic patterns. Note that this
4argument does not give any preference towards che-
querboard patterns with perpendicular orientation over
rhombic-like structures. However, in the following, in
our numerical simulations we will only derive squared
chequerboards.
If the two pumps frequencies ωp1 and ωp2 are tuned
close to the upper (UP) and lower polariton (LP)
branches, respectively, then the system parameters can
be chosen so as to have the signal energy ωs = (ωp1 +
ωp2)/2 relative to two-pump processes resonant with the
LP branch at a specific momentum. The absence of third
order processes in two-pump parametric scattering guar-
antees that other patterns than the hexagonal ones, such
as stripe and chequerboard, can be realised. Interest-
ingly, there is an analogy between the pattern formation
mechanisms described for our typically non-equilibrium
system and the theory of weak crystallisation, which is
an equilibrium theory and thus follows the principle of
energy minimization. This is briefly discussed in the
App. A. In the next section, we describe the optimal
choice of parameters that leads to a large two-pump in-
stability region.
B. Choice of parameters
In absence of interactions, the single polariton Hamil-
tonian Hˆ0 can be diagonalised in momentum space by
rotating into the lower (LP) and upper polariton (UP)
basis, (
ψLP(k)
ψUP(k)
)
=
(
cos θk sin θk
− sin θk cos θk
)(
ψX(k)
ψC(k)
)
, (5)
to give the LP and UP branches (see top panels of Fig. 1):
ωLP,UP,k =
ωX,0 + ωC,k
2
∓
√
[ωC,k − ωX,0]2 + Ω2R
2
. (6)
The Rabi splitting ΩR and the photon-exciton detuning
δ determine the photon and exciton percentage that LP
and UP have along their dispersion, i.e., the Hopfield
factors:
cos2 θk
sin2 θk
=
1
2
1± ωC,k − ωX,0√
[ωC,k − ωX,0]2 + Ω2R
 . (7)
We rescale each overall pump strength differently, accord-
ing to
fp1(r) = sin θ0Fp(r) fp2(r) = cos θ0Fp(r) . (8)
This condition approximatively guarantees that, for a
fixed value of Fp, each pump injects the same density
of UPs at ωp1 and LPs at ωp2 . This condition is only ap-
proximatively guaranteed because, as soon as the pump
strength is finite, UPs and LPs are affected by different
case A) case B)
mC [m0] 10
−5
ΩR [meV] 10
δ [meV] -5
ωp1 − ωX,0 [meV] 3.05
∆p1 [meV] -0.04
ωp2 − ωX,0 [meV] -9.0 -8.5
∆p2 [meV] -0.91 -0.41
κX = κC [meV] 0.3 0.4
TABLE I. Choice of the system parameters.
blue-shifts and thus their photon fraction is not deter-
mined by the Hopfield factors, which instead refer to the
bare LP and UP dispersions.
We fix the Rabi splitting to ΩR = 10 meV, a value
available in GaAs-based structures. For this value, ` =
1/
√
mCΩR ' 0.58 µm. The other microcavity parame-
ters, such as δ and κX,C, as well as the pump frequen-
cies ωp1,2 , are chosen so as to maximise the region of the
two-pump instability (see panel a) of schematic Fig. 1).
Clearly such a scattering is not allowed at positive detun-
ings, for which ωLP,0 +ωUP,0 > 2ωX,0. We thus choose a
negative value for the detuning, δ = −5 meV, which we
will see in the next section guarantees a large region of
two-pump parametric instability.
The pump frequencies ωp1,2 are chosen so as to elim-
inate the possibility of bistable behaviour of each pump
separately [32]. When both frequencies are red-detuned
just below the UP and LP dispersion, i.e. when the pump
detunings,
∆p1 = ωp1 − ωUP,0 ∆p2 = ωp2 − ωLP,0 , (9)
are negative, the populations of these states grow mono-
tonically as a function of each pump intensity, a regime
known as optical limiter.
In the following, we consider two specific choices pa-
rameters specified in Tab. I. As explained in the next
section, by carrying on a linear response approximation,
we have determined that these parameters are optimal
in order to observe two-pump instabilities. Note that the
chosen values of the exciton and photon decay are larger
than those in currently available cavities, even more so
for the state-of-the-art high-Q microcavities which have
been recently grown [33]. Clearly, decreasing the qual-
ity of a cavity is not difficult to achieve. As discussed
in detail later on, we find that the chosen values of the
decays are optimal for having a large region of two-pump
instabilities and, at the same time, for guaranteeing a
fast convergence of two-pump patterns to a steady-state
solution.
III. LINEAR RESPONSE THEORY
For homogeneous pumping, Fp(r) = Fp, we can eval-
uate the region of instability of the pump-only solutions
5by applying a linear response approximation [34]. Here,
the two-pump states, Piα (where i = 1, 2 indicates the
pump component and α = X,C indicates the excitonic
and photonic component) are macroscopically occupied,
while signal (Siα) and idler (Iiα) terms are treated per-
turbatively:
ψα(r, t) = e
−iωp1 tP1α + e
−iωp2 tP2α
+ e−iωp1 t
∑
k
[
I1α,ke
i(k·r−ωt) + S∗1α,ke
−i(k·r−ωt)
]
+ e−iωp2 t
∑
k
[
S2α,ke
i(k·r−ωt) + I∗2α,ke
−i(k·r−ωt)
]
.
(10)
The notation is the same one of panel a) of Fig. 1: Pump
1 scatters at higher energy ωp1 + ω into the idler state
I1α and at lower energy ωp1−ω into the signal state S1α,
while pump 2 scatters at higher energy ωp2 + ω into the
signal state S2α and at lower energy ωp2−ω into the idler
state I2α.
Substituting this Ansatz into the equation of mo-
tion (2), one obtains, at zero-th order, i.e., neglecting the
signal and idler contributions, four mean-field equations
for the pump states [35]:
(ωX,0 − ωp1 − iκX +G12)P1X +
ΩR
2
P1C = 0
(ωC,0 − ωp1 − iκC)P1C +
ΩR
2
P1X + fp1 = 0
(ωX,0 − ωp2 − iκX +G21)P2X +
ΩR
2
P2C = 0
(ωC,0 − ωp2 − iκC)P2C +
ΩR
2
P2X + fp2 = 0 ,
(11)
where Gij = gX(|PiX|2 + 2|PjX|2). The same equations
have been already solved in Ref. [35] to demonstrate that
two pumping lasers can lead to tunable multistable hys-
teresis cycles with up to three stable pump-only solu-
tions. Here, in this work, we want to avoid multistable
regimes as they might compete with the two-pump insta-
bility described in panel a) of Fig. 1. For this reason, we
choose negative values for the pump-detunings (9), a nec-
essary condition to guarantee the optical limiter regime.
In fact, as later shown in the bottom panels of Fig. 3
and Fig. 4, for our choice of parameters A) and B) (see
Tab. I), the pump states Piα grow monotonously as a
function of the pump strength Fp. In particular, in these
figures, we plot the total exciton density in the pump
states, ntotX = |P1X|2 + |P2X|2.
Expanding (2) to the first order in the signal and idler
terms, we can carry on a linear stability analysis of the
pump only solutions of (11) — the formalism is the same
as the Erratum of Ref. [36]. In this expansion, one only
keeps the terms oscillating with frequencies ωpi±ω, while
terms oscillating with frequencies 2ωpi − ωpj ± ω are ne-
glected. As a result, one obtains the eigenvalue equation
LkWk = ωWk (diagonal in momentum space) for the
8-component eigenvector
Wk
T =
(I1X,k, I1C,k︸ ︷︷ ︸
p
, S1X,k, S1C,k︸ ︷︷ ︸
h
, S2X,k, S2C,k︸ ︷︷ ︸
p
, I2X,k, I2C,k︸ ︷︷ ︸
h
) ,
where we have explicitly indicated the particle-like (I1α,k
and S2α,k) and hole-like (S1α,k and I2α,k) components.
The Bogoliubov matrix Lk,
Lk =
(
Lk11 Lk12
Lk21 Lk22
)
, (12)
can be decomposed in terms of the pump index block-
diagonal terms
Lkii =

EiX,k
ΩR
2 gXP
2
iX 0
ΩR
2 EiC,k 0 0
−gXP ∗iX2 0 −E∗iX,k −ΩR2
0 0 −ΩR2 −E∗iC,k
 ,
where
EiX,k = ωX,k − ωpi + 2gXntotX − iκX
EiC,k = ωC,k − ωpi − iκC ,
and ntotX = |P1X|2 + |P2X|2, and in terms of the off-
diagonal terms:
Lki6=j = 2gX

PiXP
∗
jX 0 PiXPjX 0
0 0 0 0
−P ∗iXP ∗jX 0 −P ∗iXPjX 0
0 0 0 0
 .
The eigenvalues of L give the 8 branches for the complex
spectrum of excitation, ω
(n)
k . The n = 1, . . . , 8 branches
can be labelled by the pump i = 1, 2 index, the excitonic
and photonic index α = X,C, and the particle-hole ` =
p, h index. In fact, in the k →∞ limit, one recovers the
rescaled exciton and photon dispersions and thus one can
associate to each of the 8 branches one specific value of
these three indices according to:
lim
k→∞
ω
(i,X,`)
k ' σ`
[
ωX,k + 2gXn
tot
X − ωs
−σi
√
(2gXntotX )
2
+
(
ωp1 − ωp2
2
)2− iκX ,
where ωs = (ωp1 + ωp2)/2 and
lim
k→∞
ω
(i,C,`)
k ' σ` (ωC,k − ωpi)− iκC ,
where the sign σ` = ± corresponds to the particle and
hole branches ` = p, h, respectively and the sign σi = ±
refers to the pump index i = 1, 2. These expressions have
been derived by neglecting the pairing terms between the
6particle and hole degrees of freedom and thus are ap-
proximate and only valid at low pump powers. Note,
however, that each branch is in general characterised by
the “particle-hole” symmetry ω
(n)
−k = −ω(n)k
∗
, which is a
consequence of the symmetry of L.
The real part of the excitation spectrum <(ω(i,α,`)k )
gives information about the renormalisation of the LP
and UP bare dispersions induced by the interaction be-
tween excitons. We plot the real part of the entire spec-
trum with its 8 branches in the top panel of Fig. 2 (thin
[black] lines) for two values of the pump power — the sys-
tem parameters for this figure correspond to the case A
described in Tab. I. We can observe that the “particle-
hole” symmetry is satisfied. Further, one can observe
that there are intervals in momenta for which particle-like
branches “stick together” with hole-like branches. This
is due to the anomalous terms in the Bogoliubov matrix
characterising the coupling between the particle and hole
degrees of freedom which induce a non-trivial (i.e., differ-
ent from −κX and −κC) imaginary part of the spectrum
=(ω(i,α,`)k ) (middle panel of Fig. 2).
While crucial for determining the imaginary part of the
spectrum, as discussed later, these anomalous terms can
be safely neglected if one needs a simplified yet approx-
imated information about the interaction induced blue-
shift of the LP and UP dispersions. To show this, we con-
sider a reduced version of the Bogoliubov matrix where
we neglect the coupling terms between the particle and
hole degrees of freedom and consider the particle-particle
components only:
L˜k =

E1X,k
ΩR
2 2gXP1XP
∗
2X 0
ΩR
2 E1C,k 0 0
2gXP2XP
∗
1X 0 E2X,k
ΩR
2
0 0 ΩR2 E2C,k
 . (13)
In the top panel of Fig. 2 we plot as thick (grey) lines
the real part of the 4 corresponding particle-like branches
obtained by diagonalising L˜k. Note that the imaginary
part of the eigenvalues of L˜k consists solely of the de-
cay terms, i.e., either −κX or −κC, depending on the
branch one refers to. From these plots we can appreciate
that, as soon as the external pumps induce finite values
of both pump fields, Piα, i.e., as soon as Fp 6= 0, the
interaction between the two-pump states in the particle-
particle channel, 2gXP1XP
∗
2X, induces a splitting of the
LP and UP branches, resulting in a total of four par-
ticle branches. In addition, each branch is blue-shifted
because of the 2gXn
tot
X term in the diagonal components
Eiα,k of the Bogoliubov matrix. Note that, according to
the definition (10), the frequency ω characterising the ex-
citation spectrum is the frequency measured with respect
to either pump frequency ωp1 or ωp2 . Thus, in order to
characterise the splitting and blue-shift of the LP and UP
bare dispersions (thin [black] lines in the bottom panels
of Fig. 2) induced by the interaction, we set to zero the
terms in ωp1 and ωp2 in the diagonal components Eiα,k
of the simplified Bogoliubov matrix L˜k (13) and plot the
FIG. 2. Upper panels: The real part of the excitation spec-
trum <(ω(i,α,`)k ) (thin [black] lines), where its 8 branches can
be labelled by the pump i = 1, 2 index, the excitonic and pho-
tonic index α = X,C, and the particle-hole ` = p, h index (see
text). The real part of the simplified particle-like excitation
spectrum, resulting from the diagonalisation of (13), where
we have neglected the particle-hole coupling terms, have been
plotted as thick (grey) lines. Middle panels: Imaginary part
of the spectrum of excitations =(ω(i,α,`)k ). Gray shaded re-
gions indicate the unstable models for which =(ω(i,α,`)k ) > 0.
The (red) vertical dotted lines mark the momenta of the
most unstable modes. Bottom panels: the interaction renor-
malised LP and UP dispersions (thick [grey] lines) show that,
at finite values of the pump strength, the interaction be-
tween the two-pump states in the particle-particle channel
induces a blue-shift and a splitting of both the LP and the
UP bare dispersions ([black] thin lines). The dashed (cyan)
line indicates the energy of the signal ωs = (ωp1 + ωp2)/2
expected for the two-pump instability, while the dot-dashed
(green) line indicates the pump 1 energy ωp1 at which one
can have scattering at large enough values of Fp (right pan-
els). In all panels, the choice of parameters corresponds to
the case A described in Tab. I, while the pump strength
has been fixed to
√
gXFp = 2.79 meV
3/2 (left panels) and
to
√
gXFp = 11.18 meV
3/2 (right panels).
corresponding eigenvalues ω˜
(i,α)
k in the bottom panels of
Fig. 2 as thick (grey) lines. Thus, we can quantify the
splitting and blue-shift of the bare LP and UP modes. In
addition, we can describe how both splitting and blue-
shift grow when increasing the pump power Fp (from the
left to the right panel).
This estimate of the interaction renormalised disper-
7sions allows to deduce the approximate values of the ex-
pected momenta for both two-pump as well as single-
pump instabilities. To this end, in the bottom panels of
Fig. 2 we plot as a dashed (cyan) line the value of the two-
pump signal energy ωs = (ωp1 + ωp2)/2. Because of the
splitting of the LP mode, we obtain in this way two values
of the expected two-pump instability momenta. While at
low enough pump powers (as for the left panels of Fig. 2),
the blue-shift of the LP is not large enough to get any
LP state at the pump 1 energy, ωp1 (dot-dashed [green]
line), for big enough values of Fp (right panels) the blue-
shift of at least one split LP branch is large enough to
allow single-pump parametric scattering. As discussed
next, the values obtained this way for both two-pump
and single pump instability momenta are close to those
obtained evaluating the imaginary part of the spectrum
and the most unstable modes.
An additional and better estimate of the momenta at
which we expect two-pump and single-pump instabilities
to occur can be obtained by evaluating the most unsta-
ble modes. The pump-only solutions of the mean-field
equations (11) are stable as far as the population of sig-
nal and idler modes in (10) does not grow exponentially
in time, and thus the spectrum of excitations satisfies
=(ω(i,α,`)k ) < 0. When this condition is not met and
there are values of k for which =(ω(i,α,`)k ) > 0 for at least
one of the branches, the pump-only solutions are dynam-
ically unstable towards the exponential growth of these
modes. The imaginary part of the excitation spectrum
is plotted in the middle panels of Fig. 2 for two differ-
ent values of the pump strength. As observed previously,
there is a trivial contribution to the imaginary part of the
spectrum coming from the decay terms: i.e., at large val-
ues of momenta, limk→∞=(ω(i,α,`)k ) = −κα (in the plot
we have chosen κX = κC). However, for smaller values of
momentum, the anomalous terms in the Bogoliubov ma-
trix characterising the coupling between the particle and
hole degrees of freedom induce a non-trivial k-dependent
contribution to =(ω(i,α,`)k ). The region in momentum for
which =(ω(i,α,`)k ) > 0 characterises the region of insta-
bility of the pump-only solutions. In Figs. 3 and 4, we
plot the regions of instabilities as a function of momen-
tum k and pump strength Fp. Because of the interaction
between the two-pump states and thus the splitting of
the LP and UP branches previously described, these re-
gions of instability are characterised by separate regions
or branches. Note that larger decay parameters κα imply
smaller instability regions in within the linear response
analysis. Thus, even though it might seem desirable to
have small values of κα so as to obtain large regions of
instability, numerically, convergence of both two-pump
and single-pump patterns occurs more quickly for larger
values of κα. The choices reported in Tab. I as case A
and B are a compromise between these two tendencies.
The most unstable modes, i.e., those modes for which
=(ω(i,α,`)k ) is maximum as a function of k, provide in-
formation about which mode is growing faster and, thus,
FIG. 3. Top panel: regions of instability of the pump-only
solutions in the momentum k and pump strength Fp space.
The countourplot represents the region of dynamical linear
instability, =(ω(i,α,`)k ) > 0. The estimates of the expected
momenta for the two-pump instability at ωs = (ωp1 + ωp2)/2
([cyan] dashed line) and for the single-pump instability at ωp1
([green] dot-dashed line) are obtained as described in the bot-
tom panels of Fig. 2. The dotted (red) lines indicate the most
unstable modes as in the middle panels of Fig. 2 — filled (red)
dotted lines are those with the highest value of =(ω(i,α,`)k ) > 0.
Symbols are the results of numerical simulations for finite size
pump spots as described later in Sec. IV. Bottom panel: evo-
lution of the total excitonic population ntotX of the pump states
as a function of the rescaled pump strength. For both panels
parameters are fixed as in the case A described in Tab. I. In
this case, there is an interval in pump strength for which two-
and single-pump instabilities compete against each other.
about the expected momentum of the instability pattern.
In the middle panels of Fig. 2 we indicate the most un-
stable modes as dotted (red) lines. The evolutions of the
most unstable mode as a function of the pump strength
are plotted also as dotted (red) lines in the top panels of
both Figs. 3 and 4. There is a good agreement between
these values of instability momenta and those previously
obtained by estimating the renormalised LP and UP dis-
persions. Using the same style (and color) scheme of
the bottom panels of Fig. 2, we plot in Figs. 3 and 4 as
(cyan) dashed lines the expected momenta for the two-
pump instability at ωs = (ωp1 + ωp2)/2 and as (green)
dot-dashed line those for the single-pump instability at
ωp1 . Note that, as a consequence of the assumed isotropy
of the exciton-exciton interaction, the spectrum of exci-
8FIG. 4. Top and bottom panel are the same as in Fig. 3 but
for the system parameters fixed as in the case B described in
Tab. I. The parameters have been fixed so as to eliminate the
region of instability corresponding to single-pump parametric
scattering at the pump 1 energy, ωp1 . As discussed later, the
absence of competition between two- and single-pump insta-
bilities leads to an easier convergence of stripe and chequer-
board patterns in the numerical simulations.
tation is also isotropic in momentum, i.e., ω
(i,α,`)
k only
depends on k = |k|. Thus, the most unstable modes only
give information about the ring in momentum at which
the instability can occur, but not about its direction. In
other words one cannot differentiate between stripe, che-
querboard or any other pattern. In order to obtain this
information we have to carry on a full numerical analysis,
as discussed in the next section.
Finally, we note that in Fig. 3 (parameter choice A)
there is a region in pump strength for which both two-
and single-pump instabilities are allowed and compete
against each other. As discussed in the next section, this
competition between instabilities hinders the numerical
convergence of the dynamics to a steady-state. For this
reason, the parameters of case B are chosen so as to elim-
inate the regions of single-pump instability, as shown in
Fig. 4. The absence of competition between two- and
single-pump instabilities leads to an easier convergence
of patterns in the numerical simulations, which is what
we are going to discuss in the next section.
σ2noise [meVµm
2] 0.01 0.06 0.14 1.44 14.40
tsst [ns] 473.4 220.9 99.9 42.1 36.8
TABLE II. Typical times required to reach a steady-state so-
lution tsst as a function of the white noise variance σ
2
noise of the
initial conditions (14). These data refer to the system param-
eter choice B of Tab. I and corresponds to the chequerboard
pattern in Fig. 6.
IV. NUMERICAL ANALYSIS
As already mentioned in Sec. II A, the linear response
analysis contains only the quadratic scattering processes
(see panel c) of Fig. 1). As such, it allows to ascertain
the stability of the pump-only solutions, and thus it pro-
vides us with the information about the region of system
parameters for which we expect single- and two-pump in-
stabilities to occur. However, a linear response analysis
does not permit to deduce the specific patterns associated
to each instability. For this reason, we carry on here a
full numerical analysis of the generalised Gross-Pitaevskii
equation (2) for finite size pump spots (1). In particular,
in order not to break the original rotational symmetry
when both pumps are shined at normal incidence, we
consider circularly symmetric smoothed top-hat profiles
with a FWHM σp ' 34 µm and a strength Fp (evalu-
ated at the maximum value of the pump profile in real
space). Note that, as already done for the linear response
theory, also in the numerical simulations we rescale the
two pump strengths according to (8) and thus we have a
single pumping strength parameter Fp to be varied. In
order to be able to compare the numerical results with
those obtained from the linear response theory, we have
chosen the same system parameters as in the Tab. I, and,
later on, we will report results for both parameter choices
of case A) and case B). Eq. (2) is numerically solved on
a 2D grid of N × N = 28 × 28 points and a separation
of 0.32 µm, in a L × L = 81 µm×81 µm box, by using
a 5th-order adaptive-step Runge-Kutta algorithm. We
have checked all our results are converged with respect
to the temporal and spacial resolution.
We impose white noise random initial conditions with
zero mean, 〈ψα=X,C(r, t = 0)〉 = 0, and variance σ2noise:
gX〈ψ†α(r, 0)ψ†α′(r′, 0)〉 = σ2noiseδα,α′δ(r− r′) . (14)
This is a standard procedure done in order not to bias the
steady-state solution selected by the dynamics. At the
same time, random initial conditions introduce a small
explicit breaking of the translational and rotational sym-
metries. This helps the numerics evolving towards solu-
tions for which both symmetries are spontaneously bro-
ken, only when the system parameters are such that the
symmetric pump-only solution is unstable. We let the
dynamics evolve until a steady-state, if any, is reached
and select only those solutions that do reach a steady-
state. We have checked that none of our results de-
pends on the choice of the initial conditions. We find
9that the specific value of the noise variance σ2noise only
affects the typical time tsst the system needs to reach a
steady-state. In particular, larger values of σ2noise typ-
ically leads to a faster convergence in time, as shown
in the Tab. II. This tendency of faster convergence in
time for a stronger noise in the initial conditions is valid
only for values of σ2noise above a certain threshold. For a
weaker noise, σ2noise < 0.01 meVµm
2, we do not observe a
monotonic behaviour of tsst. Finally, note that the orien-
tation of each pattern is randomly selected. By fixing the
system parameters and choosing a different realisation of
initial conditions, the system evolves exactly to the same
pattern but with a different orientation.
As previously observed in Sec. III, larger values of the
decay parameters κα tends to stabilise pump-only solu-
tions and reduce the region of instability towards spon-
taneous pattern formation. However, from a numerical
point of view, choosing too small values of the decay pa-
rameters hinders the stabilisation of a determinate pat-
tern to a steady-state regime. A compromise between
these two behaviours has led us to the optimal values of
κα reported in Tab. I.
Once the parameters are fixed as either in case A) or
case B) of Tab. I, we scan through different values of the
pump strength Fp and let the dynamics evolve until a
steady-state is reached for t > tsst. As shown in Figs. 3
and 4, at either very low or very high pump powers, the
only stable solutions are those where only the two pump
states at energies ωp1 and ωp2 are populated, and thus
no pattern is generated. However, at intermediate pump
strengths, we observe that the pump only solutions are
unstable towards the formation of either stripe, chequer-
board or hexagonal patterns. By filtering the emission at
different energies, we will later be able to ascribe stripes
and chequerboards to two-pump instabilities at an en-
ergy ωs = (ωp1 + ωp2)/2, while hexagonal patterns to
one-pump instabilities only at an energy ωp1 .
Typical stable steady-state patterns for different val-
ues of the pump strength are shown in Fig. 5, where we
plot the full photon emission |ψC(k, t)|2 in momentum
space k at a fixed time t > tsst. Note that, plotting the
emission at a given time implies an integration in energy,
i.e., ψC(k, t) =
∫
dωeiωtψC(k, ω), and thus it includes the
emission from all possible energy states, including both
pump states as well as signal and idler states all emitting
at different energies. In fact, we can appreciate that all
the patterns in Fig. 5 include emission around k = 0 due
to both pump states. Emission is broaden in momentum
space because of the pumps being finite size — note that
in some panels the broadening appears falsely increased
because of the countourplot chosen interval. In addition
to the emission at zero momentum, the emission at fi-
nite momentum characterises different patterns. We can
clearly distinguish in the patterns of Fig. 5 a dominant
stronger emission on a momentum ring of radius kprimary
and, in some of these panels, we can appreciate a sec-
ondary weaker emission on a different momentum ring
ksecondary. As analysed later, the origin of primary and
FIG. 5. Photon emission |ψC(k, t)|2 in reciprocal space k
(µm−1 units) in the steady-state regime, t > tsst. System
parameters are those of case A of Tab. I for the left column
and case B for the right column, while the rescaled pump
strength F˜p =
√
gXFp (meV
3/2 units) increases from the top
panels to the bottom ones as indicated.
secondary patterns can be easily explained by filtering
the full emission emission at different energies.
For each pattern at a given pump strength Fp, we
extract the value of the primary pattern momentum
kprimary and we compare these numerical results with
the results obtained within the linear response theory
in Figs. 3 and 4. Here, the results from the numerical
analysis are plotted as symbols. We can observe that
stripe patterns occur at either low pump powers (as the
panels of Fig. 5 corresponding to F˜p = 2.79 meV
3/2,
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F˜p = 8.61 meV
3/2, and F˜p = 6.71 meV
3/2) or high
pump powers (as for F˜p = 44.72 meV
3/2). Instead,
chequerboard patterns occur only at low pump powers
(as for F˜p = 4.92 meV
3/2 and F˜p = 6.70 meV
3/2), in-
cluding what we indicate as “broaden chequerboards” at
F˜p = 6.48 meV
3/2 and F˜p = 5.37 meV
3/2. It is evident
in both Figs. 3 and 4 that the primary pattern momen-
tum kprimary we extract from the numerical simulations
agrees extremely well with the lowest momentum branch
of the most unstable modes extracted from the imaginary
part of the excitation spectrum derived within the linear
response theory. If no single-pump instability is allowed,
as it happens for the parameter choice B) of Fig. 4 and
the right column of Fig. 5, the primary pattern momen-
tum kprimary decreases monotonously as a function of the
pump strength Fp. Here, there is no a clear transition
from stripe to chequerboard patterns, rather both insta-
bilities alternate as the pump strength increases. How-
ever, if single-pump instabilities are allowed as for the pa-
rameter choice A) of Fig. 3 and the left column of Fig. 5,
at intermediate pump strengths, we observe the forma-
tion of hexagonal patterns. By filtering the emission in
energy we can show that hexagonal patterns only occur
at the energy ωp1 of the pump which is tuned closer to
the UP. Here, single- and two-pump instability compete
against each other.
In order to show that different patterns can appear
because of scattering processes at different energies, in
Figs. 6, 7, and 8 we filter in energy the emission of typi-
cal chequerboard, stripe and hexagonal patterns, respec-
tively. To do this, in all these three figures we plot, in
the top left panel, the photon spectrum integrated over
the momentum angle, I(k, ω) = ∫ dϕ|ψC(k, ω)|2, where
k = (k, ϕ), versus the rescaled energy ω − ωX,0 and the
absolute value of momentum k. On the right top panel we
instead plot the momentum integrated photon spectrum
Iint(ω) =
∫
dk|ψC(k, ω)|2. Here, we can observe that the
emission in energy is delta-like peaked at energies equally
spaced by (ωp1−ωp2)/2: aside the strong emission at the
two pump energies ωp1 and ωp2 , we can observe the emis-
sion at the signal energy ωs = (ωp1 +ωp2)/2 which is the
energy characteristic of two-pump instabilities. In ad-
dition, we can appreciate a weak emission at one idler
energy ωi1 = (3ωp1 − ωp2)/2, above the pump 1. The
other idler energy, ωi2 = (3ωp2 − ωp1)/2, below pump
2, is extremely weakly populated because far from being
in resonance to both the LP and the UP renormalised
dispersions. This also happens to the additional satellite
states equally spaced at a distance (ωp1 − ωp2)/2.
In all three figures 6, 7, and 8, in the bottom four pan-
els, we filter the emission in energy at both the signal
ωs as well the pump 1 energy ωp1 and plot the filtered
emission both in momentum (left panels |ψC(k, ωs)|2
and |ψC(k, ωp1)|2) as well as in space (right panels
|ψC(r, ωs)|2 and |ψC(r, ωp1)|2). We observe that, for
both cases of two-pump instabilities leading to chequer-
boards (Fig. 6) and stripes (Fig. 7), primary and sec-
ondary instabilities correspond to the same pattern even
FIG. 6. Top left panel: Photon spectrum integrated over the
momentum angle, I(k, ω) = ∫ dϕ|ψC(k, ϕ, ω)|2 ([grey] coun-
tourplot). The LP and UP dispersions renormalised and split
because of interaction effects are plotted as (green) solid lines:
These are obtained by diagonalising the simplified Bogoli-
ubov matrix (13). Top right panel: momentum integrated
photon spectrum Iint(ω) =
∫
dk|ψC(k, ϕ, ω)|2. The four bot-
tom panel represent the photon emission momentum (left)
and space (right) profiles filtered at the energy of the sig-
nal ωs = (ωp1 + ωp2)/2 (top left |ψC(k, ωs)|2 and top right
|ψC(r, ωs)|2) and at the energy of the pump 1 ωp1 (bottom
left |ψC(k, ωp1)|2 and top right |ψC(r, ωp1)|2). System param-
eters are fixed to case B) of Tab. I and the pump strength is
F˜p = 4.92 meV
3/2.
if at different absolute values of momenta and kprimary <
ksecondary. However, for single-pump instabilities such as
the one in Fig. 8, we observe that primary and secondary
patterns are not only characterised by a different abso-
lute value of momentum and that kprimary > ksecondary,
in addition they corresponds to different pattern. The
stronger emission in Fig. 8 is at the pump 1 energy and
describe an hexagonal pattern with kprimary. From the
spectrum plotted in the top left panel of Fig. 8, we can
appreciate that kprimary is in very good agreement with
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FIG. 7. Same as Fig. 6 for system parameters as case A) of
Tab. I and for a rescaled pump strength F˜p = 8.61 meV
3/2.
the estimate we get from the renormalised LP disper-
sion (green) solid line. The emission at the signal energy
ωs is instead weaker and the filtered emission shows a
distorted chequerboard with some weaker emission along
the entire momentum ring of radius ksecondary.
A. Phase freedom
To conclude our study, we want to establish the phase
freedom of two-pump instabilities. To do this we first
carry on an analytical study valid for homogeneous
pumping. Later, we compare our analytical results with
the numerical simulations for finite size pumps.
Let us start from stripe patterns. In this case, the
expansion (10) in signal (Siα) and idler (Iiα) terms is
FIG. 8. Same as Fig. 6 for system parameters as case A) of
Tab. I and for a rescaled pump strength F˜p = 16.77 meV
3/2.
limited to two opposite momentum states ±k:
ψα,stripe(r, t) = e
−iωp1 tP1α + e
−iωp2 tP2α
+ e−iωst
[
S∗1αe
ik·r + S2αe
−ik·r]
+ e−iωi1 tI1αe
−ik·r + e−iωi2 tI∗2αe
ik·r , (15)
where the signal energy is ωs = (ωp1 + ωp2)/2, while
the two idler energies are ωi1 = (3ωp1 − ωp2)/2 and
ωi2 = (3ωp2 − ωp1)/2. By substituting the expression
for the stripe fields (15) into the equations of motion (2)
and expanding to all orders, we can infer the constraints
that have to be satisfied between the pump phases φp1,2
which are fixed externally and the signal φs1,2 and idler
φi1,2 phases, where Piα = |Piα|eiφpi , Siα = |Siα|eiφsi and
Iiα = |Iiα|eiφii . Note that the α = X,C components
have their phase locked to each other because of the ΩR
coupling in the equations of motion (2). We obtain that
the scattering term (4) imposes only three independent
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constraints:
φp1 + φp2 = φs1 + φs2
2φp1 = φs1 + φi1
2φp2 = φs2 + φi2 .
for the four phase terms φs1,2 and φi1,2 . In fact, the
constraint for the idler phases, φp1 + φp2 = φi1 + φi2 can
be obtained by the above equations and it is not therefore
independent from them. Thus, out of the four signal and
idler phases, the system is free to spontaneously choose
one relative phase only, e.g., either the relative phase
between the two signals, φs1 − φs2 , or the one between
the two idlers, φi1 − φi2 , and thus the stripe patterns
is characterised by the spontaneous breaking of a U(1)
phase symmetry.
We can carry on a similar analysis for the chequer-
board solution, where we have now two pairs of opposite
momenta states ±k1 and ±k2, resulting into four signal
states (S1,2,3,4α, (see notation of Fig. 6) and four idler
states, two of which (I1,4α) at the energy ωi1 and the
other two (I2,3α) at the energy ωi2 :
ψα,cheq(r, t) = e
−iωp1 tP1α + e
−iωp2 tP2α + e
−iωst[
S∗1αe
ik1·r + S3αe
−ik1·r + S∗2αe
ik2·r + S4αe
−ik2·r]
+ e−iωi1 t
[
I1αe
−ik1·r + I∗4αe
ik2·r]
+ e−iωi2 t
[
I2αe
−ik2·r + I∗3αe
ik1·r] . (16)
Substituting into the equations of motion (2) we now
obtain the following independent equations:
φp1 + φp2 = φs1 + φs3
φp1 + φp2 = φs2 + φs4
2φp1 = φs1 + φi1
2φp2 = φs3 + φi3
2φp2 = φs2 + φi2
2φp1 = φs4 + φi4 .
We get six constraints for eight phases. The system thus
spontaneously chooses two phases and is characterised by
the spontaneous breaking of a U(1)× U(1) symmetry.
The phase freedom of hexagonal patterns due to single-
pump instabilities was already derived in Ref. [6]. Here,
one has a single pump field oscillating at the energy ωp1
and with phase φp, and six signal states, at the same
energy as the pump, which we distinguish with an index
hj , with j = 1, . . . , 6 (we assume the six signal states
are arranged clockwise, see notation of Fig. 8). Now the
constraints for the phases read as:
2φp = φhj + φhj+3
φp + φhj = φhj−1 + φhj+1 .
One can easily check that out of these 12 equations only
4 are independent, thus again giving a U(1)×U(1) phase
freedom, as in the case of the chequerboard pattern.
FIG. 9. First two columns: Extracted signal phase profiles
φs1,2,3,4(r) of the four signal states for the same system pa-
rameters leading to the chequerboard pattern of Fig. 6 and
for two different noise realisations of the random initial con-
ditions (14) (labelled as run 1 and run 2). In particular, we
plot the cut at x = 0 vs y ([red] solid line) and the cut at
y = 0 vs x ([blue] dotted line). Third column: We plot the
sums φs1(r) + φs3(r) and φs2(r) + φs4(r) for the two runs in
order to demonstrate the phase locking between them inde-
pendently on the run.
In order to confirm the phase freedom derived analyt-
ically for homogeneous pumping, we extract the signal
phase profiles from the finite size numerical results. Let
us refer in particular to the case of the chequerboard pat-
tern of Fig. 6, yet the same procedure can be applied to
any pattern. We filter the emission at the signal energy
in momentum space, evaluating ψC(k, ωs). The ampli-
tude of this field, for a chequerboard pattern, is peaked
at four momenta k1,2,3,4, all arranged on the same ring
kprimary. The phase profile φsi=1,...,4(r) associated to each
of these four states can be extracted by evaluating:
|ψC,i(r, ωs)|eφsi (r)
=
∑
k
ψC(k, ωs)θ(kcut − |k− ki|)e−i(k−ki)·r , (17)
where we have chosen a momentum kcut ' 0.7 mµ−1
for filtering the emission in momentum around the four
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signal momenta ki=1,...,4. We plot the phase profiles
φsi=1,...,4(x, y = 0) and φsi=1,...,4(x = 0, y) of the four
signal states in Fig. 9 for the same system parame-
ters leading to the chequerboard pattern of Fig. 6 and
for two different noise realisations of the random ini-
tial conditions (14) (run 1 and run 2). Even though
we have subtracted in Eq. (17) the leading current ki
to each phase profile, we can observe in all the panels
of the first two columns of this figure that singularly
all four phases φsi(r) display a residual finite current
jsi(r) = −∇φsi(r) 6= 0 due to the system being finite
size. However, we find that these residual currents are
pair-wise equal and opposite, i.e., js1(r) + js3(r) ' 0 '
js2(r)+js4(r), so that the phase sums φs1(r)+φs3(r) and
φs2(r)+φs4(r) shown in the panels of the last column are
almost homogeneous in space. Further, we observe that
φs1(r) + φs3(r) ' φs2(r) + φs4(r) within the same run,
but also between different runs, i.e. for different random
initial conditions. The fact the sums of these phases give
the same value independently on the run we consider,
while the phase of each singular phase φsi(r) is differ-
ent for different runs, demonstrates the phase locking
between opposite momentum states, as well the sponta-
neous election of their phase difference, i.e., the pattern
phase freedom.
The specific value of the phase sums φs1(r) +φs3(r) =
φs2(r) + φs4(r) would be ideally zero, as they are equal
to the sum of the two pump phases. However, as the
Fourier transform from time to frequency is evaluated
numerically over a finite interval of time once the system
has evolved long enough to reach a steady-state, the fil-
tering process in energy produces a fictitious numerical
accumulated phase. This does not however influence our
main conclusion about phase locking and phase freedom.
Note that, as we have extracted the signal state phases,
we could similarly extract the idler phases so as to nu-
merically check the phase locking between φs1 + φi1 ,
φs3 +φi3 , φs2 +φi2 , and φs4 +φi4 . However, the popula-
tion of the idler states, particularly the ones at an energy
ωi2 = (3ωp2−ωp1)/2 below the pump 2 energy and below
the LP dispersion, is so low to render the corresponding
phases quite noisy and thus difficult to analyse.
Finally, we have numerically extracted the phases of
both stripe and hexagonal pattern and reached a similar
conclusion about phase locking and phase freedom.
V. CONCLUSIONS AND PERSPECTIVES
In this paper we analyse the occurrence of Turing
patterns in a polariton microcavity which is resonantly
driven by two external lasers simultaneously pumping
both lower and upper polariton branches. The pumps are
shined at normal incidence so as not to explicitly break
the system translational and rotational invariance. We
show that, by increasing the intensity of both pumps,
can lead to parametric scattering instabilities to signal
states at finite momentum, thus spontaneously break-
ing the system translational and rotational symmetries.
For two-pump instabilities, pumps and signals are at dif-
ferent energies, and we show that stripe and chequer-
board patterns become the dominant steady-state solu-
tions because cubic parametric scattering processes are
forbidden. This contrasts with the case of single-pump
instabilities, for which parametric scattering occurs at
the same energy as one of the two pumps. In this case, it
was already shown that hexagonal patterns are the most
common instabilities [9–13]. We demonstrate that our
set up allows two-pump instabilities to compete against
single-pump instabilities, and that the system can simul-
taneously undergo different instabilities at different en-
ergies.
Our pumping setup has been previously suggested as a
possible scheme for the generation of entangled multiple
polariton modes [22]. In that work, it was assumed that
parametric scattering would generate two signal states
arranged into a stripe configuration. Taking into account
the spin-polarisation degrees of freedom, this would gen-
erate a total of four signal states, i.e., a square-type clus-
ter state, for which four-mode entanglement was demon-
strated. In our work, we analyse the nature and stabil-
ity of different patterns that can emerge from two-pump
instabilities. Already without taking into account the
polarisation degrees of freedom, we show that we can
tune the system parameters so as to realise both stripe
and chequerboard patterns. This would allow the real-
isation of both four-mode and eight-mode polariton en-
tanglement if the polarisation degrees of freedom would
be taken into account.
Further, by using the pump power as a tuning parame-
ter, we have demonstrated that we can control the transi-
tion from stripe to chequerboard patterns. While stripes
are characterised by the spontaneous breaking of a U(1)
phase symmetry, in the case of chequerboard patterns, we
show that the phase symmetry spontaneously broken is in
the U(1)×U(1) class. We can thus tune the system across
the non-equilibrium phase transition between these two
states characterised by a different symmetry class. This
opens intriguing questions about the critical behaviour
of this non-equilibrium two-dimensional system, and the
nature of the transition from the normal phase to the or-
dered phase where the phase symmetry is spontaneously
broken. It has been recently shown [27] that polaritons
driven into the optical parametric oscillator steady-state
regime undergo a transition from a normal to a superfluid
phase [24] that is of the Berezinskii- Kosterlitz-Thouless
type. The optical parametric oscillator regime is char-
acterised by the spontaneous breaking of a U(1) phase
symmetry. For this parametric scattering instability, it
was shown that despite the presence of a strong drive and
dissipation, the transition from the normal to the super-
fluid state is governed by the binding and unbinding of
vortex-antivortex pairs, sharing similarities to the equi-
librium counterpart transition. It is therefore natural to
ask whether our stripe pattern undergoes the same tran-
sition and to investigate the nature of the transition in
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the case of chequerboard patterns. These would be the
subject of future studies.
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Appendix A: Analogy with weak crystallisation
It is interesting to note that there is some analogy be-
tween the spontaneous appearance of a determined pat-
tern in polariton parametric scattering and the theory
of weak localisation [37, 38]. The attempt to study the
phase transition from a liquid to a crystal is notoriously
a hard problem to analyse which goes back to Landau, as
it implies the comparison between an infinite set of possi-
ble crystalline and quasi-crystalline structures. However,
a Ginzburg-Landau expansion in the density modulation
order parameter ψ(r) can be applied when the crystalli-
sation transition is weakly first order, greatly simplifying
the problem. The resulting theory of weak crystallisation
assumes that the density modulations
ψ(r) =
N∑
n=1
2<(aneiqn·r) (A1)
are small and only select a single wave-vector |qn| = q0.
The modulated pattern, whether stripe (N = 1), che-
querboard (N = 2), hexagonal (N = 3), and so on, is
found by minimising a Ginzburg-Landau type free en-
ergy functional:
F [ψ] =
∫
dr
{
τ
2
ψ2 + κ
[
(∇2 + q20)ψ
]2 − µ
6
ψ3 +
λ
24
ψ4
}
.
In two dimensions, it is easy to show that in absence of
the cubic term µ = 0, there is a continuous transition
from a liquid ψ = 0 phase for τ > 0 to a stripe phase
(N = 1, i.e., ψ(r) = 2|a1| cos(q1 · r+ Φ1)) for τ < 0 with
|a1| =
√
2|τ |/λ, where both phase Φ1 and direction of q1
are randomly selected. However, in presence of the cubic
term µ 6= 0, which contributes if at least three vectors
are arranged in 120◦, q1 + q2 + q3 = 0, the transition
is to a 2D hexagonal crystal, N = 3, with |a1| = |a2| =
|a3| = |µ|[1 +
√
1− 10λ|τ |/µ2]/(5λ).
The free energy F [ψ] is never minimised by a chequer-
board N = 2 modulation. However, for two real order
parameters
ψ1(r) =
N∑
n=1
2<(aneiqn·r) ψ2(r) =
M∑
m=1
2<(bmeipn·r) ,
(A2)
with modulations in different directions qn 6= pm but
belonging to the same shell with momentum q0, it can
be shown that the free energy
F [ψ1, ψ2] =
∫
dr
{
2∑
i=1
κi
[
(∇2 + q20)ψi
]2
+
τ
2
(
ψ21 + ψ
2
2
)
+
λ
4
(
ψ21 + ψ
2
2
)2
+ γψ21ψ
2
2
}
(A3)
undergoes a transition for τ < 0 from stripe N = 1,
M = 0 when γ > λ/4 to chequerboard, N = 1 = M
when −λ < γ < λ/4.
Note that in the formulation above we have chosen
real order parameters (A1) and (A2) rather than complex
ones. This choice is dictated by the phase constraints
discussed in Sec. IV A, where we have shown that the sum
of signal phases corresponding to opposite momenta is
locked to the pump phases. Note also that in its standard
formulation with local interactions, the theory of weak
crystallisation selects randomly the directions qi of the
modulated phases. Thus, similarly to the case of our local
interaction term (4), the weak crystallisation theory does
not distinguish between a chequerboard arranged in a
square and the one arranged in a rhombus. However, this
possibility can be phenomenologically added by including
the dependence of the free energy on the angles between
ordering wave vectors.
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