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ON EXTERIOR MODULI OF QUADRILATERALS AND SPECIAL
FUNCTIONS
MATTI VUORINEN AND XIAOHUI ZHANG
Abstract. In this paper two identities involving a function defined by the com-
plete elliptic integrals of the first and second kinds are proved. Some functional
inequalities and elementary estimates for this function are also derived from the
properties of monotonicity and convexity of this function. As applications, some
functional inequalities and the growth of the exterior modulus of a rectangle are
studied.
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1. Introduction
1.1. Exterior modulus of a quadrilateral. For h > 0 consider the rectangle
D with vertices 1 + ih, ih, 0, 1 in the upper half plane H2 = {x + iy : y > 0}
and a bounded harmonic function u : C \D → R satisfying the Dirichlet-Neumann
boundary value problem u(z) = 0 for z ∈ [0, 1], u(z) = 1 for z ∈ [ih, 1 + ih],
∂u
∂n
(z) = 0 for z ∈ [1, 1 + ih] ∪ [0, ih] where n is the direction of the exterior normal
to ∂D. The number
M(1 + ih, ih, 0, 1) =
∫
C\D
|∇u|2dm
is called the exterior modulus of the rectangle D(1 + ih, ih, 0, 1).
This quantity also has an interpretation as the modulus of the family of all curves,
joining the segments [1 + ih, ih] and [0, 1] in the complement of the rectangle D,
which also is equal to M(1 + ih, ih, 0, 1) (cf. [A]). For a polygonal quadrilateral
D(a, b, 0, 1) with vertices a, b ∈ H2 and base [0, 1], the exterior modulusM(a, b, 0, 1)
can be defined in the same way.
As far as we know there is no analytic formula forM(a, b, 0, 1). Numerical meth-
ods for the computation of M(a, b, 0, 1) were recently studied by H. Hakula, A.
Rasila, and M. Vuorinen in [HRV2] which motivate the present study. They used
numerical methods such as hp-FEM and the Schwarz-Christoffel mapping. Similar
problems for the interior modulus have been studied in [HQR, HRV1]. The liter-
ature and software dealing with numerical conformal mapping problems are very
wide, see e.g. [DT, PS].
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Here we study the above problem for the case of a rectangle. In this case an
explicit formula involving complete elliptic integrals was given by P. Duren and J.
Pfaltzgraff [DP], and our goal is to analytically study the dependence of the formula
on h.
1.2. Complete elliptic integrals. Let K(r) and E(r) stand for the complete
elliptic integrals of the first and second kind, respectively (see (2.1)). Let r′ =√
1− r2 for r ∈ (0, 1). We often denote K′(r) = K(r′), E ′(r) = E(r′). Define the
function ψ as follows
(1.3) ψ(r) =
2(E(r)− (1− r)K(r))
E ′(r)− rK′(r) , r ∈ (0, 1).
The function ψ : (0, 1)→ (0,∞) is a homeomorphism, see Theorem 3.1 or [DP]. In
particular, ψ−1 : (0,∞)→ (0, 1) is well-defined.
1.4. Duren-Pfaltzgraff formula for a rectangle. In [DP], P. Duren and J.
Pfaltzgraff studied the modulusM(Γ) of the family of curves Γ joining the opposite
sides of length b of the rectangle with sides a and b, in the exterior of the rectangle,
and gave the formula [DP, Theorem 5]
(1.5) M(Γ) = K
′(r)
2K(r) , where r = ψ
−1(a/b).
The exterior modulus M(Γ) is a conformal invariant of a quadrilateral. In [ADV],
the authors gave a sharp comparison between the function ψ and Robin modulus
of a given rectangle. Their result can be rewritten as the following inequality
(1.6)
pir
(1− r)2 < ψ(r) <
16r
pi(1− r)2 , r ∈ (0, 1).
In this paper two identities involving the function ψ are proved, and some func-
tional inequalities and elementary estimates for the function ψ are also derived
from the monotonicity and convexity of the combinations of the function ψ and
some elementary functions. As applications, we will study the growth of the ex-
terior modulus with respect to the length of one side of the rectangle. The main
results are listed as follows.
Theorem 1.7. For r ∈ (0, 1), the function ψ satisfies the identities
ψ(r2)ψ
((
1− r
1 + r
)2)
= 1, ψ
(
1− r
1 + r
)
ψ
(
1− r′
1 + r′
)
= 1.
Theorem 1.8. The function f(r) = (1 − √r)2ψ(r)/r is strictly decreasing from
(0, 1) onto (4/pi, pi). In particular, for all r ∈ (0, 1)
4r
pi(1−√r)2 < ψ(r) <
pir
(1−√r)2 .
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Theorem 1.9. The function f(x) = ψ(1/ ch(x)) is decreasing and convex from
(0,∞) onto (0,∞). In particular, for r, s ∈ (0, 1),
(1.10) 2ψ
( √
2rs√
1 + rs+ r′s′
)
≤ ψ(r) + ψ(s)
with equality in the above inequality if and only if r = s.
Theorem 1.11. For x, y ∈ (0, 1),
ψ (Hp(x, y)) ≤ Hp (ψ(x), ψ(y)) if p ≥ 0,
and
ψ (Hp(x, y)) ≥ Hp (ψ(x), ψ(y)) if p ≤ −1.
The equality holds in each case if and only if x = y. Here Hp is the power mean
defined as
Hp(x, y) =


(
xp + yp
2
)1/p
, p 6= 0
√
xy, p = 0.
2. Preliminaries
For 0 < r < 1, the functions
(2.1) K(r) =
∫ pi/2
0
dt√
1− r2 sin2 t
, E(r) =
∫ pi/2
0
√
1− r2 sin2 t dt
with limiting values K(0) = pi/2 = E(0), K(1−) = ∞ and E(1) = 1 are known
as Legendre’s complete elliptic integrals of the first and second kind, respectively.
These two functions are connected by Legendre’s relation [BF, 110.10]
(2.2) EK′ + E ′K −KK′ = pi
2
.
Some derivative formulas involving these elliptic integrals are as follows [Bo, p.21]:
(2.3)


dK
dr
=
E − r′2K
rr′2
,
dE
dr
=
E − K
r
,
d
dr
(E − r′2K) = rK, d
dr
(K − E) = rE
r′2
.
The functions K and E satisfy the following identities due to Landen [BF, 163.01,
164.02]
(2.4) K
(
2
√
r
1 + r
)
= (1 + r)K(r),
(2.5) K
(
1− r
1 + r
)
=
1
2
(1 + r)K′(r),
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(2.6) E
(
2
√
r
1 + r
)
=
2E(r)− r′2K(r)
1 + r
,
(2.7) E
(
1− r
1 + r
)
=
E ′(r) + rK′(r)
1 + r
.
Using Landen’s transformation formulas, we have the following identities.
Lemma 2.8. For r ∈ (0, 1), let t = (1− r)/(1 + r). Then
(2.9) K(t2) = (1 + r)
2
4
K′(r2),
(2.10) K′(t2) = (1 + r)2K(r2),
(2.11) E(t2) = E
′(r2) + (r + r2 + r3)K′(r2)
(1 + r)2
,
(2.12) E ′(t2) = 4E(r
2)− (3− 2r2 − r4)K(r2)
(1 + r)2
.
Proof. By Landen’s transformations (2.4) and (2.5), we have
2(1 + r2)
(1 + r)2
K(t2) = K
(
1− r2
1 + r2
)
=
1
2
(1 + r2)K′(r2).
This implies (2.9).
For (2.10),
K′(t2) = (1 + r)
2
1 + r2
K
(
2r
1 + r2
)
= (1 + r)2K(r2)
where the first equality is Landen’s transformation (2.5) with the parameter t2 and
the second equality follows from (2.4) with the parameter r2.
Using Landen’s transformation (2.6) with the change of parameter r 7→ t2 and
the formula (2.9), we get
(2.13) E
(
1− r2
1 + r2
)
=
(1 + r)2E(t2)− r(1 + r2)K′(r2)
1 + r2
.
On the other hand, by (2.7)
(2.14) E
(
1− r2
1 + r2
)
=
E ′(r2) + r2K′(r2)
1 + r2
.
Hence (2.11) follows from (2.13) and (2.14).
For (2.12), by the change of parameter r 7→ t2 in Landen’s transformation (2.7)
and the formula (2.10), we have
(2.15) E
(
2r
1 + r2
)
=
(1 + r)2E ′(t2) + (1− r2)2K(r2)
2(1 + r2)
.
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On the other hand, by (2.6)
(2.16) E
(
2r
1 + r2
)
=
2E(r2)− (1− r4)K(r2)
1 + r2
.
Hence (2.12) follows from (2.15) and (2.16). 
The next lemma is a monotone form of l’Hoˆpital’s rule and will be useful in
deriving monotonicity properties and obtaining inequalities [AVV1, Theorem 1.25].
Lemma 2.17 (Monotone form of l’Hoˆpital’s Rule). Let −∞ < a < b < ∞,
and let f, g : [a, b]→ R be continuous on [a, b], differentiable on (a, b). Let g′(x) 6= 0
on (a, b). Then, if f ′(x)/g′(x) is increasing (decreasing) on (a, b), so are
f(x)− f(a)
g(x)− g(a) and
f(x)− f(b)
g(x)− g(b) .
If f ′(x)/g′(x) is strictly monotone, then the monotonicity on the conclusion is also
strict.
The following Lemma 2.18 is from [AVV1, Theorem 3.21 (1),(7)].
Lemma 2.18. (1) r−2(E − r′2K) is strictly increasing and convex from (0, 1) onto
(pi/4, 1).
(2) For each c ∈ [1/2,∞), r′cK is decreasing from [0, 1) onto (0, pi/2].
Lemma 2.19. (1) f1(r) = E − (1 − r)K is strictly increasing and concave from
(0, 1) onto (0, 1).
(2) f2(r) = (E − (1− r)K)/r is strictly decreasing from (0, 1) onto (1, pi/2).
(3) f3(r) = E ′ − rK′ is strictly decreasing and convex from (0, 1) onto (0, 1).
(4) f4(r) = (E ′ − rK′)/(1− r) is strictly decreasing from (0, 1) onto (0, 1).
(5) f5(r) = (E − r′K)/(1−
√
r′)2 is strictly decreasing from (0, 1) onto (1, pi/2).
(6) f6(r) = (3− r)E ′ − (1 + r)K′ is increasing form (0, 1) onto (−∞, 0).
(7) f7(r) = (1 + r)(E ′ − rK′)/(1− r) is strictly deceasing from (0, 1) onto (0, 1).
(8) f8(r) = (E − (1 − r)K)/(
√
r(1 − r)K) is strictly increasing from (0, 1) onto
(0,∞). f8(0.479047 · · · ) = 1.
Proof. (1) By differentiation and the derivative formulas (2.3),
f ′1(r) =
E
1 + r
which is positive and decreasing. Then the properties of monotonicity and concavity
of f1 follow. The limiting value f1(0) = 0 is clear and f1(1−) = E(1)− lim
r→1−
(r′2K/(1+
r)) = 1 by Lemma 2.18(2).
(2) Since f1 is concave and f2(r) = f1(r)/r, f2 is decreasing by the monotone
form of l’Hoˆpital’s rule. By l’Hoˆpital’s rule f2(0) = f
′
1(0) = pi/2, and f2(1) = 1 is
clear.
(3) By (2.3), we have
f ′3(r) = −
K′ − E ′
1 + r
,
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which is negative and increasing in (0, 1). Then f3 is decreasing and convex in (0, 1).
The limiting value f3(0) = 1 follows from Lemma 2.18(2), and f3(1) = 0 is clear.
(4) Let h(r) = 1− r. Since f3 is convex, f ′3(r)/h′(r) is decreasing. Thus f4(r) =
f3(r)/h(r) is also decreasing by the monotone form of l’Hoˆpital’s rule. By l’Hoˆpital’s
rule f4(1) = −f ′3(1) = 0, and f4(0) = f3(0) = 1.
(5) For the proof we first make the change of variable r = 2
√
x/(1 + x). The
Landen transformations (2.4) and (2.6) lead to
h(x) = f5
(
2
√
x
1 + x
)
=
E(x)− x′2K(x)
1− x′ =
h1(x)
h2(x)
,
where h1(x) = E(x)− x′2K(x) and h2(x) = 1− x′ with h1(0) = 0 = h2(0). Then by
(2.3) we have
h′1(x)
h′2(x)
=
xK(x)
x/x′
= x′K(x),
which is strictly decreasing by Lemma 2.18(2). This implies that h is decreasing by
the monotone form of l’Hoˆpital’s rule, and hence f5 is also decreasing in (0, 1).
(6) By differentiation, we have
f ′6(r) =
(1− r)(2rE ′ + E ′ − rK′)
r(1 + r)
> 0,
and hence f6 is increasing. The limiting values are clear.
(7) By simple computation, f ′7(r) = f6(r)/(1−r)2 < 0 and hence f7 is decreasing.
The limiting values follow from part (4).
(8) Differentiation and simplification give that
f ′8(r) =
((1 + r)K − E)(2E − r′2K)
2r3/2(1 + r)(1− r)2K2 > 0,
and hence f8 is strictly increasing. The limit
f8(0+) = lim
r→0+
E − (1− r)K√
rK = limr→0+
E − (1− r)K
r
√
r
K = 0
follows from the part (2). The limit f8(1−) =∞ is clear. 
Let
(2.20) µ(r) =
pi
2
K′(r)
K(r)
be the modulus of Gro¨tzsch’s ring B2 \ [0, r] (see [LV],[AVV1]).
Lemma 2.21. The function f(r) = µ(r)ψ(r) is strictly increasing from (0, 1) onto
(0,∞).
Proof. Since the function f can be rewritten as
f(r) = pi
√
rK′E − (1− r)K√
r(1− r)K
1− r
E ′ − rK′ ,
the conclusion follows from Lemma 2.18(2), Lemma 2.19(4) and (8). 
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3. Proofs of Main Results
In this section we will prove two identities involving the function ψ, and some
functional inequalities and elementary estimates for the function ψ are also derived
from the monotonicity and convexity of the combinations of the function ψ and
some elementary functions.
Theorem 3.1. The function ψ(r) is strictly increasing and convex from (0, 1) onto
(0,∞), and the function ψ(r)/r is strictly increasing from (0, 1) onto (0,∞).
Proof. By differentiation, and using (2.3) and Legendre’s identity (2.2), we have
(3.2)
dψ
dr
=
2(1− r)
1 + r
E ′K + EK′ −KK′
(E ′ − rK′)2 =
pi
1− r2
(
1− r
E ′ − rK′
)2
,
which is positive and strictly increasing by Lemma 2.19(4). Hence ψ(r) is strictly in-
creasing and convex, and consequently ψ(r)/r is strictly increasing by the monotone
form of l’Hoˆpital’s rule. 
Proof of Theorem 1.7. By simple calculations, the first identity follows from the
definition of ψ and Lemma 2.8. The second identity follows from the first one with
the change of parameter r 7→√(1− r)/(1 + r). 
Corollary 3.3. ψ(3− 2√2) = 1.
Proof. Let r = 1/
√
2. Then (1− r)/(1 + r) = 3 − 2√2 = (1− r′)/(1 + r′), and the
second identity in the Theorem 1.7 implies ψ(3− 2√2) = 1. 
Remark 3.4. Let ∆ be the family of curves lying outside the rectangle R and joining
the opposite sides of length a. Then a basic fact is
M(Γ) = 1/M(∆).
By (1.5) and (2.20), we have
M(Γ) = µ(r)/pi, and M(∆) = µ(s)/pi
with r = ψ−1(a/b) and s = ψ−1(b/a). By the identity [AVV1, Exercises 5.68(2)]
µ(r2)µ
((
1− r
1 + r
)2)
= pi2,
it is easy to see that M(Γ) = 1/M(∆) is equivalent to s = ((1 −√r)/(1 +√r))2.
Since s = ψ−1(b/a) = ψ−1(1/ψ(r)), we have s = ((1 − √r)/(1 + √r))2 which is
equivalent to
1
ψ(r)
= ψ
((
1−√r
1 +
√
r
)2)
.
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Proof of Theorem 1.8. The theorem follows from
f(r) =
(1−√r)2ψ(r)
r
= 2
E − (1− r)K
r
(1−√r)2
E ′ − rK′ ,
since (E − (1 − r)K)/r and (1 − √r)2/(E ′ − rK′) are both decreasing by Lemma
2.19(2), (5), respectively. The limiting values are clear by Lemma 2.19(2), (5). 
Corollary 3.5. The function g(r) = (1 − √r) arth(1 − √r)ψ(r)/r is strictly de-
creasing from (0, 1) onto (4/pi,∞).
Proof. This follows from Theorem 1.8, since g(r) = f(r) arth(1 − √r)/(1 − √r)
where f(r) is as in Theorem 1.8 and arth(1 − √r)/(1 − √r) is strictly decreasing
from (0, 1) onto (1,∞). 
Since the bounds for ψ in (1.6) and the Theorem 1.8 are not comparable in the
whole interval (0, 1), we could combine them to get the following inequalities:
Corollary 3.6. For 0 < r < 1,
max
{
pir
(1− r)2 ,
4r
pi(1−√r)2
}
< ψ(r) < min
{
16r
pi(1− r)2 ,
pir
(1−√r)2
}
.
4 r
I1 - r M
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Π r
I1 - r M
2
0.2 0.4 0.6 0.8
20
40
60
80
100
120
Π r
H1 - rL2
< ΨHrL <
16 r
H1 - rL2 Π
0.2 0.4 0.6 0.8
20
40
60
80
4 r
I1 - r M
2
Π
Π r
H1 - rL2
Lower bounds for ΨHrL
0.1 0.2 0.3 0.4 0.5
1
2
3
4
5
6
7
Π r
I1 - r M
2
16 r
H1 - rL2 Π
Upper bounds for ΨHrL
0.02 0.04 0.06 0.08 0.10 0.12 0.14
0.2
0.4
0.6
0.8
1.0
1.2
ON EXTERIOR MODULI OF QUADRILATERALS AND SPECIAL FUNCTIONS 9
Proof of Theorem 1.9. Let r = 1/ ch(x) and s = 1/ ch(y). Then dr/dx =
− sh(x)/ ch2(x) = −rr′ and
f ′(x) = −pirr′1− r
1 + r
1
(E ′ − rK′)2 = −pig(r),
where g(r) = rr′(1 − r)/((1 + r)(E ′ − rK′)2). By the change of variable r = (1 −
t)/(1 + t) and using Landen’s transformations (2.5) and (2.7), we have
g
(
1− t
1 + t
)
=
1− t
2
t3/2
(E − t′2K)2
which is decreasing in t by Lemma 2.18(1), and consequently, f ′(x) is increasing
in x. Therefore, f is decreasing and convex on (0,∞). In particular, we have
f((x+ y)/2) ≤ (f(x) + f(y))/2, with equality if and only if x = y. Now
ch2
(
x+ y
2
)
=
1 + rs+ r′s′
2rs
.
Hence
f
(
x+ y
2
)
≤ f(x) + f(y)
2
gives
ψ(r) + ψ(s) ≥ 2ψ
( √
2rs√
1 + rs+ r′s′
)
,
with equality if and only if r = s. 
Remark 3.7. It is clear that f(x) is decreasing and 2f(x+ y) ≤ f(x) + f(y). Since
ch(x+ y) =
1 + r′s′
rs
,
we have
2ψ
(
rs
1 + r′s′
)
≤ ψ(r) + ψ(s)
which is weaker than the inequality (1.10).
A function f : I → J is called Hp,q−convex (concave) if it satisfies
f(Hp(x, y)) ≤ (≥)Hq(f(x), f(y))
for all x, y ∈ I and strictly Hp,q−convex (concave) if the inequality is strict, except
for x = y. Recently, many authors investigated the Hp,q−convexity (concavity)
of special functions, see [AVV2, BalPV, Ba, BaPV, CWZQ, WZJ]. The following
theorems give some functional inequalities by studying the generalized convexity
(concavity) of the function ψ.
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Theorem 3.8. The function f(x) = log(1/ψ(e−x)) is strictly increasing and concave
from (0,∞) onto (−∞,∞). In particular, for r, s ∈ (0, 1),
ψ(
√
rs) ≤
√
ψ(r)ψ(s)
with equality if and only if r = s.
Proof. Let r = e−x and s = e−y. Then dr/dx = −r and
f ′(x) =
rψ′(r)
ψ(r)
=
pi
2
r
E − (1− r)K
1− r
(1 + r)(E ′ − rK′)
which is positive and increasing in r by Lemma 2.19(2) and (7), hence decreasing in
x. Therefore, f is strictly increasing and concave on (0,∞). In particular, we have
f((x+ y)/2) ≥ (f(x) + f(y))/2, with equality if and only if x = y. This gives
ψ(
√
rs) ≤
√
ψ(r)ψ(s)
with equality if and only if r = s. 
Proof of Theorem 1.11. For p = 0, the inequality is from Theorem 3.8. Now we
assume that p 6= 0. Let 0 < x < y < 1 and t = ((xp + yp)/2)1/p > x. Define
f(x) = ψ(t)p − ψ(x)
p + ψ(y)p
2
.
By differentiation, we have dt/dx = 1
2
(x/t)p−1 and
f ′(x) =
1
2
pψ(t)p−1ψ′(t)
(x
t
)p−1
− 1
2
pψ(x)p−1ψ′(x)
=
p
2
xp−1
((
ψ(t)
t
)p−1
ψ′(t)−
(
ψ(x)
x
)p−1
ψ′(x)
)
.
We first consider the case of p > 0. Previous calculation gives
f ′(x) =
p
2
xp−1
((
ψ(t)
t
)−1
ψ′(t)
(
ψ(t)
t
)p
−
(
ψ(x)
x
)−1
ψ′(x)
(
ψ(x)
x
)p)
=
pip xp−1
4
(
t
E(t)− (1− t)K(t)
1− t
(1 + t)(E ′(t)− tK′(t))
(
ψ(t)
t
)p
− xE(x)− (1− x)K(x)
1− x
(1 + x)(E ′(x)− xK′(x))
(
ψ(x)
x
)p)
which is positive by Lemma 2.19(2),(7) and Theorem 3.1 since t > x and p > 0.
Hence f is strictly increasing and f(x) < f(y) = 0. This implies that
ψ
((
xp + yp
2
)1/p)
≤
(
ψ(x)p + ψ(y)p
2
)1/p
.
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For the case of p ≤ −1, by previous calculation we have
f ′(x) =
p
2
xp−1
((
ψ(t)
t
)−2
ψ′(t)
(
ψ(t)
t
)p+1
−
(
ψ(x)
x
)−2
ψ′(x)
(
ψ(x)
x
)p+1)
.
Since (ψ(x)/x)p+1 is decreasing, we only need to prove (ψ(x)/x)−2ψ′(x) is strictly
decreasing in (0, 1). In fact, with the change of variable x 7→ (1− t)/(1 + t),(
ψ(x)
x
)−2
ψ′(x) =
pi
4
(
x(1− x)
x′(E − (1− x)K)
)2
=
pi
4
(
t′2
E ′ − t2K′
√
t
1 + t
)2
which is a product of two positive and strictly increasing functions of t by Lemma
2.18(1). Hence f ′(x) > 0 and f is strictly increasing in (0, 1). Now we have f(x) <
f(y) = 0, and consequently
ψ
((
xp + yp
2
)1/p)
≥
(
ψ(x)p + ψ(y)p
2
)1/p
since p is negative.
The equality case is obvious. This completes the proof. 
4. Applications
In this section we always denote R = [0, 1]× [0, b]. Let Γb and ∆b be the families
of curves joining the opposite sides of length b of the rectangle R, in the exterior
and interior of the rectangle, respectively. It is well-known that M(∆b) = b. By
the formula of Duren and Pfaltzgraff (1.5), we have
M(Γb) = 1
pi
µ(ψ−1(1/b)).
Setting r =
√
2− 1 in (2.14), we get K′(3− 2√2) = 2K(3− 2√2). By Corollary 3.3,
M(Γ1) = 1
pi
µ(ψ−1(1)) = 1 =M(∆1).
Now we will study the behavior of the modulus M(Γb) with respect to the sides of
length b. The following Theorem 4.2 shows
(4.1)
{ M(Γb) >M(∆b), for 0 < b < 1,
M(Γb) <M(∆b), for b > 1.
Theorem 4.2. There exists a number r0 = 8.24639 . . . such that the function
f(r) =
1
pi
µ(ψ−1(r))− 1
r
is strictly increasing in (0, r0) and decreasing in (r0,∞), with the limiting value
f(∞) = 0. In particular,
1
pi
µ(ψ−1(r)) <
1
r
, for 0 < r < 1,
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and
1
pi
µ(ψ−1(r)) >
1
r
, for r > 1.
Proof. Let s = ψ−1(r). Then r = ψ(s) and, by the derivative formula (3.2),
ds
dr
= (
dr
ds
)−1 =
s′2
pi
(E ′(s)− sK′(s)
1− s
)2
.
By differentiation and
dµ(s)
ds
=
−pi2
4ss′2K(s)2 ,
we have
f ′(r) =
1
pi
dµ
ds
ds
dr
+
1
r2
=
1
r2
− 1
4sK(s)2
(E ′(s)− sK′(s)
1− s
)2
=
1
ψ(s)2
(
1−
(E(s)− (1− s)K(s)√
s(1− s)K(s)
)2)
.
which is positive in (0, r0) and negative in (r0,∞) with r0 = ψ(0.479047 . . .) =
8.24639 . . . by Lemma 2.19(8). Hence f is strictly increasing in (0, r0) and decreasing
in (r0,∞). Since f(1) = 0 and f(∞) = 0, we have f(r) < 0 for r ∈ (0, 1) and
f(r) > 0 for r ∈ (1,∞). 
The next theorem shows that the modulusM(Γb) has a logarithmic growth with
respect to the length of side b.
Theorem 4.3. For b ∈ (0,∞),
(4.4) L(b) <M(Γb) < U(b),
where
L(b) :=
2
pi
(
1−
(
1 +
√
4b/pi
)−4)1/4
log
(
2
(
1 +
√
4b/pi
))
>
2
pi
(
1−
(
1 +
√
4b/pi
)−1)
log
(
2
(
1 +
√
4b/pi
))
,(4.5)
and
U(b) :=
1
pi
log
(
2
(
1 +
√
pib
)2(
1 +
√
1−
(
1 +
√
pib
)−4))
<
2
pi
log
(
2
(
1 +
√
pib
))
.(4.6)
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Proof. By Theorem 1.8 we have( √
r√
pi +
√
r
)2
< s = ψ−1(r) <
( √
r√
4/pi +
√
r
)2
, r ∈ (0,∞).
By [AVV1, Theorem 5.13(4),(5)],
√
s′ log
4
s
< µ(s) < log
2(1 + s′)
s
, s ∈ (0, 1).
Combining the above inequalities and replacing r with 1/b, we get the inequalities
(4.4). The inequality (4.5) follows from the inequality 1−ax > (1−a)x for a ∈ (0, 1)
and x ∈ (1,∞). The inequality (4.6) is obvious. 
MHGbL
LHbL
UHbL
20 40 60 80 100
1.0
1.5
2.0
Theorem 4.7. For a, b ∈ (0,∞),
(1) M(Γ2ab/(a+b)) ≤
√M(Γa)M(Γb) ≤ M(Γa) +M(Γb)
2
≤M(Γ(a+b)/2);
(2)
{ M(ΓHp(a,b)) ≤ Hp(M(Γa),M(Γb)), p ≤ −1,
M(ΓHp(a,b)) ≥ Hp(M(Γa),M(Γb)), p ≥ 1.
Equality holds in each case if and only if a = b.
Proof. In part (1), the second inequality is clear. For the third inequality, let s =
ψ−1(1/a), t = ψ−1(1/b). Then
M(Γa) +M(Γb)
2
=
1
pi
µ(s) + µ(t)
2
≤ 1
pi
µ(
√
st) ≤ 1
pi
µ(H−1(s, t))
≤ 1
pi
µ(ψ−1(H−1(ψ(s), ψ(t))))
=
1
pi
µ(ψ−1(H−1(1/a, 1/b)))
= M(Γ(a+b)/2),
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where the first inequality follows from [AVV1, Theorem 5.12(1)] (also see [WZJ, The-
orem]) and the third inequality follows from Theorem 1.11. Letm(a) = µ(ψ−1(a))/pi
and u = ψ−1(a). By logarithmic differentiation, we have
d
da
logm(a) = − 1
2uK′(u)K(u)
(E ′(u)− uK′(u)
1− u
)2
,
which is strictly increasing in u by Lemma 2.18(2) and Lemma 2.19(4), and hence
strictly increasing in a. Since m(a) is logarithmic convex, we have
m
(
a+ b
2
)
≤
√
m(a)m(b),
which implies the first inequality in part (1) by replacing a, b with 1/a, 1/b, respec-
tively.
For the part (2), let M(x) := M(Γx). Let 0 < x < y < 1 and t = ((xp +
yp)/2)1/p > x. Define
f(x) =M(t)p − M(x)
p +M(y)p
2
.
By differentiation, we have dt/dx = 1
2
(x/t)p−1 and
(4.8) f ′(x) =
p
2
xp−1
((
M(t)
t
)p−1
M ′(t)−
(
M(x)
x
)p−1
M ′(x)
)
.
Let M(x) = m(a), then a = 1/x = ψ(u). Now we have(
M(x)
x
)p−1
M ′(x) = (m(a)a)p−1m′(a)(−a2)
=
(
µ(u)ψ(u)
pi
)p−1
ψ(u)2
1
4uK(u)2
(E ′(u)− uK′(u)
1− u
)2
=
(
µ(u)ψ(u)
pi
)p−1(E(u)− (1− u)K(u)√
u(1− u)K(u)
)2
,
which is strictly increasing in u by Lemmas 2.21 and 2.19(8), and hence strictly
decreasing in x for each p ≥ 1. This implies that f ′(x) < 0 if p ≥ 1.
For the case of p ≤ −1, we have(
M(x)
x
)p−1
M ′(x) = (m(a)a)p−1m′(a)(−a2) = −(m(a)a)p+1m(a)−2m′(a)
=
(
µ(u)ψ(u)
pi
)p+1
1
uK′(u)2
(E ′(u)− uK′(u)
1− u
)2
,
which is strictly decreasing in u by Lemmas 2.21, 2.18(2) and 2.19(4), and hence
strictly increasing in x for each p ≤ −1. Since p is negative, this still implies that
f ′(x) < 0.
It is easy to see that f ′(x) < 0 implies the inequalities in the part (2). 
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Open problem 4.9. What is the exact domain of p for which the function ψ
is Hp,p-convex (concave)? More generally, find the exact (p, q) domain for which
the function ψ is Hp,q-convex (concave). The same questions can be asked for the
modulus M(Γb).
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