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Abstract—The rapid increase in the number of online videos
provides the marketing and advertising agents ample opportu-
nities to reach out to their audience. One of the most widely
used strategies is product placement, or embedded marketing,
wherein new advertisements are integrated seamlessly into exist-
ing advertisements in videos. Such strategies involve accurately
localizing the position of the advert in the image frame, either
manually in the video editing phase, or by using machine learning
frameworks. However, these machine learning techniques and
deep neural networks need a massive amount of data for training.
In this paper, we propose and release the first large-scale dataset
of advertisement billboards, captured in outdoor scenes. We
also benchmark several state-of-the-art semantic segmentation
algorithms on our proposed dataset.
Index Terms—advertisement, ALOS dataset, deep learning.
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I. INTRODUCTION
With the advent of rapid growth in internet services and the
increase in the number of online viewers, there has been a mas-
sive increase in the number of online videos. Now-a-days, the
marketing strategies involve product placement, wherein new
adverts are seamlessly integrated into the original videos [1],
[2]. This provides opportunities for the advertisement and
marketing agencies to reach out to the diverse audience via
advertisements. During the post-processing stage of the video,
the editors replace the existing advert object in the scene, with
a new advert.
With the advent of high computing powers, there has been
a massive advancement in the field of computer vision and
image processing. The task of object recognition and object
classification has become easier for the past decade – thanks
to the release of large-scale datasets and their associated
challenges. In order to train the machine-learning algorithms,
it is important to have a large-scale dataset [3], along with
manually annotated class labels. Currently, there are no avail-
able datasets of billboard advertisement images, along with
manually annotated labels of advertisement position.
The main contributions of this paper are as follows: (a) we
propose and release the first large-scale dataset of billboard
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images, along with high quality annotations of billboard loca-
tion, (b) we also provide a detailed and systematic evaluation
of popular segmentation algorithms on our proposed dataset.
In this paper, we restrict our domain to outdoor scene images,
that are mostly captured using car dashboard cameras. We
collaborated with Mapillary 1 – a crowd-sourcing service for
sharing geotagged photos, and is releasing a large dataset of
outdoor scene images together with manually annotated labels.
We believe that this dataset will help researchers in building
state-of-the-art algorithms for efficient advert detection.
II. DATASET
A. Dataset organization
We refer to our billboard dataset as the ALOS dataset, that
stands for Advert Localization in Outdoor Scenes. The ALOS
dataset contains images from Mapillary geotagged images.
Figure 1 shows a few representative images, along with its
manually annotated ground-truth labels.
Mapillary is a crowd-sourcing platform, that provides geo-
tagged images, mostly street view style images from dashboard
cameras. They have licensable images that can be filtered to
include only images that they have detected which contain
billboards. Mapillary have a platform where users can share
geotagged images. Their community can then edit/label/review
uploaded images. These images are from around the world,
captured via various types camera. The Mapillary platform has
the ability to filter the images to ones that contain billboards.
The definition of billboard, as per Mapillary platform, is more
broad than the target of our work. Therefore, the filtered
images will contain images consisting of some signage or shop
front, which should be neglected in our case. Therefore, it is
absolutely necessary for us to annotate the images ourselves,
ensuring the four corners are accurately labeled. Such high-
quality annotated labels can subsequently used in several use
cases.
The dataset contain billboards, posters and screens that are
potential candidates for advertisement placement. In this paper,
we interchangeably use the terms advert and billboard to
represent a candidate object for advertising. A general rule
of the image selection in the dataset includes good contrast,
legible text and good image resolution (at least 800 × 600
pixels). We restrict the shape of the billboard to any four-
sided convex polygon. Moreover, the amount of perspective
distortion should be at the minimum. A frontal viewpoint of
1https://www.mapillary.com/978-1-5386-8212-8/19/$31.00 c©2019 IEEE
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Fig. 1: Representative images of the ALOS dataset, along with manually annotated binary image maps.
the billboard picture is the ideal. The maximum allowable
perspective distortion is 15 degrees. Moreover, the billboard
should not be occluded to a great extent. It should be visible
with less (or absolutely no) additional human effort. The
amount of occlusion should not be more than 10% of the
billboard image. Finally, the billboard should not cover most
of the entire image dimension.
Based on these restrictions, we build a corpus 2 of images
that are suitable for the task of billboard localization in imagze
frames. The total number of images in this dataset is 8065.
B. Dataset characteristics
During the curation of the ALOS dataset, we ensured that
diverse characteristics of the billboards are included in the
dataset. The billboards in the ALOS dataset cover varying
proportion of the total image area. We refer the amount of
area covered by billboard as billboard coverage. The smallest
billboard in the ALOS dataset cover 0.13% of the image area;
while the largest billboard capture 77.08% of its image area.
We show the distribution of the billboard coverage in Fig. 2(a).
Similarly, the number of billboards in a single image varies
significantly across the images of the ALOS dataset. Most of
the images have a single billboard (cf. Fig. 2(b)) in it, while the
largest number of billboards in a single image is 18. Finally,
we also include images in our dataset, whose billboards are
partially covered with occlusions (cf. Fig. 2(c)), or in the state
of the being off-screen (cf. Fig. 2(d)). Figure 2 summarizes the
distribution of billboard coverage and number of billboards in
the proposed dataset.
III. BENCHMARKING EXPERIMENTS
We implement three deep-learning models for semantic
segmentation on our dataset: Fully Convolutional Network
(FCN) [4], Pyramid Scene Parsing Network (PSPNet) [5], and
U-Net [6]. In the domain of visual computing, convolutional
neural networks have shown promising results in dense se-
mantic segmentation of images.
Long et al. have shown that a fully convolutional network
trained end-to-end, pixel-by-pixel, can produce detailed seg-
mentation maps of input images [4]. Recently, Zhao et al. pro-
posed the pyramid scene parsing network [5] that produced the
2The download link of the dataset is available here: https:
//www.adaptcentre.ie/case-studies/ai-based-advert-creation-system-for-
next-generation-publicity
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Fig. 2: We visualize the distributions w.r.t. (a) billboard
coverage area in a single image, (b) number of billboards in a
single image, (c) state of occlusion, and (d) state of off-screen.
best results on ImageNet scene parsing challenge 2016. It uses
various region-based context aggregation, using its pyramid
pooling module. We also benchmark U-Net architecture [6]
on our proposed dataset.
A. Subjective Evaluation
We train the FCN network on resized images of size
256×256 of the ALOS dataset. We train it for 63000 iterations,
with a batch size of 2 images. A smaller batch size is necessary
to fit the entire model in memory during the training time.
We save the model at the end of training, for evaluation
purposes. We train the PSPNet model for 500 epochs, with
a batch size of 2 images. Similar to FCN network, we use
a small batch size so that the entire network can fit in the
memory during training. Finally, we trained U-Net model on
the ALOS dataset. We used Adam optimiser, and trained the
model for 10000 steps. Figure 3 shows a few sample visual
results of the benchmarking algorithms on the ALOS dataset.
The results from PSPNet model are poor, as the model fails
to converge properly due to its large network size. The FCN
network, being the simplest among the benchmarking methods
generalizes well, and works well in most of the cases.
(a) Input image (b) Ground truth (c) FCN (d) PSPNet (e) U-Net
Fig. 3: Subjective evaluation of various semantic segmentation
algorithms in ALOS dataset. We show the (a) input image,
(b) corresponding binary ground-truth images, and results
obtained from (c) FCN, (d) PSPNet, (e) U-Net.
B. Objective Evaluation
In addition to the subjective evaluation, we also provide the
average values of several objective metric, that are commonly
used in the area of semantic segmentation. Suppose nij is
the number of pixels of class i, that are predicted to class j.
We define ncl as the total number of classes in the task of
semantic segmentation. The total number of pixels in class
i is defined as ti =
∑ncl
j=1 nij . We compute several metrics
for the subjective evaluation of the different approaches. The
pixel accuracy is defined by
∑
i
nii∑
i
ti
. The mean accuracy is
defined as 1ncl
∑
i
nii
ti
. The mean intersection over union is
defined by 1ncl
∑
i
nii
ti+
∑
j
nji−nii . Finally, the frequency weighted
intersection over union is defined as 1∑
k
tk
∑
i
tinii
ti+
∑
j
nji−nii .
We compute the average values of pixel accuracy, mean ac-
curacy, mean intersection over union, and frequency weighted
intersection over union, across all the images of the proposed
dataset. Table I summarizes the results of the various algo-
rithms.
C. Discussion on Benchmarking
These benchmarking results provide us interesting insights.
We observe that a light-weight FCN network performs the best
across the various methods. This is mainly because the larger
network fail to converge on our dataset. The results of the
Pixel
Accuracy
Mean Ac-
curacy
Mean IOU Frequency
Weighted
IOU
FCN 0.962 0.699 0.638 0.937
PSPNet 0.554 0.558 0.304 0.521
U-Net 0.721 0.814 0.432 0.689
TABLE I: Benchmarking of the ALOS dataset with various
deep-learning based segmentation algorithms. The best per-
formance according to each metric is marked in bold.
PSPNet can be further improved by using batch normalization
across multiple graphics processing units (GPUs). The U-
Net approach performs the best based on mean accuracy,
but performs poor according to other important metrics of
semantic segmentation. Therefore, we conclude that the overall
scores could be further improved by proposing a bespoke
shallower neural network, that is specifically tailored for advert
localization in outdoor scenes.
IV. CONCLUSIONS AND FUTURE WORKS
In this paper, we propose and release ALOS – a large-scale
dataset of billboard/advert images, along with high-quality
manually annotated ground-truth images. This dataset will
be particularly useful for advertising and marketing agencies,
for the purpose of product placement and embedded market-
ing. We also benchmark the performance of several popular
deep-learning based segmentation algorithms in our proposed
dataset. In the future, we plan in relaxing the criterion of
outdoor scenes, and propose a larger dataset that encompasses
other domains, including indoor scenes and entertainment
videos.
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