The {α i } parameters measure the expansiveness of the elements of the network, indicating how likely an element is to generate relational ties (non-zero cells in row i of the matrices). The {β j } parameters measure the attraction of the elements of the network, indicating how likely an element is to receive relational ties (non-zero cells in column j of the matrices). The "reciprocity" parameter, ρ, measures the overall tendency in the network to reciprocate interactions. The θ parameter indicates the overall volume of interaction in the network. Finally, the λ ij parameters are "dyadic" effects that ensure that the probabilities sum to one for each dyad (equation B1); they have no substantive meaning. For a more detailed description of these parameters, refer to Holland and Leinhardt (1981) .
Similar to our logit p* approach, we build our log linear models in two stages. First, we model our alignment matrix considering binary design interfaces to test H1 and H6. Then, we extend our log-linear models to consider trichotomous design interfaces in order to test H2 and H3.
Log-linear p 1 models of alignment matrix with binary design interfaces
Similar to Van den Bulte and Moenaert (1998) we build log-linear models of our alignment matrix (with binary design interfaces) in five steps:
1.1. Build a p 1 model of the alignment matrix Fienberg et al. (1985) and Wasserman and Iacobucci (1988) extend p 1 to multiple sociometric relations.
Based upon these results we develop a log-linear model of the alignment matrix. We consider the joint distribution of both design interfaces and team interactions for a given dyad. That is, each dyad (i,j) of the alignment matrix has 16 states. Four (2 x 2) states are associated with the dyad's design interface relation, and four (2 x 2) states are associated with its team interaction relation, resulting in 16 states. Following the definitions of the variables k and l introduced before, we assign the subscripts (k 1 ,l 1 ) to describe the four states
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Page 5 of 18 associated with the design interface relation of dyad (i,j), while the subscripts (k 2 ,l 2 ) refer to the four states associated with the team interaction relation of dyad (i,j). Hence, the redefined Y-array has now six dimensions 54 x 54 x (2 x 2) x (2 x 2), and its characteristic element can be defined as follows:
Y ij k1,l1 k2,l2 = 1 if dyad (i,j) behaves as described by (k 1 ,l 1 ) for their design interfaces AND by (k 2 ,l 2 ) for their team interactions.
Y ij k1,l1 k2,l2 = 0 otherwise.
Considering the joint distribution of design interfaces and team interactions yields a log-linear model which describes simultaneously the behavior of the elements of our network according to two independent relations (design interfaces and team interactions). Hence, the first base log-linear model can be written as follows:
The parameters of this model have the same meaning as in the original p 1 model, but applied to either design interfaces (subscript 1) or team interactions (subscript 2).
Aggregate physical components and design teams into groups
Fienberg and Wasserman (1981) introduced the approach of placing actors into subsets using relevant actor characteristics such that actors within a subset are assumed to behave similarly. Based on this approach we aggregate the 54 elements of the Y-array into 8 subsets according to the system boundaries of the product and the organizational boundaries of the development organization, respectively. By doing so, we obtain a much smaller W-array whose dimensions are 8 x 8 x (2 x 2) x (2 x 2), with elements {W rs k1,l1 k2,l2 } to be equal to the number of dyads between groups r (G r ) and s (G s ) whose design interfaces are described by (k 1 ,l 1 ) and whose team interactions are described by (k 2 ,l 2 ). Hence,
Therefore, we can rewrite the model in equation (B2) It is important to note that even though we have grouped components and teams into groups to facilitate the estimation and statistical inference of the models, the unit of analysis is still the dyad. 
Misalignment of Product
ln E (W rs k 1 l 1 k 2 l 2 ) = λ rs + (k 1 + l 1 )θ 1 + k 1 α 1r + l 1 β 1r + l 1 α 1s + k 1 β 1s + (k 1 l 1 )ρ 1 + (k 2 + l 2 )θ 2 + k 2 α 2r + l 2 β 2r + l 2 α 2s + k 2 β 2s + (k 2 l 2 )ρ 2 + (k 1 k 2 + l 1 l 2 )θ 1,2 + (k 1 k 2 + l 1 l 2 )ρ 1,2(B5
ACROSS = 0 if r=s
By expanding the dimension of the W-array with ACROSS as the seventh dimension, we can estimate parameters associated with the second-order interaction terms ACROSS x k 1 , and ACROSS x k 2 , due to symmetry of the W-array identical to ACROSS x l 1 and ACROSS x l 2 , respectively. These terms capture the withinboundary effects exhibited in both the design interface matrix and team interaction matrix. Indeed, we expect these terms to be significantly negative indicating that it is less likely to encounter design interfaces across system boundaries and team interactions across organizational boundaries.
In order to include the effects due to system modularity into the model we define another indicator variable,
MODULAR, as follows:
MODULAR=1 if both components of a dyad belong to modular systems (r<7 and s<7)
MODULAR=0 if one of the components of a dyad belongs to integrative systems (r≥7 or s≥7)
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Having defined the indicator variables ACROSS and MODULAR, we proceed to define third-order and fourth-order interaction effects that allow us to test the effects due to group boundaries (H1) and the moderating effects due to system modularity (H6).
We estimate the parameter associated with the third-order interaction effect ACROSS x k 1 x k 2 (due to symmetry of the W-array identical to ACROSS x l 1 x l 2 ). Thus, θ ACROSS,1,2 captures whether the occurrence of dyads across boundaries with design interfaces matched by team interactions is significantly less than the occurrence of those dyads within boundaries. Hence, a formal hypothesis testing for H1 can be specified as follows:
We also estimate the parameter associated with the fourth-order interaction effect
captures whether the effect due to organizational/system boundary is significantly different for modular systems than for integrative systems. We expect this effect to be significantly negative, which corresponds to fewer cross-boundary design interfaces (matched by team interactions) between modular systems than to integrative systems (H6). Hence, a formal hypothesis testing for H6 is expressed as follows:
After extending the model with indicator variables, ACROSS and MODULAR, to include the high-order interaction effects, we write our final log-linear model as follows:
Fit models to data and test hypotheses H1 and H6
Fitting a model to data means finding the best (maximum likelihood) estimates of all parameters in the model that could produce the interaction data represented in the aggregated alignment matrix (W-array). To test the significance of the parameters we ask how much the expected and observed matrices differ. We do so by using conventional rules for likelihood-ratio and conditional likelihood-ratio tests for log-linear models for categorical data (Bishop et al. 1975 Consistent with our logit p* analysis, model 2 (across) includes a significantly positive θ ACROSS,1,2 parameter indicating that the "pure" alignment of design interfaces and team interactions are more likely to take place across boundaries. Yet, due to strong clustering effects model 2 still predicts a lower probability of finding aligned design interfaces and team interactions across boundaries.
When adding second-order and third-order interaction effects with MODULAR, the log-linear model does not significantly improve its goodness-of-fit (see Model 3), which indicates that system modularity does not have a direct effect on the alignment of design interfaces and team interactions. Finally, Model 4, corresponding to equation B6, includes the fourth-order interaction parameter θ MODULAR,ACROSS,1,2 , whose value is significantly negative, indicating that cross-boundary design interfaces matched by team interactions are less likely to occur between modular systems (supporting H6).
Log-linear p 1 models of the alignment matrix with valued design interfaces
In order to test the effects of design interface strength (H2 and H3) we need to consider non-binary design interfaces. By using the metric STRENGTH ij , defined in section 5.1, a cell of the design interface matrix can have three possible states (i.e. NULL design interface, WEAK design interface, or STRONG design interface).
Therefore, a dyad of the design interface matrix would have nine possible states and a dyad of the alignment matrix would have 36 possible states (nine states corresponding to the design interface dyad times four states corresponding to the binary team interaction dyad).
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Wasserman and Iacobucci (1986) extended p 1 models for statistical analysis of discrete relational data.
Using their notation, we can write a p 1 model that estimates the probability that dyad (i,j) of the design interface matrix will behave as the newly defined (k 1 ,l 1 ) as follows:
The most important difference between this model and the one described by equation (B1) is that this model includes expansiveness {α i(k1) }, popularity {β j(k1) }, and reciprocity {ρ k1, l1 } parameters associated with each non-zero design interface strength (i.e. WEAK and STRONG).
Following the same rationale as in the previous sub-section, we extend the model described by equation
(B7) to a model that describes the joint probability distribution of trichotomous design interfaces and binary team interactions including higher-order interaction effects at specific strengths. Hence, the equivalent model to equation (B5) using trichotomous design interfaces can be expressed as follows:
The {θ 1,2 } parameters are associated with the second-order interaction effects k 1 x k 2 (which due to symmetry are identical to l 1 x l 2 ). 
In order to test the moderating effects of organizational and systems boundaries on the effects of design interface strength (H3) we extend our model with structural parameter ACROSS to examine the third-order interaction effects ACROSS x k 1 x k 2 (due to symmetry identical to ACROSS x l 1 x l 2 ). As before, including this interaction effect means estimating two parameters (one for each non-zero strength). Hence, we estimate θ ACROSS,WEAK,2 and θ ACROSS,STRONG,2 . However, we are interested in testing whether the level of association is stronger (across boundaries) for cases with strong design interfaces (H3). Hence, a formal hypothesis testing of H3 is formulated as follows:
In order to test H2 and H3 we follow a similar procedure to the one described in step 5 of the previous subsection, fitting the newly defined log-linear models to data. For the purpose of brevity, Finally, we ran additional models including the indicator variable MODULAR to test whether there was a moderating effect of system modularity on the effect of design interface strength and found no evidence of such effect (models not included in Table B2 ). ✝ G 2 is determined as indicated in Table B1 .
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a: The unconstrained model against which the significance is assessed is the independent model (equation B7) whose G 2 =6112.07, df = 8537. Hence, ∆G 2 =712.87, ∆df = 2, p < 0.001 b: The unconstrained model against which the significance is assessed is Model 1. Hence, ∆G 2 = 659.25, ∆df = 3, p < 0.001 c: The unconstrained model against which the significance is assessed is Model 2. Hence, ∆G 2 = 224.70, ∆df = 2, p < 0.001 c1: The model against which the significance of the parameters difference is assessed is a reduced model with a single association parameter, G 2 = 4522.63, df = 8531. Hence, ∆G 2 = 7.38, ∆df = 1, p < 0.01 d: The unconstrained model against which the significance is assessed is Model 3. Hence, ∆G 2 = 17.89, ∆df = 2, p < 0.001 d1: The model against which the significance of the parameters difference is assessed is a reduced model with a single association parameter across boundaries, G 2 = 4498.85, df = 8527. Hence, ∆G 2 =1.49, ∆df = 1, p >0.1
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Appendix C. Logit p* Statistical Modeling of the Alignment Matrix
The general log-linear form of p* can be expressed as (Wasserman and Pattison, 1996) :
where x is the observed matrix of the network of interest. The response variable is the probability of the observed x. θ is a vector of n model parameters and z(x) is the vector of the n explanatory variables. The θ parameters are unknown "regression-type" coefficients that must be estimated. The function κ(θ) is a constant that ensures a proper probability distribution (i.e., the sum of Pr(X=x) over all possible X is unity).
The problem with this formulation is that the constant κ is very difficult to determine analytically and computationally for most networks (except for very small ones). Hence, a logit formulation for p* models that does not depend on the normalizing constant has been developed for single dichotomous relation networks (Strauss and Ikeda 1990, Wasserman and Pattison 1996) . As a result, Wasserman and Pattison (1996) define the log of conditional odds as follows:
This expression is discussed at length by Wasserman and Pattison (1996) . Of interest is the term δ(x ij ), which is the vector of explanatory variables that surfaces when the tie ij changes from 1 to 0. As indicated by Wasserman and Pattison (1996, p. 407), "to specify a logit p* model, one chooses a priori a collection of network statistics that is supposed to affect the log odds of a tie being present to absent". Hence, the model depends on the network effects that one believes to have a significant tendency of being present in the network. For each network effect (such as expansiveness, reciprocation, or transitivity), there is a corresponding network statistic and a corresponding explanatory variable in the logit model. It is important to emphasize that the explanatory variable is the change in the network statistic when the tie from element i to element j (X ij ) changes from being present to absent. Wasserman and Pattison (1996) describe how by explicitly assuming a dependence structure between the ties in a network the independence dyad assumption is no longer needed. Extensions of the logit p* model for multivariate and valued relations are presented by Pattison and Wasserman (1999) and Robins et al. (1999) , respectively.
Having introduced the logit p* model for single dichotomous relation, our next task is to build specific members of the logit p* family to properly model our alignment matrix and test our hypotheses. 
In the second stage, we extend our formulation to incorporate the effects of design interface strength (to test hypotheses H2 and H3) based on Robins et al. (1999) . When considering trichotomous design interfaces, our original X ijm array will have 1s and 2s for m=1. As a result, we need to transform our newly defined trichotomous X ijm array into a three-way binary array, Y ij,m , in which the third dimension has three states (m=1w, m= 1s, and m= 2). That is, m=1w corresponds to WEAK design interfaces, while m=1s corresponds to STRONG design interfaces, and m=2 corresponds to team interactions. Hence, the transformation takes the following form: 
Appendix D. Threats to Validity
Although we have carefully studied the significance of some effects to explain the mismatches between design interfaces and team interactions, we have not included all potentially contributing factors. Of particular concern would be omitted factors that correlate with one or more of the independent variables included in our statistical models. We briefly discuss here the possible impact of two such effects: team interactions with system integration teams and design interface carry-over.
We expect the effects of interactions with system integration teams (i.e., the last six teams in the team interaction matrix) to be insignificant because these teams interact with almost every other team in the organization. We found no significant evidence of indirect team interactions through system integration teams (Sosa 2000) . This is consistent with our results which suggest that design teams tend to use indirect interactions to exchange technical information only within group boundaries.
In cases of incremental innovation such as with derivative products, many design interfaces may not change from one generation of a product to the next. This "carry-over effect" could result in unaddressed design interfaces as long as the current organization "remembers" the state of those unchanged interfaces and needs no interaction to verify them. During follow-up data collection with the high-pressure turbine and low-pressure turbine design teams, we found that some unchanged design interfaces were still addressed by team interactions due to the high level of criticality of the interface and/or the presence of new design participants (Sosa 2000).
Although we believe it an important factor to consider when planning team interactions, we do not expect carryover effects to significantly impact the significance of effects studied in this paper.
