The VETA-I mirror was calibrated with the use of a collimated soft X-ray source produced by electron bombardment of various anode materials. The FWHM, effective area and encircled energy were measured with the use of proportional counters that were scanned with a set of circular apertures. The pulsers from the proportional counters were sent through a multichannel analyzer that produced a pulse height spectrum. In order to characterize the properties of the mirror at different discrete photon energies one desires to extract from the pulse height distribution only those photons that originated from the characteristic line emission of the X-ray target source.
Introduction
The VETA-I (Verification Engineering Test Article-I) consists of a pair of Wolter Type-I mirrors which are intended to be used as the outermost set of the AXAF (Advanced X-ray Astrophysical Facility) telescope. A detailed description of the performance and scientific advances anticipated from AXAF observations are listed in reference1. The improved sensitivity of the AXAF mirrors compared with those of the Einstein and ROSAT X-ray telescopes results mainly from the larger attainable effective area of AXAF over a broader energy bandwidth and the higher angular resolution resulting from improvements in the mirror figure and surface smoothness. A natural consequence of these improvecents is the need to use detectors with higher spatial and energy resolution and the need to employ more sophisticated data reduction techniques. The physical properties of the VETA-I optic measured are the FWHM, the effective area and encircled energy. Definitions of these quantities are given in Kellogg et a12. For the initial analysis of the VETA-I proportional counter spectra we used a quick-look analysis technique which basically involved the summation of counts in a selected region of interest. The quick-look data provided a fair description of most of the mirrors properties with a moderate amount of analysis. In this paper we will describe a more elaborate method for analyzing the VETA-I data which leads to a determination of the mirror effective area to better than 5% and the encircled energy better than 2%. In our analysis we will apply a set of corrections for the spectral contamination of the measured proportional counter data due to the existence of a bremsstrahlung component in the X-ray source, pulse pileup effects which distort the spectrum, background and deadtime.
In section 1 we provide a brief outline of the experimental setup. A detailed description of the model employed for the data reduction is given in section 2. Finally section 3 is devoted to the presentation of the results of the VETA-I data reduction and a discussion of the effect of these corrections on the measured mirror properties. The description of our model will trace the sequence of events traced by X-ray photons as they are produced through the deceleration of electrons in vanous targets, transmitted through filters to minimize the bremsstrahlung component, reflected by the P1-HI mirrors and finally absorbed inside a proportional counter.
The resulting pulses are fed into a multichannel analyzer which converts their relative pulse height to a channel address.
For the analysis of the VETA-I data we have adopted Kramers relationship for the bremsstrahlung emission of the soft X-ray source:
where Emax S the high voltage of the source anode, Z is the atomic number of the target and k is a fitted parameter with units of inverse energy. The spectra that we obtained from the beam monitor detectors allow a direct fit to the continuum component at energies above the characteristic X-ray lines.
Transmission of source filters and counter windows
In section 2.6 we will show that one of the main contributors to the error in the derived focal plane (XDA) and beam monitor detector (BND) events is the continuum component under the line peak. In order to minimize the bremsstrahlung intensity under the peak a source filter is used with an absorption edge slightly higher in energy than the characteristic line. The properties of the source filters used in the VETA-I test are shown in table (1) . The errors quoted by the manufactures are near 30% and are due to errors in the measuring technique. The effective source filter thickness is the thickness determined by fitting a ensemble of BND spectra and performing a grid search of filter thickness vs. the ensemble average as shown in figure 3 . The 68.3% confidence level is just x2m (unreduced) +1.
Similarly an ensemble of BND spectra are fitted in order 66 ISPIE Vol. 1742 (1992) The resolution function R(E) of a proportional counter provides the response of a counter for an mcident monoenergetic beam of X-rays of energy E. Various resolution functions have been determined theoretically by studying the statistics of secondary electrons produced by the primary photoelectrons and the multiple electron avalanches initiated by each secondary electron. For energies above 2 keV the response can be approximated with a Gaussian with a mean proportional to the energy and a FWHM proportional to E112. This approximation breaks down however at low energies where one observes an asymmetry in the response. This is mainly due to the small number n of avalanches produced per secondary electron (n = the energy of the electron I ionization energy) and consequently for low energies one does not expect, according to the central limit theorem, to obtain a Gaussian distribution.
For the present analysis the resolution of the propor- Table 1 :
1.35x10
1.40x104
Strength of line emission for Zr target (su) rates. Each pileup count corresponds to 2 events that were not separately detected in the multichannel analyzer. At energies below the 1.49 keV Al line the poor detector energy resolution does not allow a direct determination of the pileup component. The pileup peak represents a small distortion to the spectrum and is cor-(3) rected for by performing a simultaneous fit to the line and pileup peak. This fit provides a relation between the percent pileup counts and the total event rate. The measured pileup versus total event rate is shown in figure 5 . figure 5 . The fitted value for t is 1.85e-7 sec.
2.5
The measured pileup fraction f(p) is fit to a 3'rd degree polynomial:
f(p) =b (1) The function that describes the model fitted to the focal plane spectrum has the form:
IXDA(') = fiine(1) fcont(1) fpu() fbgt/1) (6) where XDA(') are the counts in the MCA pulse height channel i, kline S the X-ray line component which includes all excited K and L lines and their escape peaks and is attenuated by the mirror reflectivity, f( is the continuum part of the spectrum which also contains the fluorescence radiation that escapes the counter and the effect of the mirror reflectivity is the pileup component and bgd is the normalized for live time background. In the calculation of the continuum and line component we perform a convolution of the detector response R(Ej,Ej) with the incident X-ray spectrum. The incident spectrum is a sum of nl X-ray lines of strength a1*s(Ej), where s(Ej) is the relative intensity of line Ej obtained from reference5, and a bremsstrahlung emission Brem(Ek) of strength a2. For the focal plane spectrum we include the effect of reflectance off the mirror by multiplying with the model effective area A(E) as determined by ray tracing the P1-HI mirror surface and using Henke 90 optical constants for zerodur. The input model effective area of the VETA-I is shown in figure 6 together with the energies at which the calibration was performed.
The line component of equation (6) is calculated by using the expression:
fline(1) = a1 s(E)T1(E3)T(E3)Abs (E') A (Es) x [ (1 -esc (E3, E1) ) R(E, E.) + + esc (E3, E1) R(E, E. -E1)]
For the continuum component we used:
Tf and T are the transmission of the source filter and counter window respectively, Abs(E) is the efficiency of the counter, esc(E,E) is the probability of a fluorescence photon of energy E escaping from the counter times the fluorescence yield.
The background component is normalized to take into account differences in the live time between the background run and the test run. f'gd() S the measured background MCA spectrum.
were is the integration time, tbgd is the integration time of the background run, dtbgd and dtMcA are the deadtime of the background run and test run respecFor extracting the counts that originated from the X-ray line emission we begin by fitting the model function of equation (6) to the spectrum using a Marquardt nonlinear least squares routine. We select a region of interest (ROl), determined by the XDA MCA channels (m0,m1) and BND MCA channels (n0,n1), around the line peak and sum the measured pulse height counts. We then subtract the fitted continuum component in the ROI, subtract the pileup in the ROl, add the fitted line counts outside the ROl, add two times the total pileup counts (every pileup count corresponds to two events detected as one count) and finally subtract the normalized background counts. The extracted line counts for the focal plane detector XDAp,,b. corrected for pileup, continuum and background effects, are given by the expression: 
where SXDA(i) and SB1JT3(i) are the counts in pulse height channel i from the total focal plane and beam monitor proportional counter spectra, dtxDA and dtBND are the deadtime in the MCA channels that contain the XDA and BND spectra respectively.
The BND count rate is significantly lower than the XDA count rate and pileup effects are less than 0.1% and for this reason we have not included a pileup correction for the beam monitor spectra.
Error analysis implemented in spectral extraction
The objective of the VETA-I calibration was to measure the encircled energy with 2% precision and the effective area to 5%. In the present analysis we will present the calculated 1 a error components of the measured effective area that are due to fitting errors, pileup effects, bremsstrahlung, continuum, background subtraction and the deadtime correction. We now proceed in propagating errors through equations (7) and (8) The pulse height channels over which the putser counts appear in the XDA and BND MCA spectra are (m4,m5) and (n4,n5) respectively. Since the pulser used for the deadtime correction was periodic, the error in the pulser counts as measured in the MCA is: )2P(x)dx = 0.289 counts while the error in the injected pulser rate is : f = O.289/tpulserF where tpulser is the time over which pulser rate is measured.
The errors in determining the continuum component from the fit are:
The summations are performed over the np variables (a(j) for the XDA spectrum and b(j) for the BND spectrum) of the continuum component; source filter thickness, line strength, continuum strength, the Q Prescott parameter of the detector response, the m Prescott parameter and the model scaling factor.
Results and discussion
In figure 7 we present fits and their residuals to the beam monitor and focal plane spectra for Al, Zr,C and Mo source targets. The continuum component for the carbon spectrum was measured in a post VETA test where the proportional counter gain was set appropriately such that the high energy continuum could be fitted. A set of apertures with pinhole diameters ranging from 5 pm to 20 mm were placed at the focal plane in front of the XDA proportional counter in order to measure the encircled energy at different radii.The calculated encircled energy using both quick look and fitting techniques are presented in figure 8 . The difference between encircled energy calculated by each method is very noticeable for Zr and Mo.This can be explained by referring to the model effective area of the mirror in figure 6 . Notice that near Zr the effective area curve is very steep. This implies that the attenuation of the continuum component in the XDA spectrum will be strongly dependent on energy, resulting in a line to continuum ratio in the region of interest quite different from the one measured in the BND spectrum.
Since the largest error component in determining the line counts in a spectrum originates from the continuum subtraction one desires to minimize the continuum counts in the ROT by selecting a ROT as small as possible around the X-ray line peak. Obviously for detectors with better energy resolution one may select narrower ROT's thus reducing the error due to the continuum subtraction. We have investigated the sensitivity of the calculated line events in the spectrum with the selected region of interest and found that it is insignificant. The varia-2 tionof the calculated encircled energy with selected region of interest for both the quick look analysis technique and the spectral fitting technique is J shown in figure 9 . Notice that the quicklook analy-2 sistechnique is very sensitive to the selected region of interest. Initial values for the effective area used in the fit to the focal plane spectra were obtained by ray tracing the VETA-I mirror and using optical constants as measured by Henke et at. The next iterative step is to repeat the analysis using the effective area as determined from the fits to the spectra as input to the code. In table 2 we present the measured 1 sigma uncertainties in the XDA and BND line events. The error in the ratio XDA/BND at a certain energy reflects the measured uncertainty in determining the encircled energy (EE) at that energy, since the EE for our experimental setup is approximately itx XDA/BND.
The energy scale of the pulse height channels is also determined with an iterative procedure. We initially locate the pulse height channel that corresponds to the peak of the smoothed spectrum. This value is used as an initial guess for the fitting routine which after a certain number of iterations provides the pulse height channel that corresponds to the maximum of the fitted line component of the spectrum. The pulse height 1o 9! omodel t9.th?!p At:: . Measured encircled energy using both quicklook and fitting techniques energy scale is then recalculated using the corrected value for the line peak location. This procedure is especially effective when dealing with low count spectra and spectra with large continuum components. The effects of X-ray transmission attenuation due to the proportional counter window mesh are 74 / SPIE Vol. 1742 (1992) treated in a separate paper by Zhao et a16. 
