The aim of this paper is to develop the notion of the Fourier expansion of automorphic forms on Sp(1, q) generating quaternionic discrete series, which are non-holomorphic forms. There is such an expansion given by Tsuneo Arakawa, assuming the boundedness of the forms and the integrability of the discrete series. We study these automorphic forms without such assumptions. When q > 1 we prove the "Koecher principle" for such automorphic forms, whose validity is known for holomorphic automorphic forms except elliptic modular forms.
The automorphic forms above were first considered by Tsuneo Arakawa in [2, 3] . He defined them as automorphic forms that have reproducing kernel functions given by matrix coefficients of the quaternionic discrete series (cf. Definition 8.5). The two papers [2] and [3] deal with the dimension formulas for the spaces of such forms with respect to neat non-uniform lattice subgroups. In addition, there are several unpublished papers by Arakawa. For instance, he constructed a theta lifting from elliptic cusp forms to automorphic forms on Sp(1, q) (more precisely, the restriction of a theta correspondence for SL 2 (R) × SO (4, 4q) to SL 2 (R) × Sp (1, q) ) and proved that its images are the automorphic forms on Sp(1, q) just mentioned above when q = 1 (recently the author has settled the case of an arbitrary q in [24] by using the Fourier expansion we will discuss). Moreover, Arakawa also investigated the spinor L-functions for the forms on Sp (1, 1) by following the method of Andrianov [1] (see also [4] ).
However, we point out that he assumed the boundedness of the automorphic forms and the integrability of the discrete series. For the advancement of the research it is quite natural to study such automorphic forms without the boundedness condition or the integrability of the discrete series. In fact, it enables us to consider non-cuspidal automorphic forms such as Eisenstein series. We provide two new definitions of the automorphic forms on Sp(1, q) under such weak conditions. One of them is representation theoretic (cf. Definition 6.1) and the other one is given by using a rank one differential operator called the Schmid operator (cf. Definition 8.1).
The Fourier expansion of our automorphic forms is given as the expansion along the center of a maximal unipotent subgroup N of G. When q > 1 we call this "Fourier-Jacobi expansion" after Piatetskii-Shapiro [25, Chapter 4, Section 1] since N is similar to the Heisenberg group. Our result on it is stated as Theorem 6.3 for the case of q > 1. The Fourier expansion for the case of q = 1 will be described in Section 9. As an application, we obtain the following theorem.
Theorem 0.1 (Theorem 7.1). Let q > 1. An automorphic form f on G generating a quaternionic discrete series automatically satisfies the moderate growth condition, i.e., the growth of f is at most of polynomial order.
This theorem is what should be called the "Koecher principle," which is known to be valid for holomorphic automorphic forms except elliptic modular forms (cf. [5, Theorem 10.14] , [7 As far as the author knows, such a result seems new in the literature for non-holomorphic automorphic forms (D. Zagier informed the author that Hilbert-Maass forms also satisfy the Koecher principle in the above sense). Now we explain the outline of this paper. In Section 1 we introduce the notation of the Lie groups, the Lie algebras and the associated root systems which we deal with. In Section 2 we describe representations of the maximal compact subgroup K. In Section 3 we review some general facts on discrete series representations and introduce quaternionic discrete series of G. In Section 4 we study irreducible unitary representations of the maximal unipotent subgroup N in terms of the so-called "orbit method" given by A.A. Kirillov [20] . In Section 5 we deal with an explicit formula for generalized Whittaker functions for quaternionic discrete series and with the multiplicity formula for generalized Whittaker models of such discrete series (for these functions and models see Definition 5.1). This section is an important step in the study of the Fourier expansion since it provides the explicit determination of the functions appearing in the expansion. For Sections 6-8 we assume q > 1. In Section 6 we give our theory of the Fourier-Jacobi expansion. Our approach to study the expansion is to use the explicit formula for the generalized Whittaker functions and the spectral decomposition of L 2 -spaces on compact nilmanifolds by Corwin and Greenleaf [8] . In Section 7 we prove the Koecher principle of our automorphic forms. In Section 8 we discuss the equivalence of our two definitions of the automorphic forms and Arakawa's original definition, assuming the boundedness of the forms. In Section 9 we give remarks on the case of Sp (1, 1) . Things are somewhat different for this case. Actually the moderate growth condition of the automorphic forms does not automatically hold when q = 1.
Notation
For a ring R, M m,n (R) denotes the set of matrices with their sizes m × n and entries in R. When m = n (respectively n = 1) we also denote it by M n (R) (respectively R m ). By 1 n we mean the unit matrix of M n (R). We denote by 0 m,n the zero matrix in M m,n (R) and when n = m we write 0 n for it. For a pair (i, j ) of two positive integers E ij is the matrix unit indexed by (i, j ) and δ ij the Kronecker's delta. For (a 1 , a 2 , . . . , a m ) ∈ t R m , diag(a 1 , a 2 , . . . , a m ) ∈ M m (R) denotes the diagonal matrix with its entries in {a 1 , a 2 , . . . , a m }.
For a real number a we set e(a) := exp(2π √ −1a). Given a measurable set M, vol(M) stands for the volume of M.
For a Lie group we denote its Lie algebra by the corresponding German letter, e.g., the Lie algebra of a Lie group S is written by s. For a Lie algebra s, s C denotes its complexification when s is real, and U(s) the universal enveloping algebra of s.
The algebraic dual space of a finite-dimensional vector space V is written by V * . Given a unitary representation (π, H ) of a Lie group, (π * , H * ) denotes its contragredient as a unitary representation. For two representations τ 1 and τ 2 of one group (respectively one group or two different groups) τ 1 ⊗ τ 2 (respectively τ 1 τ 2 ) stands for the inner tensor product (respectively the outer tensor product) of them.
Structure of Lie groups and Lie algebras
Let H := Re 1 ⊕ Re 2 ⊕ Re 3 ⊕ Re 4 be the Hamilton quaternion algebra, where we fix a basis {e 1 = 1, e 2 , e 3 , e 4 } which satisfies the following defining relations: e 2 2 = e 2 3 = −e 1 , e 2 e 3 = −e 3 e 2 = e 4 .
Its main involution is
H x = x 1 e 1 + x 2 e 2 + x 3 e 3 + x 4 e 4 →x := x 1 e 1 − x 2 e 2 − x 3 e 3 − x 4 e 4 ∈ H.
The reduced trace tr and the reduced norm ν of H are defined by tr : H x → tr(x) = x +x ∈ R, ν: H x → ν(x) := xx ∈ R 0 , ( By ϕ we can identify H ⊗ R C with M 2 (C), and tr and ν correspond to the trace and the determinant of M 2 (C), respectively.
Furthermore, we set X R := {x ∈ H | tr(x) = 0} to be the space of pure quaternions. In what follows we often use √ ν(ξ ) for ξ ∈ X R . We define
d(ξ ) := ν(ξ ) (ξ ∈ X R ).
For an element X = (x ij ) 1 i,j n in the matrix algebra M n (H) we set tX := (x ji ) 1 i,j n . For X ∈ M q+1 (H) we often use a block notation
where
Form now on we fix a definite quaternion algebra B over Q contained in H. Let G be the algebraic group over Q defined by (B) tḡ Qg = Q with
The group of real points of G defines the real symplectic group Sp(1, q) of signature (1+, q−). This group is a real form of the complex symplectic group Sp(q + 1; C) of degree q + 1 (matrix size 2(q + 1)). Throughout this paper we denote this real Lie group by G. Let θ denote the Cartan involution of G defined by
Then K := {g ∈ G | θ(g) = g} forms a maximal compact subgroup, which is isomorphic to Sp
In particular, Sp * (1) = {x ∈ H | ν(x) = 1} is isomorphic to the special unitary group SU(2) of degree 2. We also denote this by H (1) .
The quotient G/K is called the quaternion hyperbolic space (cf. [16, Chapter X, Section2]), which is realized as
. The group G acts transitively on this space by
when q > 1 and
Here we note that μ(g, z) defines an automorphy factor for G × h. When q > 1 (respectively q = 1) this symmetric space has z 0 := (0 q−1,1 , 1) (respectively 1) as a base point with respect to the G-action above. The group of stabilizers of z 0 in G coincides with K. The Lie algebra g of G is
Let θ also denote the Cartan involution of g defined by
The Lie algebra k of K is equal to {X ∈ g | θ(X) = X}. We set p := {X ∈ g | θ(X) = −X}. Then g admits the Cartan decomposition g = k ⊕ p (for the definition see [22, Chapter VI, Section 2]). In order to describe an Iwasawa decomposition of G and g (for the definition see [22, Chapter VI, Section 4]) we give the restricted root system of g, which is of BC 1 -type when q > 1 (respectively C 1 -type when q = 1) (cf. [22, p. 701] Then a := RH forms a maximal abelian subalgebra of p. Let α be the element in a * such that α(H ) = 1. The root system Δ(a, g) of (g, a) is then given as {±α, ±2α} (q > 1) and {±2α} (q = 1) and the root spaces are
2α .
When q = 1 there is no g ±α .
Put n := g α ⊕ g 2α when q > 1 (respectively n = g 2α when q = 1). We can express n as follows:
Then g = n ⊕ a ⊕ k is an Iwasawa decomposition of g. Furthermore, we set A := exp(a) and N := exp(n). They can be expressed as
Then we have an Iwasawa decomposition G = NAK. Let dw, dx and dy denote the Euclidean measure on H q−1 , X R and R, respectively, and dk the invariant measure of K with K dk = 1 (dw is omitted when q = 1). We then choose
as our invariant measures on N and G, respectively, where we note that dg is induced by the Iwasawa decomposition. Next we introduce the absolute root system of g C with respect to the complexification of a compact Cartan subalgebra in g. Let t be the compact Cartan subalgebra defined by t := 1 i q+1 RT i , where
Let β i be the element in t * C such that β i (T j ) = √ −1δ ij . Then
is the absolute root system of (g C , t C ), which is of C q+1 -type (cf. [22, p. 701] ). We put
Then Δ c (respectively Δ n ) forms the set of compact roots (respectively non-compact roots), i.e., roots occurring in the eigenspace decomposition of k C (respectively p C ) with respect to the t C -action. Let
We choose Δ
as our standard choice of a positive system. We can take as root vectors the following:
F −β is given by the complex conjugate of F β for β ∈ Δ + 0 .
Then we have
In Section 5.2 we need Iwasawa decompositions of the generators of p C . Lemma 1.1. Let Ad(a) denote the adjoint action of a ∈ A on n. We have
where 1 k q − 1.
Here we note that only the last four formulas are necessary when q = 1.
Representations of the maximal compact subgroup K
In this section we describe the setK of equivalence classes of irreducible finite-dimensional representations of K and provide some representations of K necessary for our study.
Recall that there is an isomorphism K Sp 
which are dominant with respect to {β i ± β j , 2β k | 1 i < j q, 1 k q} (respectively {n q+1 β q+1 | n q+1 ∈ Z 0 }, which are dominant with respect to {2β q+1 }). We define (τ (n 1 ,n 2 ,...,n q ) , V (n 1 ,n 2 ,...,n q ) ) (respectively (τ n q+1 , V n q+1 )) as the representation of the Sp * (q)-factor (respectively the Sp * (1)-factor) parametrized by the dominant integral weight n 1 β 1 + n 2 β 2 + · · · + n q β q (respectively n q+1 β q+1 ). Hence every element ofK is of the form
and the setK is in bijective correspondence with the following set of integral weights dominant with respect to Δ + c :
Now we describe two representations inK, which we use later. For a positive integer κ let σ κ be the pull-back of the κth symmetric tensor representation of GL 2 (C) to H × by ϕ (for ϕ see (1.2)). Consider the representation of K defined by
This representation is non-trivial only on the Sp * (1)-factor and has κβ q+1 as its highest weight, i.e., is isomorphic to the outer tensor product of the trivial representation of Sp * (q) and (τ κ , V κ ). From now on we denote this representation simply by (τ κ , V κ ). The representation space V κ has a basis {v κ,i } 0 i κ satisfying
where dτ κ denotes the differential of τ κ . This formula gives the weight of v κ,i to be (2i − κ)β q+1 . The existence of this basis is assured by the well-known formula for the infinitesimal actions of irreducible finite-dimensional representations of SL 2 (C). Hereafter we fix a basis {v κ,i } 0 i κ of V κ with the above properties.
As another representation we have the adjoint representation (Ad K , p C ) of K on p C . We can verify that, up to constant multiples, F β 1 +β q+1 is a unique highest weight vector of the representation. In fact, the calculations of bracket products [F, X] for F ∈ k C and X ∈ p C show
Hence an isomorphism
holds.
For our subsequent argument we state the following lemma. 
with highest weights β 1 + (κ + 1)β q+1 and β 1 + (κ − 1)β q+1 , respectively. Hence one obtains the decomposition
as K-modules. Let P κ be the projection given by
For later use we need to describe this P κ explicitly. For that purpose we fix a basis {z ±β k } 1 k q of V (1,0,...,0) as follows:
where dτ (1,0,...,0) is the differential of τ (1,0,...,0) and (1,0,...,0) , V (1,0,...,0) ) has {±β k | 1 k q} as its set of weights.
Then we can state an explicit formula for the projection P κ .
Lemma 2.3. Up to scalars, P κ satisfies
respectively. Such weights never occur in V (1,0,.. −1) . Since the highest weight vector is unique up to constant multiples, we have
.,0|κ−1) . This implies (2.7). Let us deduce (2.9). First note that
with some constant C. On the other hand, consider the action of F −2β q+1 on both sides of
by the formula (2.3) and
Then (2.11) implies that (2.10) can be replaced by
where we write C κ+1 as C again. Moreover, (2.6) and (2.13) lead to
for 1 k q. Thus (2.11), (2.12) and (2.14) yield
Let F −2β q+1 act on both sides of this formula repeatedly. Then we obtain (2.9) by the formula (2.3). The remaining formula (2.8) is settled similarly, hence we omit the proof. 2
Discrete series representations of G
Among the representations of G we exclusively deal with quaternionic discrete series representations of G, which were introduced by B. Gross and N. Wallach [12] . In this section we first review several general facts on discrete series representations. After that we will restrict ourselves to quaternionic discrete series of G.
First of all we recall that an irreducible unitary representation of G can be regarded as an irreducible To an irreducible (g, K)-module H we attach an algebraic homomorphism χ from the center
We call χ the infinitesimal character of H . It is known that, via the Harish-Chandra isomorphism for Z(g C ), such a character is parametrized by an element μ in the dual space s * of some Cartan subalgebra s of g C (for details on this see [33, Theorem 3.2.4]). We also write χ μ for it. Now we explain the discrete series representations of G. Note that G has a compact Cartan subgroup T with the Lie algebra t (for t see Section 1). Then we know that, by Harish-Chandra's criterion (cf. [13, Theorem 13] ), G has discrete series representations, i.e., irreducible unitary representations whose matrix coefficients are square-integrable. When a discrete series representation has integrable matrix coefficients, it is said to be an integrable representation. The following proposition is well known.
Proposition 3.1. For an irreducible unitary representation of G one of its non-zero K-finite matrix coefficients is square-integrable (respectively integrable) if and only if all of its matrix coefficients are square-integrable (respectively integrable).
For a proof see [21, Proposition 9.6] . It treats only the case of the square-integrability but the case of the integrability is proved similarly.
In order to review several fundamental facts on discrete series we introduce some notations. Given a positive system
and Δ n see Section 1), we denote by ρ c and ρ n the half sums of the positive roots in Δ + c and Δ + n , respectively. Moreover, we set ρ G := ρ c + ρ n . We call λ ∈ t C * analytically integral if it comes from a differential of a unitary character of T . Let * , * be the non-degenerate bilinear form on t * C × t * C induced by the Killing form of g C . If λ ∈ t * C satisfies
then λ is said to be non-singular. Every discrete series representation has the infinitesimal character of the form χ λ with λ ∈ t * C such that λ + ρ G is analytically integral and λ is non-singular. Here we note that the integrity condition on λ + ρ G does not depend on the choice of a positive system. According to HarishChandra's parametrization of discrete series (cf. [ (1) Let π λ be the discrete series representation above and Δ + the positive system given by
(ii) the highest weight of a K-type having non-zero multiplicity in π λ is of the form
(2) Any irreducible (g, K)-module with distribution of K-types as in (1) is equivalent to π λ as (g, K)-modules. In particular, π λ is a unique irreducible unitary representation with distribution of K-types as in (1), up to unitary equivalence. Namely the discrete series π λ is characterized by its K-module structure given in (1).
For (1) and (2) In addition to the general facts above on discrete series, we give a well-known criterion of the integrability of discrete series (cf. [15, 31] ). . This π κ is a quaternionic discrete series in the sense of Gross and Wallach [12] . For our later convenience we provide a description of π κ in terms of its distribution of K-types.
Proposition 3.4.
(
2) Up to equivalence as a (g, K)-module, the set of K-finite vectors in H κ is the only irreducible (g, K)-module with distribution of K-types as in (1).
Proof. The assertion (1) is proved in [12, Proposition 5.7] (for this see also [12, Proposition 8.4] ). The assertion (2) is an immediate consequence of Proposition 3.2(2) and the assertion (1). 2
Irreducible unitary representations of N
In this section we describe the unitary dualN of N explicitly in terms of Kirillov's orbit method [20] .
To begin with, we describe the structure of N . Let
and For the subsequent argument we explicitly write the bracket product [ * , * ] on n and the products of elements of N . When q > 1 they are written as
] = 0, which confirm that n and N are abelian.
For l ∈ n * there exists a subalgebra m of n that is isotropic with respect to the anti-symmetric bilinear form l([ * , * ]) on n and has the maximal isotropic dimension. We call m a polarization subalgebra for l (cf. [9, pp. 27-28] ). We note that m is not uniquely determined by l in general. Let M := exp(m) and χ l be a unitary character of M defined as M m → e l log(m) ∈ {z ∈ C | z ·z = 1}.
Let dṅ denote the invariant measure on the quotient M\N induced by dn (for dn see (1.3)). From this χ l we can construct a unitary representation (η l , H η l ) of N defined by the right regular representation η l of N on 
For each n ∈ N the operator U n with
induces a unitary equivalence of (η l , H η l ) and (η Ad * n·l , H η Ad * n·l ). (2) is verified without difficulty. Now we describe coadjoint orbits in n * . We first note that there is an isomorphism
as real vector spaces. Let q > 1. The dual space of H q−1 (respectively the dual space of X R ) is identified with H q−1 (respectively X R ) by the non-degenerate alternating form
defined for a fixed ξ ∈ X R \ {0} (respectively by the reduced trace tr). Then every l ∈ n * which is non-trivial on the center, can be written as
with some w ∈ H q−1 and ξ ∈ X R \ {0}, where l ξ,w , l ξ ∈ n * are defined by
respectively. By a direct computation we see that
for ξ ∈ X R \ {0} and that Ad * (n(w, x)) · l = l when l ∈ n * is trivial on the center. These formulas imply that if l ∈ n * is non-trivial on the center, its co-adjoint orbit has a representative of the form l ξ with some ξ ∈ X R \ {0} and that, otherwise, Ad * N · l = l holds. Let q = 1. Since n is abelian, each l ∈ n * is a single Ad * N -orbit, which is of the form l = l ξ with some ξ ∈ X R . Here
Hence any η l ∈N satisfies η l = χ l .
Then the following proposition is an immediate consequence of Proposition 4.1(2).
Proposition 4.2. There is a bijection
Let q > 1 again. In order to describe η ∈N in detail we fix our choice of a polarization subalgebra m for l ∈ n * . We introduce some notations for that purpose.
(4.5)
Lemma 4.3.
forms a polarization subalgebra for it. When l is trivial on the center its polarization subalgebra is n.
Proof. If the first assertion is proved, the second one follows from the right M = exp(m)-equivariance of each element in H η l ξ with respect to χ l ξ . It thus suffices to prove (1). First we note that the center g 2α of n is contained in any polarization subalgebra and [n, n] ⊂ g 2α . If l is trivial on the center, l([n, n]) = 0 holds. Hence n is the polarization subalgebra of such l. Let l = l ξ with ξ = 0. A straightforward calculation and (4.1) lead to
for w 1 , w 2 ∈ H q−1 and x 1 , x 2 ∈ X R . This is nothing but the non-degenerate alternating form on H q−1 defined in (4.4). The subspace V + ξ form a maximal isotropic subspace of H q−1 for such form. Therefore the subalgebra in the assertion forms a polarization subalgebra for l = l ξ . 2
When q > 1 we henceforth keep the following assumption. be the basis of n * dual to the basis
Using these notations, we give a formula for the differential dη of η = η l ξ 2 e 2 for ξ 2 > 0, and a formula for the differential of a unitary character of N . The formula for a general dη l ξ with a non-zero ξ ∈ X R is essentially reduced to that of dη l ξ 2 e 2 above. Indeed, due to the well-known Skolem-Noether theorem, there exists u ξ ∈ H (1) such that u ξ {e 1 , e 2 , e 3 , e 4 }u
(unique up to {±1}). Then we see that η l ξ is the diag(u ξ , u ξ , . . . , u ξ )-conjugate of η l ξ 2 e 2 with some ξ 2 > 0 (but note that these two are not always isomorphic to each other). For ξ = ξ 2 e 2 with ξ 2 > 0 we choose e 4 as ρ ξ . For this choice of ξ and ρ ξ , define V ± ξ as in (4.5). They lead to the polarization subalgebra m for l ξ 2 e 2 , as in Lemma 4.3(1). Moreover, we write w ∈ H q−1 as w = w (1) k e 1 + w (2) k e 2 + w (3) k e 3 + w (4) k e 4 1 k q−1 with (w (1) k , w (2) k , w (3) k , w (4) k ) ∈ R 4 . By a direct computation we obtain the following formula. (1) For ξ 2 > 0 let η := η l ξ 2 e 2 . We have
k , (4.8) 
Generalized Whittaker functions for quaternionic discrete series
In this section we study generalized Whittaker functions and generalized Whittaker models for the quaternionic discrete series representation π κ . In Section 5.1 we state their definitions. In Section 5.2 we give an explicit formula for such functions and the multiplicity formula for such models.
Definition
To state the definition of the generalized Whittaker functions and the models we need some function spaces. For (η, H η ) ∈N , H ∞ η denotes the space of C ∞ -vectors in H η . We set
Furthermore, we put
Let ι : τ κ → π κ be the K-inclusion map of τ κ into π κ . We let ι * be the map defined by 
where we view (W (ng), v) κ as a function in n ∈ N . Then one has the following identifications:
For the second identification recall that (τ κ , V κ ) ∈K is self-dual (cf. Lemma 2.1(2)). Moreover, we note that the fourth identification above is induced by
where we regard W (g)( * ) as a function on N and W (g)(1) denotes the evaluation of W (g)( * ) at 1 ∈ N . In fact, such identification follows from the relation
In order to describe Im ι * we introduce the Schmid operator (cf. [28, Section 7] ). Let {X i } i∈I be an orthonormal basis of p with respect to the Killing form. We define the differential opera-
where dR denotes the differential of the right translation R of G. In addition to this, we remind the readers that we have defined the projection P κ : V κ ⊗ p C → V (1,0,. ..,0|κ−1) in (2.4).
Definition 5.2. We define the Schmid operator
We note that D κ does not depend on the choice of {X i } i∈I .
The following proposition is due to Yamashita's general result on embeddings of discrete series representations into induced representations (cf. [34, Proposition 2.1]). for our discrete series π κ (see [34, Definition 1.7] ). But we note that no quaternionic discrete series π κ satisfies this condition. However, we can prove that the above map for π κ is actually a bijection in the next subsection (cf. Theorem 5.11).
Proposition 5.3. The map ι * induces an injection
Hom (g,K) H κ , C ∞ η (N \G) K → W ∈ S η,τ κ (N \G/K) D κ · W = 0 .
An explicit formula for the generalized Whittaker functions and the multiplicities of the generalized Whittaker models
see Section 4). This and the K-equivariance of W κ,l imply that it suffices to consider the restriction of W κ,l to N L A (respectively A) when q > 1 (respectively when q = 1), in order to obtain an explicit formula for W κ,l (for A and N L see Sections 1 and 4, respectively). Moreover, when q > 1 and η l = η l ξ with a non-zero ξ ∈ X R , it suffices to deal with the restriction of 
as an orthonormal basis of p, where 1 k q − 1 and
Using this basis, we can write ∇ κ · W κ,l as follows:
Recall that we introduced the projection P κ in (2.4). From now on we normalize P κ so that it satisfies (2.7)-(2.9). Apply P κ to both sides of the equation above. By virtue of the Iwasawa decompositions for the generators of p C in Lemma 1.1 and of the formula for P κ in Lemma 2.3, we obtain an explicit formula for D κ · W κ,l = 0. 
As an immediate consequence of this proposition and Lemma 4.5, we have the following formula.
Proposition 5.5. For the assertions (1) and (2) below we assume that q > 1.
(1) Let η l be a character of N , which is trivial on the center. Then D κ · W κ,l (n(w, 0)a) = 0 is equivalent to the following system of differential equations:
for 1 k q − 1 and 0 i κ − 1, and
ξ is equivalent to the following system of differential equations: We solve the differential equations above. First we consider the case where η l is a character of N trivial on the center. We omit the proof of this theorem. Actually it is obtained by the differential equations in Proposition 5.5(1), which are not difficult to solve.
Next we deal with the remaining case, i.e., the case where q > 1 and η l = χ l or where q = 1 and η l is a non-trivial character. For the former case we let l = l ξ with ξ ∈ X R \ {0}.
Theorem 5.7. Let ξ ∈ X R \ {0} and let us fix u ξ ∈ H (1) (respectively ρ ξ ∈ X R \ {0}) satisfying (4.6) (respectively the condition just before Lemma 4.3).
(1) When q = 1 and η l = χ l ξ , the solutions of the equation
where C 0 and C κ are two arbitrary constants. (1) such that ue 2 u −1 = ξ/d(ξ ) in the formulas above.
Furthermore, these expressions of the solutions in (1) and (2) do not depend on the choice of u ξ 's and ρ ξ 's, up to constant multiples. In other words, we can replace u ξ by any u ∈ H

Proof. By (4.2) we see that
n(w, 0) = n w Hence we concentrate on solving the differential equations for this W κ,l (n(w − ξ , 0)a), assuming q > 1. This also provides a proof for the case of q = 1. We first consider the case where ξ = ξ 2 e 2 with ξ 2 > 0 and ρ ξ = e 4 . Around the end of this proof we explain how the case of a general ξ ∈ X R \ {0} is reduced to this case.
We begin with solving (5.7) and (5. 
for 1 k q − 1. Solving these equations, we have
where C 0 and C κ are constants not dependent on w Due to this change of bases, each root vector for the restricted root system and the absolute root system is replaced by its diag(u ξ , u ξ , . . . , u ξ )-conjugate. Then we realize that the problem for a general ξ is reduced to the case where ξ = ξ 2 e 2 and ρ ξ = e 4 with ξ 2 > 0, whence we obtain the solutions in the assertion.
Our remaining task is to verify the independence of the expressions of the solutions with respect to the choice of u ξ 's and ρ ξ 's. We first discuss such independence for the vector part σ κ (u ξ )v κ,κ . Let us take u ξ ∈ H (1) and ρ ξ ∈ X R \ {0} with the same property as u ξ and ρ ξ , respectively. Then u ξ = u ξ u holds with some u ∈ H (1) such that ue 2 u −1 = e 2 . Now we note that {b ∈ H | be 2 = e 2 b} = R(e 2 ) := R + Re 2 and that every element of {b ∈ R(e 2 ) | ν(b) = 1} is in the image of {re 2 | r ∈ R} by the exponential map. Then we see by the formula (2.1) that σ κ (u)v κ,κ is a constant multiple of v κ,κ , which implies our desired independence on σ κ (u ξ )v κ,κ . As for the scalar parts of the solutions it is helpful to note that we have u ξ = u u ξ with some u ∈ H (1) such that u ξu 
In order to prove that the formula above actually becomes an equality, we verify the following.
Proposition 5.8. For η l and W κ,l above we have an isomorphism π(W κ,l ) H κ as (g, K)-modules.
Proof. Proposition 3.4 (2) implies that this proposition is a consequence of the following lemma. n,0,...,0|n+κ) , V (n,0,...,0|n+κ) ). forms a basis of the universal enveloping algebra U(g C ) of g C . For a non-negative integer n we put
Lemma 5.9. As a (g, K)-module, π(W κ,l ) is irreducible. As a K-module, it decomposes into
Both of H n and W n are K-stable. In order to have more detailed information on W n , the following lemma is necessary. 
where k ranges over 1 k q − 1 for the first formula and i over 0 i κ − 1 for both formulas.
This follows from Lemma 2.3 and the condition D κ · W κ,l ≡ 0. For this it is convenient to review the explicit description of ∇ κ · W κ,l just before Proposition 5.4.
Once we prove W n V (n,0,...,0|n+κ) , then the K-module structures of H n and π(W κ,l ) will be also understood. By Lemma 5.10 we see that W n is spanned by
for 0 i κ − 1, and
for 0 a n, where we take, as the order of the above products, the standard order of Δ Let us verify that these vectors form a basis of W n and W n V (n,0,...,0|n+κ) . For that purpose we first assume that each of them is non-zero. Then we see that they form a basis of W n since we can check by a direct computation that the eigenvalues of them with respect to the t C -actions are distinct. In addition, we can verify under such an assumption that W n has a unique highest weight vector dR((F β 1 +β q+1 ) n )(W κ,l , v * κ,0 ) κ with highest weight nβ 1 + (n + κ)β q+1 , up to constant multiples, whence W n is an irreducible K-module isomorphic to V (n,0,...,0|n+κ) .
Next we realize that it suffices to prove W n = {0} for the claim just above. With the help of the explicit formula of W κ,l we can show that the C-span of {dR(
)}} with each fixed non-zero v ∈ V κ contains a non-zero eigenvector with its eigenvalue (−nβ q + (n + κ)β q+1 )(T ) or (nβ q − (n + κ)β q+1 )(T ) for T ∈ t C (for t see Section 1). Such a vector never occurs in H n−1 , whence W n = {0}. Therefore we conclude that W n V (n,0,...,0|n+κ) and the generators above actually form a basis of this.
The reducibility of finite-dimensional representations of compact topological groups yields ,0|i+κ) ). As a result we deduce from the Poincaré-BirkhoffWitt theorem that π(W κ,l )| K has the decomposition as a K-module in the assertion.
It remains to show the irreducibility of π( Then (τ (n,0,...,0|n+κ) , V (n,0,...,0|n+κ) ) occurs in Π for all non-negative integer n. In fact, once (τ κ , V κ ) occurs in Π , the U(g C )-stability of Π implies that Π contains a vector dR((F β q +β q+1 ) n )(W κ,l , v * κ,0 ) κ for each n, which gives a highest weight vector of the τ (n,0,...,0|n+κ) -factor in π(W κ,l ) . Proof. This is an immediate consequence of Propositions 5.3 and 5.8. 2
Theorem 5.11. We have a bijection
Remark 5.12.
Recall that π κ is a discrete series representation without the condition "far from the walls" on its minimal K-type (see the end of Section 5.1). There is an expectation that the map ι * in Proposition 5.3 would be a bijection for any discrete series representations of general semisimple Lie groups. Theorem 5.11 tells us that generalized Whittaker functions for π κ give evidence of such an expectation. Some other evidence exists. For instance, the result by Taniguchi [30] on discrete series Whittaker functions of SU(n, 1) and Spin(2n, 1) provides such examples. In spite of that, the expectation does not seem to be generally settled yet.
Fourier-Jacobi expansion
For Sections 6-8 we assume q > 1. This section consists of three subsections. In Section 6.1 we define an automorphic form on G generating the quaternionic discrete series π κ and state our theorem of the Fourier-Jacobi expansion. In Section 6.2 we study certain theta functions, which are proved to appear in the Fourier expansion. Section 6.3 proves the theorem. The proof is based on our results of the generalized Whittaker functions and the theory of spectral decomposition of L 2 -spaces on compact nilmanifolds by Corwin and Greenleaf [8] . Actually we need the former to describe the functions appearing in the Fourier series and the latter to know what irreducible unitary representations of N contribute to the expansion.
Definition of the automorphic forms and the statement of the Fourier expansion
Let Γ be an arithmetic subgroup of G contained in G(Q) (for G see Section 1). The automorphic forms which we consider are defined as follows. Definition 6.1. A V κ -valued C ∞ -function f on G is called an automorphic form generating π κ with respect to Γ if f satisfies (i) and (ii) as follows:
For this definition we note that a definition of an automorphic form needs the "moderate growth condition" in general, i.e., it is at most of polynomial order. However, we will see in Section 7 that this automorphic form f automatically satisfies such condition. This property of f should be called the "Koecher principle" (cf. Let P be the standard proper Q-parabolic subgroup of G, which is uniquely determined since the Q-algebraic group G is of Q-rank one. We call the quotient Γ \G(Q)/P(Q), the set of Γ -cusps. As is well known, this set is finite. From now on we fix a complete set Ξ of representatives of it. For each c ∈ Ξ we set
Γ,c := the dual lattice of X Γ,c with respect to the reduced trace tr.
For a fixed g ∈ G we regard f (cn(w, x)g ) as a function in n(w, x) ∈ N . Since this is left N Γ,cinvariant we see that
Therefore
This is said to be the Fourier-Jacobi expansion at a cusp c. In order to make f ξ (w, g) more explicit we need a certain space Θ ξ,c of theta functions for each c ∈ Ξ and ξ ∈ X * Γ,c \ {0}. To define Θ ξ,c we introduce
where we note that x λ ∈ X R ∩ B above is unique modulo X Γ,c for each λ ∈ L c .
Definition 6.2. For each
where C(H q−1 ) is the space of continuous functions on H q−1 .
Here we note that this notion of theta functions was introduced by Arakawa in one of his unpublished notes.
For each ξ ∈ X Γ,c \ {0} let us fix u ξ ∈ H (1) such that u ξ e 2 u
With this Θ ξ,c we state our result on the Fourier expansion. deals with the case where f is bounded and π κ is integrable. In one of his unpublished notes Arakawa had already shown that theta functions in Θ ξ,c appear in the Fourier expansion for that case. However, we note that his proof depends on the condition
in his definition of the automorphic forms (cf. Definition 8.5), where c κ is some constant dependent only on κ, and ω κ is the τ κ -spherical function coming from matrix coefficients of π κ (cf. Section 8). But this condition is not well defined when f is unbounded. Hence we need another approach to a proof of the generalized theorem above, which we will consider soon. 
Spectral decomposition of L
Recall that, up to unitary equivalence, an irreducible unitary representation of N is uniquely determined by its central character when it is non-trivial on the center (cf. Proposition 4.2). Hence Proposition 6.5 implies that L 2 ξ (N Γ,c \N) for ξ ∈ X * Γ,c \ {0} is unitarily equivalent to a finite copy of η l ξ (for η l ξ see Section 4). For a proof of Theorem 6.3 we need to know c \N) explicitly. To this end we review the results of Corwin and Greenleaf [8] on spectral decomposition of L 2 -spaces on compact nilmanifolds.
In order to state their results let N be a general simply connected nilpotent Lie group with Lie algebra n for the moment. Given a co-compact discrete subgroup Γ N of N , we set n Q := Q-span of log(Γ N ). A linear form l ∈ n * is said to be Q-rational if l(n Q ) ⊂ Q. For a Q-rational linear form l a polarization subalgebra m (for the definition see Section 4) is called Q-rational if m ∩ n Q provides a Q-structure of m. Then M = exp(m) also has a Q-structure. The existence of such m is known (cf. [9, Proposition 5.2.6]). For l ∈ n * we can define a character χ l of M and an element (η l , H η l ) ofN similarly as in Section 4. Proposition 6.6. Let Γ N be as above and define a Q-structure of n by this Γ N . Let l ∈ n * be Q-rational and M := exp(m) with a Q-rational polarization algebra m for l.
where (Γ N \N/M) * stands for the totality of the double cosets meeting N Q := exp(n Q ). Then
where see (4.3) for U n . Then
For (1), see [8, Theorem 5 .1] and for (2), see [8, Sections 5, 6] . This kind of result was also considered by Howe [17] and Richardson [26] .
Let us return to our nilpotent Lie group N . In order to apply this proposition to L 2 (N Γ,c \N) and L 2 ξ (N Γ,c \N) we introduce several notations. For ξ ∈ X R \ {0} we henceforth denote (η l ξ , H η l ξ ) ∈N simply by (η ξ , H ξ ) . For ξ ∈ X * Γ,c \ {0} we take ρ ξ ∈ X R ∩ B × so that ξρ ξ ∈ X R ∩ B × , and define V ± ξ under this choice of ξ and ρ ξ (for V ± ξ see Section 4). Furthermore, we set
where Pr ± denotes the projection of
with Λ (
Next, in order to consider Θ ξ,c in detail, we introduce
where * ξ,c denotes the norm induced by the inner product
This space forms a Hilbert space with respect to ( * , * ) ξ,c . We define a map I ξ between L 2 ξ (N Γ,c \N) and Θ ξ,c as follows: 
be the Hermite function on R indexed by n ∈ Z 0 and put
for n := (n 1 , n 2 , . . . , n 2(q−1) ) ∈ Z . Thus we can also regard it as a complete orthogonal basis of and denote by K ξ (w , w)
In addition, we note that the second defining condition of Θ ξ,c can be rewritten as
and that K ξ is bounded.
Lemma 6.10. With a fixed w
Proof. The first defining condition of Θ ξ,c for K ξ ( * , w) is confirmed by a straightforward calculation. As for the second defining condition of Θ ξ,c we recall a well-known formula 
Proof. First we prove
For this formula we follow the proof which Arakawa gave in one of his unpublished notes. The proof starts from Proof. In order to prove this theorem we provide a lemma. To state it we introduce a Siegel set Proof. The assertion (1) is well known and see Borel [6, Proposition 15.6 ]. First we prove the assertion (2) . For that purpose we need another lemma. Proof. The first assertion is settled by the following elementary calculation:
Here we use (6.4) to obtain the last equality. For the second assertion it suffices to verify it on the unit sphere
The assertion then follows immediately. 2
Noting this lemma and the inequalities given in its proof, one has an estimate
The maximal value of ν(ξ ) −1/4 on X * Γ,c and the constant C Λ c are dependent only on Γ and c. Hence we see that there is a suitable constant C Γ,c depending only on Γ and c such that
For the estimate of |θ 
This proves the estimate of |θ μ ξ (w)| in the assertion (2). Finally we prove the assertion (3). With 0 in the assertion set
Then we get
by the Fourier-Jacobi expansion in (7.1). Since the norm of θ μ ξ is one, we have
.
follows, where * κ denotes the norm induced by the fixed inner product ( * , * ) κ of V κ (for ( * , * ) κ see Section 2). On the other hand, the boundedness of f (cn(w, x)a 0 ) as a function in n(w, x) ∈ N and the Schwartz inequality imply
where C f,c, 0 is a constant depending only on f , c and 0 . Thus (7.2)-(7.4) yield
where we denote
κ C f,c, 0 by C f,c, 0 again. As a result we get our desired formula in the assertion (3). 2
Now we start proving the theorem. Lemma 7.2 and the Fourier expansion (7.1) lead to 
on G with a suitable constant C f,Γ,c, 0 depending only on f , Γ , c and 0 . As a result, we verify the moderate growth condition of f on G . By Lemma 7.2(1) we have thus proved that the moderate growth condition holds on the whole group G. 2
When our automorphic form is bounded, its Fourier expansion has no term corresponding to the trivial character of N , which we want to call the constant term. From the proof of the theorem above we deduce the following corollary. Lemma 1] ). However, due to the non-existence of such Whittaker functions mentioned above, all we have to do to prove the principle for our case is just to obtain such a good estimate of the Fourier series.
Comparison with another two definitions of automorphic forms generating π κ
In this section we provide another two definitions of automorphic forms on G generating π κ . One of them is defined by means of the Schmid operator D κ and the other is given by using some reproducing kernel function. The latter one was introduced by Arakawa in [2, 3] . For this section we remind the readers that we have fixed the invariant measure dg of G in (1.4) .
First we think of the former definition.
Definition 8.1. We also call a V κ -valued C ∞ -function f on G an automorphic form generating π κ with respect to Γ if it satisfies: Proof. According to Proposition 6.12, an automorphic form f defined in Definition 6.1 satisfies D κ · f = 0. Conversely let f be an automorphic form defined in Definition 8.1. We note that (6.5) is deduced from Proposition 6.7(2) and the condition D κ · f = 0. We then see that such f has the Fourier expansion of the form in Theorem 6.3, which turned out to be a sum of generalized Whittaker functions for π κ in Section 6.3. Therefore, by an argument similar to the proof of Proposition 5.8, we verify that f generates π κ as a (g, K)-module. 2
Next we consider Arakawa's definition of the automorphic forms associated with π κ given in [2, 3] . Before reviewing it we have to discuss the τ κ -spherical function ω κ : G → End(V κ ) explicitly given by Arakawa in [2, 3] For the case of G = Sp(1, 1) we can also define an automorphic form f generating π κ by Definitions 6.1 or 8.1. However, only the defining conditions in Definitions 6.1 or 8.1 do not ensure the Koecher principle for the case of q = 1. This is due to two reasons as follows.
First we note that there is a non-zero Whittaker function rapidly increasing with respect to A besides the non-zero rapidly decreasing one, as Theorem 5.7(1) indicates. If there appears such a function in the Fourier expansion the Koecher principle is not valid.
The second reason is the following. To deny the appearance of the rapidly increasing terms in the expansion we need a subgroup Γ 0 of c −1 Γ c such that:
• it is of infinite order modulo the center of N Γ,c (= N Γ,c when q = 1), • it stabilizes the index set X * Γ,c of the Fourier expansion, and each Γ 0 -orbit in X * Γ,c \ {0} has infinite order.
In fact, if there exists such Γ 0 , we would be able to prove the non-appearance of rapidly increasing Whittaker functions in the expansion by following the proofs of the Koecher principle in 1) does not have such Γ 0 . For this it is helpful to note that the structure of Sp(1, 1) is similar to that of SL 2 (R) in that they have the same restricted root system of type C 1 = A 1 . Moreover, we note that the definition of holomorphic modular forms on SL 2 (R) needs the moderate growth condition because of the non-existence of such Γ 0 . Namely the lack of the Koecher principle for our present case is just like that for holomorphic forms on SL 2 (R).
Thus we have to impose the moderate growth condition on Definitions 6.1 and 8.1 for the case of Sp (1, 1) . Using the same notations as in Theorem 6.3, the Fourier expansion at a cusp c ∈ Ξ of an automorphic form f under such definition can be expressed as f cn(x)a = When we assume the boundedness of f and the integrability of π κ we can also define our automorphic forms by means of the reproducing kernel function ω κ , as in Definition 8.5. Under such assumptions we can similarly prove Corollary 7.4. Then, by the same reasoning as in the case of q > 1, we see that Theorem 8.7 is also valid for the case of q = 1.
