The Global Mean Annual near-surface Temperature (GMAT) of a planetary body is an expression of the available kinetic energy in the climate system and a critical parameter determining planet's habitability. Previous studies have relied on theory-based mechanistic models to estimate GMATs of distant bodies such as extrasolar planets. This 'bottom-up' approach oftentimes utilizes case-specific parameterizations of key physical processes (such as vertical convection and cloud formation) requiring detailed measurements in order to successfully simulate surface thermal conditions across diverse atmospheric and radiative environments. Here, we present a different 'topdown' statistical approach towards the development of a universal GMAT model that does not require planet-specific empirical adjustments. Our method is based on Dimensional Analysis (DA) of observed data from the Solar System. DA provides an objective technique for constructing relevant state and forcing variables while ensuring dimensional homogeneity of the final model. Although widely utilized in other areas of physical science to derive models from empirical data, DA is a rarely employed analytic tool in astronomy and planetary science. We apply the DA methodology to a wellconstrained data set of six celestial bodies representing highly diverse physical environments in the solar system, i.e. Venus, Earth, the Moon, Mars, Titan (a moon of Saturn), and Triton (a moon of Neptune). Twelve prospective relationships (models) suggested by DA are investigated via non-linear regression analyses involving dimensionless products comprised of solar irradiance, greenhouse-gas partial pressure/density and total atmospheric pressure/density as forcing variables, and two temperature ratios as dependent (state) variables. One non-linear regression model is found to statistically outperform the rest by a wide margin. Our analysis revealed that GMATs of rocky planets can accurately be predicted over a broad range of atmospheric conditions and radiative regimes only using two forcing variables: top-of-the-atmosphere solar irradiance and total surface atmospheric pressure. The new model displays characteristics of an emergent macro-level thermodynamic relationship heretofore unbeknown to science that deserves further investigation and possibly a theoretical interpretation.
Introduction
The Global Mean Annual near-surface Temperature (GMAT) of a celestial body is a physical manifestation of the available kinetic energy in the climate system. This energy determines the type of solvent that could exist on the surface and controls, along with atmospheric composition and density, a number of important geophysical and geochemical processes such as erosion, rock weathering and sedimentation. GMAT is also a critical parameter determining a planet's habitability (Kaltenegger and Sasselov 2011; SchulzeMakuch et al. 2011; Leconte et al. 2013) . Thus, frigid temperatures of around -179 C and 1.467 bar of atmospheric pressure on the surface of Saturn's moon Titan enable the existence of large hydrocarbon lakes as well as methane/ethane relative humidity in the air and methane precipitation (Hayes et al. 2008; Raulin 2008; Griffith 2009; Sharma and Byrne 2011) . Although water is likely abundant on the surface of Titan (Iess et al. 2012) , it plays insignificant role in that moon's surface geochemistry, since it occurs in a rock-hard form that cannot sublimate due to a high atmospheric pressure and an extremely cold environment (NASA Solar System Exploration 2014). At the same time, balmy temperatures of about +14 C and nearly 1 bar of air pressure on Earth allow water rather than methane to cycle between surface and the atmosphere forming liquid oceans that cover almost 71% of our planet. Because of the warm environment on Earth, methane cannot exist in a liquid form at the surface and only occurs as a minor trace gas in the atmosphere. Interestingly, however, the methane cycle on Titan plays a very similar geophysical role to the hydrological cycle on Earth. Nevertheless, a stark contrast exists in the physical environment, regolith composition, and surface geochemistry between Titan and Earth that is largely explainable by the vastly different thermal conditions found on the two bodies.
Thus, having a general model available that can accurately predict GMATs of rocky planets as a function of a few remotely measurable parameters would be highly beneficial to both planetary science and astrobiological research. Current process-oriented climate models built on theoretical concepts utilize planet-specific parameterizations of key processes such as vertical convection and cloud nucleation in order to successfully simulate planetary thermal environments across a wide range of illumination and atmospheric conditions (Bengtsson et al. 2013 , Chapter 1). Such empirical parameterizations oftentimes require detailed measurements that are not always available. The impetus of this study was to explore the feasibility for deriving a simple yet robust planetary temperature model of high predictive skill that uses a common set of drivers while requiring no case-specific empirical adjustments of model parameters. Our goal was based on the premise that the same general processes controlling Earth's global temperature are also responsible for creating the observed pattern of planetary temperatures across the Solar System.
Unlike past studies which employed reductionist methods rooted in theory, we adopt a 'top-down' empirical approach based on Dimensional Analysis (DA) of observed data from the Solar System. DA was chosen as an analytic tool in our model development because of its ubiquitous past successes in solving complex problems of physics, engineering, mathematical biology, and biophysics (e.g. Rashevsky 1960; Albertson et. al. 1961; Yalin 1971; Taylor 1974; Bender 1978; Vignaux and Jain 1988) . To our knowledge, DA has not previously been applied to constructing predictive models of macro-level properties such as the average global temperature of a planet; thus, an overview of this technique could help better understand our analysis.
Dimensional Analysis background
DA is a method for extracting physically meaningful relationships from empirical data (Huntley 1967; Vignaux 1991; Vignaux and Scott 1999) . The goal of DA is to restructure a set of original variables deemed critical to describing a physical phenomenon into a smaller set of independent dimensionless products that may be combined into a dimensionally homogeneous model of predictive power. Dimensional homogeneity is a prerequisite for any robust physical relationship such as natural laws. It means that all terms of a model equation subjected to addition, subtraction, or rising to powers have the same dimensions; in this case, they would be dimensionless. DA distinguishes between measurement units and physical dimensions. For example, mass is a physical dimension that can be measured in gram, pound, metric ton etc.; time is another dimension measurable in seconds, hours, years etc. While the physical dimension of a variable is always the same, the units quantifying that variable may vary depending on the adopted measurement system. DA is mainly concerned with physical dimensions rather than measurement units.
Many physical variables and constants can be described in terms of four fundamental dimensions, i.e. mass [M] , length [L] , time [T] , and absolute temperature [Θ] . Since is constant within a medium, varying the intensity of electromagnetic radiation in a given medium effectively means altering the pressure of photons. Indeed, the solar radiation reaching Earth's upper atmosphere exerts a pressure (force) of sufficient magnitude to perturb the orbits of communication satellites over time (e.g. van der Ha and Lappas 2007; McMahon and Scheeres 2010) .
The simplifying power of DA in model development stems from the Buckingham Pi Theorem (Buckingham 1914) , which states that a problem involving dimensioned variables, i.e.
( 1 , 2 , … , ) = 0 can be reformulated into a less complicated relationship of ( − ) dimensionless products derived from , i.e.
( 1 , 2 , … , − ) = 0 where is the number of fundamental dimensions comprising the original variables. This theorem determines the number of non-dimensional variables to be found in a set of products, but it does not prescribe the number of sets that could be generated from the original variables defining a particular problem. In other words, there might be, and oftentimes is more than one set of ( − ) dimensionless products to analyze. DA provides an objective method for constructing the sets of variables employing simultaneous equations solved via either matrix inversion or substitution (e.g. Huntley 1967 ).
The second step in DA (following the construction of dimensionless products) is to search for a functional relationship between the variables of each set using regression analysis. DA does not disclose the best function capable of describing an empirical dataset. It is the investigator's responsibility to identify a suitable regression model based on prior knowledge of the phenomenon and a general expertise in the subject area. DA only guarantees that the final model (whatever its functional form) will be dimensionally homogeneous, hence it may qualify as a physically meaningful relationship provided that it (a) is not based on a simple polynomial fit; (b) has a small standard error; (c) displays high predictive skill over a wide range of input data; and (d) is statistically robust. The regression coefficients of the final model will also be dimensionless, and may reveal true constants of Nature by virtue of being independent of the units utilized to measure the driving variables.
Methods
A planet's GMAT depends on many factors. In our study, we focused on drivers that are remotely measurable and/or theoretically estimable. Based on the current state of knowledge we identified seven physical variables of potential relevance to the surface temperature: (1) top-of-the-atmosphere (TOA) stellar irradiance ( ); (2) mean planetary surface temperature in the absence of atmospheric greenhouse effect, hereto called reference temperature ( ); (3) near-surface partial pressure of atmospheric greenhouse gases ( ℎ ); (4) near-surface mass density of atmospheric greenhouse gases ( ℎ ); (5) total surface atmospheric pressure ( ); (6) total surface atmospheric density ( ); and (7) minimum air pressure required for the existence of a liquid solvent at the surface, hereto called reference pressure ( ). Reference temperature (planet's mean surface temperature in the absence of atmospheric greenhouse effect)
Average near-surface gas pressure representing either partial pressure of greenhouse gases or total atmospheric pressure
Average near-surface gas density representing either greenhouse-gas density or total atmospheric density kg m
Reference pressure (i.e. minimum atmospheric pressure required for the presence of a liquid solvent at the surface)
the above variables along with their SI units and physical dimensions. Note that, in order to simplify the derivation of dimensionless products, pressure and density are represented in Table 1 by the generic variables and , respectively. As explained below, the regression analysis that follows the construction of variables explicitly distinguishes between models involving partial pressure/density of greenhouse gases and those employing total atmospheric pressure/density at the surface. The planetary Bond albedo ( ) was intentionally not selected as an explicit temperature driver in our DA despite its known effect on the surface energy budget, because it is already dimensionless and partakes in the computation of reference temperatures discussed in Section 2.1. Appendix A details the procedure employed to construct the variables. DA yielded two sets of products, each one consisting of two dimensionless variables, i.e. This implies an investigation of two basic types of dimensionally homogeneous functions (relationships):
and
Note that 1 = ⁄ occurs as a dependent variable in both functions, since it contains the sought temperature . Upon replacing the generic pressure/density variables and in Eqs. (1) and (2) with either partial pressure/density of greenhouse gases ( ℎ and ℎ ) or total atmospheric pressure/density ( and ), one arrives at six prospective regression models. Further, as discussed in Section 2.1, we employ two distinct kinds of reference temperature calculated from different formulas, i.e. an effective radiating equilibrium temperature ( e ) and a mean 'no-atmosphere' spherical surface temperature ( na ). This doubles the 1 instances in the regression analysis bringing the total number of potential models for investigation to 12.
Reference Temperatures and Reference Pressure
A reference temperature ( ) characterizes the average thermal environment of a planetary body in the absence of atmospheric greenhouse effect; hence, is different for each body depending on its solar irradiance and albedo. The purpose of is to provide a baseline for quantifying the thermal effect of planetary atmospheres. Indeed, the ⁄ ratio produced by DA can physically be interpreted as a Relative Atmospheric Thermal Enhancement (RATE) ideally expected to be equal to or greater than 1.0. Expressing the thermal effect of a planetary atmosphere as a non-dimensional quantity rather than an absolute temperature difference (as done in the past) allows for an unbiased comparison of the greenhouse effects of celestial bodies orbiting at different distances from the Sun. This is because the absolute strength of the greenhouse effect (measured in K) depends on both solar insolation and atmospheric properties, while RATE is only expected to be a function of a planet's atmospheric environment. To our knowledge, RATE has not previously been employed to measure the thermal effect of planetary atmospheres.
Two methods have been proposed thus far for estimating the average surface temperatures of planetary bodies without the greenhouse effect, both based on the StefanBoltzmann (SB) radiation law. The first and most popular approach uses the planet's global energy budget to calculate a single radiating equilibrium temperature e (a.k.a. effective emission temperature) from the spherically integrated absorbed stellar flux (e.g. Taylor 2010a; Pierrehumbert 2010; Lacis et al. 2013) , i.e. Here, is the stellar irradiance (W m -2 ) defined as the TOA shortwave flux incident on a plane perpendicular to the incoming rays, is the planetary Bond albedo (decimal fraction), is the planet's effective long-wave emissivity (typically 0.9 ≤ < 1.0; in this study = 0.98), and σ = 5.6704×10 -8 W m -2 K -4 is the SB constant. The factor 1/4 inside the parentheses serves to distribute the stellar flux from a flat surface to a sphere and arises from the fact that the surface area of a sphere is 4 times larger than the surface area of a disk with the same radius. Hence, the term (1 − ) 4 ⁄ represents the globally averaged shortwave flux absorbed by a planet-atmosphere system. The rationale behind Eq. (3) is a presumption that the TOA energy balance defines a baseline temperature at a certain altitude in the free atmosphere which is related to planet's mean surface temperature through the infrared optical depth of the atmosphere (Pierrehumbert 2010 (Pierrehumbert , 2011 . Eq. (3) was introduced to planetary science in the early 1960s (Blanco and McCuskey 1961; Möller 1964 ) and has been widely utilized ever since to calculate the average surface temperatures of airless (or nearly airless) bodies such as Mercury, Moon, and Mars (Williams 2013) as well as to quantify the strength of the greenhouse effect of planetary atmospheres (e.g. Hansen et al. 1981; Peixoto and Oort 1992; Wallace and Hobbs 2006; Pierrehumbert 2010; Taylor 2010a; Lacis et al. 2013 ).
The second method aims at estimating the average surface temperature of a planet ( na ) in the complete absence of an atmosphere using an explicit spatial integration of the SB law over a sphere. Instead of calculating a single bulk temperature from the average absorbed shortwave flux as done in Eq. (3), this alternative approach first computes the equilibrium temperature at every point on the surface of an airless planet from the local absorbed shortwave flux using the SB relation, and then spherically integrates the resulting temperature field to produce a global temperature mean. While conceptually opposite to Eq. (3), this method mimics well the procedure for calculating Earth's global temperature as an area-weighted average of surface observations. Rubincam (2004) proposed an analytic solution to the spherical integration of the SB law (his Eq. 15) assuming no heat storage by the regolith and zero thermal inertia of the ground. Volokin and ReLlez (2014) (Paige et al. 2010; Vasavada et al. 2012) . These authors also showed that accounting for the subterranean heat storage ( ) markedly improves the accuracy and physical robustness of the SAT model compared to the original formulation by Rubincam (2004) .
The conceptual difference between Eqs. (3) and (4b) is that e represents the equilibrium temperature of a black disk orthogonally illuminated by shortwave radiation with intensity equal to the average solar flux absorbed by a sphere having a Bond albedo , while na is the area-weighted average temperature of a thermally heterogeneous airless sphere (Leconte et al. 2013; Volokin and ReLlez 2014) . Due to Hölder's inequality between integrals (Beckenbach and Bellman 1983) , one always finds T na << T e when using equivalent values of stellar irradiance and surface albedo in Eqs. (3) and (4b) (Volokin and ReLlez 2014) .
Since regolith-covered celestial bodies with tenuous atmosphere are expected to have similar optical and thermo-physical properties of their surfaces (Volokin and ReLlez 2014) , one can further simplify Eq. (4b) by combining the albedo ( ), heat storage fraction ( ) and emissivity (ε) into a single constant using applicable values for the Moon to obtain:
Eq. (4c) was employed to calculate the 'no-atmosphere' reference temperatures of all planetary bodies in our study (see Section 2.3).
For a reference pressure we chose the gas-liquid-solid triple point of water, i.e. = 611.73 Pa (Cengel and Turner 2004 ) that defines a baric threshold, below which water can only exists in a solid/vapor phase and not in a liquid form. The presence of liquid water on a planet's surface is important because (a) it significantly impacts the amount of atmospheric water vapor, a powerful greenhouse gas believed to control surface temperatures (e.g. Schmidt et al. 2010; Lacis et al. 2013) , and (b) liquid water is crucial for the evolution of life as we know it. It should be pointed out that the results of our analysis are not sensitive to the particular choice of a reference-pressure value, i.e. P r is a matter of convention.
Regression Analysis
Finding the best function to describe the observed variation of GMAT across celestial bodies requires that the variables generated by DA be subjected to regression analyses. As explained in Appendix A, twelve pairs of variables hereto called models were investigated. In order to ease the curve fitting and simplify the visualization of results, we utilized the natural logarithms of variables rather than their absolute values, i.e. we modeled the relationship ln ( 1 ) = (ln ( 2 )) instead of 1 = ( 2 ). In doing so we focused on monotonic functions of conservative shapes such as exponential, sigmoidal, hyperbolic, and logarithmic, for their fitting coefficients might be interpretable in physically meaningful terms. A key advantage of this type of functions (provided the existence of a good fit, of course) is that they also tend to yield reliable results outside the data range used to determine their coefficients. We specifically avoided non-monotonic functions such as polynomials because of their ability to accurately fit almost any dataset given a sufficiently large number of regression coefficients while at the same time showing a poor predictive skill beyond the calibration data range.
The following four-parameter exponential-growth function was found to best meet our criteria:
where = ln ( 2 ) and = ln ( 1 ) are the independent and dependent variable respectively while , , and are regression coefficients. Eq. (5) was fitted to each one of the 12 planetary data sets of logarithmic pairs suggested by DA using the standard method of least squares. Predictive skills of the resulting regression models were evaluated via 3 statistical criteria: coefficient of determination (R 2 ), adjusted R 2 , and standard error of the estimate, (Steel and Torrie 1960; Zwillinger 1995) .
Planetary Dataset
To ensure proper application of the DA methodology we compiled a dataset of diverse planetary environments in the Solar System using the best up-to-date information available. Celestial bodies were selected for our analysis based on three criteria: (a) presence of a solid surface with at least traces of atmosphere, i.e. gas planets such as Jupiter and Saturn were excluded; (b) availability of reliable data on near-surface temperature, atmospheric composition, and total air pressure/density preferably from direct observations; and (c) representation of a broad range of physical environments defined in terms of TOA solar irradiance and atmospheric properties. This resulted in the selection of three planets: Venus, Earth, and Mars; and three natural satellites: Moon of Earth, Titan of Saturn, and Triton of Neptune.
Each celestial body was described by eight parameters shown in Table 2 with data sources listed in Table 3 . In an effort to minimize the effect of the unforced (internal) climate variability on our temperature model, we attempted to assemble a dataset representing a 30-year observational period, i. (Jennings et al. 2009; Cottini et al. 2012) . Since Saturn's orbital period equals 29.45 Earth years, we averaged the above global temperature values to arrive at 93.7 ± 0.6 K for Titan's long-term GMAT. Similarly, data obtained in late 1970s by the Viking Landers on Mars were combined with more recent remote observations by the Mars Global Surveyor (MGS) spacecraft to derive representative estimates of GMAT and atmospheric surface pressure for the Red Planet. Some parameter values reported in the literature did not meet our stringent criteria for global representativeness and/or physical plausibility and were recalculated using available observations as described below.
The mean solar irradiances of all bodies were computed as = au −2 , where au is the body's average distance (semi-major axis) to the Sun (AU) and S o = 1,360.9 W m -2 is Earth's new lower irradiance at 1 AU according to recent satellite observations reported by Kopp and Lean (2011) . Due to a design flaw in earlier spectrometers, the solar irradiance at Earth's distance has been overestimated by ≈5 W m -2 prior to 2003 (Kopp and Lean 2011) . Table 2 Planetary data set used in the Dimensional Analysis and compiled from sources listed in Table 3 . See text for details about the computational methods employed for some parameters. The estimation of Mars' GMAT and its average surface atmospheric pressure are discussed in Appendix B. Consequently, our calculations yielded slightly lower irradiances for some bodies such as Venus and Mars compared to previously published values. Our decision to recalculate was based on the assumption that orbital distances of planets are known with much greater accuracy than TOA solar irradiances. Hence, a correction made to Earth's irradiance requires adjusting the 'solar constants' of other planets as well.
Parameter
We found that published data for the mean global temperature and the average surface atmospheric pressure of Mars were either improbable or too uncertain to be useful for our analysis. Existing sources report Mars' GMAT anywhere between 200 K and 240 K with Table 3 Literature sources of the planetary data presented in Table 2 . ; Taylor 2010b; Williams 2013; Lacis et al. 2013 ), a range that was too broad for the target precision of our study. Hence, our decision to calculate new global means of near-surface temperature and air pressure for the Red Planet via a thorough analysis of available data from remotesensing and in-situ observations. Appendix B describes our computational procedure with the results presented in Table 2 .
Moon's GMAT was also not readily extractable from the existing literature. Although lunar temperatures have been measured for over 50 years both remotely (via Earth-based telescopes or by instruments aboard lunar orbiters) and in situ (by the Surveyor and Apollo landing mission) (Paige et al. 2010) , most studies focus on observed temperature extremes across the lunar surface (e.g. Lucey et al. 2006) and rarely discuss Moon's average global temperature. Current GMAT estimates for the Moon cluster around two narrow ranges: 250-255 K and 269 -271 K (e.g. Williams 2013) . A careful examination of published data reveals that the 250-255 K range is based on subterranean heat-flow measurements conducted at depths between 80 and 140 cm at the Apollo 15 and 17 landing sites located respectively at 26 o N; 3.6 o E and 20 o N; 30.6 o E (Vaniman et al. 1991 ). Due to a strong dependence of the lunar regolith thermal conductivity on temperature in the topmost 1-2 cm soil, Moon's average diurnal temperature steadily increases with depth. According to Apollo measurements, the mean daily temperature at 35 cm belowground is 40 -45 K higher than that at the lunar surface (Vaniman et al. 1991) . The diurnal temperature fluctuations completely vanish below a depth of 80 cm. At 100-cm depth, the temperature of lunar regolith ranged from 250.7 K to 252.5 K at the Apollo 15 site and between 254.5 K and 255.5 K at the Apollo 17 site (see Figure 3 .9 in Vaniman et al. 1991 (Vasavada et al. 2012) .
Surprisingly, many publications also do not report a correct value for Earth's mean global temperature. Terrestrial climate studies typically focus on temperature anomalies and if Earth's GMAT is ever mentioned, it is often loosely quoted as 15 C (~288 K) (e.g. Hansen et al. 1981; Peixoto and Oort 1992; Wallace and Hobbs 2006; Lacis et al. 2013 ). However, observations in the HadCRUT4 dataset of the UK Met Office's Hadley Centre (Jones et al. 1999; Morice et al. 2012 ) and in the Global Historical Climatology Network of the NOAA National Center for Environmental Information (formerly the National Climatic Data Center) (Peterson and Vose 1997; Smith and Reynolds 2005; Smith et al. 2008) indicate that, between 1981 and 2010, Earth's mean annual surface air temperature was 287.4 K (14.3 C) ± 0.5 K. For comparison, Earth's GMAT over the past 17 years (1998) (1999) (2000) (2001) (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) , a period of a relatively stable climate, has been 287.6 ± 0.5 K. Some recent studies acknowledge these more accurate lower values of Earth's absolute global temperature (e.g. Hansen et al. 2013) . For the Earth's mean surface atmospheric pressure we adopted the 98.55 kPa estimate by Trenberth and Smith (2005) , which takes into account the average elevation of continental landmasses above sea level and is, therefore, slightly lower than the typical sea-level pressure of ~101 kPa.
The average near-surface atmospheric densities ( , kg m -3 ) of planetary bodies were computed from reported means of total atmospheric pressure (P), molar mass (M, kg mol -1 ) and temperature ( ) using the Ideal Gas Law, i.e. =
where R = 8.31446 J mol -1 K -1 is the universal gas constant. This re-calculation was intended to make atmospheric densities physically consistent with independent data on pressure and temperature utilized in our study. The resulting values for individual planetary bodies are similar to previously published data. Standard errors of the air-density estimates were calculated from reported errors of and for each body using Eq. (6). Table 2 were harnessed to calculate several intermediate variables and all dimensionless products necessary for the regression analyses. The results from these calculations are shown in Table 4 . Greenhouse gases in planetary atmospheres represented by the major constituents, i.e. carbon dioxide (CO 2 ), methane (CH 4 ) and water vapor (H 2 O), were collectively quantified via three bulk parameters: average molar mass ( ℎ , kg mol -1 ), combined partial pressure ( ℎ , Pa) and combined partial density ( ℎ , kg m -3 ). These parameters were computed from reported volumetric concentrations of individual greenhouse gases ( , %) and data on total atmospheric pressure and density using the formulas:
Data in
where ℎ = CO2 + CH4 + H2O is the total volumetric concentration of major greenhouse gases (%). The reference temperatures e and na were computed from Eqs. (3) and (4c) respectively. 
Results and Discussion
Function (5) was fitted to each one of the 12 sets of logarithmic pairs generated by Eqs. (1) and (2) and shown in Table 4 . Figures 1 and 2 display the resulting curves of individual regression models with planetary data plotted in the background for reference. Table 5 lists the statistical scores of each non-linear regression. Model 12 depicted in Fig. 2f has the highest R 2 = 0.9999 and the lowest standard error = 0.0078 among all regressions.
Model 1 (Fig. 1a) provides the second best fit with R 2 = 0.9844 and = 0.1529. Notably,
Model 1 has almost a 20-time larger standard error than Model 12. Figure 3 illustrates the difference in predictive skills between the two top-performing models (1 and 12) employing linear vertical axes for clarity. The results presented in Table 5 indicate that Model 12 possesses an explanatory power and a descriptive accuracy surpassing those of the other models by a wide margin.
Since Titan and Earth nearly overlap on the logarithmic scale of 
The regression coefficients are intentionally provided in full precision in order to facilitate replication of our results by other researchers and to allow an accurate calculation of RATE (i.e. the T s /T na ratio) given the strong non-linearity of the relationship. Figure 4 depicts Eq. (10a) as a dependence of RATE on the average surface air pressure. Superimposed on the graph are the six planetary bodies from Relative atmospheric thermal enhancement (T s /T r ) as a function of various dimensionless forcing variables generated by DA using data on solar irradiance, near-surface partial pressure/density of greenhouse gases, and total atmospheric pressure/density from Table 4 . Panels a through f depict six regression models suggested by DA with the underlying celestial bodies plotted in the background. Each pair of horizontal graphs shows different reference temperatures (T r ) defined as either T r = T e (left) or T r = T na (right).
Figure 2
The same as in Fig. 1 but for six additional regression models (panels a through f) Table 5 . Vertical axes use linear scale to better illustrate the difference in skills between the models. Table 2 for the actual error estimates.
written in terms of as a function of planet's distance to the Sun au (AU) and surface atmospheric pressure by replacing 0.25 in Eq. (10b) with (6.0737 au −0.5 ).
Features of the New Planetary Temperature Model

Accuracy and Scope
Fig. 5 portrays the residuals between modeled and observed absolute planetary temperatures (from Eq. 10b and Table 2, respectively). For celestial bodies participating in the regression analysis (i.e. Venus, Earth, Moon, Mars and Triton), the maximum model error does not exceed 0.17 K and is well within the uncertainty of observations. The error for Titan, an independent data point, is 1.45 K or 1.5% of that moon's current best-known GMAT (93.7 K). Eq. (10b) produces 95.18 K for Titan at Saturn's semi-major axis (9.582 AU) corresponding to a solar irradiance S = 14.8 W m -2 . This estimate is virtually identical to the 95 K (-178 C) average surface temperature reported for Titan by the NASA JPL Voyager Mission (2014) web site. The Voyager spacecraft 1 and 2 reached Saturn and its moons in November 1980 and August 1981 respectively, when the gas giant was near its semi-major axis, i.e. at a distance between 9.52 AU and 9.60 AU from the Sun (NASA JPL Ephemeris Figure 5 Absolute differences between predicted average global surface temperatures (Eq. 10b) and observed GMATs (Table 2) for the studied celestial bodies. Titan represents an independent data point, since it was excluded from the non-linear regression analysis leading to Eq. (10a). Measurements conducted by the Voyager spacecraft in 1989 indicated a global mean temperature of 38 ± 1.0 K and an average atmospheric pressure of 1.4 Pa at the surface of Triton (Lellouch et al. 2010 ; see also the NASA Voyager web page for Triton at http://voyager.jpl.nasa.gov/science/neptune_triton.html). Even though Eq. (10a) is based on slightly different data for Triton (i.e. T s = 39 ±1.0 K and P = 4.0 Pa) obtained by more recent stellar occultation measurements (Lellouch et al. 2010) , employing the Voyager-reported pressure in Eq. (10b) produces T s = 38.5 K for Triton's GMAT, a value well within the uncertainty of the 1989 temperature measurements.
2014). Data acquired by
The above comparisons indicate that Eq. (10b) rather accurately reproduces the observed variation of mean surface temperatures across a wide range of planetary environments defined in terms of solar irradiance (from 1.5 W m -2 to 2,602 W m -2 ), total atmospheric pressure (from near vacuum to 9,300 kPa), and greenhouse-gas concentrations (from 0.0% to over 96% per volume). While true that Eq. (10a) is only based on data from 6 planetary bodies, one should keep in mind that these represent all objects in the Solar System meeting our criteria about the quality of available data discussed in Section 2.3. The fact that only one of the investigated twelve non-linear regressions yielded a really tight relationship suggests that Model 12 might be describing a macro-level thermodynamic property of planetary atmospheres heretofore unbeknown to science. A function of such predictive skill spanning the breadth of the Solar System may not be just a result of chance. Indeed, complex natural systems consisting of myriad interacting agents have been known to exhibit emergent behaviors at higher levels of hierarchical organization that are amenable to accurate modeling using top-down statistical approaches (e.g. Stolk et al. 2003) . Eq. (10) also displays several other characteristics that lend further support to the above conjecture.
Robustness
Model robustness defines the degree to which a statistical relationship would hold when recalculated using a different dataset. To test the robustness of Eq. (10a) we performed an alternative regression analysis that excluded Earth and Titan from the input data and only utilized logarithmic pairs of na ⁄ and ⁄ for Venus, the Moon, Mars and Triton from Table 4 . The objective of this test was to evaluate how well the resulting new regression equation could predict the observed mean surface temperatures of Earth and Titan. Since these two bodies occupy a highly non-linear region of Model 12 (Fig. 2f) , eliminating them from the regression analysis would leave a key portion of the curve poorly defined. As in all previous regressions, function (5) In comparing Eqs. (11) and (10) it is evident that the regression coefficients in the first exponent are almost identical between the two formulas. This exponent term dominates the − relationship over the pressure range 0 -400 kPa accounting for more than 97.5% of predicted temperature values. The regression coefficients of the second exponent differ somewhat between the two models causing a divergence in predicted na ⁄ ratios over the pressure interval 400 -9,100 kPa. The two models converge again between 9,000 kPa and 9,300 kPa. Fig. 6 illustrates the similarity of responses between Eqs. (10a) and (11a) over the pressure range 0-300 kPa with Earth and Titan plotted in the foreground for reference.
Eq. (11b) reproduces the observed average global surface temperature of Earth with an error of 0.4% (-1.0 K) and that of Titan with an error of 1.0% (+0.9 K). For Titan, the error of Eq. (11b) is even slightly smaller than that of the original Eq. (10b). The ability of Model 12 to predict Earth's GMAT with an accuracy of 99.6% using a relationship inferred from disparate planetary environments such as those found on Venus, Moon, Mars and Triton indicates that this model is statistically robust and the Earth temperature is a part of a physical continuum well described by Eq. (10a).
The above characteristics of Eq. (10), i.e. dimensional homogeneity, high predictive accuracy, broad scope of applicability and statistical robustness, suggest that it represents an emergent macro-level temperature model of potential theoretical significance deserving further investigation. This conclusion is also indirectly supported by qualitative similarities between Eq. (10a) and some well-known simpler pressure-temperature relationships.
Similarity of Model 12 to Poisson's Formula and the SB Radiation Law
The functional response of Eq. (10a) portrayed in Fig. 4 closely resembles the shape of the dry adiabatic temperature curve in Fig. 7a described by Eq. (10a) is structurally similar to Eq. (12) in a sense that both expressions relate a temperature ratio to a pressure ratio, or more precisely, a relative thermal enhancement to a ratio of forces. However, while the Poisson formula produces 0 ≤ ⁄ ≤ 1.0, Eq. (10a) yields na ⁄ ≥ 1.0. In other words, the reference pressure and temperature in the Poisson formula define the scalars' upper bounds, while reference parameters in Eq. (10a) determine the scalars' lower limits. This key difference between the two models stems from the fact that Eq. (12) describes vertical changes of temperature in a free dry atmosphere induced by a gravity-controlled pressure gradient, while Eq. (10) predicts the equilibrium response of a planet's global surface air temperature to variations in total atmospheric pressure. In a sense, Eq. (10b) could be viewed as a predictor of the reference temperature in the Poisson formula. Thus, while qualitatively similar, Eqs. (10a) and (12) are quantitatively very different. Both functions describe effects of pressure on temperature but in the context of disparate physical systems. This means that estimates obtained from Eq. (10) are not comparable to and should not be confused with results inferred from the Poisson formula. For example, unlike Eq. (12), Eq. (10) cannot be expected to predict temperature lapse rates and/or vertical temperature profiles within a planetary atmosphere. Furthermore, Eq. (10) represents a top-down empirical model that implicitly accounts for a multitude of thermodynamic/radiative effects and feedbacks in the real climate system, while the Poisson formula being derived from the Ideal Gas Law only describes pressure-induced temperature changes in a homogeneous mixture of dry gases without any implicit or explicit consideration of planetary-scale climate regulators such as latent heat transport and cloud radiative forcing.
Eq. (10a) also shows an intriguing similarity to the SB law relating the equilibrium skin temperature ( , K) of an isothermal blackbody to the electro-magnetic radiative flux (I, W m -2 ) absorbed (emitted) by the body's surface, i.e. = ( ⁄ ) 0.25 . Dividing each side of this fundamental relationship by the irreducible temperature of deep Space T c = 2.725 K and its causative CMBR = 3.13×10 -6 W m -2 respectively yields ⁄ = ( ⁄ ) 0.25 . Further, expressing the radiative fluxes I and R c on the right-hand side as products of photon pressure and the speed of light (c, m s -1 ) in vacuum, i.e. = ℎ and = , leads to the following alternative form of the SB law:
0.25 (13) where P c = 1.043×10 -14 Pa is the photon pressure of CMBR. Clearly, Eq. (10a) is analogous to Eq. (13) while the latter is structurally identical to the Poisson formula (12). Fig. 7b depicts Eq. (13) as a dependence of the ⁄ ratio on photon pressure ℎ . It is evident from Figs. 4 and 7 that formulas (10a), (12) and (13) describe qualitatively very similar responses in quantitatively vastly different systems. Eqs. (10a), (12) and (13) have one feature in common -they all predict the effect of pressure on a system's temperature. The presence of such qualitatively similar relations in otherwise disparate physical systems can fundamentally be explained by the fact that pressure as a force per unit area represents a key component of kinetic energy (defined as force applied over a distance), while temperature is merely a physical manifestation of the available kinetic energy. Adding force (such as pressure) to a physical system inevitably boosts the system's total kinetic energy and raises its temperature. Figs. 4 and 7 suggest that this fundamental thermodynamic principle applies to systems ranging in complexity from a simple isothermal blackbody absorbing a homogeneous flux of electro-magnetic radiation to diverse planetary atmospheres governed by complex non-linear process interactions and cloud-radiative feedbacks. The heretoidentified cross-scale similarity among diverse pressure-temperature relationships could provide valuable new insights into the inner workings of planetary climate systems.
Nevertheless, important differences exist between Eq. (10a) and other simpler pressure-temperature relations. Thus, while Poisson's formula and the SB radiation law can mathematically be derived from 'first principles' and have been experimentally verified in a laboratory, Eq. (10a) could neither be analytically deduced from known basic physical laws nor accurately simulated in a small-scale experiment. This is because Eq. (10a) describes an emergent macro-level property of planetary atmospheres representing the net result of myriad process interactions and feedbacks in real climate systems that are not readily estimable by 'bottom-up' mechanistic approaches or fully reproducible in a laboratory environment.
Figure 7 (a) Dry adiabatic response of the air/surface temperature ratio to pressure changes in the free atmosphere according to Poisson's formula (Eq. 12). The reference pressure is arbitrarily assumed to be = 100 kPa; (b) The SB radiation law expressed as a response of a blackbody temperature ratio to variation in photon pressure (see text for details). Note the similarity in shape between these two curves and the one portrayed in Fig. 4 depicting Eq. (10a). 
Model Application
Encouraged by the high predictive skill and broad scope of validity of Model 12 we decided to apply Eq. (10b) to three celestial bodies spanning the breadth of the Solar System, i.e. Mercury, Europa, and Pluto, which global surface temperatures are not currently known with certainty. Each body is the target of either ongoing or planned NASA robotic exploration missions scheduled to provide surface thermal measurements, thus offering an opportunity to test our planetary temperature model against independent observations. The MESSENGER spacecraft launched in 2004 completed the first comprehensive mapping of Mercury in March 2013 (http://messenger.jhuapl.edu/). In addition to other observations, the spacecraft also took infrared measurements of the small planet, which should soon become available. The New Horizons spacecraft launched in January 2006 (Stern 2008) reached Pluto in July of 2015. The probe performed (among other measurements) a thermal scan of the dwarf planet during a flyby. A proposed joint EuropaJupiter System Mission by NASA and the European Space Agency is planned to study the Jovian moons after 2020. The mission envisions exploring Europa's physical and thermal environments both remotely through a NASA Orbiter and in situ via a Europa Lander (Pappalardo et al. 2013 ).
All three celestial bodies have somewhat eccentric solar orbits. However, while Mercury's orbital period is only 88 Earth days, Europa and Pluto circumnavigate the Sun once every 11.9 and 248 Earth years, respectively. Hence, using Mercury's average distance to the Sun might suffice to adequately assess its mean annual surface temperature. Europa and Pluto, on the other hand, must be evaluated at least at three points along their long orbital paths, i.e. aphelion, perihelion, and the semi-major axis. The atmospheric pressure on Pluto is believed to vary over the course of its orbital period as a function of insolation-driven sublimation of nitrogen ice on the surface (Olkin et al. 2013) . Table 6 lists the average global surface temperatures of the three celestial bodies predicted by Eq. (10b) along with employed input data on orbital distances and mean surface atmospheric pressures gathered from the literature. According to our model, Mercury is 123 K cooler than NASA's current estimate of 440 K based on Eq. (3) (Williams 2013) . Europa may be somewhat warmer than predicted by Eq. (10b) due to a possible tidal heating by Jupiter's strong gravitational field, which is not considered in our calculations. Our estimate of Pluto's average surface temperature at perihelion (39.3 K) is similar to the mean temperature computed for that planet by Olkin et al. (2013) using a mechanistic model of nitrogen ice volatilization at the surface. When the New Horizons spacecraft reached Pluto in July 2015, the dwarf planet was approximately 32.9 AU from the Sun and, according to our model, should have an average surface temperature between 37.3 K and 37.6 K assuming an atmospheric pressure of 4.0 Pa. Table 6 . Global average surface temperatures predicted by Eq. (10b) for Mercury, Europa and Pluto. Input data on orbital distances (AU) and total atmospheric pressure (Pa) were obtained from the NASA Solar System Exploration (2014) website, the NASA Planetary Factsheet (Williams 2014) and Olkin et al. (2013) . Solar irradiances required by Eq. (10b) were calculated from reported orbital distances as described in Section 2.3. One must use caution when comparing results from Eq. (10b) to remotely sensed 'average temperatures' commonly reported for celestial bodies with tenuous atmospheres such as the moons of Jupiter or Neptune. Studies oftentimes quote so-called 'brightness temperatures' retrieved at specific wavelengths that have not been subjected to a proper spherical integration. As discussed by Volokin and ReLlez (2014) , due to Hölder's inequality between integrals, calculated brightness temperatures (or effective radiating temperatures) of spherical objects can be significantly higher than actual mean physical temperatures at the surface. Since Eq. (10) yields spherically averaged temperatures, it is expected to produce much lower values than the disk-integrated brightness temperatures typically quoted in the literature. For example, Moore et al. (2004) reported a disk-averaged brightness temperature of 158 K at 20 μm radiance for Jupiter's moon Callisto. Earlier, Carlson (1999) calculated a similar surface temperature (150 ± 50 K) for that moon using a theoretical model aimed at explaining an observed airglow in the carbon dioxide ν 3 band up to 100 km aboveground.
Surface
These estimates are based on 1-D models known to be prone to aggregation errors (Leconte et al. 2013; Volokin and ReLlez 2014) . The physical implausibility of such diskintegrated values to represent Callisto's actual mean surface temperature can be demonstrated with the following comparison. Callisto's average distance to the Sun is 5.203 AU (NASA Solar System Exploration 2014) corresponding to a TOA solar irradiance S = 50.27 W m -2 . Employing this S value in the effective radiating temperature formula (Eq. 3)
while assuming a Bond albedo of 0.11 (Moore et al. 2004 ) and a surface thermal emissivity of 0.98 produces T e = 119.1K for that moon. This estimate is about 35 K lower than reported brightness temperatures for Callisto. Even if one unrealistically assumes zero albedo for Callisto to maximize the effective radiating temperature, Eq. (3) still yields T e = 122.6 K, which is ~31K cooler than the brightness temperatures inferred from disk-integrated spectral radiances by Carlson (1999) and Moore et al. (2004) . Furthermore, as demonstrated by Volokin and ReLlez (2014), Eq. (3) overestimates the actual average surface temperature of airless spherical bodies by about 37%. Hence, the available solar energy at Jupiter's orbit is simply insufficient to produce a mean surface temperature of 150 K -158 K on Callisto absent a massive geothermal flux, which has not been detected thus far. According to our model (Eq. 10b), Callisto's GMAT should be around 87 K assuming an atmospheric pressure of 7.5×10 -7 Pa (Carlson 1999) and R g = 0.0.
Conclusions
We adopted a 'top-down' statistical approach to derive a new general model for predicting the average surface temperature of rocky planets with diverse atmospheres using a well-constrained observational dataset that covers a broad range of planetary environments in the Solar System. Dimensional Analysis was employed as an objective technique to constructing relevant state and forcing variables and to ensure a dimensional homogeneity of the final model. DA suggested 12 relationships for investigation that involve dimensionless products consisting of solar irradiance, greenhouse-gas partial pressure/density and total atmospheric pressure/density as forcing variables and two temperature ratios as dependent variables. One regression model was found to statistically outperform the rest by a wide margin. Our analysis revealed that the mean annual air surface temperature of rocky planets can reliably be estimated across a broad spectrum of atmospheric conditions and radiative regimes only using two forcing variables: TOA stellar irradiance and average surface atmospheric pressure.
Based on statistical criteria including numerical accuracy, robustness, dimensional homogeneity and a broad environmental scope of validity, the final model (Eq. 10) appears to describe an emergent macro-level thermodynamic property of planetary atmospheres heretofore unbeknown to science. The potential physical significance of this new empirical relationship is further supported by its striking resemblance to the dry adiabatic temperature curve described by Poisson's formula and the photon-pressure form of the SB radiation law. Similar to these well-known kinetic relations, Eq. (10a) also predicts the effect of pressure on temperature albeit in the context of a different macro-level physical system. These characteristics of the new model call for a deeper investigation into the plausible physical mechanisms involved. For instance, the mathematical form of Eq. (10a) suggests that atmospheric pressure amplifies (through force) the energy received from the Sun creating a thermal enhancement responsible for keeping the Earth surface 90.4 K warmer than it would be in the absence of an atmosphere. In other words, Model 12 fully explains the new ~90 K estimate of Earth's total atmospheric thermal effect deduced by Volokin and ReLlez (2014) using a different line of reasoning. Eq. (10) also reveals that Earth's global temperature is a part of a cosmic thermodynamic continuum controlled by surface air pressure (a function of total atmospheric mass) and planet's distance to the Sun.
Regardless of whether or not Eq. (10a) has any physical significance beyond a tight empirical fit, its statistical properties makes it immediately useful to planetary and astrobiological studies seeking a quick and reliable assessment of the prevailing thermal conditions at the surface of distant planets. 
Appendix A. Construction of the Dimensionless π Variables
This unknown function is described to a first approximation as a simple product of the driving variables raised to various powers, i.e.
where a, b, c, d and e are rational numbers. In order to determine the power coefficients we cast Eq. (A2) in terms of physical dimensions of the participating variables, i.e.
Satisfying the requirement for dimensional homogeneity of Eq. (A2) implies that the sum of powers of each fundamental dimension must be equal on both sides of Eq. (A3). This allows us to write four simultaneous equations (one per fundamental dimension) containing five unknowns, i.e.
System (A4) is underdetermined and has the following solution: = 1, = 2 , and = −(3 + ). In the DA methodology, one oftentimes arrives at underdetermined systems of equations, simply because the number of independent variables usually exceeds the number of fundamental physical dimensions comprising such variables. However, this has no adverse impact on the derivation of the sought dimensionless products.
Substituting the above roots in Eq. (A2) reduces the original five unknown powers to two: d and e, i.e. 
These solution powers may now be assigned any values, although integers such as 0, 1 and -1 are preferable, for they offer the simplest solution leading to a construction of the proper variables. Setting = 0 and = −1 reduces Eq. (A5a) to:
providing the first pair of dimensionless products:
The second pair of variables emerges upon setting = −1 and = 0 in Eq. (A5a), i.e.
Thus, the original function (A1) consisting of six dimensioned variables is reduced to a relationship between two dimensionless quantities, i.e. 1 = ( 2 ) that needs to be investigated via a regression analysis.
Appendix B. Estimation of Mars' GMAT and Surface Atmospheric Pressure
Although Mars is the third most studied planetary body in the Solar System after Earth and the Moon, there is currently no scientific consensus regarding its mean global surface temperature (T M ). (Kemppinen et al. 2013) . Black dashed lines mark the arithmetic average (T mean ) of each series. Pairs of horizontal grey dashed lines highlight the range of GMAT values typical reported for Mars in the scientific literature, i.e. 210 -240 K. Note that average diurnal temperatures only exceed 210 K during the summer; hence, the annual mean temperature at any Martian latitudes outside the Equator must be significantly lower than 210 K. 2013). The VL1 record covers about half of a Martian year, while the VL2 series extends to nearly 1.6 years. The VL1 temperature series captures a summer-fall season on a site located at about 1,500 m below Datum elevation in the subtropics of Mars ' Northern Hemisphere (22.5 o N). The arithmetic average of the series is 207.3 K (Fig. B1a) . Since the record lacks data from the cooler winter-spring season, this value is likely higher than the actual mean annual temperature at that location. Furthermore, observations by the Hubble telescope in mid 1990s indicated that the Red Planet has cooled since the time of the Viking mission (Savage et al. 1995; Clancy et al. 1996) . Because of its thin atmosphere and the absence of significant cloud cover and perceptible water, temperature fluctuations near the surface of Mars are tightly coupled to diurnal, seasonal and latitudinal variations of incident solar radiation. This causes sites located at the same latitude and equivalent altitudes to have similar annual temperature means irrespective of their longitudes (e.g. Wilson and Richardson 2000) . Hence, one could reliably estimate a latitudinal temperature average on Mars using point observations from any elevation by applying an appropriate lapse-rate correction for the average terrain altitude of said latitude.
The average elevation at 22.5 o latitude on Mars is close to Datum level, i.e. about 1,500 m above the VL1 site. Adjusting the observed 207.3 K temperature average at VL1 to Datum elevation using a typical near-surface Martian lapse rate of -4.3 K km -1 (Barlow 2008) produces ~201 K for the average temperature in the summer-fall season at that latitude. Since the mean surface temperature of a sphere is typically lower than its subtropical temperature average, we can safely conclude based on Figure B1a that Mars' GMAT is likely below 201 K. The mean temperature at the VL2 site located at 48 o N latitude and 3,000 m below Datum elevation is 191.1 K (Fig. B1b) . The average terrain altitude between Northern and Southern Hemisphere at 48 o latitude is about -1,500 m. Adjusting the VL2 annual temperature mean to -1,500 m altitude using a lapse rate of -4.3 K km -1 yields 184.6 K. These simple calculations suggest that Mars' GMAT is likely between 185 K and 201 K.
A close examination of the Viking record also reveals that average diurnal temperatures above 210 K can only occur on Mars during summertime and, therefore, cannot possibly represent an annual mean for any Martian latitude outside the equator. On the other hand, frequently reported values of Mars' GMAT in excess of 210 K appear to be solely based on the theoretical expectation that a planet's average surface temperature should exceed the corresponding effective radiating temperature (T e ≈ 210 K) computed from Eq. (3) (e.g. Barlow 2008; Lacis et al. 2013 ). This presumption is rooted in the a priori assumption that T e represents a planet's average surface temperature in the absence of atmospheric greenhouse effect. However, as demonstrated by Volokin and ReLlez (2014) , due to Hölder's inequality between integrals, the mean physical temperature of a spherical body with a missing or tenuous atmosphere is always lower than its effective radiating temperature computed from the globally integrated absorbed stellar flux. Volokin and ReLlez (2014) also showed that Eq. (3) yields non-physical temperatures for spheres. Indeed, based on results from a 3-D climate model Haberle (2013) concluded that Mars' mean global surface temperature is at least 8 K cooler than the planet's effective radiating temperature (210 K) estimated from Eq. (3). Therefore, Mars' GMAT must be evaluated using actual measurements rather than theoretical considerations.
In order to obtain a reliable estimate of Mars' GMAT, we calculated mean annual temperatures for several Martian latitudes employing near-surface time series measured insitu by the Viking landers and Curiosity Rover, and remotely by the Mars Global Surveyor (MGS) spacecraft. The Radio Science Team (RST) at Stanford University utilized radio occultation of MGS refraction data to retrieve seasonal time-series of near-surface atmospheric temperature and pressure on Mars (Hinson et al. 2004; Hinson 2006; Mars Global Surveyor Radio Science Team 2007) . We utilized MGS RST data between 1999 and 2005. Calculated temperature means from in-situ measurements were adjusted to the corresponding average terrain elevations of target latitudes assuming a lapse rate of -4.3 K km -1 (Barlow 2008) . Figure B2 portrays the estimated mean annual near-surface temperatures at five Martian latitudes (gray dots) along with their standard errors. The black curve depicts a third-order polynomial fitted through the temperature averages via regression analysis and described by the function: where L is latitude (rad). Finally, Mars' GMAT ( ) was calculated via integration of polynomial (B1) using the formula:
2 ⁄ 0 where 0 ≤ cosL ≤ 1 is a polar-coordinate area-weighting factor. The result is = 190.56 ± 0.7 K (Fig. B2 ). This GMAT, although significantly lower than values quoted in the literature, is fully consistent with the new mean surface temperature of the Moon (197.35 K) calculated by Volokin and ReLlez (2014) using results from a validated NASA thermophysical model (Vasavada et al. 2012) . Since Mars receives ~57% less solar energy than the Moon and has a thin atmosphere that only delivers a weak greenhouse effect (e.g. Pierrehumbert 2010), it makes a physical sense that the Red Planet would be on average cooler than the Moon, i.e. T M < 197.3 K. Moreover, if the mean temperature at the lunar equator (Moon's warmest latitude) is 213 K as revealed by NASA Diviner observations (Vasavada et al. 2012; Volokin and ReLlez 2014) , it is unlikely that Mars' global average temperature would be equal to or greater than 213 K as assumed by many studies (e.g. Smil 2003; Vázquez and Hanslmeier 2006; Barlow 2008; Taylor 2010b; Schulze-Makuch et al. 2011; Lacis et al. 2013) . Published values of Mars' average surface atmospheric pressures range from 600 Pa to 700 Pa (Jakosky and Phillips 2001; Catling and Leovy 2007; Barlow 2008; Taylor 2010b; Williams 2013; Lacis et al. 2013) . Since this interval was too broad for the target precision of our study, we used MGS-RST data retrieved from multiple latitudes and seasons between 1999 and 2005 to calculate a new mean surface air pressure for the Red Planet. Our analysis produced = 685.4 ± 14.2 Pa, an estimate within the range of previously reported values. 
References
