Introduction
With the capability of learning optimal policies by interacting with an unknown environment, Reinforcement Learning (RL) [1] has been applied to a broad range of platforms in robot control, such as autonomous helicopter/vehicle [2, 3] , a robot dog [4] , and humanoid robots [5] [6] [7] . Most of the RL algorithms in the above studies require either (1) direct access to state variables or (2) welldesigned hand-engineered features extracted from sensory inputs. However, they become difficult in general when considering more complex and practical tasks/situations. For example, in household robots, such as humans' daily activities as washing and folding clothes, cooking and cleaning are desirable to be learned and performed by RL, but it is not easy to achieve either (1) or (2) (e.g., [8] ).
The recent advance of Deep Neural Networks (DNNs) [9] enables automatic extraction of high-level features to outperform traditional hand-engineered features extracted from highdimensional observations as input like raw images [10] [11] [12] and audio signals [13, 14] . Deep Reinforcement Learning (DRL), e.g., Deep Q-Network (DQN) [15] and Trust Region Policy Optimization (TRPO) [16] , have been proposed by exploiting such DNN capabilities for automatic feature extraction in RL. By automatically abstracting good high-level features from raw images, DQN can learn a complex policy with human-level performances on various Atari video games. On the other hand, the application of DQNlike algorithms to real robot control problems remains limited due to insufficient samples. To learn suitable features, DRL generally requires a huge number of training samples; unfortunately, generating these samples in a real robot system is arduous because of the high sampling cost. Such a dilemma between the difficulty of feature extraction and high sampling cost is one of the most crucial issues for making the RL approach more practical in real robot control.
In this paper, we propose two sample efficient DRL algorithms: Deep P-Network (DPN) and Dueling Deep P-Network (DDPN). The core idea shared by these algorithms is to combine the nature of smooth policy update in value function-based reinforcement learning with the automatic feature extraction from highdimensional observations in deep neural networks to enhance the sample efficiency and the learning stability with fewer samples. The smoothness of policy update is promoted by limiting the relative entropy or the Kullback-Leibler divergence between the current and new policies in the learning process. Even though several RL algorithms with such smooth policy update have been proposed [17, 18] , we focus on Dynamic Policy Programming (DPP) [19] for the following reasons: (1) its asymptotic convergence nature to the optimal policy (for discrete state-action cases); (2) a discrete action space that can easily use high-level actions; and (3) success in high-dimensional robot control tasks with direct access to state variables [20] .
We first present DPN as a novel deep reinforcement learning based on DPP. It automatically abstracts the features from raw images by exploiting the nature of smooth policy update by introducing the Kullback-Leibler divergence between current and new policies as a regularization term into the reward function for better sample efficiency. Then an extension of DPN with a particularly suitable network structure of DNN, Dueling DPN, is proposed for better generalization capability inspired by the dueling network structure for DQN [21] . DPN and Dueling DPN are first applied to a n DOF simulated manipulator reaching task to evaluate their learning performances and compare the effect of different network structures and parameter settings with previous DRL methods. Then Dueling DPN was applied to real robotic cloth manipulation tasks to control a dual-arm humanoid robot NEXTAGE (Fig. 1a) to learn (1) the flipping of a handkerchief (Fig. 1b) and (2) folding a tshirt ( Fig. 1c) with a limited number of samples. We chose robotic cloth manipulation because it requires both a complicated and a high-dimensional state definition and a huge number of training samples to recognize and model the flexible cloth or to learn a suitable manipulation policy. Although several studies have been conducted in similar tasks [22, 23] , their approaches were based on learning from demonstration scheme, where a huge number of manually generated samples and a relatively long training period are required without self-improvement in the learning loop. To the best of our knowledge, this is the first successful application of deep reinforcement learning for robotic cloth manipulation with a small number of demonstration data for initializing the networks and raw images as observations. Our methods employ a discrete action space for grasping and dropping points on cloth following a previous work [22] so that the RL agent learns high-level and general policies that are independent on a robot platform.
Our preliminary work was published as a conference paper [24] . This article extends our preliminary work as follows:
1. provides an initialization scheme of DPNs with (non-expert) demonstration data for accelerating learning; 2. validates the effectiveness of our methods by thorough simulations; 3. investigates the effect of the degree of promotion of the smoothness in policy update into reward functions; 4. further analyzes the average Bellman error in value function approximations to demonstrate the superiority of the proposed algorithm;
5. conducts real robot experiments on a t-shirt folding task with complex action space and reward functions.
The remainder of this paper is organized as follows. Section 2 introduces previous research on deep reinforcement learning and robotic cloth manipulation are introduced. The preparations are introduced in Section 3. The details of the proposed method are explained in Section 4. Sections 5 and 6 present the experimental results in simulations and real robot experiments on cloth manipulation tasks, respectively. Discussion and conclusion are described in Sections 7 and 8, respectively.
Related work

Deep reinforcement learning
DRL methods, which are very popular solutions to deal with high-dimensional observations in RL, apply DNNs to automatically extract features from high-dimensional observations. As the basics of a value function based DRL that learns with a global stateaction value function and discrete action space, DQN [15] is the first successful integration of deep learning with Q-learning. As further improvements, double deep Q-networks [25] and dueling architecture DQN [21] were proposed to increase robustness against the overestimating value function and easier convergence, respectively. The policy search based DRL, e.g., [16] , focuses on utilizing DNN to locally learn a policy that maximizes the total reward during the task. DRL can learn complex policies with human-level performances in both simulation tasks and video games through trial and error. On the other hand, DRL applications to real robot control problems remain challenging due to the requirement of a huge number of training samples generated by operating robots to be interactive with the environment. One solution is to simultaneously obtain many samples from multiple sampling robots [26] or simulations [27] . Another solution is to achieve better sample efficiency during learning, e.g., by setting suitable initial policies [28] .
RL with smooth policy update
To improve the sample efficiency and learning stability with fewer samples in RL, smooth policy update is exploited to limit the information that is lost during learning [29] . The main idea is to introduce the Kullback-Leibler divergence to limit the differences between the current and new policies into the reward function. The related approaches include both value function-based, e.g., [19] , and policy search, e.g., relative entropy policy search [17] and guided policy search [30] . In the robot control domain, the smooth policy update was applied to learn hierarchical policies [31] and achieve sample efficiency and learning stability with kernel trick in robot hand control with a 32-dimensional state space [20] . The current combination of smooth policy update and DRL [32] focuses on learning end-to-end motor policies represented by linear Gaussian controllers in continuous action space. On the other hand, combining the value function based DRL with smooth policy update has not been intensively studied.
Robotic cloth manipulation
Studies in robotic cloth manipulation can be divided into two directions: task-oriented and knowledge-based approaches [22] . The former focuses on cloth recognition based on manually selected features, depth sensor and cloth model, e.g., the hem [33] , the corners and wrinkles [34, 35] , the geometric cloth polygon [36] , the 2.5D depth sensor point cloud [37] , a 3D range camera [38] , and models and simulations [39] [40] [41] for subsequent manipulation. One complete pipeline of autonomously folding clothes based on vision features is described in [42] . The latter learns the relationship between the robot manipulation and the clothing shape. Matsubara et al. [43] proposed an RL approach to learn motor skills to handle a t-shirt based on the topological relationship between the robot configuration and the non-rigid material. Another friction model based RL approach was proposed to search robot motion trajectories to place a scarf around the mannequin's neck in [44] . Lee et al. [45] presented force-based demonstration learning for deformable object manipulation. The convolutional neural network is applied to classify different types of clothes and control a robot to handle the clothes' pose by selecting grasping points in [46] . Other recent works [22, 23] employed a deep convolutional autoencoder to learn high-level features from cloth images and implicitly generated a cloth model with manipulation. Corona et al. [47] propose an algorithm using DNN detect grasping points that bring the garment to a known pose. These works demonstrated the potential of DNN in robotic cloth manipulation, even though many samples and a relatively long training time were required.
Preparation
Reinforcement learning
RL [1, 48] γ ∈ (0, 1) is the discount parameter. Policy π(a|s) represents the probability of action a being taken under state s. The value function is defined as the expected discounted total reward in state s:
where
The objective of RL is to find optimal policy π * that maximizes the value function to satisfy the following Bellman equation:
or a Q function for state-action pairs (s, a):
) .
Value function based RL algorithms, e.g., Q-learning [49] , SARSA [50] , and LSPI [51] , approximate the value/Q function using the Temporal Difference (TD) error. For example, the TD update rule in
, where α is the learning rate.
Deep Q-network
As a combination of Q-learning and DNN, DQN [15] successfully approximates the Q function by DNN. Since the direct approximation of a dynamically changing Q function by DNN is difficult, DQN stabilizes the learning by several tricks, like target network, error clip, and experience replay. When Q function approximated by DNN parameter θ is represented byQ (s, a; θ), a target network is defined asQ (s, a; θ − ). θ − is updated every C steps following 
from a global memory that stores all the generated samples by performing a gradient descent with the TD error:
where D denotes the experience replay buffer. The gradient descent step on θ needs to be sufficiently small to make the learning slow and reduce the sample efficiency to avoid excessively changing the target function in the function approximation with DNN. One serious concern of DQN is that the smoothness in the policy update is not explicitly considered during learning. Such a lack of smoothness can drastically deteriorate the learning performance when the new policy is radically different from the previous one.
In the subsequent section, we give a short summary of Dynamic Policy Programming [52, 19] , which is a value function based RL algorithm that employs a smooth policy update.
Dynamic policy programming
To exploit the nature of smooth policy update, DPP [52, 19] considers the Kullback-Leibler divergence between current policy π and baseline policyπ into the reward function to minimize the difference between the current and baseline policy while maximizing the expected reward:
Thus, the Bellman optimality equation Eq. (2) is modified as: 
) ]
Action preferences function [1] at the (t + 1)-iteration for all state-action pairs (s, a) is defined following [19] to obtain the optimal policy that maximizes the above value function:
Combining Eq. (9) with Eqs. (7) and (8), a simple form is obtained:
The update rule of action preference function
is derived by plugging Eqs. (10) and (11) into Eq. (9):
where Although such an extension to DPP can be applied to toy problems as mountain-car control [52] , its scalability is still limited due to the exponentially growing size of the basis functions with increasing input dimensionality and corresponding intractability. More scalable function approximators, such as non-parametric regression, have been employed and successfully applied for real robot control tasks [54, 20] . However, their applications to such very high-dimensional and redundant state like sensor data and raw image data remain infeasible.
Proposed method
In this section, we first present a novel deep reinforcement learning algorithm, Deep P-Network (DPN), that exploits the advantages of both DRL for high-dimensional state space and DPP for smooth policy update. Next we consider a more suitable neural network architecture for DPN as inspired by the Dueling DQN [21] that has a new neural network architecture with two parts to automatically produce separate estimates of value function V (s)
without any extra supervision. Finally, we present how we can initialize both DPN and Dueling DPN with demonstration data for accelerating learning.
Deep P-network
In this subsection, we propose DPN, which approximates the action preferences function P(s, a; θ) in Eq. (9) by DNN. Its network structure is defined in Fig. 2 . Initial input state s is a raw RGB/grayscale image that usually has very high dimensionality. A Convolutional Neural Network (CNN) abstracts the raw image to a lower-dimensional high-level feature set. These features are in turn processed by a Fully Connected Network (FCN) and the final layer has m nodes, where m is the number of actions in A and the ith node's output is approximated valueP(s, a i ; θ). 
The network parameters are updated by applying gradient descent algorithms to minimize the loss function: 
Get loss and update θ by performing a gradient descent step on (y j −P(s j , a j ; θ)) 
The loss of the gradient descent is added to the average loss. When the average loss is less than a threshold, the current sub-update is terminated and the target networks are updated after processing N mini-batch by θ − = θ. In summary, the following are the main differences between DQN and DPN:
1. Local memory D with the current E iteration samples is applied to store fewer samples and focuses more on new samples. As the value function is updated using only the data sampled from the new policy of updating, the improvement of the policy is fast.
2. Update θ every episode with T steps rather than every step.
The DPN updates in the same process as the DPP updating the value function.
3. Parameter θ of DNN is updated with the number of epochs U using memory D. Switch the target network and update θ N times. By switching the target network while updating the value function, update the iteration of the value function without new samples.
Dueling network architecture for DPN
In this subsection, Dueling DPN (DDPN) is proposed as a natural extension of DPN toward a dueling network [21] . (s, a) ) into Eq. (12), we obtain:
(15) Combining it with Eq. (9), the action preference function can be represented as:
You can directly derive Eq. (16) from Eqs. (10) and (11) 
Prior policy initialization of DPN/Dueling DPN
Based on previous works [55, 28] , DRL can successfully learn tasks with a small number of samples by initializing its policy from demonstrations. DPN and Dueling DPN are expected to fully exploit the successfully initialized policies based on prior knowledge since they employ a smooth policy update in the DRL framework. Even though the given initial policies may not be perfect, they should be beneficial for accelerating reinforcement learning.
We show an initialization procedure for both DPN and Dueling DPN using a small number of demonstration samples (generated by a human operator), summarized in Algorithm 2. By following Algorithm 2, we store these samples in local memory D and update the P-network before learning the results in the networks including prior knowledge. Parameter K controls the effect of the demonstration data on learning. The nature of the smooth policy update enables the DPN/Dueling DPN to smoothly update the resulting policies from the initialized ones.
Simulation
n DOF manipulator reaching task
In this section, we investigated the learning performance of DPN and Dueling DPN in a simulated n DOF manipulator reaching task (n = 5, 15, 25, 50) by comparing DQN and Dueling DQN. The state is the entire grayscale 84 × 84 px image where the n DOF manipulator is drawn, as shown in Fig. 4 . The length of each limb between the adjoining joints is set to 1 n . The environment and the DPN parameter settings are respectively shown in Table 1a and b.
For the network architecture, the input layer has 84 × 84 × 1 nodes for each pixel of the state image. The setting of the middle layer 
then Update D to store the current (E − 1) iteration samples Table 1 Settings and learning parameters of n DOF manipulator reaching task. and the optimizer follows previous works [15, 21] . The policies of DPN and Dueling DPN are calculated by Eq. (11) while DQN uses a ε-greedy policy. All the results are derived in five repetitions.
Our hardware platform is a PC with an Intel Core i7-5960 CPU, a Nvidia GTX 1080 GPU, and 64 GB memory. The software platform was built by Tensorflow [56] and Keras [57] .
Learning results
The learning results with different numbers of DOFs are shown in Table 1b , and in this task, we used 300 samples generated by a non-optimal policy). Compared with other algorithms, Dueling DPN supported the value of initialization more and quickly outperformed the performance of the demonstration samples (purple dashed line). All these results show the sample efficiency of DPN/Dueling DPN. They used fewer samples to achieve higher average reward values than the DQN algorithms under the same DNN setting, and their superiority rose with the DOF increase.
Effect of parameter η in DPN and Dueling DPN
We investigated the effect of DPN's parameter η in a 5-DOF manipulator reaching task. With an increase of η, the KullbackLeibler divergence term in Eq. (6) limits the policy update less. Since the operator L η is the log-sum-exp function, it is considered a soft-max operator and it converge to the max operator as η → ∞. Therefore, the choice of η determines the smoothness of the operator. In addition, DPP converges to the optimal policy for any η, but it changes the rate of convergence significantly.
Both DPN and Dueling DPN were tested in five repetitions where η = [0.01, 0.1, 0.5, 1.5, 3.0, 10, 20] . Fig. 6a shows the results; in a suitable range, i.e., [0.01, 0.3], a larger η resulted in faster learning due to less smoothness in the policy update. On the other hand, an extremely large η caused divergent learning due to the numerical instabilities using the exponential function in the action preferences function [20] . Dueling DPN also has better stability with various η than DPN, maybe because its architecture divides the action preferences function into two parts. This may contribute to Dueling DPN's better learning capability shown in Section 5.2.
Bellman error in DPN
Next we investigated the effect of smooth policy update in DPN's function approximation. We define the Bellman error as:
The Bellman error measures the approximation error of the value function during learning. State value functionV t of DPN can be calculated following Eq. (10), and the calculation in DQN followŝ
]
. Fig. 7 shows the average Bellman error in the first 15 iterations of ten learnings in 5-DOF manipulation reaching tasks. As a result, we achieved more accurate value function approximation in DPN and Dueling DPN than in DQN and Dueling DQN due to limiting the overly large updates that result in stable and efficient learning. 
Real robot experiment
In this section, we applied the Dueling DPN to the NEXTAGE robot, a 15-DOF humanoid robot with sufficient precision for manufacturing, to learn two robotic cloth manipulation tasks. Following [22] , we focus on learning a policy with high-level discrete actions, i.e., the grasp and release points on a cloth to solve two tasks: (1) flipping over a handkerchief and (2) folding a t-shirt.
Flipping a handkerchief
Setting
The environment and the DPN settings of this task are respectively shown in Table 2a and b. The network architecture, the optimizer, and the hardware/software mainly follow the setting in Section 5.1, and the input layer is fixed to 84 × 84 × 3 nodes for the RGB state image. The software is built on the Robot Operating System (ROS) [58] . 
Results
The learning results of three experiments are shown in Fig. 9 . Each experiment took about four hours, including 40 min for manually initializing the handkerchief (≈ 30 seconds per episode) to generate 2400 samples (= 16 iterations). The samples used for the Dueling DPN initialization were generated by a human operator who selected the actions for several states. Note that these samples are collected from non-expert demonstrations and they are insufficient to learn a good policy. The performance of the policy learned from these samples using supervised learning is shown as ''Supervised'' in Fig. 9 . It is better than the random action but cannot be as good as the proposed methods. From the results, without prior policy initialization, Dueling DPN converged faster and achieved higher reward than Dueling DQN. With only 300 demonstration samples for initialization, Dueling DPN learned better policies by exploring with 2400 additional samples. Both Dueling DPN with/without prior policy initialization outperformed the corresponding Dueling DQN algorithms. Fig. 8 shows one example of a handkerchief flipping process learned by Dueling DPN, which turned about 80% of the handkerchief over in about 15 steps.
Folding a t-shirt
Setting
The next task was to fold a t-shirt. The details of the environment and the algorithm settings are respectively summarized in Table 3a and b. The network architecture, the optimizer, and the hardware/software settings are the same as in the handkerchief flipping task. It is a more challenging task than flipping handkerchief due to (1) a larger action space to deal with various clothing operations, (2) a more complex reward function that shows the stepwise folding achievement degree as in Algorithm 3, (3) fewer steps in one rollout, (4) fewer samples (80) generated by a human operator for prior policy initialization.
Results
The averaged learning results based on three experiments are shown in Fig. 11 . Dueling DPN successfully learned the task with only 80 demonstration samples for policy initialization and 112 additional samples generated during reinforcement learning. The samples for initialization are collected from non-expert demonstrations. The line ''Supervised'' in Fig. 11 shows that the policy learned by these samples using supervised learning could not lead to a good policy. According to Fig. 11 , only Dueling DPN was able to improve its performance based on the given non-expert demonstration while other methods gradually improved their performance but never learned sufficient policies for folding the t-shirt. These results suggest that only our proposed method, Dueling DPN, has the capability to learn tasks with a large action space and a complex reward function even with very limited samples. Fig. 10 shows one t-shirt folding procedure learned by Dueling DPN and DQN with prior policy initialization. Dueling DPN init successfully folded it by appropriately selecting three actions per step, but the corresponding Dueling DQN could only achieve the first step. Several examples of high-level features learned by Dueling DPN are visualized by Grad-CAM [59] in Fig. 12 . These heat maps where the red/blue colors indicate high/low attention of the agent indicate that our proposed method successfully learned useful and meaningful features. The t-shirt's sleeves drew the agent's attention following the order of operations in the first two steps. Then the hem's corner was concerned more to finish the folding task. 
Discussion
As shown in the experimental results, our proposed methods can learn complex policies with high-dimensional observations such as raw images as input. By promoting a smooth policy update, our methods achieved more sample efficient and stable learning than previous methods with fewer samples.
One future work is to design compact and efficient action space for more complicated deformable object manipulation tasks. In our current work, the action space was set by all the combinations of picking and dropping points allocated on the plane in a grid manner which is not compact or sufficient for more complex tasks. Several previous works could be applied to improve the actions' dexterity like defining meaningful predefined patterns [60] , and exploiting synergies [61] . Furthermore, cooperating motion trajectories between two or more robot arms should be considered as actions for challenging tasks like wrapping clothes in [62] . It is also interesting to design an action space to efficiently manipulate the clothes like human beings based on several related works: [34] detected the wrinkle condition and operate robot to extend necessary wrinkle for better folding performance; [35] gripped the cloth edge to reduce the wrinkles caused during operation; [36] directly folded the hem and sleeve of clothes based on a clothing model.
Since the main objective of our experiments is to investigate the sample efficiency of our DRL methods and their effectiveness for robotic cloth manipulation tasks, we alleviated the difficulties in reward function design by using a two-toned handkerchief and color markers that allow us to intuitively design color-based reward functions. Although such a reward function design is not related to the features extracted from states by DRL and therefore has no conflict to the merit of DRL [63] . Designing suitable reward functions for more complex cloth manipulation tasks is another future direction for our work. By applying human feedback [64] , it is possible to learn the optimum strategy without designing and implementing the reward function ad hoc. Furthermore, several approaches [65, 66] have been proposed to learn the reward function from limited human knowledge. If the expert demonstration is available, it is possible to apply the inverse reinforcement learning [67] to learn a good reward function.
In our robot experiments, initialization required the most time and labor: returning a cloth to its initial state in every iteration. Recent work suggests a potentially helpful approach to alleviate this issue by simultaneously learning a rest policy as a usual policy [68] . Extending our methods by combining them with previous work [68] is also interesting future work.
Conclusion
The contribution of this paper is twofold. We proposed two new deep reinforcement learning algorithms, Deep P-Network (DPN) and Dueling Deep P-Network (DDPN). The core idea shared by them is to combine the nature of smooth policy update in value function based reinforcement learning (Dynamic Policy Programming) with the capability of automatic feature extraction in deep neural networks to enhance the sample efficiency and the stability of the learning process with fewer samples. To investigate the performance of our proposed methods, we compared them with previous DRL methods in a simulated n DOF manipulator reaching task. Furthermore, we applied them to two robotic cloth manipulation tasks with a dual arm robot, NEXTAGE: (1) flipping of a handkerchief and (2) folding a t-shirt with a limited number of samples. We confirmed in all the experiments that our method achieved more sample efficiency and stabilized learning than the previous methods.
