We consider the Lie-algebra of the group of diffeomorphisms of a ddimensional torus which is also known to be the algebra of derivations In this paper we classify (A, Der A) modules which are irreducible and has finite dimensional weight spaces. Earlier Larsson constructed a large class of modules the so called tensor fields based on gℓ d modules which are also A modules. We prove that they exhaust all (A, Der A) irreducible modules.
Introduction
It is well known that the group of diffeomorphisms on a manifold is very important and shows up directly in many branches of physics (see for example Let us go back to the vertex construction of toroidal Lie-algebra of Ref.
6. Here operators are constructed for DerA generalizing the Sugawara Construction. But the corresponding extension for DerA is very wild (certainly non-central) and not tractable (see Ref.5) . In the process an interesting abelian extension for DerA has been created in Ref. 6 and the abelian part is exactly the center of the toroidal Lie algebra. So the semi-direct sum of the toroidal Lie algebra and DerA with common extension has emerged as an interesting object which we will now define.
We will first define toroidal Lie algebra. Let G be simple finite dimensional Lie algebra and let <, > be a non-degenerate symmetric bilinear form on G.
Fix a positive integer d and let
Let Ω A be the module of differentials which can be defined as vector space spanned by t r K i , i = 1, · · · , d and r ∈ Z n . Let d A be the subspace spanned by Σr i t r K i and consider the toroidal Lie algebra
The first question is that can we construct a representation for τ from known 
Section
(1.1) Throughout this paper we fix a positive integer d ≥ 2 and a Laurent
copies of complex field C. Let e 1 , · · · e d be the standard basis of C d and let (, ) be the standard form on C d such that (e i , e j ) = δ ij .
Throughout this paper we use m, n, r and s to denote elements of Γ. For r = r i e i ∈ Γ let t r = t
be a derivation on A. Let DerA be the Lie-algebra of derivations of A. It is easy to verify that
. Then DerA has the following Lie structure:
which is a maximal abelian subalgebra of DerA.
(1.4) Note that D(u, r)t s = (u, s)t r+s . Thus A ⊕ DerA is a Lie-algebra by extending the Lie structure in the following way
The purpose of this paper is to study A⊕DerA modules which are weight modules forh with finite dimensional weight spaces and to classify such modules with some natural conditions.
We first recall DerA modules which are constructed and studied in Ref- and denote the resultant gℓ d module by V (ψ, b). Let α ∈ C d and we will make
where m, r ∈ Γ, u ∈ C d , v ∈ V (ψ, b). We will now recall the following (
is irreducible as DerA module unless α ∈ Γ and b ∈ {0, d}.
In all other cases F α (ψ, b) is reducible and the submodule structure has been worked out in Proposition (5.1) and Theorem (5.5) of Ref. 4 .
Recall that A is associative algebra with unit and
for m, r ∈ Γ and v ∈ V (ψ, b). Further it is easy to see that
Proof First note that F α (ψ, b) is a weight module with respective toh and the weight spaces are
. As submodule of a weight module is a weight module,
. Now choose u = e i , r = e j and consider
It now follows from the above remarks that
is irreducible and W 1 is non-zero, it follows that W 1 = V (ψ) and hence
The purpose of this paper is to prove converse of the above proposition.
In other words we classify A ⊕ DerA modules with certain natural properties.
(1.9) Theorem Let V be irreducible module for A ⊕ DerA which is also a weight module forh with finite dimensional weight spaces. We further assume the following:
(1) V is a A-module as associative algebra and the Lie-module structure of A comes from associative algebra.
We need to develop several lemmas to prove the theorem which will be done in Section 2. The final proof will be given in Section 3.
First we need to change some notation. We treat A as group algebra over Γ. For that let k(r) be a symbol for r ∈ Γ. Let A be the linear span of k(r), r ∈ Γ with multiplication defined as k(r) · k(s) = k(r + s).
Let U be the universal enveloping algebra of A ⊕ DerA. Let L be the two sided ideal of U generated by k(r)k(s) − k(r + s) and k(0) − 1.
Throughout this section the module V is as in Theorem (1.9). Since V is a A module, L acts trivially and hence V is a U/L-module. Let V = ⊕ r∈Γ V r be the weight space decomposition and
In fact take any weight space where h acts as linear function which can be taken as u → (u, α)
for some α ∈ C d . Because of irreducibility the action of h on the rest of the spaces is easily computed. Further each V r is ah-module as 1 in A acts as one on the entire module.
and r ∈ Γ. Let T be the subspace spanned by T (u, r) for all u and r.
where w = (v, r)u − (u, s)v and hence T is a Lie-subalgebra.
(1) From (2) it follows that (2) it follows that T commutes with h and hence V r is a T -module.
Since V is A ⊕ DerA irreducible for v, w in V r there exists X in U 0 such that Xv = w. This is due to weight reasons. Now X = a i X i where each X i is of the form k(−r)D(u 0 , r 1 ) · · · D(u k , r k ) where r i = r. We are using the fact that L acts trivially on V . Now using the fact that k(−s)D(u, r) = D(u, r)k(s) − (u, s)D(u, r) and the fact that k(r)k(s) = k(r + s) we see that each X i is linear combination of elements of the form
This proves X ∈ U(T ), the universal enveloping algebra of T . Hence V r is T irreducible.
(5) First note that k(s − r)V r ⊆ V s . Repeating the same we see that
clearly injective and surjective. Now
Thus f is a T -homomorphism. This proves (5).
Proof (1) Follows from definition
(2) Collect all terms where m k does not occur in the sum of T k and that can be seen to be equal to T k−1 (u, r, m 1 , · · · m k−1 ). Sum of the rest of the terms can be seen to equal to −T k−1 (u, r + m k , m 1 , · · · m k−1 ). This is because every
By applying Proposition 2.
It is easy to see that A 1 is the first term of the above formula. 
(by Lemma 2.4 (2)).
(4) Follows from (2).
The above formula can be deduced as in (3) The rest of the four terms are in I k+ℓ−1 and this proves (5).
Proof To prove the Lemma, we first interpret T k 's as certain polynomials
We fix a non-zero u in C d . Let k be a positive integer
for all non-zero m i 's ∈ Γ. Then clearly J k+1 ⊆ J k . It is easy to see that
Thus it is sufficient to prove that,
where
and evaluate at (t 1 , · · · t d ) = (1, · · · 1). This can be seen to be zero as after differentiating P k+1 , k times, each component has at least one factor (t n i −1).
We will now prove that there exists i 1 , · · · i k such that
is non-zero. Thus * can not hold. This prove the claim 1. Now choose ℓ,
which is not too difficult to see. Where µ is a non-negative integer. Repeating the process finitely many times (choosing different index ℓ 1 = ℓ). We see that there exists
where λ is non-zero integer. Now evaluating at t = (1, · · · 1) we see that claim 2 is true.
To see (2) first note that
This proves (2) . (3) is easy to check.
In particular I k is a co-finite ideal in T .
Proof First note that from Lemma 2.4(2) we have
which follows from above and Lemma 2.5 (3). Now from additive property of Lemma 2.5(2) it follows that I k /I k+1 is spanned by T k (u, 0, e i 1 , · · · e i k ) where e 1 , · · · e d is the standard basis. Thus (1) follows. (2) follows from definitions.
Now it is easy to conclude that I k is a co-finite ideal for each k.
Section
We will explain the plan of the proof of Theorem (1.9). First we will prove that T /I 2 ∼ = gℓ d (C). Then we will prove that if I k , k ≥ 2 is zero on a finite dimensional irreducible module V of T then I 2 is zero on V . Thus V is a module for T /I 2 ∼ = gℓ d (C). Further we prove that any co-finite ideal J of T contains I k for large k. Thus any irreducible finite dimensional module V of T is actually a module for T /I 2 . From this it will be easy to conclude Theorem 1.9 which will be explained at the end of the section.
Proof First recall that F α (ψ, b) is a A ⊕ DerA-module and each weight space V (ψ) ⊗ t m is a T -module. It is easy to verify that I 2 acts trivially on V (ψ) ⊗ t m . Now note that T (e i , e j )v(m) = E ji v(m) = 0 for some ψ. From this we conclude that T (e i , e j ) is non-zero in T /I 2 . Now it is easy to see that T (u, s) + T (u, r) = T (u, r + s) mod I 2 and hence T (e i , e j ) spans T /I 2 . Define
+δ iℓ k(−e ℓ − e j )D(e k , e ℓ + e j ).
Follows from Proposition (2.2). Note that the following is true in T /I 2 .
Thus π defines a surjective homomorphism. As T (u, 0) is zero it follows that T (e i , e j ) span T /I 2 which proves dim (T /I 2 ) ≤ d 2 . Thus π defines an isomorphism. 
it is easy to see that W is a G-module. But W = 0. Since V is irreducible W = V which proves that J acts trivially on V . Proof From the proof of Lemma 2.4(3) we have
T (e i , e i ) and note that I is actually identity element in T /I 2 ∼ = gℓ d (C). Thus I is non-zero on T /I k+1 for k ≥ 1.
Now we use Lemma 2.5(2) and the following facts.
(
(3) I k+1 is zero on V .
From that we conclude that
which proves the claim. Now we can use Lemma (3.2) for the ideal I k . Thus I k is zero on V . Repeating this argument we conclude that I 2 acts trivially on V . This argument breaks down for k = 1 as we cannot apply the Lemma 3.2.
(3.4) Proposition Any co-finite ideal J of T contains I k for large k.
Clearly ker ϕ = J ∩ I k and T /J ∩ I k is a subalgebra of finite dimensional
Lie-algebra T /J ⊕ T /I k . This proves the claim.
Consider
in injective. Let t n = dim I n /I n ∩ J and note that t n+1 ≤ t n . Thus {t n } n∈Z + is a decreasing sequence of non-negative integers. Therefore t k = s for some s and for large k > N.
First we note the following two statements for a fixed i.
where k ℓ is the number of e ℓ that occur in T k (e i , 0, e j 1 , · · · e j k ).
(2) Suppose the ideal J contains a m,I T m (e i , 0, e j 1 , · · · e jm ) where the number of e i 's that occur in T m (e i , 0, e j 1 , · · · e jm ) is same for all m where
(1) Follows from the proof of lemma 2.4(3). (2) follows from (1). We will prove the Proposition assuming d ≥ 3 to avoid some computations. For a fixed i, consider the following set
Now choose k ∋ #S > s and k > N. Thus S is linearly dependent mod
Thus there exists non-zero scalars a I (I = {j 1 , · · · j k }) such that
Now using (2) we conclude that T k (e i , 0, e j 1 , · · · e j k ) ∈ J for some I.
Now by (2) it follows that
Now repeating this process we see that
for all possible indices j 1 , · · · j k which are all different from i. Applying
T (e i , e i ) to the above vector to conclude
Fix j = i. Replacing k by k + 1, consider the following vector which is in J by ( * ).
[T (e j , e i ), T k+1 (e i , 0, e j 1 , · · · , e j k+1 )] = P δ jj ℓ T k+1 (e i , e j , e j 1 , · · · e j ℓ , · · · e j k+1 , e i ) Now T k+1 (e i , e j , e j 1 , · · · e j ℓ , · · · e j k+1 , e i ) = T k+1 (e i , 0, e j 1 , · · · e j ℓ , · · · e j k+1 , e i ) − T k+2 (e i , 0, e j 1 , · · · e j , · · · e j k+1 , e i ).
Now by ( * * ) both vectors are in J. Thus we conclude that T k+1 (e j , e i , e j 1 , · · · e j k+1 ) ∈ J.
Now by (2) we see that T k+1 (e j , 0, e j 1 , · · · e j k+1 ) ∈ J. This is true for all possible indices j 1 , · · · j k+1 which are all different from i. Now applying T (e j ℓ , e i ) for j ℓ = j we see that T k+1 (e j , e j ℓ , e j 1 , · · · e j ℓ , · · · e j k+1 , e i ) ∈ J.
Now by (2) we see that T k+1 (e j , 0, e j 1 , · · · , e j ℓ , · · · e j k+1 , e i ) ∈ J.
Repeating this process we see that T k+1 (e j , 0, e ℓ 1 , · · · e ℓ k+1 ) ∈ J for all possible ℓ 1 , · · · ℓ k+1 . Now using the technique in the proof of Lemma 2.5 we see that Then it follows that T k+1 (e j , m k+2 , m 1 , · · · m k+1 ) ∈ J.
Strictly speaking we have it for non-negative coefficients. But the other cases can be handled similarly. This proves I k+1 ⊆ J and the Proposition. This completes the proof of the theorem.
