Abstract Accuracy on multiple sequence alignments (MSA) is of great significance for such important biological applications as evolution and phylogenetic analysis, homology and domain structure prediction. In such analyses, alignment accuracy is crucial. In this paper, we investigate a combined scoring function capable of obtaining a good approximation to the biological quality of the alignment. The algorithm uses the information obtained by the different quality scores in order to improve the accuracy. The results show that the combined score is able to evaluate alignments better than the isolated scores.
tein families to determine evolutionary linkage. Currently, the study of similarity in multiple protein sequences is performed by Multiple Sequence Alignment processes (MSA). The main idea is to place protein residues into the same column according to a selected criteria. These criteria can be the structural, evolutionary, functional or sequence similarity. The first three criteria are based on biological meaning, but the fourth is not. Then it is possible that the best match alignment does not exhibit the best biological meaning. Thus, MSAs are computationally difficult to produce, and most formulations of the problem lead to NP-hard optimisation problems [1, 2] .
Accuracy on MSA has been extensively researched in recent years. There are many MSA heuristics, the progressive alignment method being one of the most widely used [3] . Progressive alignment is based on the successive construction of pairwise alignments. It starts with the two most closely related sequences and then adds other sequences in order of increasing distance by using a guide tree obtained from a distance matrix. Thus, progressive methods are very dependent on the initial alignment, which may be seen as a limitation of the method (over several hundred sequences). Several studies have shown that the alignment may be sensitive to errors in the guide tree. Currently, the most representative progressive algorithms are T-Coffee [4] and ClustalW [5] .
Since the success of the sequence analysis is highly dependent on the reliability of the alignments, measures to assess the quality of the alignments are highly requisite. Thus, in the literature, multiple scoring functions are being developed. Any scoring function needs to take into account that some positions are more conserved than others, which is called position-specific scoring, and that the sequences are biologically related by a phylogenetic tree.
In this paper, two meta-score functions based on a genetic algorithm are proposed. These algorithms use the information obtained by different quality scores to determine a more realistic method for evaluating the quality of the obtained alignment, a closest approximation to the biological quality. Assuming that there is no direct correlation between a scoring metric and the biological quality, we use evolutionary computation (Genetic algorithms) from Artificial Intelligence (AI) to search for alternative correlations. To do so, genetic algorithms were used to search for the combination of scores that best estimate the biological quality of an alignment. Then, we analysed whether this new score could improve the quality of the alignment tools. Our approach is quite different of previous ones, like SAGA [6] , that used Genetic algorithms (GA) to build the alignment.
The remaining sections are organised as follows. In Sect. 2, we present the design of both genetic algorithms. The main aspects of the implementation are presented in Sect. 3. In Sect. 4, experimentation is performed to tune our evolution scheme and evaluate the effectiveness of the meta-score. Finally, the main conclusions are outlined in Sect. 5.
Genetic algorithm design
Genetic algorithms are heuristics based on the principles of natural evolution and survival of the fittest. Solutions are represented by a string encoding, analogous to chromosomes in genetics, and are usually referred to as individuals. The algorithm starts with a number of solutions, the so-called population, which is usually randomly generated. Then a series of genetic operators (selection, crossover, mutation and replacement) are then applied to the solutions in the population to produce a new population. One full sequence of these operators is called a generation and the process is continued for a number of generations until a stopping criterion is met.
The survival of the fittest principle guides the search towards good solutions as follows. A suitable target function is used to measure the fitness of each solution. The fitter a solution is, the more likely it is to be chosen in the selection stage to contribute to new solutions. New solutions are formed by the crossover operation, where two of the chosen solutions are selected and recombined to form new solutions. A small proportion of these new solutions are then mutated, i.e. changed slightly in a random way. Once an appropriate number of new solutions have been created, they replace an equivalent number of old solutions, with some of the fitter old solutions surviving to the next generation [7] .
To design our genetic algorithm scheme, we need to define: (i) the chromosome that encodes the solutions space for our optimisation problem; (ii) the fitness function to evaluate the goodness of any solution in the population and (iii) the behaviour of the main evolution operators, like selection, crossover, mutation or replacement, applied to produce a new population in our scheme. These aspects are explained in the following sections.
Weighted-score chromosome
As a first approach, we assume the simplest combination of metrics, which is a weighted scheme among several scoring functions. Therefore, the objective of our chromosome is to select the weight that has to be assigned to each metric in order to maximise the correlation with the biological quality.
In this sense, the chromosome is defined as an array of M genes, M being the number of metrics that we are studying. The ith gene of the chromosome is an integer that represents the weight ∈ [0, 100] of the ith metric in the combined scoring function. For example, the chromosome string (100, 0, 50, 25) represents a combined scoring function based on 100 % of metric 1, 50 % of metric 3 and 25 % of metric 4.
The final solution of the genetic algorithm will inform us about what the best weight among all the metrics to achieve the best correlation is.
Fitness function
Ideally, our fitness function has to be able to evaluate the capability of the combined scoring function defined by a chromosome to estimate the biological quality of an alignment. However, it is highly improbable to find a computational scoring function capable of estimating the biological quality quantitatively. Therefore, we opted to search for a scoring function with the power to distinguish qualitatively between good and bad alignments taking the biological quality into consideration. We consider this approach for designing our fitness function. Therefore, the function will evaluate the ability of the meta-score function to select the best biological alignment from a set of solutions derived from aligning the same sequences using different guide trees.
The training is performed using several input sequence-sets from the Prefab database [8] . For each input set, multiple alignments are calculated varying the guide tree. Finally, all the score metrics are calculated for each alignment, as well as the biological quality score obtained using the Q metric. This metric compares one resulting alignment with the ideal one obtained by the biologist.
This dataset is the foundation of our fitness function. The fitness of each chromosome is calculated by selecting the best alignment for each dataset, which is the one which maximises the meta-scoring function defined by the chromosome. From the selected alignment, we save its biological quality (Q value). This procedure is applied to all the input datasets, obtaining the average Q score (i.e. the average biological quality), for the chromosome. Therefore, the goal of our optimisation problem is to maximise the average Q value.
Genetic operators
Our genetic algorithm scheme defines its own mutation operator, while the rest of the operators are the traditional ones. The evolution operators are:
-Crossover. Crossover is a reproduction technique that takes two parent chromosomes and produces two child chromosomes. Our scheme uses the one-point crossover method. Our selection method picks an individual based on its fitness score compared to the rest of the population. The higher the score, the more likely an individual is to be selected. Any individual has a probability s of being chosen, where s is equal to the fitness of the individual divided by the sum of the fitnesses of each individual in the population. -Mutation. Mutation is a common reproduction operator used to find new points to evaluate in the search space. When a chromosome is chosen for mutation, a random choice is made of some of its genes, and these are modified. In our case, we work with two approaches: -Bit-level Mutation, where all the bits in the chromosome string can mutate individually. In this case, the mutation means that the corresponding bit is flipped (from 0 to 1 or from 1 to 0). -Gene-level Mutation, where the whole gene, ith metric weight, changes if the mutation takes place. To change the genes we generate a random number between 0 and 100. In both cases, we define a mutation probability p, applied to each mutable element (bit or gene). Then, we randomly decide if the mutation happens and change the element.
Algorithm 1 BNF grammar of chromosome code
-Replacement. Our replacement policy depends on the selection and mutation scheme. Each generation creates a new population of individuals by selecting from the previous population then mating to produce offspring for the new population. Moreover, the best chromosomes from each generation are carried over to the next generation to accelerate the convergence.
Meta-score code chromosome
The previous Weighted-score chromosome have some limitations because they are unable to establish relations between scores and other metrics in the sense of "if score 1 is bigger than the average of score 1 then it is a good alignment". This limits the improving capacity of the genetic algorithm. For this reason, we opted to design a more complex and promising evolution scheme based on calculating the meta-score through a program code that can evolve to maximise the fitness function. We defined a brief language to code the chromosome programs. This grammar in BNF format is shown in Algorithm 1. Basically, the meta-score program is composed of several conditional sentences with the corresponding assignment statements. The conditionals define the relations between the score metrics, score statistics and numeric constants that must be satisfied in order to execute the statement. The statements modify the METASCORE variable through different arithmetical and assignation operations. In Algorithm 2, we show one example of these chromosome programs.
Each chromosome is a program coded with this language. This code can be mutated and reproduced during the evolution. The program is executed by our own parse each time that the fitness function needs to evaluate an alignment. As a result of the execution, the program returns a representative meta-score of the quality of the alignment. To delimit the solution search space, the program bytecode size is limited to only 256 bytes. However, this is big enough to obtain a good meta-score metric. Now, we present the changes performed to the genetic algorithm to deal with the new chromosome. The fitness function is the same as for the first scheme. The only
Algorithm 2 MetaScore code example
On If (Score1>50 && Score2>50 && Score3>50 && Score4>50) then METASCORE += 100 ; On If (Score1<50 && Score2<50 && Score3<50 && Score4<50) then METASCORE -= 100 ; Off If ( Score1>GlobalMean || Score2>GlobalMean ) then METASCORE += Score1 + Score2 ; On If ( Score1==GlobalMax && Score1!=GlobalMin ) then METASCORE += Score1 * 2 ; Off If ( Score1>MeanScore1 ) then METASCORE += Score1 ; On If ( Score2>MeanScore2 ) then METASCORE += Score2 ; On If ( Score3>MeanScore3 ) then METASCORE += Score3 ; END difference is that the meta-score is not obtained through a weighting of different scores, but by executing the chromosome program.
Genetic operators
The selection and replacement operators have not changed from previous versions. However, the crossover and mutation operators need to be modified. These operators work with the program bytecode, respecting the following rules:
1. Changes produced in the code have to be syntactically and semantically correct, in order for the resulting program to be executed without errors. 2. We have to control the size of the programs to avoid unlimited growth.
The behaviour of the modified operators is the following:
-Crossover. The program merging is only done at the level of full sentences. We use a two-point crossover method to choose a fragment of the chromosome A program and a fragment of chromosome B code that will be exchanged to create the two child chromosomes. The fragment of code is defined by selecting the starting and ending sentence lines randomly. -Mutation. In order to guarantee the syntax of the new program, the mutation operations are only performed in determined symbols and respecting the constraints defined by the grammar. Some symbols, like 'end' of program, 'then' or ';' cannot be changed. This is to avoid uncontrolled errors.
Genetic algorithm implementation
As stated above, the main challenge of this paper is to implement a genetic algorithm (GA) to find a meta-score function capable of estimating the biological accuracy of an alignment better. A library called GAlib [9] was used to implement the genetic algorithm. GAlib is a C++ library of genetic algorithms components that includes tools for using to develop any genome using any representation and genetic operators. For the GA training, first we need to generate the input data. The input data is a list of n alignments of a range of sequences sets evaluated with different metrics. Some Prefab sequences sets are used to build it. Prefab is a database designed for testing MSA methods [8] . Each sequence set is an experiment and these are aligned with ClustalW [5] by applying a method that allows the guide tree to be modified to obtain n alignments for each experiment. Then, the n alignments were evaluated using different score metrics. These scores are used by the GA to evaluate the goodness of each chromosome meta-score and develop it to find a good combination between them. In this version, the following 7 scores were used as the input data:
-In Sum-of-pairs score (SP), the score of each pair of rows of the multiple alignment is added up to form the overall score [10] . The score of each pairs of rows is determined by a substitution matrix that describes the rate at which one residue in a sequence changes to another residue, and the gap penalties. We use the following values for the matrix and gap penalties: -The SP score using BLOSUM62 as a substitution matrix with a gap opening penalty of −11 and a gap extension penalty of −1 (SP B62 1). -The SP score using BLOSUM62 as a substitution matrix with a gap opening penalty of −6.6 and a gap extension penalty of −0.9 (SP B62 2). -The SP score using PAM250 as a substitution matrix with a gap opening penalty of −13.8 and a gap extension penalty of −0.2 (SP G250 3). -Normd is a normalised score for estimating the quality of multiple protein alignments. It combines the advantages of column-scoring techniques with the sensitivity of residue similarity methods. Also, it does not depend on the number, length or overall similarity of the aligned sequences [11] . -Strike score is a method that determines the relative accuracy of two alternative alignments of the same sequences using a single structure [12] . -Coffee score is an objective function for evaluating multiple sequence alignments and reflects the level of consistency between an alignment and a library containing pairwise alignments of the same sequences [13] . -Triplet score is a new score implemented in T-Coffee to evaluate multiple sequence alignments and determine the level of consistency.
The next step is to implement the chromosome designed in Sect. 2, which represents the population to evolve and define the fitness function. Our fitness function, where g(i) is a gene i and SC i is an input score, evaluates each chromosome for all the input score list in each experiment and tries to obtain the maximum value that gives us a Q score. Finally, the average Q score from all the experiments is obtained:
The genetic algorithm is started by initialising each chromosome of the initial population. Then, the evolution is performed over successive generations until the fitness score converges. The convergence consists of defining a percentage c and the number g of previous generations to compare against. The convergence stops the evolution when the best-score during the last g generations is within c of the current generation's best individual score. 
Experimental study
This section presents the experimental results focused on setting the genetic algorithm implementations (GA) in order to find a new scoring function, and evaluating this function by comparing the accuracy of its results with other existing scores. To this end, the following experiments were carried out:
-The first study is presented in Sect. 4.1 and consisted of an analysis of the Weighted-score chromosome (WSC) and MetaScore-Code chromosome (MCC) GA using different settings to find the fittest configuration to obtain the best metacore. -In the second study, presented in Sect. 4.2, the biological quality of the alignments chosen with the new GA meta-score were compared with the biological quality of the same alignments selected using existing metrics.
The MSA Prefab benchmark was used to provide sets of sequences to use as experiments for running the GA and analysing the biological quality of the alignments using the Q score.
In order to avoid the over-fitting problem, our validation methodology uses two disjointed data sets. Although both used the Prefab benchmark, the experiments used for GA Training differed from those used in the validation. Also, we changed the number of resulting alignments obtained for each experiment: 100 alignments during the training and 500 in the validation. Table 1 summarises the main characteristics of our experimentation framework.
Genetic algorithm setting
The first experimental study attempted to determine the best parameters configuration, for both WSC and MCC GA algorithms, in order to balance the algorithm execution time and the obtained accuracy. Thus, the parameters to be studied were: the population number, the population size, the mutation probability and finally the crossover probability. The results obtained from this study are applied in the next section.
The first parameter, the population number, is evaluated in Figs. 1a and 1b in the range from 1 to 5. For all the tests, it can be seen that the execution time for the MCC algorithm remains stable while WSC varies from 700 to 900 seconds. Observing the accuracy analysis, the best results for the MCC comes from the population number equals to 2. This value also could be adopted as a good compromise between accuracy and execution time for the WSC GA. The population size parameter was evaluated in the range from 50 to 500, as shown in Figs. 1c and 1d . The execution time and alignment accuracy increase with the population size in both WSC and MCC; and with a population size of 500, the alignment accuracy is good enough to choose these values in further executions. The next parameter, the mutation probability is expanded from 0.01 to 0.1. In this case, both WSC and MCC execution times increase as the mutation probability grows. Thus, the accuracy results were obtained with a probability of 0.09 for WSC and 0.03 for MCC.
Finally, Figs. 1g and 1h show the crossover probability study, from 0.1 to 1. For WSC, the runtime grows slightly when the crossover probability increases, while the runtime behaviour for the MCC is irregular. In this case, the best quality result for WSC is with a probability of 0.9 and 0.4 for MCC.
As a conclusion, we can state that a good configuration for future tests for WSC is to use 2 populations of 500 individuals with a mutation probability of 9 % and a crossover probability of 90 %. The best set-up for MCC is to use 5 populations of 500 individuals with a mutation probability of 3 % and a crossover probability of 40 %.
These two configurations were then used to evolve both meta-score schemes. Figure 2 shows how to enhance the biological quality obtained using WSC and MCC in function of the number of GA generations. In both schemes, the quality improves rapidly in the early generations. For WSC, we can note that it reaches its maximum quality of 0.774 after only 150 generations. In comparison, MCC requires 1,500 generations to achieve its best quality because its search-space is bigger than that of WSC. However, this higher complexity of MCC is offset by better quality results. MCC quality increases up to 0.799, as it is able to identify more accurate alignments than the WSC GA.
Biological accuracy analysis
This experiment evaluates the quality of the alignments selected with the new GA meta-score by comparing the results with the original alignments obtained with ClustalW, the optimum alignments selection (using Q benchmark score) and the alignments chosen with the remainder score metrics (SP B62 1, SP B62 2, SP G250 3, NORMD, Strike, Coffee and Triplet). We have used all the 1,682 Prefab sequences sets to obtain these results. A total of 500 alignments were evaluated for each sequence set and the best alignment of each set was chosen in function of the score metric used. Then, all these selected alignments were compared using the Prefab quality score Q.
The MCC results were achieved using the meta-score function obtained from the GA evolution presented in Sect. 4.1. This program code is shown in Algorithm 3. All the resulting conditionals that define the relations between the score metrics and
Algorithm 3 MetaScore code program
Off If (Score1 > MinScore1 && Score2 > 50 && Score3 > 50 && Score4 > 50 && Score6 > 50) then METASCORE += 100; On If (Score7 < Score2 && Score2 < 50 && Score3 < 196 && Score4 < 79 && Score5 < Score3) then METASCORE −= 100;
On If (Score1 > MeanGlobal) then METASCORE −= 50; END that have to be satisfied to calculate the METASCORE variable used to evaluate the alignments can be seen. Of course, there are sentences that have no effect on the METASCORE value (for example, sentences 1, 5, 8 and 16). Table 2 shows the comparison between our GA meta-score, the original alignment (ClustalW column), the optimal alignment results (Q Score column) and the other metrics. The GA meta-score is capable of improving the quality obtained with ClustalW by more than 11 % (0.688 vs 0.617). It is also able to improve the alignments chosen with the other individual metrics. In spite of the improvement, there are further potential gains until the optimal quality is reached (Q score column).
Conclusions
In this paper, two meta-score functions (WSC and MMC) are presented for evaluating multiple sequence alignments that improve traditional score metrics. The adopted methodologies use a genetic algorithm library to analyse seven different metrics for scoring the alignment quality. The aim is to find the combination of these metrics that achieves the best approximation to the biological quality of the MSA solution.
WSC is a weighted scheme where each input metric is assigned a weight to maximise the correlation with the biological quality. On the other hand, MCC is a more complex scheme that addresses the limitations of WSC by calculating the meta-score through a program code that takes the relationships between the input metrics into account.
The experimental results show that both the WSC and MCC meta-scores are able to evaluate alignments better than any of the individual scores studied. Specifically, using MCC to align multiple guide trees with ClustalW improves the quality of the original MSA method by more than 11 %. However, there is a big potential for improvement, indicated by the results obtained when the Q biological quality scores are used. This progress will only be achievable by improving the meta-score function and obtaining a better correlation between this metric and the biological alignment quality.
As future work, new improvements to the genetic algorithm configuration can be studied to improve the quality of the evaluation functions.
