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1. Introduction
1.1. The linear time-branching time spectrum
Much attention has been devoted to the study of process calculi and their behavioural semantics. A particular focus has
been that of the study of the properties of behavioural equivalences and orderings, since these relations are widely used in
the settings of program optimization and veriﬁcation.
There are various criteria that can be used to compare the merits and deﬁciencies of behavioural equivalences. One
important criterion is to classify equivalences according to their coarseness. The linear time-branching time spectrum, shown
in Fig. 1, was identiﬁed by van Glabbeek in [19] and constitutes a classiﬁcation of this kind. In the diagram, the coarsest, i.e.,
least discriminating, relations are at the bottom and arrows indicate inclusion. All equivalences below bisimilarity except
n-bounded-tr-bisimulation are deﬁned as the symmetric closure of a preorder, so it is not surprising that the same hierarchy
exists for the corresponding preorders.
At the bottom of the diagram we ﬁnd trace equivalence and completed trace equivalence (the language equivalence of
classical automata theory). At the top of the diagram is bisimulation equivalence (or bisimilarity), introduced by Park [16]
and subsequently widely used in process theories.
Note that n-bounded-tr-bisimulation actually constitutes an entire family of behavioural relations. 1-bounded-tr-
bisimulation equivalence is trace equivalence and 2-bounded-tr-bisimulation corresponds to possible-futures equivalence.
1.2. Existing decidability results
Another relevant criterion for comparing behavioural relations is that of decidability.
Decidability problems for behavioural relations have been thoroughly studied for ﬁnite-state processes (i.e., ﬁnite au-
tomata) and Basic Process Algebra (BPA) [1]. For ﬁnite-state processes, all equivalences in Fig. 1 are decidable [11]. For BPA,
the completed trace equivalence is undecidable (which follows from the well-known result that language equivalence is
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Fig. 1. The linear-time-branching time spectrum of behavioural relations.
undecidable for context-free grammars: see, e.g., [8]). On the other hand, strong bisimilarity is decidable for BPA processes
[4]. Huynh and Tian [10] proved that readiness and failures equivalences are undecidable for BPA processes and, using this
result, it was shown in [5] that in fact none of the equivalences below bisimilarity in Fig. 1 are decidable for normed BPA
processes.
Attention has since focused on Basic Parallel Processes (BPP), another minimal process calculus where a non-
communicating parallel (full merge) operator takes the place of sequencing. Decidability issues for BPP are of particular
interest, since an undecidability result for this process calculus will imply undecidability of the corresponding problem for
any concurrent process calculus that includes BPP as a sub-calculus. Decidability issues are important also because BPP has
recently been used as the basis of a behavioural type system for the π-calculus [12,13], where types are expressed as BPP
processes and the subtyping relation is a preorder for BPP.
Aﬁrst, positive resultwasestablishedbyChristensen,HirshfeldandMoller,whoproved [3,2] thatbisimulationequivalence
is decidable for BPP. Hirshfeld [7] then showed that the trace equivalence is undecidable for BPP.
1.3. Contributions of this paper
In this paper, we show that none of the equivalences below bisimilarity and the corresponding preorders in the van
Glabbeek hierarchy are decidable for BPP. This result ﬁrst appeared in [9]; the present paper corrects a ﬂaw in the reduction
presented there.
We then strengthenour general undecidability result by showing that theundecidability results for thepreorders between
the trace preorder and the ready simulation hold even for BPP processes that only use two distinct labels. These strengthened
results were ﬁrst announced in [13].
A highlight of our results is the undecidability of all preorders between the trace preorder and ready simulation. This
result is obtained by a reduction from the halting problem for two-counter Minsky machines. The encoding is based on an
idea due to Hirshfeld [7]. Fig. 2 illustrates the idea of the proof. In the ﬁgure,tr andready are the trace preorder and the
ready simulation, and ∼tr and ∼ready are the corresponding equivalences. For any Minsky machineM, we construct two BPP
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Fig. 2. The idea of the proof of the undecidability of preorders/equivalences between the ready simulation and trace preorders/equivalences for BPP.
processes ML and MR such that (i) ML tr MR implies that M does not halt, and (ii) if M does not halt, [[M]]L ready [[M]]R
holds. Since ML ready MR implies ML tr MR, it follows that for any preorder R between ready and tr , MLRMR holds if
and only if M does not halt. Thus, all the preorders between ready and tr are undecidable, since the halting problem
of Minsky machines is undecidable. The undecidability results for equivalence relations also follow as a corollary, since
ML ready MR implies ML + MR ∼ready MR, and ML + MR ∼tr MR implies ML tr MR (see Fig. 2). The remaining preorders are
covered by separate reductions. We ﬁrst show that for any n, the simulation preorder problem can be reduced to that of
n-nested simulation. Next, we show that the trace preorder problem can be reduced to that of n-bounded-tr-bisimulation
preorder, and that the same applies to n-bounded-tr-bisimulation equivalence.
To show the undecidability for the 2-label case, we introduce two encodings [[·]]L and [[·]]R of BPP processes into 2-label
BPP processes such that (i) P ready Q implies [[P]]L ready [[Q ]]R, and (ii) [[P]]L tr [[Q ]]R implies P tr Q . From this and the
relations shown in Fig. 2, it follows that for any preorderR between the trace preorder and the ready simulation on 2-label
BPP, [[ML]]LR[[MR]]R if and only if M does not halt. Srba [18] proposed a general method for encoding a labeled transition
system into a transition system with a single label, so that certain properties are preserved by the encoding. His encoding
is, however, not applicable to BPP. We have therefore developed an entirely new encoding of BPP processes into 2-label
processes for the scenario above.
The rest of the paper is organized as follows. Section 2 deals with the preliminaries: deﬁnitions of BPP processes, be-
havioural preorders and Minsky machines. In Section 3, we show that all the preorders between the trace preorder and the
ready simulation areundecidable by a reduction from thehaltingproblem forMinskymachines. In the remainder of thepaper
we consider the remaining equivalences/preorders, namely the families of n-nested simulations (Section 4) and n-bounded
tr-bisimulations (Section 5), respectively. Finally, in Section 6 we strengthen the previously obtained results, showing that
all the preorders and equivalences except bisimulation are undecidable even for 2-label BPP. Section 7 concludes the paper.
2. Preliminaries
2.1. BPP
The class of Basic Parallel Processes was ﬁrst proposed by Christensen et al. [3]. The syntax of process expressions is given
by:
P ::= 0 | X | lP | (P|Q ) | P + Q | μX.P
Here, X ranges over the set Var of process variables and l ranges over the set Act of action labels. We write BPPAct for the set
of BPP processes whose action labels are in the set Act.
The process 0 does nothing. A process lP ﬁrst performs l and then behaves like P. P|Q is a parallel composition of P and
Q . Note that there is no notion of communication in BPP, so our notion of parallel composition is the notion of full merge.
Finally, P + Q is an internal choice of P or Q . μX.P stands for the recursive process X usually deﬁned by the equation X def= P.
The variable X in μX.P is bound by μX . We say that a process is closed if all the process variables are bound.
We often omit 0 and just write a for a0. We give a higher-precedence to unary preﬁxes than to + and |, so that l1P1|l2P2
means (l1P1)|(l2P2).
We say that P is guarded by l in Q if Q is of the form lQ ′ and P is a sub-process of Q ′. A recursive process μX.P is guarded
if all occurrences of the variable X in P are guarded by some action label. A process is guarded if all its recursive processes
are guarded. In the rest of this paper, we consider only closed, guarded processes. Note that any recursive process can be
transformed to a bisimilar, guarded recursive process. For example,μX.(X | lX) is equivalent to the guarded processμX.l(X |X).
μX.X is bisimilar to 0.
The transition relation P
l−→ Q is the least relation closed under the rules in Fig. 3. We write P l1···ln−→ Q if P l1−→ · · · ln−→ Q .
The sequence l1 · · · ln may be empty, so that P −→ P always holds (where  denotes the empty sequence).
2-label BPP is BPP where the set Act of action labels is restricted to the set {a, b}. Hence, the set of 2-label BPP processes
is BPP{a,b}.
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Fig. 3. Transition rules of BPP processes.
2.2. Behavioural preorders
We use the following deﬁnition of the ready simulation preorder:
Deﬁnition 2.1. Let readies(P) = {l ∈ Act|P l−→}. A relation R between processes is a ready simulation iff whenever PRQ then
• If P l−→ P′ then there exists an Q ′ s.t. Q l−→ Q ′ with P′RQ ′.
• readies(P) = readies(Q )
We say that Q ready simulates P, written P ready Q , iff there is a ready simulation R with PRQ . Two processes P and Q
are ready simulation equivalent, written P ∼ready Q , iff P ready Q and Q ready P.
So, to prove that P ready Q we need only establish a ready simulation R such that PRQ .
Deﬁnition 2.2. The trace language traces(P) of P is given by
traces(P) = {w ∈ Act∗|∃Q .P w−→ Q }
Wewrite P tr Q if traces(P) ⊆ traces(Q ). Two processes P andQ are trace equivalent, written P ∼tr Q , iff P tr Q andQ tr P.
2.3. Minsky machines
Minsky machines, ﬁrst deﬁned in [15], are very simple imperative programs that constitute a universal model of compu-
tation.
A Minsky machine has two counters, and consists of a sequence of the following instructions:
• Type 1 instruction: ci := ci + 1;goto k.
• Type 2 instruction: if ci = 0 then goto k1 else ci := ci − 1;goto k2.
• Halt instruction.
Formally, Minsky machines can be deﬁned as follows.
Deﬁnition 2.3. A Minsky machineM is a mapping from a ﬁnite set AddrM of natural numbers to the set of instructions:
{Inci,k | i ∈ {0, 1}, k ∈ AddrM ∪ {⊥}} ∪ {Condi,k1,k2 | i ∈ {0, 1}, k1, k2 ∈ AddrM ∪ {⊥}}.
We require that 0 ∈ AddrM . A state of a Minsky machine is a triple 〈k,m0,m1〉. The initial state σI of a Minsky machine is
〈0, 0, 0〉. The transition relation l−→M (where l ∈ {inci, theni, elsei | i ∈ {0, 1}}) is deﬁned by:
M(k) = Inci,k′ m′i = mi + 1 m′1−i = m1−i
〈k,m0,m1〉 inci−→M 〈k′,m′0,m′1〉
M(k) = Condi,k1,k2 mi = 0
〈k,m0,m1〉 theni−→M 〈k1,m0,m1〉
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M(k) = Condi,k1,k2 mi > 0 m′i = mi − 1 m′1−i = m1−i
〈k,m0,m1〉 elsei−→M 〈k2,m′0,m′1〉
We write σ
l1···ln⇒M σ ′ if σ l1−→M · · · ln−→M σ ′ for some l1, . . . , ln. We also write σ ⇒M σ ′ if σ ⇒M σ ′ for some s. A Minsky
machineM halts if there is a reduction sequence σI ⇒M 〈⊥,m1,m2〉 for somem1,m2.
The halting problem of Minsky machines is known to be undecidable [15]. In the rest of this paper, we omitM and write
l−→ and s⇒ for l−→M and s⇒M , respectively.
3. Undecidability of BPP preorders and equivalence relations
In this section, we show that all the preorders between the trace preorder and the ready simulation preorder on BPP
(i.e., all the preorders  such that ready ⊆⊆tr) and all the equivalences between the trace equivalence and the ready
simulation equivalence are undecidable.
The idea of the proof is as follows: given the initial state σI of a Minsky machineM, we construct two BPP processes [[M]]L
and [[M]]R that satisfy the following conditions:
• IfM halts, then [[M]]L tr [[M]]R.
• IfM does not halt, [[M]]L ready [[M]]R.
Then, it is easy to deduce that, for any preorder  such that ready ⊆⊆tr , a Minsky machine M halts if and only if
[[M]]L  [[M]]R holds. Since it is undecidable whetherM halts, the preorder is also undecidable.
The basic idea of encodings is the same as that of Hirshfeld [7] used for proving the undecidability of the trace preorder
(except for somenewtricks to equalize the ready sets of [[M]]L and [[M]]R). A state 〈j,m0,m1〉of aMinskymachine is represented
by processes of the form Lj |Cm00 |Cm11 and Lj |C
m0
0 |C
m1
1 , where P
m denotes the parallel composition ofm copies of P. Basically,
Lj and Lj are deﬁned so that Lj can do more actions than Lj , except the case j = ⊥: L⊥ can do a special action w, while L⊥
cannot. Thus, Lj can simulate the behaviour of Lj as long as the Minsky machine does not halt.
We ﬁrst give the deﬁnition of [[M]]L:
Deﬁnition 3.1. LetM be a Minsky machine. [[M]]L is deﬁned by:
[[M]]L = L0
Ci = ldi
Lj =
⎧⎨
⎩
lI(Ci | Lk) + U ifM(j) = Inci,k
l〈i Ti,k1 + l[Ei,k2 + U ifM(j) = Condi,k1,k2
wU + U if j = ⊥
Ti,k = l〉i Lk + U
Ei,k = l]i Lk + U
U =
∑
a∈Act0
aU ′
U ′ =
∑
a∈Act1
aU ′
Here, Act0 = {lI , ld0 , ld1 , l〈0 , l〈1 , l〉0 , l〉1 , l[, l]0 , l]1 ,w} and Act1 = (Act0 \ {w}) ∪ {l}.
Intuitively, a transition of label inci of aMinskymachine is simulated by the action lI . A transition of label theni is simulated
by the action sequence l〈i l〉i , and a transition of label elsei is simulated by l[ldi l]i . IfM(j) = Inci,k , Lj performs the action lI and
increments the value of the counter i (by spawning a fresh copy of Ci). The role of the process U is to force the ready set to
be always Act0. In simulating the Minsky machine, U is not intended to be used for simulating the Minsky machine; if U is
used, the special action l would be put into the ready set.
IfM(j) = Condi,k1,k2 , then Lj executes the then-branch and the else-branch in a non-deterministicmanner. Thus, [[M]]L may
execute invalid instructions that themachineM cannot execute. Such invalid transitions are simulated by the special process
G of [[M]]R given below.
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Deﬁnition 3.2. LetM be a Minsky machine. [[M]]R is deﬁned by:
[[M]]R = L0
Ci = l]i + l〈i
Lj =
⎧⎪⎪⎨
⎪⎪⎩
lI(Ci | Lk) +
∑
i∈{0,1}ldiG + U ifM(j) = Inci,k
l〈i T i,k1 + l[Ei,k2 +
∑
i∈{0,1}ldiG + l〉i G + U ifM(j) = Condi,k1,k2
0 if j = ⊥
Ti,k = l〉i Lk + ld1−i G + U
Ei,k = ldi Lk + ld1−i G + l]i G + U
G =
∑
a∈Act0
aG + U
The main differences of [[M]]R from [[M]]L are as follows.
• L⊥ cannot do any action, so that the process L⊥ |Cm00 |C
m1
1 (which corresponds to the halting state of theMinskymachine)
fails to simulate L⊥ |Cm00 |Cm11 .
• A process of the form lG is added to Lj , where G is a kind of universal process that can simulate any behaviour. G is
used to simulate transitions of Lj |Cm00 |Cm11 that are invalid with respect to the Minsky machine. For example, in the
state Lj |Cm00 |Cm11 where M(j) = Inci,k , the only valid action corresponding to an action of the Minsky machine is lI , but
Lj |Cm00 |Cm11 can also perform an action ldi ifmi > 0. Such an action is simulated by the sub-process ldiG of Lj .
• The roles of l]i and ldi in Ci and Ei,k have been swapped: this is to take care of the case where Lj |C
m0
0
|Cm1
1
performs invalid
transitions l[l]i (recall that the valid transition sequence is l[ldi l]i ). In that case, Lj |C
m0
0 |C
m1
1 can simulate the transitions
by Lj |Cm00 |C
m1
1
l[−→ Ej,k |Cm00 |C
m1
1
l]i−→ G |Cm00 |C
m1
1 .
• Ci can also perform l〈i action. This is to take care of the casewhereM(j) is Condi,k1,k2 ,mi > 0 but Lj |C
m0
0
|Cm1
1
performs the
actions l〈i l〉i . That invalid transition sequence can be simulated by Lj |C
mi
i |C
m1−i
1−i
l〈i−→ Lj |Cmi−1i |C
m1−i
1−i
l〉i−→ G |Cmi−1i |C
m1−i
1−i .
Remark 3.3. In Hirshfeld’s encoding [7], a then-branch is modeled by a single action li (instead of the two actions l〈i l〉i in
our case), and Ci is of the form l]i + liG. That encoding does not seem to work for the result below.
Now we state the main result.
Theorem 3.4.
1. If 〈0, 0, 0〉 ⇒M 〈⊥,m0,m1〉, then [[M]]L tr [[M]]R.
2. If 〈0, 0, 0〉 ⇒M 〈⊥,m0,m1〉, then [[M]]L ready [[M]]R.
Proof. See Section 3.1. 
Corollary 3.5. IfR is a preorder on BPP processes andready ⊆ R ⊆tr , then the relationR is undecidable.
Proof. Trivial from the fact thatM does not halt if and only if [[M]]LR[[M]]R. 
Corollary 3.6. IfR is an equivalence relation on BPP processes and ∼ready ⊆ R ⊆∼tr , then the relationR is undecidable.
Proof. It sufﬁces to show that M does not halt if and only if [[M]]L + [[M]]RR[[M]]R. If M halts, then [[M]]L tr [[M]]R, which
implies that there is a sequence s such that s ∈ traces([[M]]L) but s ∈ traces([[M]]R). Thus, [[M]]L + [[M]]R ∼tr [[M]]R, which implies
¬([[M]]L + [[M]]RR[[M]]R).
If M does not halt, then [[M]]L ready [[M]]R. Let R1 be a ready simulation such that ([[M]]L , [[M]]R) ∈ R1. Then, R1 ∪
{([[M]]L + [[M]]R, [[M]]R)} ∪ Id (where Id is the identity relation) is a ready simulation, which implies [[M]]L + [[M]]R ready
[[M]]R. [[M]]R ready [[M]]L + [[M]]R also holds, since {([[M]]R, [[M]]L + [[M]]R)} ∪ Id is a ready simulation. Thus, we have [[M]]L +
[[M]]R ∼ready [[M]]R, which implies [[M]]L + [[M]]RR[[M]]R. 
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3.1. Proof of Theorem 3.4
The rest of this section is devoted to the proof of Theorem 3.4.
Deﬁnition 3.7. Let σ = 〈j,m0,m1〉 be a state of a Minsky machineM. The BPP processes [[σ ]]L and [[σ ]]R are deﬁned by:
[[〈j,m,n〉]]L = Lj |Cm0 |Cn1
[[〈j,m,n〉]]R = Lj |Cm0 |C
n
1
Here, Lj , Lj , Ci, and Ci are those deﬁned in Deﬁnition 3.1.
Deﬁnition 3.8. Let λ be an element of {inci, theni, elsei | i ∈ {0, 1}}. Then, [[λ]] is deﬁned by:
[[inci]] = lI [[theni]] = l〈i l〉i [[elsei]] = l[ldi l]i
The following lemma means that [[σ ]]L can simulate transitions of the Minsky machine.
Lemma 3.9. If σ
λ−→ σ ′, then [[σ ]]L [[λ]]−→ [[σ ′]]L.
Proof. Trivial by the deﬁnition of [[σ ]]L . 
The following lemmameans that [[M]]R can simulate a transition of the Minsky machine only either by either performing
valid actions, or by using the universal process U.
Lemma 3.10. If σ
λ−→ σ ′ and [[σ ]]R [[λ]]−→ P, then P = [[σ ′]]R or P = U ′ |Cm00 |C
m1
1 for some m0 and m1.
Proof. Let σ = 〈j,m0,m1〉 and σ ′ = 〈j′,m′0,m′1〉. Case analysis on λ.
• Case λ = inci. In this case, M(j) = Inci,j′ and [[σ ]]R = Lj |Cm00 |C
m1
1 , with m
′
i
= mi + 1 and m′1−i = m1−i. By the deﬁnition of
Lj , P must be either (Ci | Lj′ ) |Cm00 |C
m1
1 = [[σ ′]]R or U ′ |C
m0
0 |C
m1
1 .
• Caseλ = theni. In this case,M(j) = Condi,j′ ,k and [[σ ]]R = Lj |Cm00 |C
m1
1 ,withmi = m′i = 0andm′1−i = m1−i. Suppose [[σ ]]R
l〈i−→
P1
l〉i−→ P. By the deﬁnition of Lj , P1 must be either Ti,j′ |Cm00 |C
m1
1 orU
′ |Cm00 |C
m1
1 . In the latter case, Pmust beU
′ |Cm00 |C
m1
1 .
In the former case, by the deﬁnition of Ti,j′ , P must be either Lj′ |Cm00 |C
m1
1 or U
′ |Cm00 |C
m1
1 .
• Case λ = elsei. In this case, M(j) = Condi,k,j′ and [[σ ]]R = Lj |Cm00 |C
m1
1 , with m
′
i
= mi − 1 0 and m′1−i = m1−i. Suppose
[[σ ]]R
l[−→ P1
ldi−→ P2
l]i−→ P. By the deﬁnition of Lj , P1 must be either U ′ |Cm00 |C
m1
1 or Ei,j′ |C
m0
0 |C
m1
1 . In the former case, P
must be of the form U ′ |Cm
′′
0
0 |C
m′′
1
1 for somem
′′
0
andm′′
1
. In the latter case, P2 must be either U
′ |Cm00 |C
m1
1 or Lj′ |C
m0
0 |C
m1
1 .
In the former case, P must be U ′ |Cm
′′
0
0 |C
m′′
1
1 for some m
′′
0
and m′′
1
. In the latter case, P must be either U ′ |Cm00 |C
m1
1 or
Lj′ |Cm
′
0
0 |C
m′
1
1 . 
We can now prove the ﬁrst part of Theorem 3.4.
Lemma 3.11. If 〈0, 0, 0〉 s⇒ 〈⊥,m0,m1〉, then [[M]]L tr [[M]]R.
Proof.Suppose 〈0, 0, 0〉 s⇒ 〈⊥,m0,m1〉. ByLemma3.9,wehave [[s]]w ∈ traces([[M]]L). Suppose [[M]]R [[s]]−→ P. Then,byLemma3.10,
P must be [[〈⊥,m0,m1〉]]R = Cm00 |C
m1
1 or U
′ |Cm
′
0
0 |C
m′
1
1 . In either case, P 
w−→. Therefore, [[s]]w ∈ traces([[M]]R). 
To show the second part of Theorem 3.4, we use the following up-to technique.
Deﬁnition 3.12 (ready simulation up to). A binary relation R is a ready simulation up to ready, if it satisﬁes the following
conditions.
• If PRQ and P l−→ P′, then Q l−→ Q ′ and P′ ready Rready Q ′ for some Q ′.
• If PRQ , then readies(P) = readies(Q ).
Lemma 3.13. IfR is a ready simulation up toready, thenR ⊆ready .
Proof. This follows from the fact thatR ∪ (ready Rready) is a ready simulation. 
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The following lemma states that G is universal in the sense that it can simulate any (even invalid) state resulting from
[[M]]L (except for a process of the form U ′ |Cm00 |Cm11 ).
Lemma 3.14 (properties of G). The following conditions hold for any m0,m1,n0,n1.
Lj |Cm00 |Cm11 ready G |C
n0
0 |C
n1
1 Ti,j |Cm00 |Cm11 ready G |C
n0
0 |C
n1
1
Ei,j |Cm00 |Cm11 ready G |C
n0
0 |C
n1
1 U |Cm00 |Cm11 ready G |C
n0
0 |C
n1
1
U ′ |Cm0
0
|Cm1
1
ready U ′ |Cn00 |C
n1
1
Proof. It sufﬁces to show that the following relationR is a ready simulation.
R = {(Lj |Cm00 |Cm11 , G |C
n0
0 |C
n1
1 ) | j ∈ AddrM ∪ {⊥},m0,m1,n0,n1 ≥ 0}
∪ {(Ti,j |Cm00 |Cm11 , G |C
n0
0 |C
n1
1 ) | i ∈ {0, 1}, j ∈ AddrM ∪ {⊥},m0,m1,n0,n1  0}
∪ {(Ei,j |Cm00 |Cm11 , G |C
n0
0 |C
n1
1 ) | i ∈ {0, 1}, j ∈ AddrM ∪ {⊥},m0,m1,n0,n1  0}
∪ {(U |Cm0
0
|Cm1
1
, G |Cn00 |C
n1
1 ) | m0,m1,n0,n1 ≥ 0}
∪ {(U ′ |Cm0
0
|Cm1
1
, U ′ |Cn00 |C
n1
1 ) | m0,m1,n0,n1 ≥ 0}
Suppose that (P,Q ) is in the R. It is easy to check that readies(P) = readies(Q ): if (P,Q ) is in the ﬁfth set, then readies(P) =
readies(Q ) = Act1. Otherwise, readies(P) = readies(Q ) = Act0.
It remains to show that P
l−→ P′ implies thatQ l−→ Q ′ and (P′,Q ′) ∈ R for someQ ′. The casewhere the transition P l−→ P′
comes from an action of Ci is trivial. For other cases, we perform case analysis on P. We show only the main cases; the other
cases are similar or trivial.
• Case P = Lj |Cm00 |Cm11 : In this case, we have one of the following conditions:
− l = lI and P′ = Lk |Cm
′
0
0
|Cm
′
1
1
− l = l〈i and P′ = Ti,k |Cm00 |Cm11
− l = l[ and P′ = Ei,k |Cm00 |Cm11
− l = w and P′ = U |Cm0
0
|Cm1
1
− P′ = U ′ |Cm0
0
|Cm1
1
Let Q ′ be U ′ |Cn00 |C
n1
1 in the last case, and G |C
n0
0 |C
n1
1 in the other cases. Then, we have Q
l−→ Q ′ and (P′,Q ′) ∈ R as
required.
• Case P = U |Cm0
0
|Cm1
1
. In this case, P′ = U ′ |Cm0
0
|Cm1
1
. Thus, the required result holds for Q ′ = U ′ |Cn00 |C
n1
1 .
• Case P = U ′ |Cm0
0
|Cm1
1
. In this case, Q = U ′ |Cn00 |C
n1
1 and P
′ = P. The required result holds for Q ′ = Q .
We are ready to prove Theorem 3.4:
“LetM be a Minsky machine.
1. If 〈0, 0, 0〉 ⇒M 〈⊥,m0,m1〉, then [[M]]L tr [[M]]R.
2. If 〈0, 0, 0〉 ⇒M 〈⊥,m0,m1〉, then [[M]]L ready [[M]]R.”
Proof of Theorem 3.4.
1. This has been proved in Lemma 3.11.
2. Suppose 〈0, 0, 0〉 ⇒M 〈⊥,m0,m1〉. LetR be:
Id
∪ {([[σ ]]L , [[σ ]]R) | σI ⇒M σ }
∪ {(Ti,k1 |C
m0
0
|Cm1
1
, Ti,k1 |C
m0
0 |C
m1
1 )
| σI ⇒M 〈j,m0,m1〉 ∧ M(j) = Condi,k1,k2 ∧ mi = 0}
∪ {(Ti,k1 |C
m0
0
|Cm1
1
, Lj |Cm
′
0
0 |C
m′
1
1 )| σI ⇒M 〈j,m0,m1〉 ∧ M(j) = Condi,k1,k2 ∧ m′i = mi − 1 ∧ m′1−i = m1−i}
∪ {(Ei,k2 |C
m0
0
|Cm1
1
, Ei,k2 |C
m0
0 |C
m1
1 )
| σI ⇒M 〈j,m0,m1〉 ∧ M(j) = Condi,k1,k2 }
∪ {(Ei,k2 |C
m′
0
0
|Cm
′
1
1
, Lk2 |C
m0
0 |C
m1
1 )
| σI ⇒M 〈j,m0,m1〉 ∧ M(j) = Condi,k1,k2 ∧ m′i = mi − 1 ∧ m′1−i = m1−i}
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Due to Lemma3.13, it sufﬁces to show thatR is a ready simulationup toready. Suppose (P,Q ) is inR.We can immediately
obtain readies(P) = readies(Q ) (note that if (P,Q ) ∈ Id, then readies(P) = readies(Q ) = Act0).
It remains to show that P
l−→ P′ implies that Q l−→ Q ′ and P′ ready Rready Q ′ for some Q ′. We perform case analysis
on (P,Q ). The case where (P,Q ) ∈ Id is trivial. In the other cases, if U is involved in the transition P l−→ P′, then P′ must
be of the form U ′ |Cm0
0
|Cm1
1
. By Lemma 3.14, the result holds for Q ′ = U ′ |Cn00 |C
n1
1 . Suppose that U is not involved in the
transition P
l−→ P′.
• Case where (P,Q ) is in the second set. In this case, we have P = Lj |Cm00 |Cm11 and Q = Lj |C
m0
0 |C
m1
1 , with σI ⇒M
〈j,m0,m1〉 and j /= ⊥. There are four cases to consider.
− Case l = lI: In this case,M(j) = Inci,k and P′ = Lk |Cm
′
0
0
|Cm
′
1
1
withm′
i
= mi + 1 andm′1−i = m1−i. The required result
holds for Q ′ = Lk |Cm
′
0
0 |C
m′
1
1 .
− Case l = l〈i : In this case, M(j) = Condi,k1,k2 and P′ = Ti,k1 |C
m0
0
|Cm1
1
. Let Q ′ be Ti,k1 |C
m0
0 |C
m1
1 if mi = 0, and be
Lj |Cm
′
0
0 |C
m′
1
1 wherem
′
i
= mi − 1 andm′1−i = m1−i. Then, the result follows.
− Case l = l[: In this case,M(j) = Condi,k1,k2 and P′ = Ei,k2 |C
m0
0
|Cm1
1
. LetQ ′ be Ei,k2 |C
m0
0 |C
m1
1 . Then, the result follows,
since (P′,Q ′) is in the ﬁfth set ofR.
− Case l = ldi : In this case, P′ = Lj |C
m′
0
0
|Cm
′
1
1
withm′
i
= mi − 1 andm′1−i = m1−i. LetQ ′ = G |C
m0
0 |C
m1
1 . Then,Q
l−→ Q ′
and P′ ready Q ′. Since Id ⊆ R andready is reﬂexive, we have P′ ready Rready Q ′ as required.
• Case where (P,Q ) is in the third set: In this case, we have P = Ti,k1 |C
m0
0
|Cm1
1
and Q = Ti,k1 |C
m0
0 |C
m1
1 , with σI ⇒M
〈j,m0,m1〉,M(j) = Condi,k1,k2 , andmi = 0. There are two cases to consider.
− Case l = l〉i . In this case, P′ = Lk1 |C
m0
0
|Cm1
1
. The required result holds for Q ′ = Lk1 |C
m0
0 |C
m1
1 .
− Case l = ld1−i . In this case, P′ = Ti,k1 |C
m′
0
0
|Cm
′
1
1
with m′
i
= 0 and m′
1−i = m1−i − 1. Let Q ′ be G |C
m0
0 |C
m1
1 . Then, the
result follows.
• Case where (P,Q ) is in the fourth set: In this case, we have P = Ti,k1 |C
m0
0
|Cm1
1
and Q = Lj |Cm
′
0
0 |C
m′
1
1 with M(j) =
Condi,k1,k2 , m
′
i
= mi − 1 and m′1−i = m1−i. l must be either l〉i or ldi′ . Let Q ′ be G |C
m′
0
0 |C
m′
1
1 . Then, the result follows,
since P′ ready Q ′ by Lemma 3.14.
• Case where (P,Q ) is in the ﬁfth set: In this case, we have:
P = Ei,k2 |C
m0
0
|Cm1
1
Q = Ei,k2 |C
m0
0 |C
m1
1
σI ⇒M 〈j,m0,m1〉 M(j) = Condi,k1,k2
There are two cases to consider.
− Case l = ldi : Then, P′ = Ei,k2 |C
m′
0
0
|Cm
′
1
1
with m′
i
= mi − 1 and m′1−i = m1−i. The required result holds for Q ′ =
Lk2 |C
m0
0 |C
m1
1 .
− Case l is ld1−i or l]i . The required result holds for Q ′ = G |C
m0
0
|Cm1
1
.
• Case where (P,Q ) is in the sixth set: In this case, we have:
P = Ei,k2 |C
m′
0
0
|Cm
′
1
1
Q = Lk2 |C
m0
0 |C
m1
1
σI ⇒M 〈j,m0,m1〉 M(j) = Condi,k1,k2
m′
i
= mi − 1 m′1−i = m1−i
There are two cases to consider.
− Case l = l]i . In this case, P′ = Lk2 |C
m′
0
0
|Cm
′
1
1
. The required result holds for Q ′ = Lk2 |C
m′
0
0 |C
m′
1
1 .
− Case l = ldi′ . In this case, the required result holds for Q ′ = G |C
m0
0 |C
m1
1 . 
4. n-nested simulation equivalence
This section shows that the n-nested simulation preorder/equivalence are undecidable for every n > 0. The notion of
2-nested simulation equivalence, or rather the more general notion of n-nested simulation equivalence, was introduced
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by Groote and Vaandrager [6] in their study of the tyft/tyxt-format for structured operational semantics because 2-nested
simulation equivalence is the completed trace congruence for this format.
Deﬁnition 4.1. For all n ∈ N, n-nested simulation, written n, is inductively deﬁned by
• E 0 F for all processes E and F ,
• E n+1 F iff there is a simulation relation R ⊆ (n)−1 with ERF .
Two processes E and F are n-nested simulation equivalent, written E←→nF , iff E n F and F n E.
Note that 1-nested simulation is just simulation and that therefore 1-nested simulation equivalence is simulation equiv-
alence.
The proof that follows is essentially that of [5] and as the details are very similar, they have been omitted.
Lemma 4.2. For all n ∈ N, n-nested simulation is preserved by action preﬁxing and +.
The class of processes deﬁned in the following (and ﬁrst used in [5]) can be used to reduce simulation to both n-nested
simulation and n-nested simulation equivalence.
Deﬁnition 4.3. Let E and F be processes and let a be an action. The processes rn(E, F) and sn(E, F) for n > 0 are inductively
deﬁned by:
r1(E, F) = E + F , s1(E, F) = E,
rn+1(E, F) = a rn(E, F) + a sn(E, F), sn+1(E, F) = a rn(E, F).
Observe that if E and F are BPP processes, then so are rn(E, F) and sn(E, F).
Lemma 4.4. Let E and F be processes. For all n > 0 it holds that
1. sn(E, F) n rn(E, F),
2. rn(E, F) n sn(E, F) iff F  E.
Proof. Induction in n. See [5] for details. 
Theorem 4.5. For n > 0, n-nested simulation and n-nested simulation equivalence are undecidable for BPP processes.
Proof.We reduce simulation to n-nested simulation using the following observation:
F  E iff rn(E, F) n sn(E, F).
We reduce simulation to n-nested simulation equivalence using the following observation:
F  E iff rn(E, F)←→nsn(E, F).
Since n > 0, both facts follow directly from Lemma 4.4. As simulation is undecidable, n-nested simulation and n-nested
simulation equivalence must be undecidable. 
An interesting fact is that the limit of the n-nested simulation equivalences for n → ω is strong bisimulation equivalence:
Theorem 4.6 [6]. For any ﬁnitely branching labelled transition graph we have
∼ =
ω⋂
n=0
←→n
So we here have the odd situation, because of Theorem 4.6 and the result of [3], that while ∼ is decidable for BPP, it is the
limit of a series of undecidable approximations.
5. n-bounded-tr-bisimulation
We now consider 2-bounded-tr-bisimulation or rather its generalization to n-bounded-tr-bisimulation. Here, we deal
with the preorder and the equivalence separately.
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5.1. The preorder
Here, we are dealing with a family of preorders that constitute a generalization of the trace preorder.
Deﬁnition 5.1. The n-bounded-tr-bisimulation preorder, writtenntr , is deﬁned inductively as follows.
• E 0tr F for all processes E and F .
• E n+1tr F iff whenever E w−→ E′ then ∃F ′ such that F w−→ F ′ and E′ ntr F ′.
From this deﬁnition, it is obvious that1tr is just the trace preorder.
We now show that all non-trivial preorders in the family are undecidable. Here, the following lemma is essential.
Lemma 5.2. Let E and F be processes. For all n > 0 it holds that
E ntr F iff a E + a F n+1tr a F
Theorem 5.3. ntr is undecidable for all n > 0.
Proof. Induction in n. The base case, n = 1, follows from Theorem 3.4, since1tr is the trace inclusion preorder. The induction
step follows from Lemma 5.2. 
5.2. The equivalence
The equivalence we are dealing with here is a generalisation of trace equivalence and possible futures equivalence, in the
sense that 1-bounded-tr-bisimulation corresponds to trace equivalence and 2-bounded-tr-bisimulation is the possible futures
equivalence of [17].
Deﬁnition 5.4. n-bounded-tr-bisimulation, written ∼ntr , is deﬁned inductively as follows:
• E ∼0tr F for all processes E and F ,
• E ∼n+1tr F iff
− if E w−→ E′ then ∃F ′ such that F w−→ F ′ and E′ ∼ntr F ′ and
− if F w−→ F ′ then ∃E′ such that E w−→ E′ and E′ ∼ntr F ′.
This notion of equivalence also arises naturally as the consecutive approximations of bisimulation equivalence [14]. For
ﬁnitely branching transition graphs (and thus for BPP processes) the limit of the n-bounded-tr-bisimulations for n → ω
coincides with bisimulation equivalence:
Theorem 5.5 [14]. For any ﬁnitely branching labelled transition graph we have
∼ =
ω⋂
n=0
∼ntr
In the following, we use the same reduction thatwas employed in [11] to show that n-bounded tr-bisimulation for regular
processes is PSPACE-complete. The two lemmas given below are crucial.
Lemma 5.6 [11].
E ∼ntr F iff E + F ∼ntr E and E + F ∼ntr F
Lemma 5.7 [11]. Let E and F be processes. For all n > 0 it holds that
E ∼ntr F iff a (E + F) ∼n+1tr a E + a F
Theorem 5.8. For n > 0 n-bounded-tr-bisimulation is undecidable for BPP processes.
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Proof. Induction in n. The base case n = 1 follows from the fact that 1-bounded-tr-bisimulation is trace equivalence, which
is undecidable. For the induction step we reduce n-bounded-tr-bisimulation to n + 1-bounded-tr-bisimulation by applying
Lemma 5.7. 
The consequence of the above result is again the rather odd one that ∼is decidable while none of these non-trivial
approximations are!
6. Undecidability of 2-label BPP preorders and equivalences
In this section, we strengthen the results of Sections 3–5, showing that all the preorders and equivalences except bisim-
ulation in Glabbeek’s linear time-branching time spectrum are undecidable even for 2-label BPP, a restriction of BPP where
the number of labels are restricted to two.
The key theorem in Section 3 was Theorem 3.4, which says that for any Minsky machineM, there exist BPP processes PM
and QM such that:
• IfM halts, then PM tr QM .
• IfM does not halt, then PM ready QM .
We shall show that there exist 2-label processes PM and QM that satisfy the above conditions, from which it follows that all
the 2-label BPP preorders between the trace preorder and the ready simulation are undecidable. By Theorem 3.4, it sufﬁces
to ﬁnd two encodings [[·]]L and [[·]]R from general BPP into 2-label BPP, such that the following conditions are satisﬁed for any
BPP processes P and Q .
• If P tr Q , then [[P]]L tr [[Q ]]R.
• If P ready Q , then [[P]]L ready [[Q ]]R.
The rest of this section is structured as follows. Section 6.1 deﬁnes the encodings [[·]]L and [[·]]R. Section 6.2 shows that the
encodings satisfy the above properties. From those properties, Section 6.3 derives undecidability results for 2-label BPP.
6.1. Encodings
In the encodings of general BPP processes into 2-label BPP processes, each action of label l is simulated by a sequence of
labels consisting of the two labels a, b. Before giving our encodings [[·]]L and [[·]]R, we discuss why the encodings are not so
trivial. Let us consider the label set {l0, l1, l2}, and a naive encoding of them: [[l0]] = a, [[l1]] = ba, [[l2]] = bb. Let us deﬁne the
process encoding [[P]] as the homomorphism induced by the label encoding. Then, the encoding fails to preserve tr and
ready, as shown by the following counterexamples.
• Let P and Q be (l1 | l1) + l2l0l0 and l1 | l1, respectively.
Then, P tr Q (as l2l0l0 is not a trace of Q ). However, [[P]] = (ba | ba) + bbaa and [[Q ]] = ba | ba satisfy [[P]]tr [[Q ]].
• Let P and Q be l1 | l1 and l1l1 respectively. Then, P ready Q but [[P]]ready [[Q ]] does not hold, since there is no transition
of Q that corresponds to [[P]] = ba | ba b−→ b−→.
In the ﬁrst counterexample, an interleaving execution of two encoded actions is confused with an execution of a single
encoded action. In the second counterexample, an interleaving execution of two encoded actions reveals whether the two
actions occur concurrently (as in l1 | l1) or sequentially (as in l1l1).
We now introduce our encodings. The ﬁrst problem mentioned above can be avoided by choosing a speciﬁc encoding of
labels. The second problem can be avoided by augmenting [[·]]R with processes that can simulate any interleaving execution of
encoded labels. In the rest of this section,we usemeta-variables P,Q , . . . for processes inBPP{l0,... ,lN−1},and usemeta-variables
E, F , . . . for processes in BPP{a,b}.
We ﬁrst deﬁne encoding of labels. Since the number of labels occurring in a given process is ﬁnite, we assume here that
the set Act of action labels is a ﬁnite set {l0, . . . , lN−1}.
Deﬁnition 6.1. A mapping [[·]] from Act to {a, b}* is deﬁned by:
[[li]] = abiab2N−1−i
Here, bi stands for the sequence of b of length i. For example, b3 = bbb.
For instance, let N be 3. Then, l0, l1, l2 would be encoded as:
[[l0]] = aabbbbb [[l1]] = ababbbb [[l2]] = abbabbb
Note that the ﬁrst problemmentioned above does not occur for this encoding. Suppose that s1 and s2 are preﬁxes of [[li]] and
[[lj]], and that [[lk]] is a shufﬂe of s1 and s2. If neither s1 nor s2 is empty, then s1 and s2 must be of the form abk1 and abk2 with
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k1 + k2 = 2N − 1. However, by the deﬁnition of the encodings, it must be the case that k1  N − 1 and k2  N − 1, which
contradict with k1 + k2 = 2N − 1. Thus, either s1 or s2 must be empty, so that i = k ∧ s1 = [[lk]], or j = k ∧ s2 = [[lk]].
We now give encodings [[·]]L and [[·]]R for processes.
Deﬁnition 6.2. A mapping from BPP{l0,... ,lN−1} to BPP{a,b} is deﬁned by:
[[P]]L = [[P]]L′ |A
A = μX.aX
[[0]]L′ = 0
[[X]]L′ = X
[[lP]]L′ = [[P]][[l]]L′[[P |Q ]]L′ = [[P]]L′ | [[Q ]]L′
[[P + Q ]]L′ = [[P]]L′ + [[Q ]]L′
[[μX.P]]L′ = μX.[[P]]L′
[[P]]L′ = [[P]]L′
[[P]]asL′ = a[[P]]sL′
[[P]]bsL′ = b[[P]]sL′
[[·]]L′ is the homomorphism deﬁned by [[lP]]L′ = [[l]][[P]]L′ . The process [[P]]sL′ represents an intermediate state for the transition
[[lP]]L′ [[l]]−→ [[P]]L′ , where s is the remaining sequence of actions to complete [[l]]-transitions. The role of A running in parallel
with [[·]]L′ is to adjust the ready set (so that [[P]]L and its derivatives always have a in their ready sets).
We now give the encoding [[·]]R for the righthand side process. [[P]]sL′ is replaced by [[P]]sR′ , so that any interleaving transition
sequence can be simulated by [[P]]sR′ .
Deﬁnition 6.3. A mapping from BPP{l0,... ,lN−1} to BPP{a,b} is deﬁned by:
[[P]]R = [[P]]R′ |A
[[0]]R′ = 0
[[X]]R′ = X
[[lP]]R′ = [[P]][[l]]R′[[P |Q ]]R′ = [[P]]R′ | [[Q ]]R′
[[P + Q ]]R′ = [[P]]R′ + [[Q ]]R′
[[μX.P]]R′ = μX.[[P]]R′
[[P]]R′ = [[P]]R′
[[P]]asR′ =
{
a[[P]]sR′ (if #a(s) = 1)
a[[P]]sR′ + aH(#b(s)−1) + aG1 (if #a(s) = 0)
[[P]]bsR′ =
{
b[[P]]sR′ + aH(#b(s)) + aG1 (if #a(s) = 1)
b[[P]]sR′ + aG1 + aG2 (if #a(s) = 0)
H(k) =
{
bG1 + aG1 + aG2 (if k = 1)
bH(k−1) + bG1 + aG1 + aG2 (if k > 1)
G1 = aG1 + aG2
G2 = aG1 + aG2 + bG1 + bG2
Here, #a(s) (#b(s), respectively) denotes the number of occurences of a (b, respectively) in s.
In the deﬁnition of [[P]]sR′ , the role of summands such as aH(#b(s)) + aG1 is to simulate invalid transition sequences (caused by
interleaving execution of multiple encoded actions). G1 is an almighty process that can simulate any process, as long as the
initial ready set of the process does not contain b. Similarly, G2 can simulate any process, as long as the initial ready set of
the process contains b. H(k) is a process that can simulate at most k initial b-actions, and then become an almighty process
G1 or G2.
Example 6.4. Let N = 3, P def= l1 | l1 and Q def= l1l1. [[P]]L and [[Q ]]R are given by:
[[P]]L = ababbbb | ababbbb |A
[[Q ]]R = (a(b(a(b(b[[l1]]bbR′ + aG1 + aG2) + aG1 + aG2) + aH(3) + aG1) + aH(4) + aG1)) |A
The valid transition sequence [[P]]L abab
4−→ abab4−→ 0 |0 |A can be simulated by [[Q ]]R abab
4−→ [[l1]]R |A abab
4−→ 0 |A. On the other hand, an
invalid transition sequence [[P]]L ab−→ [[0]]ab4L′ | [[l1]]L |A
a−→ [[0]]ab4L′ | [[0]]bab
4
L′ |A is simulated by [[Q ]]R
ab−→ [[l1]]ab4R′ |A
a−→ H(3) |A.

6.2. Properties of the encodings
As mentioned in the beginning of this section, to derive the undecidability of preorders between the trace preorder and
the ready simulation for 2-label BPP, it sufﬁces to prove the following properties of the encodings.
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Theorem 6.5. Let P and Q be BPP processes.
1. If P tr Q , then [[P]]L tr [[Q ]]R.
2. If P ready Q , then [[P]]L ready [[Q ]]R.
The rest of this subsection is devoted to the proof of the above theorem.
We ﬁrst state the following simple properties.
Lemma 6.6. Let m ∈ {L′,R′} and P be a BPP process. Then, [[P]]m  b−→ and [[P]]m  ab
N−→ .
Proof. Suppose [[P]]m t−→ E where t ∈ {a, b}. Then, t /= b and E  b
N−→ follow by straightforward induction on the derivation of
[[P]]m t−→ E. 
The following property follows immediately from the deﬁnition of the encodings.
Lemma 6.7. If P
l−→ Q , then [[P]]L′ [[l]]−→ [[Q ]]L′ and [[P]]R′ [[l]]−→ [[Q ]]R′ .
Proof. Straightforward induction on the derivation of P
l−→ Q . 
The following lemma states a property of [[P]]sm.
Lemma 6.8. Let m ∈ {L′,R′}. Suppose also that s is a sufﬁx of [[l]] for some l. If [[P]]sm s
′−→ E with #a(s) = #a(s′) and #b(s) = #b(s′),
then s = s′ and E = [[P]]m.
Proof. Since the case where m = L′ is trivial, we show only the case for m = R′. The proof proceeds by induction on the
structure of s. Note that since s is a sufﬁx of [[l]], #a(s) 2.
• Case s = as1: If #a(s1) = 1, then [[P]]sR′ = a[[P]]s1R′ ; hence the result follows immediately from the induction hypothesis. If
#a(s1) = 0, then [[P]]sR′ = a[[P]]s1R′ + aH(#b(s1)−1) + aG1. Thus, s′ must be of the form as′1, with [[P]]s1R′
s′
1−→ E, H(#b(s1)−1) s
′
1−→ E,
orG1
s′
1−→ E. Note that #a(s′
1
) = #a(s′) − 1 = #a(s) − 1 = 0.Moreover, since #b(s′
1
) = #b(s1) 1, it cannot be the case that
H(#b(s1)−1)
s′
1−→ or G1
s′
1−→. Thus, we get [[P]]s1R′
s′
1−→ E, from which the result follows by the induction hypothesis.
• Case s = bs1: Since s is a proper sufﬁx of [[l]], #a(s) 1. If #a(s1) = 1, then [[P]]sR′ = b[[P]]s1R′ + aH(#b(s1)) + aG1. If s′ is of the
form bs′
1
, then it must be the case that [[P]]s1R′
s′
1−→ E, and the result follows immediately from the induction hypothesis. If
s′ is of the form as′
1
, then either H(#b(s1))
s′
1−→ E or G1
s′
1−→ E. Neither cannot be the case, however, since #b(s′
1
) = #b(s′) =
#b(s) = #b(s1) + 1 and #a(s′1) = 0.
If #a(s1) = 0, then [[P]]sR′ = b[[P]]s1R′ + aG1 + aG2. Since #a(s′) = #a(s) = #a(s1) = 0, the assumption [[P]]sm
s′−→ E implies
s′ = bs′
1
and [[P]]s1R′
s′
1−→ E. Thus, the result follows immediately from the induction hypothesis. 
Next, we shall prove the converse of Lemma 6.7, meaning that if [[P]]L′ or [[P]]R′ can make an [[l]]-transition, then P can also
make an l-transition. To state the lemma, we introduce the notion of (evaluation) contexts.
Deﬁnition 6.9 (contexts). The set of (evaluation) contexts is deﬁned by:
C ::= [ ] | (C | P) | (P |C)
We write C[P] for the process obtained by replacing [ ] in C with P.
The deﬁnitions of [[·]]L′ and [[·]]R′ are extended to contexts by [[[ ]]]m = [ ]. The following is the converse of Lemma 6.7. The
condition about the intermediate state E implies that [[P]]m can make [[l]]-transitions only by reducing a subprocess [[P ′]]s2m . In
other words, H(k),G1, and G2 cannot be involved in any valid transition sequence.
Lemma 6.10. Let m ∈ {L′,R′}. If [[P]]m s1−→ E s2−→ F with s1s2 = [[l]] and s1 /= , then there exist C and P′ that satisfy the following
conditions.
1. P
l−→ C[P′]
2. E = [[C]]m[[[P′]]s2m ] and F = [[C[P′]]]m.
Proof. The proof proceeds by induction on the derivation tree of the ﬁrst step of [[P]]m s1−→ E, with case analysis on the last
rule used.
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• Case Tr-Act: By the deﬁnition of the encoding, it must be the case that [[P]]m = [[P1]][[l
′]]
m and P = l′P1. By Lemma 6.8, it
must be the case that F = [[P1]]m and [[l]] = [[l′]]. By the deﬁnition of the encoding, it must also be the case that E = [[P]]s2m .
Thus, the required result holds for C = [ ] and P′ = P1.
• Case Tr-OrL: By the deﬁnition of the encoding, it must be the case that P = P1 + P2 with [[P1]]m s1−→ E s2−→ F . By the
induction hypothesis, there must exist C1 and P
′
1
such that P1
l−→ C1[P′1] with E = [[C1]]m[[[P′1]]s2m ] and F = [[C1]]m[[[P′1]]m].
The required result holds for C = C1 and P′ = P′1.• Case Tr-OrR: Similar to the case above.
• CaseTr-ParL: By thedeﬁnitionof the encoding, itmust be the case thatP = P1 | P2. By the condition [[P1 | P2]]m s1−→ E s2−→ F ,
there must exist s11, s12, s21, s22 such that:
[[P1]]m s11−→ E1 s21−→ F1 [[P2]]m s12−→ E2 s22−→ F2
E = E1 | E2 F = F1 | F2
si is a shufﬂe of si1 and si2 s11 /= 
Suppose s12s22 = . Then, by Lemma 6.6, s11s21 = abx1 and s12s22 = abx2 where x1, x2  N − 1. This contradicts with the
condition that s1s2 is a shufﬂe of s11s21 and s12s22, since #b(s1s2) = #b([[l]]) = 2N − 1. Thus, we have s12s22 = . By the
induction hypothesis, there exist C1 and P
′
1
such that P1
l−→ C1[P′1] with E1 = [[C1]]m[[[P′1]]s21m ] and F = [[C1[P′1]]]m. The
required result holds for C = C1 | P2 and P′ = P′1.• Case Tr-ParR: Similar to the above case.
• Case Tr-Rec: In this case, we have P = μX.P1 and [[[P/X]P1]]m = [[[P]]m/X][[P1]]m s1−→ E s2−→ F . By the induction hypothesis,
we have C1 and P
′
1
such that [P/X]P1 l−→ C1[P′1] with E = [[C]]m[[[P′]]s2m ] and F = [[C1[P′1]]]m. The required result holds for
C = C1 and P′ = P′1. 
Lemmas 6.7 and 6.10 above imply that for the “valid” transitions of [[P]]m coincides with those of P. Next, we study
properties of H(k) and Gi. We introduce a variation of the ready simulation for that purpose.
Deﬁnition 6.11. ready−a is the union of all the binary relationsR that satisﬁes the following conditions.
• ∀P,Q , l.(PRQ ∧ P l−→ P′ ⇒ ∃Q ′.(P′RQ ′ ∧ Q l−→ Q ′))
• ∀P,Q .(PRQ ⇒ readies(P)\{a} = readies(Q )\{a})
The next lemma states that H(k), G1, and G2 work as “almighty” processes for certain classes of processes, in the sense
that they can ready-simulate any process belonging to those classes. Those properties will be used for proving that [[Q ]]R′
can simulate all the “invalid” transitions of [[P]]L′ .
Lemma 6.12.
1. If E
b−→ bk−→, then E ready−a H(k).
2. If E
b−→, then E ready−a G1.
3. If E
b−→, then E ready−a G2.
Proof. It sufﬁces to show that the following relationR satisﬁes the conditions in Deﬁnition 6.11.
R = {(E,H(k)) | E b−→ b
k
−→}
∪ {(E,G1) | E
b−→}
∪ {(E,G2) | E b−→}
Suppose (E, F) ∈ R.
• Case where (E, F) is in the ﬁrst set ofR:
In this case, E
b−→ b
k
−→ and F = H(k). We have readies(E)\{a} = readies(F)\{a} = {b}. Suppose E t−→ E′. If t = b and b ∈
readies(E′), then (E′,H(k−1)) is in theﬁrst set. If t = aandb ∈ readies(E′), then (E′,G2) ∈ Rand F t−→ G2.Otherwise, (E′,G1) ∈
R and F t−→ G1.
• Case where (E, F) is in the second set ofR:
In this case, E
b−→ and F = G1. We have readies(E)\{a} = readies(F)\{a} = ∅. Suppose E t−→ E′. Then, t must be a. Let G be
G1 if b ∈ readies(E′), and G2 otherwise. Then, we have F t−→ G and (E′,G) as required.
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• Case where (E, F) is in the third set ofR:
In this case,E
b−→ and F = G2.Wehave readies(E)\{a} = readies(F)\{a} = {b}. SupposeE t−→ E′. LetG beG1 ifb ∈ readies(E′),
and G2 otherwise. Then, we have F
t−→ G and (E′,G) as required. 
Lemma 6.13. If [[P]]R [[l]]−→ E, then E = [[Q ]]R with P l−→ Q .
Proof. By the deﬁnition of [[·]]R, [[P]]R = [[P]]R′ |A. By the assumption [[P]]R [[l]]−→ E, E must be of the form E1 |Awhere:
[[P]]R′ s1−→ E1 A s2−→ A
[[l]] is a shufﬂe of s1 and s2.
Suppose that s2 is non-empty. Then it must be the case that s1 = ab2N−1 and s2 = a. However, [[P]]R′
s1−→ by Lemma 6.6; hence
a contradiction. Therefore, we have [[P]]R [[l]]−→ E1. Thus, the required result follows from Lemma 6.10. 
Lemma 6.14. Let E and F be 2-label BPP processes. If E ready−a F , then E |Aready F |A.
Proof. It sufﬁces to show that the following relationR is a ready simulation.
R = {(E |A, F |A) | E ready−a F}
E ready−a F holds for all E and F such that (E |A, F |A) ∈ R. Therefore, we have readies(E |A) = readies(F |A) = readies(E) ∪ {a}
by readies(E)\{a} = readies(F)\{a} and the deﬁnition of A. Suppose E |A t−→ E′.
• Case where E t−→ E0 with E′ = E0 |A.
In this case, there exists F0 such that F
t−→ F0 and E0 ready−a F0 because of E ready−a F . As a result, (E′, F0 |A) ∈ R.
• Case where A t−→ Awith E′ = E |A.
In this case, we have F
t−→ F and (E′, F) ∈ R as required. 
We are now ready to prove Theorem 6.5.
Proof of Theorem 6.5. We ﬁrst recall the statement of the theorem:
“Let P and Q be BPP processes.
1. If P tr Q , then [[P]]L tr [[Q ]]R.
2. If P ready Q , then [[P]]L ready [[Q ]]R.”
1. It sufﬁces to show that [[P]]L tr [[Q ]]R implies P tr Q . Suppose [[P]]L tr [[Q ]]R and l1 · · · lk ∈ traces(P). By Lemma 6.7,
we have [[l1]] · · · [[lk]] ∈ traces([[P]]L′ ) ⊆ traces([[P]]L). By the assumption [[P]]L tr [[Q ]]R, we have [[l1]] · · · [[lk]] ∈ [[Q ]]R. By
Lemma 6.13, we obtain l1 · · · lk ∈ traces(Q ) as required.
2. By Lemma 6.14, it sufﬁces to show that P ready Q implies [[P]]L′ ready [[Q ]]R′ . Let R be the following binary relation on
2-label BPP.
{(E, F) | E, F ∈ BPP{a,b} ∧ E ready−a F}
∪ {([[P]]L′ , [[Q ]]R′ ) | P ready Q }
∪ {(E, F) | P ready Q ∧ P′ ready Q ′ ∧ s1s2 = [[l]] ∧ s1, s2 = ∧
[[P]]L′ s1−→ E s2−→ [[P′]]L′ ∧ [[Q ]]R′ s1−→ F s2−→ [[Q ′]]R′ }
We show thatR ⊆ready−a. Suppose that (E, F) ∈ R. The case where (E, F) is in the ﬁrst set is trivial.
• Case (E, F) is in the second set.
In this case, E = [[P]]L′ and F = [[Q ]]R′ , with P ready Q . By the deﬁnition of the encodings, we have readies(E)\{a} =
readies(F)\{a} = ∅.
Suppose E
t−→ E′. By the deﬁnition of [[·]]L′ , t = a and E a−→ E′ s−→ E′′ with as = [[l]]. By Lemma6.10,we have E′′ = [[P′]]L′
and P
l−→ P′ for some P′. By the condition P ready Q , we have Q l−→ Q ′ and P′ ready Q ′ for some Q ′. By Lemma 6.7,
we have F = [[Q ]]R′ t−→ F ′ s−→ [[Q ′]]R′ for some F ′. The result follows, since (E′, F ′) is in the third set ofR.
• Case (E, F) is in the third set.
In this case, we have:
P ready Q P′ ready Q ′ s1s2 = [[l]] s1, s2 = 
[[P]]L′ s1−→ E s2−→ [[P′]]L′ [[Q ]]R′ s1−→ F s2−→ [[Q ′]]R′
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By Lemma 6.10, we have:
E = [[C1]]L′ [[[P1]]s2L′ ] P′ = C1[P1]
F = [[C2]]R′ [[[Q1]]s2R′ ] Q ′ = C2[Q1]
Let t2 be the ﬁrst label of s2. Then, we have readies(E)\{a} = readies(F)\{a} = {t2}\{a}.
Suppose E
t−→ E′. Case analysis on whether the transition comes from [[P1]]s2L′ or [[C1]]L′ .
− Case where [[P1]]s2L′
t−→ E0 with E′ = [[C1]]L′ [E0].
By the deﬁnition of the encoding, s2 = ts′2 and E0 = [[P1]]
s′
2
L′ hold. Let F
′ = [[C2]]R′ [[[Q1]]s
′
2
R′ ]. Thenwe have F
t−→ F ′ and
E′RF ′ as required.
− Case where [[C1]]L′ t−→ C ′1 with E′ = C ′1[[[P1]]s2L′ ].
In this case, t = a. Let us deﬁne F ′ by:
F ′ =
⎧⎪⎨
⎪⎩
[[C2]]R′ [G2] if s2 = bk
[[C2]]R′ [G1] if s2 = abk and b ∈ readies(E′)
[[C2]]R′ [H(#b(s2)−1)] otherwise
By the deﬁnition of the encoding, it is easy to see that F
t−→ F ′. E′ ready−a F ′ follows from Lemma 6.12: for the ﬁrst
case, since readies(E′)\{a} = {b}, we have E′ ready−a G2 ready−a F ′. For the second case, since readies(E′)\{a} = φ,
we have E′ ready−a G1 ready−a F ′. For the third case, let s2 = biabj (where i + j = #b(s2)). Since s2 is a sufﬁx
of [[l]], j  N. Because C1
b−→ and [[P1]]s2L′
bi+1−→, it must be the case that E′ b
#b(s2)
−→ . Thus, by Lemma 6.12, we have
E′ ready−a H(#b(s2)−1) ready−a F ′ as required. 
6.3. Undecidability results for 2-label BPP
The following theorem follows as an immediate corollary of Theorems 3.4 and 6.5.
Theorem 6.15. LetM be aMinskymachine. Then, there exist 2-label BPP processes PM andQM that satisfy the following properties.
• If M halts, then PM tr QM .
• If M does not halt, then PM ready QM .
As a corollary, we obtain undecidability of any preorders between the trace preorder and the ready simulation.
Corollary 6.16. LetR be a binary relation on 2-label BPP such thatready⊆ R ⊆tr . Then, the relationR is undecidable.
Proof. By Theorem 6.15,M halts if and only if PMRQM holds. Since the halting problem of Minsky machines is undecidable,
so isR. 
Similarly, we also obtain undecidability of any equivalence relations between the trace equivalence and the ready
simulation equivalence.
Corollary 6.17. LetR be a binary relation on 2-label BPP such that ∼ready⊆ R ⊆∼tr . Then, the relationR is undecidable.
Proof.Note that P tr Q implies P + Q ∼tr Q , and that P ready Q implies P + Q ∼ready Q . Thus, by Theorem 6.15,M does not
halt if and only if PM + QMRQM holds. The relationR is therefore undecidable. 
Undecidability ofn-nested simulationandn-bounded-tr-bisimulation canbeproved inexactly the samewayas inSections
4 and 5.
Theorem 6.18. For n > 0,n-nested simulation, n-nested simulation equivalence and n-bounded-tr-bisimulation are undecidable
for 2-label BPP.
7. Conclusion
In this paper, we have shown that all the preorders/equivalence relations in Glabbeek’s linear time-branching time
spectrumexcept the bisimulation equivalence are undecidable for general BPP.Wehave also shown that they are undecidable
even for 2-label BPP.
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Our results thus give a full account of the decidability of behavioural equivalences for BPP. The undecidability results
for simulation-like equivalences follow from a reduction from the halting problem for Minsky machines, whereas the
undecidability results for the equivalences that correspond to the approximants of bisimilarity are proved using the same
method as used in [5] to prove the similar results for BPA.
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