Abstract. We describe the framework for the notion of a restricted inverse limit of categories, with the main motivating example being the category of polynomial representations of the group GL ∞ = n≥0 GL n . This category is also known as the category of strict polynomial functors of finite degree, and it is the restricted inverse limit of the categories of polynomial representations of GL n , n ≥ 0. This note is meant to serve as a reference for future work.
Introduction
In this note, we discuss the notion of an inverse limit of an inverse sequence of categories and functors.
Given a system of categories C i (with i running through the set Z + ) and functors F i−1,i : C i → C i−1 for each i ≥ 1, we define the inverse limit category lim ← −i∈Z+ C i to be the following category:
• The objects are pairs ({C i } i∈Z + , {φ i−1,i } i≥1 ) where C i ∈ C i for each i ∈ Z + and φ i−1,i :
• A morphism f between two objects ({C i } i∈Z + , {φ i−1,i } i≥1 ), ({D i } i∈Z + , {ψ i−1,i } i≥1 )
is a set of arrows {f i : C i → D i } i∈Z + satisfying some compatability conditions. This category is an inverse limit of the system ((C i ) i∈Z + , (F i−1,i ) i≥1 ) in the (2, 1)-category of categories with functors and natural isomorphisms. It is easily seen (see Section 3) that if the original categories C i were pre-additive (resp. additive, abelian), and the functors F i−1,i were linear (resp. additive, exact), then the inverse limit is again pre-additive (resp. additive, abelian).
One can also show that if the original categories C i were monoidal (resp. symmetric monoidal, rigid symmetric monoidal) categories, and the functors F i−1,i were, monoidal (resp. symmetric monoidal functors), then the inverse limit is again a monoidal (resp. symmetric monoidal, rigid symmetric monoidal) category.
1.1. Motivating example: rings. We now consider the motivating example.
First of all, consider the inverse system of rings of symmetric polynomials
with the homomorphisms given by p(x 1 , ..., x n ) → p(x 1 , ..., x n−1 , 0). We also consider the ring Λ Z of symmetric functions in infinitely many variables. This ring is defined as follows: first, consider the ring Z[x 1 , x 2 , ...]
∪ n≥0 Sn of all power series with integer coefficients in infinitely many indeterminates x 1 , x 2 , ... which are invariant under any permutation of indeterminates. The ring Λ Z is defined to be the subring of all the power series such that the degrees of all its monomials are bounded.
We would like to describe the ring Λ Z as an inverse limit of the former inverse system.
1.2.
Motivating example: categories. We now move on to the categorical version of the same result. Let GL n (C) (denoted by GL n for short) be the general linear group over C. We have an inclusion GL n ⊂ GL n+1 with the matrix A ∈ GL n corresponding to a block matrix A ′ ∈ GL n+1 which has A as the upper left n × n-block, and 1 in the lower right corner (the rest of the entries are zero). One can consider a similar inclusion of Lie algebras gl n ⊂ gl n+1 .
Next, we consider the polynomial representations of the algebraic group GL n (alternatively, the Lie algebra gl n ): these are the representations ρ : GL n → Aut(V ) which can be extended to an algebraic map Mat n×n (C) → End(V ). These representations are direct summands of finite sums of tensor powers of the tautological representation C n of GL n . The category of polynomial representations of GL n , denoted by Rep(gl n ) poly , is a semisimple symmetric monoidal category, with simple objects indexed by integer partitions with at most n parts. The Grothendieck ring of this category is isomorphic to Z[x 1 , ..., x n ] Sn . We also have functors
Res n−1,n = (·) En,n : Rep(gl n ) poly → Rep(gl n−1 ) poly
On the Grothendieck rings, these functors induce the homomorphisms
Finally, we consider the infinite-dimensional group GL ∞ = n≥0 GL n , and its Lie algebra gl ∞ = n≥0 gl n . The category of polynomial representations of this group (resp. Lie algebra) is denoted by Rep(gl ∞ ) poly , and it is the free Karoubian symmetric monoidal category generated by one object (the tautological representation C ∞ of GL ∞ ). It is also known that this category is equivalent to the category of strict polynomial functors of finite degree (c.f. [3] ), it is semisimple, and its Grothendieck ring is isomorphic to the ring Λ Z .
The category Rep(gl ∞ ) poly possesses symmetric monoidal functors
with the tautological representation of gl ∞ being sent to tautological representation of gl n . These functors are compatible with the functors Res n−1,n (i.e. Γ n−1 ∼ = Res n−1,n • Γ n ), and the functor Γ n induces the homomorphism
This gives us a fully faithful functor Γ lim : Rep(gl ∞ ) poly → lim ← −n≥0 Rep(gl n ) poly . Finding a description of the image of the functor Γ lim inspires the following two frameworks for "special" inverse limits, which turn out to be useful in other cases as well.
1.3. Restricted inverse limit of categories. To define the restricted inverse limit, we work with categories C i which are finite-length categories; namely, abelian categories where each object has a (finite) Jordan-Holder filtration. We require that the functors F i−1,i be "shortening": this means that these are exact functors such that given an object C ∈ C i , we have
In that case, it makes sense to consider the full subcategory of lim ← −i∈Z+ C i whose objects are of the form ({C i } i∈Z + , {φ i−1,i } i≥1 ), with {ℓ Cn (C n )} n≥0 being a bounded sequence (the condition on the functors implies that this sequence is weakly increasing).
This subcategory will be called the "restricted" inverse limit of categories C i and will be denoted by lim ← −i∈Z+, restr C i . It is the inverse limit of the categories C i in the (2, 1)-category of finite-length categories and shortening functors.
Considering the restricted inverse limit of the categories Rep(gl n ) poly , we obtain a functor
It is easy to see that Γ lim is an equivalence. Note that in terms of Grothendieck rings, this construction corresponds to the first approach described in Subsection 1.1.
1.4.
Inverse limit of categories with filtrations. Another construction of the inverse limit is as follows: let K be a filtered poset, and assume that our categories C i have a K-filtration on objects; that is, we assume that for each k ∈ K, there is a full subcategory F il k (C i ), and the functors F i−1,i respect this filtration (note that if we consider abelian categories and exact functors, we should require that the subcategories be Serre subcategories). We can then define a full subcategory lim ← −i∈Z+,K−filtr C i of lim ← −i∈Z+ C i whose objects are of the form ({C i } i∈Z + , {φ i−1,i } i≥1 ) such that there exists k ∈ K for which C i ∈ F il k (C i ) for any i ≥ 0.
The category lim ← −i∈Z+,K−filtr C i is automatically a category with a K-filtration on objects. It is the inverse limit of the categories C i in the (2, 1)-category of categories with Kfiltrations on objects, and functors respecting these filtrations. Remark 1.4.1. A more general way to describe this setting would be the following.
Assume that for each i, the category C i is a direct limit of a system
Furthermore, assume that the functors F i−1,i induce functors which will be the "directed" inverse limit of the system. When C
are inclusion functors, the directed inverse limit coincides with lim ← −i∈Z+,K−filtr C i . All the statements in this note concerning inverse limits of categories with filtrations can be translated to the language of directed inverse limits.
3
Considering appropriate Z + -filtrations on the objects of the categories Rep(gl n ) poly , we obtain a functor
One can show that this is an equivalence. Note that in terms of Grothendieck rings, this construction corresponds to the second approach described in Subsection 1.1 (in fact, in this particular case one can use a grading instead of a filtration; however, this is not the case in [2] ).
These two "special" inverse limits may coincide, as it happens in the case of the categories Rep(gl n ) poly , and in [2] . We give a sufficient condition for this to happen. In such case, each approach has its own advantages.
The restricted inverse limit approach does not involve defining additional structures on the categories, and shows that the constructed inverse limit category does not depend on the choice of filtration, as long as the filtration satisfies some relatively mild conditions.
Yet the object-filtered inverse limit approach is sometimes more convenient to work with, as it happens in [2] .
Conventions
Let C be an abelian category, and C be an object of C. A Jordan-Holder filtration for C is a finite sequence of subobjects of C
The Jordan-Holder filtration might not be unique, but the simple factors C i+1 /C i are unique (up to re-ordering and isomorphisms). Consider the multiset of the simple factors: each simple factor is considered as an isomorphism class of simple objects, and its multiplicity is the multiplicity of its isomorphism class in the Jordan-Holder filtration of C. This multiset is denoted by JH(C), and its elements are called the Jordan-Holder components of C.
The length of the object C, denoted by ℓ C (C), is defined to be the size of the finite multiset JH(C). Definition 2.0.2. An abelian category C is called a finite-length category if every object admits a Jordan-Holder filtration.
Inverse limit of categories
In this section we discuss the notion of an inverse limit of categories, based on [8, Definition 1], [6, Section 5] . This is the inverse limit in the (2, 1)-category of categories with functors and natural isomorphisms. 3.1. Inverse limit of categories. Consider the partially ordered set (Z + , ≤). We consider the following data ("system"):
Definition 3.1.1. Given the above data, we define the inverse limit category lim ← −i∈Z+ C i to be the following category:
is a set of arrows {f i : C i → D i } i∈Z + such that for any i ≥ 1, the following diagram is commutative:
The definition of lim ← −i∈Z+ C i implies that for each i ∈ Z + , we can define functors
which satisfy the following property (this property follows directly from the definition of lim ← −i∈Z+ C i ):
, with a natural isomorphism given by:
Let A be a category, together with a set of functors G i : A → C i which satisfy: for any i ≥ 1, there exists a natural isomorphism
Then lim ← −i∈Z+ C i is universal among such categories; that is, we have a functor
Finally, we give the following simple lemma:
Lemma 3.1.3. Let N ∈ Z + , and assume that for any i ≥ N,
then F ij is an equivalence, i.e. we can find a functor
For any j > i, fix natural transformations
For any j ≤ i, put G j := F ji , and η j−1,j := Id.
Then the universal property of lim ← −j∈Z+ C j implies that there exists a functor
In particular, we have:
, and this will prove that Pr i is an equivalence of categories.
For any
, and for any l ≤ j we define isomorphisms φ lj : F lj (C j ) → C l given by
is commutative, since for j ≤ i, the diagrams
are commutative, and for j > i, the diagrams
are commutative. 
3.2.
Inverse limit of pre-additive, additive and abelian categories. In this subsection, we give some more or less trivial properties of the inverse limit corresponding to the system ((C i ) i∈Z + , (F i−1,i ) i≥1 ) depending on the properties of the categories C i and the functors F i−1,i . Lemma 3.2.1. Assume the categories C i are C-linear pre-additive categories (i.e. the Hom-spaces in each C i are complex vector spaces), and the functors F i−1,i are C-linear. Then the category lim ← −i∈Z+ C i is automatically a C-linear pre-additive category:
The functors Pr i are then C-linear.
Lemma 3.2.2. Assume the categories C i are additive categories (i.e. each C i is preadditive and has biproducts), and the functors F i−1,i are additive. Then the category lim ← −i∈Z+ C i is automatically a additive category:
with obvious inclusion and projection maps. The functors Pr i are then additive. For each i, there exists a unique map f i : X i → C i ⊕D i and a unique map g i :
This means that we have a unique map f : X → C ⊕D and a unique map g : C ⊕D → Y such that
Assume f i are isomorphisms for each i. Then f is an isomorphism.
for each i ∈ Z + (this morphism exists since f i is an isomorphism, and is unique). All we need is to show that g := {g i :
e. that the following diagram is commutative for any i ≥ 1:
The morphism g i−1 • ψ i−1,i is inverse to ψ
The uniqueness of the inverse morphism then implies that
and we are done. ← −i∈Z+ C i is automatically abelian:
where ρ i−1,i , µ i−1,i are the unique maps making the following diagram commutative:
Proof. The universal properties of Ker(f ), Coker(f ) hold automatically, as a consequence of the universal properties of Ker(
Consider the objects Im(f ) := Ker(Coker(f )), Coim(f ) := Coker(Ker(f )) in lim ← −i∈Z+ C i . We have a canonical mapf :
Consider the mapsf i for each i ∈ Z + , wheref i is the canonical map such that f i :
Since the category C i is abelian for each i ∈ Z + , the mapf i is an isomorphism. Lemma 3.2.3 then implies thatf is an isomorphism as well.
The following is a trivial corollary of the previous proposition: This corollary, in turn, immediately implies the following statement: Corollary 3.2.6. Let (C i , F ij ) be a system of pre-additive (respectively, additive, abelian) categories, and linear (respectively, additive, exact) functors.
Let A be a pre-additive (respectively, additive, abelian) category, together with a set of linear (respectively, additive, exact) functors G i : A → C i which satisfy: for any i ≥ 1, there exists a natural isomorphism
Then lim ← −i∈Z+ C i is universal among such categories; that is, we have a linear (respectively, additive, exact) functor
and G i ∼ = Pr i • G for every i ∈ Z + .
Restricted inverse limit of finite-length categories
4.1. We consider the case when the categories C i are finite-length. We would like to give a notion of an inverse limit of the system ((C i ) i∈Z + , (F i−1,i ) i≥1 ) which would be a finitelength category as well. In order to do this, we will define the notion of a "shortening" functor, and define a "stable" inverse limit of a system of finite-length categories and shortening functors.
Definition 4.1.1. Let A 1 , A 2 be finite-length categories. An exact functor F : A 1 −→ A 2 will be called shortening if for any object A ∈ A 1 , we have:
Since F is exact, this is equivalent to requiring that for any simple object L ∈ A 1 , the object F (L) is either simple or zero.
) be a system of finite-length categories and shortening functors. We will denote by lim ← −i∈Z+, restr C i the full subcategory of lim ← −i∈Z+ C i whose objects C := ({C j } j∈Z + , {φ j−1,j } j≥1 ) satisfy: the integer sequence {ℓ C i (C i )} i≥0 stabilizes.
Note that the since the functors F i−1,i are shortening, the sequence {ℓ C i (C i )} i≥0 is weakly increasing. Therefor, this sequence stabilizes iff it is bounded from above.
We now show that lim ← −i∈Z+, restr C i is a finite-length category. Lemma 4.1.3. The category C := lim ← −i∈Z+, restr C i is a Serre subcategory of lim ← −i∈Z+ C i , and its objects have finite length.
Moreover, given an object C := ({C i } i∈Z + , {φ i−1,i } i≥1 ) in C, we have:
Proof. Let
is exact. If C lies in the subcategory C, then the sequence {ℓ C i (C i )} i≥0 is bounded from above, and stabilizes. Denote its maximum by N. For each i, the sequence 
for any i ≥ 0, and so C lies in the subcategory C as well.
Thus C is a Serre subcategory of lim ← −i∈Z+ C i . Next, let C lie in C. We would like to say that C has finite length. Denote by N the maximum of the sequence {ℓ C i (C i )} i≥0 . It is easy to see that C has length at most N; indeed, if {C ′ , C ′′ , ..., C (n) } is a subset of JH C (C), then for some i >> 0, we have:
In particular, we see that
Notation 4.1.4. Denote by Irr(C i ) the set of isomorphism classes of irreducible objects in C i , and define the pointed set
The shortening functors F i−1,i then define maps of pointed sets
Similarly, we define Irr lim ← −i∈Z+, restr C to be the set of isomorphism classes of irreducible objects in C, and define the pointed set Irr * (C) := Irr(C) ⊔ {0} Let C := ({C j } j∈Z + , {φ j−1,j } j≥1 ) be an object in C. We denote by JH(C j ) the multiset of the Jordan-Holder components of C j , and let
The corresponding set lies in Irr * (C j ), and we have maps of (pointed) multisets
Denote by lim ← −i∈Z+ Irr * (C i ) the inverse limit of the system ({Irr * (C i } i≥0 , {f i−1,i } i≥1 ). We will also denote by pr j : lim ← −i∈Z+ Irr * (C i ) → Irr * (C j ) the projection maps. The elements of the set lim ← −i∈Z+
The following lemma describes the simple objects in the category C := lim ← −i∈Z+, restr C i .
In other words, C is a simple object (that is, C has exactly two distinct subobjects: zero and itself ) iff C = 0, and for any j ≥ 0, the component C j is either a simple object in C j , or zero.
Proof. The direction ⇐ is obvious, so we will only prove the direction ⇒.
Let n 0 be a position in which the maximum of the weakly-increasing integer sequence {ℓ C i (C i )} i≥0 is obtained. By definition of n 0 , for j > n 0 , the functors F j−1,j do not kill any Jordan-Holder components of C j . Now, consider the socles of the objects C j for j ≥ n 0 . For any j > 0, we have:
and thus for j > n 0 , we have
Thus the sequence
is a weakly decreasing sequence, and stabilizes. Denote its stable value by N. We conclude that there exists n 1 ≥ n 0 so that
is an isomorphism for every j > n 1 . Now, denote:
and we put: D := ((D j ) j≥0 , (φ j−1,j ) j≥1 ) (this is a subobject of C in the category lim ← −i∈Z+ C i ). Of course, ℓ C j (D j ) ≤ N for any j, so D is an object in the full subcategory C of lim ← −i∈Z+ C i . Furthermore, since C = 0, we have: for j >> 0, socle(C j ) = 0, and thus 0 = D ⊂ C. D is a semisimple object C, with simple summands corresponding to the elements of the inverse limit of the multisets lim ← −j∈Z+ JH * (D j ). We conclude that D = C, and that socle(C j ) = C j has length at most one for any j ≥ 0.
Remark 4.1.6. Note that the latter multiset is equivalent to the inverse limit of multisets JH * ( socle(C j ) ), so D is, in fact, the socle of C.
Corollary 4.1.7. The set of isomorphism classes of simple objects in lim ← −i∈Z+, restr C i is in bijection with the set lim ← −i∈Z+ Irr * (C i ) \ {0}. That is, we have a natural bijection
In particular, given an object C := ({C j } j∈Z + , {φ j−1,j } j≥1 ) in lim ← −i∈Z+, restr C i , we have: JH * (C) = lim ← −i∈Z+ JH * (C i ) (an inverse limit of the system of multisets JH * (C j ) and maps f j−1,j ).
It is now obvious that the projection functors Pr i are shortening as well: Corollary 4.1.9. Given an object C := ({C i } i∈Z + , {φ i−1,i } i≥1 ) in C, we have:
It is now easy to see that the restricted inverse limit has the following universal property:
Proposition 4.1.10. Let A be a finite-length category, together with a set of shortening functors G i : A → C i which satisfy: for any i ≥ 1, there exists a natural isomorphism
Then lim ← −i∈Z+, restr C i is universal among such categories; that is, we have a shortening functor
Proof. Consider the functor G : A → lim ← −i∈Z+ C i induced by the functors G i . We would like to say that for any A ∈ A, the object G(A) lies in the subcategory lim ← −i∈Z+, restr C i , i.e. that the sequence {ℓ C i (G i (A))} i is bounded from above.
Indeed, since G i are shortening functors, we have:
. Thus the sequence {ℓ C i (G i (A))} i is bounded from above by ℓ A (A). Now, using Corollary 4.1.9, we obtain:
and we conclude that G is a shortening functor.
Inverse limit of categories with a filtration
5.1. We now consider the case when the categories C i have a filtration on the objects (we will call these "filtered categories"), and the functors F i−1,i respect this filtration. We will then define a subcategory of the category lim ← −i∈Z+ C i which will be denoted by lim ← −i∈Z+,K−filtr C i and will be called the "inverse limit of filtered categories C i ". Fix a directed partially ordered set (K, ≤) ("directed", means that for any k 1 , k 2 ∈ K, there exists k ∈ K such that k 1 , k 2 ≤ k).
Definition 5.1.1 (K-filtered categories). We say that a category A is a K-filtered category if for each k ∈ K we have a full subcategory A k of A, and these subcategories satisfy the following conditions:
(
Then F is obviously an equivalence of (K-filtered) categories. Remark 5.1.3. The definition of a K-filtration on the objects of a category A clearly makes A a direct limit of the subcategories A k .
Definition 5.1.4. We say that the system ((
is a category with a K-filtration, and the functors F i−1,i are K-filtered functors.
) be a K-filtered system. We define the inverse limit of this Z + -filtered system (denoted by lim ← −i∈Z+,K−filtr C i ) to be the full subcategory of lim ← −i∈Z+ C i whose objects C satisfy: there exists
The following lemma is obvious:
Lemma 5.1.6. The category lim ← −i∈Z+,K−filtr C i is automatically K-filtered: the filtration component F il k (lim ← −i∈Z+,K−filtr C i ) can be defined to be the full subcategory of lim ← −i∈Z+,K−filtr C i of objects C such that Pr i (C) ∈ C k i for any i ∈ Z + . This also makes the functors Pr i : lim ← −i∈Z+,K−filtr
Remark 5.1.7. Note that by definition, for any k ∈ K
where the inverse limit is taken over the system ((
(1) Assume the categories C i are additive, the functors F i−1,i are additive, and for any k ∈ K, C k i is an additive subcategory of C i . Then the category lim ← −i∈Z+,K−filtr C i is an additive subcategory of lim ← −i∈Z+ C i , and all its filtration components are additive subcategories. (2) Assume the categories C i are abelian, the functors F i−1,i are exact, and for any k ∈ K, C k i is a Serre subcategory of C i . Then the category lim ← −i∈Z+,K−filtr C i is abelian (and a Serre subcategory of lim ← −i∈Z+ C i ), and all its filtration components are Serre subcategories.
Proof. To prove the first part of the statement, we only need to check that F il k (lim ← −i∈Z+,K−filtr C i ) is an additive subcategory of lim ← −i∈Z+ C i . This follows directly from the construction of direct sums in lim ← −i∈Z+
subcategory of C i , we get:
Thus lim
← −i∈Z+,K−filtr C i is an additive subcategory of lim ← −i∈Z+ C i , and all its filtration components are additive subcategories as well.
To prove the second part of the statement, it is again enough to check that F il k (lim ← −i∈Z+,K−filtr C i ) is a Serre subcategory of lim ← −i∈Z+
be a short exact sequence in lim ← −i∈Z+ C i . We want to show that C ∈ F il k (lim ← −i∈Z+,K−filtr
The functors Pr i are exact, so the sequence
Since C k i is a Serre subcategory of C i , we have:
, and we are done.
We now have the following universal property, whose proof is straight-forward:
) be a K-filtered system, and let A be a category with a K-filtration, together with a set of K-filtered functors G i : A → C i which satisfy: for any i ≥ 1, there exists a natural isomorphism
Then lim ← −i∈Z+,K−filtr C i is universal among such categories; that is, we have a functor
which is obviously K-filtered, and satisfies:
Next, consider the case when A, {G i } i∈Z + satisfy the following "stabilization" condition:
is an equivalence of categories for any j ≥ i k .
In this setting, the following proposition holds: Proposition 5.1.11. The functor G : A → lim ← −i∈Z+,K−filtr C i is an equivalence of (Kfiltered) categories.
Proof. To prove that G is an equivalence of (K-filtered) categories, we neeed to show that
is an equivalence of categories for any k ∈ K. Recall that
By Condition 5.1.10, for any i > i k we have a commutative diagram where all arrows are equivalences:
By Lemma 3.1.3, we then have:
is an equivalence of categories for any i > i k , and thus G : A k → F il k lim ← −i∈Z+,K−filtr C i is an equivalence of categories.
6. Restricted inverse limit and inverse limit of categories with a K-filtration
) be a system of finite-length categories with K-filtrations and shortening K-filtered functors, whose the filtration components are Serre subcategories. We would like to give a sufficient condition on the K-filtration for the inverse limit of K-filtered categories to coincide with the restricted inverse limit of these categories.
Recall that since the functors F i−1,i are shortening, we have maps
and we can consider the inverse limit lim ← −i∈Z+ Irr * (C i ) of the sequence of sets Irr * (C i ) and maps f i−1,i ; we will denote by pr j : lim ← −i∈Z+ Irr * (C i ) → Irr * (C j ) the projection maps. Notice that the sets Irr * (C i ) have a natural K-filtration, and the maps f i−1,i are Kfiltered maps.
Proposition 6.1.1. Assume the following conditions hold:
(1) There exists a K-filtration on the set lim ← −i∈Z+ Irr * (C i ). That is, we require:
We would then say that such an object L belongs in the k-th filtration component of lim ← −i∈Z+ Irr * (C i ). (2) "Stabilization condition": for any k ∈ K, there exists N k ≥ 0 such that the map
That is, for any k ∈ K there exists N k ∈ Z + such that the (exact) functor F i−1,i is faithful for any i ≥ N k . Then the two full subcategories lim ← −i∈Z+,
Proof. Let C := ({C j } j∈Z + , {φ j−1,j } j≥1 ) be an object in lim ← −i∈Z+, restr C i . As before, we denote by JH(C j ) the multiset of Jordan-Holder components of C j , and let
The first condition is natural: giving a K-filtration on the objects of lim ← −i∈Z+, restr C i is equivalent to giving a K-filtration on the simple objects of lim ← −i∈Z+, restr C i , i.e. on the set lim ← −i∈Z+ Irr * (C i ). Assume C ∈ lim ← −i∈Z+, restr C i . Let n 0 ≥ 0 be such that ℓ C j (C j ) is constant for j ≥ n 0 . Recall that we have (Corollary 4.1.7):
Choose k such that all the elements of JH * (C) lie in the k-th filtration component of lim ← −i∈Z+ Irr * (C i ). This is possible due to the first condition. Then for any L j ∈ JH(C j ), we have: L j = pr j (L) for some L ∈ JH * (C), and thus L j ∈ F il k (Irr * (C j )). We conclude that C ∈ F il k (lim ← −i∈Z+,K−filtr C i ). Thus we proved that the first condition of the Theorem holds iff lim ← −i∈Z+, restr C i is a full subcategory of lim ← −i∈Z+,K−filtr C i . Now, let C ∈ lim ← −i∈Z+,K−filtr C i , and let k ∈ K be such that C ∈ F il k (lim ← −i∈Z+,K−filtr C i ). We would like to show that ℓ C i (C i ) is constant starting from some i.
Indeed, the second condition of the Theorem tells us that there exists N k ≥ 0 such that the map
We claim that for i ≥ N k , ℓ C i (C i ) is constant. Indeed, if it weren't, then there would be some i ≥ N k + 1 and some L i ∈ JH(C i ) such that f i−1,i (L i ) = 0. But this is impossible, due to the requirement above.
7. gl ∞ and the restricted inverse limit of representations of gl n In this section, we give a nice example of a restricted inverse limit of categories; namely, we will show that the category of polynomial representations of the Lie algebra gl ∞ is a restricted inverse limit of the categories of polynomial representations of gl n for n ≥ 0.
The representations of the Lie algebra gl ∞ (or the group GL ∞ ) are discussed in detail in [5] , [1] , as well as [7, Section 3].
7.1. The Lie algebra gl ∞ . Let C ∞ be a complex vector space with a countable basis {e 1 , e 2 , e 3 , ...}.
Consider the Lie algebra gl ∞ of infinite matrices A = (a ij ) i,j≥1 with finitely many non-zero entries. We have a natural action of gl ∞ on C ∞ , with gl ∞ ∼ = C ∞ ⊗ C ∞ * . Here C ∞ * = span C (e * 1 , e * 2 , e * 3 , ...), where e * i is the linear functional dual to e i : e * i (e j ) = δ ij .
We now insert more notation. Let N ∈ Z + ∪ {∞}, and let m ≥ 1. We will consider the Lie subalgebra gl m ⊂ gl N consisting of matrices A = (a ij ) 1≤i,j≤N for which a ij = 0 whenever i > m or j > m. We will also denote by gl ⊥ m the Lie subalgebra of gl N consisting of matrices A = (a ij ) 1≤i,j≤N for which a ij = 0 whenever i ≤ m or j ≤ m. 
Categories of polynomial representations.
In this subsection, N ∈ Z + ∪ {∞}. We will consider the symmetric monoidal category Rep(gl N ) poly of polynomial representations of gl N .
As a tensor category, it is generated by the tautological representation C N of gl N . Namely, this is the category of gl N -modules which are direct summands in finite direct sums of tensor powers of C N , and gl N -equivariant morphisms between them. This category is discussed in detail in [7, Section 2.2] . It is easy to see that this is a semisimple abelian category, whose simple objects are parametrized (up to isomorphism) by all Young diagrams of arbitrary sizes: the simple object corresponding to λ is L N λ = S λ C N . Proof. First of all, notice that the subalgebras gl n , gl ⊥ n ⊂ gl ∞ commute, and therefore the subspace of gl ⊥ n -invariants of a gl ∞ -module automatically carries an action of gl n . We need to check that given a polynomial gl ∞ -representation M of gl n , the gl ⊥ ninvariants of M form a polynomial respresentation of gl n . It is enough to check that this is true when M = (C ∞ ) ⊗r . The latter statement is checked explicitly on basis elements of the form e i 1 ⊗e i 2 ⊗...⊗e ir . The subspace of gl ⊥ n -invariants is spanned by the basis elements e i 1 ⊗e i 2 ⊗...⊗e ir for which i 1 , ..., i r ≤ n. Thus the gl ⊥ n -invariants of (C ∞ ) ⊗r form the gl n -representation (C n ) ⊗r .
In particular, one proves in the same way that the gl ⊥ n -invariants of (C ∞ ) ⊗r form the gl n -representation (C n ) ⊗r . The following Lemmas are proved in [5] , [ 
