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NON-HOMOGENEOUS WAVE EQUATION ON A CONE
SHEEHAN OLVER AND YUAN XU
Abstract. The wave equation
(
∂tt − c2∆x
)
u(x, t) = e−tf(x, t) with the bound-
ary value lim
t→∞
u(x, t) = 0 in the cone {(x, t) : ‖x‖ ≤ t, x ∈ Rd, t ∈ R+} is shown to
have a unique solution and the solution can be explicit given in the Fourier series
of orthogonal polynomials on the cone.
1. Introduction
For a fixed constant c > 0, let Vd+1 be the cone in Rd+1 defined by
V
d+1 = {(x, t) : ‖x‖2 ≤ c2t, x ∈ Rd, t ∈ R+}.
For f ∈ L2(Vd+1, e−t), we consider the non-homogeneous wave equation on the cone
with a vanishing boundary condition at infinity,
(1.1)
{(
∂tt − c
2∆x
)
u(x, t) = e−tf(x, t),
lim
t→∞
u(x, t) = 0.
The main result of the paper shows that the system (1.1) has a unique solution and
the solution is given explicitly as an orthogonal series for a fairly generic function f .
Note that we are not imposing boundary conditions on the surface of the cone.
To describe our main result, we define the inner product, for µ > −1,
〈f, g〉µ := bµ
∫
Vd+1
f(x, t)g(x, t)Wµ(x, t)dxdt, Wµ(x, t) = (c
2t2 − ‖x‖2)µe−t,
where bµ is the constant chosen so that 〈1, 1〉 = 1. A basis of orthogonal polynomials
with respect to this inner product is given in [13] in terms of the Laguerre and Jacobi
polynomials and spherical harmonics. More precisely, let
(1.2) Qn,µm,j,ℓ(x, t) = L
2m+2µ+d
n−m (t)t
2jP
(µ,m−2j+ d−2
2
)
j
(
2
‖x‖2
c2t2
− 1
)
Y m−2jℓ (x),
where {Y m−2jℓ } is an orthonormal basis of spherical harmonics of degree m − 2j of
d-variables, 0 ≤ j ≤ m/2 and 0 ≤ m ≤ n. Then {Qn,µm,j,ℓ} is an orthogonal basis
of L2(Vd+1,Wµ). In particular, the Fourier orthogonal series of f ∈ L
2(Vd+1, e−t) is
given by
f =
∞∑
n=0
n∑
m=0
⌊m
2
⌋∑
j=0
∑
ℓ
f̂nm,j,ℓQ
n,0
m,j,ℓ, f̂
n
m,j,ℓ =
〈f,Qn,0m,j,ℓ〉0
〈Qn,0m,j,ℓ, Q
n,0
m,j,ℓ〉0
.
The polynomials in (1.2) are in fact well defined when µ = −1 (see Section 2 for
details). We can now state our main result.
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Theorem 1.1. Let f ∈ L2(Vd+1, e−t) be a smooth function. The wave equation
(1.3)
{(
∂tt − c
2∆x
)
U(x, t) = e−tf(x, t),
lim
t→∞
U(x, t) = 0.
has a unique solution U(x, t) = e−tu(x, t), where u is given by
u(x, t) = e−t
∞∑
n=0
n∑
m=0
⌊m
2
⌋∑
j=0
∑
ℓ
unm,j,ℓQ
n,−1
m,j,ℓ(x, t)(1.4)
with the coefficients unm,j,ℓ determined by
unm,j,ℓ =
1
am,j
⌊n−m
2
⌋∑
i=0
(n−m)!
(n−m− 2i)!
f̂nm+2i,j+i,ℓ,
where am,j = (2m− 2j + d− 2)/(2m+ d− 2) and we assume a0,0 = 1 for d = 2.
The precise condition on the smoothness of f will be given in Section 3, together
with further discussion of our main results and examples. It is worth pointing out that
if f is a polynomial of degree n, then the theorem gives an explicit u(x, t) of degree n
that satisfies (
∂tt − c
2∆x
)
e−tu(x, t) = e−tf(x, t).
Our approach is motivated by spectral methods for solving partial differential equa-
tions on the unit ball. Classical orthogonal polynomials on the unit ball are orthogonal
with respect to the weight function ̟µ(x) = (1− ‖x‖
2)µ for µ > −1. Let Vdn(̟µ) de-
note the space of orthogonal polynomials with respect to ̟µ on the unit ball B
d. An
orthogonal basis, denoted by Pn,µj,ℓ of V
d
n(̟µ) can be given explicitly in terms of the
Jacobi polynomials and spherical harmonics. These polynomials can be extended to
µ = −1 and enjoy an orthogonality with respect to an inner product that contains
derivatives [12]. Spectral-Galerkin method based on orthogonal polynomials has been
used to solve the Laplace equation or Helmholtz equation on the unit disk or the unit
ball [1, 2, 3, 5, 11]. As it is shown in [5], the Laplace operator maps the space Vdn(̟−1)
into Vn(̟0). It turns out that elements of V
d
n(̟−1) are orthogonal polynomials with
respect to an inner product that involves derivatives, which arises naturally from the
weak formulation of the differential equation. It is this analogy that leads us to con-
sider the action of wave operator on the polynomials Qn,−1m,j,ℓ, which turns out to be an
element in Vn(V
d+1, e−t) and satisfies a surprisingly simple formula. The latter leads
us to our main result.
There are a number of implications of these results in computational physics. Wave
operators in light cones are important in special relativity, and their efficient inversion
may lead to high performance solutions of Maxwell’s equations with time-varying data,
as well as effective preconditioners to wave problems. Unlike Fourier-based methods
which require truncation of the domain, the results would facilitate direct computation
in a light cone, and thereby capturing the solution for all space and time assuming the
data is compactly supported. An efficient Laguerre transform would be required to
make this feasible; we mention recent progress on fast Jacobi and spherical harmonics
transforms [10, 8, 9] which may be adaptable to this setting.
The paper is organized as follows. In the next section we discuss orthogonal struc-
ture on the cone and establish the action of wave operators on the cone. The main
result is discussed and proved in Section 3.
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2. Orthogonal polynomials on the cone
We discuss orthogonal polynomials on the cone in the first subsection and the action
of the wave operator on a family of polynomials in the second subsection.
Throughout this section we assume c = 1, so that Wµ(x, t) = (t
2 − ‖x‖2)µe−t and
the cone is defined by Vd+1 = {(x, t) : ‖x‖ ≤ t, x ∈ Rd, t ∈ R+}. The case c 6= 1 can
be obtained by a simple dilation x→ x/c.
2.1. Cone polynomials. Let Vn(V
d+1,Wµ) denote the space of orthogonal polyno-
mials of degree n with respect to the inner product 〈·, ·〉µ in the introduction. An
orthognal basis of this space can be given in terms of the Laguerre polynomials and or-
thogonal polynomials on the unit ball. First we recall the definition of several families
of orthogonal polynomials.
The Laguerre polynomials Lαn are orthogonal with respect to the weight function
tαe−t on R+ = [0,∞) and it is given by
Lαn(t) =
(α+ 1)n
n!
n∑
k=0
(−n)k
k!(α+ 1)k
tk,
where (a)k = a(a+ 1) . . . (a+ k − 1) is the Pochhammer symbol. Its L
2 norm is
hαn =
1
Γ(α+ 1)
∫ ∞
0
[Lαn(t)]
2tαe−tdt =
(α+ 1)n
n!
.
The Jacobi polynomials P
(α,β)
n are orthogonal with respect to the weight function
wα,β(t) = (1−t)
α(1+t)β on [−1, 1] and, in terms of the Gauss hypergeometric function,
P (α,β)n (t) =
(α+ 1)n
n!
2F1
(
−n, n+ α+ β + 1
α+ 1
;
1− t
2
)
.
With normalization constant cα,β = 1/
∫ 1
−1
wα,β(t)dt, its L
2 norm is given by
h(α,β)n = cα,β
∫ 1
−1
P (α,β)n (t)P
(α,β)
m (t)wα,β(t)dt =
(α+ 1)n(β + 1)n(α+ β + n+ 1)
n!(α+ β + 2)n(α + β + n+ 1)
.
Let Vdn(̟µ) be the space of orthogonal polynomials with respect to
̟µ(x) = (1− ‖x‖
2)µ, µ > −1,
on the unit ball Bd. These orthogonal polynomials are classical, see [4, Section 5.2].
In particular, a basis of Vdn(̟µ) can be given in terms of the Jacobi polynomials
and spherical harmonics. A spherical harmonic Y of d-variables is a homogeneous
polynomial that satisfies ∆Y = 0, where ∆ is the Laplace operator of Rd. They are
orthogonal on the unit sphere with respect to the inner product
〈f, g〉
Sd−1
=
1
ωd
∫
Sd−1
f(ξ)g(ξ)dσ(ξ),
where ωd is the surface area of S
d−1 and dσ is the Lebesgue measure on the sphere.
For m = 0, 1, 2, . . ., let Hdm be the space of spherical harmonics of degree n in d
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variables. It is know that dimHdn =
(
n+d−1
d
)
=
(
n+d−3
d−1
)
. For 0 ≤ j ≤ m/2, let
{Y m−2jℓ : 1 ≤ ℓ ≤ dimH
d
m−2j} be an orthonormal basis of H
d
m−2j . Define
(2.1) Pmj,ℓ(̟µ;x) := P
(µ,m−2j+ d−2
2
)
j (2‖x‖
2 − 1)Y m−2jℓ (x), x ∈ B
d.
Then {Pmj,ℓ(̟µ; ·) : 0 ≤ j ≤ m/2, 1 ≤ ℓ ≤ dimH
d
n} is an orthogonal basis of V
d
n(̟µ)
[4, (5.2.4)].
We are now ready to define our orthogonal basis of polynomials for the space
Vn(V
d+1,Wµ) on the cone. For 0 ≤ m ≤ n, define
(2.2) Qn,µm,j,ℓ(x, t) = L
2m+2µ+d
n−m (t)t
mPmj,ℓ
(
̟µ;
x
t
)
,
where Pnj,ℓ is the basis defined in (2.1). Using the fact that Y
n−2m
ℓ is homogeneous, we
see that this is the same as the expression in (1.2). The L2 norm of the polynomial can
be deduced from the norms of the Laguerre and the Jacobi polynomials, which gives
bµ
∫
Vd+1
|Qn,µm,j,ℓ(x, t)|
2Wµ(x, t)dxdt(2.3)
=
(2µ+ d+ 1)n+m(µ+ 1)j(
d
2 )m−j(µ+m− j +
d
2 )
(n−m)!j!(µ+ d2 + 1)m−j(µ+m+
d
2 )
.
In particular, for µ = 0, we obtain
(2.4) hm,n := b0
∫
Vd+1
|Qn,0m,j,ℓ(x, t)|
2e−tdxdt =
d(d+ 1)m+n
(2m+ d)(n−m)!
.
It should be mentioned that these polynomials are eigenfunctions of a second order
differential operator [13]: Every u ∈ Vn(V
d+1,Wµ) satisfies the differential equation[
t
(
∆x + ∂
2
t
)
+ 2〈x,∇x〉∂t − 〈x,∇x〉+ (2µ+ d+ 1− t)∂t
]
u = −nu.(2.5)
Analytic continuation shows that the polynomials Qn,µm,j,ℓ are well-defined if µ < −1
and µ is not an integer. If µ = −k is a negative integer, then these polynomials are
well defined for j ≥ k by using the formula [9, (4.22.2)],
(2.6)
(
n
k
)
P
(−k,β)
j (s) =
(
j + β
k
)(
s− 1
2
)k
P
(k,β)
j−k (s), 1 ≤ k ≤ j.
Particularly important for our purpose is that Qn,−1m,j,ℓ is well defined for all j if we
define P
(−1,β)
0 (t) = 1. Indeed, using (2.6) and setting βj := m− 2j +
d−2
2 , we have
Qn,−1m,0,ℓ(x, t) = L
2m+d−2
n−m (t)Y
m
ℓ (x),
Qn,−1m,j,ℓ(x, t) =
j + βj
j
L2m+d−2n−m (t)t
2j−2
× (t2 − ‖x‖2)P
(1,βj)
j−1
(
2
‖x‖2
t2
− 1
)
Y m−2jℓ (x), j ≥ 1.
(2.7)
We can also writing the polynomial Qn,−1m,j,ℓ as a sum of Q
k,0
m,j,ℓ, which turns out to
have a fairly simple form of merely six terms with rational coefficients. Let am,j be
defined as in (2.8).
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Proposition 2.1. For 0 ≤ j ≤ m/2 and 0 ≤ m ≤ n,
Qn,−1m,j,ℓ = am,j
[(
Qn,0m,j,ℓ − bm,nQ
n,0
m−2,j−1,ℓ
)
− 2
(
Qn−1,0m,j,ℓ − cm,nQ
n−1,0
m−2,j−1,ℓ
)
+
(
Qn−2,0m,j,ℓ − dm,nQ
n−2,0
m−2,j−1,ℓ
)]
.
where
(2.8) am,j =
2m− 2j + d− 2
2m+ d− 2
and bm,n = (n−m+ 1)(n−m+ 2),
and we assume a0,0 = 1 when d = 2, and
cm,n = (n+m+ d− 2)(n−m+ 1) and dm,n = (n+m+ d− 2)(n+m+ d− 3).
Proof. Expanding Qn,−1m,j,ℓ in terms of {Q
k,0
m,j,ℓ}, the coefficients of the expansion can be
computed from
〈Qn,−1m,j,ℓ, Q
n′,0
m′,j′,ℓ〉
hm′,n′
=
d
hm′,n′Γ(d+ 1)
∫
Vd+1
Qn,−1m,j,ℓ(x, t)Q
n′,0
m′,j′,ℓ(x, t)e
−tdxdt.
By the orthogonality of Y m−2jℓ , we can assume m − 2j = m
′ − 2j′. In particular,
βj = m − 2j +
d−2
2 remains unchanged when (m, j) is replaced by (m
′, j′). Hence,
separating variables, the integral in the right-hand side becomes a product of two
integrals of one-variable. The first one is
d
∫ 1
0
P
(−1,βj)
j (2r
2 − 1)P
(0,βj)
j (2r
2 − 1)r2βj+1dr,
which can be evaluated by setting s = 2r2 − 1 and using [6, (18.9.5)]
P
(−1,β)
j (s) =
j + β
2j + β
(
P
(0,β)
j (s)− P
(0,β)
j−1 (s)
)
.
These lead to two cases, j′ = j or j′ = j−1. If j′ = j thenm′ = m bym−2j = m′−2j′,
whereas if j′ = j − 1 then m′ = m− 2. In each case the second integral, given by
1
Γ(d+ 1)
∫ ∞
0
L2m+d−2n−m (t)L
2m′+d
n′−m′ (t)
2tm+m
′+de−tdt,
can be evaluated by applying the identity
Lαk (t) = L
α+1
k (t)− L
α+1
k−1 (t)
twice. For m′ = m, we apply the identity for α = 2m + d − 2. For m′ = m − 2, we
apply the identity for α = 2m+ d− 4. In all cases, the integrals involved reduce to the
norm of the Jacobi polynomials or the Laguerre polynomials. We omit the details. 
2.2. Wave operator on the cone polynomials. In this subsection we study the
action of the wave operator on the polynomials Qn,−1m,j,ℓ. We start with the action of
Laplace operator.
Lemma 2.2. For 1 ≤ j ≤ m/2,
(2.9) ∆x
[
Qn,−1m,j,ℓ(x, t)
]
= −4(m− j + d2 )
2Qn−2,1m−2,j−1,ℓ(x, t).
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Proof. The orthogonal polynomials Pmj,ℓ(̟−1) satisfies [5, Lemma 3.2]
∆Pmj,ℓ(̟−1) = −4(m− j +
d−2
2 )
2Pm−2j−1,ℓ(̟1), j ≥ 1.
Hence, by (2.2),
∆x
[
Qn,−1m,j,ℓ(x, t)
]
=L2m+d−2n−m (t)t
m−2(∆Pmj,ℓ)
(x
t
)
= − 4(m− j + d−22 )
2L2m+d−2n−m (t)t
m−2Pm−2j−1,ℓ(̟1),
which equals to the right-hand side of (2.9) by (2.2). 
Next we consider the action of ∂tt. For j ≥ 1, we use (2.7) and write
(2.10) e−tQn,−1m,j,ℓ(x, t) =
j + βj
j
e−tL2m+d−2n−m (t)H
(βj)
j−1 (x, t)Y
m−2j
ℓ (x),
where
H
(β)
j (x, t) := (t
2 − ‖x‖2)t2jP
(1,β)
j
(
2
‖x‖2
t2
− 1
)
.
Applying the Lebnitz rule, we will work out the action of ∂tt by considering
et∂tt
[
e−tL2m+d−2n−m (t)H
(βj)
j−1 (x, t)
]
= L2m+dn−m (t)H
(βj)
j−1 (x, t)(2.11)
− 2L2m+d−1n−m (t)
∂
∂t
H
(βj)
j−1 (x, t) + L
2m+d−2
n−m (t)
∂2
∂t2
H
(βj)
j−1 (x, t),
where we have used the fact that the derivatives of the Laguerre polynomials satisfy
et
d
dt
[
e−tLαn(t)
]
= −Lα+1n (t) and e
t d
2
dt2
[
e−tLαn(t)
]
= Lα+2n (t).
Lemma 2.3. For 0 ≤ j ≤ m/2,
∂
∂t
H
(β)
j (x, t) = 2(j + 1)t
2j+1P
(0,β)
j
(
2
r2
t2
− 1
)
,
∂2
∂t2
H
(β)
j (x, t) = 2(j + 1)(4j + 2β + 3)t
2jP
(0,β)
j
(
2
r2
t2
− 1
)
− 4(j + 1)(j + β + 1)t2jP
(1,β)
j
(
2
r2
t2
− 1
)
.
Proof. Setting s = 2 r
2
t2 − 1 and r = ‖x‖, we can write H
(β)
j (x, t) as
H
(β)
j (x, t) = 2
jr2j+2hj,β(s) with hj,β(s) := (1− s)(1 + s)
−j−1P
(1,β)
j (s).
A quick computation shows that, with s = 2 r
2
t2 − 1,
d
dt
hj,β
(
2
r2
t2
− 1
)
= −
2
t
(1 + s)h′j,β(s),
d2
dt2
hj,β
(
2
r2
t2
− 1
)
= −
2
t2
(1 + s)
(
3h′j,β(s) + 2(1 + s)h
′′
j,β(s)
)
.
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Using the fact that the Jacobi polynomial satisfies ([6, (18.9.17)] and [6, (18.9.5)])
(2j + β + 1)(1− s2)
d
ds
P
(1,β)
j (s) = j
(
1− βj − (2j + β + 1)s
)
P
(1,β)
j (s)
+ 2(j + 1)(j + β)P
(1,β)
j−1 (s),
(2j + β + 1)P
(0,β)
j (s) = (j + β + 1)P
(1,βj)
j (s)− (j + β)P
(1,β)
j−1 (s),
we can deduce that
h′j,m(s) = −2(j + 1)(1 + s)
−j−2P
(0,β)
j (s).
Taking one more derivative and using ([6, (18.9.15)] and [6, (18.9.6)])
d
ds
P (α,β)n (s) =
n+ α+ β + 1
2
P
(α+1,β+1)
n−1 (s),
(n+ α+β2 + 1)(1 + s)P
(α,β+1)
n (s) = (n+ 1)P
(α,β)
n (s) + (n+ β + 1)P
(α,β)
n (s),
we can also deduce that
h′′j,m(s) = 2(j + 1)(1 + s)
−j−3
(
(2j + β + 3)P
(0,βj)
j (s)− (j + β + 1)P
(1,βj)
j (s)
)
.
Putting these together proves the stated identities. 
In the following, we adopt the convention that Qn,−1m,j,ℓ(x, t) = 0 whenever the index
m or j is a negative integer.
Theorem 2.4. For 0 ≤ m ≤ n and 0 ≤ j ≤ m/2,
et
(
∂tt −∆x
) [
e−tQn,−1m,j,ℓ(x, t)
]
= am,j
(
Qn,0m,j,ℓ(x, t)− bm,nQ
n,0
m−2,j−1,ℓ(x, t)
)
,(2.12)
where am,j and bm,n are defined in (2.8).
Proof. We prove the case j ≥ 1 by first carrying out the computation of the right-hand
side of (2.11). Using [6, (18.9.6)]
(1− s)P
(1,βj)
j−1 (s) =
2j
m+ d−22
(
P
(0,βj)
j−1 (s)− P
(0,βj)
j (s)
)
,
the first term in the right-hand side of (2.11) is
L2m+dn−m (t)H
(βj)
j−1 (x, t) =
2j
2m+ d− 2
t2L2m+dn−m (t)t
2j−2
(
P
(0,βj)
j−1 (s)− P
(0,βj)
j (s)
)
.
Using Lemma 2.3, the second term in the right-hand side of (2.11) becomes
−2L2m+d−1n−m (t)
∂
∂t
H
(βj)
j−1 (x, t) = −4jL
2m+d−1
n−m (t)t
2j−1P
(0,βj)
j−1 (s)),
and the third term in the right-hand side of (2.11) gives
L2m+d−2n−m (t)
∂2
∂t2
H
(βj)
j−1 (x, t) = 2j(2m+ d− 3)L
2m+d−2
n−m (t)t
2j−2P
(0,β)
j (s)
− 4j(m− j + d−22 )L
2m+d−2
n−m (t)t
2j−2P
(1,βj)
j−1 (s).
Collecting the terms involving P
(0,βj)
j in the right-hand of (2.11) and using the identity
t2Lα+2n (t)− 2αtL
α+1
n (t) + α(α− 1)L
α
n(t) = (n+ 1)(n+ 2)L
α−2
n+2(t),
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which can be easily verified using the explicit formula of the Laguerre polynomials, we
obtain
j + βj
j
et∂2t
[
e−tL2m+d−2n−m (t)H
(βj)
j−1 (x, t)
]
= −am,jbm,nL
2m+d
n−m (t)t
2j+2P
(0,βj)
j+1 (s)
+ am,jL
2m+d
n−m−2(t)t
2jP
(0,βj)
j (s)− 4(j + βj)(m− j +
d−2
2 )L
2m+d−2
n−m (t)t
2j−2P
(1,βj)
j−1 (s),
where am,j and bm,n are as defined in (2.8). Multiplying by Y
n−2j
ℓ (x) and using the
definition of Qn,µm,j,ℓ, we conclude that
j + βj
j
et∂2t (t
2 − ‖x‖2)e−tQn,1m,j,ℓ(x, t) = am,jQ
n,0
m,j,ℓ(x, t)− am,jbm,nQ
n,0
m−2,j−1,ℓ(x, t)
− 4(m− j + d−22 )
2Qn−2,1m−2,j−1,ℓ(x, t).
The last term in the right-hand side is the action of the Laplace operator by (2.9).
Hence, by (2.10) and (2.11), we have proved the case of j ≥ 1.
The case of j = 0 is simple, since ∆Y mℓ = 0 so that
et
(
∂2t −∆x
) [
e−tQn,−1m,0,ℓ(x, t)
]
= L2m+dn−m (t)Y
m
ℓ (x).
Since Pm0,ℓ(x) = Y
m
ℓ (x) by (2.1), we see that the right-hand side is exactly Q
n,1
m,0,ℓ by
(2.2). By am,0 = 1, this proves (2.12) for j = 0. The proof is completed. 
3. Wave equation
If u(x, t) is the solution of the wave equation (∂tt − ∆x)u = f , then the function
U(x, t) = u(xc , t) satisfies the wave equation (∂tt−c
2∆x)U = F where F (x, t) = f(
x
c , t).
Hence, we shall state and work with the case c = 1.
Recall that W0(x, t) = e
−t and the inner product in L2(Vd+1, e−t) is
〈f, g〉0 = b0
∫
Vd+1
f(x, t)g(x, t)e−tdxdt, b0 =
1
Γ(d+ 1)
For f ∈ L2(Vd+1, e−t), its Fourier orthogonal series on the cone is given by
f =
∞∑
n=0
n∑
m=0
⌊m
2
⌋∑
j=0
dimHdm−2j∑
ℓ=1
f̂nm,j,ℓQ
n,0
m,j,ℓ with f̂
n
m,j,ℓ =
〈f,Qn,0m,j,ℓ〉0
hm,n
,
where hm,n is given by (2.4). Let ‖f‖2 be the norm of f in L
2(Vd+1, e−t). By the
Parseval’s identity,
‖f‖2 =
∞∑
n=0
n∑
m=0
⌊m
2
⌋∑
j=0
∑
ℓ
|f̂mm,j,ℓ|
2hm,n.
We will need to assume that f is smooth so that
(3.1)
∞∑
n=0
n∑
m=0
m
⌊m
2
⌋∑
j=0
∑
ℓ
|f̂mm,j,ℓ|
2hm,n <∞,
which holds under a moderate assumption on f ; for example, if f is C2 in x-variables.
To be more precise, we let D be the differential operator defined by
D = t2∆x − 〈x,∇x〉
2
− d〈x,∇x〉,
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where all derivatives acting on x variables. We define a subspace of L2(Vd+1, e−t) by
W2(Vd+1, e−t) :=
{
f ∈ L2(Vd+1, e−t) : (−D)1/2f ∈ L2(Vd+1, e−t)
}
.
The operator −D is positive since, as shown in [13, (3.9)], for all Qn,0m,j,ℓ,
DQn,0m,j,ℓ = −m(m+ d)Q
n,0
m,j,ℓ.
In particular, the Parseval’s identity implies, for f ∈ W2(Vd+1, e−t), that
‖(−D)1/2f‖2 =
∞∑
n=0
n∑
m=0
√
m(m+ d)
⌊m
2
⌋∑
j=0
∑
ℓ
|f̂mm,j,ℓ|
2hm,n
is bounded, which clearly implies (3.1).
Theorem 3.1. Let f ∈ W2(Vd+1, e−t). Then the wave equation
(3.2)
{(
∂tt − c
2∆x
)
U(x, t) = e−tf(x, t),
lim
t→∞
U(x, t) = 0.
has a unique solution U(x, t) = e−tu(x, t), where u ∈ L2(Vd+1, e−t) is given by
u(x, t) = e−t
∞∑
n=0
n∑
m=0
⌊m
2
⌋∑
j=0
dimHdm−2j∑
ℓ=1
unm,j,ℓQ
n,−1
m,j,ν(x, t),(3.3)
where the coefficients unm,j,ℓ are determined by,
(3.4) unm,j,ℓ =
1
am,j
⌊n−m
2
⌋∑
i=0
(n−m)!
(n−m− 2i)!
f̂nm+2i,j+i,ℓ.
Proof. We first assume that u ∈ L2(Vd+1, e−t) is well-defined and prove that u is a
solution of (3.2). For convenience, we let L := et(∂tt − ∆x)e
−t. Let un(x, t) denote
the n-th partial sum of u(x, t). By (2.12), we obtain that
Lun =
n∑
m=0
⌊m
2
⌋∑
j=0
dimHdm−2j∑
ℓ=1
unm,j,ℓam,j
(
Qn,0m,j,ℓ(x, t)− bm,nQ
n,0
m−2,j−1,ℓ(x, t)
)
.
Reshuffling the summation, we obtain
Lun =
n∑
m=0
⌊m
2
⌋∑
j=0
dimHdm−2j∑
ℓ=1
(
am,ju
n
m,j,ℓ − am+2,j+1bm+2,nu
n
m+2,j+1,ℓ
)
Qn,0m,j,ℓ(x, t),
where we observe that bm+2,n = 0 for m = n− 1 and m = n. Consequently, let
Snf =
n∑
m=0
⌊m
2
⌋∑
j=0
dimHdm−2j∑
ℓ=1
f̂nm,j,ℓQ
n,0
m,j,ℓ
denote the n-th partial sum of f ; then Lun = Snf leads to
(3.5) am,ju
n
m,j,ℓ − am+2,j+1bm+2,nu
n
m+2,j+1,ℓ = f̂
n
m,j,ℓ, 0 ≤ j ≤
m
2 , 0 ≤ m ≤ n,
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for each 1 ≤ ℓ ≤ dimHdm−2j . If m = n− 1 or m = n, then bm+2,n = 0. We obtain
(3.6) unn−1,j,ℓ =
f̂nn−1,j,ℓ
an−1,j
, 0 ≤ j ≤ n−12 and u
n
n,j,ℓ =
f̂nn,j,ℓ
an,j
, 0 ≤ j ≤ n2 .
Furthermore, for m = n − 2, n − 3, . . . , 1, 0, we can deduce unm,j,ℓ recursively from
rewriting (3.5) as
(3.7) unm,j,ℓ =
1
am,j
(f̂nm,j,ℓ + am+2,j+1bm+2,nu
n
m+2,j+1,ℓ), 0 ≤ j ≤
m
2 .
Notice that dimHnm−2j = dimH
n
(m+2)−2(j+1), so that ℓ remains fixed for its whole
range, and 0 ≤ j ≤ m/2 is the same as 1 ≤ j + 1 ≤ (m + 2)/2. It follows that
unm,j,ℓ are completely determined by (3.6) and (3.7) for each fixed n. Furthermore,
using induction if necessary, the recursive relation can be solved explicitly, which is
the formula for unm,j,ℓ given in (3.4). Thus, we have shown that Lun = Snf for all n.
Consequently, we conclude that Lu = f in L2(Vd+1, e−t). Furthermore, if f = 0, then
all f̂nm,j,ℓ are zero and (3.4) shows that all u
n
m,j,ℓ are zero, so that u = 0. Thus, the
solution is unique.
Next, we show that u ∈ L2(Vd+1, e−t). Using Proposition 2.1, we can write u in
terms of Qn,0m,j,ℓ as
u =
∞∑
n=0
n∑
m=0
⌊m
2
⌋∑
j=0
∑
ℓ
[
am,j
(
unm,j,ℓ − 2u
n+1
m,j,ℓ + u
n+2
m,j,ℓ)
−am+2,j+1
(
bm+2,nu
n
m+2,j+1,ℓ − 2cm+2,n+1u
n+1
m+2,j+1,ℓ + dm+2,n+2)u
n+2
m+2,j+1,ℓ
)]
Qn,0m,j,ℓ.
By the relation (3.5), we can further deduce that
u =
∞∑
n=0
n∑
m=0
⌊m
2
⌋∑
j=0
∑
ℓ
[(
fnm,j,ℓ − 2f
n+1
m,j,ℓ + f
n+2
m,j,ℓ)
+am+2,j+1(2m+ d)
(
− 2(n−m)un+1m+2,j+1,ℓ + (2n+ d+ 3)u
n+2
m+2,j+1,ℓ
)]
Qn,0m,j,ℓ,
where we have used the relations
cm+2,n+1−bm+2,n+1 = (2m+d)(n−m), dm+2,n+2−bm+2,n+2 = (2m+d)(2n+d+3).
Thus, by the orthogonality of Qn,0m,j,ν , the boundedness of ‖f‖2 and am,j ≤ 1, we see
that ‖u‖2 is bounded if
∞∑
n=0
n∑
m=0
⌊m
2
⌋∑
j=0
∑
ℓ
∣∣∣(2m+ d)(− 2(n−m)un+1m+2,j+1,ℓ + (2n+ d+ 3)un+2m+2,j+1,ℓ)∣∣∣2 hm,n
is bounded, which is in turn bounded by, after shifting the indices,
∞∑
n=1
n∑
m=2
⌊m
2
⌋∑
j=1
∑
ℓ
∣∣(2m+ d− 4)(n−m− 1)unm,j,ℓ∣∣2 hm−2,n−1
+
∞∑
n=2
n∑
m=2
⌊m
2
⌋∑
j=1
∑
ℓ
∣∣(2m+ d− 4)(2n+ d− 1)unm,j,ℓ∣∣2 hm−2,n−2.
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By the Cauchy inequality and aj,m ≥ 1/2, we see that u
n
m,j,ℓ defined in (3.4) satisfies
|unm,j,ℓ|
2 ≤ 2
⌊n−m
2
⌋∑
i=0
(n−m)!2
(n−m− 2i)!2
1
hm+2i,n
⌊n−m
2
⌋∑
i=0
∣∣∣f̂nm+2i,j+1,ℓ∣∣∣2 hm+2i,n.
Consequently, putting these estimates together, we conclude that
‖u‖22 ≤ c0‖f‖2 + cAm,n
∞∑
n=1
n∑
m=0
⌊m
2
⌋∑
j=0
⌊n−m
2
⌋∑
i=0
m(m+ 2i)
n2
∣∣∣f̂nm+2i,j+i,ℓ∣∣∣2 hm+2i,n,
where, using the explicit formula of hm,n in (2.4), the quantity Am,n is given by
Am,n =
⌊n−m
2
⌋∑
i=0
(n−m)!
(n−m− 2i)!(n+m)2i
=
⌊n−m
2
⌋∑
i=0
(−(n−m))2i
(n+m)2i
.
We show that Am,n is in fact bounded. Indeed, we observe that
Am,n = 2F1
(
−(n−m), 1
n+m
; 1
)
+ 2F1
(
−(n−m), 1
n+m
;−1
)
.
By the Chu–Vandermond identity [6, (15.4.24)],
2F1
(
−(n−m), 1
n+m
; 1
)
=
(n+m− 1)n−m
(n+m)n−m
=
n+m− 1
2n− 1
≤ 1.
By the Pfaff transformation [6, (15.8.1)] and Euler’s integral identity [6, (15.6.1)], we
obtain
2F1
(
−(n−m), 1
n+m
;−1
)
= 2−12F1
(
2n, 1,
n+m
;
1
2
)
=
Γ(n+m)
Γ(n+m− 1)
∫ 1
0
(1− t)n+m−2(1 − t/2)−1dt ≤ 2,
since 1/(1− t/2) ≤ 2 on [0, 1]. Hence, Am,n is bounded by 3. Thus, using
∞∑
n=1
n∑
m=0
⌊m
2
⌋∑
j=0
⌊n−m
2
⌋∑
i=0
∑
ℓ
Fnm+2i,j+1,ℓ =
∞∑
n=1
⌊n
2
⌋∑
i=0
n∑
m=2i
⌊m
2
⌋∑
j=i
∑
ℓ
Fnm,j,ℓ,
we conclude that
‖u‖2 ≤ c0‖f‖
2 + 3c
∞∑
n=2
n∑
m=0
m
⌊m
2
⌋∑
j=0
∑
ℓ
∣∣∣f̂nm,j,ℓ∣∣∣2 hm,n,
which is bounded since ‖(−D)1/2f‖2 is finite. 
A couple of remarks are in order. If f is a smooth function, say, in the Sobolev
space W r2 (V
d+1) consisting of functions whose r-th derivatives are in L2(Vd+1), then
u in (3.3) is an element in W r+22 (V
d+1).
The system has a unique solution because of the boundary condition U(x, t) → 0
as t→∞ in (3.2). For example, if d = 3, then all functions of the form
U(x, t) =
1
r
[f1(t− r) + f2(t+ r)] , r = ‖x‖,
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satisfy the wave equation (∂tt−∆x)U = 0. These functions, however, are not solutions
of (3.2) with f = 0 because they do not satisfy the boundary condition U(x, t)→ 0 at
infinity.
Our result holds for fairly generic function f . For example, it applies to the function
f given by
f(x, t) = g(x, t)χ[a,b](t), 0 ≤ a < b <∞,
which is supported on the compact set {(x, t) : ‖x‖ ≤ t, a ≤ t ≤ b}. Since the
derivatives in D applies only on x variable, the theorem applies if we assume g ∈
W2(Vd+1), so that (3.3) gives a solution for the non-homogeneous wave equation that
is equal to e−tf(x, t).
Finally, it is worth pointing out that if f is a polynomial, then the solution u for
Lu = f is a polynomial given explicitly by (3.3). We end the paper with one example
for d = 2.
In the spherical coordinates (x1, x2) = r(cos θ, sin θ), the spherical harmonics in
H2n are just trigonometric functions r
n cosnθ and rn sinnθ. Hence, in the coordinates
(t, x1, x2) = (t, tr cos θ, tr sin θ) ∈ V
3, with 0 ≤ r ≤ 1 and 0 ≤ θ ≤ 2π, the orthogonal
basis in (1.2) is given by
Qn,µm,j,1(x, t) = L
2m+2µ+d
n−m (t)t
mP
(µ,m−2j+ d−2
2
)
j
(
2
‖x‖2
c2t2
− 1
)
rm−2j cos(m− 2j)θ,
Qn,µm,j,2(x, t) = L
2m+2µ+d
n−m (t)t
mP
(µ,m−2j+ d−2
2
)
j
(
2
‖x‖2
c2t2
− 1
)
rm−2j sin(m− 2j)θ.
(3.8)
As an example that illustrates our theorem, we choose f(x1, x2, t) = tx
2
1+ t
2x2+x1x
2
2.
Its expansion in terms of the basis {Qn,0m,j,i} is given by
f =−
3
2
Q3,00,0,1 +
1
3
Q3,01,0,1 + 2Q
3,0
1,0,2 −
1
2
Q3,02,0,1 −
1
4
Q3,02,1,1 −
1
4
Q3,03,0,1 +
1
12
Q3,03,1,1
+
15
2
Q2,00,0,1 + 2Q
2,0
1,0,1 − 12Q
2,0
1,0,2 +
7
2
Q2,02,0,1
7
4
Q2,02,1,0
− 15Q1,00,0,1 + 5Q
1,0
1,0,1 + 30Q
1,0
1,0,2 + 15Q
0,0
0,0,1.
Using (3.3) with the coefficients determined by (3.4), we derive
u =− 3Q3,−10,0,1 +
1
2
Q3,−11,0,1 + 2Q
3,−1
1,0,2 −
1
2
Q3,−12,0,1 −
1
2
Q3,−12,1,1 −
1
4
Q3,−13,0,1 +
1
8
Q3,−13,1,1
+ 11Q2,−10,0,1 − 2Q
2,−1
1,0,1 − 12Q
2,−1
1,0,2 +
7
2
Q2,−12,0,1
7
2
Q2,−12,1,0
− 15Q1,−10,0,1 + 5Q
1,−1
1,0,1 + 30Q
1,−1
1,0,2 + 15Q
0,−1
0,0,1,
which, after simplification, gives
u(t, x1, x2) = 8 + 2x
2
1 + 6x2 + t
2x2 + t(2 + x
2
1 + 4x2) + x1(2 + x
2
2).
One can verify right away that indeed (∂tt −∆
(x))e−tu = e−tf .
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