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Abstract
This work presents a novel computational framework to simulate fracture events in brittle anisotropic polycrystalline materials
at the microscopical level, with application to solar-grade polycrystalline Silicon. Quasi-static failure is modeled by combining
the phase field approach of brittle fracture (for transgranular fracture) with the cohesive zone model for the grain boundaries (for
intergranular fracture) through the generalization of the recent FE-based technique published in [M. Paggi, J. Reinoso, Comput.
Methods Appl. Mech. Engrg., 31 (2017) 145–172] to deal with anisotropic polycrystalline microstructures. The proposed model,
which accounts for any anisotropic constitutive tensor for the grains depending on their preferential orientation, as well as an
orientation-dependent fracture toughness, allows to simulate intergranular and transgranular crack growths in an efficient manner,
with or without initial defects. One of the advantages of the current variational method is the fact that complex crack patterns in
such materials are triggered without any user-intervention, being possible to account for the competition between both dissipative
phenomena. In addition, further aspects with regard to the model parameters identification are discussed in reference to solar
cells images obtained from transmitted light source. A series of representative numerical simulations is carried out to highlight the
interplay between the different types of fracture occurring in solar-grade polycrystalline Silicon, and to assess the role of anisotropy
on the crack path and on the apparent tensile strength of the material.
c⃝ 2017 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license (http:
//creativecommons.org/licenses/by-nc-nd/4.0/).
Keywords: Cohesive zone model; Phase field modeling of fracture; Anisotropic elasticity; Solar-grade polycrystalline silicon; Finite element
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1. Introduction
Accurate prediction of failure in solids is a matter of a great relevance in different industrial sectors ranging from
aerospace and aeronautics to renewable energy. At the macroscopic scale, fracture is generally originated by several
microscopic defects, i.e. voids and cracks, which grow and coalesce leading to the deterioration of the overall material
properties and the load carrying capacity of the structural component. In particular, at the microscopic scale, the
interplay between intergranular (cracks propagating along grain boundaries) and transgranular (cracks propagating
through the grains) fracture in polycrystalline materials is of major concern in material science and engineering
applications.
In the related literature, simplified models specific for intergranular fracture have been proposed in [1–5] based
on the cohesive zone model (CZM) inserted along the internal grain boundaries. Cohesive crack formulations can be
understood as phenomenological models in which fracture events are triggered by evaluating a particular traction–
displacement law. This numerical technique inherently incorporates a characteristic length scale and has been widely
used to simulate damage in polycrystalline materials [6], though crack paths are constrained along element edges, see
a wide discussion in [7–9], among others.
However, transgranular fracture is also a relevant failure mode in some materials and, in many cases, it is
developed in competition with intergranular failure. Therefore, the development of numerical techniques that allow
a reliable modeling of grains cracking with arbitrary failure paths are indeed necessary to provide a comprehensive
simulation tool. In practical situations, for instance in micro-electro-mechanical systems (MEMS), both types of
crack propagation have been reported in [10,11]. In those investigations, the authors comprehensively document the
importance of considering the in plane grain anisotropy of Silicon which notably affects the fracture behavior. More
specifically, regarding photovoltaics systems, solar-grade polycrystalline Silicon with grains randomly oriented in 3D
are frequently used to manufacture thin solar cells. In such a case, both intergranular and transgranular fracture have
been experimentally reported [12,13], see also some crack patterns in Fig. 1 experimentally observed by the present
authors in solar cells embedded in photovoltaic modules, using the electroluminescence technique. A first attempt to
model both types of fracture has been pursued in [14] by an intrinsic cohesive zone model approach. To avoid mesh
dependency and un-physical material compliances, the extrinsic approach could be put forward, as in [15]. However,
for very brittle materials like Silicon, cohesive zone model approaches suffer from the complexity in resolving the
process zone which is very small as compared to the grain size or to the specimen size.
In contrast to the previous numerical methods relying on cohesive zone models only, several studies have also
been proposed to account for transgranular crack propagation in polycrystals by means of the extended finite element
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Fig. 1. Examples of crack patterns in polycrystalline Silicon solar cells embedded in photovoltaic modules. Dark areas in the images correspond
to electrically inactive zones not contributing to energy production.
method (X-FEM) [16], whereby the crack path does not explicitly depends upon the underlying spatial discretization
of the physical domain into finite elements. In particular, Sukumar and co-authors [17] advocated a failure criterion
based on the ratio between the fracture toughness of the grain boundaries Ggbc and the toughness of the grains Gic,
achieving a good qualitative agreement with respect to the experimental observations therein analyzed. Alternative
computational techniques that feature explicit crack representations such as the enhanced finite element method
(EFEM) [18,19], relying on the enhanced assumed variational methods [20], and the generalized finite element method
(GFEM) [21] can also be used to model fracture events in such scenarios, though different operative difficulties such
as the identification of crack initiation location and path might arise.
Within the context of modeling sharp crack discontinuities, the recent phase field approaches for fracture [22,23]
can be seen as a very promising numerical technique, especially suitable for quasi-brittle materials like Silicon
(monocrystalline and polycrystalline solar-grade). Particularly, the explicit crack methods as those mentioned above
suffer in situations with very complex fracture topologies including branching, kinking and coalescence. With the
aim of overcoming such difficulties, grounded on the Griffith’s fracture theory [24], phase field models encompass
a diffusive crack approach based on the definition of the crack phase field variable and its corresponding evolution
equation. In the spirit of the Γ -convergence regularizations [25,26], discontinuities due to cracks are regularized using
a characteristic length scale l. One of the most appealing aspects of phase field models of fracture is their inherent
versatility, sharing several common aspects with gradient-enhanced damage formulations [27–30]. This feature has
motivated the extension of the thermodynamic consistent formulation proposed by Miehe and co-authors [22,31] to
dynamic [32,23] and ductile [33] fracture, anisotropic fracture in biomechanics [34], multi-physic systems [35,36],
and shell structures [37–40], among many others. In this concern, recent investigations have applied the phase
field approach to simulate failure in polycrystalline materials [41–43]. Moreover, its rational coupling with a novel
cohesive formulation proposed in [44] allows fundamental Linear Elastic Fracture Mechanics (LEFM) predictions
to be retrieved for the limit case of brittle cohesive interfaces in a consistent and robust manner. This formulation
conceptually postulated the split of the dissipated energy into the bulk and interface contributions for the interplay
between both failure mechanisms, i.e. crack growth in the bulk or debonding along the existing interfaces.
Departing from the computational framework developed in [44], a novel formulation based on the phase field
modeling of fracture for the grains combined with the cohesive zone model for the grain boundaries is proposed
in this article. The principal motivation for the combination of both the cohesive zone and phase field models for
triggering damage events in polycrystalline materials is to capture the fracture phenomena related to intergranular and
transgranular crack growth and their potential interplay. Polycrystalline Silicon grains for solar-grade photovoltaics
display a very brittle response, so that the use of the phase field approach to brittle fracture, herein extended to
anisotropic materials with elastic and toughness properties dependent on the grain orientation, is a proper choice.
Regarding the grain boundaries, on the other hand, a cohesive zone model approach is pursued to simulate their
separation and allow for a richer description of their fracture behavior. In fact, although a tension cut-off cohesive
zone model will be used in the present study, interface finite elements used to discretize the grain boundaries
can accommodate more accurate traction–separation relations stemming from molecular dynamics or ab initio
simulations, see e.g. [45,46], towards the development of a multi-scale computational model of technological impact
for photovoltaic applications. Moreover, the proposed interface finite element formulation can be extended to take into
account the additional thermal resistance of the grain boundaries for multi-field problems, which in turn does depend
on the crack opening at the sub-micro scale, following the approach put forward in [47]. Within such a framework,
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further developments might also regard modeling of the optoelectronic properties of grain boundaries [48], which is
an important concern for the solar energy conversion efficiency.
Based on the previous considerations, the main goal of the current approach concerns the simulation of fracture
events in anisotropic polycrystalline materials with high technological impact, as is the case of solar-grade polycrys-
talline Silicon. First, the proposed formulation extends the concepts introduced in [44] for anisotropic materials via the
definition of the fracture toughness of the grains as a function of the grain orientation. This modification will be used
in the unified variational principle for the competition between intergranular and transgranular crack propagation.
Second, due to the practical importance of polycrystalline Silicon in solar systems, special attention is devoted for
identification of the model parameters for such applications through the use of solar cells images from transmitted
light source.
The manuscript is organized as follows. In Section 2, the principal aspects of the proposed modeling framework
to simulate intergranular and transgranular failure in polycrystalline microstructures are presented, where special
attention is paid to the modeling assumptions of anisotropic behavior of solar-grade Silicon. Section 3 outlines the
determination of the actual material properties of solar cells obtained from Silicon wafers in solar energy systems.
Algorithmic details regarding the insertion of interface models within the grain boundaries are addressed in Section
4. The performance of the proposed computational method is assessed in Section 5 by means of several representative
examples. Finally, the main conclusions of the present study are drawn in Section 6. Additional electronic material
collects MATLAB routines for the generation of finite element meshes for polycrystalline materials and for the
computation of the anisotropic constitutive tensor of the solar-grade Silicon grains depending on their orientation,
adopting the conventional Miller indices representation used in materials science.
2. Phase field approach for transgranular crack growth combined with the cohesive zone model for
intergranular fracture
This section revisits the main aspects of the consistent modeling framework for the combination of the phase
field approach of fracture for transgranular crack growth and the cohesive zone model used to simulate intergranular
fracture. Section 2.1 outlines the variational framework and the interface model, whereas the corresponding weak
form and finite element formulation is presented in Section 2.2. Subsequently, Section 2.3 addresses the main aspects
concerning the material modeling for anisotropic Silicon grains. As stated above, from the computational standpoint,
the main novelty of the current study concerns the incorporation of the anisotropic character of polycrystalline
materials –particularized to Silicon photovoltaics– in terms of elastic and fracture properties within the original
modeling framework proposed in [44]. Therefore, this technique allows for the simulation of the competition between
intergranular and transgranular crack propagation in an efficient and robust manner.
2.1. Variational framework and interface formulation
Let Ω ∈ Rndim be an arbitrary cracked solid in the Euclidean space of dimension ndim , whose boundary is denoted
by ∂Ω . Let Γ ∈ Rndim−1 the crack surface withinΩ , see Fig. 2.a. This system also includes the presence of an interface
Γi . To clarify the notation, in the sequel, the position vectors of the grains are denoted by x, whereas xc stands for the
position vectors referred to the interface Γi .
The variational approach to brittle fracture governing crack nucleation, propagation and branching is set up through
the definition of the following functional [22,23]:
Π (u,Γ ) = ΠΩ (u,Γ )+ΠΓ (Γ ) =
∫
Ω\Γ
ψe(ε) dΩ +
∫
Γ
Gc dΓ , (1)
where ψe(ε) is the elastic energy density that depends upon the strain field ε, and Gc is the fracture energy. In Eq. (1),
the term ΠΩ (u,Γ ) identifies the elastic energy stored in the damaged body, while the energy required to create the
crack complying with the Griffith criterion is denoted by ΠΓ (Γ ).
Following [44,49], the fracture energy function is split into the corresponding counterparts associated with the
dissipated energy in the anisotropic polycrystalline grains Ω due to transgranular fracture (governed by the phase
field approach of brittle fracture for the prospective discontinuities Γt ) and along the grain boundaries (Γi ) as a
manifestation of intergranular fracture:
ΠΓ = ΠΓt +ΠΓi =
∫
Γt
G⟨abc⟩(u, d) dΓ +
∫
Γi
Gi (u, d) dΓ . (2)
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Fig. 2. (a) The multi-field problem for cracked bodies based on the phase field approach of fracture with the presence of interfaces Γi . Left:
Mechanical problem. Right: Crack phase field problem. (b) Traction–separation law of the interface model compatible with the phase field approach
of fracture: representation for a generic fracture Mode that releases the energy GiC : τ , τc,0 and τc are the traction component at the interface, its
critical value for undamaged and partially damaged surrounding bulk, whilst g, gc,0 and gc are their respective relative displacements at the
interface.
In the grains, the fracture energy is dissipated according to the Griffith hypothesis [50]. In the present anisotropic
model, the fracture toughness of each grain, G⟨abc⟩, depends on the grain orientation ⟨abc⟩, where a, b, and c denote
the standard Miller indices.
The phase field variable in Eq. (2) has the physical meaning of an internal state damage variable (d ∈ [0, 1], where
d = 0 represents an intact material, while d = 1 identifies the fully damaged state), which is an implicit function of
the displacement field and of a regularization parameter related to the smeared crack width, l. When the characteristic
regularization parameter tends to zero (l → 0), then the formulation outlined in Eq. (2) tends to Eq. (1) in the sense of
the so-called Γ -convergence (see [50] for more details). For finite non-vanishing values of l, this parameter controls
the value of the apparent material strength in uniaxial tensile tests, see e.g. [44]. At this point, it is worth mentioning
that recent studies have investigated the relation between the parameter l and the failure stress σc =
√Gbc E/L , where
L is the characteristic size of the specimen and Gbc and E stand for the toughness and the Young’s modulus of the bulk,
respectively. In particular, Tanne´ and co-authors [51] proposed that, once these material properties are known, i.e. σc,
Gbc and E , then the parameter l can be set as l = 27256 (G
b
c E
σ 2c
). Therefore, based on this consideration, the regularization
parameter can be considered as a material internal length scale, in line with the discussion in [52,53].
For the grain boundaries, the corresponding fracture energy is released according to a cohesive zone model
formulation. In particular, in the following we assume that the interface behavior is ruled by a linear traction–
separation relation with tension cut-off, to simulate the brittle response of solar-grade polycrystalline Silicon.
According to [44], the energy dissipation for intergranular fracture is characterized by the fracture energy function Gi ,
which is related to the displacement discontinuities at the interface, g, and also to the average phase field degradation
variable of the adjacent continuum, d:
Gi = G(g, d). (3)
In the present study, a linear tension cut-off cohesive zone model (CZM) is adopted for Mode I and Mode II
interface fracture, see [44] for more details omitted here for the sake of conciseness. The traction–separation relations
are defined by the peak tractions σmax and τmax, and by the areas below them, which respectively correspond to the
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grain boundary Mode I and Mode II fracture toughnesses, see Fig. 2.b for a schematic representation of the interface
response.
The particular forms of the traction–separation relation of the current cohesive model, which depends on the
damage state of the surrounding bulk relying on the phase field variable, are given by:
σ =
⎧⎪⎨⎪⎩
kn
gn
gnc
, if 0 <
gn
gnc
< 1;
0, if
gn
gnc
≥ 1, τ =
⎧⎪⎨⎪⎩
kt
gt
gtc
, if 0 <
gt
gtc
< 1;
0, if
gt
gtc
≥ 1. (4)
It is worth mentioning that, differing from [43], the shape of the proposed cohesive model is consistently coupled
with the phase field model in the bulk, but preserving the energy dissipated along the interface. The corresponding
energy release rates for Modes I and II read:
GiI (d) =
1
2
kn,0g2n
g2nc,0[
(1− d)gnc,0 + dgnc,1
]2 ; GiI I (d) = 12kt,0g2t g
2
tc,0[
(1− d)gtc,0 + dgtc,1
]2 , (5)
where kn,0 and kt,0 stand for the interface stiffness values for d = 0, with their corresponding critical relative
displacements gnc,0 and gtc,0. The respective values for d = 1 are denoted by kn,1, kt,1, gnc,1 and gtc,1. Finally,
for a generic value of the crack phase field variable in the bulk, d, the corresponding interface parameters read: kn , kt ,
gnc and gtc, whose definitions can be found in [44].
Interface failure is attained through the adoption of the standard fracture criterion based on the quadratic
composition of the Mode I and Mode II energy release rates:( GiI
GiI C
)2
+
( GiI I
GiI I C
)2
= 1. (6)
Based on the previous modeling assumptions, the functional in Eq. (1) can be recast as:
Π (u,Γt ,Γi ) = ΠΩ +ΠΓt +ΠΓi =
∫
Ω\Γ
ψe(ε) dΩ +
∫
Γt
G⟨abc⟩(u, d) dΓ +
∫
Γi
Gi (g, h, d) dΓ , (7)
where the functional corresponding to the grains is:
Πt (u,Γt ) = ΠΩ (u,Γt )+ΠΓt (Γt ) =
∫
Ω\Γ
ψe(ε) dΩ +
∫
Γt
G⟨abc⟩(u, d) dΓ . (8)
Within the regularized framework of the phase field approach in continuous bodies [54], given a crack surface
topology Γc ⊂ R2, the regularized crack functional adopts the form
Γc(d) :=
∫
Ω
γ (d,∇xd) dΩ , with γ (d,∇xd) = 12l d
2 + l
2
|∇xd|2. (9)
In line with [22,31], the minimization problem associated with the diffusive crack topology reads
d(x) = Arg{ inf
d∈WΓ (t)
Γc(d) } (10)
subject to the Dirichlet-type constraint: WΓ (t) = {d | d(x) = 1 at x ∈ Γc}. Correspondingly, the potential energy of
the system is decomposed into two terms:
Πt (u, d) =
∫
Ω
ψ(ε, d) dΩ +
∫
Ω
G⟨abc⟩γ (d,∇xd) dΩ . (11)
As a result, the total free energy density of the bulk, ψˆ , reads:
ψˆ(ε, d) = ψ(ε, d)+ G⟨abc⟩γ (d,∇xd). (12)
The corresponding Euler equations associated with the phase field problem within the grains are given by
d− l2∇2xd = 0 in Ω and ∇xd · n = 0 in ∂Ω , (13)
where ∇2xd stands for the Laplacian of the phase field variable.
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Regarding the strain energy density of the bulk, ψ(ε, d), the following expression is herein considered, accounting
for the anisotropic constitutive response of the grains:
ψ(ε, d) = g(d)ψe(ε) = [(1− d)2 +K]ψe(ε). (14)
In the previous equation, ψe(ε) is the elastic strain energy density of each undamaged anisotropic grain under
plane stress assumptions, whereas g(d) stands for the degradation function, which satisfies g(0)ψe(ε) = ψe(ε) for
undamaged states, and g(1)ψe(ε) = Kψe(ε) for fully deteriorated states, being K a residual positive parameter that
prevents numerical instabilities.
Hence, the resulting form of the functional corresponding to the current modeling framework reads
Π (u, d) =
∫
Ω
g(d)ψe(ε) dΩ +
∫
Ω
G⟨abc⟩γ (d,∇xd) dΩ +
∫
Γi
Gi (g, d) dΓ . (15)
Finally, note also that a suitable decomposition of the free-energy function into positive and negative counterparts
as proposed in [22] is recalled to preclude crack propagation under compression.
2.2. Weak form of the variational problem and finite element formulation
The construction of the variational formulation is carried out through the exploitation of the variation of the
functional given in Eq. (15) with respect to the displacements and the crack phase field variable.
For transgranular failure, we postulate kinematic and traction boundary conditions, which are defined along the
disjoint parts ∂Ωu ⊂ ∂Ω and ∂Ωt ⊂ ∂Ω , respectively, with ∂Ωt ∪ ∂Ωu = ∂Ω and ∂Ωt ∩ ∂Ωu = ∅, yielding:
u = u on ∂Ωu and t = σ · n on ∂Ωt , (16)
where n is the outward normal unit vector to the body, and σ is the Cauchy stress tensor.
Recalling standard arguments, the following weak form for the variational problem for the grains is obtained:
δΠt (u, δu, d, δd) =
∫
Ω
σ : δε dΩ −
∫
Ω
2(1− d)δdψe(ε) dΩ
+
∫
Ω
G⟨abc⟩l
[
1
l2
dδd+∇xd · ∇x(δd)
]
dΩ + δΠt,ext(u, δu), (17)
where δu collects the test functions referred to the displacement field, which satisfy (Vu = {δu |u = u on ∂Ωu,u ∈
H1}); δd identifies the phase field test functions (Vd = {δd | δd = 0 on Γb, d ∈ H0}), and finally, the external
contribution to the variation of the bulk functional reads
δΠt,ext(u, δu) =
∫
∂Ω
t · δu d∂Ω +
∫
Ω
fv · δu dΩ . (18)
The irreversible character of the fracture process within the grains is guaranteed by means of the incorporation
of a penalty term accounting for the history of the local damage variable [22,55]. The thermodynamic consistency
according to the Clausius–Planck inequality of the present formulation has been comprehensively addressed in [22],
and consequently specific details are omitted here for the sake of brevity.
Similarly, with regard to the interface contribution to the complete functional of the system, its virtual variation
with respect to the two primary fields takes the form
δΠΓi (u, δu, d, δd) =
∫
Γi
(
∂Gi (u, d)
∂u
δu+ ∂G
i (u, d)
∂d
δd
)
dΓ , (19)
where the displacement and crack phase field test functions are defined in accordance to the transgranular failure
problem.
The finite element discretization of the weak forms given in Eqs. (17)–(19) is performed complying with the
isoparametric concept. Through the definition of the Lagrangian shape functions N I (ξ ), which are defined in the
parametric space ξ = {ξ 1, ξ 2}, the following discretization scheme for the displacements and the crack phase variable
at the grains are introduced:
x ∼= N˜x; u ∼= Nd; δu ∼= Nδd; ∆u ∼= N∆d, (20)
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d ∼= Nd; δd ∼= Nδd; ∆d ∼= N∆d, (21)
where the interpolation functions are arranged in the operator N; the nodal reference positions are collected in
the vector x˜, whereas the nodal displacements and crack phase field variable are denoted by the vectors d and d,
respectively. Moreover, the nodal trial and incremental displacements are denoted by δd and∆d, respectively, whereas
the corresponding vectors for the crack phase field variable are identified by δd and∆d. Note that the current modeling
framework adopts the same interpolation scheme for the displacement and the phase field variables, as given in
Eqs. (20)–(21). In particular, with respect to the phase field interpolation, the average value of the phase field at
the two flanks of the grain boundary is computed, to be associated to the midline which is taken as the usual reference
in CZM formulations (see [44]). This leads to a straightforward implementation within a monolithic fully implicit
solution algorithm, as herein pursued. Nevertheless, it is worth mentioning that different interpolation schemes could
be exploited and easily implemented within a staggered (sequential) approach, where the phase field Poisson-type
partial differential equation is solved separately from the nonlinear mechanical equilibrium problem and an overall
convergence loop is introduced. Based on the authors’ experience, the monolithic approach was found to be faster to
converge than the staggered one, see the specific convergence study for fracture in solid shells reported in [40]. Within
a monolithic strategy, coupling of different discretization schemes for the phase field and for the displacement field
could be achieved by a Lagrange multiplier approach, such as the mortar method, which is a solution worth exploring
in future developments.
The interpolation of the strain field (ε) and the gradient of the phase field (∇xd), their variations (δε) and (∇xδd),
and their increments (∆ε) and (∇x∆d) read
ε ∼= Bdd; δε ∼= Bdδd; ∆ε ∼= Bd∆d (22)
∇xd ∼= Bdd; ∇x(δd) ∼= Bdδd; ∇x(∆d) ∼= Bd∆d, (23)
where Bd denotes the displacement–strain compatibility operator, and Bd identifies the suitable matrix for the
interpolation of the gradient of the phase field variable.
After some straightforward operations, the consistent linearization of the discrete residual equations leads to the
following coupled system:[
Ktdd K
t
dd
Ktdd K
t
dd
] [
∆d
∆d
]
=
[
ftd,ext
0
]
−
[
ftd,int
ftd
]
, (24)
where Ktab, with a, b = d, d are the tangent matrices to trigger transgranular failure within the grains, ftd,ext is the
external force vector, whereas the internal residuals corresponding to the displacements and the crack phase field
variable are denoted by ftd,int and f
t
d, respectively.
In an analogous manner, for the intergranular failure along the interface, the local gap vector gloc at any point inside
Γ eli can be interpolated as follows
gloc ∼= RˆBˆbd (25)
where Rˆ denotes the standard rotation matrix of the interface traction–separation relation, whilst Bˆd = NL is the
interface compatibility operator. For the crack phase field variables at the interface, the interpolation of the average
value defined on the middle interface surface renders
d ∼= NdMdd¯ = Bˆdd¯, (26)
where Md is a suitable average operator and Bˆd = NdMd stands for the compatibility operator corresponding to the
phase field. The particular expressions of the previous interpolation operators are detailed in [56,57] and are omitted
here for brevity reasons.
Finally, the discrete system of equations involving the displacement and the phase fields for intergranular failure
renders[
Kidd K
i
dd
Kidd K
i
dd
] [
∆d
∆d
]
=
[
fid
fid
]
. (27)
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The particular expressions for tangent operators Kiab, with a, b = d, d, and for the internal force vectors fid and fid are
comprehensively derived in [44].
The numerical solution procedure for the systems Eqs. (24) and (27) is performed in a monolithic manner. In
particular, two user-defined elements for the intergranular and transgranular failure are implemented into the FE code
FEAP [58].
2.3. Anisotropic polycrystalline Silicon: grains material model
With regard to the material anisotropy, the stress–strain relation for a 3D Silicon polycrystal is usually specified in
a frame with coordinate axes aligned along with its symmetry planes, i.e., using Miller’s indices, ⟨100⟩, ⟨010⟩, and
⟨001⟩.
In this material frame, the stress–strain relation can be symbolically written as σ locali j = C locali jkl εlocalkl , where C locali jkl
is the fourth order anisotropic constitutive tensor. For the particular case of Silicon, due to its cubic symmetry, we
have C1111 = C2222 = C3333 = 165.7 GPa, C1122 = C1133 = C2211 = C2233 = C3311 = C3322 = 63.9 GPa,
C1313 = C3113 = C1331 = C3131 = 79.6 GPa, C2323 = C3223 = C2332 = C3232 = 79.6 GPa, and C1212 = C2112 =
C1221 = C2121 = 79.6 GPa.
To effectively account for the material properties in the general global setting, a generic orientation can be
characterized by the three Euler angles defining the intersection between the surface plane [abc] of the grain defined
by its normal vector ⟨abc⟩ and the symmetry planes [100], [010], and [001]. We shall denote these angles as θ100, θ010,
and θ001, for simplicity of the notation. They can be easily computed from the Miller’s indices a, b, c, as follows:
θ100 = acos
(
a√
a2 + b2 + c2
)
, θ010 = acos
(
b√
a2 + b2 + c2
)
, θ001 = acos
(
c√
a2 + b2 + c2
)
.
Thus, the stress–strain constitutive relation for each arbitrarily oriented grain in the global reference system reads
σ
global
i j = Cglobali jkl εglobalkl , where Cglobali jkl = Rpi Rq j Rrk RslC localpqrs (repeated indices denote summation from 1 to 3). The
rotation matrix R appearing in this transformation formula can be computed as the product R001R010R100, whose
terms are defined as follows:
R100 =
⎡⎣1 0 00 cos(θ100) − sin(θ100)
0 sin(θ100) cos(θ100)
⎤⎦ , (28a)
R010 =
⎡⎣ cos(θ010) 0 sin(θ010)0 1 0
− sin(θ010) 0 cos(θ010)
⎤⎦ , (28b)
R001 =
⎡⎣cos(θ001) − sin(θ001) 0sin(θ001) cos(θ001) 0
0 0 1
⎤⎦ . (28c)
The derivation of a closed-form expression for Cglobal is very lengthy and impractical to display, so that it is more
convenient to proceed numerically based on the above transformation.
Moreover, since the computational model of the solar cell addressed in this work complies with plane stress
modeling assumptions, the determination of the 2D constitutive stress–strain tensor C2D of the anisotropic grain is
therefore required. This can be derived by imposing that the stress components σzz , σxz , and σyz are equal to zero. From
the computational point of view, it is convenient to compute the tensor D = C−1global relating the strain components to
the stresses as a first operation, and then to take the sub-matrix D3×3 whose components D3×3(i, j) are those contained
in D(i, j) with i, j = 1, 2, 6. The desired expression for C2D is finally obtained by inverting D3×3, i.e., C2D = D−13×3.
The present method for the computation of the constitutive tensors has been implemented in the MATLAB routine
Cmat.m, which is provided open source as a complementary electronic material of this article.
3. Anisotropic elastic parameters and fracture toughness depending on grain orientation
The elastic properties of Silicon crystals are strongly dependent on their orientation, as carefully pointed out in [59],
and their variations can be quite significant. Hence, stochastic models accounting for the random orientation of the
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crystals on their anisotropic constitutive relation are relevant in practical applications. Similarly, the fracture toughness
is found to be dependent on the grain orientation, see [60].
On these topics, the existing literature is quite vast, especially for polycrystalline Silicon used for microsys-
tems [61,62,10]. In such a case, thin film Silicon is produced from epitaxial growth, and therefore the microcrystalline
grains share the same growth orientation in an average sense, and only the in-plane orientation of each Silicon lattice
is random. For such a material, an anisotropic elastic model is put forward for the grains and the fracture toughness
is also considered dependent on the grain orientation, see [10]. For MEMS, the ⟨110⟩ orientation is associated to the
lowest fracture toughness.
For solar-grade polycrystalline Silicon used to manufacture solar cells, the production process relies on laser sawing
of a Silicon wafer produced by melt growth, which leads to a complete 3D random orientation of the grains [63].
From the experimental point of view, grain orientation can be measured with accuracy by X-ray diffraction (XRD) or
electron back scattered diffraction (EBSD). However, these methods need a sophisticated specimen preparation and
can be applied on small samples of a few micrometers only. Since the grain sizes of typical polycrystalline Silicon
wafers are in the few centimeters range, the application of these methods to the analysis of solar cells composed of
hundreds of centimeter-size grains is a concern.
Very recently, a new method has been proposed to enable the measurement of the grain orientations of a complete
wafer [64], relying on the Laue scanner technology. Alternatively, optical microscopy imaging techniques can be
applied as in [65], although a preliminary surface treatment of the wafer by an anisotropic wet chemical process is
required, which excludes the applicability of this technique to solar cells embedded into photovoltaic (PV) modules.
By exploiting the effect of anisotropy on the reflectance of the grains [66], photoluminescence (PL) has also been
proposed in [67] to estimate grain orientations. The analysis of PL images highlighted a strong correlation between
the PL intensity and the surface energy. As a general trend, the brightest grains were found to be close to the ⟨100⟩
orientation (i.e., the visible surface plane of the grain is [100]), while the dimmer grains were mostly aligned along the
⟨111⟩ orientation. Grains approximately oriented along ⟨010⟩ presented an intermediate PL intensity and the widest
scatter in the surface energy. Although probability density functions of the surface energy with the grain orientation
were not provided, the widest scatter in the surface energy noticed for the ⟨010⟩ direction supports the hypothesis that
the majority of the grain population is composed of such grains.
A closer look in [68] at the optical properties of polycrystalline Silicon using the near infrared (NIR) polariscopy
and the calibration with X-ray diffraction, considering the fact that the incident light is partially absorbed, reflected
and transmitted, led to the observation that the brightest grains observed during light transmission have the ⟨344⟩
orientation, the medium bright category corresponds to the ⟨100⟩ crystallographic orientation, medium dark intensities
correspond to ⟨110⟩ and ⟨211⟩ orientations, and ⟨111⟩ oriented grains were found considerably darker than all the rest.
In the present study, the important observations on the correlation between light transmittance and grain orientation
are further exploited to qualitative assess grain orientations in polycrystalline Silicon solar cells embedded in semi-
transparent glass–glass PV modules. Such a PV laminate composition allows examining the transmitted light just
by taking a photo with a CCD camera of the solar cell from its backside in illuminated sunlight conditions. After
conversion of the photo into a gray scale image using the standard rgb2grey command in MATLAB, the image
appears as that shown in Fig. 3(a).
The level of gray intensity of the transmitted light through the polycrystal, ranging from 0 for black up to 255 for
white, can be examined by inspecting the corresponding histogram displaying the number of pixels with a certain
gray intensity, see Fig. 3(b) related to Fig. 3(a). Although a calibration with other techniques should be made to
propose a quantitative identification procedure, the considerations on the level of brightness of grains depending on
their orientation gained from NIR polariscopy can be assumed to be valid also for these images, since they also refer
to transmitted light. Obviously, the absolute value of the brightness of the transmitted light obtained with the NIR
polariscopy in [68] for the different orientation of the Silicon grains cannot be directly compared to that obtained
with a CCD camera, since they refer to a different range of the light spectrum. However, the results of the study with
the NIR polariscopy can be extrapolated to interpret, in a qualitative way, the data obtained from a CCD camera.
A wide inspection of the histograms of the transmitted visible light associated to more than 50 images like that in
Fig. 3(a) has put into evidence some common features that can be summarized as follows (see also Fig. 3(b) for a
visual representation). (i) The darkest pixels with an intensity less than that corresponding to a local minimum (75
for the histogram in Fig. 3(b)) are related to the solar cell borders, which are darker than the rest of the solar cell due
to a different coating, not for a different grain orientation. Therefore, this tail of the histogram should be discarded
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(a) Gray scale image. (b) Histogram of light intensity.
Fig. 3. (a) Gray scale image of a polycrystalline Silicon solar cell. (b) Histogram of transmitted light intensity, with the indication of the
corresponding grain orientations.
since it is meaningless. (ii) The histograms present an intensity approximately in the middle of the range 0–255 that
corresponds to an absolute maximum (for the value 110 in Fig. 3(b)). According to considerations based on NIR
polariscopy, since the pixels associated to an intensity near this peak are medium-dark, they should be associated
to ⟨111⟩, ⟨110⟩ and ⟨211⟩ grain orientations, with ⟨111⟩ grains darker than the others. Conventionally, we propose to
associate ⟨111⟩ grains to intensities ranging from that corresponding to the local minimum of the histogram previously
identified (75 for this example), up to the intensity corresponding to the histogram maximum. Grains with ⟨110⟩ and
⟨211⟩ orientations can be associated to intensities ranging from that of the histogram maximum, up to the intensity
related to a change in the slope of the histogram (about 140 in Fig. 3(b)). The upper limit of this range is again
a conventional choice, although justified by the evidence from NIR polariscopy that the ⟨100⟩ grains are 1.5 to 2
times brighter than the grains having orientations ⟨110⟩ and ⟨211⟩ [68]. (iii) The longest tail of the histogram, ranging
from the intensity corresponding to the change in the slope up to the last local maximum (about 230 in Fig. 3(b)),
corresponds to medium bright grains. In analogy with NIR polariscopy considerations, these medium bright grains
can be considered oriented along the ⟨100⟩ direction. (iv) The last part of the histogram with intensities up to 255
corresponds to the brightest grains, and therefore they can be assumed to be oriented along the ⟨344⟩ direction.
According to this proposed classification, image segmentation of Fig. 3(a) using the above ranges of intensities
leads to the images in Fig. 4, corresponding to the four major classes of grain orientations that can be ascertain from
the intensity of transmitted light. These results, albeit qualitative, can be profitably used for the design of numerically
generated synthetic polycrystalline microstructures of solar cells, by assigning a frequency of grains consistent with
their computed densities. From Fig. 4, for instance, ⟨111⟩ grains are 26% of the total, ⟨110⟩ and ⟨211⟩ grains are
37%, ⟨100⟩ grains are 30%, and ⟨344⟩ grains are 7%. Further analysis of the shape of the grains with the same
orientation (Fig. 4) could also be put forward to assess the grain size distribution and higher order geometrical
parameters associated to the distortion of the grain shapes. All of this information can be used to build realistic
synthetic models of grain microstructures, with different levels of accuracy depending on the need.
Considering the orientations above, which are the most frequent in polycrystalline solar cells based on the
quantitative measurement techniques in [67,68], the method detailed in Section 2 is able to provide the elastic
coefficients entering the 3D and the 2D plane stress anisotropic constitutive tensors for each grain orientation. These
data, that cannot be easily found in the literature, are fully collected in Appendix A, along with the Euler angles
corresponding to each crystallographic orientation.
As far as the fracture toughness of the grains, not all the possible grain orientations have been tested in the literature
to accurately estimate the corresponding fracture toughness. Reliable data are reported in [60] for the ⟨100⟩, ⟨110⟩,
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(a) ⟨111⟩ grains. (b) ⟨110⟩ and ⟨211⟩ grains.
(c) ⟨100⟩ grains. (d) ⟨344⟩ grains.
Fig. 4. Image segmentation of the gray scale image of the polycrystalline Silicon solar cell in Fig. 3(a), according to the classification in Fig. 3(b).
and ⟨111⟩ orientations, namely G⟨100⟩ = 4.32 N/m, G⟨110⟩ = 2.96 N/m, and G⟨111⟩ = 2.04 N/m, respectively. For
such a reason, we shall restrict our numerical simulations to microstructures with grains presenting those orientations.
4. Algorithm for finite element mesh discretization of polycrystalline material microstructures
This section presents an algorithm for the generation of two dimensional finite element models of solar
cells with a polycrystalline microstructure, including both a procedure to discretize the grains with triangular or
quadrilateral finite elements with linear shape functions, and automatically including four nodes linear interface
finite elements along the grain boundaries. The algorithm has been implemented in a series of MATLAB routines
(Apolygrainmicrostructure.m, C1intelementsforQ4.m, C2intelementsforT3.m) provided open access as a
complementary material of this article. The procedure consists of the following three main steps:
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1. The internal boundaries of the polycrystalline microstructure is generated. A user defined number of grains
with random size and shape are created within a pre-defined square or rectangular domain by means of the
Voronoi algorithm. The input parameters are the size of the domain, the number of grains to be generated, and
the average size for the finite elements that are created in step 2.
2. Grains defined by the internal and external boundaries are meshed with two dimensional finite elements with
linear shape functions. They can be either triangular or quadrangular, as specified by the user, while a mix of
the two types is not possible in the present version, but it can certainly be included in further developments.
The internal grain boundaries are also meshed with line elements. This will be useful in the third step of the
algorithm to correctly identify the segments along which the interface elements have to be introduced. The mesh
is created with the code Gmsh [69], using the output file of the step 1 in input. At this stage, all the grains are
fully bonded together.
3. Interface elements are now inserted in the mesh along the grain boundaries. First, the grains are shrunk by a
small amount defined by the user (1% of the original size is usually appropriate), with respect to each polygon
center of mass. The nodes along the grain boundaries are duplicated. Four nodes 2D interface elements are then
created along the grain boundaries using the original nodes and the duplicated ones. Two output files are finally
provided: one containing the list of nodes with node number and nodal coordinates, the other containing the
list of finite elements with element number and nodal connectivity data. Such files can be directly used as input
for any finite element software. In the present version, the format has been particularized for being included in
FEAP [58] input files.
5. Numerical examples
A square polycrystalline microstructure with 20 mm of lateral size and composed of 11 grains to resemble a portion
of a real polycrystalline Silicon solar cell (see also [14]) is herein considered as a case study to assess the capability
of the proposed computational framework to predict intergranular fracture, transgranular fracture, and failure modes
characterized by their interplay.
The finite element mesh of the grains and of the interfaces have been generated using the algorithm thoroughly
detailed in Section 4, see the result in Fig. 5. Each grain has been associated with a random orientation chosen among
⟨100⟩, ⟨110⟩, and ⟨111⟩ orientations. Based on that, each grain has its own elastic constitutive tensor and its own
fracture toughness. Alternatively, to highlight the relevance of anisotropy, a model with the same geometry but with
all ⟨100⟩ equi-oriented grains and the same associated toughness has been considered, which reduces to an isotropic
material model.
In the simulated tensile tests, a vertical displacement v is increasingly imposed to the nodes belonging to the upper
side of the specimen, keeping restrained the opposite side to vertical displacements. The corner node on the bottom
left is also restrained in the horizontal direction, to avoid rigid body motion.
Due to the presence of an initial defect inside one grain (the grain displayed in red in Fig. 5), modeled as an
edge crack on the left boundary, which could be for instance originated by soldering of a busbar onto the solar
cell during production, the phase field approach for brittle fracture governs its initial transgranular propagation.
Afterwards, when the crack meets the grain boundary, competition with cohesive intergranular fracture may occur
depending on the toughness of the interface. Therefore, a series of parametric analyses, considering different values
of the interface fracture toughness, has been carried out to elucidate on this competition. Finally, the same anisotropic
polycrystalline microstructure has been tested again, but now without the initial defect. This example is aimed at
showing the capability of the present framework to simulate not only crack growth, but also crack nucleation.
In all the simulations, the length scale parameter l of the phase field formulation for brittle fracture has been
set equal to 0.002 mm to reproduce a tensile strength of 190 MPa typical of Silicon, following the identification
procedure discussed in [70,71,44]. Furthermore, this particular value of the parameter l ensures the competition
between the intergranular and the transgranular failure modes due to the fact that the corresponding length scales
of the phase field approach l and the process zone size of the cohesive zone model, lC Z M , have the same order
of magnitude, see [44]. Under these conditions, the interplay between both fracture phenomena can take place. In
addition to these aspects, preliminary numerical simulations were conducted in order to guarantee that the mesh size
has been set sufficiently fine to properly discretize the process zone of intergranular cohesive cracks and, at the same
time, the damage zone induced by the phase field, thus ensuring mesh-independent force–displacement curves and
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Fig. 5. Finite element mesh of the polycrystalline microstructure with quadrilateral finite elements for the continuum and compatible interface
finite elements along the grain boundaries. An initial edge crack is inserted along the left edge, inside the red grain, to model a defect. Please refer
to the online version of the article for colors. The label of each grain corresponds to its randomly assigned orientation.
crack patterns. Both conditions have been checked and satisfied by discretizing such zones where nonlinear fracture
events take place with a number of finite elements ranging from 3 to 5, depending on the point. The Mode I and Mode
II grain boundary fracture toughnesses are set identical, say Gi , with also identical critical relative displacements in
the normal and tangential directions, gnc = gtc = 0.045 µm. These critical relative displacements are kept constant in
all the subsequent numerical tests. Therefore, different values of grain boundary toughnesses are simply the result of
different peak normal and tangential cohesive tractions. It is worth noting that, in general, the intergranular fracture
toughness can depend on the doping of the polycrystalline material and on the production process, so basically on
the defects/inclusions introduced along the grain boundaries. Specifically, for polysilicon used for photovoltaics,
experiments show that there is a mild dependence of the fracture toughness on the doping specie (Boron, Phosphorous
or Antimony) [72], while a significant toughness reduction takes place only for very high Boron concentrations. The
following simulations can be representative of a solar-grade polycrystalline Silicon doped with Boron or Antimony,
with standard doping concentrations used in real production.
5.1. Anisotropic model with an initial defect
The fracture toughness Gi of the grain boundaries is herein assumed to be proportional to the toughness of the
⟨100⟩ grains, G⟨100⟩. In the first test, the grain boundaries have been considered to be less tough than the grains,
i.e., Gi/G⟨100⟩ = 0.25.
To visualize the crack pattern, which in the most general case is a combination of the contour where the phase
field variable is equal to unity for transgranular fracture, and the portion of the grain boundaries where intergranular
cracking takes place, the inelastic vertical displacement field is chosen as a representative quantity to be visualized.
Such an inelastic vertical displacement field is computed as the difference between the actual vertical displacement
field in the specimen and the corresponding displacement field for an intact material, which is simply a linear function
of the vertical coordinate for the present uniaxial test. Therefore, the inelastic vertical displacement field is zero until
localized deformation occurs. In the limit case of fracture, when the specimen is broken into two parts, the inelastic
vertical displacement field is negative valued between the crack path and the constrained lower side, while it is positive
valued above the crack path. Intermediate situations would occur during crack growth. The present method allows to
synthetically identify the crack pattern as the curve corresponding to the transition from positive to negative inelastic
displacements. Moreover, the difference between these two quantities along the crack pattern provides a measure
of the vertical component of the crack opening, which is a useful quantity for fracture mechanics considerations,
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(a) v = 5.6 µm. (b) v = 6.0 µm.
(c) v = 6.4 µm. (d) v = 6.8 µm.
Fig. 6. Anisotropic material model. Contour lines of the inelastic vertical displacement field identifying the crack pattern, for Gi/G⟨100⟩ = 0.25.
not provided as a primary output of the phase field model of fracture. In the context of Silicon photovoltaics, for
instance, the crack opening can be used as input to generalized electric models of the grid line for the assessment of
power-losses of the solar cells [9,73–75].
The evolution of the inelastic vertical displacement, superimposed to the image of the grain boundaries for an easy
visualization of the portions of the crack pattern involving intergranular or transgranular fracture, is shown in Fig.
6 for four different imposed vertical displacements v till complete fracture of the specimen. Such a representation
with contour lines has been chosen to highlight the discontinuities in the displacement field due to the presence of
cracks, which are a clear indicator for the occurrence of intergranular fracture. For v = 5.6 µm, grain boundary
decohesion is competing with phase field crack growth of the initial notch. For larger imposed vertical displacements,
intergranular fracture prevails and the final crack pattern is purely intergranular. A peculiarity of this specific case is
a competition among intergranular crack branches: by approaching the complete failure of the specimen (Fig. 6(d)),
a major intergranular crack branch appears just above the bottom left grain, whereas the down-turning branch of the
crack, which propagated initially (see Figs. 6(a) and (b)) seems to disappear. Actually, the vanishing quantity in this
contour plot is the crack opening and, from the mechanical point of view, this is caused by a local elastic unloading
due to the appearance of the competing crack branch, which localizes the deformation in its region.
By increasing the toughness of the grain boundaries, Gi/G⟨100⟩ = 0.75, the evolution of the crack pattern illustrated
in Fig. 7 shows an initial phase field crack growth of the defect within the grain where it is located, which also promotes
transgranular fracture into the next adjacent grain for v = 18.5 µm. The final crack pattern at v = 20.0 µm, however,
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(a) v = 16.5 µm. (b) v = 18.0 µm.
(c) v = 18.5 µm. (d) v = 20.0 µm.
Fig. 7. Anisotropic material model. Contour lines of the inelastic vertical displacement field identifying the crack pattern, for Gi/G⟨100⟩ = 0.75.
is composed of an initial transgranular path followed by a sequence of intergranular paths which are localizing the
deformation along the grain boundaries and are inducing a stress relief in the continuum.
A further increase of the toughness of the grain boundaries, Gi/G⟨100⟩ = 1.00, leads to a prevailing transgranular
crack path over the whole specimen, completed by a short crack path due to intergranular crack growth for
v ≥ 20.0 µm, see Fig. 8.
Finally, considering grain boundaries tougher than the grains, Gi/G⟨100⟩ = 2.00, only transgranular crack growth
is predicted to occur, see Fig. 9. Near the right hand side of the specimen, the crack path approaches the boundary
between two adjacent grains, while remaining in the finite elements of the grains where the phase field variable attains
unity.
The average vertical stress, σ , computed as the sum of the nodal reaction forces in the vertical direction acting on
the upper side, divided by the length of the same side and the unitary out-of-plane thickness, is plotted vs. the imposed
vertical displacement v and the result is shown in Fig. 10 for the different values of the toughness ratio Gi/G⟨100⟩
previously considered. The case with Gi/G⟨100⟩ = 0.25, leading to a crack pattern at failure of pure intergranular type,
is characterized by the minimum value of the peak stress. In all the other cases, the value of the peak stress is dictated
by the transgranular crack growth into the first grain where the defect is located, which is a common feature for all the
cases with Gi/G⟨100⟩ ≥ 0.75. The post-peak branch of the stress–displacement curve, on the other hand, is influenced
by the last part of the crack pattern, which can be intergranular or transgranular depending on the grain boundary
toughness. In the case of intergranular crack growth, a more brittle post-peak branch is noticed, see the curve in
Fig. 10 corresponding to Gi/G⟨100⟩ = 0.75.
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(a) v = 17.5 µm. (b) v = 19.0 µm.
(c) v = 20.0 µm. (d) v = 21.0 µm.
Fig. 8. Anisotropic material model. Contour lines of the inelastic vertical displacement field identifying the crack pattern, for Gi/G⟨100⟩ = 1.00.
5.2. Isotropic model with an initial defect
In this test, the same geometry and boundary conditions as for the anisotropic case are considered, while all the
grains are assumed to be ⟨100⟩ equi-oriented, as a possible model for isotropic monocrystalline Silicon. This example
encompasses a simple isotropic model, so that anisotropic effects in terms of stiffness and toughness properties are
herewith precluded.
In line with the previous application, considering a grain boundary toughness Gi/G⟨100⟩ = 2.00, transgranular
cracking is prevailing over intergranular one, as for the anisotropic case, see the crack pattern shown in Fig. 11.
However, as compared to the anisotropic case, the crack path at failure is simply straight through the specimen, rather
than curved as in Fig. 9. Therefore, these results pinpoint that elastic anisotropy and the dependence of the fracture
toughness on the grain orientation play a decisive role on the shape of the crack path at failure.
Although the crack pattern of the isotropic material model is different from the anisotropic one, the curves relating
the average vertical stress, σ , to the imposed vertical displacement, v, are similar, see Fig. 12.
5.3. Anisotropic model without defects
Finally, in this subsection, the same anisotropic model as in the test problem whose mechanical response was
illustrated in Fig. 9 is examined, removing the initial defect inside the grain on the left hand side of the microstructure.
Considering the high toughness of the interface as compared to that of the grains, Gi/G⟨100⟩ = 2.00, transgranular
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(a) v = 16.8 µm. (b) v = 18.0 µm.
(c) v = 19.2 µm. (d) v = 20.0 µm.
Fig. 9. Anisotropic material model. Contour lines of the inelastic vertical displacement field identifying the crack pattern, for Gi/G⟨100⟩ = 2.00.
Fig. 10. Average vertical stress σ vs. imposed vertical displacement v for the anisotropic model and for different values of the toughness ratio,
Gi/G⟨100⟩.
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(a) v = 16.8 µm. (b) v = 18.0 µm.
(c) v = 20.0 µm. (d) v = 22.0 µm.
Fig. 11. Isotropic material model. Contour lines of the inelastic vertical displacement field identifying the crack pattern, for Gi/G⟨100⟩ = 2.00.
Fig. 12. Average vertical stress σ vs. imposed vertical displacement v for the isotropic and the anisotropic material models, for Gi/G⟨100⟩ = 2.00.
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(a) v = 25.2 µm. (b) v = 26.0 µm.
(c) v = 26.8 µm. (d) v = 27.6 µm.
Fig. 13. Anisotropic material model without defects. Contour lines of the inelastic vertical displacement field identifying the crack pattern, for
Gi/G⟨100⟩ = 2.00.
fracture is expected to prevail over the intergranular one. The evolution of the crack pattern shown in Fig. 13 confirms
the trend observed in the presence of a defect, i.e., transgranular fracture only. In the absence of defects, however, the
grain boundaries near the upper side of the microstructure contribute to the localization of deformation, with a phase
field crack propagating very close to the material interfaces, thus leading to the occurrence of a sub-interfacial crack
growth.
In terms of the overall mechanical response, see Fig. 14, the presence of an initial defect significantly reduces
the value of the peak stress as compared to the un-notched case, as expected also from classical theoretical
considerations. In the latter situation, the value of the peak stress significantly increases towards the nominal strength
of monocrystalline Silicon, i.e., 190 MPa, but it is still lower due to strain localization effects induced by the presence
of grain boundaries and material anisotropy.
6. Conclusions
In this work, a new computational framework to simulate transgranular and intergranular crack growth in
anisotropic polycrystalline microstructures has been proposed. Inspired by [44], the proposed methodology enables
the incorporation of the anisotropic character of solar-grade Silicon in a robust and straightforward manner. The
current approach overcomes the difficulties associated with the competition between both dissipative phenomena.
To do so, the interplay between the phase field approach for transgranular cracking and the cohesive zone model
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Fig. 14. Average vertical stress σ vs. imposed vertical displacement v for the anisotropic model with or without an initial defect, for
Gi/G⟨100⟩ = 2.00.
for intergranular failure is carried out by stating an interface response whose stiffness depends upon the damage
accumulation in the surrounding bulk. This approximation leads to a fully coupled system of equations that is solved
by means of a monolithic Newton–Raphson solution scheme for the two primary fields, i.e. the displacements and the
crack phase field variable.
In addition, due to its practical importance, special attention has been devoted to the identification of the anisotropic
elastic parameters of the grains and the fracture toughness in solar-grade Silicon cells, which depend on grain
orientation.
The proposed computational method and its predictive capabilities have been assessed by means of a series of
representative tests concerning anisotropic polycrystalline Silicon microstructures. These applications show that the
proposed approach is able to handle complex crack patterns and the combination of both fracture modes mentioned
above. In order to draw more general conclusions, the proposed model can be applied in the future within a statistical
framework, for instance Monte Carlo-based simulations, to analyze the effects of the variability of the material
properties on the resulting crack pattern (as it was done, for instance, in [76] for polysilicon in MEMS). On the
other hand, it is relevant to recall that recent experimental studies on full size solar-grade polycrystalline Silicon [77]
have highlighted a very good reproducibility of the crack pattern in the case of twin specimens produced with exactly
the same grain geometry. This evidence suggests that the scatter in the elastic and fracture properties from a specimen
to another is almost negligible and that only the grain-size distribution plays a key role. Besides a statistical study,
also the size of the microstructural model should be object of further studies, since the apparent strength and the crack
pattern are indeed affected by the ratio between the process zone size of the intergranular cohesive cracks and the
specimen size, as shown in previous studies on intergranular fracture of polycrystals [1,4].
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Appendix A. Anisotropic elastic coefficients of the grains
This Appendix collects the 3D and 2D plane stress anisotropic elastic coefficients of the grains with the most
common orientations observed in solar cells. These coefficients have been computed following the procedure
presented in Section 3, by preliminary evaluating the three Euler angles for each orientation using the MATLAB
script provided as additional electronic material. The unit of measure of all the coefficients is GPa.
For Silicon grains whose surface is aligned along the [100] plane (⟨100⟩ normal vector), the three Euler angles
formed with the [100], [010], and [001] planes are θ100 = 0◦, θ010 = 90◦, and θ001 = 90◦, respectively. As a result,
the 3D anisotropic constitutive tensor reads:
C100 =
⎡⎢⎢⎢⎢⎢⎢⎣
165.7 63.9 63.9 0 0 0
63.9 165.7 63.9 0 0 0
63.9 63.9 165.7 0 0 0
0 0 0 79.6 0 0
0 0 0 0 79.6 0
0 0 0 0 0 79.6
⎤⎥⎥⎥⎥⎥⎥⎦ (A.1)
and its plane stress counterpart is:
C1002D =
⎡⎣141.1 39.3 0.039.3 141.1 0.0
0.0 0.0 79.6
⎤⎦ . (A.2)
For Silicon grains whose surface is aligned along the [110] plane (⟨110⟩ normal vector), the three Euler angles are
θ100 = 45◦, θ010 = 45◦, and θ001 = 90◦. The 3D anisotropic constitutive tensor reads:
C110 =
⎡⎢⎢⎢⎢⎢⎢⎣
194.4 49.5 49.5 −14.3 0 0
49.5 201.5 42.4 7.2 0 0
49.5 42.4 201.6 7.2 0 0
−14.3 7.2 7.2 58.1 0 0
0 0 0 0 65.2 −14.3
0 0 0 0 −14.3 65.2
⎤⎥⎥⎥⎥⎥⎥⎦ (A.3)
and the plane stress tensor is:
C1102D =
⎡⎣177.7 40.7 040.7 192.1 0
0 0 62.1
⎤⎦ . (A.4)
For Silicon grains whose surface is aligned along the [111] plane (⟨111⟩ normal vector), the three Euler angles are
θ100 = θ010 = θ001 = 54.7◦. The 3D anisotropic constitutive tensor reads:
C111 =
⎡⎢⎢⎢⎢⎢⎢⎣
194.1 45.5 53.9 −4.5 8.9 9.6
45.5 186.2 61.8 1.4 5.1 −13.4
53.9 61.8 177.8 3.1 −14.1 3.7
−4.5 1.4 3.1 77.5 3.7 5.1
8.9 5.1 −14.1 3.7 69.6 −4.5
9.6 −13.4 3.7 5.1 −4.5 61.2
⎤⎥⎥⎥⎥⎥⎥⎦ (A.5)
and the plane stress tensor is:
C1112D =
⎡⎣174.6 24.8 9.724.8 163.3 −14.0
9.7 −14.0 60.5
⎤⎦ . (A.6)
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Table A.1
Eigenvalues of the constitutive tensor and Young’s modulus, E , depend-
ing on the grain orientation.
Grain orientation λ1 (GPa) λ2 (GPa) λ3 (GPa) E (GPa)
⟨100⟩ 180.3 101.8 79.6 130.1
⟨110⟩ 226.3 143.6 62.1 169.1
⟨111⟩ 194.4 146.8 57.1 187.8
⟨211⟩ 214.2 130.4 66.8 169.1
⟨344⟩ 198.9 150.2 56.3 185.4
For Silicon grains whose surface is aligned along the [211] plane (⟨211⟩ normal vector), the three Euler angles are
θ100 = 35.26◦, θ010 = 65.90◦, and θ001 = 65.90◦. The 3D anisotropic constitutive tensor reads:
C211 =
⎡⎢⎢⎢⎢⎢⎢⎣
182.1 55.5 55.9 −5.9 13.0 8.0
55.5 193.1 44.9 −6.9 −7.6 −9.4
55.9 44.8 192.7 12.9 −5.4 1.4
−5.9 −6.9 12.9 60.6 1.4 −7.6
13.0 −7.6 −5.4 1.4 71.6 −5.9
8.0 −9.4 1.4 −7.6 −5.9 71.2
⎤⎥⎥⎥⎥⎥⎥⎦ (A.7)
and the plane stress tensor is:
C2112D =
⎡⎣161.2 42.1 7.542.1 180.5 −11.5
7.5 −11.5 69.8
⎤⎦ . (A.8)
For Silicon grains whose surface is aligned along the [344] plane (⟨344⟩ normal vector), the three Euler angles are
θ100 = 62.06◦, θ010 = 51.34◦, and θ001 = 51.34◦. The 3D anisotropic constitutive tensor reads:
C344 =
⎡⎢⎢⎢⎢⎢⎢⎣
197.2 43.8 52.6 −3.1 6.6 9.3
43.8 190.3 59.4 5.9 9.1 −8.6
52.6 59.4 181.5 −2.8 −15.7 −0.8
−3.1 5.9 −2.8 75.1 −0.8 9.1
6.6 9.1 −15.7 −0.8 68.3 −3.1
9.3 −8.6 −0.8 9.1 −3.1 59.5
⎤⎥⎥⎥⎥⎥⎥⎦ (A.9)
and the plane stress tensor is:
C3442D =
⎡⎣180.0 24.4 10.324.4 167.2 −8.5
10.3 −8.5 58.2
⎤⎦ . (A.10)
To appreciate the mismatch in the elastic constitutive properties, the eigenvalues of the above constitutive tensors
are collected in Table A.1, together with the corresponding Young’s modulus. In particular, the Young’s moduli for
the different orientations of the surface of the polycrystalline grains, defined by the normal vector ⟨abc⟩, have been
computed from the coefficients of the compliance tensor D100, by applying the following equation [78]:
1
Eabc
= D11 − 2
(
D11 − D12 − 12 D66
) (
cos(θ100)2 cos(θ010)2 + cos(θ010)2 cos(θ001)2
+ cos(θ100)2 cos(θ001)2
)
(A.11)
where cos(θ100), cos(θ010) and cos(θ001) are the direction cosines as defined in Section 2.3.
Appendix B. Supplementary data
Supplementary electronic material related to this article can be found online at http://dx.doi.org/10.1016/j.cma.
2017.10.021.
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