Path Planning, Mapping & Learning for Mobile Robot Navigation by ZHANG QUN
Founded 1905
PATH PLANNING, MAPPING & LEARNING




FOR THE DEGREE OF DOCTOR OF PHILOSOPHY
NUS GRADUATE SCHOOL FOR INTEGRATIVE SCIENCES AND
ENGINEERING (NGS)
NATIONAL UNIVERSITY OF SINGAPORE
2012
Declaration
I hereby declare that this thesis is my original work and it has been writ-
ten by me in its entirety. I have duly acknowledged all the sources of
information which have been used in the thesis.
This thesis has also not been submitted for any degree in any university
previously.
Zhang Qun
Date: 31 December 2012
ii
Acknowledgements
Foremost, I would like to express my deepest gratitude to my supervisor and men-
tor, Professor Shuzhi Sam Ge for his being with me along the arduous but extraordi-
nary and rewarding journey, which would definitely become my most precious wealth
for lifelong benefits. During the four-year Ph.D study, Professor Ge’s inimitable ed-
ucational philosophy had profoundly inspired our way of thinking and behaving as
academic scholars in doing research, even the opinion of the world and its values.
Professor Ge had the penetrating intuition of scientific and technological develop-
ment and sharp foresight in major decision making, making it possible for us to stand
at the roof of the world coping with the real difficult scientific challenges. I am really
grateful to Professor Ge for his selfless devotion of life to education, especially his
painstaking efforts in training me for the best aiming to become not only an excellent
scholar but also a team leader with management skills, building my strong confidence
and solid technical competencies for taking more challenging jobs.
I would like to express my deepest gratitude to Professor Abdullah Al Mamun who
is my co-supervisor, and Professor Xiang Cheng who is my thesis advisory commit-
tee chair, for their comprehensive supervision and constructive advices given on my
research work. This research work would not have progressed so smoothly without
their great guidance. I would also like to express my special gratitude to Professor
Lee, Tong Heng for his attentiveness which is a great encouragement for me to keep
up with good work.
My sincere gratitude to my seniors, Dr. Pey Yuen Tao, Dr. Xuecheng Lai, Dr.
Cheng-Heng Fua, Dr. Youjin Cui, Dr. Brice Rebsamen, Dr. Tee Keng Peng, Dr.
iii
Bernard Voon Ee How, Dr. Yaozhang Pan, Dr. Beibei Ren for their patient imparta-
tion of knowledge at the early stage of the research, and Dr. Gang Wang, Dr. Rongxin
Cui, Dr. Zhen Zhao for the thorough discussion on solving technical problems.
My dearest thanks to my fellow colleagues, Mr. Aswin Thomas Abraham, Dr.
Wei He, Mr. Hongsheng He, Mr. Yanan Li, Mr. Zhengchen Zhang, Mr. Vu Thanh
Long, Dr. Zhang Shuang, Mr. Yung Siang Liau for their great help on my research
work. I would also like to thank Ms. Jie Zhang, Mr. Ran Huang, Mr. Long Chen,
Mr. Zhenfeng Chen, Mr. Chao Liu, Mr. Weian Guo, and many other fellow students
for their precious friendship and enjoyable company. Special thanks to my roommate
Baoxin Li for his companionship of four years. In short, my sincere thanks to all my
dear friends who have helped me in the completion of this thesis. Thanks for the
pleasant memories working with all of you.
Specially, my deepest gratitude goes to my parents and families, whose most
unselfish love and constant back support are my powerful driving force behind to
forge ahead.
I am sincerely grateful to the NUS Graduate School for Integrative Sciences and
Engineering (NGS) and the National University of Singapore for providing me with
this great opportunity to undertake my Ph.D study in the world-leading university
with generous research scholarship. Finally, I would also like to express my grateful-
ness to the anonymous examiners for the time and efforts they spent in assessing this








List of Symbols xxi
1 Introduction 1
1.1 Motivation of Research . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Sensor-Based Navigation for Mobile Robots . . . . . . . . . . . . . . 5
1.2.1 Metric path planning and topological mapping . . . . . . . . . 5
1.2.2 Visual localization and topological mapping . . . . . . . . . . 8
1.3 Non-Metric Navigation for Mobile Robots . . . . . . . . . . . . . . . 12
v
Contents
1.3.1 Topological mapping and navigation . . . . . . . . . . . . . . 12
1.3.2 Semantic mapping and navigation . . . . . . . . . . . . . . . . 14
1.3.3 Vision-guided non-metric topological mapping and navigation 15
1.4 Thesis Objectives and Contributions . . . . . . . . . . . . . . . . . . 17
1.5 Thesis Outline . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
2 Simultaneous Path Planning and Topological Mapping (SP2ATM) 24
2.1 Local Topology Representation: The Admissible Space Tree (AST) . 26
2.1.1 Separating forks and sections . . . . . . . . . . . . . . . . . . 29
2.1.2 Extracting segments . . . . . . . . . . . . . . . . . . . . . . . 31
2.1.3 Admissible Space Tree (AST) . . . . . . . . . . . . . . . . . . 34
2.2 Hierarchical Topology Map (HTM) . . . . . . . . . . . . . . . . . . . 36
2.2.1 Possible waypoint: the possibility . . . . . . . . . . . . . . . . 37
2.2.2 Possibility rejection and rearrangement . . . . . . . . . . . . . 38
2.2.3 Updating the HTM . . . . . . . . . . . . . . . . . . . . . . . . 42
2.3 SP2ATM by Incremental Construction of the HTM . . . . . . . . . . 44
2.3.1 Goal approaching mode . . . . . . . . . . . . . . . . . . . . . 47
2.3.2 Exploration mode . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.3.3 Trace back mode . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.3.4 Planning in a dynamic environment with localization errors . . 50
vi
Contents
2.4 Coordinated Multi-Robot Path Planning and Topological Mapping (M-
P2ATM) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.5 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.5.1 Exploratory path planning . . . . . . . . . . . . . . . . . . . . 62
2.5.2 Goal oriented path planning . . . . . . . . . . . . . . . . . . . 64
2.6 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
3 Multisensor Fusion for Path Planning in 3D Indoor Environments 70
3.1 Local Obstacle Vector Map . . . . . . . . . . . . . . . . . . . . . . . . 72
3.2 3D Admissible Space by Sensor Fusion . . . . . . . . . . . . . . . . . 76
3.2.1 Vertical projection . . . . . . . . . . . . . . . . . . . . . . . . 78
3.2.2 Horizontal scanning . . . . . . . . . . . . . . . . . . . . . . . . 80
3.3 Planning Using Instant Goal . . . . . . . . . . . . . . . . . . . . . . . 83
3.3.1 Determination of instant goals . . . . . . . . . . . . . . . . . . 84
3.3.2 Path planning strategy . . . . . . . . . . . . . . . . . . . . . . 86
3.4 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89
4 Vision-Augmented Simultaneous Path Planning and Topological Map-
ping (V-SP2ATM) 91
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
4.2 Visual Landmark Extraction and Matching . . . . . . . . . . . . . . . 94
vii
Contents
4.3 Topological Mapping With Pose Graph Construction . . . . . . . . . 96
4.4 Graph Optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
4.5 Sub T-Nodes Interpolation for Robust Localization . . . . . . . . . . 110
4.6 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 113
4.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117
5 Learning Non-Metric Navigation in Dynamic Indoor Environments121
5.1 Non-Metric Topo-Semantic Representation . . . . . . . . . . . . . . . 123
5.1.1 Semantic representation . . . . . . . . . . . . . . . . . . . . . 124
5.1.2 Topological representation . . . . . . . . . . . . . . . . . . . . 131
5.2 Hierarchical Planning and Navigation . . . . . . . . . . . . . . . . . . 134
5.2.1 Global path planning . . . . . . . . . . . . . . . . . . . . . . . 136
5.2.2 Dynamic motion planning . . . . . . . . . . . . . . . . . . . . 139
5.2.3 The complete algorithm . . . . . . . . . . . . . . . . . . . . . 143
5.3 Experimental Results . . . . . . . . . . . . . . . . . . . . . . . . . . . 146
5.3.1 Place identification . . . . . . . . . . . . . . . . . . . . . . . . 148
5.3.2 Semantic navigation . . . . . . . . . . . . . . . . . . . . . . . 151
5.4 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
6 Conclusions and Recommendations 157
6.1 Summary and Contributions . . . . . . . . . . . . . . . . . . . . . . . 157
viii
Contents
6.2 Recommendations for Future Research . . . . . . . . . . . . . . . . . 163
A Appendix 166





Autonomous navigation is the fundamental requirement for mobile robot, which
has received considerable attention in recent decades. The main objective of this
thesis is to explore the advanced methodologies and techniques for the sensor-based
mobile robot navigation including simultaneous path planning, visual localization,
and topological map building in unknown environments, environment learning and
modeling, non-metric navigation in indoor environments, and the associated technical
issues.
In the first part of this thesis, a novel approach, Simultaneous Path Planning
and Topological Mapping (SP2ATM), is presented to address the problem of path
planning in unknown environments by concurrent and incremental construction of a
map, which strictly exploits only the topology rather than grid representation. For
local topological information representation, a new concept, Admissible Space Tree
(AST), is presented to describe the admissible free space in the environment as a group
of nodes and graphs. The global map of the explored environment is encoded in a
Hierarchical Topological Map (HTM), which by embedding the AST, serves as the
least information to facilitate path planning. It is shown that SP2ATM is effective and
globally convergent in complex and dynamic environments. The SP2ATM approach
is then extended to multi-robot application by employing a task allocation strategy
x
Summary
to coordinate between the individual robots for environment exploration.
In the second part, the SP2ATM is fuhrer extended to allow the mobile robot
to navigate in three dimensional unknown indoor environments by augmenting the
robot with stereo vision techniques. A vector based approach is proposed to represent
the range measurements from both stereo vision and laser, which are further fused
to extract the local 3D admissible free spaces, leading to the representation of the
Local Obstacle Vector Map (LOVM). To facilitate the sensor-based path planning,
the leaf segment described in the first part is extended, termed Frontier Segment, to
represent the individual three dimensional admissible free space and a set of instant
goals are dynamically selected from the frontier segments to guide the robot toward
the appropriate direction in the unknown space by acting as intermediate targets,
which has increased the likelihood of global convergence and optimization. It is
shown the enhanced ability of the proposed approach to navigate the robot safely
and efficiently in three dimensional unknown environments.
This vision-augmented method not only promotes sufficient perception, but also
contributes to accurate localization for topological mapping, which is newly termed
as Vision-Augmented Simultaneous Path Planning and Topological Mapping (V-
SP2ATM). The third part of the thesis describes the vision-augmented topological
mapping approach where the topological map is incrementally constructed with each
node encoding not only the position coordinates of the robot but also the visual infor-
mation of the environment. A corresponding pose graph is concurrently constructed
during the incremental construction of the topological map which is further refined
from positional drifts by optimizing the pose graph over both odometry and visual
constants. The robot is therefore capable of recovering from significant localization
drifts and tracing back the topological map for the completeness of navigation task,
xi
Summary
which allows to release the bounded error restrictions for localization even with the
unreliable localization system in contrast to SP2ATM.
In the last part, a learning based non-metric approach is presented for mobile
robot that navigates in a cluttered, dynamic indoor environment using a topologically
connected semantic map constructed in a learning phase, which enables the robot to
take advantage of the prior experiences to improve its navigational performance. The
motivation is to imitate human learning and navigational behaviors for mobile robot
navigation. Global and local features are combined for the robot in the learning
phase to learn the semantic information from both global and local appearances of
different places. A topological graph is constructed differently from the previous
version to denote the relationship of connectivity between the places. Utilizing this
Topo-Semantic Representation, the robot is capable of interpreting the high level
semantic commands given by human user, planning its path with respect to the
environment topology encoded in the graph, and navigating through the cluttered,
dynamic environment by recognizing the different places. The proposed hierarchical
planning approach not only builds up a more natural way for human-robot interaction,
but also provides sufficient flexibility in navigating the robot in the cluttered dynamic
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ωLMARK,s(Si) the basic probability assignments of the local landmark place classifier;
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G, P , E the undirected graph, place nodes and connectivity edges;
ConnNi,j the connective node from the two places Pi to Pj;
NeighPk the set of neighbors of place node Pk;
AG = [aij]N×N the adjacency matrix of the topology denoting the connectivity
of the graph;
Rs,g, dR(s, g) the path denoted by a ordered sequence of places from the
start place Ps to destination place Pg, and path length;
NRs,g the number of places of the path;
θd, θt, θq a desired direction to the targeted place, the direction the target,
and the direction of the points within the extracted admissible
free spaces;
X , σ−l , σl− the cumulative average value of the likelihood, the preset upper
and lower thresholds of the likelihood;
AST Admissible Space Tree;
HTM Hierarchical Topological Map;
SP2ATM Simultaneous Path Planning and Topological Mapping;
MSP2ATM Coordinated Multi-Robot Simultaneous Path Planning and
Topological Mapping;
V-SP2ATM Vision-Augmented Simultaneous Path Planning and Topological
Mapping;
LOVM Local Obstacle Vector Map;
CS Configuration Space;






This chapter presents the motivation and an overview of the background for carry-
ing out the research work on sensor-based navigation and non-metric navigation for
autonomous mobile robots, which includes simultaneous path planning, localization
and topological mapping. The research objectives and scope of this research as well
as the outline of the rest thesis are also presented.
1.1 Motivation of Research
Recent years have witnessed a rapid development in the field of autonomous mobile
robots ranging from the national level such as space exploration, disaster rescue and
recovery, military reconnaissance, surveillance and security, even in the defensive and
offensive warfare, and etc., to civil applications such as industrial transportation,
hotel service, home cleaning and so on. As robotic technology advances, it has been
envisioned that in the very near future, mobile robotic systems will penetrate into
every aspect of human lives and have a growing number of practical applications [1].
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Among all the functionalities a fully autonomous mobile robot is supposed to
possess, autonomous navigation is the most fundamental requirement, enabling the
robot to navigate autonomously from an initial configuration to a final one in an envi-
ronment known or unknown a priori. With the capability of autonomous navigation,
a robot can move automatically in its environment performing various tasks. The





Path planning involves generation of a collision-free path from a starting point
to a goal location. In the canonical goal oriented path planning or exploratory path
planning problem, the full knowledge of the environment is assumed to be known.
However, due to the increasingly complex tasks faced by the robots, path planning
in unknown environments is still a challenging problem yet to be solved. Solutions
to this conventional problem can not be directly employed to address the problem of
sensor-based planning and mapping in an unknown environment since the robot needs
to plan a path at the same time as it acquires the world model. However, bringing
forth a single solution to these problems in practice turns out to be difficult due to the
following reasons. First, as the environment is partially known or completely unknown
to the robot and an efficient representation of the environment must be modeled (map
building). Secondly, the representation built from imperfect sensor readings with
uncertainties must cope with inaccurate localization. Finally, a fully autonomous
robot must be able to simultaneously plan its motion based on the partially known
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environment information while building the representation online. Furthermore, the
robot must be able to react to the dynamically changing environment during its
motion, e.g., avoid static/moving obstacles. The navigation is termed sensor-based
navigation which was first introduced by professor Howie Choset in [2].
An active and related problem is Simultaneous Localization and Mapping (SLAM),
the solution to which produces an accurate map from perceived information for robot
localization[3], but does not address the problem of how to steer the robot in order
to autonomously complete the task[4]. For a robot which does not make use of any
predefined waypoints, a path planning algorithm becomes inevitable while mapping
an unknown space. A number of studies which are exclusively intended for planning
exploration strategies for SLAM can be found in[5, 4, 6].
Localization is another critical requirement for reliable navigation of mobile robot.
Due to the imperfect sensor readings with uncertainties, large drifts may occur when
the robot has moved a long distance, which may affect the decision making of path
planning and result in a drifted environment map which may have problems guiding
the robot in completing the mission. Therefore, control measures for poses recovery
from localization drifts need to be taken when significant drift occurs and when the
robot starts tracing back along the built environment map. Recently, localization
and mapping using visual features as data registration were often addressed in the
literatures [7]. The following issues are usually considered in vision-based navigation:
(i) the identification of admissible free spaces for traversability determination and
path finding; (ii) the pose estimation by tracking visual landmarks; and (iii) the
environment model representation.
Conventional ways of realizing autonomous navigation typically employ a pure
metric representation [8], where the robot localizes itself and plans paths based on a
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precisely constructed metric map. Mobile robot navigation is achieved relying heavily
on constant estimation of metric coordinates of the robot pose. However, the pure
metric approaches have their inherent drawbacks: (i) reconstruct a precise metric
map, especially for the large, cluttered environment, is normally difficult and even
impossible; (ii) metric path planning suffers from planning inefficiencies in time and
space, especially when mapping a large scale environment due to the high computa-
tional complexity; and (iii) metric construction usually generates more than necessary
metric information for the spatial representation, which is redundant for efficient plan-
ning, but neglects other important information, e.g., the visual characteristics of the
scene, which is exactly what human beings used to perceive and understand their
environments in the navigational behaviors. The challenge rises that how a mobile
robot can actually perceive its environment as human beings, and use the information
to achieve not only reliable but also meaningful navigational behaviors.
For the aforementioned reasons, there is still stringent need of developing more
advanced and effective methodologies and technologies in order to achieve robust
sensor-based autonomous navigation in unknown environments with uncertainties by
solving the three problems (localization, path planning and map building) simultane-
ously. Moreover, considering the inherent drawbacks of the pure metric approaches
and motivated by human navigational behaviors, a non-metric solution is inspired to
solve the navigation problem by imitating the way a human perceives his environment
and performs navigational behaviors, and taking advantage of the prior knowledge of
the environment, providing sufficient flexibility in navigating a mobile robot in the
cluttered dynamic environment over pure metric navigation methods.
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1.2 Sensor-Based Navigation for Mobile Robots
The subsequent sections will present the background behind the research and review
the most seminal literature on sensor-based path planning, localization, and mapping
for mobile robots.
1.2.1 Metric path planning and topological mapping
Path planning and map building are two fundamental aspects for an autonomous
mobile robot, enabling it to navigate from an initial point to a final location without
collision with the obstacles. In recent decades, research on autonomous mobile robot
navigation has received considerable attention not only from the robotics community
but also from many other fields due to the complex systems integration needed to
make an intelligent mobile robot. A recent and general study on this subject can be
found in [8, 1].
The literature is full of elegant solutions to the path planning problem such as the
bug algorithm[9] and potential functions[10, 11] without producing a map. Since a
path can be generated more efficiently using a map[12], autonomous robots must be
able to build maps of their environments during exploration. Two types of models for
mapping environments in mobile robot navigation have been mainly produced[13]:
grid based and topological. Although grid-based algorithms [14, 15] are easy to build
accurate metric maps, they suffer from inefficiencies of planning in time and space,
especially when mapping a large scale space. Topological representation, therefore,
becomes the essential approach to map building for an efficient and optimal path
planning solution under low space requirements. Topological map generally takes the
form of a graph, having nodes representing significant states or locations and edges
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representing trajectories or control actions between two different configurations[16].
Even though difficult to construct, it is immune to inaccurate localization and robot
slippage[17] and provides improved flexibility over pure metric and hybrid metric
topologies for dynamic planning.
The years have witnessed several contributions to topological path planning in
unknown environments since its proposal in [18] where a high level topological map is
proposed by linking the distinctive places and travel edges. Exploration strategies are
presented in [19, 20] for the robot to explore unknown environments which are mod-
eled as a graph. The sightseer strategy and the seed spreader strategy are proposed
in [21] to approach the exploratory path planning problem in planar terrain randomly
populated with obstacles of arbitrary shapes. Coverage path planning employed for
applications such as floor cleaning and robotic demining is surveyed in[12]. A fully
integrated reactive system is proposed in [22], where a topological map is maintained
to minimize the amount of stored information and aid path planning. A high level
map known as the Enhanced Topological Map, which integrates rough metrical in-
formation is proposed in [23] for reliable localization and navigation. A navigation
graph in [24] is built to plan paths among stationary polygonal obstacles. Another
solution to motion planning problem is approached in [25] by embedding a dynam-
ically maintained single-source shortest path tree into hierarchical approximate cell
decomposition. A great contribution to the sensor-based motion planning[2] is that
of the Generalized Voronoi Graph (GVG)[26], whose incremental construction of un-
known environments is shown possible in [27] by proposing several control laws which
direct the robot to steer in a specific manner. A Next Best View (NBV) algorithm is
proposed in [4] for safe and efficient map building by introducing a new concept of a
safe region. A Gap Navigation Tree (GNT) is presented in [28] for distance-optimal
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navigation in unknown environments by employing only a gap sensor. Most of the
aforementioned seminal approaches solve the problem by employing topology only
at a high level, while a few others, even though globally optimal in path traveled,
consumes a considerable amount of time during incremental mapping.
Mobile robot path planning can be categorized as global planning and local plan-
ning. The global path planning algorithms build a world model based on local sensory
information and ensure global convergence, while the local path planning approaches
utilize local sensory data in a reactive manner to guide the robot through a collision-
free path to a visible configuration provided by the global planner. The approach
presented in [29] deals with the problem of reactive collision avoidance in very dense,
cluttered, and complex scenarios. A situated-activity paradigm is introduced to de-
sign the reactive navigation system of a circular robot by utilizing the Nearness Dia-
gram (ND) to represent the environment. In [30] a generalized space transformation
framework for reactive navigation of a kinematically constrained robot is proposed.
In this approach, the robot of arbitrary shape is transformed into a point in the
trajectory parameter space by the Parameterized Trajectory Generators (PTGs) for
easier collision avoidance of non-holonomic robots. However, as most reactive nav-
igation methods can not guarantee the global convergence and the classification of
global and local planning always makes a navigation system complex, the situation
becoming more difficult when the robot maneuverability has to be taken into consid-
eration, a single layered path planner which at one time performs the dual function
of both global and local planners is therefore needed to increase the efficiency for
fast and smooth path planning in cluttered and dynamic environments. In addition,
to improve flexibility in representation, it is also desirable to arrange the topological
maps in a hierarchical manner such as in [18] and [31] by utilizing only the minimum
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information necessary to complete the task [28].
1.2.2 Visual localization and topological mapping
Sensor-based path planning and map building are fundamental requirements for au-
tonomous mobile robot navigation in unknown environment[2, 32].The robot must be
able to perceive local environment with onboard sensors and simultaneously carry out
a path planning strategy based on portion of the environment. As the rapid devel-
opment of robotic vision technology, vision-based navigation has attracted increasing
interests in robotics community and played an important role in the development of
fully autonomous system [33, 7].
To perform safe and effective motion planning, the environment has to be suf-
ficiently perceived. Most of the existing approaches for sensor-based path planning
and map building use ultrasonic sensors or laser range sensors to acquire environment
information[34, 35, 4] due to their accurate, fast and reliable distance measurements.
However, only range data is used because such sensors can only exhibit high precision
measuring ability in a single 2D plane. Most indoor objects such as chair, table or
small objects that fall outside of the scanning plane, are unlikely to be detected by
those 2D range sensors. In [36] a real-time algorithm to solve the problem of 3D
mapping is proposed based on a dual laser system. The work in [37] presents also a
real-time probabilistic algorithm termed MonoSLAM for 3D trajectory reconstruction
of a single monocular camera in unknown environment utilizing natural visual land-
marks. There is increasing requirement on 3D perception for mobile robot navigation,
especially in unstructured 3D environments. Since 3D range sensors tends to be very
costly, stereo vision has thus become an potent alternative solution to 3D environment
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perception not only due to its advantages of low cost and power consumption, but also
because it is able to provide a wealth of environmental information in addition to 3D
measurement. Images from these cameras are processed using correspondence-based
stereo vision to estimate the 3D location of the object points in the scene. Mobile
robot navigation using stereo vision for environment perception has been intensively
studied in recent years [38, 39, 40, 41]. The work presented in [38] proposes an ex-
ploration strategy of an unknown environment based on stereo vision by projecting
the 3D points onto a 2D grid map. A robust navigation system is presented in [41] to
autonomously navigate a robot in an unstructured off-road environment using stereo
vision alone, where free spaces are determined by analyzing the 3D point cloud from
stereo vision as well as the visual information from the images.
However, the application of stereo vision in obstacle detection is limited because of
its short measurement range, narrow field of view and fragility to noise. In addition,
stereo algorithms may fail to provide reliable 3D measurement in textureless envi-
ronment due to the lack of texture information or poor lighting conditions which is
critical for finding correspondence between image pair. As nowadays multiple sensors
are normally configured on typical robotic platform, integrating various environment
information from multiple sensory data to perform multisensor fusion becomes an in-
dispensable feature in environment perception. The work presented in [42] proposed
several strategies to deal with the multiple obstacles detection by complementing
stereo vision and laser scanner. In contrast, since our aim is to extracting admissible
free spaces in the environment rather than building an obstacle map, we herein use
stereo vision to acquire 3D range and fuse with the accurate 2D range from the laser
range finder. This complementation provides enough guarantee that the robot can
detect obstacles that are invisible to the laser. The fused 3D range to the obstacles is
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then used to determine the 3D admissible free spaces for the purpose of path planning
and topological mapping.
To solve the problem of path planning in unknown environments, we have proposed
a Simultaneous Path Planning and Topological Mapping (SP2ATM) algorithm [43, 34]
for exploration and goal oriented navigation by incrementally building a topological
map using a 2D laser range finder. This algorithm assumes the robot is capable of
performing reliable localization with bounded localization drifts, which rules out the
need of a SLAM module. However, large drifts may occur when the robot has moved
a long distance, which may affect the decision making of path planning and result in
a drifted topological map which may have problems guiding the robot in completing
the mission. Therefore, measures for poses recovery from localization drifts need to
be taken when significant drift occurs and when the robot starts tracing back the
topological map. Recently, localization and mapping using visual features as data
registration were often addressed in the literatures, such as SIFT [44], FAST corner
extractor [45], SURF [46], CenSurE [47], etc., due to the detection and tracking
robustness and computational efficiency in contrast to the cloud points matching.
In [44] a vision-based SLAM algorithm is proposed for mobile robot localization and
mapping by tracking scale-invariant visual landmarks detected from a triclops camera,
where Kalman filter is employed to deal with the uncertainties from odometer and
visual odomenty. A global version of the vision-based SLAM is shown effective in
[48] by matching the visual landmarks in the current view to a pre-built database.
Pose estimation is also made possible in real time applications [41] by matching the
CenSurE features between frames and exploiting the Sparse Bundle Adjustment [49].
Most of the vision based navigation approaches represent identified free spaces
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into an occupancy grid map[38, 41] which is easy to build but suffers from compu-
tational and storage inefficiencies in path planning and localization, especially when
mapping a large scale environment. Even though globally optimal in path traveled,
it consumes a considerable amount of computation time during the incremental map-
ping. Topological map, on the other hand, is more efficient and more suitable for
representing large scale environment at fast computation time and low space require-
ment. To optimize the topological map, seminal work on graph based SLAM includes
[50, 51, 52, 53, 54], where the SLAM problem has been formulated as least squares
minimization over the whole poses graph in a probabilistic manner. The GraphSLAM
proposed in [50] solves an graph based SLAM problem off-line utilizing an informa-
tion representation of the full SLAM posterior, in which the dimensionality of the
information matrix and information vector are reduced to a pure pose posterior us-
ing factorization techniques. The approach presented in [51] implements a real-time
pose estimation by imposing a Sliding Window Filter on the least squares solution
and optimizing the visual odometry and loop closure constraints encoded in the pose
graph. The work presented in [52] conducts a systematic description to the graph-
based SLAM problem based on nonlinear least squares optimization, which is solved
by the iterative Gauss-Newton approach while exploiting the sparse structure of the
information matrix. In [53], an efficient method termed Sparse Pose Adjustment
(SPA) for constructing and optimizing the pose graph in a large environment based
on the Levenberg-Marquardt (LM) minimization is proposed, and a hybrid metric-
topological map is constructed on top of the pose graph is then introduced in [54] for
localization and hierarchical path planning. Most of these approaches focus primarily
on solving the SLAM problem by constructing the pose graph in a specific manner.
Instead, the work in this thesis is built on these seminal approaches to further ad-
dress the problem of how to steer the robot in order to autonomously complete the
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navigation task with the aid of a simultaneously constructed topological map.
1.3 Non-Metric Navigation for Mobile Robots
The subsequent sections will present the background behind the research and review
the most seminal literature on non-metric navigation for mobile robots navigation in
indoor environments.
1.3.1 Topological mapping and navigation
There are two fundamental spatial representations widely used in the robotics world:
metric and topological. Previous methods model and represent the environment in-
formation in either metric grid [14, 55] or topological manner [16, 31, 43], or hybrid
by utilizing a hierarchical structure[17, 13, 54]. The superiority of the topological
representation over the occupancy grids to environment modeling allows efficient and
optimal path planning under low space requirements especially when mapping a large
scale complex environment [17]. A significant contribution to the topological map
based navigation is Choset’s Hierarchical Generalized Voronoi Graph (HGVG)[26]
where points equidistant to the nearby obstacles are extracted by a distance function.
The incremental construction of the HGVG was shown possible in [27] by proposing
several control laws for sensor-based exploration in unknown environments. In our
work [43], we propose a simultaneous path planning and topological map construction
strategy (SP2ATM) for autonomous navigation in dynamic unknown environments
utilizing pure metric information. Different for many map building algorithms which
pursue precise modeling of the environment, our focus is restricted to extracting the
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admissible free space and performing an efficient path planning within the admissible
free spaces.
For mobile robot navigation in complicated environments, motion planning prob-
lem is always solved in a hierarchical manner based on a layered representation of the
environment [18, 13, 23, 35, 54], which facilitate the motion planning in such situa-
tions by taking advantages of both deliberative and reactive approaches. Kuipers and
Byun [18] proposes a hierarchical mapping framework based on the Spatial Semantic
Hierarchy[56], where the topological map is constructed by linking distinctive points
with certain sensory characteristics extracted from sensor inputs in the control level
together with a geometric map which describes the geometric information about the
places and the paths. Thrun in [13] describes an integrative approach that extracts
the topological map from the local occupancy grid by partitioning the occupancy grid
into coherent regions using Voronoi diagrams, gaining the advantages from both of
them for efficient path planning. More recently, Konolige et al. [54] presents a hybrid
approach for navigation using a hybrid map with the occupancy grids built overlaid
on top of the topological graph, where the local motion is carried out on the local
metric map while high level decision is made on the topological graph. However, all of
the aforementioned works, either pure topological or hybrid topological, use the met-
ric information to a great extent in order for the motion planning. Another class of
topological mapping algorithms use the topological map in a non-metric way that the
map is constructed by linking the distinctive places will be discussed in Section 1.3.3.
The navigation scheme in this thesis is motivated by the observation that the hybrid
structure integrating the advantages of each single model exhibits high performance
and outperforms among all the single model approaches.
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1.3.2 Semantic mapping and navigation
In order to make the robot have a deeper understanding regarding the environment
and perform meaningful navigation tasks, semantic mapping [57, 58, 59] has be de-
veloped serving as an alternative representation in addition to the occupancy grids
and the topological map, which is effectual by incorporating semantic information.
Semantic mapping based navigation has attracted extensive attention from mobile
robotics community in recent years not only due to its superiority in environment
description and high level decision making but also its potential ability of developing
smart robotic navigation system. Semantic information is gleaned from available sen-
sory data as the robot traverses the environment in a learning phase which endows
the robot with the ability to understand its environment in a higher level other than
in metric domain just like humans.
Wolf and Sukhatme [57] used supervised learning methods to classify the space of
metric occupancy into desired patterns of navigability for semantic mapping. Prono-
bis et al. [58] introduces a four-layered spatial model to represent the structure of the
robot workspace with semantic information augmented in the navigation graph to
represent distinctive places. A multi-modality based semantic place classification al-
gorithm [60] is proposed to identify and recognize semantic places by taking multiple
scales of visual features and laser range data to the SVM classifiers. Douillard et al.
[59] regard the problem of semantic mapping as an estimation process from a prob-
abilistic perspective by object classification in urban environments based on visual
and laser data. However, most of the semantic mapping approaches constructing up
a semantic map do not directly address the problem of navigation on the map built
utilizing the semantic information.
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Our approach for extracting semantic information is motivated by A. Pronobis’s
seminal framework of multi-modal semantic modeling of indoor places [58]. We in-
tegrate the environment representation with semantic information denoted by both
global and local features extracted from a stereo camera accompanied by an explo-
ration strategy, which endows the robot with the capability of performing high-level
reasoning like humans.
1.3.3 Vision-guided non-metric topological mapping and nav-
igation
As recent research work has shown that precise metrical map is not necessarily useful
and qualitative perception of the environment information is sufficient to perform
a reliable motion planning, researchers have shifted their emphasis onto the vision
guided non-metric navigation approaches that use an topological graph in a non-
metric way [61]. The idea is motivated by the cognitive psychology findings that
humans are capable of accomplishing meaningful navigation tasks not relying upon
precise measurement of the quantity, but on qualitative perception as well as prior
knowledge learnt while experiencing the environment [62], for example, inaccurate
distance measurements, visual feature, connectivity relationships of different scenes,
etc.
Research within this emerging field of vision-guided non-metric topological navi-
gation [62, 23, 63, 64, 61] has attracted increasing attention in robotics and computer
vision community, that uses a non-metric representation of the environment with weak
metrical properties instead of a precise pure metric representation. Meng and Kak’s
work in [62] modeled a hallway environment into an attributed graph of adjacent
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relationships with the sequence of nodes representing landmarks connected by links
which are also attributed with metrical information. This representation allows the
robot to respond to semantic commands and achieves more human-like navigational
behaviors through a rule-base behavior controller. The control of the robot is gov-
erned by a collection of neural networks each trained to perform specific tasks. In this
approach, however, the robot is localized and controlled with respect to a sequence
of specific landmarks, which may cause problem conducting reliable navigation if the
environment where the robot is operated has changed. Huang and Teller’s [61] ap-
proach also made the assumption that the environment is unchanging. The robot is
therefore controlled to follow exactly the same path as trained in a training phase
by matching the visual features. Ryu and Yang [23] introduces an Enhanced Topo-
logical Map (ETMap) for localization and path planning purposes of an autonomous
navigation system. Places where the robot can localizes itself by detecting specific
landmarks are modeled as the nodes on the map connected by linear links which inte-
grate rough metrical information, thereby for efficient path planning. Ryu and Yang’s
approach requires the robot to follow the linear paths, which has restrained the robot
motion in navigating dynamic environment with moving obstacles. Booij et al. [63]
construct an appearance-based topological graph without any metrical information
stored where the nodes are registered if salient matches are found of visual features
between the panoramic image pairs captured during riding around the office, and
perform navigation based on the built graph by calculating a rough heading direction
of the robot. Fraundorfer et al. [64] represent environment as a linked collection of
images at waypoints, which allows a robot to localize itself globally to the graph by
matching a sequence of images from the database and follow a previously traversed
path guided by the local geometrical information obtained while localization.
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All of approaches reviewed above presumed either that the robot environment
is almost unchanged in appearance or that the environment is static without any
dynamic obstacles, and did not address the problem of navigation in dynamic envi-
ronment. In this thesis, based on this basic idea of imitating the humans navigational
behaviors but going beyond, we employed a visual feature based learning algorithm
instead which therefore enables the robot to maintain robust recognition of different
places even in dynamically changing environments. A hybrid navigation approach
that is not critically dependent on the construction of a precise environment map
is developed, which does not require the robot to move along a specific path. In
addition, instead of localizing the robot with respect to certain landmarks as in the
aforementioned approaches, the robot localizes itself in the place level by identify-
ing different semantic places, which provides the robot with enough flexibility for
navigating in dynamic environment.
1.4 Thesis Objectives and Contributions
Based on the related work reviewed and the problems identified in previous sections,
the objective of this research in the thesis is, on one hand, to investigate more ad-
vanced and effective methodologies and technologies with the aim to achieve robust
sensor-based autonomous navigation in unknown environments with uncertainties by
solving the three problems of localization, path planning and map building simul-
taneously; and on the other hand, to investigate non-metric solutions to solve the
navigation problem by imitating the way a human perceives his environment and
performs navigational behaviors, and taking advantage of the prior knowledge of the
environment.
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The main contributions of the research presented in this thesis are the followings:
(i) A single layered and complete SP2ATM algorithm which produces an optimal
solution for goal oriented path planning and exploratory path planning, while the
HTM of an unknown, unstructured environment is simultaneously constructed,
is presented. The admissible free space in the present sensor view is modeled
by a set of nodes and graphs, which leads to the new concept of an Admissible
Space Tree (AST). Possibilities, reflecting the possible direction to explore, are
generated from critical points of the AST and employed for planning the next
instant goal and updating the global topological map. A Hierarchical Topolog-
ical Map (HTM) is proposed as a novel structure for representing the topology
of an environment. The map which is incrementally built by maintaining a set
of possibilities at each increase in the sensor detection range serves as the least
information for path planning in a single configuration space. A task alloca-
tion mechanism is proposed enabling the multiple robots to collaborates with
each other and always focus on different regions of the environment that also
contributes to the task completion in minimal time.
(ii) To enhance environment perception, the local representation of the environment
described in the first contribution is further extended to represent the three
dimensional admissible free spaces by fusing range measurements from stereo
vision and laser range finder utilizing a vector representation of the data. The
vector representation is shown well suited to represent the range measurements
for efficient integration of stereo vision and laser range data, leading to the Local
Obstacle Vector Map which allows the three dimensional admissible free spaces
to be extracted and represented effectively in a compact manner. The extracted
three dimensional admissible free spaces is then represented by frontier segments
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for efficient path planning. A dynamic instant goal determination algorithm is
proposed for the robot to dynamically generate suitable intermediate targets
within the admissible free spaces for safe and efficient motion planning at each
increase of the sensing range. Utilizing the instant goals, the robot motion is
controlled towards the heuristically appropriate direction to the final target,
increasing the global performance of the proposed navigation algorithm.
(iii) Based on the first contribution, we further consider sensor uncertainties and
large localization drifts during the navigation process, preferring to correct the
positional errors when significant drift occurs and before the robot traces back
the topological map. A Vision-Augmented Simultaneous Path Planning And
Topological Mapping (V-SP2ATM) has been presented to tackle the problem
of path planning with large sensing uncertainties and positioning errors of the
robot. The topological map is incrementally constructed to incorporate not
only the its position information but also visual information of the cluttered
environment into the representation, which allows an optimization process to
be carried out online or oﬄine to refine the pose of the topological map by
matching visual landmarks between the nodes, and further ensuring that the
robot recovers from localization drifts and never loses track of its position on
the map. The pose graph is concurrently constructed as the topological map
during the robot motion with both odometry and visual constraints encoded
in the edges for optimization purpose. This approach allowed to release the
bounded error restrictions for localization even with the unreliable localization
system in comparison with the first contribution.
(iv) A framework integrating high level decision making and low level motion plan-
ning is proposed to navigate a mobile robot autonomously through a cluttered,
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dynamic indoor environment using a non-metric Topo-Semantic Representation
of the environment. Based on this framework, the robot is able to interpret
the high level command and achieves meaningful navigation tasks by imitat-
ing human navigational behavior. Global features and distinctive landmarks
are integrated for environmental learning and scene recognition and a topo-
logical graph is built up to denote the environment topology, which leads to
the construction of non-metric Topo-Semantic representation modeled by the
topologically connected semantic graph with nodes representing the semantic
places. Localization in place level is also made possible by recognizing the se-
mantic places. A hierarchical path planning strategy is proposed by integrating
high level global planning and low level local planning, which enables the robot
to flexibly navigate in cluttered, dynamic environment while avoiding collision
with moving obstacles, unlike many approaches which require the robot to fol-
low a specific path.
1.5 Thesis Outline
Following this chapter, the remainder of the thesis is organized as follows:
Chapter 2 presents the Simultaneous Path Planning and Topological Mapping
(SP2ATM) approach, to address the problem of sensor-based path planning in un-
known environments by concurrent construction of a map. Firstly, the new concept,
Admissible Space Tree (AST), is presented for local topological representation to de-
scribe the admissible free space in the environment as a group of nodes and graphs.
Secondly, the global map of the explored environment, the Hierarchical Topological
Map (HTM), and its incremental construction is then presented to serve as the least
20
1.5 Thesis Outline
information to facilitate path planning. Finally, the complete SP2ATM algorithm is
presented and then implemented in a planar space on our differentially driven mo-
bile robot, based on its range sensing and self-localization capabilities. Experiments’
results are presented to show that SP2ATM is effective and globally convergent in
complex and dynamic environments. Finally, the single SP2ATM is extended to
multi-robot case.
Chapter 3 describes the augmented approach for mobile robot navigation in un-
known 3D indoor environments by augmenting the robot with stereo vision. Firstly,
the vector based approach is proposed to represent and fuse the range measurements
from both stereo vision and laser for the representation of local environment. The
construction of the Local Obstacle Vector Map is presented to extract the 3D ad-
missible free spaces. Secondly, the 3D admissible free space is further encoded into
frontier segments which denote individual admissible free space for path planning
purposes. Thirdly, the instant goal based path planning strategy is presented where
a set of instant goals are dynamically generated from the frontier segments to guide
the robot toward the appropriate direction by acting as intermediate targets in the
unknown three dimensional space. Through physical experiments using the mobile
robot equipped with a single laser scanner and stereo vision, the extension has been
verified to be effective and the robot is capable of performing reliable navigation in
the 3D cluttered indoor environments.
Chapter 4 describes the vision augmented topological mapping approach to cope
with sensing uncertainties and localization drifts. Firstly, the topological map is in-
crementally constructed with each node encoding not only the position information
but also the visual information of the environment. Secondly, the pose graph is pre-
sented concurrently built as the topological map during the robot motion for pose
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refinement. Visual features extraction and matching are also presented. Thirdly, the
optimization process is presented to adjust the graph pose in order to reduce the
positional errors of the robot and the topological map by weighing between odometry
and visual constraints encoded. Finally, through realistic experiments, it has been
verified that the robot is able to autonomously navigate in the cluttered indoor en-
vironment for a long distance or a long time duration while not losing track of the
target or the topological nodes because of the localization drift.
Chapter 5 presents the non-metric approach for mobile robot navigation in a
cluttered, dynamic indoor environment by bringing human learning and navigational
behaviors into mobile robot navigation. Firstly, the Topo-Semantic Representation is
presented for the robot to take advantage of the prior experiences to improve its nav-
igational performance. Global and local features are extracted for the robot to learn
the visual information of semantic places, and the topological graph is constructed to
denote the connectivity between the places. Secondly, the hierarchical path planning
structure is proposed not only to promote an optimal path, but also to provide the
robot with sufficient flexibility of local motion in complex and dynamic environment.
Finally, experiments have been performed on our autonomous mobile robot in real-
istic indoor environments and the results validate the effectiveness of the proposed
approach.
Chapter 6 summarizes the research work presented in this thesis and highlights
the major findings in this research. It also discusses the limitations of the proposed
methodologies and techniques in this thesis, and suggests possible extension directions
from the current research results in the future.
The relation between the individual chapters is shown in Figure 1.1.
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Fig. 1.1: Relationship between the four chapters
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Chapter 2
Simultaneous Path Planning and
Topological Mapping (SP2ATM)
In this chapter, a novel approach, Simultaneous Path Planning and Topological Map-
ping (SP2ATM), is presented to address the problem of path planning in unknown
environments by concurrent and incremental construction of a map, which strictly
exploits only the topology rather than grid representation. For local topological in-
formation representation, a new concept, Admissible Space Tree (AST), is presented
to describe the admissible free space in the environment as a group of nodes and
graphs. The global map of the explored environment is encoded in a Hierarchical
Topological Map (HTM), which by embedding the AST, serves as the least informa-
tion to facilitate path planning. For simplicity, the algorithm is implemented in a
planar space on our differentially driven mobile robot X1, based on its range sensing
and self-localization capabilities. Experiments’ results show that SP2ATM is effective
and globally convergent in complex and dynamic environments.
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The single layered, optimal and complete Simultaneous Path Planning and Topo-
logical Mapping (SP2ATM) algorithm only utilizes a Hierarchical Topological Map
(HTM), incrementally constructed online without any preprocessing or query stages,
and carries out the path planning simultaneously based on the map built. Realistic
range sensors termed as extended range detectors which provide imperfect range read-
ings larger than the robot, but less than infinite, are employed[31]. Unlike many map
building algorithms which model the obstacles in the scene, our focus is restricted to
extracting admissible free spaces in the environment, leading to the construction of
the Admissible Space Tree (AST). A set of instant goals[65] are selected from critical
points in the AST, known as possibilities, to guide the robot across the space, which
increase the likelihood of obtaining an improved global performance for every increase
in the sensor detection range. The HTM represents the global topology of the envi-
ronment by an undirected graph with the AST embedded in its nodes. The resulting
SP2ATM algorithm could be employed to reach a given goal within the accessible
space (goal oriented path planning) as well as to explore all the accessible space in
an unknown environment(exploratory path planning), both of which are presented in
this section. The planner could be classified under global path planning, but does not
require modules for local planning and obstacle avoidance. Moreover, the low level
motion control is completely separated and the map building does not require the
robot to move along a specific path such as in the construction of many roadmaps.
This not only promotes uninterrupted and smooth motion, but also contributes to
task completion in minimal time. However, to produce a complete navigation module,
we do assume that the robot is equipped with a simple relative localization system
(e.g. dead reckoning). It will be shown that the robot is capable of performing reli-
able navigation by assuming that the localization drift is bounded. Optimal motion
is made possible by guiding the robot to move towards a set of instant goals such as
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in[65], and through continuous replanning which prevents the robot from always fo-
cussing on a single region. This produces a natural human-like behavior by instantly
moving towards newly perceived regions in the environment, if they are of greater
interest.
In Section 2.1, the concepts of local topology extraction for AST construction is
presented. The possibility and Hierarchical Topological Map (HTM) are described
in Section 2.2. The SP2ATM algorithm and incremental construction of HTM are
presented in Section 2.3. Extension to multi-robot case is presented in Section 2.4.
Experimental results are given in Section 2.5, followed by conclusions in Section 2.6.
2.1 Local Topology Representation: The Admissi-
ble Space Tree (AST)
One of the challenges in enabling a mobile robot navigate autonomously, is to con-
struct a representation of the environment that can be used by the robot. Since we
are faced with the problem of sensor-based incremental mapping, all information per-
ceived is useful and must be stored in an efficient manner. As the first step to solving
the problem, it makes sense to restrict the map building to extracting the free space
available in the environment, since the main aim is to enable the robot to traverse
through this free space. Before proceeding further, the following assumptions are
made.
Assumption 1. A two-dimensional range scan is assumed available. The robot op-
erates in a subset Ωws of Euclidean space known as the workspace populated by n
obstacles C1, . . . , Cn which are all closed sets.
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Assumption 2. The robot is capable of estimating its position qr in the global navi-
gation frame with bounded drift from ground truth.
Assumption 3. The position of the goal qt, stationery or moving, is known at any
instant for goal oriented path planning in the global navigation frame.
Fig. 2.1: Position of the robot qr in the global frame
The robot in the global frame and range sensor in the robot frame are shown in
Figs. 2.1 and 2.2, respectively. Since a point robot is not assumed, it is not capable
of moving through all the free space SF in Ωws as shown in Fig. 2.3. It is necessary to
specify the admissible free space SAF in Ωws which ensures complete maneuverability
of the robot. For the differentially driven rectangular robot which is required only to
rotate over its current position and move straight, a virtual base width wv (wv > wr)
is assumed.
The obstacles Cj have a greater area of influence giving rise to a set of m (n 6= m)
virtual obstacles Cδi which are also closed sets. Portions of Ωws are analyzed to obtain
the admissible free space SAF , which can be defined as portion of the environment
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Fig. 2.2: Position of the range sensor in the robot frame, dθ and θ in the sensor frame
Fig. 2.3: Increased influence of an obstacle
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that is traversable by the robot.




where Ωws is the workspace of the robot, and Cδi, i = 1, . . . ,m denote the virtual
obstacles. In this thesis, it is assumed that the admissible free space is connected.
Recording down the admissible free space can be done in a tree format which leads
us to the construction of the Admissible Space Tree (AST).
2.1.1 Separating forks and sections
The distance information in a range scan provides one with the opportunity of di-
viding the perceived space into free spaces and non-free spaces. As discussed, a free
space does not signify that it is completely traversable when taking into account the
dimensions of the robot. In this section, we start describing the free spaces by a set of
sections and non-free space including obstacles and unknown areas by a set of forks.
The range scan analysis begins by propagation of a wavefront.
Definition 1 (Wavefront). A wavefront W is an imaginary arc spanning over the
entire horizontal field of view γh at a distance d(st) from the sensor frame origin,
where st is a fixed step size for the wavefront propagation.
A wavefront is propagated from the minimum range d(st) = dmin to the maximum
range d(st) = dmax of the range sensor, where dmin > 0, otherwise a wavefront does
not exist. The propagation of the wavefront is executed in steps of fixed length st.
When it is completed, the wavefront is subdivided by forks to form sections, as shown
in Fig. 2.4.
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Definition 2 (Fork). A fork Fj ∈ F is a portion in the range scan which obstructs
a wavefront. If there are no obstacles in the range scan, only a single fork exists over
the entire region uncovered by the horizontal field of view γh of the sensor. The forks
are shown blue with three of them marked in Fig. 2.4.
Definition 3 (Section). A section Xj ∈ X is a portion split by forks from a wavefront
satisfying the condition d(st) ≤ dθ, where dθ is the range reading at inclination θ
from the sensor frame y axis. A section is always formed in between two forks and
d(st) ≤ dθ makes it clear that there are no obstacles along the section from the sensor
frame origin.
Fig. 2.4: Sections produced due to wavefront propagation.
An illustration of a set of sections are shown red with three of them marked in Fig.
2.4. The analysis to extract sections begins at the distance d(st) = dmin where the
wavefront is drawn about the origin in the anti-clockwise direction, starting from the
positive x axis on the sensor frame. All the range points dθ in the scan are compared
30
2.1 Local Topology Representation: The Admissible Space Tree (AST)
with the radius of the wavefront d(st) to find the forks and the sections between them.
The wavefront then moves forward by a step st to repeat the process.
During analysis if dθ > d(st) (−γh2 6 θ 6 γh2 ), it denotes the start of a section if
either θ = γh
2
or d(θ−γ) < d(st), where γ is the resolution of the range scanner. Any
section being examined is complete when either θ = −γh
2
or if d(θ+γ) < d(st). Once a
section is extracted from the wavefront, only those whose length is greater than robot
width wv are considered for further extracting segments. If there are no obstacles,
only a single fork is found which gives rise to a single section Xj along the whole span
of γh.
2.1.2 Extracting segments
At present we have the fundamental component sections that describe the free space in
the environment as perceived by the range sensor. The next aim is to derive admissible
free spaces in the environment. Such a space is described by a set of segments, which
is useful for non-point robot path planning. The robot’s maneuverability through the
resulting free space is verified through a set of corridors.
Definition 4 (Corridor). A corridor C is a rectangle of width wc, length Dc at θc
orientation from the sensor frame y axis. It never encloses any obstacles in its area
wcDc and always rotates about the midpoint of its breadth 0.5wc placed at the origin
of the sensor frame.
Since there are no non-traversable regions enclosed, the existence of a corridor
between the robot and a point implies that the point can be “seen” by the robot
and is directly reachable from the current position. The admissible free space is then
computed dynamically from available sensory data by rotating straight corridors over
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the origin of the sensor frame. Since the corridor width wc is set according to the
robot width wv, the robot’s dimensions are directly taken into consideration, which
also implies that not all points in a section can be covered by rotating a corridor
about the sensor frame origin.
Definition 5 (Segment). A segment Skj ∈ Sk is a portion of a section for which a
set of corridors exist, i.e. Dc = d(st). It represents a subset of admissible free space
and the robot can traverse to any point on a segment from the current position.
Segments are extracted from sections. As shown in Fig. 2.5, in order to extract
a segment from a section Xj, range readings are examined from the center of the
section to check if a corridor of width wv exists at each point in both directions and
it stops on either side of the section when no corridor exists. Since it is likely that
numerous segments could be produced in a single propagation, priority for analysis
is given to the section with the least inclination with the y axis. Analysis continues
recursively for each section over all the wavefront propagations until d(st) = dmax and
no segments exist for the entire γh.
A few such corridors along a section are shown in Fig. 2.5. All the section points
verified eligible by a corridor combine to form the segment. In Fig. 2.6, the axis of
the resulting segment can be seen to be shifted away from that of the section to the
right. It can be seen that the resulting segment may not only be smaller but also
asymmetric about the section it is derived from. The entire space from the sensor
frame origin to this segment now describes a subset of admissible free space SAF (Fig.
2.6). The resulting subsets of admissible free spaces are denoted by nodes in a tree,
leading to the construction of the AST.
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Fig. 2.5: Set of corridors searching a segment
Fig. 2.6: Resulting segment and admissible free space (area outlined red and thick)
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2.1.3 Admissible Space Tree (AST)
The set of segments described by the same pair of forks represent a single admissible
free space. Since the furthest information in any single admissible free space is the
most useful for robot path planning, the segment which is the furthest away from the
sensor frame origin between the same pair of forks is chosen and serves as a node of
the kth AST Ak to represent the single admissible free space. As the analysis proceeds
outwards, the tree grows in size to complete the Ak construction. Unlike all other
nodes in Ak, the root node SR (the sensor frame origin) does not describe any area
since it is just the start point of the tree. The end nodes in Ak known as leaves are
the most useful to generate an instant goal for path planning.
Definition 6 (Leaf). A leaf Lkj ∈ Sk, is the furthest segment in any direction of
propagation in Ak, i.e. there exists no admissible free space after a leaf within the
scan. It is of great importance for path planning since they are the admissible portions
in the scan which extend outwards the most within the reach of the range sensor.
Fig. 2.7 depicts the complete AST and can be expressed as
Ak = {Sk, LAk}; 0 < k 6 Atot (2.2)
where LAk(i,j) ∈ LAk is the branch joining parent node Ski to the child node Skj.
It can be clearly seen that a node Skj represents an admissible free space and the
robot can now traverse to any point in the space. As a compact representation of
admissible free spaces in the two-dimensional world, the AST may not represent the
local topology in great detail such as in grid mapping, but is just sufficient for path
planning.
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Fig. 2.7: Structure of the AST. The segment representing a single admissible free
space serves as the node of AST. The midpoints of each segment are connected by
links to reveal the tree structure of the local topology representation.
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2.2 Hierarchical Topology Map (HTM)
The Hierarchical Topological Map (HTM) denoted by M is a two-layered structure
which illustrates the general topology of Ωws with AST A in its lower layer and an
undirected graph K in the upper layer. The whole HTM can therefore be expressed
as
M = {K,A} (2.3)
Topology graph K contains a set of nodes connected by edges expressed as
K = {T , LK} (2.4)
where Tj ∈ T is the jth topology node and LK(i,j) ∈ LK is the edge between Tj and
an ith topology node Ti. It depicts the overall topology of the environment with each
node describing AST perceived from its location. This could result in partial overlap
between Ak and Aj (k 6= j), but does not affect path planning (See Section 2.2.2).
In theory, since A ⊆ K, the knowledge representation of M can also be expressed in
terms of the incidence matrix IG.
IG[v, e] =

0 if v is not an endpoint of e
1 if v is an endpoint of e
2 if e is a self loop at v
(2.5)
where v ∈ {T ,Sk}, 0 < k 6 Atot and e ∈ {LK, LA}.
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The layers in the HTM are shown in Fig. 2.8. In order to construct the HTM, the
robot is allowed to move towards an instant goal at any instant of time. These instant
goals are selected from possibilities, critical points in AST A. The constructed HTM
and the available possibilities at any instant of time further help the robot with path
planning.
Fig. 2.8: Hierarchical Topology Map (HTM)
2.2.1 Possible waypoint: the possibility
Definition 7 (Possibility). A possibility Pkj ∈ Pk is a possible waypoint in the global
navigation frame chosen from a leaf segment Lkj in Ak for aiding path planning.
Definition 8 (Topology Node). A topology node is denoted as Tj = (qTj ,PTj , El, Vr),
l = 1, 2. The four elements characterizing a topology node are described as follows:
(i) qTj (Node Position): the node coordinates in the global navigation frame.
(ii) PTj (Possibility): a set of all possibilities assigned to Tj, PTj= {P1Tj ,P2Tj , . . . ,PnTj}.
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(iii) El (Type): the node type depicts the characteristic of the node.
1. E1 (Explored): a node which has no possibilities, i.e. PTj = ∅.
2. E2 (Unexplored): a node having at least one possibility, i.e. PTj 6= ∅.
(iv) Vr (Vicinity circle): an imaginary circle of radius rt represents the region of
coverage of a node in the map.
In this thesis, the possibilities are generated from the leaf segments according to
different applications. For exploratory path planning, the center of the leaf segment
is assigned as the jth possibility using the midpoint formula. In goal oriented path
planning, the ends of a leaf segment are the most useful portions since it would give
rise to efficient obstacle avoidance towards the goal. The segment end which is closer
to the final goal qt is chosen using the Euclidean distance formula. The coordinates of
the selected possibilities in the AST are then transformed into the global navigation
frame.
2.2.2 Possibility rejection and rearrangement
The generated set of all possibilities Pk are rejected by a rule-based possibility rejec-
tion criterion and rearranged for easier decision-making process.
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Near range possibilities
Possibilities within the near vicinity of the robot convey no new information to the
path planner. Therefore, once the AST formation is complete, all possibilities gener-
ated quite close to the robot are rejected.
if d(Pkj,qr) 6 dpr(wr), then Pk = Pk \ Pkj (2.6)
where d(Pkj,qr) is the Euclidean distance between a possibility Pkj and the robot
position qr. dpr(wr) is the radius of a robot vicinity circle, centered about the origin
in the robot frame. dpr(wr) is chosen as a function of the robot size.
Possibilities within node vicinity circle
It is also likely that a possibility Pkj lies within the vicinity circle of a topology node
Tj. If a topology node is present in a location, it directly implies that the region
around it, as covered by the vicinity circle is explored and denotes the insignificance
of a possibility in the region. This insignificant possibility satisfies the following
condition:
if d(Pkj,qTj) 6 rt, then Pk = Pk \ Pkj (2.7)
where d(Pkj,qTj) is the Euclidean distance between Pkj and Tj and rt is the radius
of the topology node Tj vicinity circle.
Since Tj’s vicinity circle could possibly contain a portion of an obstacle in such a
way that it extends to Tj’s non-accessible portion in the environment which encom-
passes Pkj (Fig. 2.9), it must be made sure that Pkj is completely accessible by Tj
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before rejection. The following condition is to check whether there are any obstacles
in between Tj and Pkj.
if dθ > dpt, for all θ ∈ [θTj , θPkj ], then Pk = Pk \ Pkj (2.8)
where dpt = max{d(qTj ,qr), d(Pkj,qr)}, and θTj and θPkj are the angles the topology
node Tj and possibility Pkj make with the y axis in the sensor frame, respectively.
This makes sure that all range readings dθ between Tj and Pkj are further away from
the robot, i.e. there are no obstacles in between and Pkj is completely visible from
Tj.
Fig. 2.9: Possibility in node vicinity problem
Rejecting pre-assigned possibilities
It could be possible that a newly obtained possibility Pkj as perceived from qr is
already associated with an existing topology node Tj, i.e. areas represented by Pkj
and PnTj (the nth possibility assigned to the jth node Tj) greatly overlap. In this
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case, it is fair enough to consider rejection of PnTj from Tj if Pkj is closer to qr than
PnTj is from Tj. The list of previously assigned possibilities are examined to check
whether Pkj is closer to the present robot position qr by the following condition:
if d(PnTj ,Pkj) 6 σp and d(Pkj,qr) < d(PnTj ,qTj), then PTj = PTj \ PnTj (2.9)
where d(PnTj ,Pkj) is the Euclidean distance between PnTj and Pkj, σp is the matching
tolerance between any two possibilities, which determines the degree of overlapping
between admissible free spaces. If the above condition fails, then the new possibility
is rejected, i.e. Pk = Pk \ Pkj.
Rearranging pre-assigned possibilities
During map building, it is necessary to revise the existing set of possibilities in K for
optimal coverage. For assigned possibilities PTj , j 6= r, which would be closer to the
node Tr than Tj,
d(PnTj ,qTr) < d(PnTj ,qTj) (2.10)
where d(PnTj ,qTr) is the Euclidean distance between PnTj and qTr , and d(PnTj ,qTj)
is the Euclidean distance between PnTj and Tj, it is fair to reassign them to the new
node Tr if they are directly visible from it. The visibility of the possibility PnTj is
checked from the present robot location qr by verifying the existence of a corridor.
if C(wr, θTj , d(qr,PnTj)) exists, then PTj = PTj \ PnTj , PTr = PTr ∪ PnTj(2.11)
where C(wr, θTj , d(qr,PnTj)) is the corridor between qr and PnTj .
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Assigned possibilities close to the robot
The set of associated possibilities PTj for all j provide directions for the robot. When
the robot moves close to PTj , they provide no more information for the planner and
are set to be of inactive type. In the case that the map of the explored area is not
required, these possibilities can be directly rejected. The rejection is executed if and
only if corridor check is valid.
if d(qr,PnTj) < λpr and C(wr, θPnTj , d(qr,PnTj)) exists, (2.12)
then PTj = PTj \ PnTj
where d(qr,PnTj) is the Euclidean distance between qr and PnTj , λpr is the robot
possibility rejection distance, and C(wr, θPnTj , d(qr,PnTj)) is the corridor between qr
and PnTj .
2.2.3 Updating the HTM
The HTM is incrementally updated as the robot moves when new admissible free
space is perceived. While building M, the topology node Tr to which the present
robot position qr is associated must be known at any instant of time. Since the
vicinity circle Vr of a set of topology nodes overlap with each other, the present robot
position qr could lie in more than one such circle, ensuring that the robot does not
lose track of its position in M. From the overlapping set of nodes, Tr is assigned to
be the one closest to qr.
If the total number of nodes NT = 0 or Tr is not obtained, i.e. the robot has
moved into a new region in Ωws, the new node T1 is registered as the starting node Ts
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in Ωws and becomes the current associated node Tr to the robot. A1 perceived at the
starting node with the new possibility set P1 6= ∅ after rejection process are directly
assigned to T1. After that as the robot continues to explore the environment, new
node Tj is registered in M and connected to Tr = Tj−1 (the robot associated node
registered in the previous iteration) by an edge LK(j−1,j) if a new Ak is obtained, i.e.
there is at least a single admissible space (possibility) perceived but unregistered. Tj
is then assigned to Tr. In this way, the topology nodes T are appended one by one
into M concurrently during robot motion, and all nodes Tj with possibility status
PTj = ∅ and PTj 6= ∅ are updated to be of type E1 and E2, respectively.
It is also to be made sure that there exists a minimum distance dT in between the
nodes. This is done so that the nodes are not so close to each other and does not cause
any problem for the motion controller. Therefore the condition d(qTi ,qTj) 6 dT , i 6= j
overrides the regular node registration. All the possibilities perceived while the robot
is still within the distance of dT , will be assigned to the same node Tr.
In unknown environment navigation, the robot always need to traverse back
through an already mapped space Ωws by following the topology nodes in K along a
designed route.
Definition 9 (Route). A route Ri,j is the shortest path in K from Ti to Tj.
The Bellman-Ford algorithm[66] is applied to find the route distance dR(i, j) of
the route Ri,j. The Bellman-Ford equation is given as:
dR(i, j) = min
k∈neighbors
{dR(i, k) + dR(k, j)} (2.13)
Definition 10 (Visibility distance). The visibility distance denoted by dV (i, j) is the
Euclidean distance from qr to the farthest visible node Tv(i, j) in the route Ri,j. Tv(i, j)
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is termed as the visibility node in the route and satisfies
d(qr,qTv(i,j)) = maxr6k6j
{d(qr,qTk)} and C(wv, θTv(i,j), d(qr,qTv(i,j))) exists (2.14)
A new edge will be added in between the present node Tr and any other node Tj
(Tr and Tj are neither the same node nor neighbors) if it satisfies the following:
(i) There exists a corridor C(wr, θTj , d(qr,qTj)) to the node Tj from qr.
(ii) The cost of travel from Tr to Tj is large, i.e. d(qr,qTj) < dR(r,j)λl , where λl is the
route cost scale down factor.
A partial K built is shown in Fig. 4.7 which contains a set of nodes T connected
by edges LK. The set of possibilities assigned to each node are shown as representing
the admissible free spaces. The bridge which connects any node Tj to a possibility
PnTj is also shown as dotted lines projected out. The node Tr associated with qr is
shown. It can be seen that nodes T1 and T2 have the minimum distance dT between
them since they perceive new areas in the environment as the robot moves. This is
necessary since there is only topological guidance for the robot and the nodes must
be close enough to ensure proper accessibility to the perceived areas.
2.3 SP2ATM by Incremental Construction of the
HTM
Possibilities perceived are most essential for path planning and leads to the creation
of a HTM by utilizing leaves (as mentioned in Definition 6). The HTM is directly
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Fig. 2.10: A partially built topology graph
constructed by considering leaves from A for possibility generation. In order to re-
duce memory utilized, the HTM only contains possibilities instead of complete ASTs,





n=1 PTn , which is an intermediate point qi in Ωws towards
which the robot steers, for every sampling time. The planner follows a state machine
framework G = {GBrake,GGoalApp,GExp,GTraceBack}, and exists only in a single state
Gr at any instant of time. The different states are described below.
(i) GBrake (Braked mode): The planner is in this state before starting and after
completion of the mission and does not provide any new Ig for robot motion.
However, the robot may continue its state of motion towards a previous Ig, if
one was provided before entering this state and the robot is to be halted by the
motion controller if required.
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(ii) GGoalApp (Goal Approaching mode): The robot moves in pursuit of a goal posi-
tioned at qt in the global frame to execute goal oriented path planning.
(iii) GExp (Exploration mode): The planner aims to visit all admissible spaces SAF
to complete exploratory path planning.
(iv) GTraceBack (Trace Back mode): The planner switches to this state when the
robot has to come back to a previously known node Tj in K.
SP2ATM is executed in a sequential manner where Gr changes with time. Initially
the planner is in Braked mode (Gr = GBrake) and external input is provided to start or
shift between GGoalApp, GExp and GTraceBack. σg is the tolerance in association between
qr and qt. The overall execution process is shown in Algorithm 1.
Algorithm 1 SP2ATM algorithm
1: Gr = GBrake
2: if Gr ← GGoalApp then
3: Execute GoalApproaching and update K in M
4: if Gr ← GTraceBack then
5: Execute TraceBack, Gr ← GGoalApp and GOTO Step 2
6: end if
7: end if
8: if Gr ← GExp then
9: Execute Exploration and update K in M
10: if Gr ← GTraceBack then
11: Execute TraceBack, Gr ← GExp and GOTO Step 8
12: end if
13: end if
14: Gr ← GBrake
15: EXIT
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2.3.1 Goal approaching mode
The path planner provides instant goals Ig enabling the robot to move along a path
which leads to the goal at qt. In Algorithm 2, d(qr,qt) the Euclidean distance between
Algorithm 2 Goal approaching mode
1: if d(qr,qt) 6 σg then
2: Goal reached, Gr ← GBrake, EXIT
3: end if
4: if C(wr, θt, d(qr,qt)) exists then
5: qi ← qt, GOTO Step 1
6: end if
7: Search the possibility PnTj closest to the goal from all the existing possibilities





{d(qr,qTv(i,j)) + dR(v, j) + d(qTj ,PnTj) + d(PnTj ,qt)}} (2.15)
8: if C(wr, θPnTj , d(qr,PnTj)) exists then
9: qi ← PnTj , GOTO Step 1
10: else
11: Move to node Tj, Gr ← GTraceBack, qi ← PnTj , GOTO Step 1
12: end if
13: EXIT
qr and qt, d(qr,qTv(i,j)) is the Euclidean distance between qr and the visibility node
Tv(i, j), dR(v, j) is the route distance of the route Rv,j, d(qTj ,PnTj) is the Euclidean
distance between qTj and PnTj , and d(PnTj ,qt) is the Euclidean distance between
PnTj and qt.
2.3.2 Exploration mode
The algorithm produces qi to explore the entire bounded space Ωws. In Algorithm 3,
d(qTr ,PnTr) is the Euclidean distance between the node Tr and its nth possibility PnTr ,
and dR(qr,qTj) is the route distance between qr and qTj . Step 11 in the algorithm
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Algorithm 3 Exploration mode
1: if PTj = ∅, 0 < j 6 NT then
2: if d(qTs ,qr) 6 σg then
3: Exploration complete, Gr ← GBrake, EXIT
4: else
5: Move back to start node Ts, Gr ← GTraceBack, GOTO Step 2
6: end if
7: end if




9: qi ← PnTr
10: if d(qr,qi) 6 σg then
11: Update an end node Tr in K
12: end if
13: if ETr = E1 then




15: if Tj exists then
16: Gr ← GTraceBack, move to Tj, GOTO Step 8
17: else
18: No unexplored (E2) node exists, GOTO Step 1
19: end if
20: else
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is a map updating step in addition to the node registration procedure mentioned in
Section 2.2.3. If Ig represents a corner or dead end (Fig. 2.11), the map is incomplete.
The updating process is necessary to ensure that the robot never revisits this portion
of the environment.
Fig. 2.11: Special case in topology node updating
2.3.3 Trace back mode
In both the path planning tasks discussed, situations arise where it is necessary to
move back to a destination node Td in K. Instant goals Ig are generated to enable the
robot to move along K by computing the route to Td, Rr,d = [Tr . . . Td]. In Algorithm
4, d(qr,qTd) is the Euclidean distance between qr and Td and Tv(r, d) is the visibility
node in the route Rr,d.
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Algorithm 4 Trace back mode
1: if d(qr,qTd) 6 rt then
2: Switch to previous state GGoalApp or GExp
3: end if
4: if Tv(r, d) exists then
5: qi = qTv(r,d), GOTO Step 1
6: else
7: qi = qTr−1 , GOTO Step 1
8: end if
9: EXIT
2.3.4 Planning in a dynamic environment with localization
errors
The SP2ATM algorithm can also produce a complete solution in dynamic environ-
ments through continuous replanning since the AST only registers SAF . However, if
an assigned possibility PTj or registered node Tj is later inaccessible, i.e. the robot
cannot reach the vicinity circle Vr of Tj or PTj within σg, the convergence of the
algorithm may not be guaranteed. The following additional steps are appended to
the existing algorithm for planning in a dynamic environment.
1: if C(wr, θPnTj , d(qr,PnTj)) does not exist then
2: if |t− tp| > td then
3: inaccessible possibility, K = K \ PnTj
4: end if
5: end if
6: if Gr = GTraceBack then
7: if C(wr, θTj , d(qr,qTj)) does not exist then
8: if |t− tn| > td then
9: inaccessible node, K = K \ (Tj, LK(r, j))
10: end if
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where tp and tn are the times at which an inaccessible possibility and node are
found. td is termed as the tolerance period for which the planner waits to reconfirm
the inaccessibility of a node or possibility.
The incremental construction of the HTM can now be described by focussing on
the task of exploration. The map building process is shown in Fig. 4.1. Initially the
robot observes the admissible spaces on the right and the AST A1 with segments S11
and S12 are created as shown in Fig. 4.1(a). The initial node Ts = T1 is assigned with
A1. The robot moves towards the instant goal created from leaf S12 in A1. As the
robot moves, it leaves the vicinity circle of T1 and hence places a new node T2. T2 is
a dummy node which facilitates navigation since there are no new admissible spaces
that can be described and S12 is already in the robot’s vicinity. Node T3 is created
when the new AST A2 is obtained. It is to be noted that the admissible space S12
is transferred to A2 as S21 since T3 is closer to it than T1 as per the pre-assigned
possibility rearrangement criterion (Section 2.2.2). The HTM grows in upper and
lower layers when new areas are perceived as the robot moves towards the instant
goal obtained at every sample time. It can be seen from the robot trace that no
excessive time is spent in a single location and that the motion is smooth. The robot
completes exploring the area in Fig. 4.1(f). The inaccessibility problem is less likely
to happen due to the localization errors which are bounded as per our assumption.
Lemma 1. Assume that due to the dead reckoning error, the map as perceived by
the robot is shifted both in translational and rotational manner. The actual map built
under accurate and inaccurate localization assumption is shown light grey and black,
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(a) (b) (c)
(d) (e) (f)
Fig. 2.12: Incremental construction of the HTM
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Fig. 2.13: Shifted HTM due to localization drift
respectively, in Fig. 2.13. The HTM is able to assist the planner in promoting reliable
robot navigation under bounded drift assumption.
Proof. Consider the room C. After the exploration is complete, the robot tries to
move back to the starting node through route R19,1. The drift in the area is always
limited when any node in the room is compared with its entrance node T7. T7 is the
visibility node since it is completely visible from the robot location node Tr = T19 and
is farthest in the route. Therefore, the robot does not have any problems tracing back
towards T7. The trace back route is shown as a dotted curve. While it moves towards
T7, T6 becomes visible and then T4 in corridor B. Since none of the nodes in corridor
A are visible, the robot moves until it is sufficiently in the vicinity of Tr = T4 and
then moves to Tr−1 i.e. T3 in R19,1. The process repeats until the robot comes to the
vicinity of T1. However the drift assumed here is large and may cause the navigation
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to fail if any more localization error accumulates. Consider node T16 which projects
out from room C to corridor A. The robot moves close to the wall to reach T1 during
its trace back and always remains closer to T1, T2 or T3 when compared to T16. If the
robot computes Tr = T16, the planner assumes inaccessible node condition, keeps on
building the map and does not converge. Hence, under bounded error assumption, if
the motion control follows the planner commands and does not overshoot, the robot
can navigate reliably in the environment.
Theorem 1. The SP2ATM algorithm is complete.
a) Assuming that Ωws is bounded, the robot completes exploratory path planning by
visiting the entire SAF to reach its final configuration Ts in finite time.
b) The robot reaches its final configuration qr = qt for goal oriented path planning in
finite time, if a path to qt ∈ SAF exists.
Proof. a) At each step, the AST Ak is generated for the newly perceived admissible
space during robot motion. The topology map M is updated by registering new
topology node Tr and assigning possibilities PTr extracted from the AST Ak. Each
possibility inM represents a portion of the whole admissible space in Ωws and implies
potential direction to explore. The robot continues its exploration towards a sequence
of instant goals until another new admissible space is perceived or all the possibilities
are visited in terms of the distance to robot position qr. This enables that the robot
always moves towards newly perceived areas while constructing new ASTs. Since
Ωws is bounded, the admissible space SAF which is divided into subspaces by finite
number of possibilities, is bounded. Therefore, after several steps, if P = ∅, i.e. the
SP2ATM algorithm has guided the robot to visit all the possibilities in sequence and
move through the entire SAF in Ωws, the exploratory path planning is completed in
finite time.
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b) For bounded Ωws, as stated in a), since the algorithm is capable of moving through
the whole SAF , it is guaranteed that the robot will always reach the target qt ∈ SAF .
If Ωws is unbounded, since the possibility generation for goal oriented path planning
favors the portion in the AST closer to qt and the nearest possibility to qt among all
the existing possibilities will be selected as the instant goal at each step, it ensures
that the robot qr will always tend to approach qt and not diverge until the robot
completes the task.
2.4 Coordinated Multi-Robot Path Planning and
Topological Mapping (M-P2ATM)
In this section, we present an approach to address the problem of multi-robot ex-
ploration in unknown environment by extending the SP2ATM from a single robot to
multiple robots. The individual robots carry out the path planning based on the incre-
mentally constructed topological map of the explored environment. With possibility
points on the map representing the possible directions to explore, the coordination
of multiple robots is achieved by dynamically assigning the possibility points to the
each single robot in the team as their intermediate targets based on the traveling cost.
This task allocation mechanism enables the robots to collaborate with each other by
always focusing on different portions of the environment that also contributes to the
task completion in minimal time.
We elaborate the strategies for collaboration between robots in the task of en-
vironmental exploration. We assume all the robots in the team can communicate
with each other during the process, i.e., the communication range is unlimited, and
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a global consistent topological map is maintained. In the single version of SP2ATM,
we assume that the robot is capable of estimating its position with bounded local-
ization error, ruling out the need of a localization module. The multi-robot version
of M-SP2ATM hence rests on the same assumption. The assumptions used in this
paper are listed below.
Assumption 4. The robots in the team are capable of estimating their positions qr,n
in the global navigation frame with bounded drift from ground truth.
Assumption 5. The robot is capable of communicating information such as its po-
sition, possibilities and local sub-map with its neighboring robots within the commu-
nication range through either full-duplex or semi-duplex transmissions.
Assumption 6. The time delay of the communication between robots within the
communication range is assumed to be bounded, which is made possible by equipping
the team of robots with the capability of real-time messaging. The robots within the
communication range can directly or indirectly share the environment information at
any instant of time.
Assumption 7. It is assumed that the robot is capable of sensing a half panoramic
field of view and measuring the distance to the obstacles around with maximum sensing
range dmax, which is feasible and may be implemented in practice using panoramic
laser scanner or omnidirectional camera.
The collaboration of the multiple robots is achieved by exchanging local knowledge
of the environment through the communication network. A decentralized approach
is proposed to cooperate the team of robots for effective environment exploration.
Next, we describe the algorithm that each robot ri in the team uses for intermedi-
ate targets determination. The algorithm effectively distribute the collection of robots
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moving towards different regions of the environment by dynamically allocating the
active possibilities to each of them, which prevents the robots from focussing on ex-
ploring the same region of the environment. Consider a multirobot system consisting
of a team of N mobile robots represented by a ordered list Rc,i = {r1, . . . , rN} ∈ RN ,
where RN is the set of all robots in the team. The algorithm is shown in Algorithm
5, where dR(ri,Pin,j) and dV (ri,Pin,j) are the route length and the visibility distance
from the position of the robot ri to the possibility Pin,j, respectively. The possibility
Pac,k is updated to be the type of B1 active once it is selected and assigned to the
robot ri as it instant target Ig,i. Initially, the robots chose their possibilities according
to priority as pre-ordered in the robot list. During the process of exploration, the
robots each keep choosing the nearest inactive possibility points as their intermediate
targets and performing the single SP2ATM based on the global information shared
within the team.
Algorithm 5 Allocation of Possibilities to Individual Robots
1: Suppose ri is the i-th robot in the list Rc,i, Pin,j is the j-th possibility in inactive
set Pin
2: Compute the nearest possibility Pin,k along the topological mapM from current
position qri of the robot ri satisfying the nearest possibility equation
Pac,k = arg
j
min dR(ri,Pin,j) or arg
j
min dV (ri,Pin,j) (2.18)
3: Ig,i = Pac,k
4: EXIT
As indicated in Equation 2.18, the nearest possibility is determined with the short-
est path from the possibility to the current position of the robot. It is noted that
the path here is defined on the topological map M which consists of a sequence of
topological nodes. The length of the path is calculated by
dR(ri,Pin,j) = d(ri, Tri) + dR(Tri , Tj) + d(Tj,PTj ,n) (2.19)
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or
dR(ri,Pin,j) = d(ri, Tri) + dV (Tri , Tj) + d(Tj,PTj ,n) (2.20)
where d(ri, Tri) is the Euclidean distance between the robot ri and the current topo-
logical node Tri attached to the robot ri on the map M, dR(Tri , Tj) is the the route
distance between the start node Tri and the end node Tj on the path, dV (Tri , Tj) is the
visibility distance, d(Tj,PTj ,n) is the Euclidean distance between the end topological
node Tj and the possibility PTj ,n, where PTj ,n = Pin,j.
For those possibilities directly accessible to the robot, i.e., those are newly per-
ceived and associated to the current topological node Tr and those seen by the robot
even though associated to other nodes on the map, the length of the path is simplified
as
dR(ri,Pin,j) = d(qri ,qPTj ,n) (2.21)
Figure 2.14 illustrates the computation of the nearest possibilities to the robot.
For the possibility P1,Tt,r , dR(rt,P1,Tt,r) = d(qrt ,qP1,Tt,r ); for the possibility P1,Tt,i ,
dR(rt,P1,Tt,i) = dR(Tt,r, Tt,i)+d(qTt,i ,qP1,Tt,i ) = d(qTt,r ,qTt,k)+d(qTt,k ,qTt,i)+d(qTt,i ,qP1,Tt,i )};
for the possibility P1,Ts,j which is directly accessible by the robot rt, dR(rt,P1,Ts,j) =
d(qrt ,qP1,Ts,j ). The calculation of the distance to the robot rt is similar to the possi-
bility P1,Tt,r . A link is then added between topological node Tt,r and the possibility
P1,Ts,j once the robot has seen it to indicate the accessibility of the possibility from
the topological node Tt,r.
The accessibility of possibilities in the list is subject to the connectivity of the
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Fig. 2.14: Calculate the nearest possibilities of the robot rt.
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topological graph. If the robots are initialized at the same starting point as shown
in Figure 2.15, the global graph is naturally connected and all the possibilities in the
list are accessible to each of the robots deployed through the connected topological
graph; if the robots are initialized from different starting points as shown in Figure
2.16, the global graph is not necessarily connected until the submaps make contact
with each other as they grow. Before the submaps make contact, the robots are not
able to access the possibilities on the submaps produced by other robots but can only
explore the possibilities on their own submaps and the problem is thus reduced to
single SP2ATM for each robot of the team as described in the precious sections.
Fig. 2.15: Robots deployed at the same starting point.
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Fig. 2.16: Robots deployed at different starting point.
2.5 Experimental Results
The experiments were conducted on our robot X1 (Figure 2.17) equipped with a
Hokuyo UTM-30LX laser scanner (γh = pi, dmax = 30m) interfaced to a 1.6GHz
Pentium M (1GB RAM) computer. For the localization of the robot, we used a simple
system consisting of the onboard odometry with a single axis fiber optic gyroscope[67],
which made our bounded error assumption possible. The sampling time ts of the
navigation system was set to 0.5 seconds and the robot forward and angular velocity
were bounded to 0.6m/s and 1.0rad/sec, respectively. The computation time required
for the module for every sampling time was found to be as low as 0.12 seconds and
was seen to rise up to 0.36 seconds in worst cases when the area perceived by the
laser was large. The actual base width of our robot is wr = 0.5m and hence, wv was
chosen to be 0.8m. The SP2ATM algorithm steered X1 while participating in the
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TechX Challenge competition in Singapore, 20081.
Fig. 2.17: The mobile robot X1.
2.5.1 Exploratory path planning
An exploration test was conducted in a complex, static indoor environment of area
289m2 with obstacles. The grid in grey color shows the scale of the map with each
square representing an area of 1m2. The whole map explored is shown in Fig. 2.18.
The total time taken for coverage was only 10 min 40 sec. In the figure, crosses in
magenta are the explored nodes having connections (white) in between them. The
start node Ts is shown by a yellow cross from which the laser scan (white) lines
spread out after mission completion. The robot’s path traveled is also shown in
blue. The time taken depends on the complexity and area of the environment. For a
real experiment, since the complexity is unknown, minimum distance dT was set to
1TechX Challenge is a robot competition organized by DSTA, Singapore’s na-




be 0.8m, which is small enough so that the possibilities perceived could be directly
accessible since no local planner was used. This is also necessary for the robot to
trace back through the known environment since the navigation is purely topology
based. If only map building is of prime concern, a map with widely spaced nodes
could be generated by increasing dT .
Fig. 2.18: Map built after exploration experiment of a 289m2 area
In order to examine the behavior in a dynamic environment, the robot was put
to test in a small area of 150m2 with a person moving around the bounded region. A
portion of the environment was also opened up for the robot to place a new possibility
outside the bounded area and was closed later to observe the behavior. The portion
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of the experiment which adapts to the situation is shown with the sequence of events
in Fig. 2.19 and the map building process in Fig. 2.20. In the map, the explored
nodes are shown in magenta, unexplored nodes and edges in orange, line extending
towards a possibility in green and the instant goal, a green cross. Ts is shown by a
big white cross on a square outlined in magenta. The obstacles seen are shown as red
dots. The robot initially observes the room in the front and the corridor towards the
right (Fig. 2.19(a), (b), Fig. 2.20(a), (b)). It finds two possibilities in the room and
several of them in the corridor. These are associated with nodes in the topology map
as per the criterion in Section 2.2.2. As the robot moves, the instant goal shifts and
the robot moves further. It can be seen that the assigned possibilities are removed
and shifted to forward nodes. In Fig. 2.20(a), a portion of the environment is opened
up and the laser rays fall out of the boundary. This enables the planner to place a
possibility outside the barrier. In Fig. 2.20(c), this area is closed up. However the
possibility remains in memory until Fig. 2.20(f) in which, the registered possibility
outside the boundary is chosen and removed from the memory after a timeout of
td = 5 seconds. The exploration of the area was complete in 4 min 42 sec.
2.5.2 Goal oriented path planning
For testing the performance of the goal approaching mode in a static environment,
a goal was placed 18m away from the robot at an angle 5 ◦ from the global frame y
axis. Nodes were registered when new possibilities are found while focussing only on
the goal. This is the reason why a few possibilities can be seen left behind on either
side of the path traveled. It deals well with close obstacles without relying on any
collision avoidance layer. The map built is shown in Fig. 2.21(a). The path planning
was completed in 59 sec. The path of the robot can be seen from the trail of nodes
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(a) t = 4s (b) t = 8s (c) t = 14s
(d) t = 18s (e) t = 26s (f) t = 37s
(g) t = 47s (h) t = 57s (i) t = 64s




(a) t = 9s (b) t = 13s (c) t = 16s
(d) t = 18s (e) t = 40s (f) t = 45s
Fig. 2.20: Map building process showing dynamic nature of the exploration experi-
ment in a 150m2 area
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and can be observed that it is optimal.
A final experiment was done to test how the goal approaching algorithm would
behave in a dynamic environment. The same coordinates were given in a similar, but
a different setting. In Fig. 2.21(b), the robot sees the goal directly and places the
instant goal on it. However, the path is later blocked and when the visibility to the
instant goal fails, the robot waits for time td, reconfirms it and deletes the possibility
from memory. The robot then plans the next best path towards the goal as shown in
Fig. 2.21(c) completing the task in 1 min 33 sec.
(a) (b) (c)





This chapter has formulated a new approach, Simultaneous Path Planning and Topo-
logical Mapping (SP2ATM), to solve the problem of path planning in unknown en-
vironments, assisted by an incrementally and concurrently built topological map.
First, a representation of the environment which demands minimal storage require-
ments was made possible through a topological approach. The traversable regions
in the environment, as perceived by a range sensor, were modeled as an Admissi-
ble Space Tree (AST). The global topology of the environment was represented by
a Hierarchical Topological Map (HTM) comprised of an undirected graph with each
node describing the perceived AST from its location. The HTM provides the least
information for a robot’s path planning and the technique is advantageous in both
storage and processing time. Secondly, the representation was shown to cope with
sensor uncertainties and robot positioning errors. The bounded error assumption for
localization was found to hold true not only due to the reliable localization system,
but also since the tasks could be completed in a small time duration. The attempt is
only to make the system simple and does not rule out the need of a SLAM module
which is inevitable in a very large area for long durations. Finally, a map-based path
planner which guides the robot along an optimal path to move towards a known goal
for goal oriented path planning and visit all spaces in an environment for exploratory
path planning was proposed.
SP2ATM has been implemented on a differentially driven mobile robot equipped
with a single laser scanner, encoders and a gyroscope. Since the non-semantic method
does not rely on any geometric information specific to an environment, the planner
enables the robot to navigate anywhere in the realistic world. The path planned
towards the goal was found to be optimal and the task of exploration consumed a
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short duration in the complex environment and dynamic environment by introducing
a wait strategy.
The algorithm, however, may consume more time if the sensor range and field
of view were very less compared to the environment at hand and the size of AST
is relatively small. Additionally, even though the experiments have been conducted
without a local planner, the SP2ATM is not a completely robust solution by itself
in highly cluttered and constrained environments. The robot motion could be very
slow and would require the help of a simple collision avoidance module like a local
potential function for faster convergence.
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Chapter 3
Multisensor Fusion for Path
Planning in 3D Indoor
Environments
Since the SP2ATM algorithm provides an efficient hierarchical representation of the
2D environment, in this chapter, it is fuhrer extended to allow path planning in three
dimensional unknown indoor environments based on the fusion of stereo vision and
laser. This chapter describes part of the complete augmented system as shown in
Figure 3.2 for mobile robot navigation in unknown 3D indoor environments by aug-
menting the robot with stereo vision. A vector based approach is proposed to fuse
the range data from both stereo vision and laser for extracting the 3D admissible free
spaces, leading to the construction of Local Obstacle Vector Map (LOVM). The leaf
segments defined in Chapter 2 is further extended called frontier segments for the
representation of the extracted 3D admissible free spaces for path planning purpose.
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A sequence of instant goals are dynamically generated from frontier segments to fa-
cilitate the sensor-based path planning by acting as intermediate targets and guiding
the robot toward the appropriate direction in the unknown space, increasing the like-
lihood of global convergence and optimization. The algorithms is implemented on our
differentially driven mobile robot equipped with stereo camera, and the experimental
results show the effectiveness of the proposed approach to navigate the robot in three
dimensional unknown environments compared to the previously described method in
Chapter 2.
Fig. 3.1: Navigation scenario of an indoor environment in presence of 3D diverse
obstacles. (simulated in Microsoft Robotics Developer Studio)
Fig. 3.2: Vision-augmented system diagram with information flow.
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This chapter is organized as follows. In Section 3.1, the vector based local repre-
sentation of Local Obstacle Vector Map is presented. The 3D admissible free space
extraction is presented in Section 3.2. In Section 3.3, the instant goal based path plan-
ning is presented, and the experimental results are provided in Section 3.4, followed
by conclusions in Section 3.5.
3.1 Local Obstacle Vector Map
For mobile robot autonomous navigation throughout unknown environment, the first
challenge is how to use the onboard sensors to identify local free space and construct a
simple and efficient representation to facilitate path planning. For a non-point robot,
the admissible free space [43] must be extracted that is completely traversable by
the robot taking into consideration of its dimensions. 3D admissible space extraction
is made possible by utilizing stereo vision technique to extract 3D object points,
which are further merged with the 2D range points from laser range finder, leading to
sufficient and reliable perception of the environment. With the range measurements,
the robot is capable of dividing the perceived space into admissible and non-admissible
spaces by performing a 3D corridor verification. The following assumption about the
sensors is made.
Assumption 8. The robot is assumed to be equipped with stereo vision device for
three-dimensional range measurement and a range scanner for two-dimensional range
measurement.
In this section, we use stereo vision to construct the model of the three dimensional
world which is further used by the robot to find 3D admissible free space. For the
purpose of obstacle avoidance and navigation, we require a dense depth map to be
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computed where the range information of all the objects in the robot view is involved.
A recent and general survey on the dense stereo algorithms can be found in[68].
The conventional correspondence-based stereo vision is well-studied and only briefly
repeated here for completeness. We consider the standard pinhole stereo camera
model with parallel optical axes and coplanar image planes as shown in Figure 3.3.
There are mainly three steps to perform dense stereo processing to compute the 3D
coordinates of object points in the scene. First, for every point in one image, find
corresponding point in the other; Secondly, calculate the disparity estimates d of the
corresponding points obtained in the previous step; For real-time application, the
widely used fast SAD (Sum of Absolute Differences) algorithm is used to search for
corresponding points in the paired stereo images and calculate the disparity values.
And the 3D coordinates of the object points P = [X, Y, Z]T with respect to the
camera frame is then computed by geometric triangulation as shown in transform





















where b and f are the baseline and focal length of the stereo camera, respectively,
and d = xL − xR is the disparity of the corresponding points pL = [xL, yL] and
pR = [xR, yR].
Sensing uncertainty was induced during stereo process which is a critical issue for
the modeling of the environment. In order to perform a reliable construction of envi-
ronment model, we incorporate a probabilistic sensor model in [69, 44] where the 3D
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Fig. 3.3: Stereo geometry for pinhole camera model
coordinates derived from the disparity estimates via nonlinear triangulation transfor-
mation are approximately modeled to have Gaussian distributed random errors with







where σ2xL , σ
2
yL
, σ2d are the variances of image coordinates [xL, yL] and the disparity
d, and J is the Jacobian of the linearized triangulation transformation as shown in
Equation 3.1.
Occupancy grids are often used to fuse the multisensor data and represent the
local environment [38, 70] due to its simplicity. In this work, the more efficient vector
based representation [65] is utilized instead to combine the range data from stereo
vision and laser range scanning, which leads to the construction of the Local Obstacle
Vector Map (LOVM). The LOVM is comprised of a sequence of range vectors R
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corresponding to the range measurements from both stereo vision and laser. Let Nv
and Nl be the number of measurement vectors of stereo vision and laser, respectively,
the LOVM can therefore be expressed in three-dimensional space as
MO = [Rv,Rl] (3.3)
where Rv = [Rv1, . . . ,R
v
Nv ] ∈ RNv and Rl = [Rl1, . . . ,RlNl ] ∈ RNl are the measurement
vectors of stereo vision and laser, respectively, with each represented in a spherical
coordinate system as
Ri = (ρi, θi, ϕi, σi) ∈ R4 (3.4)
where ρ is its radial distance, θ the polar angle, ϕ the azimuthal angle, and σ the stan-
dard deviation of the measurement. The vector expression exhibits good advantages
that allow direct construction of the environment model from the range measure-
ments by on-board sensors, and can be directly used to analyze the traversability
of the robot in the current view. In comparison to the 2D vector representation in
[65], we also include the standard deviation σ in each range vector to account for the
uncertainties of measurements in computing the admissible spaces for safe navigation.
Remark 3.1.1. The local obstacle vector map representation is not limited to the
stereo vision and the 2D laser range finder which are used in this work. It is applicable
to represent and fuse the point cloud data from any type of detecting sensors that can
provide points data in 2D or 3D.
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3.2 3D Admissible Space by Sensor Fusion
Admissible free space is the region in the robot workspace that is completely traversable
by the robot. In our work[34, 43], we have developed a tree based scanning approach
for extraction and representation of the local 2D admissible free space for dynamic
path planning by performing a 2D corridor verification. When the 3D dimensions of
the robot is taken into account, the 3D admissible free space need to be specified from
the perceived 3D data of the environment in order to ensure complete traversability of
the robot in its workspace. For this aim, we first extend the concept of corridor from
2D to 3D based on the assumption that the robot navigates on a flat ground plane
in three-dimensional indoor space populated with unstructured convex and concave
obstacles.
Definition 11 (3D Corridor). A 3D corridor denoted by C = (wc, lc, hc, θc) is a
three-dimensional straight passage of rectangular cuboid characterized by its width wc,
length lc, height hc, and orientation θc in the sensor frame, through which the robot
is capable of traversing in 3D space without any collision with surrounding obstacles.
With the dimensions of the 3D corridor properly set according to the robot effec-
tive width wrob and height hrob, e.g., wc > wrob, hc > hrob, it is collision free for the
robot to move from its current position to the end of the corridor of length lc. There-
fore, the 3D admissible free space in the current view can be dynamically determined
from the 3D obstacle vector map by rotating the corridor around the origin of sensor
frame.
In Figure 3.4, the 3D corridor casing a robot is shown in different views. The
obstacle vector is also shown to illustrate the vector representation of the object
point with its uncertainty denoted by a dashed circle. As we assume a flat ground
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plane for indoor navigation, we need not to extracting the ground plane to detect
obstacles. The object points that are above the ground plane and below the height of
the robot will be naturally regarded as obstacle points to the robot. The 3D corridor
therefore works by not enclosing any of those obstacle points. From the side view, we
can see that the robot is safe moving forward for obstacle points Oi and but not for
Oj, and the same for the obstacle points in the top view.
Fig. 3.4: 3D corridor. The obstacle points are shown circled by their uncertainty
ellipses computed from covariances of the stereo and laser measurements, respectively.
(a) 3D view; (b) Side view; (c) Top view
However, directly working on the 3D obstacle point vectors to examine the the
existence of a set of 3D corridors could be time consuming due to the non-trivial
computation required. To implement it for real time application, we divide this
process into two steps: vertical projection and horizontal scanning.
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3.2.1 Vertical projection
All the identified 3D obstacles vectors of points in the current sensor view that are
above the ground plane and below the height of corridor hc have been projected onto
a 2D plane (normally the ground plane or the laser plane if a 2D laser scanner is
used). Since the obstacle points are represented in the form of vectors in the local
obstacle vector map as it is sensed, the data fusion of stereo vision and laser is directly
achieved during the vertical projection. The obtained 2D fused obstacle vector map
reflects the local 3D free space indirectly in the current view of the robot with obstacle




i ) ∈ R2.
MHO = [RHi ], i = 1, . . . , Nt (3.5)
where Nt is the total number of obstacle vector on the 2D fused obstacle vector
map. Other researchers have used similar projection method [38] to construct a 2D
occupancy grid map.
Figure 3.5 shows results of the data fusion by vertical projection of the obstacle
point vectors. The image in Figure 3.5 (b) shows the obstacle points detected by the
stereo vision and the fused range measurements after vertical projection is shown in
Figure 3.5 (c), where the red points encircling a white region are scanned obstacle
points by the laser scanner whereas the color points are obstacle points that have
been missed by the laser scanner but detected by the stereo vision.
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(a) (b)
(c)
Fig. 3.5: Data fusion by vertical projection: (a) Scene; (b) Obstacle points detected
by stereo vision; (c) Resulting 2D obstacle vector map. The red points encircling a
white region are scanned obstacle points by the laser scanner whereas the color points
are obstacle points that have been missed by the laser scanner but detected by the
stereo vision.
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3.2.2 Horizontal scanning
The next step has to be searching for the admissible free space on the obtained 2D
obstacle vector map by rotating a 2D corridor of width wc horizontally around the
origin of the sensor frame. Figure 3.6 shows the horizontal scanning of the 2D corridor
to examine that whether the free space is traversable by the robot of width wrob 6 wc.
Fig. 3.6: Admissible free space identification by horizontal scanning of 2D corridor.
The horizontal scanning process is quite similar to our work [43] on the 2D ad-
missible space identification which is employed here for fast 3D admissible spaces
computation due to its computational efficiency especially for mass sensory data. We
briefly describe the process in this section for the completeness of the whole algo-
rithm but from a different perspective based on the configuration approach [71] for
better understanding. Considering the configuration space CS by growing the obsta-
cle boundaries with certain distance De (normally the maximum distance from the
robot center to its marginal points), we can then model the robot as a particle and
analyze the traversability of the robot in CS. Since for a point modeled robot, the
free space FS is equivalent to the admissible space AFS, we can directly obtain AFS
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during the identification of FS in the configuration space. While the latter can be
easily computed by transforming the obstacle vectors RHi ∈MHO to the configuration
space. As shown in Figure 3.7, the boundaries of the obstacles are extended to have
a greater area of influence denoted by the dashed circles in this configuration space
CS according to the dimensions of the actual robot.
Fig. 3.7: Admissible free space identification by configuration space approach
Next, we represent the observed admissible spaces in the segmental fashion for
path planning purposes, called the frontier segment (FS) by propagation of wavefront
as shown in Figure 3.7. A sequence of wavefront is initialized from the origin of the
sensor frame and propagated to the maximum range in the scan. The frontier segment
in one scan denoted by FSj = (rFSj , θFSj ,s, θFSj ,e) ∈ FS is hence determined by the
last wavefront in each direction based on the following criteria
rFSj = arg max
d(st)
(d(st) < d(θ)) (3.6)
where rFSj is the segment radius with respect to the origin of the sensor frame, d(st)
is the radius of the wavefront with a fixed step size st for the propagation, d(θ) is the
distance measurement at the angle θ, θFSj ,s and θFSj ,e are the starting and ending
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angles of the corresponding segment with the angle reading indexed counterclockwise.
The extracted admissible spaces are shown in Figure 3.7, each encircled by a
sector with a frontier segment as its arc. The usage of frontier segments is of great
importance in the sense that it not only provides a compact way to represent the
admissible free spaces by dividing the admissible space into portions, that requires
only storage of the frontier segments in the scan instead of the mass obstacle points
data, but also facilitates the intermediate goal generation as it encodes the most useful
information for path planning, that is, the farthest reachable spaces in one single scan.
The path planning strategy based on the frontier segments will be discussed in the
next section.
Remark 3.2.1. In this work, we consider the simple version of 3D corridor of a rect-
angular cuboid, with which the fast extraction of 3D admissible space is made possible
by executing the aforementioned two-step procedure. However, in some applications,
the transection of the 3D corridor could be different in shape (not limited to square
or rectangular) in order to fit different profiles of robots. Since the corridor of more
complex shape is more in line with the profile of the robot, it allows more flexible
motion in complex environment with irregular obstacles, which also implies that the
3D admissible space extraction in such case can no longer be achieved by the two-step
procedure. To solve this problem, a dense comparison between the 3D obstacle points
and the corridor volume as the corridor rotates is required which may lead to high
computational complexity.
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For unknown environment navigation, the robot prefers to follow the most likely
intermediate target that could guide the robot to complete the task. The instant goal
(IG) by acting as the intermediate target is then used to bias the robot motion to
reflect such preferences. The instant goal driven method was first presented in [72]
where instant goals are generated at each time instant for behavior-based navigation
based on the vector representation of the local environment. In this section, an
complete algorithm is presented to plan a collision-free path in 3D unknown indoor
environment by generating a sequence of instant goals towards which the robot steers
based on the frontier segments denoting the identified admissible free spaces. The
definition of the IG is specified herein to adapt to the particular application.
Definition 12 (Instant Goal). An instant goal IG is a location point chosen out of
all the points in the admissible free space AFS to serve as an intermediate goal for
the robot to move towards at any instant of time to the final goal.
In order to plan smooth path and achieve optimal motion, the IG based planner
constantly generates new instant goals during the navigation process, guiding the
robot to approach its destination asymptotically while avoiding obstacles on the way.
The robot moves always towards the current one instant goal at any instant of time
until mission completed. As shown in Figure 3.8, the robot is directed by the gener-
ated instant goal moving towards the final goal located somewhere in the unexplored
regions. The instant goal can be generated from either AFS in the current view or the
previously perceived AFS. In unknown environment navigation, it is often required
that the robot traverses back to a previously perceived AFS, e.g., when the robot is
blocked by a dead end in the direction of searching, by following its trajectory which
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is in our case a sequence of topological nodes on the simultaneously built topological
map. In this case, the IG is generated from the previously perceived AFS to enable
the robot to trace back along the map.
(a) (b)
Fig. 3.8: Instant goal based path planning. In (a), the IG is generated from the AFS
of the current view; and in (b), the IG is generated from previously perceived AFS.
3.3.1 Determination of instant goals
For navigation in an unknown environment, the determination of instant goals not
only acts upon the efficiency of the path planning but also affects the convergence
of the navigation algorithm. There are three principles that must be followed in
selecting instant goals: i) Feasibility. The instant goal should be directly reachable
by the robot from the current position through a collision-free path from the detected
obstacles for direct motion; ii) Optimality. In order to achieve optimal motion to
the largest extent, the instant goal should be selected maximizing the utilization of
sensed information of the local environment; and iii) Convergence. The instant goal
must be selected to promote global convergence of the algorithm with the partially
known knowledge of the environment. Taking the goal approaching navigation for
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instance where the robot is required to reach a predesignated goal position. The
robot had the best chance to approach the final goal by following the selected instant
goal. In addition, the problem of local minimum should also be avoided with the aid
of instant goals.
All the AFS denoted by the frontier segments sensed so far, from both current
and previous views, have been recorded during the navigation process and regarded
as instant goal candidates. With the above principals in mind, in this section, the
instant goals will be determined differently depending on two different situations. If
the final goal (FG) is not detected by the sensor, i.e., FG /∈ AFS, the IG will be
selected from all the frontier segments to maximally make use of local information,
which will guide the robot moving towards the goal as quick as possible without falling
into local minimum; if the final goal is detected by the sensor, i.e., FG ∈ AFS, the
IG will be selected as the vector originated from the sensor frame pointing to the





d(qt − qFG), FG /∈ AFS
FG, FG ∈ AFS
For the goal approaching navigation, the objective is to drive the robot through
unknown environment to reach the final goal position. In order to complete this task,
the FS point which has the shortest Euclidian distance to the goal position among
all the FS points is selected as the instant goal in current time instant, in such a
way that the total travel cost of completing this task is heuristically reduced to the
minimum.
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3.3.2 Path planning strategy
The following section takes the goal approaching path planning as an example to
illustrate the complete procedure of the instant goal based path planning. Extension
to other navigation applications, e.g., exploration, coverage, etc., is straightforward
by simply modifying the instant goal selection policy.
The algorithm in Figure 3.9 describes the procedure of path planning for ap-
proaching a target through use of instant goals. The robot starts at a start location
S given a goal positioned at G in the global frame. At each time step, an instant goal
IG is computed, and the robot will follow the current instant goal while generating
new ones as it searches the unexplored areas. The robot will keep moving towards
one instant goal until it is reached or a new one is assigned. The navigation task is
accomplished when the final goal position is reached. If the current IG is reached
and there is no new IG assigned, i.e., no more admissible free space available, the
algorithm will return failure, which indicates that the robot could not find way to the
goal.
Remark 3.3.1. The IG herein acts as a guide for direction of the robot movement
to the goal. To expedite the rate of convergence, the planner keeps generating instant
goals and the robot is always moving towards the one newly generated. The robot does
not need to reach every instant goal before a new one is assigned unless otherwise
required as in the coverage problem, where the robot is supposed to reach all the points
in the entire wokrspace.
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In this section, realistic experiments were conducted to validate the effectiveness
of the proposed 3D path planning, localization, and mapping approaches on our
autonomous mobile robot equipped with a Point Grey Bumblebee 2 stereo camera
and a Hokuyo UTM-30LX laser scanner. To complement the laser scanner, the stereo
camera undertakes the job of visual perception by continuously capturing pairs of
images of the environment, from which the 3D obstacle vectors are extracted for 3D
path planning and so are the SURF features serving as the natural visual landmarks
for localization purpose. The localization system of the robot consisting of an onboard
odometer with a single axis fiber optic gyroscope is used to provide approximate
estimates of the robot poses as inputs to the proposed localization approach.
The experiment was carried out in a 3D densely cluttered lab environment in
order to validate the effectiveness of the proposed vision enhanced path planning
algorithm. The robot was expected to avoid the 3D obstacle (a swivel chair) on the
way to reach the final target located at 5m (blue cross) forward from the robot. The
experimental result is shown in Figure 3.10. The robot trajectory is plotted by a
sequence of yellow rectangles which indicate the robot dimensions lrob = 0.8m and
wrob = 0.5m. The obstacles points detected by the laser range finder and stereo vision
are shown respectively in red and green color. It can be seen from the figures that
the lab table and the swivel chair that will make obstacles to the robot but invisible
to the 2D laser scanner can be effectively detected by the stereo vision. The robot is
capable of avoiding those concave obstacles and reaching its final target as shown in
Figure 3.10 (d) and (h) guided by the IGs (shown in a purple cross) instantaneously
generated by the path planner as the robot moves. Particularly, it should be noted
that in this experiment, the IG was not directly placed on the location of the final
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goal just for the consideration of safe motion.
(a) (b) (c) (d)
(e) (f) (g) (h)
Fig. 3.10: 3D path planning fusing laser and stereo vision. Snapshots on the top
row show the lab environment in the experiment, and screenshots on the bottom row
show the trajectory of the robot with IG marked.
3.5 Conclusion
In this chapter, we have formulated a vision-augmented approach to solve the problem
of path planning in three dimensional unknown indoor spaces based on stereo vision
and laser, that is advantageous in both processing time and precision for robust
navigation. First, the local representation of the environment has been extended to
extract the three dimensional admissible free spaces by fusing stereo vision and laser.
The 3D admissible free space is further encoded with frontier segments in a topological
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manner. Secondly, instant goal has been used for the dynamic generation of heuristical
intermediate targets for every increase of the sensing range in the unknown space to
increase the likelihood of global convergence and optimization. Finally, the algorithm
has been implemented on a differentially driven mobile robot equipped with a single
laser scanner and stereo vision, and the effectiveness of our approach has been verified
to be robust and capable of performing reliable navigation in 3D cluttered indoor
environments.
However, the algorithm is only applicable for the cases where the robot volume
can be approximately regarded as rectangular cuboid, which otherwise may lead to
high computational complexity because the 3D admissible space extraction in such
case can no longer be achieved by the two-step procedure. Furthermore, the algorithm
may slow down if the robot operating space is too complex in view because the stereo
vision may consume more computational resources in processing the visual images to




Path Planning and Topological
Mapping (V-SP2ATM)
This chapter describes an vision augmented topological mapping approach for mobile
robot navigation in unknown 3D indoor environments by augmenting the robot with
stereo vision, which is newly termed Vision-Augmented Simultaneous Path Planning
and Topological Mapping (V-SP2ATM). The complete system is shown in Figure
4.1. This vision-augmented method not only promotes sufficient perception, but also
contributes to accurate localization for topological mapping. An augmented topolog-
ical map is incrementally constructed with each node encoding not only the position
coordinates but also the visual information of the environment, which is further uti-
lized to optimize the pose graph concurrently constructed during the incremental
construction of the topological map for the purpose of correcting positional drifts
of the topological nodes incurred by the sensing uncertainties. so that the robot is
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capable of recovering from large localization drifts and tracing back the topological
map for the completeness of navigation task. This therefore allowed to release the
bounded error restrictions for localization even with the unreliable localization sys-
tem in contrast to SP2ATM in Chapter 2. By implementing the algorithms on our
differentially driven mobile robot augmented with stereo vision, experimental results
show the enhanced ability of the proposed approach to navigate the robot in complex
unknown environments without requiring the localization drift to be bounded.
Fig. 4.1: Vision-augmented system diagram with information flow.
This chapter is organized as follows. In Section 4.1 the motivation and background
are presented. Section 4.2 describes the visual landmark extraction and tracking.
The incremental construction of the vision augmented topological map and graph
optimization are presented in Section 4.3 and Section 4.4. Section 4.5 introduces the
interpolation of sub T-nodes, and experimental results are provided in Section 4.6,
followed by conclusions in Section 4.7.
4.1 Introduction
One of the difficulties in performing topological map based navigation is to steer the
robot to retrace the previous built topological map in the case of serious localization
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drifting due to the sensing uncertainties. To reduce these uncertainties, the localiza-
tion and mapping problem is generally solved in a simultaneous way which is referred
to as the SLAM problem (Simultaneous Localization And Mapping) [73]. The classi-
cal SLAM problem involves performing two main tasks: Localization and mapping.
The solution to the problem allows the robot continuously estimates its poses using
the simultaneously constructed environment map. In the case of this thesis, as our fo-
cus is to provide the robot with an autonomous planning strategy to steer the robot
in order to autonomously complete the task (e.g., approaching a goal position) in
an unknown environment, localization is more critical than paying the overhead for
building a complete and dense map. Moreover, the particular topological map used in
this thesis is constructed by registering specific positions of the robot as topological
nodes. Not like other approaches which provide a global detailed metric map of the
environment, the metrical information of the robot poses embedded in the topological
map will only be just rich enough to assist in path planning. Therefore, our focus
concentrates on the precise localization of the robot poses for motion control and
topological map building. Figure 4.2 shows the influences of localization drifts on
the sensor based navigation, where the true position and drifted position of the robot
are plotted in solid lines and dashed lines, respectively. In Figure 4.2 (a), affected
by the drifted position, the robot makes wrong decision and falsely turns right in
order to reach the final goal. The final goal then becomes invisible to the robot after
the robot moves from position 1 to position 2, and the robot cannot complete the
task reaching the destination. In addition, it is also necessary to correct the built
topological map before the robot traverses back as shown in Figure 4.2 (b), where the
robot is misguided by the topological map which is polluted with positional errors
when it intends to backtrack to a previously visited location by following its trace.
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(a) (b)
Fig. 4.2: Illustration of algorithm incompleteness induced by localization drift. (a)
The robot makes wrong decision on the direction to the final goal; and (b) The robot
is unable to trace back the topological map.
4.2 Visual Landmark Extraction and Matching
Before proceed, the following assumption about the sensors is made.
Assumption 9. The robot is assumed to be equipped with stereo vision device for
three-dimensional range measurement and a range scanner for two-dimensional range
measurement.
Distinctive visual landmarks need to be extracted so that the robot can re-observe
them from a probably very different point of view as it navigates in the environment.
Those landmarks are subsequently matched for the topological map building. The
visual landmarks used in this work are described by SURF descriptor [46] for its
fast speed and robustness to the large change of robot view point. The matched
SURF features from a pair of stereo images are shown in Figure 4.3 (a), and the
3D coordinates of each feature relative to the robot are hence calculated by stereo
triangulation as stated in Section 3.1. Figure 4.3 (b) shows the projection of the
extracted landmark points in the 2D plane. The SURF features can be extracted
efficiently with small computational cost, which allows the pose estimation of the
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robot in real time. Those features with their 3D coordinates will later serve as the
robust visual landmarks for matching and pose optimization.
(a) (b)
Fig. 4.3: Feature based sparse stereo matching for visual landmark extraction. (a)
Reference image with visual features detected; and (b) Visual landmarks projection
on 2D sensor frame.
Visual landmarks are extracted from the visual features acquired in the current
view and appended to the topological node on the topological map, which will be used
to match with those previously stored landmarks for topological graph optimization.
The matched visual landmarks from the views of two topological nodes are shown in
Figure 4.4 (a). Figure 4.4 (b) shows the landmark points observed respectively at the
two topological positions of the same color. Two pairs of the matched landmarks are
shown connected by straight lines to their respective topological nodes where they
are observed. It can be clearly seen that the matched landmarks are not well aligned
geometrically due to the sensing uncertainties and localization drifts. The relative
displacements between the locations of the matched landmarks are further used to
compute the spatial constraints to optimize the topological graph.
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(a) (b)
Fig. 4.4: Landmarks matching between the views of two topological nodes. (a) Land-
marks matched in views; (b) Landmarks matching geometry. Two pairs of matched
landmarks are shown in lines. The bottom and top images in (a) correspond to the
first and second topological nodes in (b), which are shown in green and red, respec-
tively. From the first T-node to the second T-node, the robot has moved 0.5 meters
forward and turn 0.2 radians to the right.
4.3 Topological Mapping With Pose Graph Con-
struction
In this section, the topological map MT is simultaneously constructed as the robot
explores its environment and used subsequently to aid its path planning. The topolog-
ical map is built up not only to depict the topology of the environment but also more
importantly to facilitate path planning and localization, by incrementally sampling
significant position points of the robot trajectory while holding useful information
of the environment. With this, the T-node can be redefined as in Definition 13 .
The constructed topological map with landmarks embedded in each node will further
assist the robot with path planning and localization. The detailed structure of the
topological mapping module in Figure 4.1 is shown in Figure 4.5.
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Fig. 4.5: Mapping system diagram by pose graph optimization
The topological node (referred to as T-node in the rest of the chapter) mainly
contains information about the node positions, the frontier segments that denote the
AFS and serve as IG candidates, and the visual landmarks observed at each node for
localization purpose. In order to incorporate information regarding the landmarks in
the topological mapping, an extra element, LTj , is included in the definition of T-node
[43].
Definition 13 (Topology Node). A topology node denoted as Tj = (qTj ,FSTj ,LTj).
The three elements characterizing a topology node are described as follows:
(i) qTj (Node Position): the node coordinates in the global navigation frame.
(ii) FSTj (Frontier Segments): a set of frontier segments associated to Tj, FSTj =
{FS1,FS2, . . . ,FSNFS,Tj }, where NFS,Tj is the total number of FS extracted
at Tj .
(iii) LTj (Landmarks): a set of landmarks (e.g., visual features in this work) LTj =
{L1,L2, . . . ,LNL,Tj } observed by the robot around the node position qTj .
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To enhance accurate localization for robust path planning, a graph based visual
SLAM is applied during the incremental construction of the topological map. The
goal is to minimize the localization error induced by odometry system during robot
motion before the robot executes path planning based on the topological map. Graph
based SLAM [52, 53, 50] formulates the SLAM problem as a connected graph with a
set of nodes representing the poses of the robot and edges between them represent-
ing the measurement constraints on the pose transformation, which is well suited to
optimize the topological map constructed herein during the robot motion. The topo-
logical map modeled by the pose graph is subsequently optimized according to all the
constraints obtained from both odometer and landmark measurements to improve
the pose estimation of the T-nodes.
As shown in Figure 4.6, the construction of the pose graph can be achieved in a
incremental way synchronously with the construction of the topological map as the
robot moves. The corresponding pose node is added to the pose graph once a new
T-node registration is required and the pose graph is then optimized through the
optimization process. In the general implementation of pose graph construction, a
new pose node is added to the graph whenever the robot’s pose has changed a fixed
amount, i.e., traveled a certain distance or turned a certain angle. The constant
sampling interval of the nodes reveals the possibility that the robot may miss certain
small openings or gaps beyond which there could exist unexplored regions, resulting
in an incomplete algorithm in the context of unknown environment navigation as it
restricts the environment the robot can maneuver. For sensor-based path planning,
this is a situation where the systems may have failed in converging the algorithm.
To the other extreme, it may also lead to redundant construction of the graph poses
when such detailed robot pose graph is not a primary requirement in completing the
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mission, adding to the system additional computing load. In this chapter, in order not
to limit the options of the robot to find good movements especially in cluttered envi-
ronments, we apply the graph construction through a different procedure compared
to the conventional pose graph construction.
The topological map is constructed as the robot navigates in the environment
by incrementally augmenting the map with T-nodes and connecting them with the
previously built map. A new T-node will be registered to the map at the location
where the robot perceives useful information of the environment for the path plan-
ning. The following two conditions are considered: (i) when the robot has perceived
new yet unexplored admissible spaces; and (ii) when the robot has maneuvered a
certain amount of pose, which means the localization error has possibly exceeded
some threshold after a long time running. This is also useful to assist the robot in
backtracking while preventing the robot from losing its track on the topological map.
Furthermore, doing so will also help enhance the connection between T-nodes since
robust matches of natural landmarks seem more likely to be found within a rela-
tively short range(see Section 4.5 for more explanation). The topological mapping
procedure during navigation with pose graph construction is described in Algorithm
6.
Whenever the robot perceives new information of the environment, i.e., new ad-
missible free space, a new T-node is registered as the current position of the robot
having an edge connected to the map and associated with visual observations at the
current node position for subsequent matching purpose. The new observations LTk
at current position are further matched with those observations of all the previous
T-nodes and corresponding edges are created linking the graph nodes by computing
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Fig. 4.6: Graph based pose optimization for topological mapping
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Algorithm 6 Topological Mapping with Pose Graph Optimization
1: Let NMT be the number of T-nodes in the map MT
2: if NMT = 0 then
3: T1 is registered as the starting node, Ts ← T1(qrob), NMT ← NMT + 1
4: Extract visual landmarks Ls and associate to current T-node Ts
5: else
6: while Mission not completed do
7: Extract admissible free space AFS and frontier segments SF ,
8: if FS 6= ∅ then
9: A new T-node Tk is registered, Tk ← Tk(qrob), NMT ← NMT + 1
10: Assigned FS to current T-node Tk
11: Extract visual landmarks Lk and associate to current T-node Tk
12: Add corresponding pose node on the graph
13: Match landmarks with all the previous T-nodes
14: if Landmark matched then




18: No new T-node will be registered
19: end if
20: if Pose optimization required then
21: Update the pose graph and topological map, qT ← qˆT
22: Update the pose of FS, FST ← ˆFST
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the spatial constraints from the matched observations. The process of T-node reg-
istration is repeated until mission completed irrespective of the type of the mission,
which allows the mapping procedure to be independent of particular type of naviga-
tional tasks. The whole topological map is then optimized accordingly as the pose
graph when it is required. When we are done correcting the all the poses of T-nodes
in consideration, the robot proceeds to execute the next step.
Remark 4.3.1. As shown in the Step 20 of Algorithm 6, the pose graph optimization
can be performed immediately after each T-node is registered to the map in such a
way that the robot pose is continuously estimated and corrected as the last graph node,
which is similar to the conventional online SLAM algorithms, e.g., EFK-SLAM, that
maintains only the current pose of the robot and all the landmarks. The computational
complexity of computing odometry constraint and visual constraint for each newly
added graph node is O(1) and O(N − 1), respectively, where N > 1 is the total
number of graph node. If instantaneous updating of the robot pose is not required,
the optimization of pose graph can be conducted only when it is needed, for example,
when the position error is accumulated beyond a certain threshold that affects the
completeness of the path planning, or when the robot is required to traverse back
along the drifted topological map. The total computational cost for computing all the
constraints of the whole graph is O(C2N + (N − 1)), N > 1.
A topological map MT built in the task of goal approaching navigation is shown
in Figure 4.7 and its incremental construction along with the pose graph in back end
is shown in Table 4.1. The set of T-nodes T connected by topological edges are shown
in solid black circles with appended frontier segments FS in ring circles. Double ring
circles represent areas that have been explored by the robot while the single ring
circles represent the areas yet unexplored. The 3D AFS extracted from the Local
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Obstacle Vector Map (LOVM) in the current sensor view (grey area) is abstracted as a
set of quadrilaterals in dashed line. The actual trajectory of robot is shown depicting
that the robot is moving towards an selected instant goal (circle with black center) at
each time step. The pose graph is concurrently constructed in correspondence with
the expansion of topological map, containing a set of pose nodes connected by graph
edges characterized by the spatial constraints in association between the two poses.
Fig. 4.7: Topological map constructed in goal approaching navigation
In Table 4.1(a), the robot is initiated at a start position which is registered as
the starting T-node Ts on the map and is intended to reach the final goal position
located at the upper-right corner in the square workspace which are populated with
obstacles. Correspondingly, the pose node X0 is added on the pose graph. We do
not perform pose optimization and correction for the first node registration as it will
be regarded as the origin of coordinate system in the relative localization system and
all the subsequent poses are updated in accordance with this first node. Then the
robot observes the admissible spaces in the front and two frontier segments FSTs,1
and FSTs,2 representing the corresponding admissible free spaces are extracted from
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the current sensor view, which are assigned to the starting node as well as the visual
landmarks detected at this position. FSTs,2 is closer to the final goal position and
selected as an instant goal (IG) for the robot to steer towards in next time instant.
As the robot moves on towards the instant goal, it enters a new area and perceives the
new AFS about the environment as shown in Table 4.1(b). A new T-node T1 is then
registered with three FS assigned to reflect the new information (AFS) perceived
at this position. The corresponding pose node X1 is also added to the pose graph
and connected to X0 by the created edge with both odometry and visual constraints
embedded. Graph optimization and correction can be then carried out for the pose
node X1 by matching the visual landmarks in the sensor view of X1 against to the
past node X0. The position of the T-node T1 is updated on the map according to the
following updating equation
qˆT1 = qT1 +4qT1 (4.1)







where RTT is the rotation matrix to update the frontier segments and landmarks
according to the correction of the topological node. Note that the FS are directly
updated in accordance with the correction to their corresponding T-node T1, without
considering the uncertainty arising from the range measurement. In practise, the
measurement induced error of the FS can be simply omitted as the main role of the
FS is to guide the robot towards appropriate direction.
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The robot steers towards the newly selected instant goal and continues to approach
the target. Similarly, nodes T2 to T7 are incrementally created and the map evolves
as new T-nodes are registered as shown in Figure 4.1(c)-(i). The topological mapping
and pose updating execute alternately and this process repeats until the mission
completed as shown in Figure 4.1(i) where the postilion of the final goal is reached.
In Step (e), the robot is in upper-right corner finding out that the next instant goal
will be the previous FST2 assigned to the T-node T2. As described in the algorithm,
in such a case, the robot has to return by tracing back the topological map to the
T-node from which the instant goal can be directly reached, which can be equivalently
considered as a local loop closure problem and a new edge is correspondingly added
to the pose graph (as the edge shown in the figure connecting pose X3 and X4) to
reflect the constraint between X3 and X4 based on the landmarks matched. The pose
graph optimization is performed to update the topological map as well as the current
position of the robot to ensure the robot is able to reach the designated T-node (T2
or T3).
Tab. 4.1: Incremental construction of the pose graph with the topological map
Topological Map Pose Graph
(a)
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Tab. 4.1: (Continued) Incremental construction of the pose graph with the topological
map
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Tab. 4.1: (Continued) Incremental construction of the pose graph with the topological
map






Tab. 4.1: (Continued) Incremental construction of the pose graph with the topological
map




Once the trace back operation is required, the topological map needs to be updated
before the robot proceeds to the next step by adapting the distribution of the graph
nodes that, to a maximum extent, satisfies all the spatial constants. The optimizing
process of the pose graph can be formulated as solving a nonlinear least squares





be the pose vector of the T-nodes in 2D plane, where xTi = [xi, yi, φi] denotes the pose
of the T-node Ti characterized by its coordinates [xi, yi] and the orientation of the
robot φi, and NT the total number of T-nodes to be optimized. The weighted sum





where eij = zij − f(xi,xj) is the error residual between the prediction f(xi,xj) =
xj − xi and the observation zij, denoting the spatial constraint of the two poses xi
and xj, and Wij is the weight coefficient that is equal to the inverse of covariance
matrix of the observation zij. Each edge on the graph corresponds to a spatial con-
straint which in our vision augmented system is computed either from the odometry
measurements eod,ij between any two consecutive poses or from the re-observation of
the visual landmarks between the poses at which the same landmarks are matched as
in Equation 4.5 and 4.6, and the detailed calculation of the constraints are provided
in Appendix A.
eod,ij = zod,ij − f(xi,xj) (4.5)
evo,ij = zvo,ij − f(xi,xj) (4.6)
One can then obtain the optimized poses xˆT of the T-nodes in batch by minimizing
the total sum of the squared errors pertaining to all the constraints on the graph.








4.5 Sub T-Nodes Interpolation for Robust Localization
Since the observations with different mechanisms are not equally reliable, the con-
straints are weighted to account for the confidence level of each measurement by
the coefficients Pij and Qij which are chosen as the inverse of the covariance ma-
trices of the odometry measurements and visual observations, respectively, allowing
to desensitize the least squares to the outliers with relatively large error during the
optimization. The calculation of covariance matrices is given in Appendix A.
The weighted nonlinear least squares problem can be solved for the optimized
pose solution xˆT using the standard Levenberg-Marquardt (LM) method. The Equa-





xˆT = JTWz¯ (4.8)
where J is the Jacobian of partial derivatives over the graph nodes. The more effi-
cient Sparse Pose Adjustment method to solve the nonlinear least squares problem is
introduced in [53] by taking into account the sparsity of the pose graph information
matrix.
4.5 Sub T-Nodes Interpolation for Robust Local-
ization
As above mentioned, unlike many graph based mapping algorithms which construct
the pose graph at regular intervals of moving distance and turning angle, our topologi-
cal mapping approach adds new pose node according to the environment information,
e.g., once new admissible free space is found. This allows construction of a sparse
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topological map which is efficient in facilitating the path planning. And landmarks
are generally extracted and stored for matching and localization at the current posi-
tion of the robot where a T-node is to be registered to the map. However, building up
such a sparse topological map with the aforementioned node registration mechanism
may have problem for particular landmarks in matching when the distance or the
angle difference of the consecutive T-nodes is out of range that insufficient landmarks
are matched for computing the constraints. In other words, the position of the T-node
may not always be the “perfect” choice for landmark matching.
In order to boost robust localization, the topological map construction in this
work constructs not just the normal T-nodes, but also a set of sub nodes which are
involved to bridge those off-limits T-nodes of the matching range (that fell outside
the matching range or have insufficient matched landmarks). Take an example as
shown in Figure 4.8. T-nodes i and j have only a few landmarks matched (e.g., Lk)
based on which a weak constraint Ei,j is drawn and imposed on the graph that may
incur large pose errors during the graph optimization. A sub T-Node Ts is thus added
to enhance the connection of the topological graph by placing two strong constraints
Ei,s and Es,j which are calculated from sufficient matched landmarks between the sub
T-node Ts and T-nodes Ti and Tj. Inserting such sub nodes is deemed necessary in
this case for further restricting large localization drift during the graph optimization
by providing additional strong constraints.
Since the sub node is inserted as an intermediate point connecting the T-nodes to
assist graph optimization, it only need carry the landmarks observed at its location
in comparison with the T-nodes. The definition of Sub T-Nodes is given as follows.
Definition 14 (Sub T-Node). A sub topological node denoted as T si = (qT si ,LT si )
is an intermediate node between T-nodes which is characterized by the following two
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elements:
(i) qT si (Node Position): the node coordinates in the global navigation frame.
(ii) LT si (Landmarks): a set of Landmarks observed by the robot at the node position
qT si .
Once the number of matched landmarks between the current pose and the previous
T-node is less than a certain threshold, a sub T-node is added with the landmarks
observed at the current pose attached, and the corresponding edges are subsequently
added to the graph. The additional step of the sub T-nodes interpolation allows the
robot to maintain a relative estimation accuracy as many dense pose graph approaches
while at a low computational cost. Furthermore, in order to update the current pose
of the robot, a sub T-node will be added at the robot position on the pose graph,
which is to be optimized with the whole graph.
(a) (b)
Fig. 4.8: Sub T-Nodes interpolation. (a) Topological map. (b) Pose graph. Ts is the





In this section, realistic experiments were conducted to validate the effectiveness
of the proposed 3D path planning, localization, and mapping approaches on our
autonomous mobile robot equipped with a Point Grey Bumblebee 2 stereo camera
and a Hokuyo UTM-30LX laser scanner. To complement the laser scanner, the stereo
camera undertakes the job of visual perception by continuously capturing pairs of
images of the environment, from which the 3D obstacle vectors are extracted for 3D
path planning and so are the SURF features serving as the natural visual landmarks
for localization purpose. The localization system of the robot consisting of an onboard
odometer with a single axis fiber optic gyroscope is used to provide approximate
estimates of the robot poses as inputs to the proposed localization approach.
For testing the performance of the visual graph optimization for path planning
and topological mapping, experiment was conducted in an indoor environment where
the robot planned its path to avoid obstacles towards the final goal located at [0, 12]
from the starting point while carrying out topological mapping. Due to the rapid
calculation of the SURF features, the visual landmarks extraction can be achieved
in real time, enabling concurrent construction of the augmented topological map and
the pose graph during the process of navigation for localization purpose. Figure
4.9 (a) shows constructed topological map from only odometry readings before visual
localization, where the T-nodes are plotted in yellow crosses and the frontier segments
are plotted in small crosses connected to their corresponding T-nodes. The trajectory
of the robot is shown in blue lines. It can be observed the significant distortion of
the topological map which is attributed to the error prone pose estimation of the
odometry sensor, and it seems to the robot that the location of the final goal falls out
of the sensor view due to the localization drift.
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The simultaneously constructed pose graph through odometry pose estimation
and visual landmarks matching between robot poses are shown in Figure 4.10 (a) and
(b), respectively, where the yellow circles denote the graph nodes in accordance with
the T-nodes and the circles of smaller size denote the interpolated nodes for landmarks
matching facilitation. The sampling interval for pose node interpolation is subject
to the nature of the visual landmark and the feature of the environment, which is in
our case set to be 0.5m and 20◦. It is noted, however, that even with the dummy
nodes interpolated, there still exist pairs of pose nodes that do not have any visual
constraints attached as shown in Figure 4.10 (b). Nevertheless, the disconnection
of the visual pose graph will not have a significant impact on the optimization of
the whole pose graph as the graph is to be optimized to satisfy all of the extracted
constraints. The edges in between the graph nodes indicate the spatial constraints
computed from the odometry measurements and the matched visual landmarks.
The optimization was then executed on the constructed pose graph by conducting
the least squares minimization over all the constraints. The optimized pose graph is
shown in Figure 4.10 (c). The topological map correspondingly updated according to
the optimized pose graph is shown in Figure 4.9 (b). It can be seen from the figures
that the proposed graph optimization effectively corrected the drifted topological map
attributed to the positioning uncertainty. It can also be seen that by registering the
current position of the robot as a dummy node, the current pose of the robot (shown
as a blue arrow) has also been updated during the optimization process together with
the pose graph, which implies that the graph optimization can also be carried out
immediately after a new pose node is added in order to continuously update the cur-
rent position of the robot. This makes sense when the robot navigates while mapping
a relatively large space without the aid of an particular on-line SLAM module. With
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the position error reduced to a certain limit (around 0.5m), the robot is therefore able
to see the goal location and place the instant goal on it as shown in Figure 4.9 (b).
Figure 4.9 (c) shows the mission was completed that the robot has finally reached its
goal.
(a) (b) (c)
Fig. 4.9: Graph based visual localization for goal oriented navigation. The final goal
location is shown by a blue cross, and the instant goal (IG) by a purple cross. (a)
Constructed topological map with localization drift. (b) Updated topological map.
(c) Goal oriented navigation.
To examine how the proposed algorithm would assist the robot in backtracking,
another experiment was conducted, where the robot was intended to explore an un-
known indoor environment. The results are shown in Figure 4.11 and 4.12. Unlike
in the goal oriented navigation where the robot attempts to move towards the final




Fig. 4.10: Pose graph constructed for topological mapping. The bigger circles denote
the pose nodes in accordance with the T-nodes while the smaller ones denote the pose
nodes interpolated to assist in the optimization of pose graph. (a) Pose graph with




extracted from the current sensor view, which is the reason why the robot was not
affected too much by the localization drift during the movement of going forward in
the exploration. However, when the robot starts to move back along the trajectory
for the completion of the task, the localization drift would definitely influence the de-
cision made by the robot based on the drifted topological map, even causing chaotic
motion due to the inaccessibility of the topological nodes. As shown in Figure 4.11,
after the robot reached the dead end on the bottom left corner, it chose to travel
back along the topological map to the previous T-nodes with unexplored space. The
corresponding pose graphs are shown is Figure 4.12, from which we can observe that
the graph optimization has significantly reduced the deviation of the built topological
map from the ground true value. The updated topological map is shown in Figure
4.11 (b). The robot is therefore able to successfully traverse back guided by the up-
dated topological map despite the presence of uncertainties as shown in Figure 4.11
(c).
4.7 Conclusion
In this chapter, we have formulated a new approach, Vision-Augmented Simultaneous
Path Planning And Topological Mapping (V-SP2ATM), to solve the problem of path
planning and localization unknown indoor spaces with large localization drifts. This
approach allows simultaneous construction of a pose graph during the incremental
construction of the topological map while the robot performs path planning. The
incrementally constructed topological map is extended to include visual information
of the cluttered 3D spaces, and to include a mechanism for constructing a pose graph




Fig. 4.11: Graph based visual localization for exploration navigation. (a) Constructed





Fig. 4.12: Pose graph constructed for topological mapping. The bigger circles denote
the pose nodes in accordance with the T-nodes while the smaller ones denote the pose
nodes interpolated to assist in the optimization of pose graph. (a) Pose graph with




uncertainties and robot positioning errors. This allowed to release the bounded error
restrictions for localization even with the unreliable localization system in contrast
to the SP2ATM as stated in Chapter 2. This allowed the robot to autonomously
navigate in the cluttered indoor environment for a long time running without losing
track of the topological map due to the localization drift. Finally, the algorithm has
been implemented on a differentially driven mobile robot equipped with a single laser
scanner and stereo vision, and the effectiveness of our approach has been verified to be
robust and capable of performing reliable navigation in complex indoor environment
under localization drifts.
However, one limitation of the V-SP2ATM is that it uses a graph based SLAM
module which is an off-line algorithm where the optimization of the graph is not
conducted instantaneously as the robot moves but only when the positioning error
of the robot accumulates to a certain extent or when the robot starts backtracking.
This limitation may cause problems in decision making when constant estimation of




Learning Non-Metric Navigation in
Dynamic Indoor Environments
In this chapter, we will present a complete non-metric approach for intelligent robot
autonomous navigation by imitating the way a human perceives his environment and
performs navigational behaviors, and taking advantage of the prior knowledge of the
environment to improve its navigational performance. To construct such representa-
tion, the robot workspace is firstly divided into semantic places which are visually
distinguishable by the robot. The semantic information of the places are extracted
by combining global and local visual features learnt by the robot through a training
phase, the goal of which is to endow the robot with the capability of recognizing
the semantic places during its navigation for localization purpose, even when the
environment where the robot is operated has changed. Secondly, the topology of
the environment is abstracted and represented as a topological graph constructed
in the training phase with each node representing a semantic place. Based on the
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Topo-Semantic Representation, the robot is enabled to interpret the high level seman-
tic commands given by human user, plan its path with respect to the topologically
connected graph, and traverse through the cluttered, dynamic environment by rec-
ognizing the different places while avoiding collusion with dynamic obstacles. This
representation also allows localization achieved in the place level, i.e., the robot can be
approximately localized relative to certain semantic place on the graph instead of its
metrical coordinates in a global frame, saving the efforts to deal with the localization
uncertainties, which is always intractable in pure metric navigation. Additionally,
this representation facilitates more natural and intelligent human-robot interaction
where instead of a global coordinates, the human user can directly tell the robot to
move to a particular semantic place, e.g., Lab A, Corridor, etc., just like the way
people communicate with each other.
A hierarchical planning is employed by first calculating an optimal path delib-
eratively on the graph given a high level semantic command and then moving the
robot along the path planned to reach the final destination, which not only takes
advantage of the deliberative approach for optimal path planning, but also permits
reactive motion in the dynamic environment, without requiring the robot to move
along a specific path such as in many visual feature tracking based navigation sys-
tem. The robot moves according to the planned path by continuously recognizing the
semantic places. This produces a human-like navigational behavior in the sense that
the robot behaves in response to its awareness of environment changes. Furthermore,
the proposed hierarchical planning approach not only builds up a more natural way
for human-robot interaction, but also provides sufficient flexibility in navigating the
robot in the cluttered dynamic environment over conventional pure metric navigation
methods.
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The system block diagram is shown in Figure 5.1 which consists of two main
phases: (i) vision-based environmental learning phase, where the non-metrical Topo-
Semantic Representation of the environment is constructed by extracting salient visual
features and environmental topology. The robot is trained to have the ability to
recognize different places in this phase; and (ii) hierarchical planning and navigation
based on scene recognition. In this phase, the robot traverses the places along the
path by locating itself to the semantic place identified during the motion. The special
cases under this navigation framework have been analyzed and feasible solutions are
provided. The complete algorithm was implemented on a differentially driven mobile
robot equipped with stereo vision and range sensors which provide imperfect readings.
Experiments have been performed on our autonomous mobile robot in realistic indoor
environments, which validate the effectiveness of the proposed methods. Furthermore,
with the help of the Topo-Semantic Representation, a globally convergent navigation
can also be accomplished.
The rest of the chapter is organized as follows. The construction of the Topo-
Semantic Representation based on vision-based environment learning and environ-
ment topology extraction is described in Section 5.1. In Section 5.2, the hierarchical
planning based on the Topo-Semantic Representation is described. Experimental
results are provided in Section 5.3, followed by conclusions in Section 5.4.
5.1 Non-Metric Topo-Semantic Representation
Inspired by human perceptual mechanism, it is intuitive to extract both visual char-
acteristics and topology of the environment for scene understanding. Considering the
drawbacks of metric navigation and motivated by human navigational behaviors, we
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Fig. 5.1: Architecture of the non-metric navigation system
represent the environments in a non-metric way without precise metrical information,
called the Topo-Semantic Representation. The following sections describe the con-
struction of the non-metric topo-semantic representation which consists of learning
semantic information of the scene and extracting topology of the environment. The
following assumption about the sensors for the algorithm is made.
Assumption 10. The robot is assumed to be equipped with visual device for image
processing and a two-dimensional range scan for range measurement.
5.1.1 Semantic representation
To represent a scene in such semantic manner, we propose a combined scene recog-
nition approach as shown in Figure 5.2 by integrating global (gist description) and
local features (a set of distinctive landmarks), that permits classification of the indoor
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environment into different semantic categories for the robot to learn and recognize
distinctive semantic places during navigation.
Fig. 5.2: The block diagram of combined scene recognition
Global description
The global description of a scene should be able to capture the general characteristics
of the scene. In our semantic representation, we use the gist descriptor [74] which
portrays the predominant scene structure, as the global description to provide the
robot with the overall impression of the scene at a glance. Gist can be seen as the
output energy of a series of Gabor filters tuned to No orientations and Ns scales in
spatial resolution. Therefore we denote our global description FG as:
Fg = {Fg(o, s)}, o = 1, 2, ..., No, s = 1, 2, ..., Ns (5.1)
where Fg(o, s) denotes the global statistics of the output of a Gabor filter of a pre-
defined grid on the input image. Fg is the vector which combines the responses of
Gabor filters at different orientations and scales of the input frame. For a set of the
global descriptions extracted from frames of a scene S, we train a multi-class SVM
with probabilistic estimates to calculate the probability pg(s) of the semantic scene
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With the gist global description, one can obtain a preliminary estimate of the scene
category, e.g., lab, office, corridor, etc. However, global description alone is inadequate
for semantic navigation in cluttered environments that have similar appearances,
e.g., different lab environments. Since human recognizes different scenes always by
recognizing the distinctive signs or distinctive landmarks in the scene, we include
the local feature description in our semantic representation by extracting distinctive
landmarks in the scene which can be detected when the robot retro-traverses through
it.
In our model, the spectral residual [75] is first utilized to extract salient regions
of the scene frame. Figure 5.3(a) shows the salient regions segmented by multiplying
Gaussian mask on the local maxima, which are selected as candidate regions for
landmark extraction. From the results in Figure 5.3(b), it can be seen that the
extracted salient region is normally the region containing distinctive objects with
rich texture.
In order to filter the salient regions which are distinctive to each semantic scene,
the SURF [46] feature is extracted for all salient regions and the salient regions of one
scene with sufficient features are then compared with all the salient regions of other
scenes. Let Ls,m ∈ Ls denote the m-th salient region in the scene S and Lt,n ∈ Lt
denote the n-th salient region in the scene T , and Fs,m,i ∈ Ls,m be the i-th feature in
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(a) (b)
Fig. 5.3: Illustration of salient regions for landmarks extraction
the Ls,m salient region and Ft,n,j ∈ Lt,n be the j-th feature in the Lt,n salient region.
The features of the two salient regions are matched using nearest neighbor indexing
scheme
Fpair(Ls,m, Lt,n) = {(Fs,m,i, Ft,n,j)|∀Fs,m,i ∈ Ls,m,∀Fs,n,j ∈ Lt,n, (5.3)
d(Fs,m,i, Ft,n,j) < a · dN}
where dN is the N -th nearest neighbor of Fs,m,i ∈ Ls,m to all the feature in Ft,n,j ∈ Lt,n,
a ∈ (0, 1) is a scaling factor to determine the distinctiveness of the feature pair, and
d(Fs,m,i, Ft,n,j) denotes the Euclidean distance between SURF features. We further
impose a spatial constraint on the feature pair Fpair by computing the homography
matrix between the corresponding points set using RANSAC, filtering out those pairs
with high similarity but spatially unmatched. The results of feature matching and
homography constraints are shown in Figure 5.4. The similarity of two landmarks are
measured by the number of valid matched feature pairs Fpair(Ls,m, Lt,n). Two salient
regions of the same scene are considered to be the same landmark region describing
the same region of the scene if the number of matched features of the two landmark
regions exceeds a threshold, and the one with less features will be discarded. Matched
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landmarks of different scenes will also be discarded to avoid possible ambiguity in
scene recognition, resulting in a set of distinctive local features uniquely describing
one single scene. The resultant set of discriminative landmark regions Ls unique to
each semantic scene constitutes the local decription
LSi = {LSi,1(F ), LSi,2(F ), . . . , LSi,NL,Si (F )}, i = 1, 2, . . . , NS (5.4)
where NL,Si is the total number of landmark regions in the scene Si, NS the number
of semantic scenes, and each landmark region LSi,j, j = 1, 2, . . . , NL,Si contains a set
of SURF features FSi,j,k
FSi,j,k = ((x, y),d|(x, y) ∈ LSi,j), k = 1, 2, . . . , NFSi,j (5.5)
where (x, y) denotes the position of local feature in the landmark region and vector
d denotes a SURF descriptor which encodes a gradient histogram near (x, y).
(a) (b) (c)
Fig. 5.4: Images showing the results of landmark matching, where the yellow lines
indicate matched pairs and red square indicates the spatial constraints.
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The scene recognition using only local distinctive landmark regions can be then
achieved by matching the landmark regions of the current frame with all the previously
existing landmark regions corresponding to specific scenes. The output of recognition
of scene Si is also given in the probabilistic probability for further accumulation during













is the total number of landmark regions matched.
Combined semantic scene recognition
The combination of global and local distinctive features depicting the scene appear-
ance characteristics will definitely enforce the constraints of the scene recognition
during the navigation process. Therefore, the final decision of scene recognition is
made by accumulating the beliefs of each iteration by each of the modalities based on
the Dempster’s rule of combination [76], in such a way that even though a confident
conclusion could probably not be able to drawn from a single frame, the robot is ca-
pable of accumulating the belief as it moves until the confidence is reached. Assuming
that the occurrences of measurements are independent, the combined basic probabil-
ity assignment after k iterations for the i-th hypothesis (e.g. scene i), i = 1, . . . , NS,
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is given by









where the basic probability assignments ωGIST,t(Si) and ωLMARK,s(Si) are defined as
the normalized probability given by global gist place classifier and local landmark
place classifier, respectively.
ωGIST,t(Si) = ‖pGIST,t(Si)‖N (5.10)
ωLMARK,s(Si) = ‖pLMARK,s(Si)‖N (5.11)
The degree of belief of evidence after the k-th iterations is calculated by the belief
function by
BELk(Si) = ωGIST,LMARK,k(Si) (5.12)
The final decision is made to choose the place Pc with the maximum belief value
satisfying the formula
Sc = arg max
Si
{BELk(Si), i = 1, . . . , NS} (5.13)
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5.1.2 Topological representation
Apart from the visual information needed for scene recognition, there is other knowl-
edge about the environment that the robot has to learn for path planning between
different scenes, for example, the topology of the environment. In this section, we
will describe how the robot learns the connectivity between the semantic places and
finally constructs the topological graph of the environment in the training which re-
flects the connective relationship of different places in an indoor environment, and
which is further used for path planning between scenes in the navigation.
By using graph theory, we describe the topology of the environment without any
metrical information in the form of nodes and edges [77], where nodes represent the
recognizable places and the edges represent the connective relationships between the
them. Consider an undirected graph G = (P , E) which consists of set of N place
nodes given by P = {P1, P2, . . . , PN} and a set of edges E connecting two nodes of
places. Note that the term “scene” in previous sections is replaced by the “place”
in the reminder of the chapter to adapt to the application of this chapter and avoid
confusion. The definition of place is given as below:
Definition 15 (Place). A place node Pk ∈ P, k = 1, 2, . . . , NP represents a recogniz-
able place in the graph associated with semantic labels and a set of visual features for
place identification during path planning. NP is the total number of all the recognizable
places.
The place is an abstract node on the graph which does not involve any metric
information of the place location. The definition of the edge between the places on
the graph is given as
Definition 16 (Edge). An undirected connectivity edge Ei,j ∈ G from place Pi to
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Pj represents the property of two different places being connected, which is denoted
as Ei,j = 〈Pi, Pj〉 = (Pi, Pj, ConnNi,j). The elements characterizing an edge are
described as follows:
(i) Pk (Places): The terminal place nodes connected by Ei,j from the starting place
Pi to the destination place Pj.
(ii) ConnNi,j (Connectivity node): the connective node ConnNi,j ∈ ConnN is a
virtual linking point where the two places Pi and Pj are to be linked along the
direction
−−→
PiPj, which is characterized by distinctive objects, e.g., room doors,
obtained during the training phase.




Definition 17 (Neighbor). A place node Pj is called a neighbor to the place node Pk
if edge Ek,j exits. The set of neighbors of the place node Pk is denoted as NeighPk =
{Pj | Ek,j ∈ G}.
When the robot actually navigates in the environment, the iterative search of next
node on the path from current place node Pk will be conducted over all its neighboring
nodes in NeighPk .
Remark 5.1.1. We assume that topological graph is connected by duo directional
edges. To facilitate the path planning, we associate both directions of each edge con-
necting two places with connectivity point which denotes the point where places are
connected from each other. In this chapter, we assume that there is only one passage
between two places, which means if two place nodes are connected, there is only one
connection point between them. The connectivity node can be relatively located by dis-
tinctive objects which is detectable by the robot. The robot locates the connection point
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by finding the distinctive objects (e.g., room doors as the door recognition shown in
the Figure 5.2). The connectivity nodes will serve as instant goals in the local motion
planning to direct the robot to the target places (refer to Section 5.2).
The connectivity of the topology is represented by its adjacency matrix AG =
[aij]N×N which is fast in adjacency query. The adjacency matrix is symmetric for
undirected graph. As in our case, there is no self loop edges, the diagonal entries
aii = 0, and non-diagonal entries denote the existence of the connection between the
two place nodes, i.e., ∀i 6= j, aij = 1, if Ei,j exists, otherwise aij = 0.
AG[aij] =
 1 if node i and node j are connected by edge Ei,j0 otherwise (5.14)
where i, j = {1, 2, . . . , NP} are the indices of the nodes.
AG[aij] =

P1 P2 · · · PN
P1 a11 a12 · · · a1N






PN aN1 aN2 · · · aNN

(5.15)
To illustrate the modeling of the topological structure, we consider an office like
workspace as shown in Figure 5.5 and its corresponding graph model showing its con-
nectivity is shown in Figure 5.6. As shown there, the workspace consists of seven rec-
ognizable places to the robot which are denoted by seven graph nodes Pi, i = 1, . . . , 7
and connected by undirected edges of unit length in the graph model. The edges
of the graph are appended with the connectivity nodes containing the information
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regarding the linking objects between the two places connected by the edges. The




0 0 1 0 0 0 0
0 0 1 0 0 0 0
1 1 0 0 0 1 0
0 0 0 0 0 1 0
0 0 0 0 0 1 1
0 0 1 1 1 0 1
0 0 0 0 1 1 0

(5.16)
During the training phase, the robot is directed to go through all the places of its
workplace by a human operator. Once a new place is registered during the learning,
a corresponding place node is added and connected by edges together with connectiv-
ity nodes to the previously existing places on the graph. The graph is incrementally
constructed as new places has been traveled around while collecting sufficient infor-
mation and added to the graph. The connectivity matrix is correspondingly updated
according to the graph as places are learnt successively. The topological graph is
completed constructing until all the places have been covered by the robot.
5.2 Hierarchical Planning and Navigation
The algorithm works both deliberatively and reactively as information propagates in
the hierarchy as shown in Figure 5.7, with decision making on the topological graph
in the high level and local motion planning in the low level. All the places P in the
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Fig. 5.5: Graph modeling of an office workspace which consists of seven places (P1:
Living Room, P2: Rest Room, P3: Corridor, P4: Monitor Room, P5: Meeting Room,
P6: Computer Room, P7: Front Hall). Three of the connectivity nodes ConnN2,3,
ConnN4,6 and ConnN6,7 are marked.
Fig. 5.6: Topological graph of the workspace.
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workspace are represented by nodes on the graph G, based on which the topological
path planner in the first layer plans an optimal path which consists of the minimum
number of places from the start place to the destination place. The local motion
planner in the second layer implements the decisions of the prior level by setting the
connectivity nodes between the neighboring places along the path as instant goals
leading the robot to traverse along the planned path to its destination.
Fig. 5.7: Hierarchical planning. Graph planning is in the high level and local motion
planning in the low level. The connectivity node ConnN1,2, ConnN2,5, and ConnN5,6
will be successively set to be the next instant goal for the robot to approach.
5.2.1 Global path planning
In this section, we describe the high level global path planning based on the con-
structed topological graph with places identification. The objective is to compute the
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optimal path among all paths connecting the start place to the desired destination
place given the connective graph.
Definition 18 (Path). A path Rs,g ∈ R denoted by a ordered sequence of places
Rs,g = 〈Ps, . . . , Pg〉 is the directed path in the graph G from the start place Ps to
destination place Pg. s and g are the indices of the start and destination nodes,
respectively. The path length dR(s, g) , NRs,g is defined to be the number of nodes in
the path.
Remark 5.2.1. The path is defined by each of its place nodes with edges being pointing
to the next place in accordance to the direction of the path. This is done to merely
facilitate the motion planning when the robot hits the corresponding connectivity nodes
from the particular direction of the path.
Note that in this chapter we use the term “path” with a different meaning from
its conventional definition in Euclidean distance, which relies on the observation that
for indoor navigation, the travel cost of crossing between places is more concerned
compared to the actual length of the path in the sense of general Euclidean distance.
Traversing more places means that the robot has to consume more efforts and time in
finding proper paths crossing between places. The robot would like a path that has as
few scene changes as possible because overmany doorways, junctions or connections
are very likely to create difficulties for the robot in traversing them. Therefore, we
refer the path to a sequence of connected places and the “shortest path” therefore
means that it contains the least number of places among all the possible paths which
the robot need to pass through to arrive at the final destination. Conversion to the
conventional “shortest path” can be easily achieved by weighting the edges of the
topological graph with its travel cost described in sense of Euclidean distance. Figure
5.8 shows a scenario illustrating the justifiability of the variant where two possible
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paths (Path1 and Path2 ) exist linking the source place (Corridor f in the figure)
to the target place (Room c). The Path1 provides a shorter solution in Euclidean
distance compared to Path2 but consists of four places with three junctions, whereas
Path2 provides a preferred solution as it is comprised of only two places with one
junction which reduces the travel cost of the robot crossing them.
Fig. 5.8: Path of minimum travel cost in the sense of crossing minimum number of
places. Note that the corridor is considered as one place in this situation. Path1
(place f → a→ b→ c) is comprised of four places with three junctions, while Path2
(place f → c) is comprised of two places with one junction. If the robot takes the
Path1, it would make a great deal of extra efforts to cross the three junctions which
obviously is not optimal.
Next we will utilize the standard Dijkstra’s algorithm [78] to find a path between
two place nodes over the connectivity graph. The Dijkstra’s algorithm is one of the
fastest graph search algorithms conceived to solve the single-source shortest path
problem. If the weights of the edges are assumed to be equal (e.g., to be one unit),
the shortest path with minimum sum of the weights of its edges obtained by Dijkstra’s
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algorithm therefore means that it contains the least number of places which the robot
need to pass through to arrive at the final destination. Let C be the set of in the space
containing all possible paths that can be formed form place Ps to Pg, the planned
path is given by
Rs,g = arg min
C
dR(Ps, Pg) (5.17)
Take a the graph in Figure 5.5 and 5.6 as an example to illustrate the planning
procedure. We consider the start place and the destination place are Ps = P2 and
Pg = P7, respectively, and two candidate paths are found through graph traversal.
R
(1)
2,7 = 〈P2, P3, P6, P7〉
R
(2)
2,7 = 〈P2, P3, P6, P5, P7〉
The final path computed will be R(1) with less place nodes. In case there exist more
than one shortest paths found of the same length, we adopt the depth-first path
finding algorithm which is the simplest form of graph traversal to randomly choose
one path among them.
5.2.2 Dynamic motion planning
To implement the tiered planning system, the concept of instant goal [65] is evolved
in this chapter to be the bond that coordinates the high level deliberative planning
and the low level reactive planning. Once the optimal path is planned, a sequence
of instant goals Ig, acting as intermediate goals, is successively generated from the
set of connectivity nodes ConnN connecting two neighboring places along the path
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guiding the robot towards the designated places in a sequential manner. The robot is
hence controlled by the instant goal oriented motion planner (Section 5.2.2) to follow
one single instant goal over certain period of time and navigate from one place to
another.
The low level motion planning consists of two modes: (i) the instant goal oriented
mode for the robot to approach the designated instant goals, and (ii) explorative
mode to roam inside a place while verifying the confidence of the robot being in
the desired place, which are respectively described below. An efficient path planning
algorithm, called SP2ATM (Simultaneous Path Planning and Topological Mapping)
was proposed in [43], that extracts and represents the admissible free spaces (AFS)
from the local environment in a tree based structure using a laser scanner. The robot
is thus capable of performing reliable navigation in response to the rough sensor
reading moving within the admissible free spaces while avoiding static and dynamic
obstacles. In this section, we utilize the SP2ATM planner in a non-metric way as the
local planner steering the robot to explore the environments and approach the instant
goals given by the global planner at the higher level. Note that in this section we
assume the robot is equipped with a simple self-localization system that can provide
rough estimates of the robot location.
Goal approaching planning
Once the robot has confirmed the place where it is located, the instant goal Ig will be
assigned as the the connectivity node between the current place and the next place on
the path. The target-oriented path planner is therefore invoked to drive the robot to
move along a path to the goal at Ig denoted by the distinctive object, which is, in our
case, the the room door location. We implement it with a door detection algorithm
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as shown in Figure 5.2. The key steps of the goal approaching motion planning are
shown below Algorithm 7.
Instead of a determined metric position, the instant goal herein provides the local
planner with a desired direction θd to the targeted place determined by the global
planner at the higher level. The local planner generates motion command by mini-
mizing the angle difference of robot heading φr to the direction the target θt as shown
in Equation 5.18, where θt is the direction of the target, and θq is the direction of the
points within the extracted admissible free spaces.
Algorithm 7 Goal Approaching Mode
1: θt ← θIg
2: while Goal not reached do
3: Search for the point in AFS that has the minimal angle to the target
θd = arg min
q∈AFS
d(θt, θq) (5.18)
4: //set the desired angle θd to be the robot heading direction
5: φr = θd





Place identification is required to be executed when (i) the robot enters the a new
place after going across the connectivity node to reassure that the robot has correctly
followed the planned path, and (ii) the robot is kidnapped at the beginning of naviga-
tion or gets lost during navigation to decide the location of the robot with respect to
the place. The explorative planning is designed for the robot to actively explore the
current place without colliding with obstacle while performing place identification in
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an attempt to recognize the it. Navigation continues to next instant goal once the
place is confirmed. The process is necessary to ensure that the algorithm converges.
A local path planning mode is invoked to control the robot motion of exploration.
The key steps of the explorative motion planning are shown below in Algorithm 8,
where d(q,qr) is the approximately calculated distance between the point q and the
robot position qr.
Algorithm 8 Explorative Mode
1: while Place not recognized do
2: Compute the nearest points in AFS
θq = arg min
q∈AFS
d(q,qr) (5.19)
3: //set the point angle to be the heading direction of the robot
4: φr = θq




Place identification is carried out simultaneously while the robot is moving around.
The path planner continues executing the algorithm cyclically until place verification
has completed, achieving a confident conclusion that the robot enters the right or
wrong place. Let σ−l and σl− be the preset upper and lower thresholds of the likeli-
hood based on which we make the decision. Let X be the cumulative average value
of the likelihood computed incrementally by the execution of the place identification
algorithm during the robot motion of duration 4tl. Therefore the condition termi-
nating the loop can be described as: when t 6 4tl, the place is considered to be
correct if X > σ−l with a confidence X ; the place is considered to be false if X < σl−;
otherwise the robot does not have enough confidence to make decision, resulting in
continuation of the motion until decision is made. Note that in the special case, if
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t > 4tm, where 4tm is the maximum time tolerance of running, i.e., after a relatively
long term running, the robot still can not make the decision, which might be caused
by an completely unknown place, the explorative mode will be forced to stop and
the planner is then driving the robot to trace back the the previous place node and
replan the path.
5.2.3 The complete algorithm
The hierarchical planner follows a state machine framework G = {GPlan,GRecExp,GGoalApp},
and exists only in a single state Gr at any instant of time. The different states are
described below.
(i) GPlan (Planning mode): After the robot learns the current Pr place destination
place Pg, it turns itself to the path planning mode. In this mode, the planner
computes the shortest path Rr,g = 〈Pr, . . . , Pg〉 from the current place Pr to the
destination place Pg consisting of the minimum number of places based on the
topological graph, and recalls the series of features it memorized concerning the
places on the path.
(ii) GRecExp (Recognition/Exploration mode): The robot will switch to the explo-
ration mode when it is required to locate itself by identifying the current place,
e.g., when the robot enters a new place or gets lost during the navigation. In
this mode, the robot explores the unknown place without colliding with obstacle
while performing scene recognition.
(iii) GGoalApp (Goal Approaching mode): The robot moves in pursuit of the instant
goal given by the global planner positioned at the connectivity node.
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(a)
(b)
Fig. 5.9: (a) Localization drift effect on the navigation. The robot was supposed to
be entering the room Pj through ConnNi,j but actually entered the corridor Pk due
to the localization drift. (b) Dynamic effect on the navigation. Due to the block of
the connectivity node by the door, the robot is not able to continue moving along the
predetermined order of instant goals.
144
5.2 Hierarchical Planning and Navigation
The complete algorithm is shown in Algorithm 9 and works as follows.
For the problem of navigation in unknown environment, the robot without know-
ing its location can be seen as being kidnapped, where the robot need to figure out
the initial location with respect to the place before computing a path. Therefore,
initialization is required where the robot starts with the Recognition/Exploration
mode trying to recognize the current place Pr where the robot locates through place
identification based on the current observation. Then, the robot awaits for the user
to input the destination.
Given the start place Ps and the destination place Pg, a sequence of place nodes
〈Ps, . . . , Pg〉 denoting the optimal path based on the minimum places criteria is com-
puted applying the Dijkstra’s algorithm on the topological graph. Note that for easy
understand, in Algorithm 9, the indices on the path is reordered in the sequence 〈Pk〉,
in such a way that the index r+1 means the next place after r according to the order
of the path. A sequence of instant goals Ig = 〈ConnNs,., . . . , ConnN.,g〉 is then gener-
ated from the connectivity nodes ConnN along the path planned to guide the robot
towards the designated places. Suppose the robot is currently at place Pr ∈ R∗s,g and
going to the next place on the path is Pr+1. The instant goal will be set at the position
of the connectivity node ConnNr,r+1 between Pr and Pr+1. Once the robot enters a
new place, the robot need to make sure that it is the right place where the robot is
supposed to go according to the path planned. This is done by switching the robot
into the Recognition/Exploration mode to perform place identification, reassuring
that the robot follows the correct path
During the navigation, the robot might not always be able to navigate to the
correct place but accidently navigate into a wrong place, e.g., due to the localization
drift as shown in Figure 5.9 (a). In such a situation, instead of retracing the way back,
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the planner will replan another path from place where the robot is currently to the
destination place to increase efficiency of convergency. Similar situation is likely to
happens when the robot navigates in dynamic environments with dynamic obstacles
where the path is unexpectedly blocked by dynamic obstacles and the connectivity
node serving as instant goal becomes inaccessible, e.g., doors, pedestrians, etc. as
shown in Figure 5.9 (b). We employed a wait-and-replan strategy to deal with this
situation. The robot waits some time period to reconfirm the inaccessibility of the
node and replan the next best path to the destination.
During the navigation, there are also chances that the robot gets lost in its en-
vironment. In this situation, the robot turns itself into the Recognition/Exploration
mode mode and tries to find a way out of this state. If the robot still fails to figure
out where it is after a period of time, it will move back to the previous place and
replan path to the destination place. The algorithm has completed if it has been
verified the current place of the robot Pr is the destination place Pg.
5.3 Experimental Results
Extensive experiments were conducted in realistic environment as shown in Figure
5.10 (a) with our mobile robot [79] shown in Figure 5.10 (b). Three lab environments
(ER Lab, Power Lab, Electrical Lab) which are visually similar in appearance, and
a corridor environment are considered, and the snapshots of the scenes are shown in
opposite views as in Figure 5.11. The perception system of the robot consists of a
Point Grey Bumblebee stereo camera for scene learning and recognition, and a Hokuyo
UTM-30LX laser scanner for obstacle detection. The robot is also equipped with a
simple localization system to provide the robot with approximative pose estimation.
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Algorithm 9 Hierarchical Planning
1: Suppose the robot is in the place Ps = Pr after initialization and the final desti-
nation place is given Pg
2: while Pr 6= Pg do
3: Find the shortest path from robot Pr to Pg in the mode of GPlan
4: Rr,g = 〈Pr, . . . , Pg〉
5: while Pr 6= Pg do
6: // Assign instant goal: the connectivity node linking the current place Pr to
the next place Pr+1 on the path Rr,g
7: // Let the place indices on the path be the sequence 〈Pk〉, k = 1, . . . , NRr,g
8: Ig ← ConnNr,r+1
9: Move towards Ig in the mode of GGoalApp, enter next place and perform the
place identification in GRecExp
10: if Robot is in a wrong place Pt then
11: //Replanning or traverse back
12: r ← t
13: Break;
14: else
15: //Designated place reached







The experiments first included a training phase during which the robot was directed
by a human operator to travel through all the four semantic places in the environment
and learn the visual characteristics represented by the extracted global and local
features as well as the topology of the environment. The robot was then trained to
be able to identify the four semantic places and travel between them based on the
constructed Topo-Semantic model.
Fig. 5.10: Floorplan of the experimental environment with the semantic places and
topological graph. P1: ER Lab, P2: Corridor, P3: Power Lab, P4: Electrical Lab.
5.3.1 Place identification
To evaluate the performance of the place identification, we captured the videos for
each of the four visual scenes with plenty of key frames of different viewing angle,
illumination, and even different positions of dominant objects by driving the robot to
traverse the environment for training the SVM classifier, extracting local landmarks,
and testing purposes. The number of distinctive visual patches extracted for each
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(a) ER Lab (b) ER Lab
(c) Corridor (d) Corridor
(e) Power Lab (f) Power Lab
(g) Electrical Lab (h) Electrical Lab
Fig. 5.11: Snapshots of the semantic scenes in the experiments.
149
5.3 Experimental Results
Tab. 5.1: No. of local landmarks extracted
Scene ER Lab Corridor Power Lab Electrical Lab
No. of LMs 65 33 58 41
Tab. 5.2: Confusion matrix for gist (%)
Scene ER Lab Corridor Power Lab Electrical Lab
ER Lab 30.3 58.7 3.2 7.7
Corridor 9.0 77.4 12.0 1.5
Power Lab 0 3.4 91.3 5.3
Electrical Lab 4.3 38.3 0 57.4
scene is listed in Table 5.1, which would serve as local landmarks for scene recognition.
Confusion matrices are then created to indicate the testing results for place iden-
tification by accumulating the true positive and false negative frames for each scene
category. The final results are shown in Table 5.2 and 5.3, from which it can be seen
that the usage of local distinctive landmarks effectively improved the recognition pre-
cision, which is obvious as we put more weights on the distinctive landmarks in the
combination with the global gist features. This makes sense because the distinctive
landmarks had been extracted uniquely to the specific scene and the matched distinc-
tive landmarks would significantly increase the confidence of the scene recognition.
The combination of global and local features is therefore evaluated to be a robust
solution for complex environment recognition.
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Tab. 5.3: Confusion matrix for gist & landmark (%)
Scene ER Lab Corridor Power Lab Electrical Lab
ER Lab 73.6 33.0 1.9 0
Corridor 3.8 85.7 10.5 0
Power Lab 0 3.9 96.1 0
Electrical Lab 0 12.8 0 87.2
5.3.2 Semantic navigation
Once the Topo-Semantic model is constructed, the robot is capable of performing non-
metric navigation across semantic places in the environment. In the first experiment,
the robot was initiated somewhere at the ER Lab without any knowledge of the
current location, and told to go to the corridor. The results are shown in Figure 5.12.
In the figures, each semantic place is shown in a specific color. The robot trajectory
is plotted as a sequence of while line strip triangles filled with the color of the scene
recognized. When the robot recognizes the current scene, the triangle denoting the
current pose of the robot will be filled with the same color of the scene. The white is
the default color which denotes unknown category, i.e., the current recognition result
does not tally with any of the semantic scenes in consideration.
Since the robot was kidnapped without knowing the initialized place, it started
with place recognition to locate itself to a semantic place. The algorithm allows the
robot first to take a on-the-spot turn of up to 360o to take a overall view of the scene,
and then proceed with the exploration in the place to continue identifying the current
place. Within the time period, the robot triangle is plotted filled with white color
indicating that it has not drawn a confident conclusion on the place where it was




Fig. 5.12: Experimental results of semantic navigation from the ER Lab to the Cor-
ridor.
was initialized, a topological path has been planned from the current place (P1: ER
Lab) to the destination place (P2: Corridor), i.e., Rr,g = 〈P1, P2〉. The robot then
switched to search for the corresponding connective point (door) connecting the two
places. The magenta line extending out in Figure 5.12 (b) denotes the door direction
detected by the robot, guiding the robot to move towards the door. It should be
noted that during the movement to the door, the robot kept searching and adapting
its direction of motion. This is necessary for the robot to track the correct direction
and finally reach the target place in purely direction oriented navigation. Figure
5.12 (c) shows that the robot was able to recognize the corridor and confirm that
the destination place had been reached. The selection of matched local landmarks is
shown in Figure 5.13.
A more complex experiment was conducted involving three places to test the





Fig. 5.13: Selections of the matched visual landmarks during the experiment.
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was initiated at the Electrical Lab and told to move to the ER Lab along the path
Rr,g = 〈P4, P2, P1〉. The robot trajectory is shown in Figure 5.15. As shown in the
figure, the robot failed to distinguish between the categories of the Electrical Lab and
the ER Lab at the beginning of its motion due to the high similarity of them in view. It
can be observed that, however, as the robot moves, it was able to recognize the correct
place category and move towards the direction of the corresponding connecting door
detected, even though the object configuration has been changed. Figure 5.14 shows
the different appearances of the ER Lab in the two experiments. The Figure 5.14 (a)
in the first experiment is taken under nighttime illumination while the Figure 5.14
(b) in the second experiment is under daytime illumination. In addition, the robot
encountered moving obstacles (pedestrians) in front during its motion in the corridor,
and it can be seen that the robot was able to avoid it by taking a wait-and-see strategy
and continue moving towards the correct direction.
(a) (b)
Fig. 5.14: Snapshots of the scene ER Lab in the two experiments showing the changes
that have been made to the scene.
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Fig. 5.15: Experimental results of semantic navigation in an indoor environment. The
trajectory of the robot is rendered four colors which represent the robot is traversing
different places.
5.4 Conclusion
In this chapter, we have presented a new approach for intelligent navigation of mobile
robot in cluttered, dynamic indoor environment that imitating the human naviga-
tional behavior by making use of the priori knowledge of the environment including
the semantic information of the places and the topological relation between them.
First, the workspace of the robot was modeled as a topological graph to represent
the global topology with each node of the graph denoting a semantic place. This
representation is compact which promotes efficient path planning and allows local-
ization on the graph in the place level, which reduces the uncertainties and saves the
localization efforts of constantly updating its global coordinates. Secondly, the robot
was trained to be able recognize the semantic places in its environment by using both
global and local visual appearance, just like we humans perceive the environment.
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Finally, the hierarchical planning is performed by first computing an optimal path
deliberatively on the graph starting from any initial place and then carrying out the
local motion planning provided the instant goals that guide the robot along the path
to reach the final destination. It was found that this hierarchical planning scheme
not only promotes an optimal path, but also provides the robot with enough flexibil-
ity of local motion in complex and dynamic environment, unlike many other vision
based navigation approaches which require the robot to move along a specific path.
The robot carries out the place identification simultaneously while performing the
local motion, which produces a natural human-like behavior of navigation in that the
robot has become capable of sensing the change of its environment. The complete
navigation scheme is validated effectively in realistic experiments. It was found that
the robot is able to conquer and recover from in the unfavorable situations and finally
accomplish the task.
However, although the non-metric representation involves both local and global
visual features of the environment for the robot to learn to navigate between semantic
places, there still exists chances that the robot fails to correctly recognize the scenes





6.1 Summary and Contributions
The work presented in this thesis focused on the research and development of effective
and efficient methodologies of metric/non-metric path planning and topological map
building for fully autonomous mobile robot navigation in partially known/unknown,
dynamic environments. In this chapter, the results of the research work described in
the previous chapters will be summarized as well as the major contributions of this
work, followed by suggestions for future research directions based on the work of this
thesis.
The research work in this thesis tackled the fundamental and practical problems in
mobile robot environment modeling and navigation by taking into account the physi-
cal dimensions of the actual robot. The main subject has involved simultaneous path
planning and topological mapping for mobile robot goal-oriented and explorative nav-
igation in unknown, dynamic environments, sensor fusion based path planning in 3D
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indoor environments, vision-augmented localization and topological mapping, seman-
tic modeling of the cluttered indoor environments, and non-metric navigation with
hierarchical decision making. The work has also included the development of relevant
techniques and the real robotic systems upon which the proposed methodologies have
been demonstrated effective in realistic experiments.
The principal theoretical and practical findings in this thesis are summarized as
follows:
(i) Simultaneous Path Planning and Topological Mapping (SP2ATM) for
Goal Oriented Navigation and Exploration (Chapter 2): A new ap-
proach has been proposed to solve the problem of goal-oriented path planning
and explorative path planning in unknown, dynamic environments, termed the
Simultaneous Path Planning and Topological Mapping (SP2ATM), assisted by
an incrementally and concurrently built topological map. The topological rep-
resentation of the local environment where the traversable regions (Admissible
Free Spaces) in the environment perceived by a range sensor were modeled as
an Admissible Space Tree (AST), demands minimal storage requirements and
permits efficient path planning. The global topology of the environment was
therefore represented by a Hierarchical Topological Map (HTM) comprised of
an undirected graph with each node describing the perceived AST from its loca-
tion. The HTM provides the least information for a robot’s path planning and
the technique is advantageous in both storage and processing time. The map-
building-based path planner which guides the robot along an optimal path to
move towards a known goal for goal oriented path planning and visit all spaces
in an environment for exploratory path planning was proposed. Thirdly, the
SP2ATM algorithm was proved to be complete (convergent) under the bounded
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error assumption that was found to hold true not only due to the reliable lo-
calization system, but also since the tasks could be completed in a small time
duration. (A vision-augmented approach has been presented in Chapter 4 to
deal with large sensor uncertainties and robot positioning errors.) Furthermore,
the path planned in the goal oriented path planning was found to be optimal in
actual experiments as well as exploration even in the complex environment and
dynamic environment by introducing the wait-and-see strategy. In addition,
compared to the semantic navigation described in Chapter 5, the non-semantic
method SP2ATM does not rely on any information specific to an environment,
enabling the robot to navigate anywhere in the realistic world.
Additionally, attempts also had been made to extend the single SP2ATM to
be used in multiple robots cases for cooperative environment exploration. A
centralized task allocation mechanism had been proposed to coordinate the
multiple robots in the team by dynamically assigning the possibilities to each
single robot in the team as their instant goals according to the total traveling
cost, which allows the robots in the team to focus on exploring different por-
tions of the environment denoted by possibilities, enabling the completion of
environment exploration in minimal time.
(ii) Multisensor Fusion Based Path Planning in 3D Indoor Environments
(Chapter 3): The SP2ATM has been further to extended to solve the problem
of path planning in three dimensional unknown indoor environments by fusing
the range data from stereo vision and laser sensor, that is advantageous in both
processing time and precision for robust navigation. Firstly, the vector represen-
tation is employed to represent the range measurements for efficient integration
of stereo vision and laser range data, leading to the Local Obstacle Vector Map
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which allows the three dimensional admissible free spaces to be extracted and
represented effectively in a compact manner. The 3D admissible free space is
further encoded into frontier segments which denote individual admissible free
space for path planning purposes. The concept of frontier segment is similar to
the possibility as described in Chapter 2 except in that it is extracted in a differ-
ent way to represent 3D admissible free space. Secondly, instant goal has been
used to dynamically generate intermediate targets from the frontier segments
for safe and efficient motion planning in the unknown space, contributing to
increase the likelihood of global convergence and heuristical optimization. Fi-
nally, through physical experiments using the mobile robot equipped with a
single laser scanner and stereo vision, the extension has been verified to be
effective and the robot is capable of performing reliable navigation in the 3D
cluttered indoor environments.
(iii) Vision-Augmented Simultaneous Path Planning and Topological Map-
ping (V-SP2ATM) (Chapter 4): The Vision-Augmented Simultaneous Path
Planning And Topological Mapping (V-SP2ATM) has been presented to tackle
the problem of path planning with large sensing uncertainties and position-
ing errors of the robot based on stereo vision and laser. The incrementally
constructed topological map is extended to include not only the its position
information but also visual information of the cluttered environment, which
are further utilized to extract spatial constraints between different topological
nodes for positioning purpose. The approach on the other hand allows a pose
graph to be concurrently constructed as the topological map during the robot
motion with both odometry and visual constraints encoded in the edges of the
pose graph. The pose graph is then optimized to refine the estimation of the
160
6.1 Summary and Contributions
topological node positions to account for the sensor uncertainties and robot po-
sitioning errors. The optimization can be conducted either on-line or off-line for
different navigation needs, which allowed to release the bounded error restric-
tions for localization even with the unreliable localization system in contrast
to SP2ATM described in Chapter 2. The graph based localization approach is
proposed different to conventional graph based SLAM, which is well suitable
to the optimization of the specific topological map constructed in this Chapter
4. Through realistic experiments, it has been verified that the robot is able to
autonomously navigate in the cluttered indoor environment for a long distance
or a long time duration while not losing track of the target or the topological
nodes because of the localization drift.
(iv) Learning Non-Metric Navigation in Dynamic Indoor Environments
Using Topo-Semantic Representation (Chapter 5): Inspired by human
navigational behaviors, an approach has been presented for intelligent naviga-
tion of mobile robot in the cluttered, dynamic indoor environment by making
use of prior knowledge of the environment including the semantic information
of the places and the topological relation between them, which is significantly
different from the conventional metric path planning as described in the previ-
ous chapters and therefore categorized into Non-metric navigation. Firstly, the
Topo-Semantic Representation was established to model the robot workspace
as a topological graph with each node of the graph denoting a semantic place
connected by edges. This representation not only promotes efficient path plan-
ning but also allows localization on the graph in the place level, saving much
efforts to constantly update the robot’s metric coordinates as in metric path
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planning. Furthermore, by incorporate semantic information into the environ-
mental model, the robot is enabled to accept semantic instructions from humans
and finally communicate with humans in higher level language. Secondly, the
hierarchical path planning is performed by first computing an optimal path
deliberatively on the graph starting from any initial place and then carrying
out the local motion planning along the path planned in order to reach the
final destination. Instant goal again was employed but with a different defini-
tion to direct the robot to move from one place to another along the planned
path. Thirdly, since the robot was trained to possess the knowledge of the
environment (the Topo-Semantic Model) and the ability to recognize the dif-
ferent semantic places in its environment making use of both global and local
visual appearance, during its traversing through the environment, it attempts
to identify the current place where it is located, just like we humans perceive
the environment, and steer towards the next place by finding the joint point
denoted by the instant goal. This mechanism produces a natural human-like be-
havior of navigation in that the robot has become capable of sensing the change
of its environment, enabling the robot to conquer and recover from unexpected
situations and finally accomplish the task. Through realistic experiments, it
was found that this hierarchical planning scheme not only promotes an optimal
path, but also provides the robot with sufficient flexibility of local motion in
complex and dynamic environment, unlike many other vision based navigation
approaches which require the robot to move along a specific path.
The following table shows some comparative characteristics of the proposed four
algorithms to allow readers to understand what are the strengths and weaknesses of
each of the approaches.
162
6.2 Recommendations for Future Research
Tab. 6.1: Comparative characteristics for the algorithms
SP2ATM 3D SP2ATM V-SP2ATM Non-Metric
Applicability 2D unknown 3D unknown 2D/3D unknown 2D unknown
Space normal normal large normal
Storage small small large large
Computation fast normal slow normal
Intelligence low low low high
6.2 Recommendations for Future Research
After the review of the work in this thesis, this section lists several recommended
research directions which are deemed feasible to further explore for extending the
results developed in this thesis:
• The algorithm of Simultaneous Path Planning and Topological Mapping (SP2ATM)
proposed for goal oriented navigation and exploration was in itself applicable
for single robot usage. Attempts had been made in Section 2.4, Chapter 2 to
extend the single version of SP2ATM to multiple robots cases for cooperative
environment exploration, where the communication range of the robots in the
team is assumed to be infinite, which means the information including the states
of robots, possibilities, the topological map, etc., is globally shared by the en-
tire team without any time delay. This, however, may not exactly be the case
in practice due to the communication limitations. Issues include information
flow fusion and synchronization to cope with time delay, merging sub maps
by individual robots with communication range for consistent topological map
building, dynamic task allocation, etc. For these reasons, multi-robot coordi-
nation with limited communication is one meaningful and non-trivial research
direction worth exploring.
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• Even though the experiments have been conducted without a local planner, the
SP2ATM is not a completely robust solution by itself in highly cluttered and
constrained environments. The robot motion could be very slow and would
require the help of a simple collision avoidance module like a local potential
function for faster convergence. One interesting research direction is to consider
the vehicle shape, kinematics, and dynamics of the mobile robot in a collision
avoidance layer[80, 30] which could greatly improve the maneuverability of robot
in local free space.
• The attempt in SP2ATM is only to make the system simple and does not rule
out the need of a SLAM module which is inevitable in a very large area for long
durations. With this intention, the vision-augmented SP2ATM is proposed to
cope with large localization drifts. However, one limitation of the V-SP2ATM is
that it uses a graph based SLAM module which is an off-line algorithm where the
optimization of the graph is not conducted instantaneously as the robot moves
but only when the positioning error of the robot accumulates to a certain extent
or when the robot starts backtracking. This limitation may cause problems in
decision making when constant estimation of robot pose is required in real
time application since it would consume relatively large computation resources.
One possible solution is to incorporate an on-line SLAM module for constant
localization for real-time application. Possible methods like EKF-SLAM [81],
FastSLAM [82], and information filters [83] can be considered.
• Although the non-metric representation described in Chapter 5 involves both
local and global visual features of the environment for the robot to learn to
navigate between semantic places, there still exists chances that the robot fails
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to correctly recognize the scenes by only relying on these two visual features, es-
pecially for places which are visually similar. As humans also use other informa-
tion in addition to visual appearance for scene understanding, an improvement
might be made to the current topo-semantic representation by incorporating
other salient information of the environment, such as geometric shape of the
space even with rough metric information [84, 58], for robust place identifica-
tion and reliable non-metric navigation. Furthermore, in order to expedite the
convergence of the non-metric navigation, it might be a good idea to apply
active vision technology to the place identification so that the robot actively
recognizes the scenes and searches for the next junctions instead of making
decision during an explorative planning by visiting all the spaces.
• For the two-layered planning structure in the non-metric navigation in Chapter
5, a possible alternative is to apply the optical flow based approach in the
lower layer for goal oriented obstacle avoidance. Preliminary work has been
investigated in [85] where the robot was assisted by a behavior-based planner in
the navigation by extracting qualitative depth information of the environment
from the flow field divergence [86]. A robot heading determination scheme was
also presented to incorporate higher level planning layers on the top, which
is in this case the topological path planning in the higher layer. Therefore,
given the instant goals planned by the higher layer path planner denoting the
junctions between places on the path and its angle probably detected by the





A Calculation of Pose Constraints From Observa-
tions
In this section, we will provide procedure of computing the geometric constraints from
odometry and the matched visual landmarks between two T-nodes using geometric
triangulation. The configuration and parameters are illustrated in Figure A1.
Two topological nodes Ti and Tj are denoted respectively by robot poses qi =
[xi, yi, φi]
T and qj = [xj, yj, φj]
T in the world coordinates XOY (W ) with three land-
marks L1, L2, and L3 identified from node Ti by matching visual features with node
Tj. The robot orientation φi and φj of the poses are denoted by the hollow arrows
which denote the x-axis of robot coordinates XOY (R). All the angles (headings) are
measured from Y-axis in their coordinates frames.
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Fig. A1: Triangulation for geometric constraints
Odometry Constraint
For the robot poses qj and qi in global frame, the geometrical constraints are written
as







l sin(φi + ∆φij)
l cos(φi + ∆φij)
∆φij
 (A1)
where φ ∈ (−pi, pi]. The translation l = vTij, and rotation φj − φi = ∆φij = ωTij,
where v, ω, and Tij are linear velocity, angular velocity, and time interval, respectively.
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For our odometry-gyro localization system, since the translation velocity and ro-
tation velocity acquired by odometer and gyro respectively are independent, the co-
variance is a diagonal matrix, where σ2l and σ
2
∆φij
can be obtained by experience or
by experiment.
Visual Constraint
An effective approach to compute the poses constraints is finding the solution to
the weighted least-squares optimization problem[44, 41] which minimizes the overall
positional error of all the matched features between the two nodes. To set up the
error vector, we first transform the the N matched landmark pairs (Li,m, Lj,n) in their
respective sensor coordinates frame to one frame, e.g., the global reference frame.










L + Tj (A5)
where q
(Ri)
L ∈ R2 and q(Rj)L ∈ R2 are the positions of the observed landmarks in the
current frame of pose j and the frame of the reference pose i, respectively, and R
and T are the rotation and translation matrices denoting the transformation from
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The error vector for one pair of matched landmarks is given by the positional deviation












corresponding landmark position of pose j in the global frame, respectively, which
are the functions of robot pose qi = [xi, yi, φi] and qj = [xj, yj, φj] to be estimated.











where σ2xL and σ
2
xL
are the positional uncertainties of the matched landmarks in the
sensor frame calculated from stereo error propagation in Equation 3.2. By setting the
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gradients of the error function to zero and solving the non-linear system, we obtain
the estimation of the pose constraints qj − qi which is given by






as well as its covariance matrix given by the following matrix in which all the off-
diagonal entries are zero, and whose reciprocal will be used as measurement weight
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