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Abstract
Wireless personal area networks (WPAN) and wireless local area networks (WLAN) based on IEEE 802.15.4 and 802.11
standards operate in overlapping unlicensed frequency bands; therefore, they create harmful interference for each
other if deployed in the same geographical area. There has been various performance analysis of the media access
control (MAC) protocols for both networks individually. However, the coexistence performance of the two networks is
less well-understood, which has been mainly studied via computer simulation. In this paper, we attempt to close this
gap by developing a comprehensive mathematical model to evaluate the throughput performance of the carrier
sense multiple access with collision avoidance (CSMA/CA) protocols of coexisting 802.15.4 WPAN and 802.11 WLAN.
Specifically, we consider two coexistence scenarios, called symmetric and asymmetric scenarios. In the symmetric
scenario, wireless nodes in both networks can sense one another while in the asymmetric scenario, only WPAN nodes
can sense active WLAN nodes but WLAN nodes cannot sense the transmissions from WPAN nodes. The proposed
models effectively resolve the major challenge arising from the fact that the MAC protocols in the two networks
operate in different time scales. In addition, we explicitly capture detailed operations and interactions of the
underlying MAC protocols. We then propose to employ the developed models for channel allocation to achieve fair
throughput sharing among WPAN nodes. Numerical results confirm the excellent accuracy of the proposed models
and their usefulness for performance evaluation and design of the heterogeneous network.
Keywords: Coexistence, IEEE 802.15.4, IEEE 802.11, WLAN, ZigBee, Markov chain, Throughput performance, CSMA/CA
MAC protocol, Fairness
1 Introduction
The IEEE 802.15.4-based wireless personal area network
(WPAN) has been widely employed in many applica-
tions, thanks to its low-cost and low-power characteris-
tics. IEEE 802.11b/g wireless local area network (WLAN)
is another standard which has seen tremendous suc-
cess with widespread adoption worldwide. However, both
IEEE 802.15.4 WPAN and IEEE 802.11b/g WLAN oper-
ate in the overlapping 2.4-GHz unlicensed ISM spectrum.
As a result, the WPAN performance can be severely
impacted by transmissions from the higher-powerWLAN
if they are located in the same geographical area. Study
of the coexistence performance between these WPAN
and WLAN and development of enhanced solutions for
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these networks are important research problems. Given
ZigBee is one of the most popular standards based on
IEEE 802.15.4, we adopt the implicit custom in the lit-
erature where we refer to IEEE 802.15.4 WPAN and
ZigBee network interchangeably in this paper. Because
of the crowded unlicensed ISM spectrum, it would be
every challenging to configure all IEEE 802.11WLAN and
IEEE 802.15.4 ZigBee networks to operate on orthogonal
frequency bands.
There have been several measurements reporting that
the IEEE 802.15.4-based WPAN can experience high
packet loss as they operate on the same channel and
suffer from co-channel interference from IEEE 802.11
WLAN [1–5]. Interactions between these two radio tech-
nologies were investigated when the distance between
ZigBee and WLAN nodes was varied in [1, 2]. In [1], the
authors confirmed that the WLAN nodes still perform
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backoff during the ZigBee transmissions if the WLAN
and ZigBee nodes are sufficiently separated. In addition,
it was shown that WLAN can suffer from the harm-
ful interference when coexisting with WPAN [3, 6]. In
[3], the authors demonstrated the significant performance
degradation of WLAN when the two networks coexist.
Specifically, WLAN throughput is degraded more signif-
icantly as the ZigBee duty cycle or WLAN transmission
rate increases. In addition, the UDP packet error rate
increases and becomes very noticeable as the ZigBee duty
cycle increases. This implies that retransmissions at the
link layer could not completely shield the collisions and
interference from the WPAN. Furthermore, the main rea-
son behind the performance degradation of the WLAN
is that the WPAN backoff slot is significantly longer than
that of the WLAN (320 versus 20 μs, respectively), which
reduces the effectiveness of the listen-before-send mech-
anisms of the two media access control (MAC) protocols.
Moreover, the work [7] confirmed that WLAN packet
error rate does not significantly depend on the num-
ber and traffic of ZigBee nodes while ZigBee nodes
experience much higher packet error rate when coexist-
ing with the WLAN. Moreover, the ZigBee packet error
rate increases significantly as the WLAN traffic arrival
rate becomes larger. However, the ZigBee packet error
rate can be improved considerably as we increase the
ZigBee polling time or the ZigBee transmission power
(or signal-to-interference ratio (SIR)). In [8], it was illus-
trated via experimental study that the ZigBee packet error
rate increases with decreasing frequency offsets between
communication bands of WLAN and WPAN. This is
because the WLAN power spectral density is not uni-
form over the communication bandwidth. Moreover, it
was shown again in this work that theWPAN can improve
its packet error rate with higher transmission power.
These existing works, therefore, demonstrate the mutual
impacts between WLAN and WPAN, and the levels of
the mutual impacts on packet error rate and through-
put depend on different parameters including the relative
distance between them, frequency offset, traffic arrival
rate or duty cycle, communication rate, and transmission
power.
There have been some efforts in developing more effi-
cient coexistence solutions for WLAN and ZigBee net-
works. In [9, 10], the authors proposed to employ a
ZigBee signaler to cooperate the transmissions of ZigBee
and WLAN devices. The authors in [11, 12] proposed
to exploit the silent periods during which WLAN nodes
are idle for ZigBee nodes’ communications. The work
[13] developed the interference detection and channel
switchingmethod to enable ZigBee nodes to avoidWLAN
interference. In [14], frequency hopping techniques were
adopted to mitigate the coexistence interference. Never-
theless, none of these works provided any mathematical
model for performance evaluation and enhancement of
the coexisting networks.
Throughput analysis for the MAC protocol of either
WLAN or ZigBee network under saturated and non-
saturated traffic conditions have been conducted sepa-
rately in the literature. Bianchi was among the first who
have developed mathematical models to evaluate the sat-
urated performance of WLAN [15]. In [16], an alter-
native model based on the approximated p-persistent
MAC protocol was devised for performance analysis and
optimization of WLAN throughput. Performance study
of the unsaturated system where WLAN nodes do not
always have packets to transmit was conducted in [17].
The authors in [18] developed an analytical model for
the IEEE 802.15.4 network based on the approximated
non-persistent MAC under the unsaturated load condi-
tion. In [19], the authors proposed to employ renewal
theory for analysis of the slotted non-persistent IEEE
802.15.4 MAC. The authors in [20] invented another ana-
lytical Markov chain (MC) model for the unsaturated
slotted carrier sense multiple access with collision avoid-
ance (CSMA/CA) of the IEEE 802.15.4 MAC considering
the superframe structure. The MC model for through-
put analysis of saturated and unsaturated IEEE 802.15.4
networks was developed in [21].
Mathematical throughput analysis of coexisting WLAN
and ZigBee network is very underexplored in the litera-
ture. In [22], the authors performedmathematical analysis
for the coexistence of WLAN and ZigBee network under
some specificMAC and network settings. Specifically, this
work assumed that the clear channel assessment (CCA)
mode 2 is employed where each network node can only
detect the transmission of other nodes of the same net-
work (transmissions from WLAN nodes are transparent
from or cannot be detected by ZigBee nodes and trans-
missions from ZigBee nodes are transparent from or can-
not be detected by WLAN nodes). Moreover, the WLAN
was assumed to broadcast data without using the standard
CSMA/CA protocol and retransmitting erroneous pack-
ets. With these assumptions, the WLAN and WPAN are
completely undetected from each other and the analysis
is equivalent to studying the impacts of interference from
one network to another.
We propose mathematical models to evaluate the coex-
istence performance of 802.15.4 ZigBee network and
802.11 WLAN. There is discrepancy in the transmis-
sion powers of WLAN and WPAN nodes; therefore,
the impacts of mutual wireless interference on the
throughput performance of WLAN and ZigBee network
would depend on the coexistence situations and distances
between the network nodes. In this paper, we consider two
different scenarios, namely the symmetric and asymmet-
ric ones. Specifically, the symmetric scenario represents
the case where WLAN and ZigBee nodes can sense each
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other (i.e. all network nodes are sufficiently close to one
another) whereas the asymmetric scenario describes the
setting where ZigBee nodes can sense transmissions from
WLAN nodes but WLAN nodes cannot sense the trans-
missions from ZigBee nodes. In addition, we study the
general unsaturated traffic and develop the MC-based
mathematical models for both scenarios where the inter-
actions for a typical pair of WLAN and ZigBee nodes
are studied considering detailed operations of both MAC
protocols. Importantly, we assume that both networks
employ the CCA mode 1, which detects a busy chan-
nel by comparing the measured signal strength or energy
with a predetermined threshold. It is noted that the CCA
mode 1 is more commonly used than the CCA mode 2 in
practice [7].
Major challenges for developing such analytical mod-
els arise from the fact that the two MAC protocols of
802.15.4 WPAN and 802.11 WLAN operate in different
time scales and they employ distinct backoff and CCA
mechanisms. To overcome these obstacles, we propose to
approximate the two MAC protocols by the correspond-
ing p-persistent MAC protocols. Although this type of
approximation has been adopted in analyzing the MAC
throughput performance of individual networks (e.g. for
802.11WLANMAC in [16]), development of comprehen-
sive mathematical models for performance analysis of the
coexisting 802.15.4 ZigBee network and 802.11 WLAN
is highly non-trivial. This indeed enables us to make
important technical contributions toward understanding
the complicated coexistence performance of the underly-
ing MAC protocols. In addition, we also discuss how to
employ the developed models for fair channel allocation
between the two networks. Finally, we present numer-
ical results to validate the proposed analytical model,
demonstrate the impacts of different parameters on the
throughput performance, and show the usefulness of the
model in designing fair channel sharing for the considered
heterogeneous environment.
The remaining of this paper is organized as follows. In
Section 2, we describe both 802.15.4 and 802.11 MAC
protocols and the considered coexistence scenarios. In
Section 3, we present the MC-based analytical model for
coexistence performance analysis in the symmetric sce-
nario. In Section 4, we describe the throughput analysis
for the asymmetric scenario. Application of the proposed
framework for channel allocation is discussed in Section 5.
We present the numerical results in Section 6 followed by
conclusion in Section 7.
2 MAC protocols and coexistencemodel
In the following, we would like to briefly describe the
MAC protocols of the 802.11 and 802.15.4 wireless net-
works. It is assumed that the reader is familiar with these
protocols. For more information about the physical layer
and MAC layer of the 802.11 and 802.15.4 with detailed
MAC protocol description, the reader is referred to
[7, 9, 23–25].
2.1 IEEE 802.15.4 MAC protocol
We consider the IEEE 802.15.4 MAC protocol that oper-
ates in the beacon mode [23], where a PAN coordinator
periodically sends the beacon for synchronization and
each ZigBee node competes with others for transmission
during the contention access period (CAP) by using the
slotted CSMA/CA protocol. In this protocol, there are
three important parameters, namely NB represents the
number of attempts so far by the current packet,CW is the
number of slots that need to be in the “clear” condition by
sensing before a device that is allowed to access the chan-
nel, and w denotes the number of backoff slots a device
needs to wait before sensing the channel. NB is often initi-
ated at 0 and upper-bounded by NBmax = mz while CW is
set equal to 2 before each transmission attempt and reset
to 2 each time channel is sensed busy.
At the beginning, each ZigBee node independently
delays for a random number of slots w chosen in the range
from 0 to 2BENB -1 where BE0 = minBE is the initial and
minimum backoff exponent and then performs two clear
CCAs. If the channel is sensed busy during either CCA,
CW is reset to 2, and NB increases by one. That means
BENB+1 = BENB + 1, which is upper-bounded by maxBE.
If NB is less than or equal to NBmax, the above backoff and
CCA processes are repeated; otherwise, the transmission
fails and the node can start this procedure again in the
next frame. We denote the ZigBee backoff slot duration
as tbo.
2.2 IEEE 802.11 MAC protocol
The IEEE 802.11 MAC protocol is the CSMA/CA-based
contention-based access scheme [24]. In this protocol, a
WLAN node needs to sense the channel while performing
backoff, which is described in the following. If a channel is
sensed idle during a Distributed Interframe Space (DIFS)
interval, the node proceeds to perform backoff; otherwise,
it defers its operation in the current busy period. When
the channel is sensed idle for a DIFS interval, the node
generates the random backoff delay uniformly chosen in
the interval [0, CW-1] and starts counting down while
listening to the medium.
Initially, the contention window size CW is set equal
to the minimum value CWmin. The node decreases its
backoff timer by one for every silent time slot period.
Moreover, the backoff timer is suspended as long as the
channel is sensed busy (there are transmissions from other
nodes). The decrease of the backoff timer is resumed
when a channel is sensed idle for a DIFS interval. When
the backoff timer reaches zero, the node begins to trans-
mit its packet. If the destination node receives a packet
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successfully, it waits for a Short Interframe Space (SIFS)
interval, and then sends an ACK to the source node.
If the source node does not receive the ACK within
an ACK timeout duration, it proceeds to retransmis-
sion. For each retransmission, the node doubles the con-
tention window and enters the backoff delay process. If
the contention window reaches the maximum contention
window CWmax = 2mw CWmin, it remains unchanged
until the transmission succeeds. We denote δ as the
WLAN backoff slot duration. According to the 802.15.4
and 802.11 standards, the ZigBee backoff slot duration
tbo is much larger than that of the WLAN slot duration
δ. This raises one major challenge in developing mathe-
matical models to evaluate the coexistence performance
besides the different operations of the two underlying
MAC protocols.
2.3 Coexistence model
We consider the coexistence setting where the ZigBee net-
work and WLAN operate on the same frequency channel
and geographical area. We assume that WLAN and Zig-
Bee users operate in the non-saturation mode where the
users do not always have packets to transmit. The offered
load due to each WLAN and ZigBee node is assumed to
follow the Poisson distribution with average arrival rates
λw and λz pkts/s, respectively. We further assume that
packets arriving at the nodes are buffered awaiting trans-
missions. We consider the one-hop star topologies for
WLAN and ZigBee network where the coordinators cor-
respond to the access point (AP) in WLAN and PAN
coordinator in ZigBee network (Fig. 1).
Since the transmission power of IEEE 802.11 WLAN
node is much larger than that of IEEE 802.15.4 ZigBee
nodes, the manner that one network impacts the other
would depend on the relative distance between nodes in
Fig. 1 Coexistence scenarios between WLAN and ZigBee network
the two networks. To study the coexistence performance
comprehensively, we consider two scenarios. In the first
scenario (also called symmetric scenario), any node of
either network can perfectly sense and detect the trans-
missions of any other nodes. This would be the case as
the distance betweenWLAN nodes and ZigBee nodes are
small (distance d is small). For the second scenario (all
called asymmetric scenario), ZigBee nodes can sense and
detect the transmissions of WLAN nodes but the WLAN
nodes cannot sense and detect the transmissions of Zig-
Bee nodes. This would happen as the distance d between
WLAN nodes and ZigBee nodes are sufficiently large [2].
The considered coexistence scenarios are illustrated in
Fig. 1.
3 Performance analysis for symmetric scenario
3.1 Markov chain model
In the considered setting, the nodes of either network
are able to sense and detect transmissions from any
other nodes. Therefore, we analyze the coexistence per-
formance by defining a MC that captures the interactions
for a typical pair of WLAN and ZigBee nodes. The behav-
ior of the pair of the tagged (WLAN, ZigBee) nodes is
characterized by the bi-dimensional discrete-time MC
{a(t), b(t)} where:
• a(t) represents the states of the WLAN node
including the backoff stagesWi (i = 1, . . . ,mw) and
idle state Iw at time t. From this definition,Wmw
denotes the “maximum backoff stage” of the WLAN
node.
• b(t) describes the states of the ZigBee node
comprising the idle state Iz, backoff stage Zj
(j = 1, . . . ,mz), the first CCA state C1j and the
second CCA state C2,j in backoff stage j, and
transmission state Tx of the ZigBee node at time t.
Again, Zmz represents the “maximum backoff stage”
of the ZigBee node.
Note that most existing MC models for analyzing either
IEEE 802.11 or IEEE 802.15.4 MAC protocol individu-
ally are based on two-dimensional MC (e.g. the models
in [15] and [21]). Applying this approach for coexistence
performance analysis of IEEE 802.11 and IEEE 802.15.4
networks would require to establish a four-dimensional
MC, which is too complex and non-tractable. By repre-
senting the states of each node in the considered (WLAN,
ZigBee) pair by a single variable, we attain a much more
manageable model. Modeling of the IEEE 802.15.4 MAC
protocol using one-dimensional MC has been adopted in
[18]; however, analyzing the coexistence performance of
the two networks is far more challenging and still an open
problem. Note also that the idle states Iw and Iz forWLAN
and ZigBee nodes, respectively, are utilized to capture the
cases where the buffers at these nodes are empty.
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To analyze the achievable throughput of each network
in the considered heterogeneous environment, one has
to characterize the transition probabilities of all possi-
ble transitions of the MC {a(t), b(t)} based on which the
steady-state probabilities can be calculated. Since the two
MAC protocols of IEEE 802.11 and IEEE 802.15.4 net-
works operate in different time scales (i.e. tbo  δ), we
propose to analyze the {a(t), b(t)} over the shorter time
scale of WLAN and approximate the backoff mechanisms
of both MAC protocols by the corresponding p-persistent
MAC. In fact, this approximation has been confirmed to
be very accurate for analyzing the WLAN MAC proto-
col [16]. We will validate the excellent accuracy of this
approximation for coexistence performance analysis later
in Section 6.
Specifically, in the approximated WLAN p-persistent
MAC protocol, the random backoff time is drawn accord-
ing to a geometric distribution with parameters si in
backoff stage Wi where si = 2/(CWi + 1) and CWi
is the contention window in the backoff stage Wi [16].
That means if the channel is idle in a backoff slot, the
WLAN node transmits and defers the transmission at
backoff stage Wi with probability si and (1 − si), respec-
tively. In contrast, if the channel is busy, no action is taken.
The backoff stage increases when a transmission fails and
the retry limit has not been reached. When a transmis-
sion succeeds, the WLAN node moves to the idle state
Iw with probability (1 − qw) or to the first backoff stage
W1 with probability qw. We also assume that the WLAN
transmission collides with probability p or succeeds with
probability 1 − p.
To resolve the heterogeneous time-scale issue, we con-
sider the operations of the IEEE 802.15.4 MAC over the
WLAN time slot unit. Toward this end, the length of the
first and second CCAs, denoted as LC and measured in
WLAN backoff slot, is LC = tboδ Lcca where Lcca is the
length of CCA measured in the ZigBee backoff slot. We
also approximate the IEEE 802.15.4 MAC protocol by the
corresponding p-persistent MAC protocol. That means
the random backoff time in the backoff stage Zj follows
the geometric distribution with parameter pj where pj is
calculated as [18]
pj = 22BEj tbo/δ + 1
. (1)
Moreover, upon a successful transmission, the tagged
ZigBee node changes to the idle state Iz with probability
1 − qz and to the first backoff state Z1 with probabil-
ity qz. At the backoff state Zj, the ZigBee node remains
in this backoff state with probability (1 − pj) or enters
the first CCA state C1,j with probability pj. We assumed
that the channel is sensed busy in the first CCA and the
second CCA occurs with probabilities α and β , respec-
tively. This is the case if there is at least one node rather
than tagged pair of (WLAN, ZigBee) nodes that transmit
their packets. In the following, we describe the transitions
and the corresponding transition probabilities of the MC
{a(t), b(t)}.
3.2 Transition probabilities of Markov chain
We can describe the state space S of the MC {a(t), b(t)} as
S = {all states x: (Iw, Iz) , (Iw,Zj) , (Iw,Ck,j) ,









i = 1, . . . ,mw; j = 1, . . . ,mz; k = 1, 2
}
. (2)
To analyze this MC, we have to determine all possible
transitions and the corresponding transition probabilities
of this MC. To demonstrate the derivations, we present
the transitions of the MC as the tagged WLAN node is
in the idle state Iw considering all possible transitions
between the states of the ZigBee node, which are shown
in Fig. 2, in the following. The underlying transitions have
the form (Iw, y) → (Iw, z) for the tagged (WLAN, ZigBee)
nodes. Due to the space constraint, derivations for other
transitions are given in the online technical report [26].
Here, the WLAN node remains in the idle state with
probability (1 − qw) where there is no new packet arrival
while the ZigBee node can transit to one of the possi-
ble states. Specifically, the transitions illustrated in Fig. 2
















} = { (1 − qw)αpj, j ∈ (1,mz] , k = 1





} = { (1 − qw)αqzp1, k = 1

























} = { (1 − qw)α(1 − qz), k = 1
(1 − qw)β(1 − qz), k = 1
(10)
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Fig. 2 Transitions of the form (Iw, y) → (Iw, z) of (WLAN, ZigBee) nodes





} = P {Iw,C1,1|Iw, Iz} = (1 − qw)qzp1
(12)
P {Iw, Iz|Iw,Tx} = P {Iw, Iz|Iw, Iz} = (1 − qw)(1 − qz).
(13)
Equation (3) captures the case where the tagged ZigBee
node finishes the backoff in the backoff stages Zj and pro-
ceeds to the first CCA state C1,j. Equation (4) represents
the case the channel is sensed idle during the first CCA
with probability (1−α) after which the ZigBee node enters
the second CCA. In (5), we consider the transition of the
ZigBee node from the idle channel state during the sec-
ond CCA to the transmitting state. Equations (6) and (7)
describe the scenarios where the ZigBee node experiences
the busy channel in the first and second CCAs, respec-
tively. In these cases, the ZigBee node enters the first CCA
of the next backoff stage in Eq. (6) or the first CCA of the
first backoff stage when it is at the maximum backoff state
and its buffer is backlogged in Eq. (7).
Similarly, Eqs. (8) and (9) capture the transitions where
the ZigBee node experiences all busy CCAs, and it enters
the next backoff stage. Equation (10) corresponds to tran-
sitions where the ZigBee node experiences the busy chan-
nel for all CCAs at the maximum backoff stage and its
buffer is empty; consequently, it enters the idle state. For
transitions whose probabilities are given in (11) and (12),
the ZigBee node finishes the transmission, its buffer is
backlogged, and it evolves to either the first backoff stage
or the first CCA of the first backoff stage, respectively.
Equation (13) accounts for the case where the ZigBee
node’s buffer is empty after its transmission; therefore, it
enters the idle state.
3.3 Throughput analysis
Recall that we employ either x or explicit description
{a(t), b(t)} to specify a particular state of the MC. Let
π(x) denote the steady probability of state x, which is in
the state space described in (2). Suppose we arrange all
the states x such that their indices range from 0 to vmax.
In order to calculate the steady-state distribution of the
MC, we can write all transition probabilities into the cor-
responding matrix P whose elements P{x′|x} denote the
transition probability from states x to states x′. Then, the
steady-state probabilities can be determined by solving
the following equations:
πP = π ;
vmax∑
x=0
π(x) = 1. (14)
where π denotes the steady-state probability vector, which
is defined as π = [π(0), . . . ,π(vmax)]. These steady-state
probabilities π are the functions of p, qw, qz, α, and β .
The probability that one node (either WLAN or Zig-
Bee node) attempts to transmit in a generic backoff slot
τ is equal to the total probability of the following events:
the ZigBee node is in one of the backoff states, it senses
the idle channel in the second CCA, and the WLAN node
starts transmission at one of the backoff stages. The dwell
time of the states in which the ZigBee node is in the trans-
mission states (i.e. states (Iw,Tx) and (Wi,Tx)) and the
sensing states (i.e. states (Iw,Ck,j) and (Wi,Ck,j)) are Tz
and LC, respectively where i = 1, . . . ,mw, j = 1, . . . ,mz
and k = 1, 2; and the dwell time of all other states are 1.
Hence, the transmission probability τ can be calculated as
in (15) where  is given in (16).







































































Similar to the derivation of τ , the probability that a
WLAN node attempts to transmit in a generic slot τw, the
probability that a ZigBee node starts sensing in a generic
slot φ, and the probability that the ZigBee node attempts































































The collision probability p is calculated as p = 1 − (1 −
τ)(n−1) [15] for n = nw + nz where nw and nz denote the
number of WLAN and ZigBeez nodes, respectively. The
expected length of a generic WLAN slot E[ Stw ] can be
calculated as2
E[ Stsw ] = (1 − Pt)δ + Ptw(1 − Ps)(1 − Ptz)Tcw
+ PtwPtzTz+PtwPsTs+Ptz(1 − Ps)Tz+PtzPsTz
(20)
where Pt is the probability that there is at least one trans-
mission (either WLAN transmission or ZigBee transmis-
sion); Ptw and Ptz denote the probabilities that there is at
least one WLAN transmission and one ZigBee transmis-
sion in the considered slot, respectively; and Ps represents
the conditional probability that there is exactly one node
transmitting in a given slot. We can compute these proba-
bilities as follows:
Pt = 1 − (1 − τ)n; Ptw = 1 − (1 − τw)nw (21)
Ptz = 1 − (1 − τz)nz ; Ps = nτ(1 − τ)n−1/Pt. (22)
The probabilities qw and qz that there is at least one
packet to be transmitted from theMAC buffer of aWLAN
or ZigBee node can be estimated as [17]
qw = 1 − e−λwE[Stw ]; qz = 1 − e−λzE[Stw ] (23)
where λw and λz are the packet arrival rates ofWLAN and
ZigBee nodes, respectively. Therefore, qw and qz are the
functions of τ , λw and λz.
We now derive the probabilities α and β that the channel
is busy in the first and second CCAs, respectively. Let Pi|i
denote the probability that the channel progresses to the
idle state in the next slot given that it is idle in the current
slot where these slots are the ZigBee backoff slots. The
probability that the channel is idle in a general ZigBee slot
can be computed as
Pi = Pi|iPi + Pi|b (1 − Pi) (24)
where Pi|b denotes the probability that the channel
becomes idle given that it is busy at the current slot. Since
a busy duration lasts for L = Ptw(1 − Ps)(1 − Ptz)Tcw +
PtwPsTs + PtwPtzTz + PtzTz on average, a busy slot will
end with probability 1L during a random slot [19]. There is
always an idle slot after the end of a busy slot for ZigBee
node. Therefore, an idle slot follows the end of the busy
slot occurs if none of WLAN nodes transmits during one
ZigBee backoff slot, which yields
Pi|b = 1L (1 − Ptw)
LC . (25)
Let Pb|i denote the probability that the channel is busy in
current slot k given that it is idle in the previous slot k − 1
measured in the ZigBee backoff slot. This can occur when
the channel is idle in slot k − 2 and at least one ZigBee
node performs sensing in that time slot or there is at least
oneWLAN node transmitting at anyWLAN slots in slot k
given none of the node transmits during slot k−1. Hence,
Pb|i = (1 − (1 − φ)nz)Pi|i + (1 − Pt)LCPtwLC. (26)
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In addition, we have
Pi|i = 1 − Pb|i. (27)
From (26) and (27), we have
Pi|i = 1 − (1 − Pt)
LCPtwLC
1 + (1 − (1 − φ)nz) . (28)
Substituting the results in (25) and (28) into (24), we
have Pi is equal to 1 − α.
Finally, the probability that the channel is found to be
idle in the second CCA state given the channel is idle
in the first CCA is equal to 1 − β , which is indeed Pi|i.
Therefore, α and β are the functions of τ , τw, τz and φ
through Pi and Pi|i. Hence, we have a system of equations
based on which the steady-state probabilities, and proba-
bilities p, qw, qz, α, β can be found by using the numerical
method. The throughput achieved by each ZigBee and
WLAN nodes can be expressed as








which completes the throughput analysis.
4 Performance analysis for asymmetric scenario
In this scenario, theWLANnodes cannot sense and detect
the transmissions of the ZigBee nodes. This means that a
particular WLAN node senses the idle channel whenever
there is no otherWLAN transmissions and it will transmit
its packet when its backoff counter reaches zero.
4.1 Analytical model
Since WLAN nodes cannot sense ongoing transmissions
from ZigBee nodes, WLAN nodes can start transmissions
during ZigBee node’s transmission. We assume that a
WLAN transmission collides with otherWLAN transmis-
sions with probability Pcw while WLAN collisions due to
ZigBee transmissions occur with probability Pcz. Hence,
the WLAN transmission is successful if there is no colli-
sion with other WLAN and ZigBee transmissions, which
happens with probability (1 − Pcw)(1 − Pcz). This yields
the collision probability of a WLAN node
Pc = Pcw + Pcz − PcwPcz. (31)
It can be observed that the WLAN performance can
be analyzed similarly to the non-coexisting scenario with
the ZigBee network with the new collision probability Pc.
Therefore, we perform the analysis forWLAN and ZigBee
network separately in the following.
4.1.1 WLAN analytical model
The analysis of WLAN in the non-coexisting scenario and
unsaturated traffic has been studied using the two dimen-
sional MC model in [17], whose important derivations
are given here for completeness. The transmission prob-
ability of a WLAN node τw is given in Eq. (32) where
Pcw = 1 − (1 − τw)nw−1.
τw= 2(1 − 2Pc)qwqw[(W+1)(1−2Pc) + WPc (1−(2Pc)mw )]+2(1−qw)(1−Pc)(1−2Pc) .
(32)
The probability that there is at least one WLAN trans-
mission in the considered generic time slot is given as
Ptw = 1 − (1 − τw)nw (33)
Let Ps be the conditional probability that a WLAN
transmission is successful, which is given by




Let E[ Stw] denote the expected length of a generic
WLAN slot, which does not depend on the existence of
the ZigBee network. Here, this value is calculated con-
sidering the empty WLAN time slot, WLAN collision
duration, and WLAN successful transmission duration.
Hence, E[ Stw] can be computed as
E[ Stw]= (1 − Ptw)δ + PtwPs(1 − Pcz)Ts
+Ptw(1 − Ps)Tcw + PtwPsPczTcw. (35)
The probability qw is given as
qw = 1 − e−λwE[Stw]. (36)
4.1.2 ZigBee analytical model
We define the following one-dimensional MC for a tagged
ZigBee nodeZ(t) = {b(t)}where b(t) represents the states
of a ZigBee node. Specifically, we can describe the state
space Z of this MC as
Z = {all state y : Iz,Zj,Ck,j,Tx, j = 1, . . . ,mz; k = 1, 2} .
(37)
Similar to Section 3, we approximate the ZigBee backoff
counter by a geometric random variable with parameter
pj during the backoff stage Zj as given in (1). Since each
ZigBee node independently determines its backoff value
and automatically decreases the backoff counter, the chan-
nel sensing procedure of each ZigBee node at two CCAs
depends on the WLAN transmissions. Suppose that the
channel is sensed busy at the first and second CCA by a
tagged ZigBee node with probabilities α and β , respec-
tively. Denote P{y´|y} as the transition probability from
state y to state y´. Transitions among different states of a
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tagged ZigBee node are shown in Fig. 3. The probabilities
of all possible transitions are listed as follows:
P{Iz|Iz} = P{Iz|Tx} = 1 − qz





} = { α(1 − pj); k = 1, j = 2, . . . ,mz




} = { αpj; k = 1, j = 2, . . . ,mz




} = { α(1 − qz); k = 1




















} = (1 − β); j = 1, . . . ,mz. (38)
Let π(y) denote the steady probability of state y, which
belongs to the state space Z. Suppose we arrange all states
whose indices range from 0 to umax. Let P denote the
one-step transition probability matrix and π denote the
steady-state probability vector, which is defined as π =
[π(0), . . . ,π(umax)]. Here, the elements of matrix P are
py,y´ = P{y´|y}, which are computed in (38). We can cal-
culate the steady-state probabilities of all the states vy
solving the following set of equations
πP = π ;
umax∑
y=0
π(y) = 1. (39)
Note that these steady-state probabilities are functions
of α, β , and qz.
4.2 Throughput analysis
The probabilities that a ZigBee node starts sensing and































Let Ptz be the probability that there is at least one ZigBee
transmissions in the considered slot, which is given by
Ptz = 1 − (1 − τz)nz . (43)
Now, we determine the WLAN collision probability Pcz
due to ZigBee transmissions. This collision event indeed
occurs as a WLAN transmission encounters at least one
ZigBee transmission. Since the WLAN and ZigBee are
quite separated geographically in the asymmetric sce-
nario, we assume that the WLAN transmission can be
corrupted by the ZigBee transmissions with probability γ
where γ ≤ 1. In addition, the WLAN collision probability
Pcz can be expressed as
Pcz = γPtz. (44)
Recall that the ZigBee node can still sense successfully
the WLAN transmissions in the considered asymmet-
ric scenario. Therefore, the expected length of a generic












Fig. 3Markov chain for tagged IEEE 802.15.4 WPAN node
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durations and the corresponding probabilities of the idle
slot (tbo) and the busy slot (Tz, Ts or Tcw) as follows:
E[ Stz] = (1 − Pt)tbo + PtzTz + PtwPs(1 − Pcz)Ts
+ Ptw(1 − Ps)Tcw + PtwPsPczTcw
(45)
where Pt represents the probability that there is at least
one transmission (either WLAN or ZigBee transmission)
in the considered time slot
Pt = 1 − (1 − τw)nw(1 − τz)nz . (46)
Then, the probability qz is obtained as
qz = 1 − e−λzE[Stz]. (47)
To compute the τz and φ, we need to know α and β ,
which can be derived in a similar manner with that in
Section 3. In particular, the probability Pi|b is given by
Pi|b = 1L (1 − Ptw)
LC (48)
where
L = PtzTz + PtwPs(1 − Pcz)Ts + Ptw(1 − Ps)Tcw
+ PtwPsPczTcw. (49)
The probability Pb|i is computed similarly to (26)
Pb|i = (1 − (1 − φ)nz)Pi|i + (1 − Pt)LCPtwLC. (50)
Using the results in (50) and (27), we can obtain Pi|i.
Then, substituting Pi|i and the results in (48) into (24),
we obtain the Pi. Hence, the probability that a channel is
sensed busy in the first CAA α and the second CCA β can
be written as α = Pi and β = Pi|i. Then, all the probabili-
ties can be solved by using the numerical method. Finally,
the throughput achieved by the ZigBee and WLAN node
can be expressed as








Therefore, we have completed the throughput analysis.
5 Fair channel allocation
We describe how to distribute the ZigBee nodes over
overlapped and not overlapped channels, which are
shared and not shared withWLAN nodes, respectively, to
achieve fair throughput sharing among ZigBee nodes by
using the proposed analytical models. Let over and non
represent the sets of overlapping and non-overlapping
channels of ZigBee network and WLAN, respectively.
To determine the channel allocation for ZigBee nodes,
let Skover (λw, nw, λz, nk) be the throughput achieved by a




where λw is the average arrival rate of WLAN, nw is the
number of WLAN nodes occupying channel fk , λz is the
average arrival rate of ZigBee nodes, and nk is number of
ZigBee nodes assigned channel fk . Also, let Sknon (λz, nk)






measures can be calculated by using the analytical models
presented in the previous Sections 3 and 4 depending on
the considered coexistence scenario, which are assumed
to be stored in a look-up table.
We are interested in assigning the ZigBee nodes to all
channels so that the throughput achieved by each ZigBee
node is as even as possible (the perfect scenario is where
the throughput of all ZigBee nodes is the same). Here,
we assume that the traffic load of WLAN (represented
by its average packet arrival rate λw) and the number of
WLAN nodes nw on each overlapping channel are the
same for simplicity even though this assumption can be
relaxed.3 Suppose there are nz ZigBee nodes. Let n1 and
n2 be the number of ZigBee nodes assigned to each over-
lapping and non-overlapping channel, respectively. Then,
we obtain the assignment solution by solving the following
optimization problem
min S(n1, n2) = |Slnon(λz, n2) − Skover(λw, nw, λz, n1)|
∀fl ∈ non, fk ∈ over
s.t. n1|over| + n2|non| = nz. (53)
Since n1 and n2 can only take integer values, the
constraint in problem (53) can be written as n2 =⌈
nz−n1|over||non|
⌉
. Since there are only a finite number of pos-
sible choices for (n1, n2), we can easily search for the one
that achieves the minimal objective.
6 Numerical results
We evaluate the ZigBee throughput performance when
the ZigBee network coexists with the WLAN network on
the same frequency channel. We assume that the packet
arrivals of each WLAN and ZigBee node follow the Pois-
son distribution with mean value of λw and λz pkt/s,
respectively. In the asymmetric scenario, we assume the
probability γ is set to 0.5. To obtain the numerical results
presented in this section, we choose the MAC parameters
for IEEE 802.11 and IEEE 802.15.4 network as detailed in
Table 1.
For the considered coexistence model, we assume there
are nw WLAN nodes and nz ZigBee nodes, respectively.
Also, we consider mw = 5 for WLAN and mz = 5 for
the Zibgee network. We also evaluate the throughput of
ZigBee network assuming that the values of CCA, minBE,
and maxBE are set equal to 2, 3, and 5, respectively. Simu-
lation results are presented for varying number of ZigBee
nodes, varying number of WLAN nodes, and different
packet arrival rates of WLAN and ZigBee nodes. We refer
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Table 1 MAC parameters of IEEE 802.11b and IEEE 802.15.4
network
Parameter 802.11b 802.15.4
Data rate 11 Mbps 250 Kpbs
Slot time δ= 20 μs tbo= 320 μs
SIFS 30 μs 192 μs
DIFS 50 μs N/A
CCA N/A 128 μs
MAC header 24 B 7 B
PHY header 16 B 1 B
Payload size 1024 B 120 B
ACK 14 B 11 B
ACK timeout 300 μs 1120 μs
CWmin 32 N/A
N/A, not available
to the symmetric and asymmetric scenarios as scenarios 1
and 2 in the following.
To obtain numerical results, we have developed an
event-driven simulator on Matlab where we have imple-
mented all MAC protocol functions (randome backoff,
CCA, data transmission, ACK, DIFS, and SIFS) for both
WLAN and WPAN exactly with the corresponding time
intervals. In particular, the backoff slots of the WLAN
and WPAN nodes are δ = 20 μs and tbo = 320 μs,
respectively. Therefore, the WPAN nodes are less respon-
sive to accessing the channel compared to WLAN nodes.
In addition, we have implemented the corresponding
carrier sensing outcomes for the considered symmetric
and asymmetric scenarios. Specifically, the WLAN and
WPANnodes can sense the transmissions from each other
in the symmetric scenario while the WPAN nodes can
sense the transmissions from WLAN nodes but not vice
versa in the asymmetric scenario.Moreover, to obtain reli-
able throughput values for each considered setting, we
have run both MAC protocols of the two coexisting net-
works over sufficiently long simulation time and calculate
the achievable throughput along the way. Each simulation
run is stopped only if the achievable throughput changes
less than 1 % around its stable value. Moreover, each
point in the throughput curves of each figure is obtained
through one independent simulation run described above.
For better presentation, we do not show simulation reli-
ability parameters such as standard deviations in all the
figures. Moreover, we have assumed that both WLAN
and WPAN employ the fixed transmission rates. There-
fore, the link adaptation with multiple rates to exploit the
time-varying wireless channel is not considered.
In Fig. 4, we show the throughput of ZigBee network
versus the packet arrival rate of WLAN nodes (λw) for
nw = 5, 10, nz = 5, and two values of packet arrival rate of
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Fig. 4 Throughput of 802.15.4 network in coexistence between
802.15.4 and unsaturated 802.11 networks in scenario 1
confirms that the throughput achieved by the proposed
analytical model matches with the simulation results very
well, which validate our model. The figure also shows that
the ZigBee throughput decreases when the packet arrival
rate of WLAN node increases. Moreover, larger number
ofWLAN node results in lower throughput for the ZigBee
network. Moreover, the ZigBee throughput tends to zero
as the WLAN node’s load reaches the saturated regime.
In Fig. 5, we show that as the number of ZigBee nodes
increases, its throughput decreases as expected. In addi-
tion, if there is no WLAN nodes coexisting with Zig-
Bee nodes, the ZigBee throughput is much higher than
that under the coexistence in scenario 1. This is because
WLANnodes can prevent the channel access fromZigBee
nodes. In fact, the ZigBee backoff slot duration is much






































Fig. 5 Throughput of 802.15.4 network versus number of ZigBee
nodes in scenario 1
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longer than theWLAN backoff slot duration, which limits
the ZigBee nodes’ opportunities to access the channel in
comparison with WLAN nodes. The ZigBee throughput
performance also varies as we vary the number of WLAN
nodes and the packet arrival rate of WLAN nodes as well
as the packet arrival rate of ZigBee nodes. Specifically,
larger number of WLAN nodes and/or smaller packet
arrival rate of ZigBee nodes result in lower through-
put of the ZigBee network. Figure 6 demonstrates that
when the packet arrival rate of ZigBee node increases, its
throughput increases in scenario 1. However, when the
ZigBee packet arrival rate reaches the saturation value, the
throughput decreases slightly. In fact, with higher ZigBee
packet arrival rate, the busy probability in CCAs become
higher because of more transmitted packets and WLAN
preemption.4
In Fig. 7, we validate the accuracy of the proposed ana-
lytical model for scenario 2. The figure shows that, in the
presence of WLAN interference, the ZigBee throughput
decreases very rapidly down to about 0.025 for ZigBee
packet arrival rate λz = 50 and zero for λz = 10.
Similar to scenario 1, when the WLAN packet arrival
rate increases, the ZigBee throughput decreases dramat-
ically. In scenario 2, the ZigBee throughput is lower and
decreases faster than that in scenario 1. This is because,
in scenario 2, WLAN nodes cause more collisions to Zig-
Bee transmissions since WLAN nodes cannot sense and
detect the ZigBee transmissions. Figure 8 depicts the Zig-
Bee throughput for varying number of ZigBee nodes nz
in scenario 2. This figure shows that the ZigBee through-
put tends to zero as the number of ZigBee nodes becomes
larger.
In Fig. 9, we illustrate the ZigBee throughput versus the
ZigBee packet arrival rate. This figure confirms that the
ZigBee throughput increases as the ZigBee packet arrival

























Fig. 6 Throughput of 802.15.4 network versus ZigBee packet arrival
rate in scenario 1















































Fig. 7 Throughput of 802.15.4 network versus WLAN packet arrival
rate in the scenario 2
rate increases. However, when the ZigBee packet arrival
rate becomes sufficiently large, the ZigBee throughput
decreases slightly. This is due to the fact that the busy
probabilities in two CCAs are larger as the ZigBee packet
arrival rate reaches the saturated traffic condition. In addi-
tion, the WLAN preemption and ZigBee collisions due
to WLAN transmissions happen more frequently in sce-
nario 2. Therefore, the ZigBee throughput in scenario 2 is
much lower than that in scenario 1. In Fig. 10, we demon-
strate the WLAN throughput versus the WLAN packet
arrival rate. It can be observed that theWLAN throughput
increases and then slightly decreases as theWLAN packet
arrival rate becomes larger.Moreover, when λw is less than
a critical value around 70 pkt/s, the WLAN throughput
in the scenario 1 is higher than that in the scenario 2 and













































Fig. 8 Throughput of 802.15.4 network versus number of ZigBee
nodes in scenario 2
Luong et al. EURASIP Journal onWireless Communications and Networking  (2016) 2016:127 Page 13 of 14

















































Fig. 9 Throughput of 802.15.4 network versus ZigBee packet arrival
rate in scenario 2
the reverse is true if λw is larger than the critical WLAN
arrival rate.
Finally, we illustrate the variation ofS(n1, n2), which is
the objective of problem (53), for different channel assign-
ment solutions in Fig. 11 considering the actual channel
deployment for ZigBee and WLAN [1] where |over| =
12, |non| = 4. We set nz equal to 70 and 120 for sce-
narios 1 and 2, respectively. Here, nw is set to 10 in every
overlapping channels, and λz and λz are equal to 50 pkt/s.
Figure 11 also shows that (n1, n2) = (2, 12) results in the
fairest throughput sharing for ZigBee nodes in scenario 1
while (n1, n2)= (1, 27) achieves fairest throughput sharing
for scenario 2.
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Fig. 10 Throughput of WLAN versus WLAN packet arrival rate for
number of WLAN nw = 10 and number of ZigBee network nz = 10 in
both scenario 1 and scenario 2
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Fig. 11 Variation ofS(n1, n2) under different channel allocation
solutions
7 Conclusions
We have developed analytical models for throughput eval-
uation of ZigBee nodes coexisting with WLAN nodes in
the IEEE 802.11 network in both symmetric and asym-
metric scenarios. The proposed models are based on the
MC analysis for one pair of typical (WLAN, ZigBee) nodes
considering detailed operations of MAC protocols in the
two networks. We have then proposed to employ the
analytical model for channel allocation that achieves fair
throughput sharing among ZigBee nodes. We have val-
idated the analytical models through simulation studies.
The impacts of different parameters on the throughput
performance of the ZigBee network andWLANhave been
also studied.
Endnotes
1In this paper, we adopt the following notation
P{y2, z2|y1, z1} = P{a(t + 1) = y2, b(t + 1) = z2|a(t) =
y1, b(t) = z1}.
2The “generic slot” concept has been proposed by
Bianchi in his seminal paper on the performance analysis
of the CSMA/CAMAC protocol for the 802.11 network
[15]. A generic slot indeed captures different possible
“slot” or intervals related to the operations of the
underlying MAC protocol, namely the backoff slot, the
transmission interval during which the data packet is
transmitted.
3If the arrival rates of WLAN on different channels and
the number of WLAN nodes nw on each overlapping
channel are different, then we have to optimize multiple
variables ni, which is the number of ZigBee nodes
assigned for channel i. Therefore, it is still possible even
though the optimization complexity is higher.
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4The ZigBee network can become unstable for
sufficiently large values of the arrival rate of the ZigBee
node. Note that for the “unstable” regime, the network
will be in the saturated traffic regime where each node
always has data to transmit.
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