Abstract. Independent subspace analysis (ISA) that deals with multidimensional independent sources, is a generalization of independent component analysis (ICA). However, all known ISA algorithms may become ineffective when the sources possess temporal structure. The innovation process instead of the original mixtures has been proposed to solve ICA problems with temporal dependencies. Here we show that this strategy can be applied to ISA as well. We demonstrate the idea on a mixture of 3D processes and also on a mixture of facial pictures used as twodimensional deterministic sources. ISA on innovations was able to find the original subspaces, while plain ISA was not.
Introduction
Independent Component Analysis (ICA) [1, 2] aims to recover linearly or nonlinearly mixed independent and hidden sources. There is a broad range of applications for ICA, such as blind source separation and blind source deconvolution [3] , feature extraction [4] , denoising [5] . Particular applications include, e.g., the analysis of financial data [6] , data from neurobiology, fMRI, EEG, and MEG (see, e.g., [7, 8] and references therein). For a recent review on ICA see [9] .
Original ICA algorithms are 1-dimensional: all sources are assumed to be independent real valued stochastic variables. However, applications where not all, but only certain groups of the sources are independent may have high relevance in practice. In this case, independent sources can be multi-dimensional. Consider, e.g., the generalization of the cocktail-party problem, where independent groups of musicians are playing at the party. This is the subject of Independent Subspace Analysis (ISA), an extension of ICA, also called Multi-dimensional Independent Component Analysis [10, 11] . Efforts have been made to develop ISA algorithms [10, 11, 12, 13, 14, 15, 16] . Certain approaches use 2-dimensional Edgeworth expansion [12] leading to sophisticated equations. They have not been extended to 3 or higher dimensions. Another suggestion is to start with ICA and then permute the columns of the mixing matrix to find the best ISA estimation [10] . This case has not been worked out and permutations may not be general enough. Another recent approach searches for independent subspaces via kernel methods [14] .
These ISA algorithms all have a serious drawback: they require independently and identically distributed (i.i.d.) sources. For the ICA problem several authors [17, 18, 19] suggested that the innovation process, instead of the original mixtures, could be used if input had a temporal structure. The innovation process can be calculated relatively easily, if one assumes that the sources are AR processes. Here we propose to compute the innovation process of the mixed signal by assuming an underlying autoregressive (AR) process first, and then to apply our new, efficient ISA algorithms [15, 16] .
The paper is built as follows: Section 2 is an overview of the ISA problem. Section 3 presents the motivation for using the innovation process. This section describes the corresponding ISA algorithm. Numerical simulations are presented in Section 4. Short discussion and conclusions are provided in Section 5.
The ISA Model
Assume we have d of m-dimensional independent sources denoted by y 1 , . . . , y d , respectively, where
, where superscript T stands for transposition. We assume that these sources are hidden and we can only observe the following signal
where A ∈ IR dm×dm . The task is to recover hidden source y and mixing matrix A given the observed signal x ∈ IR dm . In the ISA model we assume that y i ∈ IR m is independent of y j ∈ IR m for i = j. For the special case of m=1, the ICA problem is recovered.
In the ICA problem, given the signals, sources y i (i = 1, . . . , d) can be recovered only up to sign, up to arbitrary scaling factors, and up to an arbitrary permutation. The ISA task has more freedom; signals y i can be recovered up to an arbitrary permutation and an m-dimensional linear, invertible transformation. It is easy to see this by considering matrix C ∈ IR dm×dm made of a permutation matrix of size d × d, where each element is made of an m × m block-matrix having invertible C i blocks replacing the non-zero elements of the permutation matrix. Then, x = Ay = AC −1 Cy, and because y i is independent of y j , thus C i y i is independent of C j y j ∀i = j. That is, in the ISA model, matrices A and AC −1 and sources y i and C i y i are indistinguishable. This ambiguity of the ISA task can be lowered by assuming E{y} = 0, and E{yy T } = I md , where E is the expected value operator, I n is the n-dimensional identity matrix. Similarly, by scaling observed signal x, one can assure that E{x} = 0, and E{xx T } = I md , which is called the whitening of the inputs. Then, Eq. (1) ensures that E{xx T } = AE{yy T }A T and I md = AA T . It then follows that under our assumptions, signals y i can be recovered up to permutation and up to m-dimensional orthogonal transformation in the ISA problem. In other words, if C i ∈ IR m×m is an arbitrary orthogonal matrix, then signals x will not provide information whether the original sources correspond to y i or, instead, to C i y i . For the 1D case this is equivalent to the uncertainty that
That is, in 1D, the sign of y i is not determined. Thus, without any loss of generality, it is satisfactory to restrict the search for mixing matrix A (or, for its inverse, i.e., for separation matrix W ) to the set of orthogonal matrices.
The ISA Objective
We introduce the ISA objective subject to the constraint of 
Our task is to minimize (2). However, H(x) is constant and W T W = I. Thus log |W | = 0 and the minimization of (2) is equivalent to the minimization of
Multi-dimensional Entropy Estimation
Recently, we have developed efficient solutions to the ISA problem [15, 16] , which are based on efficient multi-dimensional estimations of the entropy H(y i ). Under mild assumptions, the Beadword-Halton-Hammersley theorem [20, 21] approximates Rényi's α-entropy, which in turn can be used for approximation of the Shannon entropy. This estimation is asymptotically unbiased and strongly consistent [20] . We modify the result of this theorem by a monotone increasing transformation and propose the following estimation [15] : Let
k,j be the k nearest neighbors of y i (j) in this sample set. Then a possible estimation of H(y i ) up to an irrelevant additive and multiplicative constant is the following:Ĥ
In [15] we also derived another estimation for the entropy:
Optimization and Error Measurement
We have used ICA as a preprocessing step, because (3) can be written as
Then, the minimization of (3) is equivalent to the maximization of the mutual information (I(y j 1 , . . . , y j m ) for all j) within the subspaces. To this end, 1-dimensional (1D) D Jacobi-rotations can be applied between the components. Details can be found in [15, 16] . 1D global search is executed in each 1D optimization. An iteration cycle is made of m 2 d(d − 1)/2 steps of 1D optimization tasks, which is much less demanding than the exhaustive search for optimal rotation in IR md×md . According to [10] in some cases, only 90 degree rotations (i.e., permutations of the components between subspaces) were allowed. Cycles are repeated until convergence.
Note also that if the ISA algorithm works properly, then the product of the estimated separation matrix W and the original mixing matrix A produces a permutation matrix made of m × m blocks. We measure the distance of W A and the permutation matrix by using a generalization of the Amari-distance [22] . 
Clearly, ρ(A, W ) = 0 iff W A is a permutation matrix made of m × m blocks. Amari distance is a non-monotonic function of our objective, but low Amari distance is a good sign of the success of the optimization.
ISA Using Innovations
The innovation processŝ(t) of a stochastic process s(t) can be written aŝ
s(t) = s(t) − E(s(t)|t, s(t − 1), s(t
see e.g., [17] and the cited references. In other words, the innovation process is the error of the best prediction. Estimation of the innovation process can be performed by approximating the conditional expectation of Eq. (8), which is the best prediction of s(t) given its past in the least mean-square sense. This regression problem can be approximated by ordinary linear AR or by more sophisticated nonlinear predictions. A special group of time-dependent stochastic processes are formed by mdimensional τ -order AR processes:
where F p are m × m matrices and is an m-dimensional i.i.d. noise. Note that for AR processes the innovation is equivalent to the noise. If such processes are mixed in the ISA problem, then the task is to identify and 'subtract' the deterministic part of the temporal process and to recover the mixed, but i.i.d. noises. Mixed noise components then enable the ISA procedure.
In the ISA problem, the innovation process of the mixed input is the same as the mixture of the innovations of the original processes E(x(t)|t, x(t − 1), x(t − 2) , . . . ) =x(t) (10) because of the linearity of the expectation operator. Mixing matrix A is the same for both the original and for the innovation processes. Therefore an ISA estimation which operates on the innovation process identifies the desired model.
Aŷ(t) = x(t) −

Algorithm
We extended the ISA algorithm of [15] : We preprocessed the mixed data by the autoregressive model of [23] . The order of the AR model was also estimated.
In the next step, traditional ICA processing was used on the gained innovation process, i.e., on the error of the prediction. This step was followed by a series of Jacobi-rotations. For all rotations the global minimum of cost function J was computed, where entropy was estimated through Eq. (4) 
Computational Experiments
First, we tested ISA on an artificial problem of mixed processes with known innovation processes. 2nd-order AR process were generated; the coefficient matrices of the AR process were selected randomly. Each subspace had 3 dimensions (there were 6 subspaces in total). Independent noise was added from six different 3D wireframe shapes used as sampling distributions (Fig. 1) . The data, which consisted of 6 × 3 dimensional vectors, were mixed with random matrix A ∈ IR 18×18 . Here we ensured that an AR model is sufficient for the estimation of the innovations. Plain ISA was not able to separate the independent sources from the data (Fig. 1(e) ). The combination of the autoregressive model and the ISA algorithm could, however, recover the original distributions (Figs. 1(d) and 1(f) ).
In another experiment, we used 6 different facial images with 50 × 50 pixels ( Fig. 2(a) ). The pixel values were linearly scaled and truncated to integers such that their sum was 100,000 for each image. Then we scanned the images from left-to-right and from top-to-bottom and took the 2D coordinate samples of the pixels as many times as directed by the value of each pixel. This is referred to as the 'pixelwise' procedure in the caption of Fig. 2 . In this case, ISA could not find the proper subspaces because the sampling is very far from being temporally independent (Figs. 2(c) and 2(e) ). The problem is not an AR problem, there are strong echoes in these 'processes' from one line to another one. Arguably, the 'processes' are deterministic. Nevertheless, when we used the innovation, ISA estimated the subspaces properly as shown in Figs 
Discussion and Conclusions
We have introduced the innovation process into independent subspace analysis. This step is useful if the sources have a temporal structure, but the noises in the processes are independent. A 2D problem using 'processes' generated from mixtures of facial pictures was also demixed by the innovationX process.
The concept of innovation in blind source separation techniques and the fact that it extends the range of addressable problems for ICA is not new. Autoregressive processes were used in [17, 18, 19, 24, 25] for modelling the independent sources. Some ICA algorithms assume that independent sources have different autocorrelation structures and use temporal second-order correlations. If this restriction is not fulfilled, e.g., if the sources have approximately the same distributions, then separation may fail. Generalization to the multi-dimensional case is not trivial. Processes which are not stationary, are hard to manage with ISA, because the estimation of some quantities, e.g., the entropy and the expectations are hard. However, for AR ISA problems, the innovation is i.i.d. and our algorithm works properly. Hyvärinen [17] also argues that the innovation process has other valuable properties: Innovations are usually more independent from each other than the original processes, because the independence of the innovations does not imply that the original processes were independent -only the opposite is true. In summary, switching to the innovation process before processing the data can lead to more accurate estimations of the mixing matrix.
Our numerical simulations demonstrate that ISA alike to ICA may benefit from innovations. For AR processes, the underlying model remains unchanged when the original data are replaced by the innovations. We note that for the pixelwise case, the AR assumption is not valid, the problem is deterministic. Still, ISA on the 'innovations' produced good results. Thus, the robustness of the ISA makes the AR assumption the trick of demixing.
