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Chapter 1
Preliminaries
Nonlinear partial dierential equations (PDEs) that are evolution equations can have chaotic
solutions. Examples of equations that exhibit such solutions are the Navier-Stokes equa-
tions, Kuramoto-Sivashinsky equation, and Ginzburg-Landau equation. These equations
can be thought of as describing innite dimensional dynamical systems. However, if the
number of degrees of freedom required to capture the essential dynamics of an innite di-
mensional dynamical system is nite, in principle one can use nite dimensional methods
of analysis from the theory of dynamical systems and study a nite set of ordinary dier-
ential equations (ODEs) to gain knowledge about the asymptotic behavior of the innite
dimensional system [16].
In the theory of dynamical systems, chaos is informally described as aperiodic behavior
exhibiting sensitive dependence on initial conditions. Chaos can be present in both dissipa-
tive systems, where phase space volume contracts with time evolution, and in conservative
systems, where phase space volume is conserved with time evolution. Our interest is in the
former type so, although henceforth it is not explicitly stated, our discussion of concepts
related to chaotic dynamics is focused on dissipative systems that exhibit chaotic behavior.
A solution to the evolution equations that describe a chaotic dynamical system typically
settles (after some period of time has elapsed) on an indecomposable attractor of the chaotic
system. Such an attractor is a bounded subset of the phase space where, intuitively, the
time evolution stretches lengths in some directions and contracts lengths in others. Orbits
or trajectories (i.e., solutions to the evolution equations) on an attractor of a chaotic system
are bounded, but the time evolution of two \nearby" initial states on the attractor (i.e.,
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whose distance between one another is small relative to the size of the attractor) is charac-
terized by an exponential separation of the orbits. It is in this way that the solutions are
sensitive to initial conditions [24].
Periodic orbits are of interest in the study of chaotic dynamical systems because they
can be used to describe the long-term behavior of such systems. Typically, there are many
dierent periodic orbits embedded in a chaotic attractor. Using tools from periodic orbit
theory, statistical averages that provide a description of the asymptotic behavior of a chaotic
dynamical system can be computed from the short-term dynamics of the (unstable) periodic
orbits on an attractor of the chaotic system. Details about the role of periodic orbit theory
in the study of chaotic dynamical systems can be found in the article by Cvitanovic [17]
and references therein.
Periodic orbits of chaotic dynamical systems are also of interest for the purpose of de-
veloping methods for the control of turbulence. Even though there is not a denition of
the concept of turbulence that is agreed upon, it is believed that the notion of turbulence
is related to the notion of chaos as dened in the theory of dynamical systems. Under this
assumption, the control of turbulence can be related to the control of chaos in chaotic dy-
namical systems. Identifying as many of the unstable periodic orbits on a chaotic attractor
as possible can lead to the development of cost-eective control techniques: given a set of
unstable periodic orbits of a chaotic dynamical system, the chaos could be mitigated by
applying small, time-dependent perturbations to stabilize trajectories onto chosen periodic
orbits. This is the basis of the Ott-Grebogi-Yorke approach for controlling chaos; see for
example the book by Ott [62].
For the reasons cited above, there is an interest in the problem of nding time-periodic
solutions of chaotic dynamical systems. In this thesis we focus on this aspect, in par-
ticular for chaotic PDEs with symmetries other than that due to time translations. Our
work extends that from previous studies in that we look for relative time-periodic solutions,
which are solutions that are periodic in time, up to a transformation by an element of the
equations’ symmetry group. As a model problem, we use the complex Ginzburg-Landau
equation. Details of previous numerical studies on time-periodic solutions of the complex
Ginzburg-Landau equation are provided in Chapter 2, but we point out that the solutions we
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seek are of a dierent type, namely relative time-periodic orbits, that exhibit more compli-
cated temporal behavior than those previously studied. In addition to the Ginzburg-Landau
equation, we consider the Navier-Stokes equations and present some preliminary work to-
wards the problem of nding (relative) time-periodic solutions for them.
For each of these problems the idea is to search for (relative) time-periodic orbits as
solutions to a system of nonlinear algebraic equations, which is obtained after applying
a spectral Galerkin discretization to the PDEs. In this chapter we provide an overview
of concepts relevant to the process as a whole; details specic to the Ginzburg-Landau
and Navier-Stokes problems are given in Chapters 2 and 3, respectively. In this chapter,
Lyapunov exponents, which are a measure of the average growth or decay rate of innitesi-
mally small perturbations to an orbit, and their numerical computation are discussed rst.
Next, the concept of a symmetry group is introduced. An overview of spectral methods for
PDEs, in particular the Galerkin approach, is then given, followed by the numerical solu-
tion of systems of nonlinear algebraic equations. Finally, we comment on Krylov subspace
methods for systems of linear equations, which become relevant in Chapter 3. We empha-
size that our discussion on each of these topics is by no means complete. References are
provided, and the reader is urged to consult them for a thorough treatment of each of these
topics. For a comprehensive discussion on the theory of chaotic dynamical systems see the
books by Cvitanovic et al. [16] and Ott [62] and the article by Eckmann and Ruelle [24].
For a specic application of how unstable periodic orbits can be used to obtain information
about the dynamics of a chaotic system, see the work by Christiansen et al. [15] and Zoldi
and Greenside [75] on the Kuramoto-Sivashinsky equation.
1.1 Lyapunov Exponents
Let
du(t)
dt
= G(u(t)); u(t) 2 Rm; (1.1)
denote a system of rst-order autonomous ODEs, and let
u(t0) = u0 (1.2)
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be an initial condition of a trajectory of the system of ODEs. The time evolution of an
innitesimal perturbation v0 to the initial condition u0 is described by the system
dv(t)
dt
= DG(u(t))v(t); (1.3)
with initial condition
v(t0) = v0; (1.4)
where DG(u(t)) denotes the Jacobian matrix of G evaluated at u(t), and where u(t0) = u0.
The equations in (1.3) are known as the linear variational equations of the system of
ODEs (1.1). From the theory of linear ordinary dierential equations, the solution to
the initial value problem (1.3){(1.4) for the linear variational equations is given by
v(t) = (t)v(t0); (1.5)
where (t) is called a fundamental matrix for the system of ODEs (1.3) and is the matrix
solution to the system
d(t)
dt
= DG(u(t))(t); (1.6)
with initial condition
(t0) = I; (1.7)
where I is the m  m identity matrix, and where u(t0) = u0. The Lyapunov exponent
 (also called characteristic exponent) for the initial condition u0 and initial innitesimal
perturbation v0, normalized so that jjv0jj = 1, is dened as [62]
(u0; v0) = lim
t!1
1
t
ln(jjv(t)jj)
= lim
t!1
1
t
ln(jj(t)v0jj): (1.8)
The Lyapunov exponent  is a measure of the average exponential growth (or decay) rate
of the perturbation v(t) from the unperturbed trajectory u(t) as t ! 1. Dierent initial
perturbations v0 dene dierent Lyapunov exponents of the trajectory through u0. A
trajectory u(t) of the system of ODEs (1.1) has a number of Lyapunov exponents equal to
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the dimension m of the phase space. Some of its Lyapunov exponents may have multiplicity
greater than one, but the sum of the multiplicities is equal to m. The number of positive,
zero, and negative Lyapunov exponents of an orbit give the dimension of its unstable,
neutral, and stable manifolds, respectively. Note that an initial perturbation in the direction
of the flow at u0 results in a Lyapunov exponent being equal to zero.
Typically, all randomly chosen trajectories on an attractor of a chaotic dynamical sys-
tem, except for a set of orbits of measure zero, share (nearly) the same set of values for their
Lyapunov exponents. (Implicit in this statement is the assumption of the existence of an
ergodic invariant measure on the attractor.) Since these typical trajectories have (nearly)
the same Lyapunov exponents, it is common to refer to the Lyapunov exponents of the at-
tractor instead of those of trajectories on the attractor. An attractor of a chaotic dynamical
system has at least one positive Lyapunov exponent. This implies the sensitive dependence
on initial conditions characteristic of chaotic systems. Lyapunov exponents of an attractor
of a chaotic system also provide bounds on the fractal (i.e., non-integer) dimension of the
attractor [24]. A lower bound on the fractal dimension of a chaotic attractor is given by the
number of positive Lyapunov exponents the attractor has. An upper bound is provided by
the Lyapunov dimension (obtained from the Kaplan-Yorke formula [41])
DL = j +
Pj
i=1 i
jj+1j ;
where 1  2  : : :  m are the Lyapunov exponents of the attractor and j is the smallest
integer such that
Pj
i=1 i > 0 and
Pj+1
i=1 i < 0. It has been conjectured by Kaplan and
Yorke [41] that, in general, the fractal dimension of a chaotic attractor is equal to the
Lyapunov dimension DL.
Periodic orbits on an attractor of a chaotic dynamical system belong to the set of trajec-
tories whose Lyapunov exponents are not (necessarily) equal to those of typical trajectories
on the attractor. The (numerical) computation of Lyapunov exponents is also simpler for
periodic orbits than for non-periodic orbits (we will discuss the numerical computation of
Lyapunov exponents for non-periodic orbits shortly). When u(t) is a time-periodic solution
to the system of ODEs (1.1), that is,
u(t) = u(t + T )
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for some time period T , Floquet theory provides a means to study its stability. We refer the
reader to the books by Glendinning [30] and Golubitsky et al. [32] for details on Floquet
theory and state here only the results relevant to our discussion. Let u(t) be a time-periodic
solution of the initial value problem (1.1){(1.2) for the system of ODEs (1.1), and let T be
its time period. Assume that v(t) is a solution to the initial value problem (1.3){(1.4) for
the linear variational equations (1.3). The monodromy matrix (or Floquet matrix ) of u(t)
is a matrix M such that
Mv(0) = v(T ) (1.9)
and, by (1.5), is given by the fundamental matrix (t) at time t = T . The eigenvalues j ,
j = 1; 2; : : : ; m, of M, called the Floquet multipliers of u(t), determine the stability of u(t).
If jj j > 1 for some j, then u(t) is unstable. The Lyapunov exponents of the periodic orbit
u(t) are obtained from the Floquet multipliers of u(t) as
j =
1
T
ln(jj j); j = 1; 2; : : : ; m: (1.10)
Therefore, to compute these Lyapunov exponents numerically one chooses an initial con-
dition for the periodic orbit u(t) and integrates the linear variational equations (1.6) with
initial condition (1.7), along with the system (1.1){(1.2) (which denes the periodic orbit
u(t)), from time t = 0 to time t = T to obtain the monodromy matrix (T ). The eigen-
values j of (T ) can then be computed using a numerical routine for this purpose, giving
the Lyapunov exponents j of the periodic orbit u(t) via (1.10).
Now we consider non-periodic orbits. One way to compute the Lyapunov exponents
of a non-periodic trajectory is to use a technique devised by Benettin et al. [7, 8]. This
technique, which is numerically stable and is applicable when the equations of motion are
known, is also described in the book by Ott [62] and in the article by Wolf et al. [74]. Say we
want to compute the q largest Lyapunov exponents, q  m, of a typical trajectory u(t) on
an attractor of a chaotic system described by the system of ODEs (1.1) (so we assume these
are the equations of motion of some chaotic system). Given an initial condition u(0) = u0
on the attractor, the system of ODEs
dM(t)
dt
= DG(u(t)) M(t); (1.11)
6
subject to the initial condition
M(0) = M0; (1.12)
where M0 is an mq matrix with orthonormal columns, is integrated in time along with the
system (1.1){(1.2) (which denes a trajectory u(t)). With each column in M0 representing
a dierent initial perturbation v0 to u0, the idea is to integrate the two systems of ODEs for
a suciently long time such that convergence to the q largest Lyapunov exponents of u(t)
(as dened by (1.8)) is obtained. (See the cited references for the details.) Two problems
can arise using this procedure. One is that, after integrating for a long period of time,
the columns in M(t) can become very large in magnitude and overflow can occur in the
numerical computations. The second problem is related to the fact that as time evolves
each initial perturbation tends to the direction of most rapid growth, that is, the direction
corresponding to the largest (positive) Lyapunov exponent of u(t). Due to the nite pre-
cision of computer arithmetic, this means that the directions represented by the columns
of M(t) become nearly indistinguishable with the evolution of time. The Gram-Schmidt
orthogonalization procedure applied periodically to the columns of M(t), which generates
a set of orthonormal vectors spanning the same subspace as the columns of M(t), pro-
vides a solution to these two problems. Using this approach, the Lyapunov exponents j ,
j = 1; 2; : : : ; q, of the trajectory u(t) are sought as (refer to (1.8))
j = lim
l!1
1
l
lX
k=1
ln(jjvj(k)jj);
where  represents the time interval between applications of the Gram-Schmidt proce-
dure and vj(k) denotes the j-th orthogonal vector generated by the Gram-Schmidt pro-
cedure applied to the columns of M(k) (i.e., the j-th orthogonal vector generated by the
Gram-Schmidt procedure before it is normalized so that it has norm equal to one). We
remark that after each interval of time  , the integration of the system of ODEs (1.11)
continues (along with that of (1.1)), but with the columns of M(k) replaced by the cor-
responding orthonormal vectors obtained from the Gram-Schmidt procedure. The time
integration continues until l is large enough so that
j  1
l
lX
k=1
ln(jjvj(k)jj); j = 1; 2; : : : ; q;
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has converged to some specied tolerance.
This concludes our discussion on Lyapunov exponents of trajectories on an attractor of a
chaotic dynamical system. For more details, consult the article by Eckmann and Ruelle [24]
and the book by Ott [62]. We now continue with a brief description of the concept of a
symmetry group. We remark that this topic, as well as the others remaining to be discussed
in this chapter, are independent of the notion of chaotic dynamics.
1.2 Symmetry Groups
Let
@ u(x; t)
@t
= f(u(x; t)) (1.13)
denote a partial dierential equation (with appropriate boundary conditions) describing
some dynamical system, and let U denote the set of solutions u(x; t) to the PDE (1.13). A
group G is a symmetry group of equation (1.13) if U is invariant under the action of (the
elements of) G. In other words, G is a symmetry group of equation (1.13) if the function
u(x; t) solves (1.13) whenever u(x; t) 2 U and  2 G. The notation u(x; t) indicates the
action of  on u(x; t).
Assume G is a symmetry group of equation (1.13). The study of the structure or
properties of solutions to equation (1.13) can be simplied by focusing on subsets of U that
are invariant under the action of subgroups of G. For a given u(x; t) 2 U , the subgroup Gu
of G that leaves u(x; t) invariant is called the isotropy subgroup of G at u(x; t). That is,
Gu = f 2 G : u(x; t) = u(x; t)g :
Note that, by denition, Gu is a symmetry group of u(x; t).
As an example, equation (1.13) is invariant under time translations, that is, if u(x; t) is
a solution to (1.13), so is u(x; t + ) for any  2 R. Thus, the group G = R is a symmetry
group of equation (1.13), where the action of an element  2 G on u(x; t) is given by
u(x; t) = u(x; t + ):
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Hence, a dynamical system (continuous in time) always has one continuous symmetry due
to time translations. A time-periodic solution
u(x; t) = u(x; t + T )
of equation (1.13), where T denotes the time period of the solution, belongs to a subset of
U that is invariant under the action of the subgroup H of G generated by T ,
H = f(T )n 2 G : n 2 Zg :
The elements of H belong to the isotropy subgroup of G at the (time-periodic) solution
u(x; t).
A particular evolution equation may have other symmetries, which may be continuous
or discrete, in addition to the one related to time translations. The equations of interest in
this thesis are of this type. We have introduced only the concepts directly related to the
material in the coming chapters, but refer the reader to the books by Miller [51], Olver [58],
and Weyl [72] for a comprehensive treatment on the subject of groups, symmetries, and
their applications.
1.3 Spectral Galerkin Method for Solving Dierential Equa-
tions
Spectral methods are a class of methods used to solve dierential equations numerically.
They are best suited for problems having smooth solutions and dened on simple domains
(e.g., a rectangle or cube). When used properly, spectral methods are capable of providing
solutions of higher accuracy than those obtained from a nite dierence or nite element
method (with a similar number of degrees of freedom). In addition, computational tools
such as the fast Fourier transform (FFT) algorithm allow for ecient implementations of
spectral methods, making them competitive with nite dierence and nite element methods
in terms of the computer resources needed to solve a particular problem (with a similar
number of degrees of freedom). Three commonly used spectral schemes are the Galerkin,
tau, and pseudospectral (or collocation) methods. Our interest is in the spectral Galerkin
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method for solving partial dierential equations, so the emphasis in this brief overview of
spectral methods is on the Galerkin approach. For detailed discussions on spectral methods
and their applications, consult the books by Canuto et al. [11] and Gottlieb and Orszag [33].
Given a partial dierential equation1
@u(x; t)
@t
= f(u(x; t)); x 2 [a; b]; (1.14)
with appropriate boundary conditions, a spectral discretization applied to the PDE consists
of choosing a set fm(x)gl2m=l1 of basis functions (also referred to as trial functions) and
seeking solutions u to the PDE (1.14) by representing u(x; t) as a truncated series expansion,
u(x; t) =
l2X
m=l1
~um(t)m(x); (1.15)
required to satisfy the dierential equation in some specic sense (to be dened shortly).
This approach is analogous to that used in nite element methods for solving dierential
equations, but the two methods dier (mainly) in the choice of basis functions used in the
truncated series expansion. In a spectral method the basis functions m are chosen to be
smooth, globally dened functions. In a nite element method, by contrast, the domain is
divided into subdomains and a basis function is dened to be local to each subdomain (i.e.,
m is zero everywhere except in the m-th subdomain). This makes nite element methods
better suited to handle problems dened on more complicated domains.
In a spectral Galerkin method, the basis functions m in the truncated series expansion
(1.15) are chosen to satisfy the boundary conditions of the problem. Trigonometric polyno-
mials are the usual choice for problems with periodic boundary conditions. For problems
with non-periodic boundary conditions it is common to use Chebyshev or Legendre polyno-
mials (or other orthogonal polynomials) to generate basis functions that satisfy the required
boundary conditions. Once a set of basis functions is chosen, the residual
R  @
@t
0
@ l2X
n=l1
~un(t)n(x)
1
A− f
0
@ l2X
n=l1
~un(t)n(x)
1
A
1 For simplicity, we outline the application of a spectral method to a problem in one spatial dimension.
The extension to two or three spatial dimensions is (conceptually) straightforward.
10
is required to be orthogonal to each of the basis functions m with respect to the inner
product
hg; hi =
Z b
a
g(x)h(x)w(x) dx;
where w(x) is a (positive) weight function dened on [a; b]. That is,
hm;Ri = 0 (1.16)
must hold2 for each basis function m. Condition (1.16) results in a system of ODEs for
the expansion coecients ~um(t) in the truncated series expansion (1.15), which can then be
solved (numerically) to obtain (approximate) solutions to the PDE (1.14) via the truncated
series expansion (1.15).
The availability of fast methods to transform between the spectral representation
l2X
m=l1
~hm(t)m(x)
of a function h(x; t) and its physical space representation
h(xj ; t);
which is evaluated at a nite set of discrete points fxjg, simplies the evaluation of nonlin-
ear terms present in the operator f of the right-hand side of equation (1.14). For example,
when the basis functions in a spectral Galerkin discretization are trigonometric polynomi-
als or Chebyshev polynomials, a standard procedure uses the FFT algorithm to evaluate
nonlinear terms in a computationally ecient manner. To give a concrete example, as-
sume that the operator f of the right-hand side of equation (1.14) includes a term with
quadratic nonlinearity, say [u(x; t)]2, and that the boundary conditions are periodic in x,
with x 2 [0; Lx). Let
u(x; t) =
NX
m=−N
u^m(t) eikmx; (1.17)
where the values
km =
2m
Lx
; m = 0;1;2; : : : ;N; (1.18)
2 Generally, a set of test functions f mg is chosen and the requirement is that h m;Ri = 0 for each test
function. In the Galerkin approach, the choice  m = m, m = l1; : : : ; l2, is made.
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denote the wave numbers in the truncated Fourier series expansion (1.17). As part of the
numerical solution of the system of ODEs resulting from the spectral Galerkin discretization,
at a given time tl one would need to have the expansion coecients in the truncated series
expansion
[u(x; tl)]2 =
NX
m=−N
 X
m1+m2=m
u^m1(tl) u^m2(tl) e
ikm1xeikm2x
!
=
NX
m=−N
 X
m1+m2=m
u^m1(tl) u^m2(tl)
!
eikmx; (1.19)
or, equivalently, the Fourier coecients
X
m1+m2=m
jmjN
u^m1(t) u^m2(t); (1.20)
evaluated at time t = tl, in the truncated Fourier series expansion (with 2N + 1 terms) of
[u(x; t)]2. Hence the expansion coecients of [u(x; tl)]2 can be obtained by computing the
physical space representation of [u(x; tl)]2 at the grid points
xj = j
Lx
2N + 1
= j x; j = 0; 1; 2; : : : ; 2N;
and then using the FFT algorithm to obtain its Fourier coecients. This approach is
computationally more ecient than the direct evaluation of the convolution sums in (1.20),
but it can introduce aliasing error in the computation. Aliasing error is a result of the use
of the discrete Fourier transform, not of the spectral method itself. A discussion on aliasing
error and how it relates to spectral discretizations can be found in the books by Canuto
et al. [11] and Durran [23]. We give a summary next.
Consider two wave number indices m1 and m2 when [u(x; tl)]2 (see (1.19)) is evaluated
at the discrete set of points fxjg2Nj=0. At any given point xj , the exponential term is
eikm1xjeikm2xj = ei
2
Lx
(m1+m2)jx
= ei
2
Lx
mjx
= ei
2
Lx

m+ pjLx
jx

jx for any p 2 Z, since

2
Lx

pjLx
jx

jx = 2pj,
= ei
2
Lx
(m+p(2N+1))jx since x = Lx2N+1 .
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Hence, the wave number index m = m1 + m2 is indistinguishable from the wave number
index m + p(2N + 1), for any p 2 Z. When jm1 + m2j  N , km is exactly representable
on the set of wave number values (1.18), but when jm1 + m2j > N the wave number km
is not exactly representable on the set (1.18) and is aliased as a wave number with index
m1 + m2 − p(2N + 1) for some p 2 Z such that jm1 + m2 − p(2N + 1)j  N . As a result,
when [u(x; tl)]2 is evaluated at the grid points fxjg2Nj=0, the coecients in the truncated
series expansion (1.19) end up with contributions coming from the aliased wave numbers,
and so there is some error in them.
One way to avoid aliasing error in the coecients of the truncated series expansion
(1.19) is to use a set of grid points
~xj = j
Lx
2 ~N + 1
= j ~x; j = 0; 1; 2; : : : ; 2 ~N;
where ~N > N is chosen so that the aliased wave number indices m satisfy m > N . This
means that we must have
N < jm1 + m2 − (2 ~N + 1)j whenever jm1 + m2j > N
) N < j2N − (2 ~N + 1)j since jm1 + m2j  2N
) N < 2 ~N + 1− 2N since N < ~N
) 3N−12 < ~N:
(1.21)
To compute the coecients in the truncated Fourier series expansion (1.19) of [u(x; tl)]2,
one would then proceed as follows:
1. Given the coecients u^m(tl) from the truncated Fourier series expansion (1.17), dene
a set f~um0(tl)g, where jm0j  ~N and
~um0(tl) =
8<
: u^m(tl) if jm
0j  N
0 otherwise.
2. Use the set of coecients f~um0(tl)g ~Nm0=− ~N and the inverse FFT algorithm to compute
the physical space representation of u(x; tl) at the grid points f~xjg2 ~Nj=0.
3. Compute the pointwise products [u(~xj ; tl)]2 in physical space.
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4. Use the FFT algorithm to compute the Fourier coecients of [u(~xj ; tl)]2. Those
coecients whose index m0 satises jm0j  N give the coecients in the truncated
Fourier series expansion (1.19) (with no aliasing error).
Choosing ~N as in (1.21) is sucient to avoid aliasing error when computing terms with
quadratic nonlinearity. For a cubic nonlinearity, the requirement is that 2N − 1=2 < ~N .
In addition to nonlinear terms, the operator f of the right-hand side of equation (1.14)
usually contains spatial derivative terms. From the truncated expansion (1.15), we see that
dierentiating u(x; t) with respect to x amounts to dierentiating the basis functions m(x).
In a spectral representation such as (1.17), this is simple since dneikmx=dxn = (ikm)neikmx.
Derivatives of Chebyshev and Legendre polynomials can be obtained from recurrence for-
mulas, which can be used in a spectral method when the basis functions are generated using
these polynomials.
1.4 Numerical Computation of Time-Periodic Solutions
Recall that the problem of interest in this thesis is that of nding time-periodic solutions
of partial dierential equations with symmetries. Hence we look for relative time-periodic
solutions of the equations, which are solutions that are periodic in time, up to a transfor-
mation by an element of the equations’ symmetry group. With the spatial discretization
of the PDE of interest complete, relative time-periodic solutions of the PDE are sought as
relative (time) periodic solutions of the system of ODEs resulting from the application of
the spectral Galerkin procedure. From Section 1.3, we have that such a system of ODEs is
for the expansion coecients, say ~um(t), in the spectral representation of a solution to the
PDE. To search for periodic solutions of the system of ODEs we will again use a Galerkin
method and a representation of the expansion coecients ~um(t) in terms of a truncated
Fourier series expansion. The discretization is designed to include the group element (that
denes a relative time-periodic solution) as an unknown. This results in a system of nonlin-
ear algebraic equations for the Fourier coecients of the functions ~um(t) and the unknown
group element that denes the relative time-periodic orbit (which includes the unknown
time period of the orbit). Thus, the problem of locating periodic solutions to the system
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of ODEs is reduced to one of nding solutions to an underdetermined system of nonlinear
algebraic equations.
The use of Fourier series or trigonometric polynomials and a Galerkin procedure in the
numerical computation of periodic orbits of a system of ODEs is common. A proof of
uniform convergence of such a Galerkin approximation to an exact periodic solution of a
system of ODEs is given by Urabe [68]. For specic applications (other than the ones in this
thesis), see for example the work by Athipatla [5], Lau et al. [46], Ling and Wu [48], and
Urabe and Reiter [69]. Other methods used for the numerical computation of periodic orbits
include the use of multiple shooting algorithms for boundary value problems, which combine
numerical integration and the numerical solution of systems of nonlinear algebraic equations,
as in the studies by Choe and Guckenheimer [13], Christiansen et al. [15], and Guckenheimer
and Meloon [35]; the use of Taylor series expansions and Hermite interpolation, along with
the numerical solution of systems of nonlinear algebraic equations, as described in the
article by Guckenheimer and Meloon [35]; and an algorithm based on the Lindstedt-Poincare
technique in perturbation theory, as in the work by Viswanath [70, 71], which uses numerical
integration and Newton’s method for nonlinear equations.
1.5 Numerical Solution of Systems of Nonlinear Algebraic
Equations
In this section we provide a brief description of the solvers for systems of nonlinear algebraic
equations considered by us as part of the process for nding time-periodic solutions for the
problems presented in this thesis. Our discussion follows that in the book by Dennis and
Schnabel [19] and covers quasi-Newton methods, specically line searches and trust-region
methods. The reader should consult the book by Dennis and Schnabel [19] for a detailed
treatment of the theory and implementation issues behind these methods.
The problem at hand is the following:
given a nonlinear map F : Rn ! Rn,
nd an x such that F(x) = 0.
(1.22)
The map F is assumed to be continuously dierentiable. A well known approach for solving
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this problem is Newton’s method, where, given an initial approximation x0 to x, a solution
to F = 0 is sought using the iterative procedure
for k = 0; 1; 2; : : :
sk = −J−1k Fk
xk+1 = xk + sk ;
(1.23)
where Fk  F(xk) and Jk denotes the Jacobian matrix J of F evaluated at xk. This
procedure results from using the ane model
M(xk + p) = Fk + Jkp (1.24)
as an approximation to F(xk + p), for perturbations p to xk, and solving for the step, or
search direction, sk such that M(xk + sk) = 0. It has the advantage that, if J is nonsingular
at a solution x of F = 0, there is a region around x such that once an approximation xk is
in this region, then the method exhibits quadratic convergence to the solution x. However,
if the initial estimate x0 is not \close enough" to x, then Newton’s method might fail to
converge (and often does) to a solution of F = 0. In addition, a singular or ill-conditioned
matrix Jk is problematic, since computing the step sk requires the solution of a system of
linear equations with Jk as coecient matrix.
Various methods have been devised to try to achieve global convergence (i.e., conver-
gence from an arbitrary starting point x0) to a solution of F = 0. One class of such methods
seeks a solution x to F = 0 using the iterative procedure
for k = 0; 1; 2; : : :
xk+1 = xk + pk ;
(1.25)
where the step pk is chosen so that3
jjF(xk+1)jj22 < jjF(xk)jj22: (1.26)
This in eect redenes the problem (1.22) of solving F = 0 as a minimization problem,
minimize
x2Rn
f(x) = 12F(x)
TF(x); (1.27)
3 The Euclidean norm is commonly used, but other choices for the norm in (1.26) are possible.
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and, therefore, methods for unconstrained minimization could be used in determining search
directions pk for the iterative procedure (1.25){(1.26).
In order to retain the fast local convergence of Newton’s method, a quasi-Newton
method4 for solving systems of nonlinear algebraic equations uses the Newton step sk
dened in (1.23) if pk = sk satises the condition (1.26) for decrease in the value of jjFjj22.
However, if the Newton step does not reduce the value of jjFjj22, the step pk is chosen via
the application of some method for unconstrained minimization to the problem (1.27) for
minimizing f(x) by using a quadratic model, for example,
M(xk + p) = 12 M(xk + p)
TM(xk + p)
=
1
2
FTk Fk + (J
T
k Fk)
T p +
1
2
pT (JTk Jk)p; (1.28)
as an approximation to f(xk + p), for perturbations p to xk. (Note that M(xk + p) was
dened in (1.24).) Under certain assumptions, it can be shown that quasi-Newton methods
can achieve global convergence to a solution of the minimization problem (1.27). Although
a minimum of f(x) is not necessarily a solution to F = 0, quasi-Newton methods perform
better (in general) than Newton’s method when the initial guess x0 is far from a solution
x of F = 0. Two types of quasi-Newton methods commonly used for solving systems of
nonlinear algebraic equations are now briefly described.
Newton’s method with a line search uses the Newton step sk from (1.23) and sets
pk = ksk (1.29)
for some k 2 (0; 1] such that the condition (1.26) for decrease in the value of jjFjj22 is
satised. Dennis and Schnabel [19] discuss techniques for selecting k to ensure that a \suf-
cient" decrease in the value of jjFjj22 is obtained, since in practice enforcing condition (1.26)
alone is not enough to guarantee good performance of the method. Under the assumption
that the line search parameter k in (1.29) is chosen so that there is a sucient decrease
in the value of jjFjj22 at each iteration, and if the sequence of angles k, dened at each
iteration as the angle between the search direction pk and the gradient
rf(xk) = JTk Fk
4 As in Dennis and Schnabel [19], we use the term \quasi-Newton" to denote an algorithm that combines
a globally convergent strategy with a fast local one. Note, however, that in the literature this term is also
used to describe other variations to Newton’s method, for example the class of secant updating methods.
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of f(x), remains bounded away from 90 as k increases, then it can be shown that Newton’s
method with a line search converges to a solution of the minimization problem (1.27), even
if started far from a solution. In a line search algorithm a condition that ensures a sequence
of angles k bounded away from 90 is that, at each iteration, the Jacobian matrix Jk is
well-conditioned.
A second class of quasi-Newton methods is based on the trust-region approach for min-
imization problems. Whereas line search methods rst choose a search direction and then
determine a length of the step in that direction that reduces the value of jjFjj22, trust-region
methods rst determine a step length  and then choose a search direction of length (ap-
proximately) equal to  that reduces the value of jjFjj22. To this eect, the quadratic model
M in (1.28) is used and, given a value for the step length k, a search direction pk for the
iterative procedure (1.25){(1.26) is chosen as an (approximate) solution to the minimization
problem
minimize M(xk + p)
subject to jjpjj2  k:
(1.30)
In other words, the step length k is assumed to provide a region in which one can trust
M(xk + p) to model f(xk) adequately (hence the name trust-region method). As shown
by Dennis and Schnabel [19], under the assumption that f(x) is twice continuously dier-
entiable and that, at the k-th iteration of the procedure dened by (1.25){(1.26), JTk Jk is
positive denite, the solution to the minimization problem (1.30) for the quadratic model
M is given by the Newton step sk from (1.23) if jjskjj2  k, otherwise, the solution is given
by
p() = −(JTk Jk + I)−1rf(xk); (1.31)
where I denotes the identity matrix, for the unique  > 0 such that jjp()jj2 = k. Note
that p(0) denes the Newton step sk. On the other hand, for large values of , p()
approximates a small multiple of the negative gradient direction, or direction of steepest
descent for f(xk). Hence if k is (very) small and the Newton step does not provide the
solution to (1.30), a trust-region method denes a small step approximately in the direction
of steepest descent.
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When the Newton step does not provide the solution to the minimization problem (1.30)
for the quadratic model M, computational methods are used to nd an approximate solu-
tion to problem (1.30) that gives a suitable step pk for the iterative procedure (1.25){(1.26).5
One approach used to compute an approximate solution to the minimization problem (1.30)
is to construct a piecewise linear approximation to the curve p() by connecting the min-
imizer of the quadratic model (1.28) in the direction of steepest descent of f(x) to the
Newton step6 and choosing the step pk to be the point on this piecewise linear curve that
satises jjpkjj2 = k. That is, such a step pk, referred to as a \dogleg" step, has the form
pk = 1sk − 2rf(xk) (1.32)
for some 1 and 2 chosen such that jjpkjj2 = k. In order for pk to be an acceptable step
for the iteration (1.25), it must also provide a sucient decrease in the value of jjFjj22. Tech-
niques for computing suitable values for the coecients 1 and 2 in the linear combination
(1.32) are discussed by Dennis and Schnabel [19]. An example of a method based on this
approach is Powell’s hybrid method [63] for solving nonlinear algebraic equations.
Another technique for computing a step pk for the iterative procedure (1.25){(1.26)
using the trust-region approach is to nd some k such that if
pk = −(JTk Jk + kI)−1rf(xk); (1.33)
then jjpkjj2  k, in addition to providing xk+1 = xk + pk as an acceptable iterate for the
procedure (1.25){(1.26). Such a step pk, referred to as a locally constrained optimal \hook"
step, is found by searching for an approximate solution k to the scalar equation
jjp()jj2 − k = 0: (1.34)
The Levenberg-Marquardt method [47, 50, 53] for solving nonlinear least squares problems
is an example of a trust-region method based on this approach. Dennis and Schnabel [19]
and More [53] discuss algorithms for computing an approximate solution k to (1.34) that
denes a suitable \hook" step pk as in (1.33).
5 We discuss two such methods in this section. See the book by Nocedal and Wright [57] for other
alternatives.
6 Note that, in general, p() does not lie in the subspace spanned by −rf(xk) and the Newton step sk,
unless sk is the solution to the problem (1.30) or x 2 R2.
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As a nal comment, the performance of solvers for nonlinear algebraic equations is
problem dependent, that is, what works well on one problem does not necessarily work
well on a dierent problem. The initial approximation x0 to a solution of F = 0 is very
important. If the initial approximation is (very) good, then most methods are likely to
perform well in practice. On the other hand, the lack of a good initial guess requires
experimentation with the available solvers in order to determine which one works best on a
given problem. Other factors that can aect the performance of a solver on a given problem
are, for example, changes in the problem parameters (if any) or in the problem size (i.e.,
the number of unknowns), poor scaling (i.e., signicant dierences in the magnitudes of the
unknowns), and the computational method used to obtain the search directions. In practice,
dierences in the implementation of a particular method can also aect the performance of
the method on a given problem. Detailed discussions of quasi-Newton methods and other
methods for solving systems of nonlinear algebraic equations can be found in the books
by Dennis and Schnabel [19], Kelley [42, 43], Nocedal and Wright [57], and Ortega and
Rheinboldt [61]. For a detailed discussion of continuation/homotopy methods for solving
systems of nonlinear algebraic equations see the books by Allgower and Georg [1] and Ortega
and Rheinboldt [61].
1.6 Krylov Subspace Methods for Solving Systems of Linear
Equations
Computational methods for the solution of systems of linear equations are an important
component in the process of solving systems of nonlinear algebraic equations. For the
methods discussed in Section 1.5, they are used to compute the search directions dened
by (1.23), (1.29), (1.32), and (1.33). Systems of linear equations can be solved numerically
using direct methods, which are based on matrix factorizations such as the process of
Gaussian elimination, or with iterative methods. In Chapter 3 we make reference to Krylov
subspace methods for solving linear systems, which are a class of iterative solvers for linear
systems, so we provide a description of this class of methods in this section. We do not
go into details, but refer the reader to the book by Greenbaum [34] (which we have used
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as a reference) for a thorough treatment of the subject of iterative solvers for systems of
linear equations. Other references on the subject are the books by Barrett et al. [6] and
Kelley [42]. For the topic of direct methods for solving systems of linear equations we refer
the reader to the books by Golub and Van Loan [31] and Heath [36].
Given an n  n nonsingular matrix A and an n-vector b, the vector x = A−1b that
solves the system of linear equations
Ax = b (1.35)
can, in principle, be obtained using the process of Gaussian elimination. However, stor-
age and/or time requirements might make it impossible or impractical to solve the linear
system (1.35) using direct methods. In such cases, iterative methods for solving systems
of linear equations oer an alternative solution method. As their name suggests, iterative
methods for linear systems seek convergence to the solution x of the linear system (1.35) via
some iterative procedure. As opposed to direct methods for solving linear systems, which
guarantee7 the solution to (1.35) in a xed number of operations (dependent on the problem
size), iterative solvers might not always converge to the solution of the linear system (1.35)
or might converge slowly. For this reason, the linear system (1.35) is generally precondi-
tioned (i.e., modied in some way) to improve the convergence properties of the particular
iterative method being used to solve the system.
As already mentioned, Krylov subspace methods for solving systems of linear equations
are a class of iterative solvers for linear systems. These methods have the advantage that
the coecient matrix A in (1.35) need not be available to carry out the iterative procedure,
only the ability to compute matrix-vector products with A and a given vector is required.
At step k of the iteration, a Krylov subspace method seeks an approximation xk to the
solution of (1.35) such that
xk 2 x0 + spanfr0; Ar0; : : : ; Ak−1r0g; (1.36)
where x0 is an initial approximation to the solution of (1.35) and r0 = b − Ax0 is the
initial residual. The subspace spanned by the vectors r0; Ar0; : : : ; Ak−1r0 is known as a
Krylov subspace. The approximation xk in (1.36) to the solution of Ax = b is chosen
7 In practice, the accuracy of the solution obtained can be aected by factors like rounding error or
ill-conditioning of the system. Nevertheless, direct methods are in general robust solvers.
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so that it is optimal in some way. For example, in the conjugate gradient (CG) method
for Hermitian positive denite systems, xk is chosen so that the A-norm of the error,
jjekjjA  ((A−1b− xk)H(b−Axk))1=2, is minimized at each iteration. In the minimal resid-
ual (MINRES) method for Hermitian indenite systems and the generalized minimal resid-
ual (GMRES) method for non-Hermitian systems, xk is chosen so that the Euclidean norm
of the residual, jjrkjj2  jjb−Axkjj2, is minimized at each iteration. For Hermitian systems
it is possible to obtain this optimal approximation using a minimal amount of work and
storage, so CG and MINRES are also optimal in the sense that the work and storage require-
ments per iteration are not much greater than what is needed for computing a matrix-vector
multiplication with A. For GMRES, however, minimizing jjrkjj2 comes at the expense of
an increasing amount of work and storage as the iteration progresses. Other methods that
require less work and/or storage than GMRES have been developed for non-Hermitian sys-
tems, for example, BiCG, BiCGSTAB, CGS, QMR, and restarted GMRES. These methods
do not produce optimal approximations xk in the Krylov subspace (1.36) in the sense that
GMRES does, but, depending on the particular problem being solved, they can generate
a good approximation to the solution of the linear system (1.35) using less resources than
GMRES. A detailed description and analysis of these methods, along with references, is
provided by Greenbaum [34].
The convergence properties of Krylov subspace methods depend, in general, on prop-
erties of the coecient matrix A of the linear system being solved. For example, if A is
the identity matrix then all of the Krylov subspace methods we have mentioned converge
to the solution of (1.35) in one iteration. As a result, it is desirable to have a coecient
matrix that in some sense approximates the identity matrix, for example, a matrix with
a condition number approximately equal to one. For some of the methods it might also
be advantageous to have a coecient matrix with a small condition number or one whose
eigenvalues are clustered around a small number of points, except zero. In those cases when
the coecient matrix of the linear system being solved is such that the behavior of a suit-
able Krylov subspace method is poor, one can use preconditioning to try to obtain better
performance.
Preconditioning consists of modifying the linear system (1.35) to obtain a new system
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with the same solution as (1.35), but that is easier to solve (using a particular method)
than the unmodied system (1.35). For example, given a nonsingular matrix M one can
multiply the linear system (1.35) by M−1 to obtain the system
M−1Ax = M−1b; (1.37)
whose solution is the same as that of Ax = b. The matrix M is referred to as a left
preconditioner for the linear system (1.35) and should be chosen so that the preconditioned
matrix M−1A has more desirable properties than A in terms of what is needed in order
to get good performance from some Krylov subspace method.8 An appropriate Krylov
subspace method is then applied to the modied system (1.37), rather than to (1.35). Now,
in addition to being able to compute matrix-vector products with A and a given vector,
one needs the ability to compute the product M−1z (or some approximation to it), for any
vector z. This is frequently done by solving the linear system My = z for y (but other
alternatives might be available), in which case one must have a way of (eciently) solving
linear systems with M as coecient matrix. As an alternative to left preconditioning, a
matrix M can be used as a right preconditioner. Here one solves the modied system
AM−1y = b; x = M−1y
to obtain an approximate solution to the original system Ax = b. Another possibility is to
use both left and right preconditioning, where, given two nonsingular matrices M1 and M2,
the solution to the linear system (1.35) is sought as the solution to the modied system
M−11 AM
−1
2 y = M
−1
1 b; x = M
−1
2 y:
Greenbaum [34] treats the subject of preconditioning in detail. The reader should consult
her book for a discussion on dierent types of preconditioners for linear systems and the
research in this area and for further references.
8 Note that we could have multiplied (1.35) by M to obtain the system MAx = Mb. We used M−1 to
be consistent with the discussion by Greenbaum [34]. What is important is that the coecient matrix of the
modied system has properties such that an appropriate Krylov subspace method used to solve the modied
system exhibits good performance.
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Chapter 2
Complex Ginzburg-Landau
Equation
The complex Ginzburg-Landau equation (CGLE) is a standard example of an evolution
equation with chaotic spatio-temporal behavior. It has applications in various elds, in-
cluding fluid dynamics, superconductivity, and chemical turbulence.1 The CGLE with
cubic nonlinearity is often written in the standard form
@A
@t
= RA + (1 + i)r2A− (1 + i)AjAj2;
where the amplitude A(x; t) is a complex-valued function on R3  R, and R, , and  are
real parameters. When R < 0, all initial conditions lead to A = 0, while R > 0, in general,
leads to nontrivial behavior and is therefore the region of interest [21].
The study of time-periodic solutions of the CGLE in one space dimension has centered
on special types of solutions. One type are solutions of the form A(x; t) = B(x)ei!t for
some frequency !.2 In this case, the CGLE reduces to an ordinary dierential equation
in the spatial variable x, with ! entering as a parameter. Another type are generalized
traveling wave solutions, which are of the form A(x; t) = a(x− vt)ei(x−vt)ei!t, where a and
 are real-valued functions of z  x − vt. Here, the CGLE reduces to a system of three
coupled ordinary dierential equations in z.3 The focus of our study is on time-periodic
solutions that have more complicated time behavior, namely, (relative) time-periodic solu-
1 See the article by Doering et al. [21] and references therein for additional information.
2 See, for example, the articles by Dang-Vu and Delcarte [18], Doelman [20], Doering et al. [21],
Holmes [37], and Kapitula and Maier-Paape [40].
3 See the article by Brusch et al. [10] for details.
24
tions with multiple temporal frequency modes active. In this chapter we describe in detail
the procedure used to nd these time-periodic solutions. It consists of using Fourier series
expansions in both space and time to discretize the equation and, as a result, derive a sys-
tem of nonlinear algebraic equations, the solutions of which will give us the desired periodic
orbits. The software we have implemented as part of the solution process is written in the
C programming language and uses the FFTW software package [28] to compute required
fast Fourier transforms. The chapter concludes with a presentation of results and a brief
discussion on some open problems and areas for further research.
2.1 Problem Statement
We seek time-periodic solutions of the CGLE with cubic nonlinearity in one space dimension,
@A
@t
= RA + (1 + i)
@2A
@x2
− (1 + i)AjAj2; (2.1)
with periodic boundary conditions
A(x; t) = A(x + Lx; t): (2.2)
The length of the interval in the spatial variable x is set to Lx = 2. The CGLE also
appears in the literature as
@A
@t
= A + (1 + i)
@2A
@x2
− (1 + i)AjAj2; x 2 [0; L);
but note that with a change of variables
x ! Lx
L
x; t !

Lx
L
2
t; A ! Lx
L
A
we obtain equation (2.1), with R = (L=Lx)2. Thus, one may adopt the formulation (2.1)
without any loss of generality. Henceforth when we refer to the CGLE we mean equa-
tion (2.1) with the boundary conditions (2.2), unless otherwise noted.
Equations (2.1){(2.2) are invariant under space and time translations and under rota-
tions of the amplitude A(x; t). In other words, if A(x; t) is a solution to (2.1){(2.2), so is
ei1A(x+2; t+3) for any real numbers 1, 2, and 3. Thus, equations (2.1){(2.2) possess
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a three-parameter group G of symmetries4 generated by space-time translations x ! x+2,
t ! t + 3, and a rotation A ! ei1A of the amplitude. Therefore, we look for solutions
of (2.1){(2.2) that satisfy the condition
A(x; t) = ei’A(x + S; t + T ) (2.3)
for some T; S, and ’, which are also unknown and to be determined. The case ’ = 0 = S re-
sults in a solution that is (truly) periodic in time, otherwise A(x; t) is a relative time-periodic
solution of the CGLE. That is, a relative time-periodic solution of (2.1){(2.2) is periodic
in time, up to a space translation and rotation of the amplitude. A solution A(x; t)
of (2.1){(2.2) satisfying condition (2.3) is invariant under the action of a subgroup of G
generated by the element (’; S; T ) 2 G. Thus, the isotropy subgroup of G at A(x; t) is
nontrivial since it contains the elements (j’; jS; jT ), j 2 Z. Note also that the phase shift
’ and space shift S are not uniquely dened, since if (2.3) holds for some ’ and S, it also
holds for ~’ = ’ + 2l and ~S = S + jLx, where j; l 2 Z.
As previously pointed out, the time-periodic solutions will be sought as solutions to a
system of nonlinear algebraic equations obtained after discretizing equation (2.1). The use
of periodic boundary conditions and the existence of smooth solutions to equation (2.1) [22]
make a spectral Galerkin method, using a Fourier series expansion of A(x; t) in both space
and time, a suitable approach to compute the solutions sought numerically. We now proceed
to describe the discretization.
2.2 From Partial Dierential Equation to System of
Ordinary Dierential Equations
To satisfy the periodic boundary conditions in the spatial variable x, a natural approach is
to use a Fourier series expansion in the spatial discretization of equation (2.1). Let
A(x; t) =
X
m
am(t)eikmx (2.4)
4 See Chapter 1 for a discussion on symmetry groups.
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be a truncated spatial Fourier series representation of A(x; t), where, for a given (even)
integer Nx, the index m runs over the set of values
m 2 f0;1; : : : ;(Nx=2− 1)g ;
and where km = 2m=Lx denotes the m-th wave number in the expansion. Substituting
(2.4) into (2.1) results in a system of ODEs,
d
dt
am(t) = R am(t)− k2m(1 + i)am(t)
− (1 + i)
X
m1+m2−m3=m
am1(t) am2(t) a

m3(t); (2.5)
and thus the complex Fourier coecients am(t) become the unknowns.
As will be seen later, the solution of this system of ODEs will be required as part of the
process for nding (relative) time-periodic solutions of the CGLE. To solve (2.5) numerically,
we use the time integration procedure described in Appendix A. It is a low-storage, hybrid
explicit/implicit, three-substep scheme. The three substeps taken to advance from time t
(step n) to time t + t (step n + 1) are
a
0
= an + t(L(1an + 1a0) + γ1N (an));
a
00
= a
0
+ t(L(2a0 + 2a00) + γ2N (a0) + 2N (an));
an+1 = a
00
+ t(L(3a00 + 3an+1) + γ3N (a00) + 3N (a0));
where a denotes a vector with components given by the values of the functions am(t)
evaluated at a given time t = tl, L represents a diagonal matrix with diagonal entries
Lm;m = R− k2m(1 + i), N (a) denotes a vector with entries given by the nonlinear terms
in (2.5), and j ; j ; γj , j = 1; 2; 3, and 2; 3 are constants as dened in Appendix A, with
the obvious change in notation. Note that the j-th substep requires the solution of a linear
system with I − jtL as coecient matrix, where I is the identity matrix. This is a
straightforward operation since I − jtL is a diagonal matrix. In addition, at a given
time t = tl, the entries in the vector N (a) correspond to the (spatial) Fourier coecients
of −(1 + i)A(x; tl)jA(x; tl)j2. Therefore, N (a) can be computed using the FFT algorithm
which, as discussed in Chapter 1, is a standard procedure for computing nonlinear terms in
spectral discretizations. We briefly outline it here for this specic problem. Let xj denote
27
grid-point values of the spatial variable x. To obtain the Fourier coecients of AjAj2 at a
specic time t = tl, we proceed as follows:
1. Given the values am(tl), use the inverse FFT algorithm to compute values of A(x; tl)
in physical space. To avoid aliasing error when computing the convolution sum in
(2.5) via the FFT algorithm, the coecients am(tl) are padded with zeros to obtain a
set f~am0(tl)g, where m0 = −Nx; : : : ; Nx and ~am0(tl) equals am(tl) if jm0j < Nx=2 and
0 otherwise. The inverse FFT is done using the coecients ~am0(tl).
2. Compute the pointwise products A(xj ; tl)jA(xj ; tl)j2 in physical space.
3. Use the FFT algorithm to compute the Fourier coecients of AjAj2. At this point
only those coecients whose index m0 satises jm0j < Nx=2 are retained.
Having discretized equation (2.1) in space, we are left with the temporal discretization
that will lead to the system of nonlinear algebraic equations, which we consider next.
2.3 From Ordinary Dierential Equations to Nonlinear
Algebraic Equations
If solutions A(x; t) to the CGLE are to satisfy condition (2.3), then it follows from expan-
sion (2.4) that the functions am(t) must satisfy
am(t) = ei’eikmSam(t + T ): (2.6)
Let
am(t) = e−i
’
T
te−ikm
S
T
t
X
n
a^m;ne
i!nt; (2.7)
where given an (even) integer Nt, the index n runs over the set of values
n 2 f0;1; : : : ;(Nt=2− 1)g ;
and where !n = 2n=T denotes the n-th frequency in the truncated expansion. Then
am(t + T ) = e−i’e−ikmSe−i
’
T
te−ikm
S
T
t
X
n
a^m;ne
i!nt = e−i’e−ikmSam(t):
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Therefore, expansion (2.7) satises condition (2.6), and so (2.7) may be used as a trun-
cated Fourier series expansion of the functions am(t). Substituting (2.7) into the system of
ODEs (2.5) results in a system of nonlinear algebraic equations,
i

2n
T
− ’
T
− km S
T

a^m;n = Ra^m;n − k2m(1 + i)a^m;n
− (1 + i)
X
m1+m2−m3=m
 X
n1+n2−n3=n
a^m1;n1 a^m2;n2 a^

m3;n3
!
; (2.8)
where the unknowns are the complex Fourier coecients a^m;n of the functions am(t) and
the phase shifts ’; S and time period T . Therefore, it is an underdetermined system of
(Nx − 1)(Nt − 1) complex equations in (Nx − 1)(Nt − 1) complex unknowns plus three real
unknowns. Before solving this system numerically we will impose additional constraints in
order to obtain a system with an equal number of equations and unknowns. These con-
straints will be dened using the symmetries of the CGLE and are the subject of Section 2.5.
For convenience, we will write (2.8) as
F(a^; T; S; ’) = FL(a^; T; S; ’) + FNL(a^) = 0; (2.9)
where a^ is a vector with entries given by the Fourier coecients a^m;n,5 FL(a^; T; S; ’) is a
vector whose entries are given by
i

2n
T
− ’
T
− km S
T

−R + k2m(1 + i)

a^m;n;
and FNL(a^) is a vector with entries given by
(1 + i)
X
m1+m2−m3=m
 X
n1+n2−n3=n
a^m1;n1 a^m2;n2 a^

m3;n3
!
:
Solutions to the system of equations (2.8) will allow us to construct (relative) time-periodic
solutions of the CGLE by means of the truncated Fourier series expansions (2.7) and (2.4).
Before going into details about the numerical solution of F = 0 several topics will be dis-
cussed. We begin with the Jacobian matrix of F.
5 Implicitly, we are dening a one-to-one mapping  : I  J ! P , where I = f0;1; : : : ;(Nx=2 − 1)g,
J = f0;1; : : : ;(Nt=2− 1)g, and P = f1; 2; : : : ; (Nx − 1)(Nt − 1)g, that denes an index p = (m;n) for
the components of the vector a^ in terms of the indices (m;n) 2 I  J of the coecients a^m;n. Henceforth,
such a convention should be understood whenever applicable.
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2.4 Jacobian Matrix of F(a^; T; S; ’)
Let Ja^ denote the matrix whose columns are those of the Jacobian matrix J of F evaluated
at a point (a^; T; S; ’) corresponding to derivatives with respect to the real and imaginary
parts of the unknowns a^m;n, and let v^ be a vector with entries given by the coecients
in the truncated Fourier series expansion of a function V (x; t). The product Ja^v^ can be
computed as6
Ja^v^ = DFL(v^; T; S; ’) + DFNL(a^; v^); (2.10)
where DFL(v^; T; S; ’)  FL(v^; T; S; ’) (as dened in (2.9)) and DFNL(a^; v^) is a vector with
entries given by the coecients in the truncated Fourier series expansion (in both space and
time) of (1 + i)(A2V  + 2jAj2V ). This corresponds to the discretization (analogous to that
used for the CGLE) of the rst variational derivative of equation (2.1),
@V
@t
= RV + (1 + i)
@2V
@x2
− (1 + i)(A2V  + 2jAj2V );
obtained from (2.1) after adding a perturbation V (x; t) to A(x; t) and neglecting terms of
order greater than one in V . To compute the columns of J corresponding to the derivatives
with respect to the real and imaginary parts of the coecients a^m;n one can use (2.10)
by substituting for v^ the standard basis vectors. The columns of J corresponding to the
derivatives with respect to T , S, and ’ have entries given by
@
@T
Fm;n = − i
T

2n
T
− ’
T
− km S
T

a^m;n ;
@
@S
Fm;n = − i
T
kma^m;n ;
@
@’
Fm;n = − i
T
a^m;n :
Thus one can compute the Jacobian matrix of F analytically.
From the symmetries of the CGLE follows the existence of three nonzero vectors in the
null space of Ja^ (and J) evaluated at a solution (a^; T; S; ’) of F = 0. The components of
6 Note that in the right-hand side of (2.10) we are actually using v^ to denote a vector with the complex
numbers v^m;n as components, whereas in the left-hand side of (2.10) v^ denotes a vector with real entries
that are the real and imaginary parts of the coecients v^m;n. We will make further use of this slight abuse
of notation in this thesis without explicit mention of it since it should be clear from the context which case
applies.
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these vectors are the Fourier coecients in the spectral representation of the functions
@
@1
ei1A(x; t)

1=0
= i A(x; t);
@
@2
A(x + 2; t)

2=0
=
@
@x
A(x; t);
@
@3
A(x; t + 3)

3=0
=
@
@t
A(x; t):
It is easy to verify directly that the vectors with components given by the Fourier coecients
of these functions are in the null space of Ja^ evaluated at a solution (a^; T; S; ’) of F = 0.
For example, if v^ = ia^, then
Ja^v^ = Ja^ia^ = DFL(ia^; T; S; ’) + DFNL(a^; ia^): (2.11)
Since the components of DFNL(a^; v^) are the Fourier coecients of (1 + i)(A2V  + 2jAj2V )
and
(1 + i)(AA(iA) + 2AA(iA)) = i (1 + i)AAA;
the product in (2.11) is
Ja^v^ = i FL(a^; T; S; ’) + i FNL(a^) = 0
because F(a^; T; S; ’) = 0. Thus, v^ is in the null space of Ja^ evaluated at (a^; T; S; ’) .
Similar computations show that the vector with components ikma^m;n and the vector with
components i!na^m;n are also in the null space of Ja^ evaluated at a solution of F = 0. As
a result we have that the vectors
v^1 =
0
BBBBBB@
ia^m;n
0
0
0
1
CCCCCCA ; v^2 =
0
BBBBBB@
ikma^m;n
0
0
0
1
CCCCCCA ; v^3 =
0
BBBBBB@
i!na^m;n
0
0
0
1
CCCCCCA (2.12)
are in the null space of J evaluated at a solution of F = 0.
As already mentioned, the underdetermined system of nonlinear algebraic equations will
be augmented with constraints in order to obtain a system with a number of equations equal
to the number of unknowns. In the following section we list some alternatives for augmenting
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the system F = 0 and discuss conditions necessary so that the vectors v^1, v^2, and v^3 dened
in (2.12) are not part of the null space of the Jacobian matrix of the augmented system of
nonlinear equations at a solution of F = 0. Under the assumption that the null space of
J evaluated at a solution of F = 0 is three-dimensional, the additional constraints should
then dene a system whose Jacobian matrix is nonsingular at a solution of F = 0. This
is important since a singularity of the Jacobian matrix at a solution (of the system being
solved) is usually problematic for solvers of systems of nonlinear algebraic equations.
2.5 Denition of Additional Constraints
Equations for augmenting the underdetermined system of nonlinear algebraic equations (2.8)
can be constructed using the symmetries of the CGLE. As will be shown, using the symme-
tries of the equation will guarantee that solutions of (2.8) are not lost as a result of imposing
additional constraints. Recall that if B(x; t) is a solution of the CGLE, then given any real
numbers 1, 2, and 3, A(x; t) = ei1B(x + 2; t + 3) is also a solution. In terms of the
Fourier coecients of these functions, one has that if fb^m;ng represents the set of Fourier
coecients of B(x; t), then the Fourier coecients fa^m;ng of A(x; t) are given by
a^m;n = ei1eikm2ei!n3 b^m;n :
Some options that could be used to dene additional constraints are now listed.
1. Require that
Im(a^0;0) = 0;
Im(a^m0;0) = 0; (2.13)
Im(a^0;n0) = 0;
for some nonzero indices m0 and n0. To see that the constraints (2.13) are well dened
one needs to check that there exist 1; 2; 3 such that
Im(b^0;0) cos(1) + Re(b^0;0) sin(1) = 0;
Im(b^m0;0) cos(1 + km02) + Re(b^m0;0) sin(1 + km02) = 0;
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Im(b^0;n0) cos(1 + !n03) + Re(b^0;n0) sin(1 + !n03) = 0:
A unique solution to this system is
1 = − arg(b^0;0);
2 = − 1
km0

arg(b^m0;0) + 1

;
3 = − 1
!n0

arg(b^0;n0) + 1

:
Thus, by a symmetry transformation it is always possible to transform a solution of
the CGLE so that it satises (2.13).
2. Fix the sum of the arguments of some given sets Sl = fa^mlj ;nljg
M
j=1, l = 1; 2; 3, of M
(nonzero) coecients by imposing the constraints
MX
j=1
arg(a^mlj ;nlj ) = cl; (2.14)
where c1; c2; and c3 are constants, as suggested by Boyland in [9]. This approach
would be justied if there exist 1; 2; 3 such that (for l = 1; 2; 3)
MX
j=1
arg(exp(i1) exp(ikmlj2) exp(i!nlj3)b^mlj ;nlj ) = cl:
Since the argument of the product of a set of complex numbers equals the sum of the
arguments of the complex numbers, such 1; 2; 3 would be given by the solution to
the system of linear equations2
6664
M
PM
j=1 km1j
PM
j=1 !n1j
M
PM
j=1 km2j
PM
j=1 !n2j
M
PM
j=1 km3j
PM
j=1 !n3j
3
7775
2
6664
1
2
3
3
7775 =
2
6664
c1 −
PM
j=1 arg(b^m1j ;n1j )
c2 −
PM
j=1 arg(b^m2j ;n2j )
c3 −
PM
j=1 arg(b^m3j ;n3j )
3
7775 ; (2.15)
if it exists. Assigning coecients to each set Sl such that the matrix in the above
system of linear equations is nonsingular guarantees the existence of a solution to
(2.15).
3. Impose the constraint that, say, the imaginary part of A(0; 0) equals 0. This is equiv-
alent to adding the equation X
m
X
n
Im(a^m;n) = 0 (2.16)
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to the system of nonlinear algebraic equations. Imposing this condition is justied if
there exist 1; 2; 3 such that
X
m
X
n
Im(ei1eikm2ei!n3 b^m;n) =X
m
X
n
(Im(b^m;n) cos(1 + km2 + !n3) + Re(b^m;n) sin(1 + km2 + !n3)) = 0:
Setting 2 = 3 = 0, the above simplies to
X
m
X
n
(Im(b^m;n) cos(1) + Re(b^m;n) sin(1)) = 0;
for which 1 = − arg(s), where s =
P
m
P
n b^m;n, is a solution. Two additional
constraints, which can be dened using the previously listed alternatives, still must
be imposed. One would then need to verify that these two constraints, along with
(2.16), are well dened.
Now let (a^; T; S; ’) be a solution of F = 0. Let J1; J2, and J3 be the Jacobian matrices
of F augmented with constraints (2.13), (2.14), and (2.16), respectively, (each one evaluated
at (a^; T; S; ’)) and let the vectors v^1, v^2, and v^3 be as in (2.12). Then
J1v^1 =
0
BBBBBB@
0
Re(a^0;0)
Re(a^m0;0)
Re(a^0;n0)
1
CCCCCCA ; J1v^2 =
0
BBBBBB@
0
km0Re(a^0;0)
km0Re(a^m0;0)
km0Re(a^0;n0)
1
CCCCCCA ; J1v^3 =
0
BBBBBB@
0
!n0Re(a^0;0)
!n0Re(a^m0;0)
!n0Re(a^0;n0)
1
CCCCCCA :
Hence, the vectors v^1, v^2, and v^3 are not in the null space of J1 evaluated at a solution of
F = 0 if at least one of Re(a^0;0), Re(a^m0;0), or Re(a^0;n0) is nonzero.
As for constraints (2.14), since
@
@ Re(a^m;n)
0
@X
j
arg(a^mlj ;nlj )− cl
1
A =
8<
: 0 if a^m;n =2 Sl− Im(a^m;n)ja^m;nj2 if a^m;n 2 Sl
and
@
@ Im(a^m;n)
0
@X
j
arg(a^mlj ;nlj )− cl
1
A =
8<
: 0 if a^m;n =2 SlRe(a^m;n)
ja^m;nj2 if a^m;n 2 Sl
;
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it follows that
J2v^1 =
0
BBBBBB@
0
M
M
M
1
CCCCCCA ; J2v^2 =
0
BBBBBB@
0P
j km1jP
j km2jP
j km3j
1
CCCCCCA ; J2v^3 =
0
BBBBBB@
0P
j !n1jP
j !n2jP
j !n3j
1
CCCCCCA :
Thus, if at least one of the sums of the wave numbers corresponding to the coecients
in S1; S2, or S3 is nonzero, and one of the sums of the frequencies corresponding to the
coecients in S1; S2, or S3 is nonzero, then the vectors v^1, v^2, and v^3 will not be in the
null space of J2 evaluated at a solution of F = 0.
Finally,
J3v^1 =
0
BBBBBB@
0P
m
P
n Re(a^m;n)
1
2
1
CCCCCCA ; J3v^2 =
0
BBBBBB@
0P
m
P
n kmRe(a^m;n)
1
2
1
CCCCCCA ;
and
J3v^3 =
0
BBBBBB@
0P
m
P
n !nRe(a^m;n)
1
2
1
CCCCCCA ;
where 1 and 2 denote values obtained as a result of imposing two additional constraints.
Therefore, the vectors v^1, v^2, and v^3 will not be in the null space of J3 evaluated at a
solution of F = 0 if
P
m
P
n Re(a^m;n),
P
m
P
n kmRe(a^m;n), and
P
m
P
n !nRe(a^m;n) are
nonzero.
2.6 Minimum Time Period of Solutions
It is possible that a solution (a^; T; S; ’) to F = 0 represents a (relative) time-periodic solu-
tion of the CGLE whose time period is not minimal. That is, there exists an integer p > 1
and rational numbers j and l such that if
~T = T=p; ~S = (S + jLx)=p; ~’ = (’ + 2l)=p;
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then
ei ~’A(x + ~S; t + ~T ) = A(x; t): (2.17)
Since
A(x; t) =
X
m
 
e−i
’
T
te−ikm
S
T
t
X
n
a^m;ne
i 2n
T
t
!
eikmx
(as dened by the spectral discretization) and km = 2m=Lx, one has that
ei ~’A(x + ~S; t + ~T ) =
X
m
 
e−i
’
T
te−ikm
S
T
t
X
n
a^m;ne
i 2n
T
te
i
2(n+l+jm)
p
!
eikmx;
so (2.17) holds only if a^m;n = 0 whenever p does not divide n + l + jm. The nonzero
coecients a^m;n dene a set f~am;n0g, where
~am;(n+l+jm)=p = a^m;n if p divides n + l + jm,
which give a solution (~a; ~T ; ~S; ~’) of minimal time period.
To give a specic example of how to determine if a solution (a^; T; S; ’) does not have
minimal time period, consider the case p = 2. One could have the following cases:
1. The coecients a^m;n of the solution (a^; T; S; ’) are equal to zero if n is odd. This
corresponds to a solution (~a; ~T ; ~S; ~’) of minimal time period with ~T = T=2, ~S = S=2,
and ~’ = ’=2.
2. The coecients a^m;n of the solution (a^; T; S; ’) are equal to zero if n is even. In this
case, the solution (~a; ~T ; ~S; ~’) of minimal time period has ~T = T=2, ~S = S=2, and
~’ = (’ + 2)=2.
3. The coecients a^m;n of the solution (a^; T; S; ’) are equal to zero if m and n have
opposite parity. The solution (~a; ~T ; ~S; ~’) of minimal time period then has ~T = T=2,
~S = (S + Lx)=2, and ~’ = ’=2.
4. The coecients a^m;n of the solution (a^; T; S; ’) are equal to zero if m and n have
the same parity. Here, the solution (~a; ~T ; ~S; ~’) of minimal time period has ~T = T=2,
~S = (S + Lx)=2, and ~’ = (’ + 2)=2.
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2.7 Numerical Computation of Lyapunov Exponents
Recall that Lyapunov exponents are a measure of the average growth (or decay) rate of
innitesimally small perturbations to an orbit. Systems that have at least one positive
Lyapunov exponent are considered chaotic. In addition, the number of positive, zero, and
negative Lyapunov exponents of an orbit give the dimension of its unstable, neutral, and sta-
ble manifolds, respectively. In the coming sections we will make reference to the Lyapunov
exponents of typical and periodic orbits of the CGLE and so discuss their numerical com-
putation here.
In Chapter 1 we described a standard technique for computing Lyapunov exponents of
typical trajectories of a chaotic dynamical system. Lyapunov exponents of typical trajec-
tories of the system of ODEs (2.5) were obtained using such a technique. The system of
ODEs (cf. equations (1.11){(1.12))
dM(t)
dt
= DG(a(t)) M(t); (2.18)
subject to the initial condition
M(0) = I; (2.19)
(and starting with some initial state a(0) of a typical orbit of the CGLE) was integrated
in time using the classical fourth-order Runge-Kutta scheme.7 In (2.18){(2.19), M is a
p-by-q matrix, q  p, where p is the number of unknowns in the system of ODEs (2.5) and
q is the number of Lyapunov exponents to be computed, I is a matrix with columns given
by the rst q standard basis vectors in Rp, and DG(a(t)) denotes the Jacobian matrix of
the right-hand side , G(a(t)), of the system of ODEs (2.5). As for the Jacobian matrix of
the system of nonlinear algebraic equations (see Section 2.4), matrix-vector products with
DG(a(t)) are easy to compute. For a vector v(t) with entries given by the (spatial) Fourier
coecients vm(t) of some function V (x; t), the product DG(a(t))v(t) has components
R vm(t)− k2m(1 + i)vm(t)− (1 + i)
 X
m1+m2−m3=m
am1(t) am2(t) v

m3(t)
+
X
m1−m2+m3=m
2 am1(t) a

m2(t) vm3(t)
!
; (2.20)
7 See the book by Heath [36] for details about this method.
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so one can evaluate the right-hand side of (2.18), which is needed in order to solve (2.18)
numerically, by substituting for v(t) the columns of the matrix M(t). The convolution sums
in (2.20) correspond to the (spatial) Fourier coecients of the function A2V  + 2jAj2V and
can be computed using a procedure analogous to that outlined in Section 2.2 for computing
the Fourier coecients of AjAj2. The dierence here is that one has two sets of coecients,
fam(t)g and fvm(t)g, and that the pointwise products to be computed in physical space
are for the function A2V  + 2jAj2V . Finally, since DG is evaluated at a(t), one needs to
integrate the system of ODEs (2.5) as the numerical integration of (2.18) proceeds. We
integrate (2.5) using the procedure described in Section 2.2.
The method for computing Lyapunov exponents of periodic orbits of a dynamical system
is also described in Chapter 1. Given a (relative) time-periodic solution (a^; T; S; ’) of the
CGLE, we integrate (2.18){(2.19) from time t = 0 to time t = T , setting q = p so that one
has a system analogous to that in (1.6){(1.7). As before, we used the classical fourth-order
Runge-Kutta method to integrate the system of ODEs (2.18). Since the spatial Fourier
coecients am(t) of the (relative) time-periodic solutions we have satisfy
am(t) = e−i
’
T
te−ikm
S
T
t
X
n
a^m;ne
i!nt;
one can evaluate a(t) using this formula instead of integrating the system of ODEs (2.5).
Finally, the Lyapunov exponents of a relative time-periodic solution of the CGLE are ob-
tained from the eigenvalues of the matrix N = E M(T ), where E is a diagonal matrix with
diagonal entries Em;m = ei’eikmS . (The discussion in Chapter 1 is for solutions of a system
that are truly periodic in time, in which case one would have a(t) = a(t + T ). For the
relative time-periodic solutions we seek, one has a(t) = E a(t+T ). Thus, equation (1.9) for
the monodromy matrix is replaced by Mv(0) = E v(T ).) Once we obtained the matrix N
(and separated its entries into real and imaginary parts) we used the LAPACK [2] routines
to compute its eigenvalues.
2.8 Parameter Values Chosen for Study
Parameter values of R = 16,  = −7, and  = 5 were selected for this study. These
values dene a chaotic region for the CGLE, as indicated by our numerical computation of
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the largest Lyapunov exponent 1 of a typical trajectory. For these parameter values, the
numerical computation of the largest Lyapunov exponent of 50 typical trajectories evolved
over 600 time units gave a mean value of 1  5:36, with a standard deviation of 0:11. We
obtained a value of DL  11:52 for the Lyapunov dimension,8 with a standard deviation of
0:04. Our computations also show that typical trajectories dened by the parameter values
R = 16,  = −7, and  = 5 have ve positive Lyapunov exponents. As discussed by Aston
and Laing [3], the continuos symmetries of the CGLE (i.e., the space and time translations
and rotation of the amplitude) should result in three Lyapunov exponents being equal to
zero. This was also veried by the numerical computations.
A second reason for choosing the parameter values R = 16,  = −7, and  = 5 was that
they allowed us to use a number of terms in the truncated expansions (2.4) and (2.7) such
that the solutions identied are well dened (in the sense that once a solution was found,
continuing from it using a larger number of terms in the truncated expansions posed no
challenge for the nonlinear equations solvers, and in a very small number of iterations they
converged to the same solution), but at the same time the resulting number of unknowns was
such that (given the computational resources we had available) the numerical computations
were manageable and solutions of linear systems with the Jacobian matrix of F (augmented)
as coecient matrix could be done using direct methods. The latter made it possible for
us to experiment with existing, well implemented software for solving systems of nonlinear
algebraic equations, as discussed in Section 2.10.
2.9 Starting Values for Solving F(a^; T; S; ’) = 0
As with almost any system of nonlinear algebraic equations, F = 0 must be solved using a
method that involves iteration. This requires us to supply an initial guess as a starting point
for the iterative procedure. The possibility of using random initial points was explored, yet
most of the time the iterative procedures used failed to converge. In those instances when
convergence was achieved starting from a random point, each solution found was of the type
A(x; t) = B(x)ei!t, for some single frequency !. It was clear that a better approach would
be required to identify solutions with nontrivial time spectra.
8 See Chapter 1 for a review of these concepts.
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Using relative close returns of the system of ODEs (2.5), that is, sets of coecients
fam(t)g for which jam(t1)j  jam(t1 + T )j for some times t1 and T , provides a better alter-
native. To identify close returns, the system of ODEs (2.5) was integrated in time using
the procedure described in Section 2.2. Given a measure  of desired \closeness" between
a set of coecients fam(t)g at a time t = t1 and those at a later time t = t2, we integrated
(2.5) starting with a random set fam(0)g of coecients until
m =
1− jam(t1)jjam(t2)j
  ; 8m 2 f0;1; : : : ;(Nx=2− 1)g:
The initial value T0 for the time period was set to T0 = t2 − t1 and a least squares solution
over S and ’ to the system
am(t1) = ei’eikmSam(t2)
was taken as initial values S0 and ’0 for the phase shifts.
Once a close return was identied, initial values for the coecients a^m;n were generated.
From (2.7) one has that
ei
’
T
teikm
S
T
tam(t) =
X
n
a^m;ne
i!nt;
from which the initial a^m;n are computed as follows:
1. Use the time integration procedure to compute the values am(tj), where tj = jT0= ~Nt
for j = 0; : : : ; ~Nt−1. ~Nt  Nt is chosen so that the time step t = T0= ~Nt corresponds
to that used when the close return was found.
2. Compute ~am(tj)  ei
’0
T0
tje
ikm
S0
T0
tjam(tj).
3. Use the FFT algorithm to obtain the coecients a^m;n from the values ~am(tj).
2.10 Numerical Solution of F(a^; T; S; ’) = 0
The system of nonlinear algebraic equations was solved using the nonlinear least squares
solver lmder from the MINPACK software package [52]. This solver is a FORTRAN im-
plementation of the Levenberg-Marquardt method [47, 50, 53] for solving nonlinear least
squares problems. The solver lmder was chosen because it performed better on the CGLE
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problem addressed in this thesis than the other alternatives considered (a brief discussion
on other solvers considered is given at the end of this section).
To use the solver lmder we need to provide a routine that returns the value of F
(augmented) evaluated at a given point (a^; T; S; ’). From (2.9) we see that computing
FL(a^; T; S; ’) is straightforward. The nonlinear terms FNL(a^), which correspond to the
Fourier coecients of (1 + i)AjAj2, can be computed using FFTs with a procedure analo-
gous to that described in Section 2.2 for computing the nonlinear terms in the time integra-
tion of the system of ODEs. The dierence is that now Fourier transforms in time are also
required. For completeness, we outline the process here. Let xj and tl denote grid-point
values of the spatial variable x and time variable t, respectively, in physical space. The
Fourier coecients of AjAj2 are computed as follows:
1. Given the coecients a^m;n, use the inverse FFT algorithm to compute values of A(x; t)
in physical space. This is done in two stages, transforming rst in time to obtain the
values am(tl) and then in space to obtain those of A(xj ; tl). In order to avoid aliasing
error when computing the convolution sums in (2.8) via the FFT algorithm, the coef-
cients a^m;n are padded with zeros to obtain a set f~am0;n0g, where m0 = −Nx; : : : ; Nx,
n0 = −Nt; : : : ; Nt, and ~am0;n0 equals a^m0;n0 if jm0j < Nx=2 and jn0j < Nt=2, and 0
otherwise. The inverse FFT is done using the coecients ~am0;n0 .
2. Compute the pointwise products A(xj ; tl)jA(xj ; tl)j2 in physical space.
3. Use the FFT algorithm to compute the Fourier coecients of AjAj2. Again, this is
done in two stages by transforming rst in space and then in time. At this point
only those coecients whose index (m0; n0) satises jm0j < Nx=2 and jn0j < Nt=2 are
retained.
The option of xing the sum of the arguments of three sets S1, S2, and S3 of nonzero
coecients, as in (2.14), was chosen to augment the system of nonlinear algebraic equations.
For this choice of constraints, not having the vectors v^1, v^2, and v^3 (dened by (2.12)) in
the null space of the Jacobian matrix of the augmented system of equations at a solution
(a^; T; S; ’) of F = 0 does not depend on the value of the coecients a^m;n. (This holds
as long as the sets S1, S2, and S3 are nonempty; see the discussion in Section 2.5.) We
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thought of this as an advantage over the other two options listed in Section 2.5 (since the
coecients a^m;n are unknown). Some points worth mentioning about the implementation
of these additional constraints are:
1. Pairs of indices fmlj ; nljgMj=1, l = 1; 2; 3, were associated with the sets S1, S2, and S3
so that the linear system in (2.15) was guaranteed to have a solution.
2. The values of c1, c2, and c3 in (2.14) were set to the sum of the arguments of the coef-
cients corresponding to the current approximation to a solution. That is, each time
the augmented system of equations was evaluated, one had f = 0 if f corresponded
to one of the equations in (2.14). This is appropriate since the justication for using
this choice of constraints does not depend on the specic values of c1, c2, and c3.
3. The elements in the sets S1, S2, and S3 depended not only on the pairs of indices
associated with them, but also on the value of the coecients corresponding to the
current approximation to a solution. Coecients whose absolute value was below a
given tolerance, usually 10−5 or 10−6, were excluded from the sets. (Because of the
previous point, the elements in S1, S2, and S3 were irrelevant when evaluating the
augmented system of nonlinear algebraic equations. Nevertheless, they were relevant
for computing the entries in the Jacobian matrix corresponding to the additional
constraints.)
The MINPACK software package provides the option of computing the Jacobian matrix
of the system to be solved using nite dierences or analytically via a user supplied routine.
The latter option was chosen, since one can obtain the Jacobian matrix for this problem
analytically, as explained in Section 2.4. The terms DFNL(a^; v^) in the matrix-vector prod-
uct (2.10) are obtained from a procedure analogous to that for computing FNL(a^), which
was outlined earlier in this section. The dierence here is that one has two sets of Fourier
coecients, fa^m;ng and fv^m;ng, and that the pointwise products to be computed in physical
space are for the function A2V  + 2jAj2V .
As it turned out, the measure of closeness used to identify close returns for starting data
did not have to be very small. This is important because close returns were not found when
a stringent measure of closeness was used. In particular, using   0:5 as a measure of
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closeness worked well, but smaller values of  were usually unsuccessful in identifying close
returns. We normally used the value  = 0:5 and, as will be seen in Section 2.11, the initial
guesses were frequently good starting points for the solver lmder.
Initially, the system of nonlinear algebraic equations was solved using values of Nx = 32
and Nt = 48 (giving a total of 2;917 real variables). For this value of Nx, the decay in the
spatial spectrum of the close returns was around ve orders of magnitude. This proved to be
sucient in order to have well dened solutions in the sense that once a solution was found,
continuing from it with Nx > 32 posed no challenge for the nonlinear equations solver and in
a very small number of iterations it converged to the same solution. The value Nt = 48 was
chosen to allow for a relatively large range of time periods. If the solver lmder converged
to a solution of F = 0 we veried whether the solution had minimal time period using the
criteria from Section 2.6. If not, a new set of Fourier coecients was dened, as specied in
Section 2.6, and the values of T , S, and ’ were modied in order to obtain a solution with
minimal time period. Then the values of Nx and Nt were increased, if necessary, to have
a good decay (around eight or more orders of magnitude) in the spectra of the solution.
At this point, using Newton’s method to solve the system of nonlinear algebraic equations
worked well: only 2{4 iterations were required for convergence. Finally, the solution was
used as initial data to integrate the system of ODEs (2.5) to verify that it was indeed a
(relative) time-periodic solution of the CGLE.
Other alternatives considered for solving the system of nonlinear algebraic equations
F = 0 are now discussed.9 First, the performance of Newton’s method with a line search was,
in general, unsatisfactory for our problem. (We were able to identify a few single-frequency
solutions using Newton’s method with a line search, but no multiple-frequency solutions.)
As the iterations progressed, the line search parameter usually became very small and no
signicant change in the iterates or reduction in the value of jjFjj22 was achieved. We also
observed that the Jacobian matrix of F (augmented) evaluated at approximations to a
solution (generated by the line search procedure) was often ill-conditioned, with a condition
number of 109 or larger.
The MINPACK solver for systems of nonlinear algebraic equations, hybrj, was also
9 See Chapter 1 for a description of the methods referenced.
43
used on our problem. The solver hybrj is an implementation of a modication of Powell’s
hybrid method [63] for solving nonlinear algebraic equations. Both hybrj and lmder fall
under the category of trust-region methods, but the step (or search direction) is computed
dierently in each of the solvers. The steps computed in hybrj and lmder correspond,
respectively, to those described in Chapter 1 as the \dogleg" step and the \hook" step.
The solver hybrj often terminated without converging to a solution of F = 0 nor to a
minimum of FTF for which F 6= 0. In such a case, the sequence of approximations to
a solution generated by the solver hybrj was not producing a sucient reduction in the
value of jjFjj22 (as measured by some tolerance set by the solver) and the reduction in jjFjj22
was not in good agreement (again, as measured by some set tolerance) with that predicted
by the quadratic model used by the solver in the minimization of jjFjj22. We computed
the condition number of the Jacobian matrix of F (augmented) evaluated at some of the
points at which the solver hybrj stopped without having converged to a solution and found
that the Jacobian matrix was ill-conditioned. Although the rst relative time-periodic
solution (with nontrivial time spectrum) was found while we were experimenting with the
solver hybrj, it required restarting the procedure multiple times. Each time, the choice of
additional constraints was changed in the hope that a change in the Jacobian matrix of the
system would have a positive eect in the performance of the solver hybrj on our problem.
Such measures were not required using the solver lmder. In addition, initial guesses that
converged to solutions of F = 0 using the solver lmder often resulted in nonconvergence if
used with the solver hybrj.
Finally, note that with a change of variables ~T (T ) = 1=T , the system of nonlinear
algebraic equations (2.8) can be written as a system of polynomial equations in the variables
Re(a^m;n), Im(a^m;n), ~T , S, and ’. The real solutions of such a system would be those of
interest to us (i.e., those that would also be a solution of (2.8)). Solvers for systems of
polynomial equations are generally homotopy type methods. Starting at a given set of initial
points, the paths dened by the homotopy function are followed to obtain the solutions of
the system. Often, the number of paths to trace is given by the degree of the system,
which equals
QN
j=1 dj , where dj is the degree of equation j and N denotes the number of
polynomial equations in the system. We studied the possibility of using a solver for systems
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of polynomial equations, POLSYS PLP [73], on our system of equations. POLSYS PLP
has the advantage of potentially reducing the number of paths to follow in order to obtain
the solutions of a system of polynomial equations. The possibility of tracing a number of
paths that is less than the total degree of the system of polynomial equations relies on being
able to assign to each equation a partitioning of the unknowns into disjoint sets such that,
for each set corresponding to a given equation, the degree of the equation with respect to
the variables in the set is less than the degree of the equation with respect to all of the
unknowns. For our problem, the j-th unknown in the system of polynomial equations, call
it yj , appears in the j-th equation as y3j . Hence, a partitioning of the kind required is not
possible (each equation in the system has degree 3). This means that 32(Nx−1)(Nt−1)+3 paths
would have to be followed, which would be a daunting task. Also, the memory required
for the data structures in POLSYS PLP is larger than that in the Newton-type methods
for solving systems of nonlinear equations. For our application this dierence in memory
requirements would be signicant. Finally, we point out that the coecients in each of the
terms in the polynomial equations must be given explicitly. For this problem, this would
be a dicult and error-prone task. Even though using POLSYS PLP initially appeared to
be a potentially attractive option, for the reasons mentioned we decided it was not suitable
for our purposes.
2.11 Results
Out of 270 runs performed using the nonlinear least squares solver from the MINPACK soft-
ware package and close returns as starting data, 60 distinct relative time-periodic solutions
(with nontrivial time spectra) to the CGLE were identied. To the best of our knowledge,
no such solutions had previously been found. In total, 118 of the 270 runs resulted in con-
vergence to solutions of F = 0 (this count includes the 60 solutions already mentioned and
those runs that converged again to these solutions), 150 runs converged to minima of FTF
for which F 6= 0, and 2 runs converged to single-frequency solutions. For those runs that
converged to solutions of F = 0, the nal value of jjFjj2 was on the order of 10−9 or smaller.
The total number of iterations taken by the solver lmder ranged between 10 and 300.
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The value of the time period for the solutions found ranges between 0:02 and 0:46. (For
solutions with time period around 0.40 or higher, Nt = 64 was required to obtain well
dened solutions, in the sense that the decay in the temporal spectrum of the solutions
found with the solver lmder was around ve orders of magnitude.) All solutions found have
nonzero values for the space shift S and phase shift ’. Figure 2.1 displays the time period
of each solution plotted against the corresponding largest Lyapunov exponent. In this plot
we can see the distribution of the time periods within the interval (0; 0:5). Some of the
solutions have time periods that are very close; see for example the area around 0:05 on the
T axis. Nevertheless the values of their largest Lyapunov exponents are clearly dierent,
one indication that these solutions are distinct. Specic details for selected solutions follow.
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Figure 2.1: Time period vs. largest Lyapunov exponent 1.
Figure 2.2 shows the real and imaginary parts of the rst relative time-periodic solution
found on the time interval [0; T ]. This solution has time period T = 0:1128, a space shift
of S = 3:1058, and a phase shift of ’ = 2:6064. The spectra of the solution A(x; t) are
displayed in Figure 2.3. It shows the multiple modes active in the temporal spectrum
of the solution. The evolution of the solution over the time period [0; T ], represented as
curves dened by plotting the real versus the imaginary part of A(x; t) at dierent times
on the time interval [0; T ], is displayed in Figure 2.4. The nontrivial time behavior of the
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solution (i.e., the excitation of multiple temporal frequency modes) is also apparent from
these curves. For single-frequency solutions A(x; t) = B(x)ei!t and generalized traveling
wave solutions A(x; t) = a(x − vt)ei(x−vt)ei!t, where ! is some single frequency, plots of
this kind at dierent times would show, except for a rotation, the same curve. It is clear,
then, that the solution A(x; t) found is not of either one of these types. Note also that the
curve at time t = T diers from the curve at time t = 0 because of the rotation of the
amplitude A(x; 0) ! ei’A(x; T ).
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Figure 2.2: Real and imaginary parts of A(x; t), x 2 [0; 2], t 2 [0; T ]. Solution has time
period T = 0:1128.
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Figure 2.3: Spectra of A(x; t).
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Figure 2.4: Real vs. imaginary part of A(x; t), x 2 [0; 2], for t = 0; 0:02; 0:04; 0:07; 0:09; T .
Solution has phase shift ’ = 2:6064 and time period T = 0:1128.
Since ’ is nonzero, time periodicity is best observed by looking at the absolute value
of the solution A(x; t) and that of its (spatial) Fourier coecients am(t). Figure 2.5 shows
jA(x; t)j, x 2 [0; 2], at times t = 0; T; 2T; 3T . The eect of the nonzero space shift S,
jA(x; t)j = jA(x + S; t + T )j, is seen in this plot. For this particular solution, notice also
that jA(x; t)j  jA(x; t + 2T )j. This is because the value of S is close to .
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Figure 2.5: Absolute value of A(x; t). Space shift is S = 3:1058.
To visualize the dynamics of the ODEs (2.5) for the solution A(x; t), projections of the
orbit onto three-dimensional subspaces of the 63-dimensional phase space with coordinates
dened by the absolute values of the functions am(t) are presented in Figure 2.6. The rst
such projection has coordinate axes dened by ja0(t)j, ja1(t)j, and ja−1(t)j; the second by
ja0(t)j, ja3(t)j, and ja−3(t)j. The absolute value of each function am(t) is (truly) periodic
in time, that is, jam(t)j = jam(t + T )j, hence the three dimensional projections represent
closed curves.
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Figure 2.6: Three dimensional projections of dynamics of (2.5) for A(x; t).
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Figures 2.7{2.11 are analogous to Figures 2.2{2.6, but for a dierent solution A(x; t)
with T = 0:1825, S = −0:1408, and ’ = 3:4033. The dierence in the temporal behavior
of the previous solution and this solution is seen from Figures 2.4 and 2.9 and from the
three dimensional projections in Figures 2.6 and 2.11. The eect of the space shift S for
this solution, jA(x; t)j = jA(x + S; t + T )j, is easily observed in Figure 2.10.
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Figure 2.7: Real and imaginary parts of A(x; t), x 2 [0; 2], t 2 [0; T ]. Solution has time
period T = 0:1825.
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Figure 2.8: Spectra of A(x; t).
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Figure 2.9: Real vs. imaginary part of A(x; t), x 2 [0; 2], for t = 0; 0:04; 0:07; 0:11; 0:15; T .
Solution has phase shift ’ = 3:4033 and time period T = 0:1825.
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Figure 2.11: Three dimensional projections of dynamics of (2.5) for A(x; t).
Contour plots of the absolute value of solutions are another way of observing periodicity
in time, along with the shift in space. Figure 2.12 shows one such plot for another solution,
where the absolute value of the solution has been plotted over two space and four time
intervals. Moving vertically (in time) and horizontally (in space) allows us to observe
periodicity in time, after taking into account the space shift S. This solution has a time
period of T = 0:1492 and values of S = 1:2677 and ’ = 5:8109. The time evolution of this
solution is shown in Figure 2.13.
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Figure 2.12: Contours of jA(x; t)j, x 2 [−2; 2], t 2 [0; 4T ]. Solution has time period
T = 0:1492 and space shift S = 1:2677.
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Figure 2.13: Real vs. imaginary part of A(x; t), x 2 [0; 2], for t = 0; 0:03; 0:06; 0:09; 0:11; T .
Solution has phase shift ’ = 5:8109 and time period T = 0:1492.
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Now we discuss some additional properties of the CGLE and its solutions10 and how
they relate to the relative time-periodic solutions we have identied. First, the CGLE is
invariant under the action of the discrete group of transformations A(x; t) ! A(−x; t) of
spatial reflections. The action of this group on a (relative) time-periodic solution of the
CGLE is given by
(fa^m;ng; T; S; ’) ! (fa^−m;ng; T;−S; ’);
which is again a (relative) time-periodic solution of the CGLE.
Second, given a xed integer p > 1, the CGLE admits solutions with the property that
A(x; t) = ei2=pA(x + Lx=p; t): (2.21)
Note that for such a solution A(x; t) of the CGLE, whether time-periodic or not, the only
nonzero Fourier coecients am(t) are those for which m 2 fjp− 1 : j 2 Zg. (This is seen
by substituting the expansion (2.4) into (2.21).) If G denotes the three-parameter group
generated by the continuous symmetries of the CGLE (see Section 2.1), one has that the
elements (2j=p; jLx=p; 0) 2 G; j 2 Z, are elements of the isotropy subgroup of G at A(x; t)
(if A(x; t) satises (2.21)). From (2.21) we also see that the absolute value of such a solution
A(x; t) has period Lx=p in x. If, in addition to satisfying (2.21), a solution A(x; t) of the
CGLE is a (relative) time-periodic solution, then it follows from (2.3) that
ei2=pA(x + Lx=p; t) = ei’A(x + S; t + T )
and, therefore,
A(x + Lx=p; t) = ei ~’A(x + Lx=p + ~S; t + T );
where ~’ = ’− 2=p and ~S = S − Lx=p. Hence, A(x; t) also satises
A(x; t) = ei ~’A(x + ~S; t + T ) (2.22)
and, thus, the elements (j ~’; j ~S; jT ) 2 G; j 2 Z, are also in the isotropy subgroup of G at
A(x; t). A few of the relative time-periodic solutions found satisfy (2.21), although we
10 Aston and Laing [3, 4] have studied solutions of the CGLE with some of these properties, although not
in the same context as that of this study. See their papers for details.
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were not a priori searching for solutions with this symmetry. In particular, we have three
solutions for p = 2 and one solution for p = 3. Note that if the space shift S of such a
relative time-periodic solution happens to be equal to Lx=p, then ~S = 0 and the absolute
value of A(x; t) is (truly) periodic in time with period T , that is,
jA(x; t)j = jA(x; t + T )j: (2.23)
A third symmetry observed, which follows from the two already discussed, is that some
solutions of the CGLE are either even or odd about some point x = c. That is, for x 2 [a; b]
and c = a + (b− a)=2, A(x; t) is even about x = c if
A(c− x; t) = A(c + x; t); x 2 [0; (b− a)=2];
or odd about x = c if
A(c− x; t) = −A(c + x; t); x 2 [0; (b− a)=2]:
Finally, some of the relative time-periodic solutions found have a space shift S that is
(numerically) equal to . Since such a solution A(x; t) satises A(x; t) = ei’A(x + S; t + T )
and, in our case, has period Lx = 2 in x, it follows that for these relative time-periodic
solutions with S = , the absolute value of A(x; t) is (truly) periodic in time, with period
2T . In other words,
jA(x; t)j = jA(x; t + 2T )j: (2.24)
Moreover, if, in addition to having S = , one of these relative time-periodic solutions
satises A(x; t) = −A(x + ; t) (i.e., property (2.21) for p = 2), (2.23) will hold, and thus
its absolute value will have (minimal) period T , not 2T , in time. Note that in general a
space shift of S = Lx=q, for some integer q > 1, results in a relative time-periodic solution of
the CGLE whose absolute value is (truly) periodic in time with period qT . This follows from
the boundary conditions (2.2) and the fact that for such a relative time-periodic solution
one has
A(x; t) = ei’A(x + Lx=q; t + T ) = eiq’A(x + Lx; t + qT ):
We now present solutions with these additional properties.
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The case p = 2 in equation (2.21) is equivalent to A(x; t) = −A(x+; t), since Lx = 2.
The Fourier coecients of such a solution satisfy a^m;n = 0 if m is even. Figures 2.14{2.15
correspond to one such solution with this property. The solution has a time period of
T = 0:1149 and values of S =  and ’ = 2:7167. Notice the symmetry for each of the
curves displayed in Figure 2.14. The property A(x; t) = −A(x + ; t) can be observed from
the contours of the real and imaginary parts of A(x; t), displayed in Figure 2.15. Since,
in addition, this solution has S = , jA(x; t)j = jA(x; t + T )j (i.e, property (2.23)) holds.
This is apparent from the contours of jA(x; t)j in Figure 2.15, where time is plotted over
the interval [0; 4T ].
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Figure 2.14: Real vs. imaginary part of A(x; t), x 2 [0; 2], for t = 0; 0:02; 0:04; 0:07; 0:09; T .
Solution has phase shift ’ = 2:7167 and time period T = 0:1149.
Figure 2.16 shows the curves dened by plotting the real versus the imaginary part at
times t = 0; T=2; T of another solution satisfying (2.21) for p = 2. This solution has a time
period of T = 0:0539, a space shift of S = 3:9710, and a phase shift of ’ = 0:0011. Since the
value of ’ is small, the rotation of the amplitude A(x; 0) ! ei’A(x; T ) is barely noticeable
by looking at the curves at times t = 0 and t = T . Contours of the solution are shown in
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Figure 2.15: Contours of A(x; t), x 2 [0; 2], t 2 [0; 4T ]. Solution has time period T = 0:1149
and space shift S = . It satises A(x; t) = −A(x + ; t) and jA(x; t)j = jA(x; t + T )j.
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Figure 2.17. From the contours of the real and imaginary parts of A(x; t) we can see that
A(x; t) = −A(x+; t). Since ’ = 0:0011 is small, time periodicity (after taking into account
the shift in space), usually observed from the absolute value of solutions, is also noticeable
from the contours of the real and imaginary parts of A(x; t). From the contour plot of the
absolute value of the solution it is seen that, as a result of (2.21), the absolute value of
A(x; t) has period  in x. In addition, by property (2.22), A(x; t) = ei ~’A(x + ~S; t + T )
holds, with ~’ = −3:1405 and ~S = 0:8294.
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Figure 2.16: Real vs. imaginary part of A(x; t), x 2 [0; 2], for t = 0; T=2; T . Solution has
phase shift ’ = 0:0011 and time period T = 0:0539.
The contour plots in Figure 2.18 correspond to the third relative time-periodic solution
A(x; t) satisfying (2.21) for p = 2. It has a time period of T = 0:1146, a space shift of S = ,
and a phase shift of ’ = 2:2500. In addition, A(x; t) is odd about x =  for x 2 [0; 2],
even about x = =2 for x 2 [0; ], and even about x = 3=2 for x 2 [; 2]. The latter
properties are seen in contours of the real and imaginary parts of A(x; t). The contour plot
of the absolute value of the solution shows that jA(x; t)j has period in x equal to . Also,
since the space translation is S = , jA(x; t)j = jAx; t + T )j (i.e., property (2.23)) holds.
Figures 2.19{2.20 correspond to the relative time-periodic solution satisfying (2.21) for
p = 3, that is, A(x; t) = ei2=3A(x + Lx=3; t). It has time period T = 0:0875 and values of
S = 2:4432 and ’ = 0:2876. From the contours of the absolute value of the solution A(x; t),
displayed in Figure 2.20, it is seen that (as a result of (2.21)) the absolute value of A(x; t)
has period in x of 2=3. By property (2.22), A(x; t) = ei ~’A(x + ~S; t + T ) also holds, with
~’ = −3:8067 and ~S = 0:3488.
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Figure 2.17: Contours of A(x; t), x 2 [0; 2], t 2 [0; 4T ]. Solution has time period T = 0:0539
and space and phase shifts of S = 3:9710; ’ = 0:0011 and ~S = 0:8294; ~’ = −3:1405. It
satises A(x; t) = −A(x + ; t).
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Figure 2.18: Contours of A(x; t), x 2 [0; 2], t 2 [0; 4T ]. Solution has time period T = 0:1146
and space shift S = . It satises A(x; t) = −A(x+; t) and jA(x; t) = A(x; t+T )j. A(x; t)
is odd about x = , even about x = =2 for x 2 [0; ], and even about x = 3=2 for
x 2 [; 2].
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Figure 2.19: Real vs. imaginary part of A(x; t), x 2 [0; 2], for t = 0; 0:02; 0:04; 0:06; 0:07; T .
Solution satises A(x; t) = ei2=3A(x + 2=3; t). It has time period T = 0:0875 and phase
shift ’ = 0:2876.
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Figure 2.20: Contours of jA(x; t)j, x 2 [0; 2], t 2 [0; 4T ]. Solution has time period
T = 0:0875 and space shifts S = 2:4432, ~S = 0:3488. jA(x; t)j has period 2=3 in x.
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Figures 2.21 and 2.22 show two solutions having the property that for x 2 [0; 2], each
solution is even about x = . In addition, these solutions have a space shift of S = 
so the absolute value of each solution is (truly) periodic in time, with period 2T (i.e.,
property (2.24) holds). The rst such solution has time period T = 0:0895 and a phase
shift of ’ = 5:0251. Its contours, displayed in Figure 2.21, show that the solution is even
about x = . Contours of the second such solution are shown in Figure 2.22. This solution
has time period T = 0:0540 and a phase shift of ’ = 2:9344.
Finally, Tables 2.1 and 2.2 list the values of T , S, and ’ for each of the relative
time-periodic solutions found. Also listed are the number of positive Lyapunov exponents
for each solution, which gives the dimension of the unstable manifold of the orbit, and the
value of the largest (positive) Lyapunov exponent for each solution, which is a measure of
the average growth rate of the most unstable perturbation to the orbit. We remark that
each solution has three Lyapunov exponents equal to zero, due to the continuous symmetries
of the CGLE.
2.12 Open Problems
Recall from Section 2.8 that one of the reasons for choosing the parameter values R = 16,
 = −7, and  = 5 in our study was that the resulting number of unknowns was such
that the solution of systems of linear equations, required as part of the process for solving
the system of nonlinear equations, could be done using direct methods. However, seeking
(relative) time-periodic solutions of the CGLE for increasing values of R leads (in general)
to an increase in the number of terms needed in the truncated expansions (2.4) and (2.7) if
the solutions are to be well dened (in the sense specied in Section 2.8). The same applies
if one were to seek (relative) time-periodic solutions with the parameter values we selected,
but with larger time periods than those of the solutions we found, or if one were to seek
(relative) time-periodic solutions of the CGLE in two or three spatial dimensions.
With an increase in the problem size, the solution of linear systems using direct methods
might no longer be feasible. Thus, one would need to use iterative methods for solving linear
systems. Since matrix-vector products with the Jacobian matrix of the system of nonlinear
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Figure 2.21: Contours of A(x; t), x 2 [0; 2], t 2 [0; 4T ]. Solution has time period T = 0:0895
and space shift S = . It is even about x =  and satises jA(x; t)j = jA(x; t + 2T )j.
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Figure 2.22: Contours of A(x; t), x 2 [0; 2], t 2 [0; 4T ]. Solution has time period T = 0:0540
and space shift S = . It is even about x =  and satises jA(x; t)j = jA(x; t + 2T )j.
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Number of
Positive Largest
Lyapunov Lyapunov
T S ’ Exponents Exponent
0.023330 3.854408 5.362284 4 8.85592
0.053937 3.095634 2.884906 5 5.00321
0.053944 3.970954 0.001110 5 11.00430
0.054025 3.141593 2.934384 4 3.57030
0.054715 1.453711 4.609387 5 6.45679
0.055611 4.706145 4.516545 5 7.76507
0.060801 2.388757 0.243641 4 11.31755
0.082546 3.082410 4.795986 5 10.08510
0.087485 2.443159 0.287648 6 9.72294
0.089499 3.141593 5.025141 3 10.72851
0.104577 3.171931 2.602343 4 5.83393
0.107973 3.120967 2.657536 3 6.59523
0.110646 0.003206 6.055317 6 5.10800
0.112816 3.105770 2.606388 4 1.88230
0.114606 3.141593 2.250042 3 6.90750
0.114924 3.141593 2.716709 5 3.20606
0.135601 2.045983 1.821104 6 10.56790
0.149157 1.267732 5.810892 5 17.19835
0.151598 5.402408 1.947275 5 6.75385
0.160976 3.853538 1.957376 5 10.61619
0.169709 3.935223 5.488910 8 7.86379
0.175002 0.988418 3.802561 6 10.36722
0.182486 6.142350 3.403282 5 10.19717
0.183168 5.245597 3.612558 6 12.29563
0.201458 2.418944 1.905080 6 14.46845
0.217660 0.000019 5.613989 5 3.70755
0.224823 1.108562 4.414697 7 13.46647
0.247608 2.328641 2.243748 6 15.96544
0.252341 2.735772 4.067272 5 7.27440
0.253739 2.267355 1.479827 6 10.89903
Table 2.1: Properties of solutions found.
equations are easy to compute for this problem (as it has been approached in this thesis),
Krylov subspace methods11 would be the methods of interest. Now several issues can arise,
for example, changes in the performance of the solvers for systems of nonlinear algebraic
equations if the search direction is computed using an iterative method instead of a direct
11 See Chapter 1 for an overview of Krylov subspace methods for solving systems of linear equations.
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Number of
Positive Largest
Lyapunov Lyapunov
T S ’ Exponents Exponent
0.260137 2.609855 5.121779 4 5.39730
0.266226 3.276045 3.073689 6 11.19883
0.272860 3.556918 3.690600 6 9.88356
0.276792 3.108888 2.909527 4 6.77859
0.297460 4.096265 4.151035 6 6.98488
0.306948 5.124526 4.317302 4 9.02700
0.313432 1.985254 0.723627 5 8.41168
0.323498 1.260584 2.218447 5 8.44337
0.331405 3.378263 2.422557 3 6.93135
0.332169 1.885963 4.501378 5 6.86741
0.340352 3.159573 1.728983 3 3.92346
0.341480 3.185039 1.740429 3 2.56575
0.348252 5.073842 6.007904 6 10.50662
0.348917 3.111948 2.455025 4 5.98084
0.355651 0.979117 0.773209 6 8.75414
0.363951 5.517458 1.112155 5 4.75266
0.366211 2.399732 3.819882 6 5.82516
0.372993 1.419585 5.248588 5 9.94419
0.374129 1.199837 1.145087 5 8.30154
0.376065 0.926251 1.775313 5 6.31050
0.378934 0.834584 1.447602 4 6.92225
0.384416 1.063703 1.823185 5 7.34076
0.385994 1.000091 1.218732 4 7.66270
0.391282 5.343833 2.384559 4 5.78585
0.396753 3.353905 4.797842 6 9.55893
0.405162 6.243517 3.211615 4 6.89883
0.421081 4.109586 0.442229 4 10.55221
0.424472 3.254308 2.273376 5 7.58996
0.440305 2.312105 3.330498 6 7.87226
0.458401 6.256327 5.732529 5 8.01104
Table 2.2: Properties of solutions found, continued.
method for solving linear systems. Another issue to deal with would be preconditioning
the coecient matrix of the linear system being solved. For the particular discretization
we have used, the Jacobian matrix of the system of nonlinear algebraic equations is a dense
matrix. In general, this makes the preconditioning problem more dicult. However, if the
matrix has certain properties, for example, if it is (block) diagonally dominant, a simple
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preconditioner like the (block) diagonal of the matrix can be eective. We have not studied
the problem of preconditioning for the CGLE, but it might be possible that certain values of
the parameters R, , and  dene a system whose Jacobian matrix is diagonally dominant
(since the interest is for increasing values of R), while dening at the same time a chaotic
region for the CGLE. If so, it would provide an opportunity to evaluate the performance of
the approach we have used on problems of higher dimensionality.
Another interesting problem would be to look for (relative) time-periodic solutions of the
CGLE that have the symmetry (2.21) (for some xed value of the integer p). Since for these
solutions we know which Fourier coecients must be zero, one can exclude such coecients
from the set of unknowns and thereby reduce the size of the system of nonlinear algebraic
equations to be solved. Searching for (relative) time-periodic solutions of the CGLE that are
even or odd also reduces the size of the system of nonlinear algebraic equations. For example,
the Fourier coecients of a solution that is even about x = 0 satisfy am(t) = a−m(t), so
only the coecients with nonnegative index, say, count as unknowns. For a solution that is
odd about x = 0, one has that am(t) = −a−m(t), and so the unknowns are the coecients
with positive index.
The problem of nding initial guesses for the solvers of systems of nonlinear algebraic
equations is also of importance. Although using relative close returns of the system of
ODEs (2.5) as initial guesses for the solver lmder worked well for us, better starting data can
improve the success rate of nonlinear equations solvers, make it possible to use a method that
previously did not work well on the problem being solved, reduce the number of iterations
required for convergence to a solution, or possibly avoid convergence to solutions that
have already been found. Studies by Christiansen et al. [15] on the Kuramoto-Sivashinsky
equation and by Viswanath [71] on the Lorenz equations show that it is possible to construct
(very) good initial guesses to (unknown) periodic solutions of a chaotic dynamical system
using the set of known periodic solutions and their symbolic encoding. We do not know if
such an approach is possible for the CGLE problem we have addressed (since we do not
have a symbolic encoding for the solutions), but it might be worthwhile to study whether
any of their ideas could be applied in trying to generate better initial data for our problem.
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Chapter 3
Navier-Stokes Equations
We are interested in exploring the idea of controlling turbulence using unstable periodic
orbits to the minimal channel flow of Jimenez and Moin [39]. Here the Navier-Stokes
equations for an incompressible fluid are solved in a restricted three-dimensional spatial
domain that is just large enough to support a turbulent flow in a channel. We implemented
the time integration procedure for this problem, as described by Moser in [55]. It consists
of a spectral discretization and had been previously implemented by Moser et al. [54] using
Chebyshev polynomials to generate basis functions in the direction normal to the wall (i.e.,
the y direction). They derive a method which results in the solution of linear systems at
each time step with banded matrices by choosing test functions dierent from the basis
functions. Using Legendre polynomials to generate basis functions in the y direction and
applying a Galerkin procedure (i.e., where the test functions are chosen to be equal to the
basis functions) also yields banded matrices as part of the discretization. Thus, Legendre
polynomials were used in our implementation. Our software is written in the C programming
language and uses the FFTW software package [28] for computing the required Fourier
transforms. Aside from our application, the resulting software has been used by Hughes
et al. [38] in large eddy simulations of turbulent channel flows.
An approach analogous to that used for the Ginzburg-Landau equation can be applied
to look for (relative) time-periodic solutions of the Navier-Stokes equations. That is, the
periodic trajectories can be sought as solutions to a particular system of nonlinear algebraic
equations. Because of the high dimensionality of the Navier-Stokes problem, it is not feasible
to construct the Jacobian matrix of the resulting system of nonlinear algebraic equations and
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solve linear systems with it directly. Thus, an iterative solver for linear systems is required
as part of the procedure used for solving the system of nonlinear algebraic equations.
This chapter presents the work we have done towards the problem of nding (relative)
time-periodic solutions to the Navier-Stokes equations in three spatial dimensions. We
begin with a description of the discretization used and the time integration procedure,
followed by the derivation of the system of nonlinear algebraic equations. The computation
of matrix-vector products with the Jacobian matrix of the system of nonlinear algebraic
equations and also with its Hermitian transpose is discussed, along with some comments
on the iterative solution of linear systems with the Jacobian as coecient matrix. We end
the chapter with a brief discussion on some open problems.
3.1 From Partial Dierential Equations to System of
Ordinary Dierential Equations
The Navier-Stokes equations for an incompressible fluid,
@u
@t
=
1
Re
r2u−rP + u !; (3.1)
r  u = 0; (3.2)
are to be solved in a rectangular domain [0; Lx] [−1; 1] [0; Lz] for a velocity eld
u(x; y; z; t) =
0
BBB@
ux(x; y; z; t)
uy(x; y; z; t)
uz(x; y; z; t)
1
CCCA
with boundary conditions
u(x; y; z; t) = u(x + Lx; y; z; t);
u(x; y; z; t) = u(x; y; z + Lz; t); (3.3)
u(x;1; z; t) = 0:
The equations in (3.1){(3.2) are written in dimensionless variables.1 The Reynolds number
Re = LU=, where U and L are typical velocity and length scales, respectively, and  is
1 See the book by Chorin and Marsden [14] for a discussion on how to derive these equations.
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the kinematic viscosity, is a dimensionless parameter and ! = r  u is the vorticity eld
of the fluid. There is a uniform pressure gradient so that rP = r(p + 12u  u) + (; 0; 0)T ,
where the pressure p(x; y; z; t) is periodic in x and z and  is a constant representing the
mean pressure gradient.
Equations (3.1){(3.2) can be reduced to a system in terms of the normal component
uy of the velocity vector u and the normal component !y of the vorticity vector ! by
keeping the normal components from the result of taking the curl of (3.1) and taking the
curl of the curl of (3.1) and using the continuity equation (3.2) to simplify the result. This
approach has been used by Kim et al. [44] and Moser et al. [54] and has the advantage of
eliminating the pressure term from the equations. In addition, the continuity equation (3.2)
is automatically satised. The equations resulting from these computations are
@
@t
r2v = 1
Re
r4v + hv; (3.4)
@g
@t
=
1
Re
r2g + hg; (3.5)
f +
@v
@y
= 0; (3.6)
where
v = uy; (3.7)
g = !y =
@ux
@z
− @uz
@x
; (3.8)
f =
@ux
@x
+
@uz
@z
; (3.9)
hv = − @
@y

@Hx
@x
+
@Hz
@z

+

@2
@x2
+
@2
@z2

Hy; (3.10)
hg =
@Hx
@z
− @Hz
@x
; (3.11)
Hx = (u !)x = uy!z − uz!y; (3.12)
Hy = (u !)y = uz!x − ux!z; (3.13)
Hz = (u !)z = ux!y − uy!x: (3.14)
Solutions to (3.1){(3.3) can be obtained by solving (3.4){(3.5) with boundary conditions
v(x; y; z; t) = v(x + Lx; y; z; t); v(x; y; z; t) = v(x; y; z + Lz; t); v(x;1; z; t) = 0;
g(x; y; z; t) = g(x + Lx; y; z; t); g(x; y; z; t) = g(x; y; z + Lz; t); g(x;1; z; t) = 0;
@
@yv(x;1; z; t) = 0:
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The process we use to solve these equations employs a spectral Galerkin method, with
trigonometric (Fourier) and Legendre polynomials as basis functions in the truncated ex-
pansions. This procedure is described next.
To satisfy the periodic boundary conditions in the x and z directions, u is represented
as a truncated Fourier series in x and z,
u(x; y; z; t) =
X
kx
X
kz
u^k(y; t)eikzzeikxx; (3.15)
where, given some (even) integers Nx and Nz, kx and kz denote wave numbers, which run
over the sets of values
kx 2

2m
Lx
: m = 0;1;2; : : : ;

Nx
2
− 1

;
kz 2

2m
Lz
: m = 0;1;2; : : : ;

Nz
2
− 1

;
and u^k(y; t) denotes a Fourier coecient corresponding to the wave number pair k = (kx; kz).
Assume analogous Fourier series representations for the functions dened in (3.7){(3.14).
From the denitions of v, g, and f in (3.7){(3.9) it follows that
uy = v;
@2
@x2
+
@2
@z2

ux =
@g
@z
+
@f
@x
;
@2
@x2
+
@2
@z2

uz =
@f
@z
− @g
@x
;
and, therefore, the Fourier coecients u^k of u can be obtained from those of v, g, and f as
u^x;k(y; t) = − ikxf^k(y; t) + ikzg^k(y; t)
k2
; (3.16)
u^y;k(y; t) = v^k(y; t); (3.17)
u^z;k(y; t) =
ikxg^k(y; t)− ikzf^k(y; t)
k2
; (3.18)
where k2 = k2x + k
2
z . The coecients u^x;0(y; t) and u^z;0(y; t) must be treated separately
since (3.16) and (3.18) are not dened when k2 = 0. For these coecients we will use
the equations corresponding to k = 0 that result from the substitution of (3.15) into
equations (3.1). Finally, u^y;0(y; t) = 0 for all y and t. To see why, note that from the
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continuity equation (3.2) it follows that
@
@y
u^y;k(y; t) = −ikxu^x;k(y; t)− ikzu^z;k(y; t):
Hence,
@
@y
u^y;0(y; t) = 0;
which means that u^y;0(y; t) = q(t) for some function q(t) (i.e., independent of y). But by
the boundary conditions (3.3), u^y;0(1; t) = 0, from which it follows that q(t)  0.
We see that it is possible to determine a velocity vector u provided we have solutions
v and g to equations (3.4){(3.5) and solutions to the equations for the coecients u^x;0(y; t)
and u^z;0(y; t). Substitution of the Fourier series representation of v and g into equations
(3.4){(3.5) yields the equations
@
@t
r^2v^k = 1
Re
r^4v^k + h^vk ; (3.19)
@g^k
@t
=
1
Re
r^2g^k + h^gk (3.20)
for the Fourier coecients v^k(y; t) and g^k(y; t), which can be solved in Fourier space for
each wave number pair k = (kx; kz) 6= (0; 0). Here h^vk and h^gk denote the Fourier coecients
of the functions hv and hg, respectively, dened in (3.10){(3.11) and the operators
r^2 = @
2
@y2
− k2
and
r^4 = @
4
@y4
− 2k2 @
2
@y2
+ k4
are the equivalent in Fourier space of the operators r2 and r4 in (3.4){(3.5). When
(kx; kz) = (0; 0) the equations to solve are
@u^x;0
@t
=
1
Re
@2u^x;0
@y2
+ H^x;0 −; (3.21)
@u^z;0
@t
=
1
Re
@2u^z;0
@y2
+ H^z;0; (3.22)
where H^x;0 and H^z;0 are the Fourier coecients corresponding to the wave number pair
k = 0 of the x and z components, respectively, of the vector function H = u  ! in
(3.12){(3.14).
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At this point the discretization in x and z is complete. To discretize in y, let
v^k(y; t) =
Ny−5X
n=0
k;n(t) qn(y) ; (3.23)
g^k(y; t) =
Ny−3X
n=0
k;n(t) rn(y) ; (3.24)
u^x;0(y; t) =
Ny−3X
n=0
a0;n(t) rn(y) ; (3.25)
u^z;0(y; t) =
Ny−3X
n=0
b0;n(t) rn(y) (3.26)
be truncated expansions for the unknowns, where the two sets of basis functions fqm(y)g
and frm(y)g are dened by
qm(y) = (1− y2)2 Pm(y);
rm(y) = (1− y2) Pm(y);
and Pm(y) is the Legendre polynomial2 of degree m. Note that the boundary conditions
in y, v^k(1; t) = @v^k(1; t)=@y = g^k(1; t) = u^x;0(1; t) = u^z;0(1; t) = 0, are satised by
virtue of the choice of basis functions qm(y) and rm(y). Let Rv^k, Rg^k, Ru^x0 , and Ru^z0 denote
the residual in the dierential equations obtained upon substitution of (3.23){(3.26) into
equations (3.19), (3.20), (3.21), and (3.22), respectively. That is,
Rv^k =
@
@t
r^2
 X
n
k;n(t) qn(y)
!
− 1
Re
r^4
 X
n
k;n(t) qn(y)
!
− h^vk;
where h^vk is computed using the expansions (3.23){(3.26) for the unknowns, and similarly
for Rg^k, Ru^x0 , and Ru^z0 . The Galerkin approach, which requires settingZ 1
−1
qmRv^k dy = 0; (3.27)Z 1
−1
rmRg^k dy = 0; (3.28)Z 1
−1
rmRu^x0 dy = 0; (3.29)Z 1
−1
rmRu^z0 dy = 0 (3.30)
2 See Appendix B for a review of properties of Legendre polynomials.
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for each basis function qm(y) and rm(y), gives a system of ODEs for the coecients k;n(t),
k;n(t), a0;n(t), and b0;n(t) in (3.23){(3.26),
M v^k
d
dt
k(t) =
1
Re
Dv^k k(t) + F
v^
k ; (3.31)
M g^k
d
dt
k(t) =
1
Re
Dg^k k(t) + F
g^
k ; (3.32)
M0
d
dt
a0(t) =
1
Re
D0 a0(t) + Fu^x0 ; (3.33)
M0
d
dt
b0(t) =
1
Re
D0 b0(t) + Fu^z0 ; (3.34)
where
k(t) =
(
k;1(t); k;2(t); : : : ; k;Ny−5(t)
T
and similarly for k(t), a0(t), b0(t), and where M v^k , D
v^
k , M
g^
k , D
g^
k , M0, D0 are matrices and
Fv^k, F
g^
k, Fu^x0 , F
u^z
0 vectors described next.
Consider the equation in (3.27) corresponding to a given wave number pair k = (kx; kz)
and basis function qm(y). Let us describe row m of the matrix M v^k , which corresponds to
the term Z 1
−1
qm(y)
 X
n
r^2k;n(t) qn(y)
!
dy (3.35)
in (3.27). The expression in (3.35) is a sum of terms, one for each n in (3.23), each of which
requires the evaluation of a sum of integrals of the formZ 1
−1
qm(y)q00n(y) dy − k2
Z 1
−1
qm(y)qn(y) dy;
which, using integration by parts, reduces to
−
Z 1
−1
q0m(y)q
0
n(y) dy − k2
Z 1
−1
qm(y)qn(y) dy: (3.36)
Now, by the orthogonality property of the Legendre polynomials,Z 1
−1
qm(y)qn(y) dy =
Z 1
−1
(1− y2)4Pm(y)Pn(y) dy
= 0 whenever jm− nj > 8:
Also, using the recurrence formula for the rst derivative of the Legendre polynomials, one
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has thatZ 1
−1
q0m(y)q
0
n(y) dy
=
Z 1
−1

−4y(1− y2)Pm(y) + m(m + 1)2m + 1 (1− y
2)Pm−1(y)− m(m + 1)2m + 1 (1− y
2)Pm+1(y)


−4y(1− y2)Pn(y) + n(n + 1)2n + 1 (1− y
2)Pn−1(y)− n(n + 1)2n + 1 (1− y
2)Pn+1(y)

dy
= 0 whenever jm− nj > 6:
Hence, the matrix M v^k , whose entry in row m and column n is given by (3.36), has band-
width 8. That is, the j-th superdiagonal and j-th subdiagonal of M v^k are zero if j > 8.
Furthermore, since a Legendre polynomial of odd degree has terms of only odd degree,
qm(y)qn(y) and q0m(y)q0n(y) will both have terms of only odd degree when m and n have
opposite parity, in which case (3.36) will also be equal to zero. This results in M v^k having
its j-th superdiagonal and j-th subdiagonal also equal to zero if j is odd. The entries in the
matrices Dv^k , M
g^
k , D
g^
k , M0, and D0 in (3.31){(3.34) are obtained similarly. Consequently,
for each wave number pair k = (kx; kz) 6= (0; 0), the entries in row m and column n of M v^k ,
Dv^k , M
g^
k , and D
g^
k are given by
(M v^k )m;n = −
Z 1
−1
q0m(y)q
0
n(y) dy − k2
Z 1
−1
qm(y)qn(y) dy; (3.37)
(Dv^k)m;n =
Z 1
−1
q00m(y)q
00
n(y) dy + 2k
2
Z 1
−1
q0m(y)q
0
n(y) dy + k
4
Z 1
−1
qm(y)qn(y) dy; (3.38)
(M g^k )m;n =
Z 1
−1
rm(y)rn(y) dy; (3.39)
(Dg^k)m;n = −
Z 1
−1
r0m(y)r
0
n(y) dy − k2
Z 1
−1
rm(y)rn(y) dy; (3.40)
and for k = (0; 0) we have
(M0)m;n =
Z 1
−1
rm(y)rn(y) dy; (3.41)
(D0)m;n = −
Z 1
−1
r0m(y)r
0
n(y) dy: (3.42)
All of these matrices have the same structure: they are banded and, in addition, have the
j-th superdiagonal and j-th subdiagonal equal to zero if j is odd. In summary, the matrices
M v^k and D
v^
k have bandwidth 8 (with 9 nonzero diagonals), the matrices M
g^
k , D
g^
k , and M0
75
have bandwidth 4 (with 5 nonzero diagonals), and the matrix D0 has bandwidth 2 (with 3
nonzero diagonals).
Finally, for each wave number pair k = (kx; kz) 6= (0; 0) the vectors Fv^k and Fg^k in
(3.31){(3.32) have entries
(Fv^k)m =
Z 1
−1
qm(y) h^vk dy
=
Z 1
−1
qm(y)

− @
@y
(ikxH^x;k + ikzH^z;k)− k2H^y;k

dy
=
Z 1
−1

q0m(y) (ikxH^x;k + ikzH^z;k)− k2qm(y) H^y;k

dy; (3.43)
(Fg^k)m =
Z 1
−1
rm(y) h^
g
k dy
=
Z 1
−1
rm(y) (ikzH^x;k − ikxH^z;k) dy; (3.44)
and for k = (0; 0) the entries in Fu^x0 and F
u^z
0 are
(Fu^x0 )m =
Z 1
−1
rm(y) H^x;0 dy −
Z 1
−1
rm(y) dy; (3.45)
(Fu^z0 )m =
Z 1
−1
rm(y) H^z;0 dy: (3.46)
We adopt the convention used by Moser et al. in [54] and write (3.43){(3.46) using the more
compact dot product notation
(Fv^k)m =
Z 1
−1
Γk;m  H^k dy; (3.47)
(Fg^k)m =
Z 1
−1
Γk;m  H^k dy; (3.48)
(Fu^x0 )m =
Z 1
−1
Γa0;m  H^0 dy −
Z 1
−1
rm(y) dy; (3.49)
(Fu^z0 )m =
Z 1
−1
Γb0;m  H^0 dy; (3.50)
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where
Γk;m =
0
BBB@
ikxq
0
m(y)
−k2qm(y)
ikzq
0
m(y)
1
CCCA ; Γk;m =
0
BBB@
ikzrm(y)
0
−ikxrm(y)
1
CCCA ;
Γa0;m =
0
BBB@
rm(y)
0
0
1
CCCA ; Γb0;m =
0
BBB@
0
0
rm(y)
1
CCCA ;
(3.51)
for each basis function qm(y) and rm(y). The numerical solution of the system of ODEs
(3.31){(3.34) is now discussed.
3.2 Numerical Solution of System of Ordinary Dierential
Equations
We solve the system of ODEs (3.31){(3.34) using the time integration procedure described
in Appendix A. Following the notation in the appendix, the operator L consists of the
discretized viscous terms in the Navier-Stokes equations (i.e., those multiplied by 1=Re)
and the operator N corresponds to the discretized convection terms (i.e., the nonlinear
terms u!). The three substeps taken to advance from time t (step n) to time t+t (step
n + 1) for the equations in (3.31) are
M v^k 
0
k = M
v^
k 
n
k + t

1
Re
Dv^k (a1
n
k + b1
0
k) + c1(F
v^
k)
n

;
M v^k 
00
k = M
v^
k 
0
k + t

1
Re
Dv^k (a2
0
k + b2
00
k) + c2(F
v^
k)
0
+ d2(Fv^k)
n

;
M v^k 
n+1
k = M
v^
k 
00
k + t

1
Re
Dv^k (a3
00
k + b3
n+1
k ) + c3(F
v^
k)
00
+ d3(Fv^k)
0

;
where a1; a2; a3; b1; b2; b3; c1; c2; c3; d2; d3 are constants as dened in Appendix A. For each
k 6= 0, substep l, l = 1; 2; 3, requires the solution of a linear system with M v^k−(1=Re)bltDv^k
as coecient matrix. Since these are (Ny − 4)  (Ny − 4) banded matrices (typically
Ny 2 [32; 128]), solving the linear systems using direct methods is feasible. The equations
in (3.32){(3.34) are treated similarly.
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The matrices M g^k = M0 and D0 in (3.39), (3.41), and (3.42) do not depend on time, and
thus can be computed once and reused at each time step. The same applies for the matrices
M v^k , D
v^
k , and D
g^
k in (3.37), (3.38), and (3.40), but since there is one of these matrices for
each wave number pair k 6= 0, it may not be possible to store all of them because of memory
restrictions. Nevertheless, the matrices represented by each of the integrals in (3.37){(3.40)
can be computed once and stored for reuse (to obtain the required matrices as needed)
since they are not dependent on the wave numbers. The nonzero diagonals are the only
entries that need to be stored (in addition, these matrices are symmetric so storing only
the main and superdiagonals is sucient). These are computed from (3.37){(3.40) using
Gauss-Legendre quadrature.3
The entries in the vectors Fv^k, F
g^
k, Fu^x0 , and F
u^z
0 , given by (3.47){(3.50), are time depen-
dent and thus must be computed at each time step. The standard procedure for computing
nonlinear terms in spectral discretizations, described in Chapter 1, is used to obtain these
entries as follows:
1. Let the grid points yj represent the zeros of the Legendre polynomial of degree 3Ny=2.
For each triple (kx; yj ; kz), k = (kx; kz) 6= (0; 0), use the current value of the coecients
k;n to compute
f^k = −@v^k
@y
= −
Ny−5X
n=0
k;nq
0
n(y):
Compute also the current values of the Fourier coecients v^k and g^k, as given by
(3.23) and (3.24), respectively. Use the computed values of the coecients v^k, g^k, and
f^k to obtain values for the Fourier coecients u^x;k, u^y;k, and u^z;k using (3.16){(3.18).
2. For each yj , compute the current values of u^x;0 and u^z;0, as given by (3.25) and (3.26),
respectively.
3. For each triple (kx; yj ; kz), compute the components of the vorticity vector in Fourier
space
!^x;k =
@u^z;k
@y
− ikzu^y;k;
!^z;k = ikxu^y;k − @u^x;k
@y
:
3 See Appendix B for a review of Gauss-Legendre quadrature.
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Recall that for the normal component of the vorticity vector we have !^y;k = g^k.
4. Use the inverse FFT algorithm to obtain values of u and ! in physical space. To avoid
aliasing error, 3Nx=2 and 3Nz=2 points are used in the x and z directions, respectively.
(The added Fourier coecients are set to zero before doing the inverse FFTs.) For
each of u and !, this results in a 3Nx=2  3Ny=2  3Nz=2 grid of values in physical
space.
5. Compute H = u ! in physical space (on the 3Nx=2 3Ny=2 3Nz=2 grid).
6. Use the FFT algorithm to compute the Fourier coecients H^ of H.
7. Compute the integrals (3.47){(3.50) using Gauss-Legendre quadrature. The process
is done using the zeros of the Legendre polynomial of degree 3Ny=2 as nodes, with
the number of points chosen so that the numerical computation of the entries in
(3.47){(3.50) results in the exact value of the integrals.
As for the size of the system of ODEs, note that since the solution u(x; y; z; t) is real,
u^−kx(y; z; t) = u^

kx(y; z; t) (3.52)
for all y, z, t. Hence one needs to solve the equations corresponding to the nonnegative kx
only. Excluding the negative kx, there are
 (Nx=2− 1)(Nz − 1)(Ny − 4) + (Nz − 2)(Ny − 4) equations in (3.31),
 (Nx=2− 1)(Nz − 1)(Ny − 2) + (Nz − 2)(Ny − 2) equations in (3.32),
 (Ny − 2) equations in (3.33), and
 (Ny − 2) equations in (3.34).
This gives a total of Nx(Ny − 3)(Nz − 1) + 2 complex equations. (Without excluding
the equations corresponding to the negative kx, the total number of complex equations is
(Nx− 1)(2Ny − 6)(Nz − 1) + 2). Note also that from (3.52) it follows that u^0(y; z; t) is real,
which implies that u^0;−kz(y; t) = u^

0;kz(y; t). Therefore, when kx = 0, only the coecients
corresponding to nonnegative kz count as unknowns.
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3.2.1 Test Problems for Time Integration Procedure
Two standard test problems for the time integration of the Navier-Stokes equations are now
presented. The rst consists of testing convergence to the steady-state solution
u(x; y; z; t) =
0
BBB@
1− y2
0
0
1
CCCA ;
for which
u^x;0(y; t) = 1− y2 (3.53)
and the remaining Fourier coecients are zero. The initial condition for this test is
u(x; y; z; 0) =
0
BBB@
C(1− y2)2 + Dy(1− y2)
0
0
1
CCCA ;
where D is a constant of order 0:1 and C is a constant chosen so that the initial condition
has the same integral as the solution over the domain in y. Since −1  y  1,Z 1
−1
(1− y2) dy = 4
3
and
Z 1
−1
(C(1− y2)2 + Dy(1− y2)) dy = 16
15
C
give C = 5=4. In terms of the unknowns k(t), k(t), a0(t), and b0(t), the initial condition
is
k(0) = k(0) = b0(0) = 0;
and a0(0) is determined by the requirement thatZ 1
−1
rm(y)
 X
n
a0;n(0) rn(y)
!
dy =
Z 1
−1
rm(y) u^x;0(y; 0) dy
=
Z 1
−1
rm(y) (C(1− y2)2 + D(1− y2)y) dy
for each basis function rm(y). Finally, equations (3.21) and (3.53) give the value  = −2=Re
for the mean pressure gradient.
Figure 3.1 shows u^x;0(y; t) at times t = 0; 2; 35 as computed by our implementation of
the time integration process, with a Reynolds number of Re = 10. At time tl = 35, the
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relative error is
jju^x;0(y; tl)− (1− y2)jj2
jj(1− y2)jj2  1:4 10
−5:
−1 −0.8 −0.6 −0.4 −0.2 0 0.2 0.4 0.6 0.8 1
−0.2
0
0.2
0.4
0.6
0.8
1
1.2
1.4
y
û x
,0
,0
(y,
t)
exact solution
û
x,0,0(y,0)
û
x,0,0(y,2)
û
x,0,0(y,35)
Figure 3.1: u^x;0(y; t) at times t = 0; 2; 35 for the rst test problem.
The second test case concerns the evolution of a small perturbation to the flow
u(x; y; z; t) =
0
BBB@
1− y2
0
0
1
CCCA
determined by a solution to the Orr-Sommerfeld equation
d2
dy2
− γ2 − 2
2
Ψ = i Re

(γU − !)

d2
dy2
− γ2 − 2

Ψ− γ d
2U
dy2
Ψ

;
with boundary conditions Ψ(1) = Ψ0(1) = 0. Here U(y) = 1 − y2, γ and  denote the
wave numbers in x and z, respectively, of the perturbed Fourier mode, and ! denotes the
complex frequency of the perturbation.4 The perturbation to the flow is proportional to0
BBB@
Re

Ψ
0
(y)eiγx+iz−i!t

−Re (iΨ(y)eiγx+iz−i!t
0
1
CCCA :
4 See the papers by Malik et al. [49], Orszag and Kells [59], Orszag [60], and the book by Canuto et al. [11]
for information on this problem.
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We wish to verify convergence to a solution with frequency !, as obtained from numerical
experiments by Malik et al. [49], Orszag and Kells [59], and Orszag [60]. To integrate in
time, let " be the magnitude of the perturbation and set the initial condition to5
u^x;0(y; 0) = 1− y2;
u^x;~k(y; 0) = " Ψ
0
(y);
u^y;~k(y; 0) = " iΨ(y);
where ~k denotes the wave number pair (γ; ).6 The remaining Fourier coecients are set
to zero, and the value for the mean pressure gradient is  = −2=Re. To compute the value
of ! as time evolves, notice that (for the exact solution)
u^x;~k(y; t)
u^x;~k(y; t + t)
= ei!t: (3.54)
If we use the polar form of u^x;~k(y; t) and u^x;~k(y; t + t),
u^x;~k(y; t) = c1 + d1 i =
p
c21 + d21 e
i1 = r1ei1 ;
u^x;~k(y; t + t) = c2 + d2 i =
p
c22 + d22 e
i2 = r2ei2 ;
and take the natural logarithm on both sides of equation (3.54), we have that
! = − i
t
ln

u^x;~k(y; t)
u^x;~k(y; t + t)

=
(1 − 2)
t
+
i
t
ln

r2
r1

:
This formula can be used to compute ! at the grid points yj as time evolves.
Table 3.1 displays the value of the frequency ! obtained using the time integration
procedure we implemented, along with the frequency !ref reported by Malik et al. [49],
Orszag and Kells [59], and Orszag [60] for specic values of γ, , and Re. Good agreement
between the values of the frequencies ! and !ref is observed.
Having the ability to integrate the Navier-Stokes equations in time, we turn to the is-
sue of locating (relative) time-periodic solutions. As previously mentioned, these solutions
5 This implicitly sets the initial values u^x;−~k(y; 0) and u^y;−~k(y; 0).
6 Data to obtain Ψ(y) and Ψ
0
(y) at the grid points yj was provided to us by Fady Najjar.
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γ  Re ! !ref
1 0 7; 500 0:2498915 + 0:0022350 i 0:24989154 + 0:00223498 i
1 0 10; 000 0:2375269 + 0:0037397 i 0:23752649 + 0:00373967 i
1 0 1; 550 0:3262987− 0:0282057 i 0:3262988 − 0:0282057 i
1 1 1; 550 0:401292 − 0:028230 i 0:4012928 − 0:0282305 i
Table 3.1: Results for the Orr-Sommerfeld test problem.
will be sought as solutions to a system of nonlinear algebraic equations. The time inte-
gration procedure will be used in the process as a whole, (possibly) to aid in identifying
initial guesses for the solver of the system of nonlinear algebraic equations and to verify
that any solutions found to this system are indeed (relative) time-periodic solutions to the
Navier-Stokes equations.
3.3 Search for Time-Periodic Solutions
Equations (3.1){(3.3) are invariant under time translations and under space translations
in the x and z directions. That is, if u(x; y; z; t) is a solution to (3.1){(3.3), then for
any real numbers 1, 2 and 3, u(x + 1; y; z + 2; t + 3) is also a solution. Thus, equa-
tions (3.1){(3.3) possess a three-parameter group G of symmetries7 generated by space-time
translations x ! x + 1, z ! z + 2, and t ! t + 3. Therefore, we look for solutions of
(3.1){(3.3) that satisfy the condition
u(x; y; z; t) = u(x + R; y; z + S; t + T ) (3.55)
for some space shifts R and S and time period T which are unknown and to be determined.
Such a solution u is invariant under the action of a subgroup of G generated by the element
(R; S; T ) 2 G. The case R = 0 = S results in a solution that is (truly) periodic in time,
otherwise u is a relative time-periodic solution of equations (3.1){(3.3). In other words, a
relative time-periodic solution of (3.1){(3.3) is periodic in time, up to space translations in
the x and z directions. We now outline our preliminary work towards the goal of nding
(relative) time-periodic solutions to the Navier-Stokes equations in three space dimensions.
7 See Chapter 1 for a discussion on symmetry groups.
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3.3.1 From Ordinary Dierential Equations to Nonlinear Algebraic
Equations
From equation (3.55) it follows that to represent a (relative) time-periodic solution of equa-
tions (3.1){(3.3) the coecients k(t), k(t), a0(t), and b0(t) in (3.23){(3.26) must satisfy
k(t) = eikxReikzSk(t + T ); (3.56)
k(t) = e
ikxReikzSk(t + T ); (3.57)
a0(t) = a0(t + T ); (3.58)
b0(t) = b0(t + T ): (3.59)
Equations (3.58) and (3.59) are satised by the truncated Fourier series expansions
a0(t) =
X
!
a^0;!e
i!t; (3.60)
b0(t) =
X
!
b^0;!e
i!t; (3.61)
where, given some (even) integer Nt, the frequency ! runs over the set of values
! 2

2j
T
: j = 0;1;2; : : : ;

Nt
2
− 1

:
Now let
k(t) = e−ikx
R
T
te−ikz
S
T
t
X
!
^k;!e
i!t: (3.62)
Then
k(t + T ) = e−ikxRe−ikzSe−ikx
R
T
te−ikz
S
T
t
X
!
^k;!e
i!t
= e−ikxRe−ikzSk(t)
and, therefore, (3.56) holds. An equivalent representation for the coecients k(t),
k(t) = e
−ikx RT te−ikz
S
T
t
X
!
^k;!e
i!t; (3.63)
can be assumed. The unknowns are now the Fourier coecients ^k;!, ^k;!, a^0;!, and b^0;!
of k(t), k(t), a0(t), and b0(t), respectively, the space shifts R and S, and the time period
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T . Substituting (3.60){(3.63) into the system of ODEs (3.31){(3.34) yields a system of
nonlinear algebraic equations for the unknowns,
i

! − kx R
T
− kz S
T

M v^k ^k;! =
1
Re
Dv^k ^k;! + F^
v^
k;!; (3.64)
i

! − kx R
T
− kz S
T

M g^k ^k;! =
1
Re
Dg^k ^k;! + F^
g^
k;!; (3.65)
i!M0 a^0;! =
1
Re
D0 a^0;! + F^u^x0;!; (3.66)
i!M0 b^0;! =
1
Re
D0 b^0;! + F^u^z0;!; (3.67)
where the vectors F^v^k;!, F^
g^
k;!, F^u^x0;!, and F^
u^z
0;! are the (temporal) Fourier coecients of F
v^
k,
Fg^k, Fu^x0 , and F
u^z
0 , respectively, and have entries
(F^v^k;!)m =
Z 1
−1
Γk;m  H^k;! dy; (3.68)
(F^g^k;!)m =
Z 1
−1
Γk;m  H^k;! dy; (3.69)
(F^u^x0;!)m =
Z 1
−1
Γa0;m  H^0;! dy −
Z 1
−1
rm(y) dy; (3.70)
(F^u^z0;!)m =
Z 1
−1
Γb0;m  H^0;! dy; (3.71)
for Γk;m, Γ

k;m, Γa0;m, and Γ
b
0;m as dened in (3.51). These nonlinear terms are computed
using the procedure described in Section 3.2 for computing Fv^k, F
g^
k, Fu^x0 , and F
u^z
0 , but
taking into account that now Fourier transforms in time are also required. We will write
the system (3.64){(3.67) as
G(^; ^; a^; b^; R; S; T ) = GL(^; ^; a^; b^; R; S; T )−GNL(^; ^; a^; b^) = 0;
where ^ is a vector with entries given by the components of the vectors ^k;!, and similarly
for ^, a^, and b^, and where GL consists of the discretized time derivative and viscous terms
in the Navier-Stokes equations and thus has entries
(GL)v^k;! = i

! − kx R
T
− kz S
T

M v^k ^k;! −
1
Re
Dv^k ^k;!; (3.72)
(GL)
g^
k;! = i

! − kx R
T
− kz S
T

M g^k ^k;! −
1
Re
Dg^k ^k;!; (3.73)
(GL)u^x0;! = i!M0 a^0;! −
1
Re
D0 a^0;!; (3.74)
(GL)u^z0;! = i!M0 b^0;! −
1
Re
D0 b^0;!; (3.75)
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and GNL consists of the nonlinear terms (3.68){(3.71) (i.e., those corresponding to the
convection terms in the Navier-Stokes equations).
The system G = 0 is an underdetermined system of equations. After excluding the
coecients determined by the fact that solutions u are real and splitting equations and co-
ecients into their real and imaginary parts, the number of (real) equations in (3.64){(3.67)
is
2(Nt − 1)[(Ny − 3)[(Nx − 2)(Nz − 1) + (Nz − 2)] + (Ny − 2)];
and the number of (real) unknowns is
2(Nt − 1)[(Ny − 3)[(Nx − 2)(Nz − 1) + (Nz − 2)] + (Ny − 2)] + 3:
As mentioned at the beginning of Section 3.3, the three extra unknowns correspond to the
space shifts R and S and the time period T in equation (3.55). Before attempting to solve
G = 0 numerically, we will impose additional conditions in order to solve a system with an
equal number of equations and unknowns. Additional constraints can be constructed using
the symmetries of (3.1){(3.3) and will be the subject of Section 3.3.5.
Solutions to G = 0 will allow us to construct time-periodic solutions (satisfying (3.55))
to the Navier-Stokes equations by using (3.60){(3.63) to compute the coecients v^k, g^k,
u^x;0, and u^z;0 via (3.23){(3.26) and then use these to obtain a solution u by means of
(3.16){(3.18). Typically, we will have values of Nx  16, Ny  32, Nz  16, and Nt  16.
Therefore, at a minimum, there will be 195;780 equations in the system (3.64){(3.67).
In addition to having a large system of equations, the Jacobian matrix of G is dense.
These two features make it infeasible to solve linear systems with the Jacobian matrix of
G (augmented) as coecient matrix, which is needed as part of the procedure for solving
G = 0 numerically, using direct methods. Thus, iterative methods for solving linear systems
are required. The methods of interest are Krylov subspace methods for linear systems since
computing matrix-vector products with the Jacobian matrix of G is easily accomplished
(without explicitly computing the Jacobian matrix), as explained next.
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3.3.2 Matrix-Vector Product with Jacobian Matrix
Let J be the Jacobian matrix of G evaluated at a point (^; ^; a^; b^; R; S; T ). The product of
J and a vector u^ (corresponding to a point (^; ^; a^; b^; R; S; T )) can be computed
as
Ju^ = DGL(^; ^; a^; b^; R; S; T ) + DGRST (R; S; T ; ^; ^; a^; b^; R; S; T )
− DGNL(^; ^; a^; b^; ^; ^; a^; b^); (3.76)
where DGL is the contribution to the product from the derivative of GL with respect to
the unknowns ^k;!, ^k;!, a^0;!, and b^0;! and has entries
(DGL)v^k;! = i

! − kx R
T
− kz S
T

M v^k ^k;! −
1
Re
Dv^k ^k;!;
(DGL)
g^
k;! = i

! − kx R
T
− kz S
T

M g^k ^k;! −
1
Re
Dg^k ^k;!;
(DGL)u^x0;! = i!M0 a^0;! −
1
Re
D0 a^0;!;
(DGL)u^z0;! = i!M0 b^0;! −
1
Re
D0 b^0;!;
DGRST corresponds to the contribution from the derivative of G with respect to R, S, and
T and is given by
(DGRST )v^k;! = −
i
T

! − kx R
T
− kz S
T

T M
v^
k ^k;! − ikx
R
T
M v^k ^k;! − ikz
S
T
M v^k ^k;!;
(DGRST )
g^
k;! = −
i
T

! − kx R
T
− kz S
T

T M
g^
k ^k;! − ikx
R
T
M g^k ^k;! − ikz
S
T
M g^k ^k;!;
(DGRST )u^x0;! = −
i
T
!T M0 a^0;!;
(DGRST )u^z0;! = −
i
T
!T M0 b^0;!;
and DGNL represents the contribution to the product from the nonlinear terms GNL (i.e.,
those in (3.68){(3.71)) and is dened next.
In (3.76), DGL and DGNL correspond to the rst variational derivative of (3.1){(3.2),
@
@t
u− 1
Re
r2u +r(p + u  u)− [(u !) + (u !)] = 0; (3.77)
r  u = 0; (3.78)
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with boundary conditions on the variations u and p equivalent to those satised by
the velocity u and the pressure p, after a procedure analogous to that used to discretize
(3.1){(3.2) is applied to (3.77){(3.78). Therefore, if we dene
Ju(u) = (u !) + (u !); (3.79)
it follows that the entries in DGNL are given by
(DGNL)v^k;! =
Z 1
−1
Γk;m  ( \Ju(u))k;! dy; (3.80)
(DGNL)
g^
k;! =
Z 1
−1
Γk;m  ( \Ju(u))k;! dy; (3.81)
(DGNL)u^x0;! =
Z 1
−1
Γa0;m  ( \Ju(u))0;! dy; (3.82)
(DGNL)u^z0;! =
Z 1
−1
Γb0;m  ( \Ju(u))0;! dy; (3.83)
where the vectors Γk;m, Γ

k;m, Γa0;m, and Γ
b
0;m are as in (3.51). (Notice the correspondence
with the expressions in (3.68){(3.71).) The vector u in (3.80){(3.83) is determined by
(^; ^; a^; b^) in the same way (^; ^; a^; b^) determines u via the spectral representation of
solutions. Finally, the entries in (3.80){(3.83) are obtained using the procedure described in
Section 3.2 for computing the discretized nonlinear terms, except that instead of computing
H in physical space what one needs is Ju(u), and that now Fourier transforms in time
are also required.
3.3.3 Matrix-Vector Product with Hermitian Transpose of
Jacobian Matrix
It will be useful to be able to compute the product of the Hermitian transpose JH of the Ja-
cobian matrix J of G and a vector u^. For example, the gradient of 12 jjGjj22 is given by the
product JHG, and this quantity is often used by solvers for systems of nonlinear algebraic
equations to determine a search direction or to determine stopping criteria. The product
JHu^ can also be computed without calculating JH explicitly. The contribution to this
product corresponding to the derivative of GL with respect to the unknowns is straightfor-
ward from (3.72){(3.75), so we discuss only the contribution related to the nonlinear terms
GNL in (3.68){(3.71).
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Let ~J denote the Jacobian matrix of GNL evaluated at a given point (^; ^; a^; b^) and let
u^ be a vector corresponding to some point (^; ^; a^; b^; R; S; T ). The product ~JHu^
is obtained using the adjoint operator J Au (u) of Ju(u) = (u  !) + (u  !). The
details are worked out in Appendix C and result in
( ~JHu^)v^k;! =
Z 1
−1
(k;m)
  ( \J Au (u))k;! dy;
( ~JHu^)g^k;! =
Z 1
−1
(k;m)  ( \J Au (u))k;! dy;
( ~JHu^)u^x0;! =
1
2
Z 1
−1
(a0;m)
  ( \J Au (u))0;! dy;
( ~JHu^)u^z0;! =
1
2
Z 1
−1
(b0;m)
  ( \J Au (u))0;! dy;
where
k;m =
1
k2
0
BBB@
ikxq
0
m(y)
k2qm(y)
ikzq
0
m(y)
1
CCCA ; k;m = 1k2
0
BBB@
−ikzrm(y)
0
ikxrm(y)
1
CCCA ;
a0;m =
0
BBB@
rm(y)
0
0
1
CCCA ; b0;m =
0
BBB@
0
0
rm(y)
1
CCCA ;
for each basis function qm(y) and rm(y). The adjoint J Au (u) of Ju(u), derived in Ap-
pendix D, has entries
(J Au (u))x = ux

2
@
@x
ux

+ uy

@
@x
uy +
@
@y
ux

+ uz

@
@x
uz +
@
@z
ux

;
(J Au (u))y = ux

@
@y
ux +
@
@x
uy

+ uy

2
@
@y
uy

+ uz

@
@y
uz +
@
@z
uy

;
(J Au (u))z = ux

@
@z
ux +
@
@x
uz

+ uy

@
@z
uy +
@
@y
uz

+ uz

2
@
@z
uz

:
The Fourier coecients \J Au (u) of J Au (u) are computed similarly to those of Ju(u)
(as specied at the end of Section 3.3.2), with the exception that in this case the Fourier
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coecients of u are given by
^ux;k;!(y) = −ikx
X
m
^k;!;m q
0
m(y)− ikz
X
m
^k;!;m rm(y);
^uy;k;!(y) = −k2
X
m
^k;!;m qm(y);
^uz;k;!(y) = −ikz
X
m
^k;!;m q
0
m(y) + ikx
X
m
^k;!;m rm(y)
when k 6= (0; 0), and
^ux;0;!(y) = 2
X
m
a^0;!;mrm(y);
^uy;0;!(y) = 0;
^uz;k;!(0) = 2
X
m
b^0;!;mrm(y)
when k = (0; 0). Finally, we point out that our discussion assumes that real FFTs are used
to compute the Fourier coecients \J Au (u), as is our case.
This completes the discussion on computing matrix-vector products with the Jacobian
matrix of G and with its Hermitian transpose. Next we describe the null space of the
Jacobian matrix of G at a solution.
3.3.4 Null Space of Jacobian Matrix at Solutions
The Jacobian matrix J of G is an N  (N +3) matrix, where N is the number of equations
in the system. Therefore, J has a null space of dimension at least three. Assume that the
columns of J correspond to the derivatives with respect to the unknowns in the order ^k;!,
^k;!, a^0;!, b^0;!, R, S, T . At a solution (^; ^; a^; b^; R; S; T ) of G = 0, the symmetries of
equations (3.1){(3.3) give rise to three vectors in the null space of J . These vectors are
w^1 =
0
BBBBBBBBBBBBB@
ikx^k;!
ikx^k;!
0
0
0
0
0
1
CCCCCCCCCCCCCA
; w^2 =
0
BBBBBBBBBBBBB@
ikz^k;!
ikz^k;!
0
0
0
0
0
1
CCCCCCCCCCCCCA
; w^3 =
0
BBBBBBBBBBBBB@
i!^k;!
i!^k;!
i!a^0;!
i!b^0;!
0
0
0
1
CCCCCCCCCCCCCA
; (3.84)
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where the rst N entries in these vectors correspond to the coecients in the spectral
representation of
@
@1
u(x + 1; y; z; t)

1=0
=
@
@x
u(x; y; z; t);
@
@2
u(x; y; z + 2; t)

2=0
=
@
@z
u(x; y; z; t);
@
@3
u(x; y; z; t + 3)

3=0
=
@
@t
u(x; y; z; t):
Let us verify that the rst of these vectors is in the null space of J evaluated at
(^; ^; a^; b^; R; S; T ) by computing the product Jw^1, as given by (3.76) with u^ = w^1.
Clearly,
DGL + DGRST =
0
BBBBBB@
ikx (GL)v^k;!
ikx (GL)
g^
k;!
0
0
1
CCCCCCA :
To obtain DGNL we must rst compute Ju(@u@x ) = (u (r @u@x )) + (@u@x  (ru)). Using
Einstein’s convention for summation over repeated indices to simplify notation and setting
(x1; x2; x3)  (x; y; z) and (u1; u2; u3)  (ux; uy; uz), we have
Ju

@u
@x1

j
=

u

r @u
@x1

j
+

@u
@x1
 (r u)

j
=

uk

@2uk
@xj@x1
− @
2uj
@xk@x1

+

@uk
@x1

@uk
@xj
− @uj
@xk

=

uk

@
@x1

@uk
@xj
− @uj
@xk

+

@uk
@x1

@uk
@xj
− @uj
@xk

=

@
@x1

uk

@uk
@xj
− @uj
@xk

−

@uk
@x1

@uk
@xj
− @uj
@xk

+

@uk
@x1

@uk
@xj
− @uj
@xk

=
@
@x1

uk

@uk
@xj
− @uj
@xk

=
@
@x1
(u (r u))j
=
@
@x1
(H(u))j :
91
Therefore,
DGNL =
0
BBBBBB@
ikx F^v^k;!
ikx F^
g^
k;!
0
0
1
CCCCCCA
and
Jw^1 = DGL + DGRST −DGNL
=
0
BBBBBB@
ikx
(
(GL)v^k;! − (GNL)v^k;!

ikx

(GL)
g^
k;! − (GNL)g^k;!

0
0
1
CCCCCCA
= 0;
since G(^; ^; a^; b^; R; S; T ) = 0. Similar computations show that w^2 and w^3 are also in the
null space of J evaluated at a solution of G = 0.
3.3.5 Additional Constraints
The symmetries of equations (3.1){(3.3) can be used to dene additional constraints in order
to obtain a system with the number of equations equal to the number of unknowns. Recall
that if v(x; y; z; t) is a solution to (3.1){(3.3), then for any real numbers 1, 2, and 3,
u(x; y; z; t) = v(x+1; y; z+2; t+3) is also a solution. In terms of the Fourier coecients
of u and v this means that
u^kx;kz ;!(y) = e
ikx1eikz2ei!3 v^kx;kz ;!(y): (3.85)
Additional constraints analogous to those discussed for the Ginzburg-Landau problem can
be dened for the Navier-Stokes problem. Here we discuss only the case where the imaginary
parts of three coecients are set to zero.
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Let k
0
x 6= 0, k
0
z 6= 0, and !
0 6= 0 be given and suppose we require that
Im

u^x;0;0;!0 (yj)

= 0;
Im

u^y;0;k0z ;0
(yj)

= 0; (3.86)
Im

u^z;k0x;0;0
(yj)

= 0
at some grid point yj . By (3.85), imposing these constraints is justied if there exist 1, 2,
and 3 such that
Im

exp(i!
0
3) v^x;0;0;!0 (yj)

= 0;
Im

exp(ik
0
z2) v^y;0;k0z ;0(yj)

= 0;
Im

exp(ik
0
x1) v^z;k0x;0;0(yj)

= 0:
The solution to these equations is given by
1 = − 1
k0x
arg

v^z;k0x;0;0
(yj)

;
2 = − 1
k0z
arg

v^y;0;k0z ;0
(yj)

;
3 = − 1
!0
arg

v^x;0;0;!0 (yj)

;
and thus the additional constraints (3.86) may be imposed. Since
u^x;0;0;!0 (y) =
X
n
a^0;0;!0 ;nrn(y);
u^y;0;k0z ;0
(y) =
X
n
^0;k0z ;0;n
qn(y);
u^z;k0x;0;0
(y) =
i
k0x
X
n
^k0x;0;0;n
rn(y);
the additional constraints (3.86) in terms of the unknowns ^k;!, ^k;!, a^0;!, and b^0;! are
X
n
Im

a^0;0;!0 ;n

rn(yj) = 0;
X
n
Im

^0;k0z ;0;n

qn(yj) = 0; (3.87)
i
k0x
X
n
Re

^k0x;0;0;n

rn(yj) = 0:
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Suppose we augment the system of equations G = 0 with the constraints (3.87). If
J is the Jacobian matrix of the augmented system of equations evaluated at a solution
(^; ^; a^; b^; R; S; T ) of G = 0, and w^1, w^2, and w^3 are as in (3.84), then it is easy to see
that
Jw^1 =
 
0; 0; 0;−
X
n
Im

^k0x;0;0;n

rn(yj)
!T
=

0; 0; 0; k
0
x Re

u^z;k0x;0;0
(yj)
T
;
Jw^2 =
 
0; 0; k
0
z
X
n
Re

^0;k0z ;0;n

qn(yj); 0
!T
=

0; 0; k
0
z Re

u^y;0;k0z ;0
(yj)

; 0
T
;
Jw^3 =
 
0; !
0X
n
Re

a^0;0;!0 ;n

rn(yj); 0; 0
!T
=

0; !
0
Re

u^x;0;0;!0 (yj)

; 0; 0
T
:
Hence, the vectors w^1, w^2, and w^3 are not in the null space of the Jacobian matrix of the
augmented system of equations evaluated at a solution of G = 0 if
Re

u^x;0;0;!0 (yj)

6= 0;
Re

u^y;0;k0z ;0
(yj)

6= 0;
Re

u^z;k0x;0;0
(yj)

6= 0:
This is important since, for the purpose of solving nonlinear algebraic equations numerically,
it is desirable to have a nonsingular Jacobian matrix at a solution of the system being solved.
As already mentioned, the other types of constraints discussed for the Ginzburg-Landau
problem could also be applied to the Navier-Stokes problem. One thing to keep in mind
is that once the constraints are imposed on u, one must derive the resulting equations in
terms of the coecients ^k;!, ^k;!, a^0;!, and b^0;!, since these are the ones that will be part
of the augmented system of nonlinear algebraic equations.
Assuming that, once the additional constraints are dened, the Jacobian matrix J of
the augmented system of nonlinear algebraic equations is nonsingular, we can consider the
numerical solution of linear systems with J as coecient matrix. This subject is next.
3.3.6 Solution of Linear Systems with Jacobian as Coecient Matrix
As previously noted, the Jacobian matrix J of the system of nonlinear algebraic equations is
a large and dense matrix, so solving linear systems with J as coecient matrix using direct
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methods is not feasible. To try to solve G = 0 numerically we must therefore use itera-
tive methods for solving the required linear systems. Since, as explained in Section 3.3.2,
matrix-vector products with J are easily computed, the iterative solvers of interest are
Krylov subspace methods.8 There are certain properties of J that now come into play. In
addition to being large and dense, J is non-Hermitian, indenite, and not block diagonally
dominant (for large values of the Reynolds number, which are of interest to us). Further-
more, even though matrix-vector products with J are easy to compute, obtaining individual
entries of J is not straightforward. These properties somewhat complicate the problem of
solving linear systems using iterative methods (with J as coecient matrix) since standard
preconditioners might not work well and nding an ecient preconditioner for the problem
might become more dicult.9 In this section we show results from (small) tests done to get
an idea of the performance of various Krylov subspace methods for solving linear systems
for this problem. We are aware that more research is needed in this area, but hope that the
information presented here will give some insight into details particular to the Navier-Stokes
problem addressed in this thesis.
Figures 3.2{3.4 show the performance of various Krylov subspace methods for non-
Hermitian problems, in particular (full) GMRES, QMR, BiCG, BiCGSTAB, and CGS,
for a small problem with Nx = Nz = Nt = 4 and Ny = 12, giving a total of 495 real
unknowns.10 The value of the Reynolds number was set to Re = 7;500.11 Figure 3.2
corresponds to the solution of Jw = b for w, without preconditioning. The rst plot in
this gure shows the value of the relative residual jjJw− bjj=jjbjj at each iteration for each
one of the solvers. We see that GMRES is the only solver that converges to the solution.
It does so at iteration number 495, which corresponds to the size of the problem. This
does not oer much of an advantage, since the storage and work requirements for GMRES
increases with the number of iterations required for convergence. Besides, the goal in using
one of these iterative methods is to converge to an approximate solution in a number of
8 See Chapter 1 for a review of Krylov subspace methods for solving systems of linear equations. For
a general discussion on the subject and for a detailed description of the solvers considered in this section,
namely, GMRES, QMR, BiCG, BiCGSTAB, and CGS, see the book by Greenbaum [34].
9 See the section on preconditioning in the book by Greenbaum [34] for details.
10 We have used the (built-in) MATLAB implementation of these solvers for this small problem.
11 This value of Re corresponds to that of a simple test case in two spatial dimensions that solves G = 0.
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Figure 3.2: Relative residual jjJw − bjj2=jjbjj2 at each iteration for various solvers. No
preconditioning was used. GMRES converged at iteration number 495, which equals number
of unknowns. Reynolds number is Re = 7;500. Plot on right shows eigenvalue distribution
of J .
iterations that is signicantly less than the problem size. The second plot in Figure 3.2
displays the eigenvalues of J in the complex plane. The performance of (some of) these
methods is in general dependent on the eigenvalue distribution of the coecient matrix,
with the ideal case having the eigenvalues clustered around a small number of points, none
of them zero. Unfortunately, we see that in this case many of the eigenvalues are clustered
around zero. (We have found this also to hold for the eigenvalues of the Jacobian matrix
evaluated at dierent points.) This suggests, as is generally the case, that preconditioning
will be essential for this problem.
The simplest idea for a preconditioner is to use the matrix M1 with columns corre-
sponding to the derivative of GL (i.e., the discretized time derivative and viscous terms)
with respect to the unknowns ^k;!, ^k;!, a^0;!, and b^0;!. This results in a block diagonal
matrix (which is easily computed), with a block corresponding to each wave number and
frequency triple (kx; kz; !). (There will also be a 33 block corresponding to the additional
constraints and unknowns R, S, T , which can be set to the identity matrix.) It would be
simple to solve linear systems with this block diagonal matrix, which is one of the desired
qualities of a preconditioner. Figure 3.3 is analogous to Figure 3.2, except that the precon-
ditioner M1 was used (as a left preconditioner). We see no improvement in the performance
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of the solvers, except for GMRES. In this case, GMRES required 332 iterations, as opposed
to 495 without the preconditioner. As for the eigenvalue distribution of the preconditioned
matrix M−11 J , we still observe clustering of the eigenvalues around zero.
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Figure 3.3: Relative residual jjJw − bjj2=jjbjj2 at each iteration for various solvers. Block
diagonal preconditioning, consisting of discretized time derivative and viscous terms, was
used. GMRES converged at iteration number 332. There are 495 unknowns. Reynolds
number is Re = 7;500. Plot on right shows eigenvalue distribution of preconditioned matrix.
Figure 3.4 shows the performance of the solvers on the same problem from Figures 3.2
and 3.3, but using as a preconditioner M2 the block diagonal of J , with a block corresponding
to each triple (kx; kz; !). Note that this diers from the previous preconditioner M1 in that
the derivatives from the discretized nonlinear terms GNL are now included. Although the
matrix M2 is not obtained as easily as the matrix M1, and in this respect would be a less
desirable preconditioner, we wanted to see the eect of including the derivatives of GNL as
part of the block diagonal preconditioner. Again, the only solver that shows improvement
in converging to the solution is GMRES, requiring 272 iterations for convergence. We also
see that the eigenvalues of the preconditioned matrix M−12 J are still clustered around zero.
For small values of the Reynolds number, the viscous terms \dominate" the equations
and, as a result, the block diagonal preconditioner M1 is eective. We can see this in
Figure 3.5, where the performance of the solver QMR, using M1 as a preconditioner and
increasing values of the Reynolds number Re, is displayed. As opposed to the performance
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Figure 3.4: Relative residual jjJw − bjj2=jjbjj2 at each iteration for various solvers. Block
diagonal of J was used as preconditioner. GMRES converged at iteration number 272.
There are 495 unknowns. Reynolds number is Re = 7;500. Plot on right shows eigenvalue
distribution of preconditioned matrix.
observed in Figures 3.2{3.4, where QMR did not make progress in converging to the solution,
Figure 3.5 shows that for small values of Re the solver QMR converges quickly. Nevertheless,
its performance deteriorates as the Reynolds number increases. The eigenvalues of the
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Figure 3.5: Relative residual jjJw − bjj2=jjbjj2 at each iteration for QMR. Block diagonal
preconditioning, consisting of discretized time derivative and viscous terms, was used. QMR
converges quickly for small values of Re, but convergence deteriorates as Re is increased.
There are 495 unknowns.
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preconditioned matrices M−11 J for Re = 1 and Re = 100 are shown in Figure 3.6. We
can see that when Re = 1, the case for which QMR converged very quickly, all but three
eigenvalues are tightly clustered around 1. For Re = 100, the clustering of the eigenvalues
is not as good.
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Figure 3.6: Eigenvalue distribution of preconditioned matrix M−11 J for Re = 1 (left) and
Re = 100 (right).
Finally, Figure 3.7 displays the performance of GMRES on a larger problem12 with
Nx = Nz = Nt = 8 and Ny = 10, which gives a total of 4;819 real unknowns. The Reynolds
number was again set to Re = 7;500. The problem was solved without preconditioning and
with the block diagonal matrix M1 (corresponding to the discretized time derivative and
viscous terms) as a preconditioner. The unpreconditioned run converged to the solution at
iteration number 4;819, with a relative residual on the order of 10−13. The preconditioned
run converged to the solution at iteration number 2;179, with a relative residual on the
order of 10−8.
Although the results shown here are for problems that are too small to have a good
spatial and temporal resolution, they suggest that GMRES is one method that should be
experimented with further. Other alternatives for preconditioners that could possibly be
considered (but that we have not experimented with) are discussed, along with some other
unresolved issues, in the following section.
12 This larger problem was solved using the FORTRAN implementation of GMRES from [6], after making
some required modications.
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Figure 3.7: Relative residual jjJw − bjj2=jjbjj2 at each iteration for GMRES. No precon-
ditioning and block diagonal preconditioning, consisting of discretized time derivative and
viscous terms, used. Reynolds number is Re = 7;500. There are 4;819 unknowns. Unpre-
conditioned run converged at iteration number 4; 819. Preconditioned run converged after
2;179 iterations.
3.3.7 Open Problems
Dense matrices arising from spectral discretizations are often preconditioned using the ma-
trix that results from applying a nite dierence or nite element discretization to the
equations being solved.13 The idea is that since the matrices arising from nite dierence
or nite element discretizations are sparse, solving linear systems with these matrices (which
would be required as part of the procedure for solving the preconditioned system) should
be simpler. If the size of the problem is small enough, it may be possible to solve linear
systems with the sparse matrix as coecient matrix directly. For larger problems, iterative
methods might still be needed to solve the sparse linear systems. Although in many cases it
is still challenging to solve these systems iteratively, the problem of preconditioning sparse
matrices is better understood than that of preconditioning dense matrices.14 For some
problems, however, the preconditioning step (i.e., solving the sparse linear system itera-
tively) might still be too expensive to make this approach practical. In such cases, one can
try using a suitable preconditioner for the sparse matrix as the preconditioner for the dense
13 See the book by Canuto et al. [11] for a discussion on the subject and the papers by Canuto and Quar-
teroni [12], Funaro [29], Kim and Parter [45], Malik et al. [49], and Sun et al. [67] for specic applications.
14 For details on solving sparse linear systems using iterative methods, see the book by Greenbaum [34]
and references therein.
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matrix, for example, or take the solution of the sparse system as an approximate solution
to the dense system (if it happens to provide a reasonable step for the nonlinear iteration,
which is ultimately what is of interest to us). In any case, experimentation is required to
determine the best approach for a given problem. We have neither thoroughly studied the
possibility of using a nite dierence nor a nite element preconditioner for the problem
of solving linear systems with the Jacobian matrix of G (augmented), but provide some
relevant equations in Appendix E.
It was pointed out to us that the work of Elman [25], Elman et al. [26, 27], and Silvester
et al. [65] might provide a solution to the problem of preconditioning the Jacobian matrix
of G (augmented). The cited articles deal with the iterative solution of systems of linear
equations where the coecient matrix A has the form
A =
0
@ F BT
B 0
1
A
and is preconditioned (on the right) with the block triangular matrix
M−1 =
0
@ F−1 F−1BT (BF−1BT )−1
0 −(BF−1BT )−1
1
A : (3.88)
This preconditioner is optimal in the sense that the preconditioned matrix AM−1 has all of
its eigenvalues equal to 1. Preconditioning requires computing M−1y for some given vector
y, so the problem is now reduced to being able to approximate somehow the action of F−1
and of (BF−1BT )−1 on given vectors.
This idea is applied by Elman [25] to the problem of nding solutions to the Navier-Stokes
equations for steady, incompressible flow,
− 1
Re
r2u + (u  r)u +rp = f ; (3.89)
−r  u = 0; (3.90)
with suitable boundary conditions. These steady-state solutions are sought using a xed-
point iteration scheme, where the n-th iteration consists of solving the Oseen equations
(which are a linearization of (3.89){(3.90))
− 1
Re
r2u + (w  r)u +rp = f ; (3.91)
−r  u = 0; (3.92)
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where u  u(n), w  u(n−1), and p  p(n). At each xed point iteration, equations
(3.91){(3.92) are solved numerically using a nite dierence discretization, which results in
a system of linear equations0
@ F BT
B 0
1
A
0
@ u
p
1
A =
0
@ f
0
1
A (3.93)
to be solved for the (now) discrete velocity vector u and discrete pressure vector p, and
where F corresponds to the discretized viscous and convection terms and B corresponds
to the discretized gradient operator. The linear system (3.93) is solved iteratively using
the matrix M−1 dened by (3.88) as the preconditioner (we will comment on this aspect
shortly). Elman et al. [26, 27] and Silvester et al. [65] consider time-dependent problems, in
addition to the steady-state problem already described. The idea is to use a time stepping
scheme such that, at each time step, systems similar to (3.91){(3.92) are to be solved. For
example, Elman et al. [27] describe a linearized backward Euler scheme,
u(n) − u(n−1)
t
− 1
Re
r2u(n) + (u(n−1)  r)u(n) +rp(n) = f ;
−r  u(n) = 0:
In all of the cited papers the spatial discretization is done using a nite dierence or a nite
element method and, as a result, the coecient matrix in (3.93) is sparse.
As already mentioned, using the preconditioner dened by (3.88) requires the ability
to approximate the products F−1y and (BF−1BT )−1z for given vectors y and z. In the
cited articles, the action of F−1 on a vector is applied by either solving linear systems with
the sparse matrix F using a direct method or using some iterative method appropriate for
solving convection-diusion problems with constant coecients (which is what F represents)
and the particular discretization being used. To apply the action of (BF−1BT )−1, they
construct an approximation to BF−1BT which requires the solution of a Poisson problem
(see the articles for details), for which a multigrid method is appropriate.
One could try to apply some of these ideas to the problem of preconditioning the Jaco-
bian matrix J of G (augmented). For example, given two matrices
A =
0
@ L N
P Q
1
A ;
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where the block L has dimension mm, N has dimension m n, P has dimension nm,
and Q has dimension n n for some n < m, and
M−1 =
0
@ L−1 −L−1N(Q− PL−1N)−1
0 (Q− PL−1N)−1
1
A ; (3.94)
the matrix AM−1 has all of its eigenvalues equal to 1 and, therefore, M−1 should be an
optimal (right) preconditioner for A (assuming that the matrices L and Q − PL−1N are
nonsingular). We can partition J , for example, as
J =
0
@ Js N
P Q
1
A ; (3.95)
where Js corresponds to the derivative of G with respect to the unknowns ^k;!, ^k;!, a^0;!,
and b^0;!, N corresponds to the derivative of G with respect to the unknowns R, S, and T ,
P corresponds to the derivative of the equations dened by the additional constraints with
respect to ^k;!, ^k;!, a^0;!, and b^0;!, and Q corresponds to the derivative of the equations
dened by the additional constraints with respect to R, S, and T (so Q is a 3 3 matrix).
Preconditioning J with the matrix M−1 dened by (3.94) (with L = Js) reduces the problem
to being able to solve linear systems with Js as coecient matrix. (One would also need
to solve linear systems with the 3  3 matrix Q − PJ−1s N as coecient matrix, but the
challenge is again J−1s .) Now, if we are to compare the matrix in (3.95), which is the
matrix relevant to our problem, with the matrix in (3.93) we nd that an analogy can be
drawn only between the matrices F and Js. They both correspond to a discretization of
viscous and convection terms (Js also includes discretized time derivative terms), although
the equations relevant in obtaining Js are (3.77){(3.78) and not (3.91){(3.92). However,
the major dierence is that, because of the discretization used, Js is a dense matrix and
not sparse like F . In this sense we believe that the work in [25, 26, 27, 65] does not really
oer a solution to our problem since the sparsity of F is taken into account as part of the
solution methods for the problems of interest in [25, 26, 27, 65]. Nevertheless, some of these
ideas could eventually be useful, especially if one considers nite dierence or nite element
preconditioning (as described at the beginning of this section). Finally, we would like to
point out that the partitioning of J in (3.95) was chosen to be able to make a comparison
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between the Navier-Stokes problem presented in this thesis and the work in [25, 26, 27, 65],
but one should be cautious in deciding to adopt an approach that depends on solving linear
systems with Js as coecient matrix, since we know that (as a result of the symmetries of
the equations) Js is singular at a solution of G = 0.
Apart from the problem of preconditioning, another issue that needs to be resolved
is the choice of a solver for the system of nonlinear algebraic equations G = 0. Among
available methods for solving systems of nonlinear algebraic equations, the best choice is
problem dependent. Thus, for a given problem, experimentation with the available options
is needed in order to select a solver. A related matter is how accurate a given search
direction (or step) must be in order for it to be useful for the nonlinear equations solver.
Knowledge of this would allow us to determine stopping criteria to use when solving the
linear systems with an iterative solver.
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Appendix A
Time Integration Procedure
The time integration scheme used to solve the systems of ordinary dierential equations for
the Ginzburg-Landau and Navier-Stokes problems is described in detail by Spalart et al.
in [66]. Here we provide a brief description.
Let
du
dt
= L(u) +N (u)
denote the system of (autonomous) ODEs to solve, where u is a vector of unknowns, L
represents a linear operator, and N a nonlinear operator. The time integration procedure,
outlined below, is a low-storage scheme and is explicit and third order for N and implicit
and second order for L. Since L is implicit, it is desirable to include sti (linear) terms
in the equations as part of L. The operator N can include linear terms along with the
nonlinear terms in the equations. Since N is explicit, the solution of systems of nonlinear
equations at each time step is avoided.
To advance from the solution at time t (step n) to the solution at time t + t (step
n + 1), the following three substeps are required:
u
0
= un + t(L(a1un + b1u0) + c1N (un)); (A.1)
u
00
= u
0
+ t(L(a2u0 + b2u00) + c2N (u0) + d2N (un)); (A.2)
un+1 = u
00
+ t(L(a3u00 + b3un+1) + c3N (u00) + d3N (u0)); (A.3)
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where
a1 = 29=96; a2 = −3=40; a3 = 1=6;
b1 = 37=160; b2 = 5=24; b3 = 1=6;
c1 = 8=15; c2 = 5=12; c3 = 3=4;
d2 = −17=60; d3 = −5=12:
Since L is linear, steps A.1-A.3 are equivalent to
u
0 − b1tL(u0) = un + t(a1L(un) + c1N (un));
u
00 − b2tL(u00) = u0 + t(a2L(u0) + c2N (u0) + d2N (un));
un+1 − b3tL(un+1) = u00 + t(a3L(u00) + c3N (u00) + d3N (u0)):
Therefore, each substep requires the solution of a system of linear equations.
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Appendix B
Legendre Polynomials and
Gaussian Quadrature
This appendix lists properties of Legendre polynomials and Gauss-Legendre quadrature
relevant to the material in Chapter 3.1 In what follows, Pn(y) denotes the Legendre
polynomial of degree n.
B.1 Properties of Legendre Polynomials
1. Recurrence relation for Legendre polynomials:
P0(y) = 1;
P1(y) = y;
Pn(y) = 2n−1n yPn−1(y)− n−1n Pn−2; n = 2; 3; : : : :
2. Recurrence relation for the rst derivative of Legendre polynomials:
P 00(y) = 0;
P 01(y) = 1;
P 0n(y) =
n(n+1)
2n+1
1
1−y2 (Pn−1(y)− Pn+1(y)); n = 2; 3; : : : :
3. Recurrence relation for the second derivative of Legendre polynomials:
P 000 (y) = 0;
P 001 (y) = 0;
P 00n (y) = − 11−y2 (n(n + 1)Pn(y)− 2yP 0n(y)); n = 2; 3; : : : :
1 This material is based in part on notes by Moser [56]. We have also used the book by Ralston and
Rabinowitz [64] as a reference.
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4. Orthogonality property:
For the inner product hf; gi = R 1−1 w(y)f(y)g(y) dy with weight function w(y)  1,
hPm(y); Pn(y)i =
8<
: 0 if m 6= n2
2n+1 if m = n
:
As a result, if f(y) is a polynomial of degree less than n, then
R 1
−1 f(y)Pn(y) dy = 0.
5. Other Properties:
(a) If n is even (odd), each term in Pn(y) has even (odd) degree.
B.2 Gauss-Legendre Quadrature
An n-point Gauss-Legendre quadrature rule approximates the integral
R 1
−1 f(y) dy byZ 1
−1
f(y) dy 
nX
m=1
wm f(ym); (B.1)
where the nodes y1; : : : ; yn are the zeros of the Legendre polynomial of degree n and the
weights w1; : : : ; wn are given by
wm =
Z 1
−1
lm(y) dy
for the Lagrange basis functions
lm(y) =
Qn
j=1;j 6=m (y − yj)Qn
j=1;j 6=m (ym − yj)
:
The weights can be conveniently computed, as explained in the book by Ralston and Rabi-
nowitz [64] (pages 104-105), using the formula
wm = − 2(n + 1)Pn+1(ym)P 0n(ym)
:
With this choice of nodes and weights, the quadrature rule (B.1) is exact for polynomials
f(y) of degree 2n− 1 or less.
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Appendix C
Matrix-Vector Product with
Hermitian Transpose of Jacobian
Matrix for Navier-Stokes Problem
In this appendix we provide details leading to the formulation for computing matrix-vector
products with the Hermitian transpose of the Jacobian matrix of the system of nonlinear
algebraic equations for the Navier-Stokes problem described in Chapter 3. We focus on the
nonlinear terms F^ in (3.64){(3.67), which present the only diculty. First, we introduce
notation and review some concepts.
Let hp; si(k0 ;!0 ) denote the inner product
hp; si(k0 ;!0 ) =
Z 1
−1
(p^
k
0
;!
0 )  s^
k
0
;!
0 dy (C.1)
between the Fourier coecients p^
k
0
;!
0 and s^
k
0
;!
0 of the vector functions
p(x; y; z; t) =
0
BBB@
p1(x; y; z; t)
p2(x; y; z; t)
p3(x; y; z; t)
1
CCCA ; s(x; y; z; t) =
0
BBB@
s1(x; y; z; t)
s2(x; y; z; t)
s3(x; y; z; t)
1
CCCA ;
respectively, where p^
k
0
;!
0 and s^
k
0
;!
0 are complex-valued continuous functions over the inter-
val −1  y  1. Recall that (C.1) satises
hp; si = hs; pi (C.2)
and that if L is a linear operator on the space of continuous vector functions with inner
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product (C.1), the adjoint LA of L is a linear operator (on the same space) such that
hp;L(s)i = hLA(p); si: (C.3)
For each basis function qm(y) and rm(y), let
k;m =
1
k2
0
BBB@
ikxq
0
m(y)
k2qm(y)
ikzq
0
m(y)
1
CCCA ; k;m = 1k2
0
BBB@
−ikzrm(y)
0
ikxrm(y)
1
CCCA ;
a0;m =
0
BBB@
rm(y)
0
0
1
CCCA ; b0;m =
0
BBB@
0
0
rm(y)
1
CCCA ;
(C.4)
and (as in (3.51)) let
Γk;m =
0
BBB@
ikxq
0
m(y)
−k2qm(y)
ikzq
0
m(y)
1
CCCA ; Γk;m =
0
BBB@
ikzrm(y)
0
−ikxrm(y)
1
CCCA ;
Γa0;m =
0
BBB@
rm(y)
0
0
1
CCCA ; Γb0;m =
0
BBB@
0
0
rm(y)
1
CCCA :
(C.5)
Given a point (^; ^; a^; b^), set
u(x; y; z; t) =
X
!
 X
m
a^0;!;ma0;m +
X
m
b^0;!;mb0;m
!
ei!t
+
X
kx
X
kz| {z }
(kx;kz) 6=(0;0)
X
!
 X
m
^k;!;mk;m +
X
m
^k;!;m

k;m
!
ei(!−kx
R
T
−kz ST )teikzzeikxx: (C.6)
(Note that this corresponds to the vector u determined by (^; ^; a^; b^) as dened by the
spectral representation of solutions.)
A particular entry of the Jacobian matrix ~J of GNL evaluated at (^; ^; a^; b^), say the
entry corresponding to equation m
0
in (3.64) for the triple (k
0
x; k
0
z; !
0
) and the derivative
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with respect to the real part of the unknown ^
k
00
;!
00
;m
00 , which we will denote as entry
~J(k0 ;!0 ;m0 );(k00 ;!00 ;m00), is given by
~J(k0 ;!0 ;m0 );(k00 ;!00 ;m00) = hw;Ju(v)i(k0 ;!0 ); (C.7)
where
w(x; y; z; t) = (Γ
k
0
;m
0 ) ei!
0
t eik
0
zz eik
0
xx;
v(x; y; z; t) = 
k
00 ;m00 e
i!
00
t eik
00
z z eik
00
x x;
and Ju(v) = (u (r v)) + (v  (r u)) (as dened in (3.79)).
We want to determine the entry ~JH
(k
00
;!
00
;m
00
);(k
0
;!
0
;m
0
)
of the Hermitian transpose of ~J .
Using (C.1){(C.3) and (C.7), one has that
~JH
(k
00
;!
00
;m
00
);(k
0
;!
0
;m
0
)
=

~J(k0 ;!0 ;m0 );(k00 ;!00 ;m00 )

=

hw;Ju(v)i(k0 ;!0 )

= hJu(v); wi(k0 ;!0 )
= hv;J Au (w)i(k00 ;!00 )
=
Z 1
−1
(v^
k
00
;!
00 )  \J Au (w)k00 ;!00 dy;
where J Au (u) is the adjoint operator of Ju(u) = (u  !) + (u  !), derived in
Appendix D.
Therefore, the entries in the vector resulting from the product of ~JH evaluated at
(^; ^; a^; b^) and a vector u^ (whose entries are the components of ^, ^, a^, and b^)
are given by
( ~JHu^)v^k;! =
Z 1
−1
(k;m)
  ( \J Au (u))k;! dy; (C.8)
( ~JHu^)g^k;! =
Z 1
−1
(k;m)  ( \J Au (u))k;! dy; (C.9)
( ~JHu^)u^x0;! =
Z 1
−1
(a0;m)
  ( \J Au (u))0;! dy; (C.10)
( ~JHu^)u^z0;! =
Z 1
−1
(b0;m)
  ( \J Au (u))0;! dy; (C.11)
where the vectors ,  , a, and b, are as in (C.4), u is computed as in (C.6), and
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u(x; y; z; t) =
X
!
 X
m
a^0;!;m(Γa0;m)
 +
X
m
b^0;!;m(Γb0;m)

!
ei!t +
X
kx
X
kz| {z }
(kx;kz) 6=(0;0)
X
!
 X
m
^k;!;m(Γk;m)
 +
X
m
^k;!;m(Γ

k;m)
!
ei(!−kx
R
T
−kz ST )teikzzeikxx; (C.12)
where the vectors Γa, Γb, Γ, and Γ are as in (C.5).
Up to this point we have not taken into account the fact that the solutions sought are
real. In this case, another issue arises if the product of ~JH and a vector is computed as
indicated in this appendix and real FFTs are used in the process (as is our case). Recall
that since the solutions u(x; y; z; t) are real,
u^−k;−!(y) = u^k;!(y):
Let (k
0
x; k
0
z; !
0
), k
0
x > 0, be given
1 and set (k
00
x ; k
00
z ; !
00
) = (0; 0; 0). Choose some m
0
and m
00
and let2
v(x; y; z; t) = a
k
00 ;m00 e
i!
00
t eik
00
z z eik
00
x x = a
0;m00
and3
w(x; y; z; t) = (Γ
k
0
;m
0 ) ei!
0
t eik
0
zz eik
0
xx:
Using real FFTs, ~JH
(0;0;m
00
);(k
0
;!
0
;m
0
)
is computed as
~JH
(0;0;m00);(k0 ;!0 ;m0 ) = hv;J Au (w)i(0;0) + hv;J Au (w)i(0;0)
= hJu(v); wi(k0 ;!0 ) + hJu(v); wi(−k0 ;−!0 )
=

hw;Ju(v)i(k0 ;!0 ) + hw;Ju(v)i(−k0 ;−!0 )

: (C.13)
Since v(x; y; z; t) is real (and so is u(x; y; z; t)), Ju(v) is real and, therefore,
(Ju(v))−k;−! = (Ju(v))k;!:
It follows that the two inner products in (C.13) are complex conjugates of one another.
Hence
~JH
(0;0;m
00
);(k
0
;!
0
;m
0
)
= 2 Re

~J(k0 ;!0 ;m0 );(0;0;m00 )

:
1 The same will apply for (0; k
0
z; !
0
), k
0
z > 0, and for (0; 0; !
0
), !
0
> 0.
2 The same will apply for v(x; y; z; t) = b
k
00
;m
00 ei!
00
t eik
00
z z eik
00
x x = b
0;m
00 .
3 The same will apply for w(x; y; z; t) = (Γ
k
0
;m
0 )
 ei!
0
t eik
0
zz eik
0
xx.
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Note that if we set
w(x; y; z; t) = i (Γ
k
0
;m
0 ) ei!
0
t eik
0
zz eik
0
xx;
as we would if we were to compute the entry in ~JH corresponding to the row in ~J for the
imaginary part of equation m
0
in (3.64), we obtain
~JH
(0;0;m
00
);(k
0
;!
0
;m
0
)
= i hv;J Au (w)i(0;0) − i hv;J Au (w)i(0;0)
= i

hw;Ju(v)i(k0 ;!0 ) − hw;Ju(v)i(−k0 ;−!0 )

= i

2i Im

~J(k0 ;!0 ;m0 );(0;0;m00)

= 2 Im

~J(k0 ;!0 ;m0 );(0;0;m00 )

:
A similar situation occurs if we examine the entry ~JH
(k0 ;!0 ;m0 );(0;0;m00). This entry is com-
puted as
~JH
(k
0
;!
0
;m
0
);(0;0;m
00
)
= hv;J Au (w)i(k0 ;!0 );
where4
v(x; y; z; t) = 
k
0
;m
0 ei!
0
t eik
0
zz eik
0
xx;
and5
w(x; y; z; t) = (Γa
k
00
;m
00 )ei!
00
t eik
00
z z eik
00
x x = (Γa
0;m
00 ):
But the corresponding entries in ~J are actually
~JRe
(0;0;m00);(k0 ;!0 ;m0 ) = hw;Ju(v)i(0;0) + hw;Ju(v)i(0;0)
and
~J Im
(0;0;m
00
);(k
0
;!
0
;m
0
)
= hw;Ju(iv)i(0;0) + hw;Ju(−iv)i(0;0);
where the superscripts Re and Im denote entries in ~J corresponding to derivatives with
respect to the real part and imaginary part, respectively, of the unknown ^
k
0
;!0 ;m0 , so we
end up with6
Re

~JH
(k0 ;!0 ;m0 );(0;0;m00)

=
1
2

~JRe
(0;0;m00 );(k0 ;!0 ;m0 )

;
4 The same will apply for v(x; y; z; t) = 
k
0
;m
0 e
i!
0
t eik
0
zz eik
0
xx.
5 The same will apply for w(x; y; z; t) = (Γb
k
00
;m
00 ) ei!
00
t eik
00
z z eik
00
x x = Γb
0;m
00 .
6 Note that ~JRe
(0;0;m
00
);(k
0
;!
0
;m
0
)
and ~J Im
(0;0;m
00
);(k
0
;!
0
;m
0
)
are real.
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Im

~JH
(k
0
;!
0
;m
0
);(0;0;m
00
)

=
1
2

~J Im
(0;0;m
00
);(k
0
;!
0
;m
0
)

:
Entries in ~JH for which a row or column, but not both, correspond to the triple (kx; kz; !) =
(0; 0; 0) are the only ones for which the computation given here will result in a value that is
a multiple (or fraction) of the corresponding entry in ~J (i.e., the rest of the entries are com-
puted correctly). To correct this when computing the product ~JHu^, our implementation
is as in (C.8){(C.11), but with (C.10) and (C.11) replaced by
1
2
Z 1
−1
(a0;m)
  ( \J Au (u))0;! dy
and
1
2
Z 1
−1
(b0;m)
  ( \J Au (u))0;! dy;
respectively, and (C.12) modied as
u(x; y; z; t) = 2
X
!
 X
m
a^0;!;m(Γa0;m)
 +
X
m
b^0;!;m(Γb0;m)

!
ei!t
+
X
kx
X
kz| {z }
(kx;kz) 6=(0;0)
X
!
 X
m
^k;!;m(Γk;m)
 +
X
m
^k;!;m(Γ

k;m)
!
ei(!−kx
R
T
−ikz ST )teikzzeikxx:
The 1=2’s and 2 introduced in the above formulas will give the correct entries in ~JH if they
are to be computed individually as matrix-vector products of ~JH with the standard basis
vectors, and thus the correct product of ~JH with an arbitrary vector u^.
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Appendix D
Adjoint Operator of
u (r v) + v  (r u)
Let
u(x; y; z; t) =
0
BBB@
u1(x; y; z; t)
u2(x; y; z; t)
u3(x; y; z; t)
1
CCCA ;
where u1; u2; u3 are real-valued continuous functions, be given, and let v, w be arbitrary.
Dene Ju(v) = u (r v) + v (ru). We want to obtain the adjoint operator J Au of
Ju , that is, the operator satisfying
hw;Ju(v)i = hJ Au (w); vi;
where the inner product is
hw; vi =
Z
D
w  v dV;
and where D = [0; Lx]  [−1; 1]  [0; Lz] and dV is the volume element. The vector func-
tions u, v, and w satisfy periodic boundary conditions in the x and z directions, and
u = v = w = 0 on the boundary y = 1. In addition, r  u = r  v = r w = 0.
Using Einstein’s convention for summation over repeated indices,Z
D
w Ju(v) dV =
Z
D
wi

uk
@vk
@xi
− uk @vi
@xk
+ vk
@uk
@xi
− vk @ui
@xk

dV
=
Z
D
wi

@
@xi
(ukvk)

dV −
Z
D
wiuk
@vi
@xk
dV −
Z
D
wivk
@ui
@xk
dV: (D.1)
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Now,Z
D
wi

@
@xi
(ukvk)

dV =
Z
D

@
@xi
(wiukvk)− ukvk @wi
@xi

dV
=
Z
D
@
@xi
(wiukvk) dV (since r w = 0)
=
Z
@D
wiukvk dSi (by the divergence theorem)
= 0: (by the boundary conditions imposed on w)
Rewriting wivk @ui@xk as wkvi
@uk
@xi
, (D.1) is then equal to
−
Z
D

wiuk
@vi
@xk
+ wkvi
@uk
@xi

dV
= −
Z
D

@
@xk
(wiukvi)− vi @
@xk
(wiuk)

dV −
Z
D
viwk
@uk
@xi
dV
= −
Z
D
viwk
@uk
@xi
dV +
Z
D
vi
@
@xk
(wiuk) dV
(by the divergence theorem and boundary conditions imposed on u)
= −
Z
D
viwk
@uk
@xi
dV +
Z
D
vi

wi
@uk
@xk
+ uk
@wi
@xk

dV
=
Z
D
vi

uk
@wi
@xk
− wk @uk
@xi

dV (since r  u = 0)
= −
Z
D
vi

@
@xi
(wkuk)− uk @wk
@xi
− uk @wi
@xk

dV
=
Z
D
viuk

@wk
@xi
+
@wi
@xk

dV −
Z
D
vi
@
@xi
(wkuk) dV: (D.2)
ButZ
D
vi
@
@xi
(wkuk) dV =
Z
D

@
@xi
(viwkuk)− wkuk @vi
@xi

dV
=
Z
D
@
@xi
(viwkuk) dV (since r  v = 0)
= 0: (by the divergence theorem and boundary conditions imposed on v)
Therefore, (D.2) is equivalent toZ
D
viuk

@wk
@xi
+
@wi
@xk

dV;
giving the adjoint J Au of Ju
(J Au (w))i = uk

@wk
@xi
+
@wi
@xk

:
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Appendix E
Equations Dening Jacobian
Matrix for Navier-Stokes Problem
The Jacobian matrix of the system of nonlinear algebraic equations for the Navier-Stokes
problem described in Chapter 3 is derived from the equations
@
@t
u− 1
Re
r2u +r(p + u  u)− [(u !) + (u !)] = 0; (E.1)
r  u = 0: (E.2)
Equations (E.1){(E.2) correspond to the rst variational derivative of the Navier-Stokes
equations (3.1){(3.2). As was done with the Navier-Stokes equations (see Chapter 3, Sec-
tion 3.1), taking the curl of (E.1) and the curl of the curl of (E.1) and using (E.2) to simplify
the result gives a system of partial dierential equations for uy and !y
@
@t
r2uy = 1
Re
r4uy + huy ; (E.3)
@
@t
!y =
1
Re
r2!y + h!y ; (E.4)
where
huy = − @
@y

@
@x
(Ju(u))x +
@
@z
(Ju(u))z

+

@2
@x2
+
@2
@z2

(Ju(u))y ;
h!y =
@
@z
(Ju(u))x −
@
@x
(Ju(u))z ;
and
Ju(u) = (u !) + (u !):
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Both u and u satisfy the continuity equations r  u = 0 and r  u = 0. A spec-
tral discretization of equations (E.3){(E.4) analogous to that applied to the Navier-Stokes
equations gives the Jacobian matrix J of the system of nonlinear algebraic equations
for the Navier-Stokes problem. (The equations corresponding to the wave number pair
(kx; kz) = (0; 0) must be treated separately, just as for the Navier-Stokes equations.) Thus,
one could try to construct a preconditioner for J by discretizing equations (E.3){(E.4) using
a nite dierence (or nite element) method.
One can express huy and h!y in a form that might be more convenient when applying
a nite dierence discretization to equations (E.4){(E.4). Let us start with h!y , which
corresponds to the normal (y) component of rJu(u). Using the vector identities
r (F + G) = r F +rG;
r (FG) = Fr G−Gr  F + (G  r)F− (F  r)G;
r  (r F) = 0;
and the continuity equations r  u = 0 and r  u = 0, one has that
rJu(u) = r ((u !) + (u !))
= −(u  r)! + (!  r)u− (u  r)! + (!  r)u:
Therefore,
h!y = −(u  r)!y + (!  r)uy − (u  r)!y + (!  r)uy :
Now,
huy = − (r (rJu(u)))y
= − (r (r (u (r u) + u (r u))))y :
Using the vector identity
r(F G) = (F  r)G + (G  r)F + F (rG) + G (r F);
one can write
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− r (r (u (r u) + u (r u))) =
− r (r (r(u  u))) + r (r (u  r)u) + r (r (u  r)u): (E.5)
Each of the terms in (E.5) can be obtained from the vector identity
r (r F) = r(r  F) − r2F
and using Einstein’s convention for summation over repeated indices to simplify the com-
putations. First,
(r(r  (r(u  u)))−r2(r(u  u)))j = rj riri(ukuk)−riri rj(ukuk) = 0:
The j-th component of the second term in the right hand side of equation (E.5) is
(r(r  ((u  r)u))−r2((u  r)u))j
= rj ri(ukrkui)−riri(ukrkuj)
= ri (rj(ukrkui)−ri(ukrkuj))
= ri (ukrjrkui + (rjuk)(rkui)− ukrirkuj − (riuk)(rkuj))
= ri (ukrk(rjui −riuj)) + ri ((rjuk)(rkui)− (riuk)(rkuj)) : (E.6)
Taking derivatives we obtain
ri((rjuk)(rkui)− (riuk)(rkuj))
= (rjuk)(rkriui) + (rirjuk)(rkui)− (riuk)(rirkuj)− (ririuk)(rkuj)
= (rirjuk)(rkui)− (riuk)(rirkuj)− (ririuk)(rkuj);
since r  u = 0. Now,
(rirjuk)(rkui) = rk(uirirjuk)− uirirjrkuk
= ri(ukrkrjui)
because r  u = 0 and
−(riuk)(rirkuj) = −ri(ukrkriuj) + ukrkririuj ;
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so one can write (E.6) as
(r(r  ((u  r)u))−r2((u  r)u))j
= ri (ukrkrjui) +ri (ukrkrjui)− 2ri (ukrkriuj)
+ ukrkririuj − (ririuk)(rkuj):
Similarly,
(r(r  ((u  r)u))−r2((u  r)u))j
= ri (ukrkrjui) +ri (ukrkrjui)− 2ri (ukrkriuj)
+ ukrkririuj − (ririuk)(rkuj):
Hence, the j-th component of (E.5) is
− (r (rJu(u)))j = ukrkririuj + ukrkririuj − (ririuk)(rkuj)
− (ririuk)(rkuj) + 2ri(ukrk(rjui −riuj))
+ 2ri(ukrk(rjui −riuj));
and
huy = (u  r)r2uy + (u  r)r2uy − ((r2u)  r)uy − ((r2u)  r)uy
+ 2r  ((u  r)(ryu−ruy)) + 2r  ((u  r)(ryu−ruy))
:
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