As already pointed out by a constantly growing literature, explainability in recommender systems field is a key aspect to increase users' satisfaction. With the increase of user generated content, tags have proven to be highly relevant when it comes to describe either users or items. A number of strategies that rely on tags have been proposed, yet, many of these algorithms exploit the frequency of user-tags interactions to gain information. We argue that a pure frequentist description might lack of specificity to grasp user's peculiar tastes. Therefore, we propose a novel approach based on game theory that tries to find the best trade-off between generality and detailing. The identified user's description can be used to keep her in the loop and allows the user to have control over system's knowledge. Additionally, we propose a user interface that embeds the proposed user's description and it can be used by the user herself to guide her catalogue's exploration toward novel and serendipitous items.
INTRODUCTION
Likewise search engines a couple of decades ago, Recommender Systems (RSs) are quickly and constantly growing in popularity. We interact with RSs on a daily basis, even when we are not aware of it: e-commerce, streaming services, Ad services, to name a few. RSs are useful, and often necessary, to guarantee personalized content and to assist users in managing the huge amount of information/items that would be otherwise overwhelming. Pursuing the chimera of a RS able to perfectly model users preferences, a large body of research focused on improving RSs accuracy, i.e., the ability of predicting how much users would enjoy unknown/unseen items. However, despite the initial enthusiasm in developing more and Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. more accurate models, the RS community has started arguing that interacting with a RS is more about the experience as a whole than a mere matter of accurate predictions [14, 16] . This new vision kicked off new research branches focused more on the user satisfaction and less on the myopic algorithmic aspect.
Many factors can affect the experience during user interactions with RSs. For example, transparency [21, 22] is a key element when it comes to build user trust in the system. Transparency is strictly related to explanability [10, 23] , that is, how much a recommendation can be justified in a way that a (preferably, non-expert) user can understand.
Novelty [12] and diversity [11, 26] are also very important to increase user satisfaction. RSs that do not diversify their suggestion tend to create the so-called filter bubble [17] (or portfolio effect [1] ) which can harm the overall user experience.
Involving the user in the recommendation process is an additional factor that can improve the user satisfaction [5] . In particular, providing users with tools to control (or adjust) the recommendation can increase the trust in the system [15] . For example, [2] proposed IntrospectiveViews, a system that provides an interface enabling the user to view and edit her user model. Another example is TasteWeight [3] , where the process of recommendation is represented by three connected layers and it enables the user to fine-tune the recommendation. For more comprehensive surveys on user control in RSs please refer to [9] and [13] .
In this work, we focus on implicit feedback and we assume that items are described by a set of tags/keywords. We propose a system for improving user experience when interacting with a RSs. The proposed system has two main components: (i) a tagbased user modelling, and (ii) a web-based GUI that allows users to navigate and (potentially) control the recommendation. The modelling phase is, in turn, composed by two parts: in the first one, tags/keywords are clustered to create topics (or meta-tags) which are used to describe the user; the second part learns the user profile. The use of tags for characterizing the user profile is not new in the RS community (e.g., [24] ). However, one of the main contributions of our work stands in the way the user profile is learnt. The proposed method, which is based on game theoretical concepts, creates a profile which balances user-wise popular topics, and topics that are instead "rare" but that possibly constitute latent topics the user might not be aware of. This allows users, through the web interface, to explore items that are diverse/novel.
The remainder of the paper is structured as follows. Section 2 describes the method as well as the used dataset. Section 3 describes the web interface and how users can interact with it in order to explore his/her profile. Finally, Section 4 draws some conclusions and suggests some possible future works.
METHOD
Our method is based on the concept of tag/keyword. For this reason we assume that an item i ∈ I is characterized by a set of tags T i , and T ≡ i ∈I T i . Tags are human-readable concepts related to items. An item can be described by a number of tags and a tag can be related to more than one item. Due to our case study we will refer to items as movies. Without loss of generality, our approach can be applied to any setting where items are described by tags/keywords. Given a user u ∈ U, the set of items u has interacted with is indicated by I u , s.t., |I u | = n u .
The dataset
The dataset used in our study, is a merge of two databases about movies: Movielens and TMDb. Movielens has been mainly used to construct the (implicit) rating matrix, while TMDb has been used to extract the tags.
Movielens.
Movielens [8] is a freely available dataset often used as the baseline for many recommender algorithms. We used the 20M version, with 20 millions ratings given by approximatively 140k users to 26k movies. Note that, as we will better motivate later, we are not interested in numerical ratings (explicit feedback), but rather in interactions between users and movies (implicit feedback).
TMDb.
The Movie Database (TMDb 1 ) is a community built movie and TV database. It represents one of the richest sources of metadata about movies containing details of over 26778 movies. Among metadata that can be mined trough TMDb, tags are the most relevant to our task. Tags are generated and applied to movies by users. 17057 tags are available on TMDb. Since many tags are applied to a very small number of movies, we ignored all tags that appear less than 5 times throughout the entire dataset. This left us with 4543 unique tags.
Note that not all movies available in Movielens are also present in TMDb and some movies do not possess any tag, thus being useless in our analysis. Such movies, about 5.5k, have been removed, leaving us with approximatively 21k movies.
Tag clustering
Usually tags are fine-grained entities that represent highly specific aspects of items, for example, in the movie context a tag can relate to a specific scene. Although very useful, these tags appear to be too specific. There are also many tags that are synonyms or stand for the same concept.
For these reasons, instead of tags, topics seems more suited for our purposes. Ideally, a topic can be seen as a group of semantically related tags, where each tag represents an aspect of the topic. In order to correctly identify topics related to a specific movie, we developed a clustering strategy over the set of all tags.
The algorithm chosen to build the clustering is hierarchical agglomerative clustering. As suggested by previous work [20] , this appears to be the most effective clustering strategy in this context. In the remainder we will refer to the set of all topics (i.e., clusters) with C.
A key step when it comes to employ clustering methodology is to find a good items representation. In this context, the most intuitive way of representing tags consists in the set of movies they belongs to. However, this trivial strategy is unable to correctly dealing with highly popular tags. Moreover, we expect synonyms to be rarely used together: users rarely will suggest new tags that express the very same concept of already available tags, and thus we will rarely observe cooccurrences between synonym words. In order to account for the above mentioned limitations, we developed a probability-based representation. Specifically, we define p(t j |t i ) as the probability of observing tag t j in a movie, given that tag t i is also present. Note that, if tags t j and t k are synonyms, they will appear together with similar tags, although not in the same movies, and thus representations will be similar. Finally, we expect this kind of representation to be more semantically well-founded than pure cooccurrences: two tags are similar if they tend to be used together with the same set of tags. Hence, the representation for tag j is τ j ∈ R | T | , where τ j,i = p(t j |t i ).
The second aspect that needs to be defined, is the similarity measure that is used to compare representations of different entities. Among the plethora of possible similarity measures, we decided to opt for the cosine similarity. Cosine similarity appears to be a well suited choice considering how we represent tags. In order to select the linkage strategy we compared different strategies in terms of variance of the cluster sizes. In this way, we wanted to avoid having weakly specialized topics. As shown in Table 1 , it appears that the linkage technique able to more evenly distribute tags across topics is complete link. The complete linkage produces both clusters where the size has less variance and the smallest largest cluster. We decided to set the number of topics to 1000 because, empirically, this number leads to clusters that are at the same time specific and general enough. Table 2 shows some examples of clusters obtained with the just described clustering technique. The cluster name is the most popular tag among the ones belonging to the cluster.
User profiling
Our profiling strategy aims to find a tradeoff between a frequentist and a peculiar description of the user, able to grasp facets of every consumed items. We should consider two aspects of the problem: user profile needs to be (i) general enough to describe her, choosing topics that are popular among those she interacted with; (ii) highly specific, being able to include in the description topics rarely met, but yet potentially important to the user.
Such profiling approach can be cast into a specific instance of a two-players zero-sum game. Two players want to describe the user: one player chooses topics in order to maximize the number of movies that are covered (frequentist description), while the opponent chooses over movies, selecting those ones that can't be covered by considering only popular topics (movies that can be seen as a niche for the user). This competitive environment, forces cluster name cluster tags british empire british army, british empire, colonialism, dublin, independence, ireland secret identity beguilement, double life, dual identity, envy, false identity, jealousy, new identity, prosecution, rejection, secret identity organized crime corruption, heist, interrogation, mafia, mobster, organized crime, retired, safecracker christmas christmas, christmas eve, christmas gift, christmas party, christmas tree, department store, gift, holiday, home alone, home invasion, little boy, news, broadcast, north pole, precocious child, reindeer, santa claus, sleigh, telecaster artificial intelligence artificial intelligence, computer, computer virus, gnosticism, key, man vs machine, mission, rave, super computer, temple, trans director, truth, underground world, virtual reality teenager aspiring singer, coming of age, dj, first love, high school, student, modern fairy tale, popularity, principal, promiscuity, shyness, summer, summer job, teen comedy, teen drama, teen movie, teenage romance, teenage sexuality, teenager, virginity dog dog, lassie, pet, talking dog Table 2 : Some examples of clusters obtained by our clustering strategy.
the row player to select those topics that are both general, but also able to include specific tastes. Formally, a strategic form of a two-players zero-sum game is defined by a matrix M, called payoff matrix. The game takes place in rounds in which both players, the row player P and the column player Q, play simultaneously. Row player picks a row and column player picks a column of M ∈ R P ×Q , where P = n u and Q = |C|. Each matrix entry M i,j represents the loss of P, or equivalently the payoff of Q, when the strategies i and j are played by the two-players. The goal of the player P is to define a strategy that minimizes its expected loss V . Conversely, the player Q aims at finding a strategy that maximizes its payoff. Typically, the players play according to mixed strategies: player P selects a row according to a probability distribution p over the rows, and, similarly, player Q selects a column according to a probability distribution q over the columns. We refer to the vectors p and q as stochastic vectors, that is p ∈ S P and q ∈ S Q , where S P = {p ∈ R P + | ∥p∥ 1 = 1} and S Q = {q ∈ R Q + | ∥q∥ 1 = 1}. The optimal pair of strategies (p * , q * ) has a well-know formulation [25] , that is
It is possible, using linear programming, to find the exact distributions p and q. Given the size of M, the exact solution's computation tends to be too expensive and it has shown numerical instability in this task. Thus our approach adopts an approximated solution. In particular, we decided to use the fictitious play algorithm [4] . Fictitious play (FP) computes the mixed strategies p and q incrementally, through a greedy approach. Note that other algorithms might have been used (i.e., [6, 7] ), however FP has recently shown good performance on big matrices [18] .
At the end of FP, we obtain a distribution q over the set of possible topics, in which element i represents the relevance of topic i for the user. Note that, as already pointed out, these weights, in general, should be different from the frequency of appearance and should be able to describe also those movies that otherwise would have been ignored since they are niche. Let us make an example to clarify this point. Assume a user who has seen: Gravity, Interstellar, The Martian, and Gladiator. The three most common topics are "Science fiction", "Space", and "NASA", which cover at least three out of four movies. However, despite being the most frequent, none of them cover the Gladiator movie. Our algorithm, would, for example, extract also the topic "Historical" even though it covers a fraction of the movies.
The payoff matrix.
The payoff matrix M is used to describe the relation between the user and topics that appear in previously seen movies. First of all, it is important to note that we didn't consider only movies the user liked, but rather we considered all movies watched by the user. The reason behind this choice is that we expect the user to interact only with movies that have characteristics and topics that at least the user doesn't dislike. For example, let us consider an easily impressionable user: we can assume she will never interact with horror or gore movies and thus she won't even give them a rating. It is much more unusual the case where a user that doesn't like horror movies watches them and provide a low rating, simply because she doesn't like the topics.
Given that, each entry i, j of M is defined as follows:
where T m i is the set of tags associated with movie m i and T w j is the set of tags associated with topic w j . Observe that ∥M i,: ∥ 1 = 1, ∀i ∈ {1, .., n u }. We have chosen to use this kind of normalization, due to the fact that, considering pure frequency of topics will lead to biased strategy for the row player that favours undertagged movies. The purpose of the proposed interface is two-fold: first, our interface shows the user what the systems knows about her, second, the interface can be used to guide the user exploring the catalogue that is novelty and diversity driven. Figure 1 shows the portion of the interface used to describe the user. On the left hand side of the interface we have a polar chart that is used to show which are the most relevant topics for the user, and in which extent. It is possible to observe that each slice of the chart represents a topic (identified by the most user-wise popular tag belonging to that topic). The radius of the slice indicates the relevance of such topic for the user.
USER INTERFACE
On the right hand side of the "descriptive area" of the interface, it is shown the list of tags that form the specific topic. It is noteworthy that these tags are not the only ones the user interacted with, but all tags related to the topic. This enhances the possibility for the user to explore the catalogue, for example by seeing new tags, still related to topics that are relevant for her, but yet unexplored.
The second part of our interface, as shown in Figure 2 , represents the explorative side of our system. The GUI presents a carousel of already seen movies related to the selected topic.
Then, the user will receive a group of recommendations of previously unseen movies that highly relate to those already seen for the selected topic. More so, our interface aims to increase "information scent" and reduce Information Access Cost (IAC), as suggested in [19] . To increase information scent, we show the biggest possible quantity of details for each movie (poster, name, tags -either related to the topic (coloured) or not) without encumbering the interface. To reduce IAC, a pop-up with other information (genres, synopsis, main cast) is shown by simply hover the movie's area.
Finally, we expect the user to be able to interact with this interface, for example by selecting multiple topics and receive recommendations for movies that are highly related to all selected topics.
CONCLUSIONS AND FUTURE WORKS
We presented a system able to describe users via topics (groups of tags associated with entities the user interacted with). Our system exploits game theoretical concepts in order to find a description that is both general enough, yet capable to gather user's specific facets. Our system embodies many of the state-of-the-art practices to satisfy users. It grants high explainability to a recommender system, showing a precise description of the user. The system exploits important notions, like IAC and information scent, to favour user's exploration. Finally, our system aims to maximize novelty (and possibly serendipity), driving the user toward items that present features the user is known to be interested in, mixed with new and unexpected ones. Although preliminary results suggest a promising research field, we plan to deeply study many different aspects of our methodology. We plan to test other clustering strategies and tags representations, for example we would like to observe how the user's description changes when semantic representations are adopted. We plan to expand our dataset, including new sources, like semantic knowledge bases. We plan to evaluate our algorithm in a real setting, with a user study. Finally, we aim to study the generalization capability of our algorithm. At the moment, the trade-off between generality and specificity is fixed, we plan to study a way to make this trade-off parametrical.
