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SUMMARY
In this work, our goal is to track visual targets using residual vector quantization (RVQ). We
compare our results with principal components analysis (PCA) and tree structured vector
quantization (TSVQ) based tracking.
This work is significant since PCA is commonly used in the Pattern Recognition, Ma-
chine Learning and Computer Vision communities. On the other hand, TSVQ is commonly
used in the Signal Processing and data compression communities. RVQ with more than two
stages has not received much attention due to the difficulty in producing stable designs. In
this work, we bring together these different approaches into an integrated tracking frame-
work and show that RVQ tracking performs best according to multiple criteria over a variety
of publicly available datasets. Moreover, an advantage of our approach is a learning-based
tracker that builds the target model while it tracks, thus avoiding the costly step of building





Images have fascinated humans for thousands of years. The earliest cave paintings have
been dated back to around 30,000 years [11]. Currently, several fields deal with the creation
and analysis of images. Some example fields are art, photography, calligraphy and digital
forensics. In this work, we are primarily interested in the computational processing of
images. The three primary fields dealing with this aspect of images are Image Processing,
Computer Vision and Computer Graphics. The field of Image Processing deals with low
level image analysis, Computer Vision deals with high level image analysis, and Computer
Graphics primarily deals with image synthesis. Within the field of Computer Vision, we
are interested in tracking multiple objects in image sequences.
Object tracking, target tracking, or simply tracking, can be defined as estimating the
trajectory of an object of interest over time. In practical applications, tracking is normally
preceded by a detection step and succeeded by a track analysis step [2]:
• Detection. In this step, objects of interest are identified and segmented. A back-
ground model is commonly used as a pre-processing step.
• Tracking. The detected objects of interest are tracked from frame to frame.
• Track analysis. In this step, track information is fused to infer higher semantic
knowledge.
Recently, there has been a surge in interest in tracking due to several reasons: (a) pro-
liferation of powerful computers, (b) availability of high quality and inexpensive video
cameras, and (c) an increasing need for automated video analysis. However, in practice,
many difficulties are encountered in visual tracking. Some of these challenges include,
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Figure 1. Illustration of a visual tracking scenario.
• Loss of information caused by projecting 3D world objects onto 2D images
• Sudden illumination changes
• Appearance drifts
• Complex target motion, including acceleration





• Real time processing requirements
Clearly, visual tracking is a challenging problem. Under general conditions, it remains
an unsolved problem. Several researchers have tried to approach this problem by specifying
additional constraints on the targets being tracked. Constraints have also been placed on the
tracking environment. For example, almost all tracking algorithms assume that the object
motion is smooth without any abrupt changes [2]. Furthermore, prior knowledge about the
3
Figure 2. Target representations. (a) Centroid, (b) multiple points,(c) rectangular bounding box, (d)
elliptical bounding region, (e) articulated shape model, (f) skeleton, (g) contour control points, (h)
contour, (i) silhouette [2].
number, size, appearance and shape of the tracked objects has been used to simplify the
problem.
A graphical illustration of the tracking problem is shown in Figure 1. In this figure,
multiple cameras are employed for visual surveillance in an outdoor scenario. The images
captured by these cameras are fed to a tracker which returns metadata about the objects
being tracked, such as target ID and target velocity. Tracking is also commonly used in in-
doors applications, such as in tracking people in airports and malls. Single camera tracking
is also still widely used although multi-camera tracking is an active area of research.
1.2 Solutions
In the preceding section, we outlined the tracking scenario and some challenges faced
therein. We now turn to solutions.
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1.2.1 Target representations
Several algorithms have been employed for single and multiple target tracking. The nature
of the algorithm chosen is closely tied to the target representation. Several target represen-
tations are shown in Figure 2.
1.2.2 Tracking algorithms
The different target representations shown in Figure 2 lend themselves to the following
general categories of trackers:
• Point tracker. Targets represented using centroids or multiple points are commonly
tracked using point trackers. This form of tracking is closely tied to radar tracking.
As a matter of fact, the same techniques used in radar tracking are used. Commonly
used techniques include Kalman filtering, particle filtering [12], the probabilistic
data association filter (PDAF) [13], the joint probabilistic data association filter
(JPDAF) [14] and the multiple hypothesis tracker (MHT) [15].
• Region tracker. Targets represented using bounding boxes are commonly tracked
using region tracking. Widely used tracking methods in this category are template
matching and mean shift tracking [16].
• Contour tracker. Targets represented using shape information are commonly repre-
sented using splines and tracked using active contours [17] and level sets [18].
A closely associated problem is that of data association. An overview of data associ-
ation methods in target tracking is given in [19]. More recently, particle filters have been
shown to have an inherent capacity for data association [20].
1.2.3 Preprocessing















































Figure 3. Visual tracking, pre-processing steps, object representations and tracking methods [2]. In
this work, we use the view subspace method.
• Downsampling. This step is commonly carried out to reduce computational com-
plexity.
• Normalization. This step is commonly used to normalize brightness variation in
temporal sequences.
• Stabilization. Camera jitter is a common problem in tracking, especially in outdoor
scenarios, or where cameras are hand-held. Different camera stabilization algorithms
have been proposed to reduce the effect of camera motion. An overview can be found
in [21, 22].
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• Background modeling. Several methods have been suggested for background mod-
eling. A commonly used method is the multi-Gaussian algorithm [23]. An overview
of background modeling methods can be found in [24].
• Feature extraction. It is common to extract features from the target of interest and
apply the algorithms mentioned above in the feature domain rather than in the raw
spatial domain. Commonly used features include color, edges, corners, motion, tex-
ture, depth and spatial intensity probability distribution. For instance, corner detec-
tion [25, 26] can be used to extract points of interest within the target which are then
tracked using point trackers.
An overview of these pre-processing steps, different object representations, and track-
ing methods is given in Figure 14.
1.3 Current work
In this work, we use a technique called Residual Vector Quantization (RVQ) for tracking.
RVQ was first introduced in 1982 in the context of speech compression [27]. The first
application of RVQ for image analysis appeared in 2007 where this method was used to
analyze damage caused by Hurricane Katrina in the United States [28]. Our work presents
the first usage of RVQ for any form of video analysis.
1.4 Outline
So far, we’ve briefly discussed three things in this introductory chapter: (a) the problem that
we attempt to solve in this work, (b) the methods that have been employed in an attempt
to solve this problem, and (c) the method that we intend to use in our own attempts. The
remaining portion of this document elaborates on these issues. Here is an outline:
• Chapter 2. Residual Vector Quantization. In this chapter, we discuss RVQ, give the
mathematical notation involved, and discuss design, optimality and implementation
issues. A comparison with other vector quantization methods is also given.
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• Chapter 3. Tracking methods. In this chapter, an overview of existing tracking meth-
ods is given.
• Chapter 4. RVQ tracking. In this chapter, visual tracking using RVQ is explained.
Comparison is also made with tracking using two well known methods, principal
component analysis (PCA) and tree-structured vector quantization (TSVQ). Six pub-
licly available datasets are used that cover a variety of scenarios including indoors,
outdoors, day-time, night-time, human, vehicle and object tracking, rigid and non-
rigid object tracking, lighting change, structured noise, camera motion, target pose
and expression changes, and temporary occlusions.
• Chapter 5. Results. In this chapter, results of PCA, TSVQ and RVQ based tracking
are presented and compared.
• Chapter 6. Conclusions. This chapter wraps up this thesis briefly restating objectives,
summarizing results, presenting conclusions and laying out a ground map for future
work.
• Chapter 7. Appendices. This chapter includes detailed plots for the interested reader.
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CHAPTER 2
RESIDUAL VECTOR QUANTIZATION (RVQ)
2.1 Introduction
Our main emphasis in this chapter is on Residual Vector Quantization (RVQ). However, in
order to understand RVQ, certain definitions need to be presented. Also, an understanding
of quantization, types of vector quantization and a comparison of different types of vector
quantization is important. This chapter is therefore organized as follows:
1. Definitions. In Section 2.2, various definitions related to the study of quantization
are presented.
2. Optimality In Section 2.3, we discuss optimality issues in quantization.
3. Types of vector quantization (VQ). In Section 2.4, we discuss different types of VQ,
including exhaustive search vector quantization (ESVQ), tree structured vector quan-
tization (TSVQ) and residual vector quantization (RVQ).
2.2 Definitions
In this section, we present the following definitions before getting into the details of opti-
mality issues in quantization and its different types:
1. Quantization. Quantization is the process of representing a large, possibly infinite,
set of values with a smaller set of values [29]. Figure 4 shows a quantizer Q that
takes values from a source alphabet X = {x ∈ RD} and maps them to a reconstruction
alphabet C = {yk ∈ RD | k = 1, 2, . . .K}. If the input is scalar, i.e. D = 1, the
quantizer is called a scalar quantizer. For D > 1, the quantizer is called a vector




Figure 4. A quantizer Q maps symbols from a source alphabet X to symbols from a reconstruction
alphabet C, where in general, the number of elements in X, N >> K, the number of elements in C.
and videos. For instance, all current video standards, MPEG-1, MPEG-2, MPEG-
4, H.261, H.263 and H.264 rely on a special form of quantization called transform
vector quantization. See Figure 5 for an example of quantization in MPEG-4. In
practice, quantization can be carried out as a sequence of two operations, encoding
and decoding.
2. Encoding. During this process, the input x to be quantized is represented by an index
m, usually a scalar, that corresponds to the code-vector yk that x is mapped to.
3. Decoding. During this process, the index m is used to look up code-vector yk.
4. Parititions. Quantization creates K partitions Pk = {x ∈ RD | Q(x) = yk} in the input
space RD which are mutually exclusive and exhaustive, i.e., Pi
⋂
P j = ∅, i , j. The





5. Codebook. The reconstruction alphabet C is known as the codebook.
6. Code-vectors. The K members yk of the reconstruction alphabet C are called code-
vectors. The term centroid is used interchangeably with code-vector.
7. Design-time. In the context of quantization, design-time refers to the process of
generating the codebook.
8. Run-time. In the context of quantization, run-time refers to the process of mapping
an input x to a code-vector y, i.e., the process of encoding followed by the process of
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Figure 5. Scalar quantization in the transform domain for MPEG-4 Part2 Visual. The image on the
left shows the 3 intensity channels of an input image patch drawn in the YUV color space. The vertical
dimension is the luma (Y) axis. The right image shows the quantized reconstruction of the input image
patch. No deblocking filter has been used, and so the loss of information is entirely due to quantization.
Notice the straight lines along which the output pixels are aligned due to the quantization process. The
visualization was created using the Visualization Toolkit (VTK) [3] in C.
decoding.
9. Rate. If we have K code-vectors yk in RD, log2 K bits are required to represent each
code-vector. The resolution, code rate, or simply the rate r of a quantizer is the
number of bits required to represent each sample, i.e., scalar element of yk. Since
there are D samples, the rate r = log2 KD .
10. Distortion. The difference between original input x and reconstructed output x̂ = Q (x) = y
is known as distortion d(x, y) [29]. A commonly used distortion measure is the





11. Rate-distortion R(D) curve. The tradeoff between rate and distortion can be plotted
as a rate-distortion curve. A fundamental result of Shannon’s rate-distortion theory is
that VQ is able to achieve equal or better compression rates than scalar quantization
even if the source is memoryless, i.e., emits a sequence of IID random variables [30].
The reason is that VQ is able to take advantage of higher dimensionality using ap-






Figure 6. Given partition Pk, the optimal code-vector for this partition is the centroid of the partition.
will gain 0.028 bits over a square quantizer in R2 when the two random variables
are independent. On the other hand, if the source is not memoryless, 3 situations are
possible:
• Linear correlation only. With proper rotation, any set of random variables can
be rendered uncorrelated, i.e., they will no longer be linearly correlated [31]. In
this case, since there is no non-linear correlation, the set of random variables af-
ter appropriate rotation will be independent. Scalar quantization along each new
dimension will produce lower bit rate than if the rotation had not been carried
out. However, VQ will reduce the bit-rate even more than scalar quantization
since, as mentioned above, it can take advantage of appropriate cell-shapes.
• Non-linear correlation only. Here, rotation cannot be used to remove non-linear
correlation and therefore scalar quantization on rotated axes will not improve
bit rate. Moreover, scalar quantization produces rectangular cells, irrespective
of the input distribution. VQ on the other hand is able to place centroids only in
regions occupied by the input. This property can be used to exploit non-linear
correlations and lower bit-rate [31]. Note that this property is independent of
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the appropriate cell-shapes property. Using the appropriate cell-shapes property
will lead to further reduction in bit-rate.
• Linear and non-linear correlation. In this case, VQ can be used to reduce bit
rates using all 3 methods mentioned above, rotation, placement of code-vectors
in places where the input distribution exists, and using appropriate cell-shapes.
12. Sigma (σ) tree. A σ-tree is shown in Figure 9. Each node of this tree, µm,p is called
a stage code-vector and is the m-th node at the p-th stage. In Figure 9, there are 6
stage-code-vectors, 2 at the first stage, 2 at the second stage, and 3 at the third stage.
The leaf nodes of this tree, also called equivalent code-vectors [5] constitute the RVQ
code-book [32]. Each equivalent code-vector is created using a direct sum, i.e., by
adding one stage code-vector from each stage. There are K = MP possible unique
direct sums, and therefore K = MP possible equivalent code-vectors.
2.3 Quantization optimality
So far, no mention has been made about optimality of the code-vectors or partitions. A
widely used algorithm to compute at least locally optimal codevectors and partitions is
the Generalized Lloyd Algorithm (GLA) [4], also known as the Linde Buzo Gray (LBG)
algorithm [33] or K-means clustering [34]. Figure 6 illustrates the scalar quantization case










(x − yk)2 fX(x)dx
(1)
If the partitionPk =
{
x | (yk − x)2 < (y j − x)2, ∀ j , k
}
is given, the optimal code-vector
yk for this partition can be computed by setting the derivative of the average distortion e















In other words, the optimal centroid for a given partition and the squared error criterion
is the centroid of the partition. Conversely, if we want to compute optimal partitions given
the centroids, we can rewrite P j =
{
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The only way to satisfy both Equations 4 and 5 is for the partition boundary to be half-
way between the centroids, i.e., 12
(
yk + y j
)
. This notion can be generalized to the vector
case.
2.4 Types of VQ
We now list the main types of VQ that appear in the literature. The goal of VQ design
is to have output distortion as close as possible to the rate-distortion curve. However, in
general, optimal coding of source vectors is not possible unless an exhaustive search over
all code-vectors is carried out, as in structurally unconstrained Exhaustive Search Vector
Quantizers (ESVQs) [35]. For a rate r and dimension D, there are K = 2rD code-vectors.
Therefore, the computational cost of ESVQ, CES VQ, and memory requirements MES VQ are
≈ 2rD. A solution to this problem is to impose constraints on the VQ structure.
One possible solution is the tree structured vector quantizer (TSVQ) proposed in [36].
A P-level binary TSVQ has run-time search complexity which is only CTS VQ ≈ 2P but dou-
ble storage requirements, MTS VQ ≈ 2MES VQ [37]. So, although TVS Q solves the search
complexity problem, it further aggravates the storage problem. A method of reducing both
run-time computational and storage complexity is to use a product code VQ [4]. The basic
idea in a product code VQ is to break a bigger problem into several smaller problems. Ex-








Figure 8. Comparison of ESVQ, TSVQ and RVQ. In the top figure, M = 2 for RVQ and TSVQ, and 16
code-vectors are displayed for each quantization type. The term path map is used in [4] to denote the P
encoding indeces. An equivalent term for RVQ, expanded digital representation (XDR) is used in [5].
Vector Quantizers (RVQ) also fall under this category, and are of interest to us in this work.
A comparison of ESVQ, TSVQ and RVQ is given in Figure 8.
2.4.1 TSVQ
The Tree Structured Vector Quantizer (TSVQ) has received a lot of attention in the litera-
ture [4]. The reason is that the codebook produced by TSVQ approximates the codebook
produced by ESVQ but the run-time computational cost is logarithmic in the number of
code-vectors. For instance, a codebook size of K = 256 requires 256 matches for ESVQ
but only 8 matches for binary TSVQ. However, as mentioned earlier, the storage require-
ments are greater for TSVQ as compared to ESVQ (see Figure 8). We next talk about
design-time and run-time in TSVQ.
1. Design-time. The goal here is to design the TSVQ codebook which comprises the
terminal code-vectors, i.e., the leaf nodes, in the TSVQ tree. The first step is to
compute the mean of the training data. The mean is then split off into MTS VQ child
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Figure 9. RVQ σ-tree, 3 stages, 2 code-vectors per stage, i.e., P=3, M = 2. This is a 3x2 σ-tree.
centroids (code-vectors). The training data is then mapped to these child centroids
using the nearest neighbor rule. Each of these MTS VQ child centroids are then again
split into MTS VQ centroids and the process continues until terminal code-vectors are
obtained.
2. Run-time. During run-time, the encoding process involves mapping a test vector to
the nearest centroid at each level of the tree. The index of the terminal code-vector is
used to decode the test vector if no successive approximation is required. Note that in
this case, only the terminal code-vectors need to be stored at the decoder. However, if
successive approximation behavior is desired, then the entire tree needs to be stored
and the stage map is used to successively approximate the input vector [4].
2.4.2 RVQ
Residual Vector Quantizers were introduced by Juang et al. [27] in 1982. As with ESVQ
and TSVQ, the K-means, or GLA, objective function to be minimized for RVQ for the


















(xi − yk)2 (6)
Notice that in this equation, it is implicit that the partitions, i.e., Voronoi regions, are
known. Computing both optimal partitions and optimal centroids is an NP hard problem.
However, once the partitions are known, computing the optimal centroids is a convex least
squares problem and can be solved by setting the derivative of the objective function with
respect to the required code-vector equal to 0. As in the continuous case mentioned earlier,
the optimal code-vectors are the centroids of the Vornoi regions.
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P (7)
Substituting this notation in Equation 6 and grouping all stage code-vectors except for

















































, ρ = P (8)























(gi − µ(k)ρ )
2
, ρ = {1, 2, . . . P} (9)
where gi is the graft residual [38]. As can be seen in Equation 9, the graft residual gi
for a data-point xi is formed by subtracting from xi, all stage codevectors that are used to
reconstruct xi except the stage codevector at the ρ-th stage. In this sense, gi is a causal
anti-causal (CAC) residual [38]. The code-vectors at the ρ-th stage are computed using the
K-means objective function for that particular stage. The implication of this step is that the
RVQ objective function is now a coupled K-means objective function where the design of
each stage code-vector depends on stage code-vectors from all other stages, and not just
prior stages, hence the name causal anti-causal. A challenge in this coupled K-means setup
is that computing the centroids for one stage changes the residual centroids for all other
stages.
An RVQ is different from a traditional VQ in the sense that it partitions the input space
RD into M cells. The residual space, also in RD, is then partitioned again into M cells.
This process is repeated P times. The advantage of this approach is that in obtaining MP
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partitions, we need to run our partitioning algorithm P times and generate M partitions at
each stage. In traditional VQ, the partitioning algorithm would run once but have to create
MP partitions. For the binary case (two code-vectors per stage, M = 2) and a total of
8 stages (P=8), RVQ only requires 16 searches. In ES VQ, this would require 256. The
exponential complexity is reduced to linear complexity. In general, structurally constrained
quantizers cannot provide performance as good as ESVQ. However, since they are able to
more efficiently implement codes, larger and larger vector sizes can be used, and if carefully
designed, can achieve better performance that ESVQ for a given computational cost [37].
Below, we give one method of designing an RVQ codebook. Refer to [39, 35, 40,
41, 38, 42, 43, 37, 32, 44, 28, 5] for details on other methods as well as a discussion on
sequential and joint optimality.
1. Design-time. The following steps are taken:
(a) Generating the σ-tree. The K-means algorithm is used to design first stage
code-vectors. This is a standard application of the K-means algorithm as in
ESVQ or in TSVQ. First stage code-vectors are then subtracted from the data
points that map to them to generate a set of residual data points. The K-means
algorithm is run on these residual data points and a set of second stage code-
vectors is obtained. This process is repeated till the desired number of P stages.
(b) Applying the CAC condition. The above step generates cluster centroids that
are locally optimal at every stage. Morever, the design of each stage depends
on the previous or causal stage designs but does not depend on subsequent or
anti-casual stage designs. This can lead to a propagation of reconstruction error.
However, as mentioned earlier, we would like to compute stage code-vectors
using not just causal residuals, but causal and anti-causal residuals. For this,
Equation 9 is repeatedly applied to all stages as shown in Figure 11.
2. Run-time. The RVQ run-time process is shown in Figure 12. At the first stage, the
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Figure 11. RVQ, design-time.
stage codevector with the least L2 norm error is picked. This codevector is subtracted
from the input signal to form a first stage residual signal. This signal is fed as input to
the second stage where again the best second stage codevector in the L2 norm sense
is picked. The residual from this stage is fed as input to the third stage. This process
is repeated for all P stages. The final residual output from the P-th stage is the error
signal. The reconstructed output signal is a sum of the selected stage code-vectors at







































In this chapter, we provide an overview of tracking methods that have been reported in the
literature. The outline of this chapter is as follows,
• Bayesian estimation. Bayesian estimation is a general framework for target state
estimation, and has been applied to the three major categories of tracking, point
tracking, region tracking and contour tracking. We use this approach in this work as
well. Therefore, this chapter begins with providing an overview of this method.
• Point tracking. Point tracking is the first of three tracking categories. The methods
used in computer vision are very similar to the methods in the radar tracking litera-
ture.
• Region tracking. Region tracking is the second tracking category. In this method,
entire regions are tracked. In this work, we use a sub-category of this approach
called subspace tracking.
• Contour tracking. Contour tracking is the third and last tracking category. In this
method, target contours are tracked.
• Example trackers. After discussing the above topics, we provide examples of some
trackers that have received attention in the literature.
• Subspace tracking. Finally, we discuss subspace tracking, a form of region tracking.
This section leads up to the approach we have used in this work, PCA, TSVQ and
RVQ based tracking.
As mentioned earlier, visual tracking is an important and difficult area of computer
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Figure 13. The process of tracking within the probabilistic graphical model hierarchy.
The biggest challenge in tracking is difficulty in handling changes in target appear-
ance [1]. Intrinsic variations include pose variation and shape deformations. Extrinsic
variations include illumination change, camera motion, camera viewpoint and occlusions.
In order to simplify the process of tracking, it is common to make certain assumptions.
These assumptions fall under two broad categories:
• Assumptions related to camera. A common assumption, in particular in surveillance
applications, is a stationary camera that allows for background maintenance. Known
camera-motion is also used although it is less common.
• Assumptions related to target. These assumptions include constant velocity, constant



















Figure 14. Linear estimator. The gain block is called the Kalman gain for the Kalman filter.
As stated previously, several pre-processing steps may be required before tracking can
be initiated. These include stabilization for video registration, normalization, downsam-
pling, background modeling and feature extraction. Commonly used features include raw
pixel values, corners, area, color information, intensity distributions, contour descriptors
and depth. In this work, the only pre-processing step we carry out is feature extraction of
raw pixels that are expected to belong to the target of interest.
3.1 Bayesian estimation
A commonly used formulation for tracking is based on Bayesian estimation, and is used in
this work as well. In this framework, target kinematics are modeled as the latent states of a
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Figure 15. Tracking using a particle filter. Notice that the density is non-Gaussian and multi-modal.
time-dynamic system [12]. Time-dynamic systems are based on two models: (a) state pre-
diction model, ft : RD × RD → RD, describing state evolution, and (b) observation model,
ht : RN × RN → RN , relating observations to the states. These models are described as,
xt = ft(xt−1, vt−1)
zt = ht(xt,nt) (10)
v ∈ RD is an independent, identically-distributed (IID) process noise sequence. n ∈ RN
is an IID measurement noise sequence. The goal is to find the estimate of the state xt at
time t, based on all observations Zt = {zi, i = 1, ...,T }. zt is the observation vector at time t.
At this point, it is interesting to place the process of tracking in the bigger picture of
probabilistic graphical models, as shown in Figure 13. Mathematically, hidden Markov
models (HMMs) can also be written using evolution and observation models even though
the method was developed independently of time dynamic systems [47].
The two stage time-dynamic model described above lends itself well to Bayesian in-
ference [12]. The reason is that observations can be used as evidence to modulate the
prior distribution on the states. We can then infer the posterior distribution on the states
using Bayes’ Rule. Mathematically, the Chapman Kolmogorov equation predicts the next






















In the second step, the observation zt at time t and the predicted state xt can be used to

















Equations 11 and 12 form the optimal Bayesian solution for the recursive propaga-
tion of the posterior density. This problem can be solved analytically using the closed-
form Wiener-Kalman linear Minimum Mean Square Estimate (MMSE) in Gaussian noise
[48, 49]. Non-analytical methods, such as grid-based methods, can be used if the state space
is discrete and consists of a finite number of states. For non-linear models, the Extended
Kalman Filter (EKF) computes the Jacobian for a Taylor Series expansion of the system
and observation models about the current state [50]. Recently, the Unscented Kalman Fil-
ter (UKF) has been replacing the EKF in a wide range of applications. The UKF, instead
of explicitly computing the Jacobian, computes a set of points that capture the true mean
and covariance of the prior. When propagated through the non-linear system, these points
capture the posterior mean and covariance [51]. As a result, the UKF estimates the poste-
rior mean and covariance accurately to at least the second-order Taylor Series expansion.
The EKF on the other hand achieves only first-order accuracy [52, 53]. More recently,
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particle filters which use point mass representations for probability densities and are based
on stochastic sampling have been introduced in the visual tracking literature [54, 55]. A
primary difference between the UKF and the particle filter is that the former is based on
deterministic sampling while the latter is based on stochastic sampling. Particle filters offer
an additional advantage of being able to handle arbitrary densities as shown in Figure 15.
However, since the particle filter uses non-parametric densities with no functional repre-
sentations, its computations do not scale well as the dimensionality increases [56].
A variety of particle filters have now been introduced. According to [12], sequential
Monte Carlo (SMC) filtering has been called particle filtering [57], bootstrap filtering [54],
the condensation algorithm [20], interacting particle approximations [58, 59] and survival
of the fittest [60].
In this section, we discussed the Bayesian approach to tracking. This approach can be
used for point, region or contour tracking.
3.2 Point tracking
The problem of point tracking in the field of computer vision is similar to the problem of
point tracking in the field of radar signal processing. This problem has been extensively
studied and is also known as the data association problem. In Computer Vision, an addi-
tional pre-processing step, interest-point detection, is required to extract points of interest
from the scene. Point tracking methods can be broadly categorized into statistical methods
and deterministic methods.
There are three main statistical methods for point tracking. The Probability Data As-
sociation Filter (PDAF) provides a computationally efficient method of data association
for single targets [13]. It is largely based on the Kalman Filter. However, it has a mech-
anism of accounting for clutter. The primary difference between the Kalman filter and
the PDAF algorithm is in the computation of the innovations process during the update
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stage. For multiple targets, this algorithm is generalized by the Joint Probability Data As-
sociation Filter (JPDAF) [14]. The Multiple Hypothesis Tracker (MHT) handles multiple
targets in non-linear conditions [15]. MHT requires ever-expanding memory as more and
more data is processed. However, computationally practical versions of MHT have been
reported [61, 62]. It may be noted that a carefully designed MHT can provide better per-
formance than the PDAF and JPDAF algorithms [63]. Additional details can be found in a
survey by Cox [19].
Statistical methods have a number of shortcomings. First, the assumption that points
move independently is not always valid. Second, measurements are not always distributed
normally around their predicted position. Third, there are a number of parameters to es-
timate, such as apriori probabilities for false measurements and missed detections. And
finally, statistical methods can be computationally demanding [64]. To deal with these
shortcomings, a number of researchers have worked on deterministic methods for point
tracking.
Most deterministic methods minimize a cost of associating a target to an observation.
This correspondence cost is usually a combination of several constraints [2]: (a) proxim-
ity, (b) maximum velocity, (c) smooth motion, (d) common motion, and (e) rigidity. A
zero-scan algorithm uses one frame for correspondence and picks the maximum likelihood
hypothesis at every time frame. On the other hand, a multiple-scan algorithm uses mul-
tiple frames for correspondence [15]. Sethi and Jain [65] use path coherence and motion
smoothness for solving the correspondence problem. Unlike many previous approaches,
they solve the correspondence problem using multiple frames rather than two. Salari and
Sethi [66] extend this work to handle occlusions. Rangarajan and Shah [67] use a greedy
non-iterative algorithm with a fixed number of feature points while allowing for temporary
occlusion and missing point detections. In [64], a common-motion constraint is introduced.
According to this constraint, two points lying on the same object should move coherently.




Several methods for tracking regions have been proposed in the literature. We describe
some of the more popular methods in the next few paragraphs.
Template matching is one of the most common methods for tracking regions. This
method involves matching the sub-region of an image with a template. A variety of distance
measures have been used in template matching. Some commonly used distance measures
are SSD (sum of squared differences), SAD (sum of absolute differences) and correlation
(CORR). These measures can be computed using the following equations:
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SAD is widely used in the video coding literature. As a matter of fact, it is used in al-
most all current video codecs, i.e., MPEG-1, MPEG-2, MPEG-4, H.261, H.263, and H.264.
The method of template matching has been applied in many areas of Computer Vision, in-
cluding tracking. Some examples of the usage of template matching are head tracking [69],
motion identification [70, 71], contour matching [72], human detection [73], pedestrian de-
tection [74], finger tracking [75], object recognition [76] and track initialization [70, 77].
The advantages of template matching are simple implementation and robustness to short-
term, gradual changes in appearance. The disadvantages of template matching are failure
under occlusions, and the need for updating over time. A solution to the template updating
problem is presented in [70].
A number of researchers have used density based methods to track regions. A com-
monly used method of density tracking is the mean-shift algorithm. In this algorithm, the
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gradient vector of the density is computed. Repeated iterations lead to a local mode of the
density [78].
Finally, optical flow is a method of computing the motion between two successive
frames. Since motion computation is an ill-posed problem, two constraints are commonly
used to compute a solution: (a) brightness constraint, i.e. I(x, y, t) = I(x + δx, y + δy, t + δt)
and, (b) smooth velocity constraint, i.e. ∇2u + ∇2v, where I(x, y, t) is an image pixel in im-
age I at location (x, y) at time t, u = dx/dt is the velocity in the x-direction, and v = dy/dt
is the velocity in the y-direction. An iterative scheme to compute optical flow is given by
Horn and Schunk [79]. An alternate method is given by Lucas and Kanade [80]. A compar-
ison of optical flow techniques can be found in [81]. Motion information is a useful feature
in tracking. However, in many tracking scenarios, optical flow assumptions of brightness
constancy do not hold. This is particularly true when multiple targets are being tracked and
occlusions are common. Nevertheless, some attempts at robust tracking have been made in
these difficult situations [82].
3.4 Contour tracking
The third and final tracking method we discuss is contour tracking. A method of represent-
ing a closed contour using ellipses as basis functions is the Elliptical Fourier decomposi-













































However, due to the difficulty in incorporating prior information in this representa-
tion, as well as the non-intuitiveness of the computed Fourier coefficients, this method
has not been widely used for contour tracking [84]. A widely used method is the snakes
method [85] in which a parameterized curve v(s) = (x(s), y(s)), such as a B-spline curve, is








Eint(v(s)) + Eext(v(s))ds (15)
where Eint is the internal energy of the spline, and can be written as a sum of two











the external energy and is derived from the image, for instance by computing the gradient
evaluated along the contour. This additional term makes it possible to incorporate prior



















Snakes have been used in a variety of applications, including walker tracking [86], head
tracking [87], and vehicle and hand tracking [88]. In order to model more complex shapes,
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level-sets were introduced in [18]. In this formulation, a contour is represented as the zero
crossings in a level-set grid. The evolution of the contour is governed by changing the grid
values [2].
A further extension to the snakes model is the active-appearance model, or ”smart”
snake model, proposed by Cootes et al. [89]. In this approach, structural constraints derived
from a training set are imposed on the model. This is done to guide the shape evolution.
As a result, this method captures the natural variability within a class of shapes. The
advantage over snakes is that shape deformation is always consistent with the training set.
This method has also been applied to tracking, for instance to human tracking [90, 91].
3.5 Example trackers
The tracking techniques mentioned in the last three sections, i.e. point tracking, region
tracking and contour tracking, have been applied to a variety of applications. In particular,
a lot of attention has been given to human tracking. In the following few paragraphs, we
summarize the major research in this important area.
• KidsRoom [92]: This system tracks little children in a reasonably realistic environ-
ment. A background model is used to generate blobs. Four features are used for
tracking: average normalized color, distance, velocity and size.
• Pfinder [93]. This work popularized background subtraction [2]. The advantage of
background subtraction is that it can lead to a blob based representation. Such a
representation reduces the degrees of freedom in going from individual pixels to
blobs. The Pfinder system tracks a single user. The features used for tracking include
skin color and 2D shape contour for head, hands and feet. For each pixel, a likelihood
is computed for each of the blob models. The class membership likelihoods are
resolved using spatial and connectivity constraints. A major drawback of this system
is the process of initialization in which a user is required to carry out specific actions.
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• CMU [70]. This is a classification and tracking system. This system is based on the
fact that properties of template matching and temporal differencing (DT) are comple-
mentary. When the target is stationary, template matching is at its most robust, while
DT does not do well. If the target is moving, template matching does not do well
while DT does. This system classifies and tracks humans and cars based on size and
dispersedness ( perimeter
2
area ). MLE is used for classification. The templates are updated
using an IIR filter.
• W4 [94]: This system detects foreground objects using a background, bimodal-Gaussian,
intensity distribution. No use of color is made. In comparison, Pfinder uses color in-
formation. Another difference is that unlike Pfinder, W4 does not assume that there
is only one person in the scene. The features used are shape and appearance models.
Besides tracking humans, this system can recognize simple events such as carrying,
leaving or exchanging bags.
• Bramble [95]. This system uses a known camera model and ground plane. It can
therefore track humans in 3D. The state estimation is done using particle filters.
• Zhao and Nevatia [56]. This tracker simultaneously tracks up to 13 people in a
crowd. The researchers use a color-histogram based mean-shift tracker for appear-
ance model correspondence. The human body is modeled using a 3-ellipsoid, one for
the head, one for the torso, and one for the legs. The prior has spatial and temporal
components. The spatial prior penalizes unnecessary overlapping of targets and blobs
with small sizes. The temporal prior encourages smoothness and trajectory connec-
tivity. The likelihood is computed using background exclusion and correspondences.
The MAP estimate is computed using Markov Chain Monte Carlo (MCMC) sam-
pling. State estimation for velocity is done using the Kalman filter.
• Brostow and Cipolla [96] In this tracker, an unsupervised Bayesian clustering method
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is used to detect individuals moving in crowded scenarios. Interestingly, the only fea-
ture used is motion. No training data is used, nor is there any appearance model. The
idea is to probabilistically cluster regions moving in unison. Motion initialization is
done using optical flow. Subsequently, normalized cross correlation is used to match
corners. Regions with similar motion are clustered to form targets.
3.6 Subspace based tracking
Subspace based tracking is a form of region tracking. It is discussed here separately from
region tracking since we use this approach in this work. Therefore, this method is discussed
in more detail.
One of the main factors limiting visual tracking is the lack of suitable appearance mod-
els [97]. In subspace based tracking, the basic assumption is that the evolving target ap-
pearance can be modeled using a lower dimensional subspace computed using PCA, or a
few code-vectors computed using a VQ based method. This approach has the following
advantages:
• Compact representation. A subspace representation using say PCA or RVQ allows
storage of a few basis eigenvectors or stage code-vectors to capture variations in the
target appearance.
• Object recognition. This method facilitates object recognition since an appearance
model is built for each target.
• Continuous model update. As mentioned earlier, changes in target appearance are a
big challenge in target tracking. Online model updating allows the target appearance
to be built dynamically.
• Less offline training data required. Since the models are built online, less training
examples are typically required.
• No optimization. No complex optimization is required.
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A disadvantage of this approach is that the tracker is prone to drift if the online ap-
pearance model is updated incorrectly. In [2], subspace based tracking is mentioned under
the category of view-based approaches. View-based approaches can be interpreted to mean
one of three approaches:
1. Multi-camera approach. As the name suggests, several cameras are used to generate
simultaneous views of an object from different angles [98].
2. VBR approach. In this approach, a limited number of views of an object are sampled
as it is rotated about the x, y and z axes of rotation during a training phase. This
approach forms the basis of view-based recognition (VBR) and allows replacing the
matching of a single 3D model with matching a large number of 2D models [7, 99].
3. Online appearance approach. In this approach, several views of an object are cap-
tured as it is tracked online and used to model the dynamic appearance of the ob-
ject [1].
In this work, we do not focus on the multi-camera approach. We start our discussion
with the VBR approach and transition to the online appearance approach for two reasons:
(a) it historically predates the online appearance approach, and (b) it naturally leads to the
online appearance approach, which is the approach that we take.
In order to classify or recognize complex articulated objects, a large range of appear-
ances are required. One approach has been to use interpolation of appearance from a small
number of views. [6] makes the assumption that all possible views of an object after 3D
transformations such as rotation, translation and scaling can be expressed as the linear com-
bination of other views of the same object. Therefore, object matching is done by finding
the distance between the linear subspace (or low dimensional manifold) defined by previ-
ous views and an observed object, rather than measuring the distance between the object
and each of the stored views. Figure 16 shows an example of generating different car views
using linear combinations of existing views.
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Figure 16. (a) Original images, (b) Synthetic images created from linear combinations of original im-
ages, (c) More original images at approximately same orientation as the synthetic images, (d) Synthetic
images superimposed on original images [6]
.
A step forward in the justification of view-based representations is presented in [7],
where it is shown that 300 views need to be stored for each view-based model to achieve
an error rate smaller than that of optimal 3D matching algorithms. An example of such a
matching is shown in Figure 17.
A fundamental question here is how to learn an appropriate set of view models. As
mentioned earlier, in traditional tracking approaches, such as normalized correlation or
template matching, there is a limitation that the image motion must be simple, such as
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Figure 17. Airplane recognized by view-based recognition system [7]
Figure 18. (a, b) Training images (c, d) Eigenspace basis images [8]
translation and the viewpoint must be fixed or changing slowly. In [99], this challenge is
tackled by using sets of view models, rather than simple templates. In this approach, a
data-driven method of using normalized correlation scores to automatically construct a set
of view models is developed. One initial model is specified by the user using a cursor. The
target object is tracked using normalized correlation. The search function correlation scores
are saved so that when they fall below a certain threshold, a new model can be added to the
search set using the image at the offset with the best current score. Over time, a family of
view models that sample the aspect space are accumulated. Two thresholds are maintained,
one for deciding if track has been lost, and the other sets the level at which a new model
should be added. This method is then used to recognize human gestures.
A multi-view method that deals with illumination changes, to which SSD (sum of
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Figure 19. (a) Test image (b) Least squares reconstruction (c) Robust reconstruction [8]
squared differences) or correlation based tracking is sensitive to, is presented in [100].
A set of 5 basis images is created offline for a single face under a single view but different
illumination conditions. Images with maximum singular values in the SVD decomposition
are retained for the basis. These basis images are then used to approximate the object un-
der any illumination condition. This work also accounts for geometric changes in the face
through affine warping.
The transition of VBR to view-based tracking is first made in the seminal work of
eigentracking presented in [8]. This is an adoption of initial work in the area of PCA based
methods to efficiently represent several views [89, 101]. Before this work, eigenspace rep-
resentations had focused on the problem of object recognition and had only peripherally
addressed the problem of object tracking over time. Additionally, it was assumed that the
object of interest could be located in the image, segmented and transformed into canonical
form for matching with the eigenspace. However, this is not always possible and eigenspace
reconstruction methods are not invariant to image transformations such as translation, scal-
ing and rotation. Two primary observations are made in this work that have formed the
basis of current subspace tracking methods:
1. Robust estimation. PCA reconstruction relies on a least squares fit between an image
and the eigenspace. This can lead to poor results in the presence of structured noise.
This work reformulates the eigenspace matching problem as one of robust estimation.
2. Affine transformation. Instead of storing all views of the object to be tracked or learn
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Figure 20. Brightness versus subspace constancy. ”Motion” between frames 16 and 18 ( computed
within the white boxed region) (a) dense optical flow for the soda can computed using the brightness
constancy assumption (b) ”Flow” computed using the subspace constancy assumption for the same
frames [8]
interpolating surfaces in the eigenspace, an affine transformation is allowed between
the input image and the subspace.
A fundamental issue of whether to create one eigenspace for all classes or one eigenspace
per class is addressed in [10]. The classes correspond to M human head orientations with
N examples in every class. In a parametric eigenspace, one eigenspace is created for all
NM images. On the other hand, in a view-based eigenspace, one eigenspace is created for
each of M head orientations, each with N users per eigenspace. Since multiple views of a
face form a connected non-convex region [102], the analogy of using a parametric versus
a view-based eigenspace approach is that of modeling a complex distribution by a single
cluster model or the union of several component clusters respectively. It is expected that
the latter approach will give better image reconstruction results as seen in Figure 21.
Recently, a tracker based on online updating of a PCA eigenspace was presented in [1].
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(a) Training image. (b) Training image reconstruc-
tion, parametric eigenspace
(c) Training image reconstruc-
tion, view-based eigenspace
(d) Test image. (e) Test image reconstruction,
parametric eigenspace
(f) Test image reconstruction,
view-based eigenspace
Figure 21. Comparing parametric eigenspace with view-based eigenspace.
In this work, the authors use incremental PCA and a particle filter to build an online incre-
mental basis. It is assumed that observations are generated from this eigenspace. In [97],
phase is chosen as the basis of the appearance model since it provides some amplitude and
illumination independence. An optimal image warp is computed from the stable properties
of image appearance. A WSL tracker is created, where S refers to the stable compo-
nent, L refers to the ”lost” component, and W refers to the wandering component. The
S component captures the behavior of the stable and slowly varying image observations
when and where they occur. The L component accounts for data outliers which arise as a
result of tracking failures due to tracking, occlusion, or noise. TheW component allows
for adaptation to short term image appearance changes. A mixture model is used to model
these 3 components. The image feature used to generate the mixture model is the phase.
The model is learned online using the EM algorithm. This method can handle variations in
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(a) In the image on the right, dimension is fixed to 50
(b) Comparison of weighted vs non-weighted batch
and incremental PCA algorithms
Figure 22. Comparison of batch PCA with various incremental PCA update algorithms [9]
pose, illumination and expression. However, since pixels are treated independently, within
the target region, a notion of an object being tracked does not exist. This can result in
modeling the background as well.
In [9], the researchers try to find the error associated with using an incremental PCA
update algorithm versus using the optimal batch PCA algorithm. They build eigenspaces
of various dimensions from 720 images of 20 objects taken from the Columbia University
Image Library (COIL-100) [103]. Figure 22 shows the mean squared reconstruction errors
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(MSRE) for the batch and various incremental methods. In all experiments, squared re-
construction error degradation is less than 10%. Moreover, the sequential order in which
the images are presented influences results. It is pointed out that to obtain good results,
the initial images should be heterogeneous encompassing different objects and views. This
results in an evolving eigenspace that is rich and comprehensive enough in the beginning
and is not specialized for representing a specific object only. In this work, it is also shown
that the reconstruction errors of the various incremental weighted PCA methods (WincA,
WincX) do not differ significantly from the results of the batch weighted method (Wbatch).
This method is used by [104] for object tracking in a manner quite similar to the approach
used in [1]. They sample a collection of image patches and likelihood of each image patch
is generated by reconstruction. Comparison is made between PCA subspace tracking with
and without weighting prior observations. They show that temporal weighting the data re-
sults in less background clutter penetrating the target of interest and therefore leads to better
occlusion handling in tracking. Another incremental PCA update algorithm is developed
by [105]. They also propose an incremental algorithm robust PCA in addition to standard
PCA.






In this chapter, we combine information on target representations presented in Chapter 1,
theoretical knowledge of RVQ presented in Chaper 2 and an overview of tracking methods
presented in Chapter 3 into a visual tracking framework using RVQ and compare it with
visual tracking using PCA and TSVQ.
This work is significant since PCA is commonly used in the Pattern Recognition, Ma-
chine Learning and Computer Vision communities. On the other hand, TSVQ is commonly
used in the Signal Processing and data compression communities. RVQ with more than two
stages has not received much attention due to the difficulty in producing stable designs. In
this work, we use a multi-stage RVQ designed by Barnes [39] and integrate it into a learn-
ing based tracker. This is then compared with PCA based and TSVQ based trackers. The
result is robust tracking for all 3 methods, but with RVQ performing the best according
to certain defined criteria to be described later in the chapter. Moreover, an advantage of
our approach is a learning-based tracking framework that builds the target model while it
tracks, thus avoiding the costly step of building target models prior to tracking [106].
The approach we take in this work builds on work presented by Ross et. al. in 2008 [1].
We have used part of their software with their permission [107]. In this spirit, we make our
software available for download to the community at https://github.com/SalmanAslamPhD/PhD.
4.1.1 Challenges
Visual tracking is the task of estimating a target’s state over time. In many cases, the ”target
state” can be defined to represent target position, a bounding box, or the target contour. This
is a challenging problem due to the following reasons:
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1. Appearance and contour changes: A target of interest can undergo change in appear-
ance and contour. This can be due to the following reasons:
(a) Pose change: The target can rotate and present a different view to the camera.
(b) Warping: The target can undergo warps, such as expression changes for hu-
mans.
(c) Self occlusion: The target can be occluded or unoccluded by itself or its sur-
roundings.
(d) Blur: Motion blur can severely distort a target’s appearance.
(e) Structured noise: The target can change appearance in an orderly manner, for
instance, a target of interest can put on or remove glasses or a hat.
(f) Random noise: This can be a result of atmospheric effects in the optical chan-
nel, sensor noise, electronics noise and EMI (electromagnetic interference). On
the software side, it can be caused by compression artefacts.
(g) Non-symmetic BRDF: The light reflected off an object as a function of direc-
tion is modeled by the bidirectional radiation transfer function (BRDF)1. Since
this function may not be symmetric in all directions, the amount of light re-
flecting off the object may be different in different directions. In such cases,
multiple cameras viewing the same point will receive different intensity levels.
2. Lighting change: Lighting changes can be caused by turning on or off lights in indoor
environments, or moving into or out of shades in outdoor environments.
3. Sudden motion (target or camera): Besides motion blur, sudden motion by the target
or camera can cause the target to exit the window in which the tracker looks for the
1BRDF is given by ρ(θo, φo, θi, φi) =
Lo(x,θo,φo)
Li(x,θi,φi) cos θidω
, where the angles (θo, φo) define the outgoing light
direction and angles (θi, φi) define the incoming light direction. A surface illuminated by radiance Li(x, θi, φi)
coming in from a differential region of solid angle dω at angles θi, φi receives irradiance Li(x, θi, φi) cos θidω.
Irradiance is measured in W/m2, while the solid angle dω is measured in steridians, sr. The unit of BRDF is
therefore sr−1 [108].
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Figure 23. In R2, a reduced eigenspace means that eigenvector u2 is discarded. Vectors x1 and x2 have
the same projection error on eigenvector u1 even though x1 is closer to the mean µ of the training data
xi.
target leading to incorrect track assignment.
For a tracker that tries to learn the appearance and/or contour model of the target, in-
clusion of background pixels is an added problem that can cause track drift. If none of the
problems mentioned above are present, a simple template matching stategy would suffice
for robust tracking. This has complexity O(Knm), where K is the number of templates, n
is the number of pixels in the target and m is the number of locations at which the target is
searched. For most practical situations, where K is sufficiently small, this does not repre-
sent significant computational load and can be done in real time even while tracking several
targets. However, in the presence of several forms of noise, which is generally the case in
tracking applications, more sophisticated methods are required. In this chapter, we focus
on methods involving compact representations of the target appearance model, i.e., PCA,
TSVQ and RVQ.
4.1.2 Brief history
In this work, we try to address single-target visual-tracking under several of the challenges
mentioned above while trying to learn the appearance model of the target. Seminal work
here can be traced back to 1996 when Black and Jepson experimented with tracking using
an eigenspace representation of the target appearance model [8]. The next notable work
is by Moghaddam and Pentland, 1997 [10] in which they try to address a fundamental
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Figure 24. Graphical illustration of DFFS (distance-from-feature-space) and DIFS (distance-in-
feature-space). The feature space is F while the subspace orthogonal to the feature space is F̄. DFFS is
the signal residual error and DIFS is the F-space likelihood [10].
limitation of PCA. This fundamental limitation is illustrated by the following example.
In PCA, 2 vectors, x1 and x2 can have the same distance to a reduced eigenspace, i.e.,
projection error e1 and e2 respectively, even if they have different distance to the mean µ
of the data that was used to create the eigenspace. This is shown for a trivial case in R2
in Figure 23 where e1 = e2 = e even though x1 is closer than x2 to the mean µ. They
formulate the problem using DIFS (distance in feature space) and DFFS (distance from
feature space) so that both projection error and within-subspace distance to the mean of the
data are used while trying to determine how well the subspace explains a new data-point.
The next breakthrough came with the work of Bishop and Tipping in 1999 [109], where
they show that a probabilistic variation of PCA, probabilistic PCA (PPCA), allows PCA to
be used as a generative model. The advantage in tracking is that this methodology allows
an assignment of probabilities to new data-points and therefore allows relative weighting of
track candidates. Ideas from these three works were combined into a tracking framework
by Ross et. al. in 2008 [1]. Moreover, they used incremental SVD to make their tracker
run in real time.
Here, we extend the work in Ross et. al. [1] using RVQ in a similar tracking framework





PCA: DFFS (distance to feature space)
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Figure 25. Tracking framework, overview.
relative weighting of track candidates for RVQ. The result is a generative framework for
RVQ that leads to robust tracking. Whereas RVQ was first introduced by Juang and Gray in
1982 [27], and subsequently extended by the work of Barnes [39, 35, 40, 41, 38, 42, 43, 37,
32, 44, 28, 5], this algorithm has received little attention outside the signal processing and
data compression communities. In this work, our goal is to introduce RVQ in the computer
vision and machine learning fields where a much simpler cluster-means (K-means) based
classifier has been widely used [110]. We present RVQ in the context of an important and
challenging problem, that of visual target tracking.
4.1.3 Overview of approach used
Our goal is to produce estimates at every time frame of the target state, i.e. 6 affine parame-
ters that define a target bounding quad. In order to accomplish this, our tracking framework
is based on five components as shown in Figure 25 . Each of these components is described
in detail in later sections. Here, we present an overview of each:
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1. Representation model. The goal of the representation model is to provide a means of
specifying a target. Several target representation methods are described in Chapter 1.
We use the bounding quadrilateral method. This quad encloses the pixels of a target
of interest. It is also allowed to warp affinely from frame to frame to minimize
inclusion of background pixels as the target changes shape, size and orientation.
2. Motion model. The goal of the motion model is to specify the motion that the target
is expected to follow. In order to keep our work general, we do not assume any
deterministic target motion model. The target is expected to move according to a
Wiener process, i.e., brownian motion. This allows for robust tracking under arbitrary
target and camera motion.
3. Appearance model. The goal of the appearance model is to provide a compact rep-
resentation of the target’s pixel intensities. In this work, we use a learned eigenspace
for PCA, a trained σ-tree codebook for RVQ and a binary balanced-tree codebook
for TSVQ.
4. Observation model. The goal of the observation model is to (a) generate observations
based on the motion and representation model outputs, and (b) generate a likelihood
score for each observation using the appearance model. For PCA, the likelihood of
a target observation is assumed proportional to the DFFS (distance to feature space).
For RVQ, the likelihood of a target observation is assumed to be proportional to the
Euclidean distance to a direct-sum code-vector reached through sequential search.
We use two methods, maxP and RofE, to compute the full-stage direct-sum code-
vectors, and two methods, nulE and monR to compute the partial-stage direct-sum
code-vectors. These methods are explained later in this chapter. For TSVQ, the
likelihood of a target observation is assumed to be proportional to the Euclidean
distance to the closest terminal code-vector.
5. Inference model. The goal of the inference model is to: (a) weight the likelihoods of
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various observations and make a decision on which observation should be picked as
an estimate for the target position and appearance, and (b) keep a temporal record of
which observations were not picked in the previous frames as best estimates but may
still potentially be considered in future frames. In tracking, the correspondence of
observations in the current frame to existing targets in the previous frame is generally
an ill-posed problem [111]. We use the particle filter to deal with this problem by
propagating multiple hypotheses from frame to frame [20]. The computational com-
plexity of this method does not grow with frames as opposed to the multi-hypothesis
tracker (MHT) [19].
These models work together to produce state estimates at every time frame. The motion
model and the representation model work together to generate 600 affine parameter sets as
candidates for the target state. The observation model takes these affine parameter sets and
extracts observations, i.e., candidate window-chips, also called snippets [5] from the image.
It then uses the appearance model to generate a likelihood score for each snippet. Finally,
the inference model picks the snippet with the highest score and goes through a resampling
step so that snippets with low likelihood scores are eliminated. The affine parameters of the
resampled snippets are then given to the motion model in the next frame and the process
continues.
4.1.4 Overview of temporal process
In the previous section, we described the five major components of our visual tracking
framework and their mutual interaction. In this section, we describe the temporal evolution
of the tracking process. Refer to Figure 26 for a graphical overview. The temporal process
is based on 3 distinct phases:
1. Manual initialization. The target is identified in the first frame by manually drawing
a bounding box around it and identifying certain feature points on it.2 For instance,
2In future work, this manual process could be replaced with an RVQ detection for features such as eyes
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Figure 26. Temporal overview.
for the Dudek sequence in which a face is tracked, feature points include the outer
edges of the eye and points on the lips. For the car11 sequence in which a car is
tracked from the read, feature points include the tail lights.
2. Bootstrapping. A particle filter is run for B frames. The likelihood of observations
is computed using the Euclidean distance from the manually segmented target in the
first frame. The B maximum aposteriori (MAP) snippets, one from each of the B
frames are stored.
3. Run-time. During this step, the learning process and the particle run alternately. For
PCA, the learning process includes updating its eigenbasis with the MAP estimates
of the particle filter. For RVQ and TSVQ, the learning process includes updating
their codebooks.
Our tracking framework based on the 5 models mentioned in the previous section work-
ing through the temporal process explained in this section enable us to handle the following
tracking challenges:
• Target appearance related: Target pose changes, lighting changes, structured noise
51
Table 1. 2D transformations.
Transformation DoF Matrix Distortion
Projective 8
 h11 h12 h13h21 h22 h23h31 h32 h33
 any arbitrary quadrilateral as long as
no three points are collinear
Affine 6
 a b txc d ty0 0 1
 rotation and non-isotropic scaling
Similarity 5
 sr11 sr12 txsr21 sr22 ty0 0 1
 scaling and rigid motion
Euclidean 4
 r11 r12 txr21 r22 ty0 0 1
 rigid motion (rotation, translation)
and temporary occlusions.
• Target representation related: Target scale and orientation changes.
• Target motion related: Arbitrary camera and target motion.
We now discuss each of the 5 models of our tracking framework (see Figure 25).
4.2 Model 1: Representation model
In this section, we discuss the representation model. See also Figure 2 in the introductory
chapter that shows different target representations. In many situations, it is necessary to
track a visual target that is undergoing deformations. Several targets of interest fall in this
category, particularly non-rigid targets such as humans. Even rigid objects can undergo
deformation in a matter of seconds as shown in Figure 27.
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(a) Frame 770. (b) Frame 1770.
Figure 27. Over time, even rigid objects can undergo deformations such as the car in these images from
the PETS2001 dataset.
In such cases, using a rigid rectangular bounding box to represent the target will in-
evitably lead to inclusion of background pixels in the matching process. This can easily
lead to tracker drift, particularly if the tracker is also trying to learn the appearance model
of the target.
We now show how to use affine warping of the rectangular bounding box so that it
more closely captures the outline of the target of interest. This minimizes inclusion of
background pixels in the matching process and leads to more robust tracking.
Table 1 shows different kinds of 2D linear transformations. Every transformation gen-
eralizes the transformation below it in the table. In this report, we are interested in the 2D
affine transform since it is flexible enough to account for most distortions in real images.
The affine transform3 is given by,
3The notation adopted by some for the affine transform is,
X = ax + by + e
Y = cx + dy + f (17)
where the input coordinate (x,y) has been transformed through 6 affine parameters, a, b, c, d, e, f to the
output coordinate (X,Y). Instead of e and f , we will be using tx and ty respectively.
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(a) Affine parameters (θ, λ1, λ2, φ, x, y) corresponding to the bounding
box and a few feature points are manually selected.
(b) Reference position of
feature points.
Figure 28. Manual target initialization in the first frame. The manually selected target and manually
selected feature points (top image) are warped to an upright reference position using (θ, λ1, λ2, φ, x, y).

















 A t0T 1
 x
= Ax + t
= HAx
(18)
where tx and ty are translations in the x and y directions respectively and HA is the
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Parameters to affinely warp Grid A to Grid B
Grid B: 33x33
(moved to coordinate (1,1))
Figure 29. Run-time processing. A zero-centered grid is warped using a given set of affine parameters
to cover the object of interest. Pixel intensities at the warped grid points are computed using bilinear
interpolation.
affine transformation matrix. The matrix A above can always be decomposed using the
SVD decomposition as the product of orthonormal matrix U containing the eigenvectors
of AAT , orthonormal matrix V containing the eigenvectors AT A and a diagonal matrix S
containing the eigenvalues of A [112]:
A =






 cos(θ) − sin(θ)sin(θ) cos(θ)

 cos(−φ) − sin(−φ)sin(−φ) cos(−φ)

 λ1 00 λ2

 cos(φ) − sin(φ)sin(φ) cos(φ)

(19)
UVt is an orthogonal matrix since (UVt)t = (UVt)−1. Therefore, without loss of gener-
ality, it can be written as a rotation matrix. Of the possible 6 DOFs (degrees of freedom)
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of the affine transformation, the 4 DOFs in A, i.e., (a, b, c, d) have been replaced with
(θ, λ1, λ2, φ).
The affine matrix A can therefore be viewed as a succession of the following 4 steps: (a)
Rotation by angle φ, (b) scaling of λ1 and λ2 in the rotated x and y directions, (c) rotation
by angle -φ which brings the scaled object back to its original orientation, and (d) rotation
by angle θ. We now discuss how to convert between affine parameter representations.
1. Converting (a, b, c, d) to (θ, λ1, λ2, φ). In several cases, the affine parameters are given
in the form of (a, b, c, d). However, it is difficult to get a physical intuition when the
parameterization is done in this form. In such cases, converting to (θ, λ1, λ2, φ) helps
in getting an insight into how the object of interest is being deformed. Also, for the
particle filter, it is more intuitive to specify expected variances for (θ, λ1, λ2, φ) than
for (a, b, c, d). The first step here is to compute the SVD decomposition A = USVt.
The parameters (θ, λ1, λ2, φ) are computed as follows,
φ = tan−1 v1,2v1,1
λ1 = s1,1
λ2 = s2,2
θ = tan−1 u2,1v1,1+u2,2v1,2u1,1v1,1+u1,2v1,2
(20)
2. Converting (θ, λ1, λ2, φ) to (a, b, c, d). In visual tracking, the initial target planar bound-
ing region is more intuitively expressed in terms of (θ, λ1, λ2, φ) than in terms of
(a, b, c, d). However, the actual affine warp is more easily carried out using matrix
multiplication for which we need (a, b, c, d). This can be done by multiplying out all
the terms in Equation 19 to get
56
a = (λ2)p + (λ1)q
b = (λ2)s − (λ1)r
c = (λ2)r − (λ1)s
d = (λ2)q + (λ1)p
(21)
where temporary variables p, q, r, s are computed from angles θ and φ using [1],
ccc = cos(θ) cos2(φ), ccs = cos(θ) cos(φ) sin(φ), css = cos(θ) sin2(φ)
scc = sin(θ) cos2(φ), scs = sin(θ) cos(φ) sin(φ), sss = sin(θ) sin2(φ)
p = css − scs, q = ccc + scs, r = ccs + sss, s = ccs − scc
(22)
During tracking, in the first frame, manually selected affine parameters and feature
points are warped to an upright reference position as shown in Figure 28. During run-
time, in every frame, the motion model (discussed next) generates several affine candidate
parameter sets. Each of these sets is used to warp a zero-centered grid onto or around the
object of interest. Bilinear interpolation is then used to compute pixel intensity values at the
warped grid points as shown in Figure 29. For the example affine parameter set given in this
figure, we see that the affinely warped region accurately samples the object of interest and
minimizes inclusion of background pixels. Tracking error for a particular affine parameter
set in a frame can be computed by warping the reference feature points from the first frame
using this affine parameter set and computing rms error with ground truth feature points for
that frame. We now discuss the motion model.
4.3 Model 2: Motion model
The motion model is a mathematical representation of the real or expected motion of the
target of interest. Since tracking is in general an ill-posed problem, it is common to make
assumptions about the motion to simplify motion modeling. Common assumptions such as
stationary camera, coherent motion etc. are discussed in Chapter 3.
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In this work, we make two assumptions about the target motion:
• Coherent motion. We assume that each part of the target moves together. The target
can deform and warp but it does not break up into individual parts.
• Can be modeled with a gaussian distribution with fixed variance. We assume that the
motion is brownian and can be modeled with a gaussian distrubution with a fixed
variance.
An advantage of not having an explicit motion model is that arbitrary camera and target
motion are allowed. A disadvantage of this approach in the context of the particle filter is
that particles need to be evaluated all around the current target position, rather than around
a predicted target position in a certain direction. We are therefore unable to take advantage
of the reduced spatial search-space that comes with a deterministic motion model.
At time t, the goal of the tracking process is to estimate the state vector Xt = (θ, λ1, λ2, φ, x, y).
To keep our model as general as possible, all 6 components of the state vector are modeled
as Gaussian random variables but with known variance which is specified in the first frame.
However, in order to simplify sampling from the joint density, it is possible to use certain
relaxation criteria such as Markovian dependence, or independence. We choose the latter
to avoid MCMC sampling [113] and note that this method works well in practice. The
target motion is therefore represented not in analytic form but as a 6x6 diagonal covariance
matrix ΣX centered at Xt−1 in the previous frame. The elements on the diagonal represent
variances of the affine parameters, σ2θ , σ
2
λ1






y . For instance, for the x and y
coordinates of the target at time t, the probability of the target position is given by,
p(xt|xt−1) = N(xt−1, σ2x) (23)
p(yt|yt−1) = N(yt−1, σ2y) (24)
At every time step, predicted values are sampled from all 6 distributions. Each predicted
set is used to warp a zero-centered grid onto or around the target of interest as explained in
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(a) Uniform random variable U ∼ [0, 1] in
R1089, 100 realizations.






















(b) Gaussian random variableN ∼(0, 1) inR1089,
100 realizations.






















(c) Gauss-Markov random variable N ∼(0, 1) in
R1089 with 0.9 correlation, 100 realizations.





























(d) Dudek sequence, 33x33 (R1089) face snippets
were extracted from the first 100 images.
Figure 30. PCA, 100 training examples in R1089 were used for each of these experiments. Results were
averaged over 10 cross-validation runs. For each run, 20% of the data, i.e., 20 examples were randomly
picked for testing while the remaining 80 examples were used for training.
the previous section. Next, we discuss the inference model which is used to select the best
set of affine candidates generated by the motion model.
4.4 Model 3: Appearance model
Common appearance models include just the raw values of the pixel intensities [114, 79],
pixel intensity distributions [78, 115, 116, 117], templates[118], active appearance mod-
els [119, 89], pixel intensity centroids [120] and subspace based methods [10, 8].
In order to understand appearance modeling, we conduct the following 4 experiments
using PCA, RVQ and TSVQ to measure rms errors for target reconstruction:
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(a) Uniform random variable U ∼ [0, 1] in
R1089, 100 realizations.


























(b) Gaussian random variableN ∼(0, 1) inR1089,
100 realizations.


























(c) Gauss-Markov random variable N ∼(0, 1) in
R1089 with 0.9 correlation, 100 realizations.

































(d) Dudek sequence, 33x33 (R1089) face snippets
were extracted from the first 100 images.
Figure 31. RVQp, varying number of stages P with number of code-vectors per stage held constant at
M = 4. 100 training examples in R1089 were used for each of these experiments. A single test example
in R1089 was reconstructed.
1. PCA: varying number of eigenvectors, Q.
2. RVQp: varying number of stages P for RVQ while holding the number of code-
vectors per stage constant at M = 4.
3. RVQm: varying number of code-vectors per stage M for RVQ while holding the
number of stages constant at P = 8.
4. TSVQ: varying number of stages, P.
It is hoped that investigating reconstruction errors will aid in understanding the behavior
of these various algorithms when used to model target appearance in tracking applications.
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(a) Uniform random variable U ∼ [0, 1] in
R1089, 100 realizations.






















(b) Gaussian random variableN ∼(0, 1) inR1089,
100 realizations.






















(c) Gauss-Markov random variable N ∼(0, 1) in
R1089 with 0.9 correlation, 100 realizations.





























(d) Dudek sequence, 33x33 (R1089) face snippets
were extracted from the first 100 images.
Figure 32. RVQm, experiments, varying number of code-vectors per stage M with number of stages
held constant at P = 8. 100 training examples in R1089 were used for each of these experiments. Results
were averaged over 10 cross-validation runs. For each run, 20% of the data, i.e., 20 examples were
randomly picked for testing while the remaining 80 examples were used for training.
We use four datasets in R1089: (a) Uniform random variable, (b) Gaussian random vari-
able, (c) Gauss-Markov random variable, and (d) images from the Dudek sequence. The
reason for using R1089 is that our targets for all our tracking datasets are warped to a canon-
ical size of 33-pixel height and 33-pixel width (33x33=1089). In all cases, we take 100
examples and split them up using an 80/20 rule, i.e. 80 training examples and 20 test ex-
amples. 10 cross-validation runs are used. In each cross-validation run, the training and
test examples are picked randomly in the 80/20 ratio.
Results for PCA, RVQp, RVQm and TSVQ are shown in Figures 30, 31, 32 and 33
respectively. We make the following observations from these figures:
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(a) Uniform random variable U ∼ [0, 1] in
R1089, 100 realizations.






















(b) Gaussian random variableN ∼(0, 1) inR1089,
100 realizations.






















(c) Gauss-Markov random variable N ∼(0, 1) in
R1089 with 0.9 correlation, 100 realizations.





























(d) Dudek sequence, 33x33 (R1089) face snippets
were extracted from the first 100 images.
Figure 33. TSVQ, 100 training examples in R1089 were used for each of these experiments. Results were
averaged over 10 cross-validation runs. For each run, 20% of the data, i.e., 20 examples were randomly
picked for testing while the remaining 80 examples were used for training.
1. Training error. Training error is always less than test error, as expected. Also, for
each of the algorithms individually, we observe,
• PCA: Monotonic decrease in rms reconstruction error with increasing Q. Train-
ing error becomes 0 when Q = 80 since there are 80 training examples.
• RVQp: Monotonic decrease in rms reconstruction error with increasing P.
• RVQm: Monotonic decrease or approximately constant rms reconstruction er-
ror with increasing M.
• TSVQ: Monotonic decrease in rms reconstruction error with increasing P.
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2. Test error.
• Statistically independent data: For the uniform and Gaussian random variables,
test error for PCA and RVQp stays almost constant with increasing Q and P
respectively. The reason is that PCA and RVQp use successive refinement when
increasing Q and P respectively. Test error is therefore not expected to get better
since it is not possible to better explain random data with increasing Q and P.
For RVQm and TSVQ, test error increases with increasing M and P respec-
tively. For TSVQ, increasing P controls its VC (Vapnik-Chervonenkis) dimen-
sion [121] and therefore its generalization ability [122]. It appears that increas-
ing M in RVQm has a similar effect. The reason is that with P = 1, increasing
M in RVQ is equivalent to increasing P in TSVQ. Increasing P in RVQ adds
additional refinement to the equivalent code-vectors but M controls the overall
general placement of RVQ code-vectors in the decision space RD. Therefore, in
RVQ, it is M more than P that controls generalization ability. Therefore, when
M in RVQm or P in TSVQ increase, their generalization ability decreases , lead-
ing to better explanation of training data, but with less ability to explain the test
data well. For both RVQm and TSVQ, notice that when training error falls off
sharply, test error increases sharply. Also, when training error drop is gradual,
so is test error increase rate. This confirms over-training behavior. Also, RVQ
increase or decrease rates are more gradual than TSVQ. The reason is that for
RVQm, the number of equivalent code-vectors increase as 28, 38, 48, . . . , 108.
Even for small values of M, the number of equivalent code-vectors is already
quite large. For TSVQ, the terminal code-vectors increase as 21, 22, 23, . . . , 28
and therefore there is a rapid increase in the number of code-vectors from a very
small value to a very large value.
Finally, the rms reconstruction error is lower for uniform random data than
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for Gaussian random data.4 The reason is that the variance of the gaussian
distribution is 1 while the variance of the uniform distribution with support
[0, 1] is much lower at 1/12 [124].
• Statistically dependent data: For the Gauss-Markov and Dudek cases, all 4 al-
gorithms display decreasing test error with increasing Q or P. The leveling off
of the test error, or the ”knee-point” [125], is visible in all cases.
In these experiments, we see that training error of PCA is in general better than RVQ.
This is expected since PCA can achieve perfect reconstruction when Q comes close to the
number of training examples N, N << D. Test errors however are comparable. RVQ has 2
knobs, P and M. In varying P, it acts like PCA in providing successive approximation. In
varying M, it acts like TSVQ in changing its VC dimension, and therefore its generalization
ability. Given this flexibility, it is expected that RVQ will perform well in our tracking
framework.
4.5 Model 4: Observation model
An observation model p(zt|xt) relates the state xt at time t to the observation zt at time t.
The observation model generates observations that will serve as candidates for the tar-
get, as shown in Figure 34 and then assigns scores to each candidate.
For PCA, it is assumed that an image x in RD is probabilistically generated from a sub-
space U spanned by earlier observed images. The covariance matrix Σ of the input training
images can be written as Σ = UΛVT . Here Λ is the matrix of eigenvalues. The distribution
is assumed to be Gaussian centered at µ. The probability of an image being generated un-
der this distribution is inversely proportional to its distance from µ. This distance can be
decomposed into two parts:
4It is may be tempting to explain this using an entropy argument. The uniform distribution has the max-
imum entropy among all continuous distributions with finite support [a, b] while the Gaussian distribution
has maximum entropy among all distributions with infinite support [123]. However, due to the difference in
support, it is difficult to compare entropies.
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Figure 34. Different observations extracted from the frame at time t that will be evaluated to find the
snippet that is best explained by the appearance model. The brightness changes in the various snippets
are due to scaling.
1. DFFS (distance-from-feature-space): In a partial KL expansion using Q eigenvec-
tors, the space spanned by these Q eigenvectors is given by F5 and the signal residual
ε2 is given by







where x̃ is the mean removed input image and ui are the eigenvectors of the covari-
ance matrix estimate, Σ = x̃x̃T . This signal residual is referred to as DFFS.
2. DIFS (distance-in-feature-space): This is the component of x which lies in the feature
space F.
DIFS and DFFS are illustrated graphically in Figure 24. In a gaussian distribution, the
probability of a data point x in RD depends on the Mahalanobis distance d. The output
of PCA, zero-centered ỹ is decorrelated with variances along each dimension equal to the
eigenvalues λi of the covariance matrix Σ,
5We use U interchangeably with F here. Whereas the notation U is more widely used to represent a PCA
eigenspace, we use F to remain compatible with Figure 24 taken from [10].
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d = (x − µ)T Σ−1(x − µ)
= x̃T Σ−1x̃
= x̃T (UΛUT )−1x̃
= x̃T (UΛ−1U−1)x̃


















































This formulation, first presented in [10] shows that the first term in the sum is the DIFS
term in Figure 24 while the second term corresponds to DFFS. With this formulation, PCA
can be used in a probabilistic framework since the error of a test vector x now also depends
on its distance from the mean of the data. However, as mentioned in [1], it is difficult to
weight these two terms. In this work, we therefore only use DIFS so that our approach does
not rely on finding different weights for different datasets.
As mentioned earlier, VQ, like PCA, does not define a proper density in the observation
space [126]. However, it is common to assign a probability measure to a new data point in












Here, µk is the closest code-vector to test data-point to xi, Pmax is the number of stages
in the codebook, Pi is the number of stages required to decode xi, and λ is a regularization
parameter. We use 4 different RVQ methods to compute which µk input data-point xi maps
to,
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1. maxP: In this method, RVQ decoding is carried out so that maximum stages P are
used.
2. RofE: In this method, realm of experience coding is used. In other words, a test
vector is decoded such that the decode path traversed belongs to the set of training
decode paths.
3. nulE: In this method, null encoding is used. Reconstruction rms error is checked at
every stage. If at any stage, rms error is not reduced, that stage is skipped.
4. monR: In this method, monotonic rms error is a condition. If this condition is not
met, decoding stops.
In our tracking framework, we use all 4 methods above and compare their performance.
4.6 Model 5: Inference model
The inference model makes the final decision of which candidate snippet to pick as the
target. Our inference model makes no assumption of linearity or Gaussianity. What this
means is that we do not assume that the motion or observation models are linear, nor do
we assume that the likelihood of finding a target at a particular location has a Gaussian
distribution. Morever, we would like to keep a history of possible target candidate states,
600 in this case, so that soft decisions can be made about the target state at each frame.
In other words, at every frame, even though we make a decision as to which particular
snippet best represents the target, we acknowledge that this decision could be erroneous and
therefore we propagate other candidates through time. This allows us to revisit candidate
snippets that were not picked in previous frames as the target estimate but that could still
have a high probability of being the correct snippet. Also, we do not want our hypotheses
to grow with time. Keeping all this in mind, we base our inference model on the sequential
Monte Carlo (SMC) filter, i.e., the particle filter [12].
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(c) Particles 4, 7 and 9 are picked repeatedly
since they have higher weight.
Figure 35. Particle filter, resampling.
As mentioned earlier, the weights of the target candidate snippets are computed in the
observation model. An example scenario using only 10 candidate snippets, i.e., particles,
at time t is given in Figure 35. The test pdf in this figure is generated by normalizing the
weights of the target candidate snippets. In the first step, the inference model picks the 9th
snippet as the target estimate since it has highest weight. In the second step, the inference
model resamples the test pdf to remove snippets that have low weight and to repeat snippets
that have high weight. To do this, a reference uniform density is generated. The CDFs of
these 2 densites are then compared. Only those snippets are kept and repeated that have
high weight as shown in the figure. The new resampled density is then passed to the motion
model to generate candidate snippets in the next frame.
Having explained all 5 models that constitute our tracking framework, we now apply
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our 6 trackers, PCA, TSVQ, maxP, RofE, nulE and monR to several image datasets. All
6 trackers share exactly the same representation, motion and inference models. However,
each has its own appearance and observation models.




In this chapter, we present tracking error results for 6 different trackers, PCA-based, TSVQ-
based and 4 RVQ-based trackers, maxP, RofE, nulE, and monR. This chapter is organized
as follows:
1. Datasets. We first present some details about the datasets used.
2. Results. Tracking results are presented in 5 figures, Figures 37, 38, 39, 40 and 41. Our
conclusions presented in the next chapter are based on the information presented in
these 5 figures. These figures are derived from detailed experimental results for PCA,
TSVQ, maxP, RofE, nulE and monR based tracking given in 6 figures, Figures 43,
44, 45, 46 47 and 48 respectively in Appendix 7.2.
We begin by introducing the datasets we used in our work, and then present our results.
5.1 Datasets
All trackers were run on 6 publicly available datasets, Dudek, davidin300, sylv, fish, car4
and car11. These datasets can be downloaded from [1]. See Figure 42 in Appendix 7.1 for
snapshots of images from each of these datasets at 100 frame intervals. Tracking error was
measured on each of these datasets using the error between ground truth feature points and
estimated feature points as shown in Figure 36 for the Dudek sequence.
We begin by making some observations about each of these datasets. This information
is also presented in summarized form in Table 2:
1. Dudek, davidin300. These sequences consist of indoors tracking of a human face
through lighting, pose and expression changes with structured noise (putting on and
taking off glasses). In addition, the Dudek sequence has temporary occlusions and
sudden motion. These two sequences can be considered to be the most challenging
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Table 2. Publicly available datasets used for RVQ tracking [1]. For lighting change, a value of 1 indi-
cates mild lighting change while a value of 5 indicates severe lighting change. Structured noise includes
taking off and putting on eye-glasses.
Dudek davidin300 sylv fish car4 car11
Scenario Indoors Indoors Indoors Indoors Outdoors Outdoors
Time of day N/A N/A N/A N/A day night
Target of interest face face toy inanimate object vehicle vehicle
Rigid target no no no yes yes yes
Lighting change 2 3 2 5 2 1
Sudden target motion yes yes no yes no no
Structured noise yes yes no no no no
Camera motion yes yes yes yes yes yes
Pose change yes yes yes no yes yes
Expression change yes yes N/A N/A N/A N/A
Temporary occlusion yes yes no no no no
datasets since they both have several different forms of noise. A significant form
of noise is blur due to sudden motion. Additionally, these two sequences consist
of tracking a face. In related areas related to face processing, such as face recog-
nition, it has been shown that 40 eigenfaces can be used to reconstruct a face with
3% error [127]. However, performance levels off at about 25 principal components,
or 45 principal components if the first 3 principal components are dropped [128].
The reason for dropping 3 principal components is that [129] showed that for a fixed
viewpoint, images of a Lambertian surface1 under varying lighting conditions lie
in a 3D linear subspace of the high-dimensional image space. Although the first 3
principal components account for lighting changes in faces, these components are
unlikely to only account for lighting variation and removing them may result in loss
of important information [128]. Therefore, we do not remove any principal com-
ponents in our PCA based tracker. However, unlike the face recognition case, our
tracking performance does not keep increasing till 20 or more eigenvectors. The rea-
son is that face alignment is noisy in tracking applications. It appears that in these
two sequences which have large pose changes, the first few eigenvectors are able
to capture the linear dependencies in the slightly shifted faces. After that, the later
1A Lambertian surface, or informally a matte surface, is a surface that has constant BRDF (bidirectional
reflectance distribution function). BRDF has been explained earlier in the chapter.
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Figure 36. Computing tracking error. The larger yellow circles indicate ground truth feature points.
The smaller red circles indicate estimated feature points. Tracking error is computed using the rms
error between the ground truth feature points and the estimated feature points. In this particular
frame, the tracking error is 2.57.
eigenvectors explain the residual noise. This can lead to decreased tracking perfor-
mance since reconstructions using an eigenspace that partially explains noise will be
noisy. Noisy reconstructions will get inaccurate DFFS (distance-from-feature-space)
scores, which in turn will cause incorrect weighting for particle filter candidates in
the tracking process. This will lead to larger tracking error.
2. Fish. This sequence consists of tracking a fish shaped wooden structure that is placed
on a table. In this indoors sequence, the lights are turned on and off resulting in large
and abrupt lighting changes. Moreover, the camera is shaken violently throughout
the sequence.
3. Sylv, car4 and car11. The sylv sequence consists of indoor tracking of a plush toy
with some lighting variation and some pose changes. The car4 and car11 sequences
consist of outdoor tracking of vehicles during the day and night respectively. The
car4 sequence has one period of large lighting change when it moves under a bridge
shadow. The pose variation is gradual as the car changes lanes. The car11 sequence
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PCA TSVQ maxP RofE nulE monR
Dudek 7.44 8.62 7.78 7.11 7.97 8.73
davidin300 4.60 5.93 4.47 5.74 4.63 4.15
sylv 4.34 4.61 4.00 4.12 4.74 4.31
fish 2.17 4.59 2.78 2.73 2.48 2.89
car4 4.60 5.11 4.67 4.93 5.28 4.71
car11 2.13 2.21 2.17 2.33 2.52 2.47
% best 50.00 0.00 16.67 16.67 0.00 16.67





















































(b) %age of datasets over which best tracking error
is achieved over all parameters.
Figure 37. Tracking results (1 of 5), comparison of best tracking performance. PCA give best perfor-
mance for half the datasets, i.e. 3 datasets, while RVQ gives best performance for the other half.
also has less variation in lighting and pose as compared to some of the other se-
quences.
We now present our results based on 5 metrics, best possible performance for each algo-
rithm over all its parameters (Figure 37), mean performance for each algorithm (Figure 38),
tracking performance if only 16 (Figure 39) or 32 (Figure 40) eigenvectors or code-vectors
are stored in memory, and finally, mean tracking performance over all datasets for each
algorithm (Figure 41).
5.2 Best performance
We start with Figure 37. In this figure, we plot best possible tracking performance for
each algorithm. For PCA, this means the best possible performance attained for each of the
datasets for number of eigenvectors Q=8, 16 and 32. For TSVQ, best possible performance
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PCA TSVQ maxP RofE nulE monR
Dudek 7.93 10.07 7.93 7.91 8.60 9.90
davidin300 6.63 8.37 7.07 6.99 5.72 4.99
sylv 5.18 4.70 4.47 4.83 5.10 4.66
fish 6.63 6.71 8.81 5.97 5.74 6.15
car4 4.97 5.90 5.38 5.19 5.77 4.99
car11 2.24 3.48 2.70 2.49 2.69 2.58
% best 33.33 0.00 16.67 16.67 16.67 16.67






















































(b) %age of datasets over which best mean tracking
error is achieved over all parameters.
Figure 38. Tracking results (2 of 5), comparison of mean tracking performance. RVQ performs better
over twice as many datasets as PCA.
for each dataset is over number of stages P=3, 4 and 5. For maxP, RofE, nulE and monR,
best possible performance for each dataset is over number of stages P and number of code-
vectors M, PxM=8x2, 8x4 and 8x8. The reason for plotting performance for each dataset
separately is that each dataset represents a different distribution and we would like to gauge
performance for each algorithm over the different distributions. We see that performance
for PCA and all 4 RVQ based algorithms is very close while TSVQ tracking error is highest
in many cases.
PCA performs best in the fish, car4 and car11 sequences while RVQ performs best in
the remaining three datasets, Dudek, davidin300 and sylv. TSVQ does not perform best in
any sequence. Note that the performance difference between PCA and RVQ in the car4 and
car11 sequences is negligible. Recall that car4 and car11 are relatively benign datasets with
little variation in pose and lighting. The fish sequence has sudden motion as well as sudden
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PCA TSVQ maxP RofE nulE monR
Dudek 7.81 8.62 7.78 7.11 9.65 11.81
davidin300 4.60 12.88 6.84 9.02 7.17 50.00
sylv 5.47 4.70 4.00 4.12 4.81 4.31
fish 2.17 10.07 11.50 2.96 4.03 2.89
car4 4.60 5.11 4.67 4.93 5.28 5.07
car11 2.13 2.21 2.17 2.47 2.59 2.47
% best 66.67 0.00 16.67 16.67 0.00 0.00



































(a) Tracking error for each algorithm with 16









































(b) %age of datasets over which best tracking er-
ror is achieved with 16 eigenvectors/code-vectors
stored in memory.
Figure 39. Tracking results (3 of 5), comparison of tracking performance if 16 eigenvectors/code-vectors
are stored in memory. PCA performs better over twice as many datasets as RVQ.
global lighting changes. Since global lighting change induces linear correlation in the data,
it makes sense that PCA does well in this sequence. The reason is that global illumination
changes move the illuminated object within the modeled PCA subspace [127].
RVQ performs best over the Dudek, davidin300 and sylv sequences. All 3 of these
sequences have moderate lighting changes while Dudek and davidin300 have several forms
of noise as discussed earlier. For Dudek, RofE does best. The reason is that in the presence
of uncertainties, RofE holds tight to what has already been modeled and is resistant to
accepting sudden changes in the underlying distribution. It is therefore better able to handle
blur and other forms of noise that do not exist in the training data. On the other extreme is
monR which greedily attempts to minimize reconstruction error. Out of all RVQ methods,
this method performs worse, but even then, not by much. Second best performance is for
maxP which is again not a greedy method. Third best performance is for nulE which is
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PCA TSVQ maxP RofE nulE monR
Dudek 8.54 11.87 7.92 8.43 8.19 9.17
davidin300 6.93 6.29 4.47 6.21 5.35 5.83
sylv 5.72 4.80 4.68 5.54 5.74 4.58
fish 7.98 4.59 2.78 12.22 2.48 3.62
car4 5.52 6.79 6.38 5.14 5.84 5.18
car11 2.39 5.28 2.36 2.33 2.52 2.72
% best 0.00 0.00 33.33 33.33 16.67 16.67



































(a) Tracking error for each algorithm with 32









































(b) %age of datasets over which best tracking er-
ror is achieved with 32 eigenvectors/code-vectors
stored in memory.
Figure 40. Tracking results (4 of 5), comparison of tracking performance if 32 eigenvectors/code-vectors
are stored in memory. RVQ performs the best over all datasets.
also a greedy method but less so than monR.
5.3 Mean performance over parameters
We now turn to Figure 38. In this figure, mean performance over all parameters is shown.
It may be noted that monR loses track in one instance. That instance is not factored into the
means since it is not clear how penalize a lost track when performing mean computations.
Here, we see that RVQ performs best 66.7% of the time. This time, in addition to Dudek,
davindin300 and sylv, RVQ performs better than PCA in the fish sequence as well. The
reason for this is that PCA is unable to track the fish sequence well when it has too few, i.e.,
8 eigenvectors or when it has too many, i.e., 32 eigenvectors. In the 8 eigenvector case, the
subspace does not have enough dimensions to model lighting changes well. Even though it
has been shown, as mentioned earlier, that only 3 eigenvectors are needed to model lighting
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8 16 32 mean
6.15 4.46 6.18 5.60
(a) PCA.
3 4 5 mean
7.26 6.60 5.74 6.54
(b) TSVQ.
8x2 8x4 8x8 mean
6.16 4.76 7.25 6.06
(c) maxP.
8x2 8x4 8x8 mean
5.10 6.64 4.94 5.56
(d) RofE.
8x2 8x4 8x8 mean
5.59 5.02 6.20 5.60
(e) nulE.
8x2 8x4 8x8 mean







































































































(n) maxP, RofE, nulE, monR.
Figure 41. Tracking results (5 of 5), comparison of tracking performance as parameters for each algo-
rithm are varied. In (d), we see that over all RVQ algorithms, RofE has best mean performance. In (g)
it is clear that the best RVQ configuration is 8x4.
changes [127], in practice this does not hold due to shadowing and specularities [128]. For
too many eigenvectors, over-fitting is an issue. For Q = 16, PCA performs best and that
is why it had best possible performance. However, when it comes to means, all 4 RVQ
77
parameters are able to outperform PCA in mean performance.
5.4 Memory = 16 vectors
In Figure 39, we hold the number of eigenvectors for PCA or codevectors for TSVQ and
RVQ constant at 16 (actually 14 for TSVQ but we ignore this slight difference). In these
figures, we see that PCA outperforms RVQ for 16 vectors.
5.5 Memory = 32 vectors
In Figure 40, we hold the number of eigenvectors for PCA or codevectors for TSVQ and
RVQ constant at 32 (actually 30 for TSVQ but we ignore this slight difference). In these
figures, we see that RVQ completely outperforms PCA for 32 vectors. The reason is that
at 8x4, RVQ now has enough capacity to explain the underlying distributions, and is better
able to do so than PCA or TSVQ.
5.6 Mean performance over datasets
Finally, in Figure 41, we plot mean tracking performance over all datasets for each algo-
rithm. Here we see that PCA performs best for Q = 16, while both RofE and monR have
best mean performance over all parameters and over all datasets. Moreover, over all RVQ
configurations, 8x4 performs best when averaged over all datasets.
In this figure, for 3 parameters per algorithm, Q=8, 16, 32 for PCA, P=3, 4, 5 for TSVQ
and PxM = 8x2, 8x4, 8x8 for RVQ, there are 4 possible outcomes listed below. Of these,
the first 3 are to be expected. The fourth however requires further scrutiny.
1. Monotonically increasing error. This would mean that the degrees of freedom (DoF)
in the learning algorithm, such as PCA, TSVQ or RVQ, model the underlying distri-
bution well with low DoFs and adding DoFs is leading to over-training. We do not
see this performance in any case since we start with low DoFs for each algorithm. We
got an initial estimate of how many DoFs to use in our experiments on appearance
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modeling as shown in Figures 30, 31 32 and 33.
2. Monotonically decreasing error. This happens for TSVQ. This means that adding
more stages to TSVQ may increase performance and that TSVQ has not yet achieved
optimum performance. In our case, we use 3, 4 and 5 stages to keep the total num-
ber of stored code-vectors in TSVQ close to the stored code-vectors for RVQ and
stored eigenvectors for PCA. This also shows that PCA and RVQ are able to achieve
optimum performance with less required memory storage than TSVQ.
3. Decreasing error followed by increasing error. We see this performance for PCA, maxP,
nulE and monR. This is a sign that the correct number of DoFs were chosen and that
when error is minimum, the algorithm now has enough capacity to model the under-
lying distribution, but without over-fitting.
4. Increasing error followed by decreasing error. We see this in one case, RofE, and in
some cases in TSVQ in Figure 44. To see this, consider the example of K=2, 4
and 8 code-vectors in R uniformly spaced on the inteval [0,7]. For K=2, the code-
vectors are 2.33 and 4.66. For the K=4 case, the code-vectors are 1.4, 2.8, 4.2 and
5.6. For the K=8 case, the code-vectors are {0, 1, 2, 3, . . . , 7}. In regions around
2.33 and 4.6, there are certain contiguous regions where the reconstruction error
is greatest for K=4. This shows that although in general, one would not expect
reconstruction error to be lowest for an intermediate number of code-vectors K, it is
possible for a test vector to have highest reconstruction error for an intermediate K.
If such an error occurs during tracking, then in certain cases, it may not be possible
to recover from this error. See Figures 49, 50 and 51 in Appendix 7.3 for an example
of such a scenario for TSVQ while the target is moving quickly and the tracker is
unable to recover from a single incorrect decision. In learning based tracking, wrong
decisions can be costly since there is no supervised learning mechanism to correct
wrong labels.
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In this work, we demonstrated successful application of RVQ for visual tracking over a
variety of datasets, and compared our results with PCA and TSVQ based tracking. We
have based our design on a well-known method for visual tracking [1]. The advantage
of using an existing tracking framework is that it allows our newer RVQ based tracking
method to be compared more easily with existing methods in the literature.
Based on our work, we draw the following conclusions:
1. Performance comparison. We chose five metrics to compare PCA, TSVQ and RVQ.
A sixth metric is added which counts number of lost tracks.
(a) Best possible performance. PCA and RVQ performed best in half the times
each. TSVQ never performed best. However, of the 3 times that PCA per-
formed best, in 2 cases, the performance difference was not significantly better
than RVQ. Moreover, and perhaps more importantly, RVQ performed best in
the two most challenging datasets, Dudek and davidin300 since they both have
multiple sources of noise.
(b) Mean performance over parameters. Here, RVQ performed best in twice the
number of scenarios as PCA. TSVQ had the worst mean performance.
(c) Memory cost=16 vectors. Here PCA performed best in twice the number of
scenarios as RVQ .
(d) Memory cost=32 vectors. Here RVQ completely outperformed PCA and TSVQ.
This is understandable since the capacity of RVQ to explain an underlying dis-
tribution grows exponentially as MP. At 8x4, RVQ has enough capacity to track
well without over-fitting.
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(e) Mean performance over datasets. Here, PCA with Q = 16 has best perfor-
mance. However, if performance is averaged over datasets and parameters,
then RofE and monR perform best. Of the different RVQ parameters, 8x4 has
best performance.
(f) Lost tracks. There was only one lost track for monR. This is understandable
since monR is a greedy approach. The lost track was in davidin300 which is a
challenging dataset.
2. Target alignment. In tracking scenarios, accurate alignment of targets is difficult. In
the case of PCA for instance, it has been mentioned earlier that between 25 to 45
eigenvectors can be used for accurate face reconstruction [128]. In our case, for the
Dudek sequence that has faces, PCA with 16 eigenvectors was able to capture the
linear dependence between slightly shifted versions of the same target since slight
shifts still preserve correlation. However, as the number of eigenvectors increased
further, the additional eigenvectors explained noise in the data. This scenario can
lead to noisy reconstructions and subsequent noisy weighting for target candidates.
When the noisy target candidate that is best explained by the PCA subspace is then
added to the training set to update the PCA subspace, the resulting subspace will be
noisy which will further increase the chances of noisy reconstructions.
Overall, PCA and RVQ outperform TSVQ completely. Between PCA and RVQ, RVQ
outperforms PCA in more areas. It appears that in a tracking scenario, it is more useful
to model a target by the means computed from its instances than by assuming that its
observations are generated from an underlying subspace. In other words, a data dependent
approach like RVQ more accurately models the target than an approach that attempts to
build a subspace from limited data.
Moreover, in a tracking scenario, it is desirable to try different algorithms to get a feel
for the dynamics of the underlying distribution. Specifically, it is desired to understand how
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many DoFs are needed for a given algorithm to explain the distribution. Our experiments
show that averaged over all distributions and over all algorithms and their parameters, 8x4
RofE performs the best. The reason is that 8x4 has a moderate VC dimension and that RofE
is resistant to noise since it will penalize candidate snippets that have not appeared before.
In this sense, it allows the RVQ codebook to adapt gradually to the changing underlying
distribution as tracking progresses over time.
Our next step is to explore multiple targets, multi-spectral inputs, comparison with
non-linear manifold learning methods such as LLE (locally linear embedding) and MDS
(multidimensional scaling), using higher stage refinement for RVQ, and an investigation




The appendices that follow contain sample images from the datasets used in this work as









Figure 42. Publicly available tracking sequences downloadable from [1].
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7.2 Tracking error plots
The following 6 pages contain 6 figures corresponding to tracking error plots for PCA,
TSVQ, maxP, RofE, nulE and monR based tracking. Each figure comprises a table and 4
plots. Each entry in a table represents tracking error temporally averaged over the frames
of a dataset (most of the datasets have more than 500 images). The entries in a table are vi-
sualized in the accompanying 4 plots. The plots show tracking error for different parameter




1. Dudek 7.44 7.81 8.54
2. davidin300 8.36 4.60 6.93
3. sylv 4.34 5.47 5.72
4. fish 9.75 2.17 7.98
5. car4 4.79 4.60 5.52
6. car11 2.21 2.13 2.39











































































1. Dudek 8.62 11.87 9.71
2. davidin300 12.88 6.29 5.93
3. sylv 4.70 4.80 4.61
4. fish 10.07 4.59 5.47
5. car4 5.11 6.79 5.80
6. car11 2.21 5.28 2.94






































































Figure 44. Tracking error for binary balanced-tree-TSVQ based tracking for different number of stages




1. Dudek 7.78 7.92 8.09
2. davidin300 6.84 4.47 9.89
3. sylv 4.00 4.68 4.72
4. fish 11.50 2.78 12.15
5. car4 4.67 6.38 5.09
6. car11 2.17 2.36 3.57






































































Figure 45. Tracking error for maxP based tracking for different number of codevectors per stage M




1. Dudek 7.11 8.43 8.19
2. davidin300 9.02 6.21 5.74
3. sylv 4.12 5.54 4.83
4. fish 2.96 12.22 2.73
5. car4 4.93 5.14 5.50
6. car11 2.47 2.33 2.68






































































Figure 46. Tracking error for RofE based tracking for different number of codevectors per stage M




1. Dudek 9.65 8.19 7.97
2. davidin300 7.17 5.35 4.63
3. sylv 4.81 5.74 4.74
4. fish 4.03 2.48 10.71
5. car4 5.28 5.84 6.19
6. car11 2.59 2.52 2.96






































































Figure 47. Tracking error for nulE based tracking for different number of codevectors per stage M




1. Dudek 11.81 9.17 8.73
2. davidin300 50.00 5.83 4.15
3. sylv 4.31 4.58 5.08
4. fish 2.89 3.62 11.94
5. car4 5.07 5.18 4.71
6. car11 2.47 2.72 2.55






































































Figure 48. Tracking error for monR based tracking for different number of codevectors per stage M
with fixed stages P = 8 for 6 different publicly available datasets. A value of 50 means that track was
lost. The computation of the mean ignores the lost track case.
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7.3 Example of tracking error









































Figure 49. Tracking error for TSVQ tracker, P=3, 4, 5, Dudek sequence. The top figure shows instan-
taneous tracking error for the current frame while the bottom figure shows average tracking errors.
Notice that at frame 457, the tracker with P = 4 makes an error which causes its average error to first
exceed that of the P=2 tracker, and then eventually the P=5 tracker.
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Figure 50. Low tracking error for TSVQ tracker, frame number=10. The overlaid circles are ground
truth and estimated feature points.












































Figure 51. High tracking error for TSVQ tracker, frame number=457. In this frame, the person being
tracked is swiftly turning his head and moving at the same time. The tracking errors for P=3, 4 and 5
are 19.9, 47.3 and 25.1 respectively. This error causes average error for P=4 to first exceed that of the
P=2 tracker, and then eventually the P=5 tracker. This shows that an error at a time when the target
is undergoing large motion can be costly in the long term. This is because a wrong decision can cause
the wrong snippet to be included in the training set which can cause further wrong decisions.
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