The paper presents a comparison between MPI and OpenMP implementations of the parallel-in-time integration method Parareal. A special-purpose, lightweight FORTRAN code is described, which serves as a benchmark. To allow for a fair comparison, an OpenMP implementation of Parareal with pipelining is introduced, which relies on manual control of locks for synchronisation. Performance is compared in terms of runtime, speedup, memory footprint and energy-to-solution. The pipelined shared memory implementation is found to be the most efficient, particularly with respect to memory footprint. Its higher implementation complexity, however, might make it difficult to use in legacy codes.
Introduction
The fields of numerical simulation and computational science face a variety of challenges stemming from the massive increase in parallelism in state-of-the-art high-performance computing systems: projections suggest that exascale machines will require 100-million way concurrency [1] . This development mandates rethinking algorithms with respect to concurrency, fault-tolerance and energy efficiency but also the development of new and inherently parallel numerical methods. As a novel direction for the parallelisation of the solution of initial value problems, parallelin-time (or time-parallel) integration schemes are attracting a quickly growing amount of attention. Their principle efficacy in extreme-scale parallel computations has been demonstrated [2, 3] and new methods and applications are frequently being introduced. Recently, the first software packages implementing parallel-in-time methods have also started to emerge [4, 5, 6] .
Ideas how to parallelise in time go back to the 1960s [7, 8] . One widely studied method, which is also the subject of this paper, is Parareal [9] . Parareal is based on ideas from multiple shooting for boundary value problems, which have been adopted for the time dimension [10, 11] . Very similar in spirit is the parallel implicit time-integrator (PITA) [12] . A method akin to parallel Runge-Kutta methods is revisionist deferred corrections (RIDC) [13] . Based on a combination of Parareal with spectral deferred corrections (SDC) [14, 15] plus the introduction of a FAS correction term, the parallel full approximation scheme in space and time (PFASST) has been developed [16] . An extension of Parareal towards a multi-grid in time method is multi-grid reduction in time (MGRIT) [17] . A time multi-grid method based on a discontinuous Galerkin discretisation in time has also recently been proposed [18, 19] . An overview of the development of the field over the last 50 years has been given by Martin Gander [20] .
Earlier literature has mainly focussed on mathematical properties of parallel-in-time methods [21] , but, over the last years, several papers have appeared that study different strategies of implementing them on parallel computers. For example, the following configurations have been investigated: an OpenMP-based Parareal without spatial parallelisation [22] ; an MPI-based implementation of PFASST with a hybrid MPI-Pthreads parallelisation in space [2] ; a combination of PFASST with parallel multigrid in space, both using MPI [3] ; Parareal and mesh decomposition using MPI in space and time [23, 24] ; Parareal using OpenMP with parallelisation in space using MPI [25] ; RIDC using OpenMP with MPI-based domain decomposition in space [26] ; Parareal using MPI with OpenMP or CUDA in space [27] ; MGRIT using MPI in space and time [17] ; an MPI-based implementation of the time multi-grid DG method [18] . Moreover, scheduling of Parareal has been investigated on HPC systems [28] and cloud platforms [29] as well as an event-based implementation strategy [30] . While all these different configurations have been shown to be feasible and able to provide reasonable performance, to date there are no comparisons between different implementation strategies for parallel-in-time methods. Therefore, the question this paper is concerned with is simply: I want to implement Parareal -should I use MPI or OpenMP? The answer, of course, is not as straightforward as the question and cannot be addressed exhaustively in a single paper, but the here presented results are a first step to shed some light on the tradeoffs that come with different approaches to mapping parallel-in-time (and, ultimately, space-time parallel) methods to hardware.
To tackle the question, the paper introduces PararealF90, a lightweight, stand-alone and special-purpose fortran code [31] , which solves 3D Burgers' equation using Parareal based on a forward Euler as coarse, a SSP Runge-Kutta-3 method [32] as fine integrator as well as different finite difference stencils for the spatial discretisation. PararealF90 is deliberately designed to not use external libraries other than MPI and OpenMP and therefore relies on explicit methods to avoid the need for a nonlinear solver. Using some external solver library would greatly complicate isolating the effect of different implementation strategies for Parareal, because the library's performance would interact with Parareal's performance, which would make it very difficult to isolate the effects of the implementation. Avoiding external packages also makes the used code easily portable, because it only requires an MPI fortran compiler built with thread support. Since the code is open-source and available under a BSD license, the here presented benchmarks can easily be run on other platforms with other compilers or compared against other Parareal implementations. Even though the code is special-purpose solving a specific benchmark, its general layout corresponds to a widely used motif, where explicit integrators call routines that perform stencil operations in space. For example, codes used for numerical weather prediction often have a similar design [33] , although of course at a significantly higher level of complexity.
The paper starts out with a brief summary of Parareal and sketches, in pseudo-code, how straightforward implementations in MPI and OpenMP look like. By comparing projected speedup, the importance of using pipelining [15] to hide some of the cost of the coarse propagator is illustrated. While this pipelining comes naturally when Parareal is implemented with MPI (preventing it would require to artificially introduce MPI BARRIER statements), a straightforward loop parallelisation with OpenMP does not enable it. Therefore, the paper introduces (apparently for the first time), an OpenMP-based implementation of Parareal with pipelining. While it is shown that this version has clear advantages in terms of performance, it requires manual synchronisation between threads using locks as well as thread-safe functions for the coarse and fine integrator. It is thus more involved to implement than the MPI version. The remainder of the paper then compares the three different versions (MPI, OpenMP without and with pipelining) in terms of runtime and speedup, memory footprint and energy-to-solution on a a single node of a Linux cluster and a Cray XC40 computer. It is found that the OpenMP and MPI based implementations of Parareal with pipelining give almost identical performance in terms of runtime and speedup, but that the OpenMP version has a significantly smaller memory footprint and, depending on the compiler, consumes less energy. This could be particularly interesting in view of the fact that concerns about the memory requirements of parallel-in-time integration methods have been voiced [34] . The conclusions then summarise the results and provide a discussion of future research and generalisation of the obtained findings.
The method: Parareal
The starting point for Parareal is an initial value problem of the forṁ
which, in the numerical examples below, arises from the spatial discretisation of a PDE ("method-of-lines") with q ∈ R N dof being a vector containing all degrees-of-freedom. Let F δt denote a numerical procedure for the approximate solution of (1), for example a Runge-Kutta method. Denote further by
the result of approximately integrating (1) forward in time from some starting value 1q at a time t 1 to a time t 2 > t 1 using F δt . That is,
would indicate sequentially solving the full initial value problem in serial using the time stepper denoted by F δt . In order to parallelise the numerical integration of (1), Parareal and other so-called parallel-across-the-steps methods [35] introduce a decomposition of the time interval [0, T ] into time-slices [t p , t p+1 ], p = 0, . . . , P − 1 where P is the number of cores, equal to the number of processes or threads, to be used in time. In the implementations sketched in Section 3, time slice [t p , t p+1 ] is assigned to the core running either thread number p (in the OpenMP variants) or the process with rank p (in the MPI version). For simplicity, assume here that all time slices have the same length and that the whole interval [0, T ] is covered with a single set of time slices -otherwise, some form of restarting or moving window [36] has to be used. Introduce now a second time integrator denoted G ∆t , which has to be much cheaper to compute but can also be much less accurate (commonly referred to as the "coarse propagator"). Typically, a lower order method with a larger time step is used here, but a lower order spatial discretisation can be used as well. Using fewer degrees of freedom on the coarse level is also possible, but necessitates the introduction of suitable transfer operators (interpolation and restriction) and can degrade convergence [37] . Parareal starts off with a prediction step, computing a rough guess of the starting value q 0 p at the beginning of each time slice by q
Here, subscript p indicates an approximation of the solution at time t p . These approximate starting values are used to start the following iteration, run concurrently on each time slice,
As k increases, this iteration converges at the endpoints of the slices to the same solution provided by (3) , that is q
Because the computationally expensive evaluation of the fine propagator (referred to as the fine integrator step in Section 3) can be parallelised across time slices, iteration (5) can run in less wall clock time than the direct time-serial integration (3) -provided the coarse method is cheap enough and the number of required iterations K is small. Computation of the fine values is followed by the correction step: the updated value q k p from the previous time slice is obtained, the coarse integrator is applied to it and (5) is evaluated to obtain q k p+1 which is then used to correct the value on the next time slice and so on. Note that, in contrast to the fine integrator, the correction step has to be performed in correct order, going step by step from the first time slice to the last. Also, when using a distributed memory parallelisation, the value q k p , required in (5) to compute G ∆t (q k p , t p+1 , t p ), has to be communicated from the process handling time slice [t p−1 , t p ] to the one handling [t p , t p+1 ].
Performance model
The expected performance of Parareal, referred to here as projected speedup, can be described by a simple theoretical model [15] . Here, the model is briefly repeated to more clearly illustrate the effect and importance of pipelining Parareal, see Subsection 2.2. It is also used as a baseline to compare against the measured speedups reported in Section 4.
Denote, as above, by P the number of cores in time, equal to the number of time slices. Further, denote by c c the cost of integrating over one time slice using G ∆t and by c f the cost when using F δt . Because all time slices are assumed to consist of the same number of steps and an explicit method is used here, it can be assumed that c f and c c are identical for all time slices. This does not necessarily hold for an implicit method where differences in the number of iterations required by the nonlinear solver to converge can introduce load imbalances [38] . A simple theoretical model for the speedup of Parareal using K iterations against running the fine method in serial now reads
Equation (6) illustrates the necessity for a cheap coarse method to minimise the ratio c c /c f while still guaranteeing rapid convergence to minimise the terms K/P and 1 + K. 
Pipelining Parareal
It has been pointed out that a proper implementation of Parareal allows to hide some of the cost of the coarse propagator and the name pipelining has been coined for this approach [15] . Figure 1 sketches the execution diagrams of both a non-pipelined (left) and pipelined (right) implementation for four time slices. As can be seen, pipelining reduces the effective cost of the coarse correction step in each iteration from P × c c to c c -but note that the initial prediction step still has cost P × c c as before. For pipelined Parareal, estimate (6) changes to
Because K/P K, the pipelined version allows for better speedup, that is s np (P) ≤ s p (P). However, because pipelining only hides cost from the coarse integrator, the effect is smaller when the coarse method is very cheap and c c /c s 1. In that case, the term K/P dominates the estimate which is not affected by pipelining. The effect is illustrated in Figure 2 . Here, the projected speedup according to (6) and (7) is visualised for two different values of σ := c c /c f . For the sake of convenience, the number of iterations is assumed to be constant at K = 3 for all values of P, although guaranteeing that Parareal and the fine method ultimately deliver comparable accuracy will typically require more iterations for large values of P [27] . The figure clearly shows the importance of pipelining to increase performance of Parareal: even for a very small ratio of σ = 0.005 (where the coarse method is two hundred times faster than the fine), pipelining still has a noticeable effect on speedup, at least for larger core counts. Any implementation of Parareal aiming to be reasonable efficient should thus make use of pipelining: however, as discussed in Section 3, pipelining Parareal when using OpenMP is much more involved than with MPI, see corresponding implementation presented in Subsection 3.3. Note that from the performance models one can see that both s p (P) and s np (P) are always smaller than P/K, independent of the cost of the coarse integrator. This bound is illustrated by the black line.
Implementation using MPI and OpenMP: PararealF90
The code used here for benchmarking is written in Fortran 90 [31] and available under an open-source BSD license. It is special-purpose and tailored to solve a single benchmark problem, 3D Burgers' equation (6) and (7) for coarse-to-fine ratios of σ = c c /c f = 0.005 (dashed) and σ = c c /c f = 0.1 (solid). The number of iterations is assumed to be K = 3, although typically it will increase with P.
Decreasing σ improves overall speedup, but the relative benefit of pipelining is diminished. Nevertheless, even for very small coarse-to-fine ratios, pipelining still noticeably improves performance for large core counts. The black line is the upper limit on speedup of K/P.
with periodic boundary conditions. While this a rather specific setup, finite difference stencils are a widely used motif in computational science: even though specifics and runtimes will be different if more complex problems are solved, the general concepts are used in complex application codes, e.g. by means of domain specific embedded languages (DSEL) [33] and the possibility to use Parareal in such a DSEL has been shown [27] . Thus, conclusions in terms of performance of different implementations of Parareal can be generalised to some extent, in particular because the Parareal routines only operate on linear arrays and do not see any specifics of the underlying time steppers or spatial discretisation. By exchanging the modules implementing the spatial discretisation, PararealF90 could be used to solve and benchmark different equations using stencil-based discretisations.
The time integration module provides two different methods, a strong stability preserving Runge-Kutta method (RK3-SSP) [32] and a first order forward Euler. The module for the spatial discretisation provides a fifth order WENO finite difference discretisation [32] and a simple first order upwind stencil for the advection term as well as a second and fourth order centred stencil for the diffusive term. Three different modules provide three different implementations of Parareal 2 : with pipelining using MPI as described in Subsection 3.1, the simple loop-based parallelisation without pipelining using OpenMP, see Subsection 3.2, and the more involved implementation with pipelining in OpenMP introduced in Subsection 3.3.
For G ∆t , the forward Euler with upwind and second order centred stencils is used, while F δt uses the RK3-SSP integrator, a 5th order WENO for advection and a fourth order centred stencil for diffusion. Note that all three implementations of Parareal use the same modules to provide the coarse and fine integrator and spatial discretisation, as sketched in Figure 3 . Since all three versions rely on the same implementation for the actual integrators and spatial discretisation, differences in performance should therefore solely emerge from the different Parareal routines wrapped around the compute routines. To run coarse and fine serial reference simulations, driver functions are used that directly call the same time stepper routines that are used within Parareal with the same configurations.
The code also comes with a test harness: in particular, the tests guarantee that all three implementations of Parareal produce results that are identical up to a tolerance of ε = 10 −14 and thus essentially to round-off error. To detect possible race conditions, the comparison test can be performed multiple times: up to 100 instances of the test were run and passed on both used architectures described in Subsection 4.1. The tests also use various randomised parameters (randomised in a small range to avoid too large problems with very long runtimes): diffusion parameter ν, number of time slices and processors P, number of finite difference nodes N (each direction has a different value in the tests) and number of fine and coarse steps per time slice. Furthermore, all three implementations of Parareal use three auxiliary buffers: q to store the fine value and for communication, δq to store the difference F δt (q) − G ∆t (q) needed in the correction step and q c to store the coarse value from the previous iteration. It seems that without introducing additional communication, three copies per time slice is the minimum storage required for Parareal.
Both used systems have nodes with two multi-core CPUs, see the description in Subsection 4.1. For the OpenMP versions to be efficient, they therefore have to take care not only of thread safety but also take into account nonuniform memory access (NUMA): fetching data from memory associated with the other CPU requires communication through the intra-node interconnect and incurs overhead. Thus, in PararealF90, solution buffers are extended by one dimension, e.g. Q(i,j,k,p), where i, j, k refer to the three spatial coordinates and p to the thread number. In the discussion below, the first three dimensions are omitted and the buffer corresponding to thread p is indicated simply by Q(p). By using first touch initialisation, each thread ensures its respective part of the solution data is allocated locally. This strategy provides thread safety, as long as each thread is only accessing its own part of the buffers, as well as data affinity. All routines at the level of timestepper and below, cf. Figure 3 , operate only on the buffers belonging to the respective thread. In the pipelined Parareal version with OpenMP, however, threads have to access buffers assigned to other threads: manual setting and unsetting of locks is required here to avoid race conditions, see Subsection 3.3.
[39]
Parareal with pipelining in MPI
The implementation of Parareal with MPI is straightforward and has been illustrated before [27, 38] . However, it is repeated here for the sake of completeness and sketched in Algorithm 1.
• Prediction phase: lines 1.3 and 1.4. Every process generates its own coarse starting value q 0 p = G ∆t (q 0 , t p , 0) and computes G ∆t (q 0 p , t p+1 , t p ) for use in the correction. Later processes have to perform more time steps and thus take longer to complete the prediction phase, leading to the pipelined execution model sketched in Figure 1 , since no global synchronisation points exist.
• Fine integrator: lines 1.6 and 1.7. Each process computes the fine value F δt (q k p , t p+1 , t p ) in line 1.6 and, in order to free the buffer q for reuse in the receive, computes the difference δq := F δt (q k p , t p+1 , t p )−G ∆t (q k p , t p+1 , t p ) between coarse and fine value in line 1.7 and stores it in δq. Algorithm 1: Parareal using MPI input: Initial value q 0 ; number of iterations K 8 if Process not first then 1.9 MPI RECV(q, source = p − 1) • Update phase: lines 1.8-1.18. To receive the updated value from the previous time slice, every process but the first posts an MPI RECV. The first process simply copies the initial value q 0 into the buffer q instead. After the receive is completed, the coarse value G ∆t (q k+1 p , t p+1 , t p ) of the new starting value is computed and the updated end value q k+1 p+1 = G ∆t (q k+1 p , t p+1 , t p ) + δq is computed and send to the process handling the following time slice using MPI SEND.
Note how this implementation naturally features pipelining as sketched in Figure 1 (right) . In order to obtain the non-pipelined execution flow sketched in Figure 1 (left), MPI BARRIER directives would have to be added artificially after the prediction step, that is after line 1.4, and before the correction, that is before line 1.8. Parareal without pipelining in MPI would therefore be more complex and deliver reduced performance, so that this strategy seems rather senseless and is not explored here. Previous benchmarks did not show a significant difference between blocking and non-blocking communication [27] and for the sake of simplicity, blocking communication is used here.
Parareal without pipelining in OpenMp
Implementing Parareal without pipelining in OpenMP is relatively straightforward as sketched in Algorithm 2 and has been previously described [22] . It requires only parallelisation of the loop between lines 2.8-2.13 using the corresponding OpenMP directives, in case of Fortran OMP PARALLEL DO and OMP END PARALLEL DO. However, in order to achieve good performance, the implementation of F δt must correctly deal with issues like NUMA-awareness and memory locality. It also has to be thread safe. The code consists of the following three parts: 
, where the latter value is still stored in buffer q c (p) from either the previous iteration (for k > 1) or the prediction step (in k = 1). Because all instances of the fine integrator are independent of each other, the order in which the loop is executed is irrelevant and no synchronisation is needed here.
3. Update step: lines 2.14-2.20. The update is initialised by setting q k+1 0 = q 0 . Then, in the loop, the coarse value G(q k+1 p , t p+1 , t p ) of q k+1 p is computed and the correction step q k+1 p+1 = G ∆t (q k+1 p , t p+1 , t p ) + δq is performed. The computed value q k+1 p is the updated starting value for the next time slice and thus written into q(p + 1) for use in the next instance of the loop. Note that the update loop is outside of the parallel region: therefore, only the master thread executes it and the loop is automatically performed in the correct order, without danger of race conditions.
The drawback of not pipelining is also clearly visible: of P cores, P − 1 are idle except for the parallelised loop over the fine method. One advantage of this approach is that solutions from all time-slices readily available, which is useful for variants of Parareal that recycle information from previous iterations, e.g. KSE-Parareal [22, 40] .
Algorithm 2: Parareal without pipelining using OpenMP input: Initial value q 0 ; number of iterations 
Parareal with pipelining in OpenMp
The implementation of Parareal with pipelining in OpenMP introduced here is sketched in Algorithm 3. To implement pipelined Parareal with OpenMP, essentially the whole algorithm is enclosed in one parallel region: threads are spawned by the OMP PARALLEL directive in line 3.2 and terminated by OMP END PARALLEL in line 3.36. Because this version requires manual synchronisation, a number of OpenMP locks is created using OMP INIT LOCK (not shown), one for each thread. During the fine integrator and update step, these locks are set and unset using OMP SET LOCK and OMP UNSET LOCK to protect buffers during writes and avoid race conditions.
• Prediction step: lines 3.4-3.12. Just as in the MPI example, each thread is computing its own coarse prediction of its starting value q 0 p in a parallelised loop. The coarse value G ∆t (q 0 p , t p+1 , t p ) is also computed and stored for use in the first iteration. The later the time slice (indicated by a higher thread number p), the more steps the thread must compute and thus the larger its workload. Therefore, at the end of the coarse prediction loop, the NO WAIT clause is required to avoid implicit synchronisation and enable pipelining. 3 Note that the prediction step could be implemented without a loop, by just using the thread number. However, within the Parareal iteration the • Parareal iteration: lines 3.13-3.35. Here, both the fine integrator and update step are performed inside a single loop over all time slices, parallelised by OMP DO directives. Because parts of the loop (the update step) have to be executed in serialised order, the ORDERERD directive has to be used in line 3.14. Again, to avoid implicit synchronisation at the end of the loop, the NO WAIT clause is required in line 3.34.
-Fine integrator: lines 3.16-3.19. Before the fine integrator is executed, an OMP LOCK is set to indicate that the thread will start writing into buffer q(p). Because thread p − 1 accesses this buffer in its update step, locks are necessary to prevent race conditions and incorrect solutions. After the lock is set, the thread proceeds with the computation of F δt (q k p , t p+1 , t p ) and computation of the difference between coarse and fine value δq. Then, since q(p) is now up to date and δq ready, the lock can be released.
-Update step: lines 3.20-3.32. The update step has to be performed in proper order, from first to last time slice. Therefore, it is enclosed in ORDERED directives, indicating that this part of the loop is to be executed in serial order. Then, as in the two other versions, the update step is initialised with q k+1 0 = q 0 . For every time slice, the coarse value of the updated initial guess is computed and the update performed. The updated end value is written into buffer q(p + 1) to serve as the new starting value for the following time slice. However, to prevent thread p from writing into q(p + 1) while thread p + 1 is still running the fine integrator, thread p sets OMP LOCK number p + 1 before performing the update.
This implements a pipelined Parareal in OpenMP and achieves runtimes that are essentially identical to the one provided by the MPI version. The necessity to manually control synchronisation between threads, however, makes it the most demanding variant in terms of code complexity. As shown in Section 4, it outperforms the MPI implementation in terms of memory requirements and energy consumption.
Numerical results
In this section, the three different implementations of Parareal are compared with respect to runtime in Subsection 4.2, memory footprint in Subsection 4.3 and energy consumption in Subsection 4.4. The parameters for the simulation comprise a viscosity parameter of ν = 0.02 and the spatial discretisation on both levels with N x = N y = N z = 40 grid points in every direction. The simulation is run until T = 1.0 with a coarse time step of ∆t = 1/192 and a fine step of δt = 1/240. Because of the quite high computational cost of the WENO-5 method in comparison to a cheap first order upwind scheme and the fact that RK3SSP needs three evaluations of the right hand side per step while the Euler method needs only one, the coarse propagator is about a factor of forty faster, despite the fact that the coarse step is only a factor of 1.25 larger than the fine.
To fix the number of iterations to a meaningful value which guarantees comparable accuracy from Parareal and serial fine integrator [27] , we estimate the discretisation error of F δt by comparing against a reference solution with time step δt/10. This gives estimates for the fine relative error at T = 1 of about e fine ≈ 5.9 × 10 −5 and for the coarse error of about e coarse ≈ 7.3 × 10 −2 . For P = 24 time slices, after three iterations, the defect between Parareal and the fine solution is approximately 1.4 × 10 −4 , after four iterations 1.5 × 10 −5 . We therefore fix the number of iterations to K = 4 so that for all values of P Parareal produces a solution with the same accuracy as the fine integrator.
Hardware
Benchmarks are run on a single node of two different systems, respectively. The first one is cub, a commodity Linux cluster at the Institute of Computational Science in Lugano, consisting of 3x14 IBM Blade nodes. Each node has two quad-core Opteron (Barcelona) CPUs, for a total of 8 cores per node, and 16 GigaByte main memory. Nodes are connected through an Infiniband interconnect. The used MPI implementation is OpenMPI-1.4.2 4 , compiled with GCC-4.5.0 5 with flags -O3 for maximum optimisation and -fopenmp to enable OpenMP. Note that, as the code is stand alone, no external libraries have to be linked.
ORDERED directive is required to guarantee a serialised execution of the update step and this directive is only available as part of a parallelised loop. Therefore, to keep the code consistent, the prediction step is also written as a parallel loop. 4 
OMP UNSET LOCK(p) 3.20 OMP ORDERERD 3.21 if Thread is first then 3.22 OMP SET LOCK(0) 
if Thread not last then 3.28 OMP SET LOCK(p+1) The second system is Piz Dora at the Swiss National Supercomputing Centre. 6 Dora is a Cray XC40 with a total of 1, 256 compute nodes. Each node contains two 12-core Intel Haswell CPUs and has 64 or 128 GigaByte of RAM and nodes are connected through a Cray Aries interconnect, using a dragonfly network topology. Two compilers are tested, the GCC-4.9.2 and the Cray Fortan compiler version 8.3.12. Both use the MPICH MPI library version 7.2.2. As on cub, compiler flags -O3 and -fopenmp (GCC) or omp (Cray compiler) are used. Performance data for each completed job is generated using the Cray Resource Utilisation Reporting tool RUR [41] . RUR collects compute node statistics before and after each job and provides data on user and system time, maximum memory used, amount of I/O operations, consumed energy and other metrics. However, it only collects data for a full node and not for individual CPUs or cores. 
Wall clock time and speedup
At first, runtime and speedup compared to the serial execution of the fine integrator are assessed for the three different versions of Parareal. On both Cub and Dora, for each variant of Parareal and each value of P, five runs are performed and the average runtime is reported here. Measured runtimes are quite stable across different runs: the largest relative standard deviation of all performed five-run ensembles is smaller than 0.025 on cub and smaller than 0.01 on dora. Therefore, plots show only the average values without error bars, because they are hardly recognisable and clutter the figure. Figure 4 shows runtimes in seconds depending on the number of cores on Dora (left) and cub (right). For Dora, only results from the Cray compiler are shown, which tends to generate slightly faster code than the GCC, but speedups for both compilers are very similar. Values from runs using MPI are marked by blue upward pointing triangles, from runs using OpenMP and no pipelining by leftward pointing green triangles and from runs using OpenMP and pipelining by rightward pointing red triangles. The runtime of the serial fine integrator is indicated by a horizontal black line. Note that the y axis is scaled logarithmically, so the distance from 5 to 10 seconds is the same as from 10 to 20. Because the more modern CPUs on dora are faster, runtimes are generally smaller on dora than on cub. For P = 8, for example, Parareal runtimes on cub are around 10 seconds but only around 7 seconds on dora.
Both OpenMP and MPI with pipelining give almost identical performance: on both dora and cub, OpenMP(pipe) is only minimally faster than the MPI version. The missing pipelining in the simple OpenMP version leads to a small performance decrease, particularly for larger core counts on dora. Note that as pipelining hides some of the cost of the coarse propagator, in a scenario with a more expensive G ∆t , the performance penalty would be more pronounced, see also the discussion in Subsection 2.2. Figure 5 shows speedup over the serial fine integrator, including the theoretical bound s p (P) for Parareal with pipelining given in Equation (7) as a black line. On both machines (dora and cub) all configurations fall below the theoretically possible speedup, particularly when almost the full node is used. The reason is that running P instances of the fine propagator on P cores does not exactly take the same amount of time as running one instance of F on a single core, but is more costly -because the used spatial parallelisation is based on finite difference stencils and thus likely memory bound, the most probable reason seems to be memory access congestion. However, this affects both MPI and OpenMP alike and the conclusion here is that there is very little difference in terms of runtimes and speedup between using MPI and OpenMP for Parareal with pipelining.
Memory footprint
The memory footprint of the code is measured only on dora where RUR is available. In contrast to runtime and energy, the memory footprint, as expected, does not vary between runs. Therefore Figure 6 shows a visualisation of Figure 4 on dora (5a) and cub (5b).
the data from a single run with no averaging. The bars indicate the maximum required memory in MegaByte while the black line indicates the expected memory consumption using P cores computed as m(P) = P × m serial (9) where m serial is the value measured for a reference run of the fine integrator. Because copies of the solution have to be stored for every time slice, the total memory required for Parareal can be expected to increase linearly with the number of cores in time. Note, however, that memory required per core stays constant if it follows (9) . For the GCC compiler, this is indeed the case for the OpenMP variants, both of which exactly match the expected values. The Cray compiler leads to a smaller than expected memory footprint, but memory requirements still increase linearly with the number of time slices. For both compilers, the MPI version causes a noticeable overhead in terms of memory footprint, most likely because of internal allocation of additional buffers for sending and receiving [42] . Interestingly, the total memory footprint for the MPI version is larger for the Cray than for the GCC compiler.
It is important to note that the three fortran modules implementing the different Parareal versions (parareal mpi, parareal openmp and parareal openmp pipe, cf. Figure 3 ) all allocate three auxiliary buffers. The overhead in terms of memory in MPI does thus not simply stem from allocating an additional buffer for communication, but comes from somewhere within the MPI library. The OpenMP implementations provide direct access through shared memory and can thus avoid this overhead. Given that memory will be a much more precious resource on future supercomputers and that the memory requirements of "across-the-steps" parallel-in-time methods have raised concerns [34] , these savings might be important. Since the memory overhead grows as more and more cores are used in time, savings from OpenMP will be especially pronounced when Parareal is used with many time slices on nodes with a large number of cores.
Energy-to-solution
The RUR tool also reports the energy-to-solution for every completed job. Because RUR can only report energy usage for a full node, only results are reported here from runs using the full number of P = 24 cores available on a dora node. In contrast to runtimes and memory footprint, energy measurements show significant variations between runs due to random fluctuations: thus, the presented values are averages over ensembles of 50 runs for each version of Parareal. This number of runs has been sufficient to reduce the relative standard deviation to below 0.09 in all three configurations (MPI, OpenMP, OpenMP(pipe)) and therefore gives a robust indication of actual energy requirements.
For the GCC, the MPI version consumes the most energy, followed by OpenMP without pipelining, while OpenMP with pipelining is the most energy efficient variant: the resulting 95% confidence intervals (assuming energy-tosolution is normally distributed), are 844.04 ± 15.89 Joule for MPI, 801.14 ± 13.18 Joule for OpenMP without pipelining and 783.72 ± 11.53 Joule for OpenMP with pipelining. Figure 7 gives a graphical representation of these values including the confidence intervals. Note that the average for OpenMP(pipe) is well outside the confidence interval for the MPI version, so this is very unlikely just a chance result. Moreover, because runtimes for both MPI and OpenMP(pipe) are almost identical, the differences in energy-to-solution cannot simply be attributed to differences in runtime. The lower power uptake by OpenMP without pipelining is most likely because most of the cores of the node are idle over large parts of the code, compare for Subsection 3.2. It is also noteworthy that OpenMP without pipelining, even though it is slower than the MPI version, still requires less energy: this further reinforces that the better energy efficiency of the OpenMP versions of Parareal is due to some intrinsic cause. Tracking down the precise reason for the differences in energy-to-solution and power requirement will require detailed tracing of power uptake, which is only possible on specially prepared machines [43] and thus left for future work. Interestingly, for code generated with the Cray compiler, both OpenMP(pipe) and MPI lead to almost identical energy requirements: here, confidence intervals are 784.24 ± 11. automatic optimisation comes at the expense of a significantly larger memory footprint.
Note that the energy consumption of Parareal has previously been studied [27] . By comparing against a simple theoretical model, it has been shown that the energy overhead of Parareal (defined as energy-to-solution of Parareal divided by energy-to-solution of the fine serial integrator), is mostly due to Parareal's intrinsic suboptimal parallel efficiency. Since the GCC compiler has been used there, the measurements presented here refine this result by showing that a portion of the overhead is also likely to come from the use of MPI to communicate data in time. While improving parallel efficiency of parallel-in-time integration remains the main avenue for improving energy efficiency, the results here suggest that in some cases a shared memory approach can provide non-trivial additional savings.
Summary, Discussion and Outlook
Summary. The paper compares three different implementations of the parallel-in-time integration method Parareal. As benchmark, a stand-alone lightweight fortran code is used, which solves 3D Burgers' equation with a fixed set of discretisations for both coarse and fine integrator [31] . The code provides three different versions of Parareal: one with pipelining using MPI, one with pipelining using OpenMP and one without pipelining using OpenMP. Because pipelining for Parareal comes naturally with MPI, the pipelined OpenMP implementation of Parareal is introduced here to allow for a fair comparison. Only the implementations of Parareal are different, though, and all three versions use the same modules to provide the coarse and fine integrator and underlying spatial discretisation.
The three versions are compared with respect to runtime and speedup on two different systems, a Linux cluster and a Cray XC 40 and, on the latter, using two different compilers. Differences in runtime between the MPI and OpenMP with pipelining are found to be small on both systems: the here proposed strategy for a shared memory version of Parareal with manual control of locks is minimally faster than its MPI counterpart. Using measurements provided through resource utilisation reporting on the Cray, memory footprint and energy-to-solution are also compared between MPI and OpenMP. It is demonstrated that the pipelined shared memory version is the most efficient: it has a significantly smaller memory footprint and, for the GCC compiler, requires less energy-to-solution.
Discussion. While the results presented here, investigating performance of pure parallelisation in time on a single compute node, clearly illustrate the possible benefits of using shared memory in time, there are a couple of possible pitfalls to consider in the generalisation of these results. Firstly, the manual control of synchronisation between threads and the need to deal with issues like non-uniform memory access (NUMA) make the pipelined OpenMP version more involved to implement. While this is not a big issue for the lightweight benchmark code used here, it might lead to unfeasible levels of complexity when integrating a parallel-in-time integrator into a complex legacy code. In contrast, for MPI, both the parallel-in-time methods Parareal and PFASST have been successfully used with such legacy codes [2, 24] . Nevertheless, as parallel-in-time integration becomes more widely used, new software projects will most certainly emerge that are from scratch designed to exploit space-time parallelism -here, considering shared memory time parallelisation for optimised performance could be a viable strategy.
Secondly, the OpenMP implementation of Parareal requires thread-safe routines for the coarse and fine integrator. In actual applications, parallelisation in time will almost always be considered on top of a large-scale spatial parallelisation, typically relying on MPI. For Parareal without pipelining, MPI communication in space can be funnelled through the MASTER thread [25] , in order to avoid the necessity of thread-safe MPI. When combining shared memory Parareal with pipelining with spatial MPI, however, there is no way around using a fully thread compliant MPI library, corresponding to the level provided by the flag MPI THREAD MULTIPLE in the initialisation routine. While implementations of MPI exist that provide this level of thread-safety, the performance of such a space-time parallel code is hard to gauge a priori.
Thirdly, using shared memory to parallelise in time limits the number of cores in the time direction to the number available in a single computer node. Given the trend to nodes containing more and more cores (consider e.g. the Xeon Phi) and the fact that parallel-in-time methods typically suffer from degrading convergence if the time domain is distributed over too many cores, this is probably not going to be a very serious issue, but still mentioned for the sake of completeness.
Outlook. An important next step would be to make a similar comparison while also including spatial parallelisation. In particular, this would allow to assess whether the good performance of OpenMP-based Parareal is retained in combination with MPI-based parallelisation in space. Also, rerunning the here presented benchmarks on a special system equipped to perform detailed profiling of energy consumption would allow to more precisely determine the origin of the observed differences in energy-to-solution. Because the code used here is freely available, it (or its components) could also serve as a basis for further comparisons between methods or different libraries. For example, its time integrators could be included in other implementations of Parareal like e.g. lib4prm [38] and compared to the results presented here. They could also be included in other methods with similar interfaces like e.g. MGRIT [17] . Finally, the modules implementing the spatial routines could be integrated into libraries for other parallel-in-time methods, e.g. pfasst++ [6] , in order to attempt a fair comparison between different methods.
