Abstract. We consider discrete-time approximations for stochastic differential equations in a Hilbert space. The rate of convergence of approximations is established for equations with Lipschitz continuous coefficients and for semilinear evolution type equations with an unbounded drift. As an auxiliary result, the rate of convergence of approximations is obtained for Itô-Volterra equations in a Hilbert space.
Introduction
There are several applications of numerical solutions of stochastic differential equations. A classical example of such an application is numerical solution of partial differential equations. For example, a solution of the heat equation One can approximate ξ first, and then get an approximate solution of (0.1) using MonteCarlo simulations. The advantage of this approach as compared with deterministic methods of numerical solution of (0.1) is that it requires less computations for large dimensions d. Another example of applications is the modelling of processes in finance, insurance, etc. The first monograph on numerical solution of stochastic differential equations is the book [9] by G. N. Milstein. The current literature on this topic is rather rich; see the books [4, 7] and the paper [11] for surveys of results and other examples of applications. There are several papers devoted to numerical solution of stochastic differential equations involving semimartingles and Lévy processes; see [5, 10] and references therein. Only a few papers are devoted to approximation of stochastic differential equations for the case of infinite dimension, namely to the evolution type equations and Itô-Volterra equations. The papers [1, 8] contain results on the strong convergence of approximations; the rate of convergence, however, is not studied there. The weak convergence of approximations of Itô-Volterra equations is proved in [6] , and a theorem on the relation between local and global rates of convergence for Itô-Volterra equation is obtained in [12] .
In this paper we consider approximation of stochastic differential equations in a Hilbert space. Section 1 is devoted to the simplest case of an equation with Lipschitz continuous coefficients. Semilinear evolution type equations with an unbounded drift are considered in Section 2. Conditions for the existence of a solution and approximations (of a mild solution) are given. Section 3 contains results on the convergence of approximations for Itô-Volterra type equations. These results are applied to semilinear equations discussed in Section 2.
Equations with continuous coefficients
This section is somewhat independent of the rest of the paper. Here we prove that the classical result about the rate of convergence of approximation for finite-dimensional equations with Lipschitz continuous coefficients remains true in the case of infinite dimension. This result follows from the theorems of the next section; nevertheless we provide an independent proof of it for the sake of completeness. On the other hand, the argument in this simple case exhibits how it will work in the general case.
Let X and H be separable Hilbert spaces, (Ω, F , P) a probability space with filtration (F t , t ∈ [0, T ]), and W (t) an F t -adapted Q-Wiener process in H, that is, the covariance operator of W (t) equals Q where tr Q < ∞.
Consider the following equation on [0, T ]:
where a and b are measurable maps from [0, T ] × X to X and L(H, X), respectively (L(H, X) is the space of linear operators), and X 0 is an F 0 -measurable random variable. The solution of this equation exists and is unique if
for some p > 0 (see, for example, [2, Theorem 7.2.1]) where x, y ∈ X, t, s ∈ [0, T ], and C is a constant independent of x, y, s, and t. In what follows we write · instead of · X and L instead of L(H, X). All constants whose exact values are not essential will be denoted by C. If conditions (1.2) hold, then the solution X(t) of (1.1) is such that
The Euler approximations for the solution of (1.1) are constructed in the following way. For a given number N ∈ N set δ = T /N and let τ n = nδ, n = 0, . . . , N, be a uniform partition of [0, T ]. The initial value X 0 is approximated by an F 0 -measurable random variable Y δ 0 , and then the approximations are defined recursively at the nodes of the partition, namely
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To approximate the values of the solution between the nodes τ n , we put
where n s = max {n : τ n < s} .
This equation can be rewritten in a more convenient form:
The piecewise linear approximation seems to be more natural; however it also has some disadvantages. First, it is not easy to compute it; second, it is anticipating with respect to F t , and, third, the piecewise linear approximation is the worse if we measure the quality of an approximation in the sense of minimum of
Note, however, that the quality of this approximation is the same as that of the others if we measure the quality in the sense of the minimum of
at a given point t. 
Then the approximations Y δ (t) converge to the solution X(t) of (1.1) and moreover
Proof. Put
We have
We estimate only B; A is estimated similarly. We have
G. SHEVCHENKO
To estimate the first term we use the Doob-Burkholder inequality and (1.2):
We proceed in the same way with the second and third terms:
Note that
Applying the Gronwall lemma, we get
and Theorem 1.1 follows. 
Semilinear equations of evolution type
Consider a typical semilinear stochastic differential equation of evolution type:
Here A(s): D → X are closed, linear, and in general unbounded operators with a common domain D ⊂ X; W is a cylindrical Wiener process; a and b are such that
X 0 is an F 0 -measurable square integrable random variable assuming values in D almost surely. We try to construct approximations for this equation similarly to (1.4):
This leads to an additional assumption that
It turns out that in general such approximations do not converge. Here is a simple example of divergence even in the case of a deterministic equation.
, a = b ≡ 0, and let A be the derivative operator. In this case equation (2.1) takes the following simple form:
Its solution is easy to write, namely, X(t, z) = X 0 (t + z). It is straightforward to check that approximations (2.3) are of the form
For any δ > 0 and n ≥ 0 we have
In particular,
Thus the pointwise limit lim δ→0 Y δ (z) is even discontinuous. At the same time the solution itself is continuous.
The above arguments suggest an idea on how to construct approximations for equation (2.1) in a different way. Suppose that the operators A(t) generate a strongly continuous evolution family of operators U (t, s), 0 ≤ s ≤ t. Then the strong solution of (2.1), if it exists, is the so-called mild solution, that is, the one that satisfies the equation
This equation is a particular case of the Itô-Volterra equation considered in the next section. One can consider the Euler type approximations for equation (2.4) by discretizing the time as we did in the preceding section for equation (1.1). These approximations are better in the sense that they converge to the solution of the equation. Now we state our assumption about the coefficients of (2.1).
(1) The operators A(s) generate a strongly continuous evolution family of operators
The following conditions are satisfied:
(this is the so-called "hyperbolic" case). (4) The coefficients a and b satisfy conditions (2.2) and moreover
The initial value X 0 is supposed to be an F 0 -measurable square integrable random variable that belongs to D almost surely. These assumptions are somewhat milder than those used in [2, Theorem 7.2.3] (where the last condition is that x is bounded). The existence, uniqueness, continuity, and square integrability of the solution of (2.4) can be found in Theorem 7.2.1 in [2] and the remark that follows it. Proof. It suffices to show that the integrals on the right-hand side of
and therefore
Thus, using the bounds

A(t)U (t, s)a(s, x) ≤ A(t)U (t, s)A
and taking into account that E X(t) 2 ≤ C, we prove that the above integrals exist.
Put
It is easy to see that
Then r(t, s) := X(t) − X(s) − (Y (t) − Y (s)) − (U (t, s) − I)X(s)
Moreover,
Further,
This implies that E r(t, s) − E r(t, s)
Consider the uniform partition {τ n = t/N, n = 0, . . . , N} of the segment [0, t] and prove that
and
This implies the convergence in probability:
Estimating as before, we get
Approximations of Itô-Volterra type equations
Consider an abstract Itô-Volterra equation of the form
where a : S × X → X and b : S × X → L 2 are measurable maps,
and m(t) is an F t -adapted continuous square integrable process. Assume that the coefficients and the process m(t) satisfy the following conditions: 
Proof. The existence, uniqueness, and square integrability of the solution are proved in [2] (Theorem 7.2.1 and remarks thereafter). Further,
Approximations for equation (3.1) are defined by
where m δ (t) is a certain approximation of m(t). In contrast to ordinary equations, for which the value of the approximate solution at the next point is determined by the value at the previous one and by the increment of the Wiener process, now we must know all the preceding values.
Similarly to (1.4), setting Y δ (τ n ) = Y δ n , it is possible to construct the continuous interpolation:
Theorem 3.2.
If the coefficients of (3.1) satisfy assumptions (3.2) and
then approximations (3.4) converge to the solution of (3.1) in the sense that
At first glance it might seem that one can repeat the arguments of Theorem 1.1 under the conditions (3.2) and prove an inequality similar to (1.5). But now the integrals · · · dW (t) in (3.1) and (3.4) are not martingales, thus the Doob-Burkholder inequality does not apply. This is the reason for introducing the extra condition of the existence and Lipschitz continuity of the derivatives.
Proof. As in the proof of Theorem 1.1, put
and write
Now we estimate B as follows:
All three terms in the brackets are estimated in the same way: the difference (b(s, . . . ) − b(s, . . . )) in every integral is replaced by
Then the first term is estimated similarly to the proof of Theorem 1.1. In the second term we change the order of integration by using the stochastic Fubini theorem (see Theorem 4.18 in [3] ). Then the norm of the exterior (nonrandom) integrals is estimated by the integral of the norm, and the supremum of the latter is attained at s = t. Now we can estimate the first term:
The second and the third terms are estimated in a similar way:
The integrals above are finite because X(t) and Y δ (t) are square integrable and continuous. Thus,
whence Z(T ) ≤ Kδ by the Gronwall lemma.
Assumptions (3.5) are restrictive in the sense that they are redundant if we want only to estimate the rate of convergence at a fixed point. In other words, the following result is true.
Proposition 3.4. If conditions (3.2) hold and
Proof. The proof follows the lines of that of Theorems 1.1 and 3.2.
3.1. Application to semilinear evolution equations. We apply the results of the preceding section to equation (2.1). The approximations are constructed as follows:
The approximations can be rewritten in a compact form by using the evolution property:
) . Formally speaking, we approximate the solution of some Itô-Volterra equation; nevertheless the approximations are stepwise. Now we construct the linear interpolation as in (3.4) :
Assume that the coefficients a and b satisfy (2.2) and
for s, t ∈ [0, T ] and x ∈ X. We also assume that A(s) is as in Section 2. Then
for x, y ∈ X and 0 ≤ u ≤ s ≤ t ≤ T . The same bounds for U (t, s)a(s, x) can be proved in a similar way. Condition (3.2c) is not so easy to check. By the triangle inequality
The estimate for the second term is obvious. The first one is estimated as follows:
for s ≤ t. Therefore all the conditions in (3.2) hold. Now consider some initial value of the approximations Y
Thus, all the assumptions of Proposition 3.4 hold, that is, the following result is true. 
Proof. It is sufficient to check (3.9). The first estimate follows from
A(t)U (t, s)A −1 (s)A(s)b(s, x) L2 ≤ A(t)U (t, s)A
The second estimate is proved similarly to the proof of (3.2c): first we apply the triangle inequality resulting in two terms; one of the terms is estimated in an obvious way, while for the other one we get 
A(t) U (t, s) − U (t, u) b(u, x) L2
b(s, X(s))(z) dW (s).
The operator A generates a strongly continuous semigroup of shifts U (t)x(z) = x(t + z) on X. The operators A and U (t) commute and all the assumptions on U (t) introduced
