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ABSTRACT
The use of infrared piezobirefringence for characteriza­
tion of defects in cubic semiconductor materials is investi­
gated in this work. Under stress, these normally isotropic 
materials become birefringent. The stress can result from 
an applied external load or from defects present in the 
material. Defects can be generated in the material during 
its growth and/or processing. As a first step towards 
defect characterization, the case of diametrically loaded 
discs of semiconductor materials was simulated. This was 
done to obtain a better understanding of the simulation 
algorithm prior to its subsequent use in dislocation charac­
terization. A dark-field plane polariscope was constructed 
using a He-Ne laser tuned to 1.15 wavelength as the light 
source. The computer simulated images matched well with the 
experimentally observed ones on diametrically loaded discs 
of silicon and gallium arsenide.
The behavior of the stress-optic coefficient C was also 
investigated, which has been treated as a constant by other 
investigators in earlier works. In this work, it was found 
that for (100) oriented Si and GaAs discs under diametrical 
compression, the stress-optic coefficient C is a strong 
function of position for a given load, and also changes with 
the direction of the applied load with respect to the prin­
cipal crystal axes. However, no such dependence was found
xv
for C1 1 1 ) oriented Si and GaAs discs under diametrical com­
pression, as expected from the crystal symmetry. The values 
of C for (100) oriented Si disc under diametrical compres­
sion ranged from 2.0 x 10~1Z cm2/dyne to 3.0 x 10 " 1 2  
c m 2/dyne and for (100) oriented GaAs disc under diametrical 
compression ranged from 0.8 x 10" 1 2  c m 2/dyne to 2.6 X 10"12 
c m2/dyne for the cases investigated. The corresponding fig­
ures for (111) oriented Si and GaAs discs under diametrical 
compression are 2.33 X 10 ~ 1 2  c m 2/dyne and 1.94 X 10"12 
c m 2/dyne respectively.
Next, an accurate algorithm was developed for the simula­
tion of the images of dislocations as a function of the sam­
ple orientation, the orientation of the dislocation line 
with respect to the principal crystal axes, the orientation 
of the Burger vector with respect to the dislocation line, 
and the polarization angle of the incident light. An image 
data bank has been created for different dislocations. This 
data bank can be utilized to obtain an accurate characteri­
zation of the image of a dislocation by comparing the expei—  
imentally obtained images with the simulated ones. In this 
work, images of the dislocations were observed experimen­
tally and were matched with the simulated images. This 
approach provides a fast, non-destructive alternative tech­
nique for defect characterization in semiconductor materi­
als.
xvi
CHAPTER 1 
INTRODUCTION
Defects in semiconductor crystals play a significant role 
in the final yield of a manufacturing process, where the 
yield is defined as the number of good integrated circuit 
chips on a wafer divided by the total number of chips on the 
wafer. The defects also have a significant impact on device 
terminal properties as it affects parameters such as minoi—  
ity carrier lifetime, carrier mobility, carrier generation 
rate, and the impurity diffusion rate. These factors can 
lead to poor reliability of the device and/or low circuit 
yield. An efficient way of characterizing these defects 
will not only help improve the yield of the manufacturing 
process, but may also help improve the device performance.
Any imperfection in the periodicity of a perfect crystal 
lattice results in a defect. Defects can be classified into 
three groups namely the point defects, the line defects, and 
the plane defects. Point defects involve single atom vacan­
cies, interstitials, or vacancy-interstitial pairs. Line 
defects are arrays of point defects. A line defect is also 
known as a dislocation and is generally classified as an 
edge dislocation or a screw dislocation or a mixed disloca­
tion. Plane defects are combinations of dislocations such 
as twin planes, grain boundaries, and stacking faults. 
Point defects are generally too microscopic to cause major
1
catastrophe in a device. However, dislocations do occur 
during the growth and the subsequent processing of a wafer 
and hence, are of some concern. The primary objective of 
this work is to non-destructively detect line defects in 
semiconductor materials in an accurate and efficient manner.
Some of the commonly used techniques for materials chai—  
acterization are given elsewhere [1]. Of these, the most 
commonly used technique today for characterizing disloca­
tions in a semiconductor sample is X-ray topography [2]. 
This technique is based on the theory of the diffraction of 
X-rays from crystal planes. The diffracted beams from each 
set of planes follow a defined pattern. However, if that 
plane contains any dislocation, then the diffracted beam 
will be different and the resulting image of the dislocation 
can be characterized. An excellent treatise on how to accu­
rately characterize a dislocation using X-ray topography is 
given elsewhere [2]. The average characterization time of 
each sample by this technique is of the order of one to two 
days due to relatively long exposure time needed for charac­
terizing each wafer. This fact precludes testing of each 
individual sample, and the usability of a wafer lot is 
determined by statistical estimates. The fact that all the 
wafers are not tested allows the possibility of some defec­
tive wafers in a lot to pass through. Therefore, a tech­
nique which is accurate, and efficient in that it permits 
characterization of each sample in a reasonable time is
likely to improve the circuit yield and the device perform­
ance. The infrared piezobirefringence technique considered 
in this work has the potential to be one such technique.
Section 1.1 gives the outline of the infrared piezobiref­
ringence technique. A literature review of the work done in 
this field is given in Section 1.2. Section 1.3 describes 
the scope of the proposed work.
1.1 Outline of the Technique Used
Certain optically isotropic crystalline materials 
become anisotropic with two indices of refraction when 
stressed. This phenomenon of stress-induced splitting of 
the refractive index into two components is known as piezo­
birefringence. The materials which show piezobirefringence 
are known as photoelastic materials. Silicon and gallium 
arsenide, the two main semiconductors of interest to the 
device fabrication industries are piezobirefringent materi­
als. Both silicon and gallium arsenide are opaque to visi­
ble light but are transparent in the near infrared. Silicon 
having a band gap of 1.12 eV has an absorption cutoff at
1,11 ^m wavelength. The corresponding values for gallium 
arsenide are 1.42 eV and 0.89 m, respectively. A radiation 
with wavelength longer than 1 . 1 1  /urn will normally pass 
through these two materials. Since the radiation does not 
experience any relative phase change while traversing
through an optically isotropic sample, a dark image results 
when a stress-free sample is placed between the polarizer 
and the analyzer with their axes crossed.
However, under stress, the semiconductor sample becomes 
birefringent. The stress can be either applied externally 
by loading or generated internally due to defects caused by 
processing and/or material preparation. The radiation while 
passing through the stressed regions of the sample splits 
into two components in mutually orthogonal directions having 
different refractive indices and thus velocities along the 
two directions. A phase difference builds up between the 
two components as they traverse the sample. Now, if the 
sample is placed between a polarizer and an analyzer with 
their axes crossed, an image characteristic of the phase 
shift between the two components can be seen. The stress 
fields associated with each type of defect will be different 
and thus different fringe patterns or images will be seen 
for different types of defects such as an edge dislocation 
or a screw dislocation. Since infrared radiation is used to 
observe these defects, this technique is termed infrared 
piezobirefringence.
1.2 Literature Review
The dislocations in crystals are well known. The types 
of dislocations and the stress fields that they produce are
described by various authors [3-10]. The elastic displace­
ments and the energy of arbitrarily oriented dislocations 
for crystalline materials are given by Eshelby [3]. Eshelby 
et al. [5] have derived the general displacement equations 
and stress and strain fields of dislocations. They pre­
sented the guidelines for obtaining the stiffness constants 
for any arbitrary orientation of the dislocation line with 
respect to the principal crystal axes. For stress fields 
which are independent of one coordinate, for example a pure 
edge dislocation, the discontinuity in the displacement is 
equal to the lattice translation vector or the slip vector. 
This vector is also known as the Burger vector and is 
defined as the shortest vector connecting two atoms in the 
crystal which have identical surroundings. A more formal 
definition of the Burger vector will be given in Sec­
tion 2.4.
Spence [6 ] developed formulae for the stress components 
of dislocations in hexagonal and cubic crystals. He took 
crystal anisotropy into account and came to a very important 
conclusion that the form of the stress components in the 
symmetry directions are similar to those for isotropic sol­
ids. Chou [7] used the theory of anisotropic elasticity to 
analyze the stress field of a single dislocation, the force 
between two parallel dislocations, and the stress fields of 
various types of infinite dislocation arrays for a hexagonal 
crystal.
In a second study, Chou [8] found the stress fields of 
cubic crystals taking crystal anisotropy into account. He 
obtained the values of the stiffness constants depending on 
the orientation of the dislocation line and the Burger vec­
tor from the isotropic stiffness constants. The effect of 
crystal growth parameters such as pull rate and rotation 
rate on the dislocation density and the residual stress dis­
tributions in Czochralski-grown silicon crystals have been 
discussed by DeNicola and Tauber [11]. The refractive indi­
ces of silicon and germanium at different wavelengths have 
been measured by Briggs [12].
Use of piezobirefringence for the evaluation of 
stresses within a material has been investigated by a number 
of authors [13-21]. Poindexter [13] observed the phenomenon 
of piezobirefringence in diamond and gave its piezooptic 
coefficients. He found that in diamond, the piezobirefrin­
gence does not significantly depend on the orientation of 
the sample. The first paper on piezobirefringence studies 
in silicon was published by Giardini [14]. He carried out a 
stress-birefringence investigation on high purity silicon at 
a wavelength of 1.11 Aim, and obtained the values of its pie­
zooptic coefficients. He established experimentally the 
linearity of the stress-optical relationship in silicon upto 
stress values of approximately 450 kg/cm2. The birefrin­
gence in silicon caused by residual stresses due to rapid 
cooling of large samples was investigated by Hornstra and
Penning [15]. This caused plastic deformation, and subseq­
uently, dislocations. They calculated the stress-optical 
constant from a comparison of the tensile stress and the 
optical phase difference. The values were somewhat smaller 
than those reported by Giardini [14]. Prussin and Steven­
son [16] evaluated the average value for the stress-optic 
coefficient C for silicon by subjecting bars of silicon to 
pure bending.
Lederhandler [17] used infrared birefringence to relate 
the presence of birefringence in silicon to two fac­
tors : i) plastic deformation caused by the severe thermal 
gradients during crystal growth and ii) work damage caused 
by surface abrasion, sand blasting, or diamond saw cutting. 
Because the birefringence pattern remains unaffected in sam­
ples, he termed the strain produced by plastic deformation 
as 'frozen-in' strain. The strain produced by the work dam­
age was termed 'elastic' strain, because the strain pattern 
changed with a change in the sample geometry. He was able 
to obtain an average value for the stress-optic coefficient 
C for silicon. Schimdt-Tiedemann [18] found the value of 
the stress-optic coefficient of germanium. He used a xenon 
arc light source with an interference filter for wavelength 
range of about 2.2 /um, and a PbS detector.
Work on photoelastic constants of GaAs and Si were ini­
tiated by Nikitenko and Martynenko [19]. Their results
showed that the photoelastic constants were strongly depen­
dent upon the wavelength of the light source used. They, 
however, did not give the absolute values of the constants. 
Appel et al. [20] devised a dark-field polariscope for 
infrared photoelastic studies of semiconductors. They pre­
sented the fringe patterns produced by externally applied 
forces on silicon using a wavelength of 1.1 /im. They 
assumed a constant value for the stress-optic coefficient C. 
Pictures of residual strain in silicon boules viewed paral­
lel to the growth axis were given, and the quantitative val­
ues of the frozen-in strain were obtained by comparing the 
fringe order with the fringe value. Carron and Walford [21] 
compared the X-ray topography and the infrared birefringence 
techniques used for the study of the stresses induced in 
single crystal silicon wafers by electron-beam heating. 
Their results indicated that the patterns were created by 
the thermally induced stresses surrounding the electron-beam 
spot areas, and both techniques produced almost identical 
pictures.
Several papers have been published on the use of 
stress-induced birefringence or piezobirefringence for the 
observation of dislocations in crystals [22-41]. However, 
no work has so far been presented which can be effectively 
used for characterization of dislocations in semiconductor 
samples in a systematic fashion using this technique. The 
work which has been done in the area of dislocation detec­
tion is quite large and diverse. The pioneering work on 
dislocation detection was carried out by Bond and 
Andrus [22]. They were the first to photograph the images 
of dislocations using infrared piezobirefringence. However, 
they did not explain the images analytically. Fathers and 
Tanner [23] observed that screw dislocations in Barium Tita- 
nate viewed along the dislocation axis were invisible and 
commented that this happened because the refractive indices 
are independent of the stress field. Chuan-Zhen et al. [24-] 
reported the images of screw dislocations viewed along the 
dislocation axis in Gadolinium Gallium Garnet (GGG) and 
Yttrium Aluminum Garnet (YAG) crystals. However, it is not 
clear what they really observed, as theoretically a screw 
dislocation cannot be viewed along its axis.
The first comprehensive work on imaging of dislocations 
in silicon using infrared birefringence was carried out by 
Bullough [25]. He gave the theoretical intensity distribu­
tion of edge dislocations in silicon for both plane and 
circularly polarized light. He, however, assumed a constant 
value for the stress-optic coefficient C in his work. He 
acknowledged, however, that the latter would be a function 
of position for a cubic crystal. In order to match his cal­
culations with the observations of Bond and Andrus [22], 
Bullough adjusted the value of C. In the derivation of the 
intensity distribution, he failed to take into account the 
crystal orientation, the orientation of the dislocation line
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with respect to the principal crystal axes, and the orienta­
tion of the Burger vector with respect to the dislocation 
line, and how the image is affected by the polarization 
angle of the incident light.
Indenbom and Tomilovskii [26] investigated the nature 
of glide lines. They observed that the density of disloca­
tions uniquely defines the macroscopic stresses bordering 
the glide lines. They found that if the dislocation lines 
were curved or inclined with respect to the field of obsei—  
vation, the effects of the dislocation lines were superim­
posed and the individual dislocations could not be resolved. 
This same difficulty was encountered by Prescott and Bastei—  
field [27] who studied dislocation lines in YAG. However, 
they noted that dislocations inclined to the surface normal 
were still observable, although it was not possible to accu­
rately determine their Burger vectors. This observation was 
verified by Matthews et a l . [28].
Indenbom et al. [29,30] were the first to predict and 
observe rosette patterns in the dislocation images. How­
ever, in their analysis they too assumed a constant value of 
C and thus could not predict how the images would be 
affected by varying orientations of the dislocation lines 
with respect to the crystal principal axes and varying ori­
entations of the Burger vector with respect to the disloca­
tion line. In some cases, all the rosette petals were
bright while in others the petals were alternately dark and 
bright. They explained the latter by suggesting that crys­
tals have some built-in stresses associated with them. In 
places where these stresses compensate the stresses caused 
by dislocations, dark petals result. Whereas, in places 
where the built-in stress does not interfere with those pro­
duced by dislocations, all the rosettes are bright. This 
strain, known as the 'background' strain, was taken into 
consideration in the quantitative analysis of piezobirefrin- 
gent dislocation images in transparent materials by Jenkins 
and Hern [31].
In his paper, Indenbom et al. [29] reported that the 
birefringence rosettes were most clearly visible when the 
dislocation lines were parallel to the viewing direction, 
and became less distinct with increasing inclination. The 
form of the rosette is determined by the angle between the 
slip plane and the polarization direction. When this angle 
was zero, the* birefringence image of an edge dislocation 
consisted of six petals, and when the angle was 45°, the 
image contained four petals.
Indenbom et a l . [30] were successful in imaging the
birefringence pattern produced by the stresses surrounding 
etch pits. They found dislocations associated with each 
etch figure, concluding that probably the etch figures rep­
resent the end of atomic dislocations. Jenkins et al. [32]
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observed images of dislocation lines due to birefringence in 
(111) oriented silicon wafers. They used Sirtl etch to 
develop etch pits at the points on the surface where the 
dislocation lines emerge and observed that some etch pits 
did not have any dislocation lines associated with them. 
Hence, etch pits do not necessarily appear to represent the 
ends of atomic dislocations.
Nikitenko and Dedukh [33] calculated the stress distri­
bution around edge dislocations. They also commented on why 
the calculation of the Burger vector is difficult from the 
experimental birefringence images. First, the resolution is 
limited by the wavelength of light used. Second, the stress 
field of a dislocation is affected by the stress fields of 
other dislocations and internal stresses within the crystal.
Tanner and Fathers [34] derived the intensity distribu­
tion around dislocations using the same assumptions as Bul­
lough [25]. Indenbom and Tomilovskii [35] observed disloca­
tions in corundum crystals placed between crossed 
polarizers. Matthews et al. [36] observed dislocations in 
very large crystals of GGG by using stress-induced birefrin­
gence and by decoration methods. They suggested that both 
these techniques could be used without the need for image 
magnification. Matthews and Plaskett [37,38] determined the 
conditions under which edge dislocations were invisible by 
observing optical birefringence images of prismatic disloca­
tion loops in GGG.
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Matthews and Plaskett [39] found that imperfect neody­
mium gallium garnet (NdGG) crystals were good for birefrin­
gence studies as they contained grain boundaries, long and 
large straight dislocations, and prismatic loops. They 
observed that the size of the image of a dislocation 
depended upon the distance from its neighbor. When it was 
surrounded by other dislocations, the resultant image of a 
dislocation appeared to fade out because of the compensation 
of its stress field by those produced by its neighbors. 
Therefore, in a crystal with low density of dislocations, 
low magnification can be used to resolve dislocations as the 
individual dislocation images are larger and brighter.
Haydar and Labusch [40] studied defect induced biref­
ringence in C u 20 crystals. They commented that the associa­
tion of this method with optical scanning photoconductivity 
could give precise information about the electrically active 
structural defects. Reflection birefringence topography was 
used by Xu and Feng [41] to study dislocations and subboun­
daries in B i lzGe02o (BGO) crystals. Transmission techniques 
could not be applied to BGO crystals because of its strong 
optical activity. They found that when a dislocation is 
located at a large angle relative to the surface normal, the 
dislocation images appear as lines. Some dislocation images 
were found to be larger than others. The reason could be 
that the strain patterns of close, parallel, neighboring 
dislocations overlap one another.
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Gallium Phosphide (GaP) is a convenient material to 
test the application of the birefringence technique. It has 
large elastooptical coefficients and is transparent to visi­
ble light [28,42,43]. Hilgarth [42] observed dislocation 
images in GaP single crystals by means of birefringence, 
X-ray topography, electroluminescence, and electron beam 
induced current (EBIC). A good match was found between the 
X-ray topography and the birefringence methods. However, a 
comment was made that because of the high absorption coeffi­
cient for X-rays of GaP, exposure time necessary to make a 
high resolution topograph was extremely long. For samples 
of the usual thickness, overlapping of dislocations 
occurred, which made it impossible to resolve single dislo­
cation images by the X-ray method.
Both GaP crystals and GaP on GaP epitaxial layers were
investigated by Loschke and Paufler [43]. They were able to 
observe edge dislocations but did not succeed in imaging 
screw dislocations. In another paper [44], Paufler and
Loschke made two important observations that certain types 
of dislocations only became visible under stress, and that 
screw dislocations are not visible in isotropic media.
Heterostructures and their resultant stress-induced
birefringent images have been reported by a few 
authors [45-50], Ahearn et al. [45] observed stress-induced 
birefringent images of InGaP and GaAsP on GaP in visible
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light and InGaAs on GaAs in the infrared. The stress was 
produced due to the misfit of the lattice structures of the 
epilayer and the substrate. Bartels and Nijman [46]
observed individual misfit dislocations of GalnAs epitaxial 
layers grown on GaAs substrates covered with a GaAlAs layer 
using X-ray topography. Booyens and Basson [47] measured 
the interface stress produced by a GaP/GaAlAs/GaAs and a 
GaP/GaAs heterostructures using infrared piezobirefringence. 
In a second paper, Booyens and Basson [48] discussed the use 
of infrared birefringence for characterizing dislocations 
from the knowledge of the sign of the strain in III-V com­
pounds.
Booyens et al. [49] observed that the substrate dislo­
cations can influence the growing epitaxial layers in two 
ways. First, threading dislocations are produced by the 
substrate dislocation which lengthens as the layer grows. 
Second, section of a dislocation inside the epitaxial layer 
might bow out into the interface to form a mismatch reliev­
ing misfit dislocation, if enough misfit stress was present 
and if a certain critical layer thickness was exceeded. For 
substrates with relatively thick epilayers, the epilayer 
itself can produce enough stress on the substrate to induce 
dislocations. Booyens et a l . [50] studied the strain fields
produced by SiO stripes evaporated on GaAs and GaP subs­
trates using piezobirefringence. They showed that the 
stress near the edge of a film is many times larger than the
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average intrinsic stress, and can have normal and shear com­
ponents. The stresses induced in a thin film below the SiO 
stripe were substantial and could be a source of poor yield 
or failure.
1.3 Scope of the Present Work
The preceding section shows the enormity of the work 
which has been performed in the field of the use of piezobi­
refringence for dislocation characterization in crystalline 
semiconductor materials. However, these works lack the gen­
eralization that would allow it to be effectively used for 
defect characterization in semiconductor materials. The 
primary objective of the current work here is to develop a 
generalized theory for the simulation of the images of dis­
locations in semiconductor materials and to create an image 
data base for different kinds of dislocations. The simu­
lated images will be dependent on the substrate orientation, 
the orientation of the dislocation line with respect to the 
principal crystal axes, the orientation of the Burger vector 
with respect to the dislocation line, and the polarization 
direction of the incident light. An image matching routine 
between the experimental image and the simulated images 
stored in the image data bank could then be used to charac­
terize the observed defects.
CHAPTER 2 
IMAGE SIMULATIONS
2.1 Introduction
This chapter illustrates the image simulation algoi—  
ithms. Section 2.2 gives the background of the technique 
used. As a first step towards dislocation characterization 
in semiconductors, the simulation algorithm was applied to 
diametrically compressed discs of Si and GaAs. Section 2.3 
deals with the development of the simulation algorithm for 
this case. Section 2.4 gives a brief theoretical background 
of the dislocations in crystals. The stress equations for a 
pure edge dislocation and a pure screw dislocation are 
described in Sections 2.4.1 and 2.4.2, respectively. Sec­
tion 2.4.3 illustrates a general image simulation algorithm 
for the case of mixed dislocations. Section 2.5 describes 
the use of the algorithm to obtain the image intensity dis­
tribution for some special cases of interest.
2.2 Background
The technique utilized in this work involves the obsei—  
vation of the phase shift introduced between the two compo­
nents of a plane polarized light beam while passing through 
a stressed sample. The sample is placed between the polai—  
izer and the analyzer and illuminated by a monochromatic,
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plane-polarized light. A laser is used as the light source 
in this work. A beam expander is used in the optical path 
before the polarizer if a larger beam diameter is needed. 
After the light passes through the analyzer, it is detected 
by a camera and displayed on a video monitor.
The algorithms developed in this chapter calculate the 
magnitude of the phase shift between the two light compo­
nents while traversing through a stressed sample, and then 
obtain the intensity distribution from the knowledge of the 
phase shift. The stress can be either applied externally or 
generated internally by defects. If the sample is uns­
tressed, the light after passing through the sample does not 
experience any relative phase change and is subsequently 
blocked out by the analyzer which is placed crossed to the 
polarizer. Thus a dark image is obtained. However, if the 
sample is stressed, there will be a phase shift introduced 
between the two light components while traversing through 
the sample and can be resolved along the analyzer axis. 
Thus a resultant intensity distribution can be obtained.
The aim of this chapter is to develop a general image 
simulation algorithm which can be applicable for a variety 
of dislocations present in the material. The general nature 
of the algorithm permits use of different crystal orienta­
tions, different orientations of the dislocation line with 
respect to the crystal principal axes, different orienta­
tions of the Burger vector with respect to the dislocation 
line, and different incident light polarization directions.
2.3 Semiconductor Discs under Diametrical Compression
In this section, image simulation is carried out for 
infrared transparent semiconductor discs under externally 
applied load in the form of diametrical compression. This 
is done to obtain a better understanding of the simulation 
algorithm as a first step towards obtaining simulation 
images for dislocations in semiconductors.
The disc under consideration is of radius R, thickness 
d, and under a diametrical compression load P. The loading 
axes system is defined in Fig.2.1. The loading axis x'z is 
chosen arbitrarily and does not necessarily coincide with 
any of the crystal principal axes. Axis xV is perpendicular 
to axis x'z and lies on the sample surface and axis x '3 is 
coming out from the plane of the paper. The stress at any 
point (xV.Xz) for a disc under diametrical compression is 
given by [51] :
2P (R-x’z )xV 2 (R+X2’)xV 2
(2 . 1 )
2R
2 P  C R -x 'z ')3 ( R + X z ) 3 1
c 2 2 (2.2)
r 1 * rz" 2R
2 0
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» P
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R
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Fig.2.1 The sample geometry. Axis x'y is the outward normal 
from the plane of the paper.
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where = x ','2 + (R-x 'z' ) 2 and r z 2 = x ’,’ 2 + (R+xz )2 . Here ctYj
is "the stress produced in direction xV transmitted across a 
surface perpendicular to direction Xj. The aVi and <r'zz com­
ponents are the normal components of stress while crVz is the 
shear component with cr'j'z = < * 2 1 because there is no resultant 
torque in the system. In order to compute the stress compo­
nents ctVj > the sample is divided into small squares and the 
stresses are calculated at the center of each of these 
squares. The semiconductor materials of primary interest in 
this work are Si and GaAs both of which belong to the cubic 
class of crystal symmetry. The indicatrix of a cubic crys­
tal under unstressed condition is spherical with no pre­
ferred optic axis. However, under stress the indicatrix 
changes to an ellipsoid of revolution and can be given by a 
quadric surface [52]
2  B'uXkXV = 1 (k,1=1,2,3) , (2.4)
k , 1
where k and 1 are summation indices and B'k’t are the elements 
of the dielectric impermeability matrix defined by 
B'k 1 = By? + AB'k 1 , where B k? are the elements of the dielec­
tric impermeability tensor. For an isotropic material, the 
only non-zero values of B'k? are given by BY? = B ’z’§ = B'3'§ = 
B 0 where B 0 = 1/no2 and where n 0 is the isotropic value of 
the refractive index. Here, AB'k'i are the changes in B'k? due 
to the stress components. When the light is incident along 
- x ’3 direction, the intersection ellipse as obtained from 
Eqn.(2.4) is given by
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(Bo+ABV i )xY 2 + (Bo+AB'z2 )x'2 2 + ABVzxVxi’ + ABi’ixVxV * 1 .(2.5)
The diagonalization of Eqn.(2.5) would give the major 
and the minor axes of the ellipse formed by the intersection 
of the incident light direction with the indicatrix. The 
result of the diagonalization yields Bi and B 2 , the dielec­
tric impermeabilities along the minor and the major axes of 
the index ellipse, respectively. They are given as
Bj = B 0 + (aB'i i+aB'2 Z ) / 2  + ( 1/2)V[(aBVi-aB2Z)2 +4aBV 2 aB2 1 ] ,
(2.6)
and
B 2 = Bo + (AB'ii+AB’2 2 ) / 2  - ( 1/2)V[ (ABV 1 -AB'z z ) 2 +4aBV zAB’z , ] ,
(2.7)
In the above equations, aBYz = AB'z 1 for semiconductors with 
cubic symmetry. The corresponding refractive indices are 
given by nj = 1/Vb7 and n 2 = 1/>/b7. Due to these local dif­
ferences in the refractive indices, the components of a 
plane polarized light beam traversing the sample will show a 
phase shift. When the light emerging from the sample is 
viewed through an analyzer, the resultant image will show a 
pattern characteristic of this phase shift.
The piezooptic coefficients TTijxi are used to compute 
the changes in the dielectric impermeability elements a B ’k t . 
The piezooptic coefficients are conventionally defined along 
the crystal principal axes. Therefore, the computation is
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carried out in two steps. First, the stress components ctYj 
obtained from Eqns.(2.1-2.3) are transformed to the crystal 
principal axes. Then, the changes in the dielectric 
impermeability elements are obtained in the crystal princi­
pal axes system. These are then converted back to the load­
ing axes system.
The equations for transforming the stress components 
from the loading axes system (x'ijXz ,x'3’) to the crystal prin­
cipal axes system (xj,xi,x3) are given by [52] as
ai, = 2  ai.aijaVj Ci,j=1,2,3) (2.8)
i »j
where i and j are summation indices and a£ 4 is the direction 
cosine between the crystal principal axis x k and the loading 
axis xY- The calculations of the direction cosines for 
[ 1 0 0 ] and [ 1 1 1 ) oriented samples under arbitrary loading 
direction are discussed in Appendices A and B, respectively.
In terms of the piezooptic coefficients 7riJki, the 
changes in the dielectric impermeability aB'j in the crystal 
principal axes system due to the loading are given by [52] 
as
a B ' j = 2  jrijkIcr£, (k,1=1,2,3) (2.9)
k.l
where k and 1  are summation indices and crk i are given by 
Eqn.(2.8). The piezooptic coefficients 7riijki form a fourth-
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rank -tensor having in general 81 -terms. A reduced notation 
as suggested by Nye [52] is often used to express the 
fourth-rank tensor coefficients as given in Table 2.1.
Table 2.1
Conversion technique from tensor to reduced notation.
tensor notation 1 1 2 2 33 23,32 31 , 13 1 2 , 2 1
reduced notation 1 2 3 4 5 6
The dielectric impermeability elements a BJ j evaluated 
by Eqn.(2.9) are defined along the crystal principal axes. 
The last step of the procedure is to transform these ele­
ments back to the loading axes system, which is given by the 
transformation [52]
ABk i = S a [ ka],ABIj (i,j=1,2,3> (2.10)
J
where i and j are summation indices and aBJj are defined by 
Eqn.(2.9). The impermeability elements ABk i which are found 
from Eqn.(2.10) are used in Eqns.(2.6) and (2.7) to obtain 
the major and the minor axes of the intersection ellipse 
formed by the incident light with the indicatrix surface. 
Once Bi and B 2 are known, the corresponding refractive indi-
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ces can be found easily from r>i = I/N/bT and n z = 1/*«/b7 .
where ni and n r are the refractive indices along the minor
and the major axes of the index ellipse, respectively.
After the refractive indices are known, the intensity calcu­
lation can be carried out as given below.
A light wave after passing through the polarizer and 
incident upon the sample has the form A cos (<at-v1+27rX3/A) 
where A is the wavelength, &> is the angular frequency and </• 
is an arbitrary phase angle. The component amplitude along 
the direction of the minor axis of the index ellipse is 
given by A cos(a-/3). As shown in Fig.2.1, a and 3 are 
respectively the angles subtended by the incident light 
polarization direction and the minor axis of the index 
ellipse with respect to the axis xV- The angle 3 is given 
by [5 1]
3 =  ( 1/ 2 ) tan - 1 [(aBV 2 +aBzt)/(aBYi-aB-2 )] . (2 . 1 1 )
In the above equation, aB'i'2 = aB2 ! for semiconductors with 
cubic symmetry. The component amplitude along the major 
axis direction of the index ellipse is given by A sin(a-3)* 
The light intensity transmitted through the analyzer will be 
polarized along the analyzer direction. The components 
along the major and the minor axes directions are further 
resolved along the polarizer and the analyzer directions. 
Let the component amplitudes A cos(a-3) and A sin(a-3) be 
denoted by Ai and A z , respectively. Thus, for a ray travel­
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ling along the minor axis, the component amplitudes along 
the polarizer and the analyzer directions are given by 
Aicos(a-0) and A!sin(a-/3)» respectively. Similarly, for the 
ray travelling along the major axis, the component ampli­
tudes along the polarizer and the analyzer directions are 
given by A 2 sin(oc-3) and - A zcos(a-/3), respectively. The net 
light amplitude L coming out of the analyzer is, hence, 
written as
L = A sin(or-/3)cos(a-jS>cos(»t-^+27rd/Xi)
- A sin(a-3)cos(a-3)cos(«t-^+27rd/X2 )
where Xi = X/ni and X 2 = X/n 2 are the wavelengths along the 
minor and the major axes respectively. The above expression 
can be written as
L = (A/2)sin2(oc~3) [cos(cot-^+27rd/Xi ) - cos(ut-^+27rd/X2 ) ] .
Squaring and taking the time average to get the net resul­
tant intensity I coming out of the analyzer, one finally 
obtains
I = (A z/2) sin 2 2(a-3) sin 2 [ 7rd C1/X, - 1/X2)] . (2.12)
In general, for each point on the wafer, the stresses 
and hence, the angle 3 and the values for X t and X 2 will be 
different. Thus, the resultant intensity image will show 
dark and bright regions resulting in a fringe pattern. The 
computer program developed in this work uses the above
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developed analytical approach to compute the intensity of 
the light transmitted through the diametrically stressed 
sample. The size of the squares for the stress calculation 
was selected carefully so that the intensity did not show 
any abrupt discontinuity. For example, in order to simulate 
the images for a diametrically compressed Si disc of 
1.746 cm in diameter, the total area was divided into 
approximately 60,000 squares of uniform size with each side 
of the square being approximately equal to 0.063 mm. In the 
computer program, quadruple precision arithmetic was neces­
sary to maintain numerical accuracy.
Silicon and gallium arsenide, the two main semiconduc­
tors of interest in this work belong to the cubic class of 
crystal symmetry, silicon is a member of the m3m group while 
gallium arsenide is a member of 43m group. All crystals 
having cubic symmetry have only three independent, non-equal 
and non-zero piezooptic coefficients out of a possible total 
of 81. In reduced notation, these three non-zero coeffi­
cients are denoted by 7Ti i , n iz, and trM  [52]. They can be 
expressed as follows:
1 ) 7T i i = 7T 2 z = 7T 3 3 9
or explicitly as TT 1 I 1 1 — 7T 2 z z Z = 3 3 3 3 J (2.13)
2 ) 7T ft ft — 7T 5  5 — 7T & & 9
or explicitly as 7T I 2 l Z = 7T j z z 1 = TTziZI = TTzilZ =
7T Z 3 Z 3 = 7T 2 3 3 2 = 7r3232 = ^3223 =
iT 3 1 3 1 = TT 3 i i 3 = ^13 13 = 7T 1 3 3 1 i (2.14)
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and 3) m i 2  — t^ z 3 — tt3 i — tti3 — 7r3 2  — tt2 i,
or explicitly as t r i i z z  = 7r2 2  3 3 = 7r33ii =
TT1 1 3 3 =  7r3 3 2 2 =  7T2 2 i i .  ( 2 . 1 5 )
For Silicon, the values used in Eqn.(2.9) in this pro­
gram were taken from Giardini [14] and are shown in 
Table 2.2. These values were measured at a wavelength of
1.11 /urn by Giardini [14] which is close to the wavelength of 
1.15 jim used in this work. For Gallium Arsenide, to the 
best of our knowledge, the values for the piezooptic coeffi­
cients are not available in the open literature. However,
the paper by Booyens and Basson [47] has reported the elas-
tooptic coefficients and the stiffness values of Gallium 
Arsenide at a wavelength of 1.15 /im. The procedure of 
obtaining the piezooptic coefficients from the elastooptic 
coefficients and the stiffness values is given in Appendix C 
and the calculated values are shown in Table 2.3.
2.4 Dislocations in Crystals
In a perfect crystal, the atoms form a regular pattern. 
When the regular pattern breaks down and some atoms are not 
properly surrounded by neighbors, imperfections result. 
Examples of imperfections are vacancies, interstitials, 
impurity atoms, dislocations, grain boundaries, and stacking 
faults. The dislocation in a crystal results when some 
planes of the atoms slip with respect to other planes to
Table 2.2 
The piezooptic coefficients for Si 
used in computation (after [14]).
Coefficient Value
(cm 2 /'dyne)
7T 1 1 1 1 - 9.0 X 10-»*
r 1 1  2 2 6.0 X 10"1*
7T 1 Z 1 2 - 5.0 X 10-1*
Table 2.3
The piezooptic coefficients of GaAs as derived 
from data of Booyens and Basson [47].
Coefficient Value
(cmz/dyne)
r i i i i - 9.115 X 10-i*
r i i 2 z - 5.269 X 10"
7T 1 2 1 Z - 6.061 X 10‘
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break the periodicity of the crystal. Figure 2.2 shows a 
simple edge dislocation. Here, an unit slip has occurred 
over a part of the slip plane ABCD. The boundary of the 
slipped area within the crystal is a dislocation. In the 
figure, the line AD is the boundary of the slipped area ABCD 
within the crystal, and it is known as the dislocation line. 
For an edge dislocation, the slip vector is at right angles 
to the dislocation line.
Figure 2.3 shows a simple screw dislocation. Here 
again the slip has occurred along the plane ABCD and the 
line AD forming the boundary of the slipped area within the 
crystal is the dislocation line. For a screw dislocation, 
the slip vector is parallel to the dislocation line. Fig­
ure 2.4 shows a screw dislocation parallel to a cube edge in 
a simple cubic crystal. The unit cells are shown as dis­
torted cubes. Figure 2.5 depicts two cases with one con­
taining a dislocation and the other without a dislocation. 
Figure 2.5b) shows a perfect arrangement of the atoms in the 
lattice, where the lattice points are related by the trans­
lation vector mti + n t 2 , where m and n can only have integer 
values and ti and t 2 are the translation vectors in the two- 
dimensional lattice. The definition of the Burger vector b 
depends on the sense of the dislocation line T, which can be 
arbitrarily chosen along the dislocation line. In Fig.2.5, 
the positive sense of the dislocation T is taken to be into 
the paper. In order to define the Burger vector b, first a
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SLIP
VECTOR
Fig.2.2 A simple edge dislocation. ABCD is the dislocation 
slip plane, AD is the dislocation line perpendicu­
lar to the slip vector (after [4]).
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SLIP
VECTOR
Fig.2.3 A simple screw dislocation. ABCD is the disloca­
tion slip plane, AD is the dislocation line paral­
lel to the slip vector (after [4]).
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Fig.2.4 Another view of a screw dislocation. The disloca­
tion line AD (of which only the end A is visible) 
is parallel to the line BC and is parallel to the 
slip vector. The crystal can be viewed as a single 
atomic plane in the form of a helicoid, or a spiral 
ramp (after [4]).
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b)
Fig.2.5 FS/RH Burger's circuit in a) an imperfect crystal 
and b) a perfect crystal. ¥ points into the paper 
(after [1 0 ]).
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closed clockwise path called Burger’s circuit depicted by 
S-1-2-3-F in Fig.2.5a) is formed. This path encloses the 
dislocation. Then the same circuit is drawn in the perfect 
crystal lattice as shown in Fig.2.5b). The vector required 
to close the latter circuit, drawn between F and S in 
Fig.2.5b), is defined as the Burger vector b. Since the 
sense of the circuit is that of a right-handed screw RH, 
this convention for b is called the FS/RH convention.
One important point to note is that reversing the sense 
of the dislocation line causes b to reverse its direction. 
Based on this discussion, a dislocation can now be defined 
more formally as being characterized by a dislocation line 
or sense T and a Burger vector b. For an edge dislocation, 
b.T = 0; for a right-handed screw dislocation, b.T = b; and 
for a left-handed screw dislocation, b.6 = - b. The 
approach described here follows closely the procedure sug­
gested by Hirth and Lothe [10].
In this section, the stress fields associated with dis­
locations are discussed and the resulting interference 
fringe patterns simulated using algorithm similar to the one 
developed in Section 2.3. Section 2.4.1 deals with the 
stress fields of a pure edge dislocation, and Section 2.4.2 
deals with the same for a pure screw dislocation. Sec­
tion 2.4.3 illustrates the procedure of obtaining the stress 
fields of a mixed dislocation, which is neither a pure edge
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dislocation nor a pure screw dislocation. An algorithm is 
developed for obtaining the interference fringe patterns for 
a mixed dislocation. The algorithm can be used to determine 
the images caused by any arbitrary dislocation, taking into 
account any arbitrary orientation of the Burger vector with 
respect to the dislocation line, any arbitrary orientation 
of the dislocation line with respect to the principal crys­
tal axes, and any arbitrary polarization angle of the light 
incident perpendicular to the sample.
2.4.1 Edge Dislocations
A stationary edge dislocation is shown in Fig.2 . 6  
where Xj, x2 , and x3 are the coordinate system chosen, T is 
the sense of the dislocation and b is the Burger vector. 
The line of the dislocation considered here is chosen to be 
along the x3 direction, and its Burger vector is chosen to 
be along the X| direction. The stress fields associated 
with this dislocation are given by [10] as
,ub x 2(3x i z+ x 2z)
tr i i = — ----------.----------------- , (2.16)
2n( 1 -i/) (x^+xa2)2
fib x 2 (x j z _x 2 2 )
CT 2  2  =  — “  — “  — • — — — — — — — — — ,  ( 2  • 1 * 7 )
2 n(1- v ) (xiz +x 2 2)2
fib Xi (xi z-x2z )
<j i z ~ <*zi  --------- •---------------  t (2.18)
2 t t  (  1 - ^  )  ( X ]  2 + x 2 2 ) 2
O' 3 3 = l'(0iJ+ 0 2 2  ) » (2.19)
and o 13 = O 3 i = O 2 3 = 0 ' 3 2 = 0 .  (2.20)
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Fig.2.6 An edge dislocation with the Burger vector b pet—  
pendicular to the sense of the dislocation T. The 
coordinate system (X|,xz,x3) is used to represent 
the stresses.
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In -the above equations, fi is the shear modulus, b is 
the magnitude of the Burger vector, and v is Poisson's ratio 
defined as the ratio of transverse contraction to longitudi­
nal elongation in simple tension. Next, the stress fields 
associated with a screw dislocation are considered.
2.4.2 Screw Dislocations
A stationary screw dislocation with sense T and
Burger vector b is shown in Fig.2.7. The sense of the dis­
location and the Burger vector are chosen along the x 3 
direction. The stress fields associated with this disloca­
tion are given by [10] as
t±h  x z
o'i 3 = o 3 i = — — .----------> (2.21)
27r x t 2 +x 2 2
fib x t
Of 2 3 — o 3 2 — . —— — — ——— 9 ( 2  • 2 2 )
2m X i 2 + x 2 2
oji — "o 2 2  — o 33 — o 1 2  — ozi = 0 , (2.23)
where ju is the shear modulus, and b is the magnitude of the
Burger vector. In the next section, the stress field asso­
ciated with a mixed dislocation is considered, which is a 
combination of the stress fields associated with a pure edge 
dislocation and a pure screw dislocation. The section also 
develops the general algorithm for the computation of the 
image intensity distribution associated with a mixed dislo­
cation .
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Fig.2.7 A screw dislocation with the Burger vector parallel 
to the dislocation line. The coordinate system 
(xi,x2 »x3) is used to represent the stresses.
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2.4.3 Mixed Dislocations
A mixed dislocation is one which is neither a pure 
screw dislocation nor a pure edge dislocation. Its Burger 
vector is, hence, neither parallel nor perpendicular to the 
dislocation line. However, it can be resolved into two com­
ponents - one corresponding to the pure edge dislocation b e , 
and the other corresponding to the pure screw dislocation b g 
as shown in Fig.2.8 [53]. Here, the Burger vector for a 
mixed dislocation makes an arbitrary angle k with the sense 
of the dislocation. From Fig.2.8, it can be seen that 
b e = b cos k , and b e = b sin k . As before, (xi,xz ,x3 ) 
denotes the stress axes system, and (xi.xj.x^) denotes the 
crystal principal axes system. The sample axes system is 
denoted by (xY.Xz,>:3). These are linear rectilinear coordi­
nate systems. The sense of the mixed dislocation defines 
the x 3 axis in the stress axes system. The Burger vector 
lies on the Xi X 3 plane and axis x t is at 90° with respect to 
axis x 3 . This defines the direction of axis Xi. Axis x 2 is 
mutually perpendicular to both axes Xi and x 3 . Taking into 
consideration the stress fields associated with a pure edge 
and a pure screw dislocation as given in E q n s .(2.16-2.20) 
and E q n s .<2.21-2.23), the resulting stress fields for a 
mixed dislocation are given by:
^zbe x 2 (3x»z+ x zz)
<ri i = ---------.--------------, (2.24)
277(1-1/) (X|Z+ X Z2 )!
41
Fig.2.8 A mixed dislocation with its Burger vector inclined 
at an angle k to the dislocation line.
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yube Xi  ( X i  z- X z z )
CT ! 2 = 0-2 l =  -------•---------------i (2.25)
2 7 T ( W )  ( X ^ + X z 2)2
ytibe X Z
o' 1 3  = o-3 i =  --- .-------- , (2.26)
2 tt X i z+x 2z
/ibe X 2 (Xi2- X 22)
0-22 = --------.------------- , (2.27)
2 rr ( 1 - v ) (x i z+ x z 2) 2
Mbs Xi
cr 2 3 ~ <T 3 2 =  •---------- > (2. 28)
2 jt Xi 2 + x z 2
o' 3 3 = i'(<Ti i+ffzz) (2.29)
where fx is the shear modulus, and v is Poisson's ratio.
Now the changes in the dielectric impermeabilities
caused by these stresses need to be computed. This computa­
tion uses the piezocptic coefficients 7riijU|, which are
defined along the crystal principal axes. Therefore the 
stresses given by Eqns.(2.24-2.29) need to be transformed 
along the crystal axes system, for which one needs to know 
the direction cosines between the crystal principal axes 
(xi.X 2 .X3 ) and the stress axes (x 1 ,xz ,x3). This transforma­
tion is carried out in two steps. First, the stresses are 
converted from the stress axes system (X 1 .X2 .X 3 ) to the sam­
ple axes system (xY ,x ’2 ,x ’3 ) , and then from the sample axes 
system to the crystal axes system (xJ,Xz,x3).
The sample axes system is shown in Fig.2.9. The 
stress axes system (X 1 .X 2 .X 3 ) need not coincide with the 
sample axes system (xY ,x ’2’,x 3 ) . In other words, the disloca-
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Fig.2.9 The sample coordinate system (x'i .xi',x'3 ) . Axis x '3 
comes out from the plane of the paper.
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tion line can lie at any arbitrary angle within the sample 
and the Burger vector can be at any arbitrary angle with the 
dislocation sense. Let the angles between the axis xY and 
axes X|, x 2 , and x 3 be Ei, Ez» £a respectively, between the 
axis x ’2 and axes Xi , x 2 , and x 3 be 4i, 4z . and r}3 respec­
tively and between the axis x 3 and axes X i , x 2 , and x 3 be
X i , X z . and xa respectively. Thus, any arbitrary orienta­
tion of the dislocation line can in general be treated. The 
direction cosines can now be given by
aii COS xY~x i COS h  ,
3 1 2 - COS x Y" x 2 = COS Iz ,
a i 3 = COS x Y" x 3 = COS la ,
a 2 i = COS Xz’^ Xi = COS n i ,
a 2 z = COS x r x 2 = COS nz ,
a 2 a = COS X ’2" X 3 - COS 43 ,
a 3 i = COS x ’^ X i = COS Xi ,
a 3 2 = COS x 3 ^  X 2 = COS X 2 ,
3-3 3 = COS X3,a X 3 = COS X 3 .
For the direction cosines
2  aij2 = 1 (j=1,2,3) . (2.31)
j
Therefore, out of each set of three angles, if two of them 
are known, the value for the third angle is fixed and can be 
obtained from Eqn.(2.31).
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Now the stresses given by Eqns.(2.24-2.29) can be 
transformed to the sample axes using the direction cosines 
given by Eqns.(2.30). The transformation equation is given 
by [52] as
crVj = 2  a J(4ajicrk | (k,1 = 1,2,3) . (2.32)
k,l
The double-primed notation such as vVj is used here for 
quantities expressed in the sample axes system (xi’.x'z.x'a). 
Depending on the specific situation, all the nine terms 
might be present in Eqn.(2.32). These stresses o-Vj now will 
be transformed to the crystal principal axes system. In 
general, any arbitrary orientation of the sample can be 
treated. Let us assume that the crystal axis x[ makes 
angles of Ki, L i , and Mi with respect to the sample axes x V , 
x 2 , and x’3' respectively, axis x 2 makes angles of K 2 , L 2, and 
M 2 with respect to the axes xV, x ’2, and x'3’ respectively, and 
axis x 3 makes angles of K 3 , L 3 , and M3 with respect to axes 
x V , x 2 , and x’3 respectively. Thus the direction cosines 
between the crystal axes and the sample axes can be given by
all = cos K, , a I z = cos L,» a [ 3 = cos Mi,
a 2 i = cos k 2 , a 2 z = cos L 2 , a 2 3 = cos m 2 ,
a 3 i = cos k 3 . a 3 z = C O S l 3 , a 3 3 = cos m 3 .
Therefore, in principle, any arbitrary orientation of the 
sample can be analyzed with this algorithm though for cei—  
tain cases the calculation of the angles may be tedious. As
the crystal orientations {100} and {111} are of primary 
interest to the device fabrication industry, specifics of 
these two cases are given special attention in this work.
First, we take the case for a {100} oriented sample. 
It is assumed that the crystal axis xj is coming out of the 
plane of the paper and is coincident with the sample axis 
x y , and the crystal axis xj makes an angle 4 with the sample 
axis xV as shown in Fig.2.10. Thus, the direction cosines 
which are needed to convert the stresses from the sample 
axes system to the crystal principal axes system for a (100) 
oriented sample are given by
a  I 1 c o s v  < ^  v "  X  1 X  X — C O S Kx = c o s 9 0 °  =  0  ,
3  ! 2
_ C O S x r x y = C O S L i = c o s 9 0 °  =  0  ,
3  1 3 = C O S x ^ x y = C O S M l = C O S 0 °  =  1 ,
a  z l = C O S x ^ x ' i ' = C O S K z = C O S 4 ,
3 z  2 = C O S x r x y = C O S L z = c o s ( 9 0 ° - ? < )  ,
3 z 3 = C O S X z a x '3'
_
C O S Mz = c o s
on0oO'
3 b l = C O S X ^ X Y = C O S K 3 = c o s ( 9 0 ° + ^ )  ,
3 3 2 = C O S x r x z = C O S L b = c o s 4 ,
3 3 3 = C O S X 3 ~ x y = C O S M b = c o s 9 0 °  =  0  .
The case for a {111} oriented sample is somewhat more 
complicated and is considered in detail in Appendix B. The 
resulting direction cosines needed to convert the stresses 
from the sample axes system to the crystal principal axes 
system for a {111} oriented sample are given by Eqns.(B.9) 
in the appendix and are rewritten here for convenience.
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Fig.2.10 The relation between the sample axes system 
CxV .x’z’.x'a') and the crystal principal axes system 
<xI.X 2 .X3 ) for a {1 0 0 } oriented sample.
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a l i = <2/V6)c o s (90 °+7) , 
a i 2 = (2/>/6) cos y  , 
a i 3 = 1A/3 ,
a n  = " (1/S/2)cos 7 - ( 1/V6)cos(90°+7) , 
a£z = - (1/S/2)cos(90°-7) - (l/VGIcos 7 ,
3z 3 = 1 / /^3 I
a^i = C1 S*l2.)cos 7 - ( 1/>/6)cos(90°+7) , 
a|2 = (1 A/2)c o s(90°-7) - (lW6)cos 7 . 
a|a = \ / ' l 3  , (2.35)
where y  is the angle between axes x'z and x2 as shown in 
Fig.B.3a) on page 125.
The stress components given in Eqn.<2.32) can be con­
verted from the sample axes system (xY.Xz.xy) to the crystal 
axes system (xi,Xz,x|) through the following transforma­
tion [52] :
ail = 2  akialjo-Vj (i,j=1 .2,3) . (2.36)
i. j
The single-primed notation such as x is used here for 
quantities expressed in the crystal axes system (xi.xl.xl). 
The single exception to this notation is the use of iriJki 
for the piezooptic coefficients which are by convention 
defined along the crystal axes system. The values for the 
direction cosines used in Eqn.(2.36) can be taken either 
from Eqns.(2.34) or (2.35) depending on the specific situ­
ation, i.e., whether the sample is {100} oriented or {111}
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oriented, respectively. The changes in the dielectric 
impermeability in the crystal axes system can now be com­
puted using the following equation [52]:
ABij = 2  TTijfcjai, (k,1 = 1,2,3) (2.37)
k,l
where ?j|| are given by Eqn.(2.36). To compute the resulting 
interference fringe patterns, one needs to convert these 
changes in the dielectric impermeabilities back to the sam­
ple axes system given by the following conversion equa­
tion [52] :
a B'h , = 2  a | ka',a B ' j (i,j=1,2,3) (2.38)
i. j
where a B ’k i are now defined along the sample axes system.
The equation of a quadric surface is given by [52]:
2 B u X j ’xV = 1 (k,1=1,2,3) , (2.39)
k,l
where By « = By? + ABy t . ABk i are given by Eqn.(2.38), and 
By? are the isotropic value of the dielectric impermeabil­
ity. The only non-zero values of By? are given by BY? = BY?
= B ’a’S = B 0 = l/n02 , where n 0 is the isotropic value of the
refractive index. The diagonalization of the indicatrix can 
be carried out upon fixing the direction of the incident
light. To simplify the problem, it is assumed that the 
light falls along the sample - xY direction, i.e., the sam­
ple is held perpendicular to the incident light. Note that
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this does not in any way restrict the orientation of the 
dislocation line within the crystal. For this case, the 
intersection of the plane perpendicular to the ray direction 
is obtained by setting x '3 = 0 and Eqn.(2.39) simplifies to 
give the cross-section of the indicatrix perpendicular to 
the ray direction as:
CBo+aBV 1 )xYz t (BotABz z ) x'z z + aBYzX'i’x'z + ABziX'z'xY = 1 •
(2.40)
Diagonalization of the matrix yields the characteristic
equation. The two roots are given by:
B, = B 0 + (aBY i+aBzz )/2 + ( 1/2)V[ CaBYi-aBz,z)z+4aBYzAB,zi ]
(2.41)
and
B z = Bo + (ABYi+ABzz)/2 - ( 1/2)V[ (ABY i-AB'zz ) z+4aBYzAB'z 1 ]
(2.42)
where Bi and B 2 are the dielectric impermeabilities along 
the minor and the major axes of the cross-section ellipse 
respectively. The refractive indices along these two direc­
tions can be calculated from ni = 1/'/bT, and n z = 1/Vb7* In
the above two equations, ABY 2 = aB'z' 1 for semiconductors with
cubic symmetry.
The image intensity distribution for a mixed disloca­
tion can be obtained by following exactly the same procedure 
taken to calculate the intensity distribution for a semicon­
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ductor disc under diametrical compression in Section 2.3. 
The final expression for the intensity I will be the same as 
Eqn.(2.12) and is rewritten here for convenience.
I = (Az/2) sinz2(«-0) sin2 [?rd( 1/X i-1/X2 ) ] , (2.43)
where A is the amplitude of the incident wave, a is the
angle the polarizer makes with respect to the sample xY 
axis, 3 is the angle given by
3 =  (1/2) tan-1 [(a B Y z+a B Y i )/(ABYi-AB'2'z )] , (2.44)
d is the sample thickness along the x'Y direction, Xi = X/ni,
Xz = X/n2 , and X is the wavelength of the incident light in
vacuum. In the above equation, ABY 2 = aB '2' 1 for semiconduc­
tors with cubic symmetry.
The critical steps in the process, hence, involve 
calculation of the direction cosines between the stress axes 
system and the sample axes system for any arbitrary orienta­
tion of the dislocation line within the crystal, and calcu­
lation of the edge and the screw components of the Burger 
vector from a knowledge of the angle between the dislocation 
line and its Burger vector. The knowledge of the sample 
orientation gives the direction cosines between the sample 
axes and the crystal principal axes and can be calculated 
directly from Eqns.(2.34) or (2.35) for the {100} or the 
{111} oriented samples respectively if the angle t  or 7  is 
known. Once the dielectric impermeabilities along the sam-
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pie axes are computed, the rest of the procedure of obtain­
ing the intensity of the transmitted light through the sam­
ple is similar to the one described for the diametrical 
loading case given in Section 2.3. The problem though more 
tedious can be extended in a straightforward manner to the 
cases for which the incident light is not perpendicular to 
the sample. Even though this latter step is not carried out 
in this work here, an extension of the algorithm developed 
here will extend the analysis to cases involving non-perpen­
dicular incidence of light onto the sample.
The algorithm developed in this work here is general 
in nature in that it can be used to generate a variety of 
data base for the images of dislocations with different ori­
entations within the crystal, varying directions of the 
Burger vector with respect to the dislocation line, diffei—  
ent sample orientations and varying incident light polariza­
tion directions. Then an image matching procedure can be 
used to compare the experimentally observed images to the 
simulated ones. This can, in principle, yield the informa­
tion about the type of dislocation, its position, its orien­
tation and the direction of its Burger vector. The advan­
tages of this approach are that the process is 
non-destructive and that it is fast.
In the next section, a few specific cases are taken 
to illustrate the procedure of obtaining the fringe patterns
5 3
of various types of dislocations. The simulation results 
are presented in the next chapter.
2.5 Use of the Algorithm for Some Special Cases
As stated in Section 2.4.3, the algorithm developed for 
the calculation of the intensity distribution around dislo­
cations is quite general in nature in that it can be used 
for a variety of situations. However, the critical steps of 
the algorithm include feeding the proper angles between the 
three axes systems to the computer program for the calcula­
tion of the direction cosines. Also the angle between the 
dislocation line and the Burger vector must be known for 
resolving the edge and screw components of the dislocation.
For any crystal lattice, the number of possible orien­
tations of the dislocation line and the Burger vector is 
large. For example, in the most general case, the disloca­
tion line can lie in any arbitrary direction making an arbi­
trary angle with the Burger vector. This shows the vastness 
of the problem encountered. However, the symmetry of the 
cubic crystal lattice cuts down the favorable orientations 
of the dislocation line and the Burger vector considerably. 
Chou [8] reported that for cubic lattices, the number of 
favorable orientations are four and they are given in 
Table 2.4.
Table 2.4
Most favorable orientations of the dislocation line and 
the Burger vector for a cubic lattice (after [8]).
Dislocation line Burger vector on
direction the crystal plane
[100] {100}
[100] {110}
[ 1 10] {100}
[ 1 10] {110}
This simplifies the problem considerably. In the fol­
lowing subsections specific cases are taken to illustrate 
the use of the algorithm for simulation of dislocation 
images.
2.5.1 An edge dislocation with the dislocation line along 
the <100> direction and the Burger vector on (001) 
plane on a (100) oriented sample
For this case the angle k in Fig.2.8 is 90° as this 
is the case of a pure edge dislocation. It is assumed that 
the sample is (100) oriented with the crystal principal axis 
x[ aligned with the sample axis x'a and is coming out from
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the plane of the paper, and the axes x z and x 3 are aligned 
with the sample axes xV and x '2 respectively. Thus the angle 
4■ in Fig.2.10 is zero. This assumption is made for conven­
ience without losing generality. Also for this case the 
stress axes (xi,X£,x3 ) are aligned with the sample axes
(xV.x'z.x'a), with the dislocation line along the stress axis 
x 3 and the Burger vector along the axis X i . Hence the
angles between the sample axes and the stress axes are given 
by I j - 0°, l z = 90°, l 3 = 90°, 7?, = 90°, 7?z = 0°, n 3 = 90°,
Xi = 90°, x 2 = 90°, and xa = 0°- The direction cosines
between these two axes systems can be computed from 
Eqn.(2.30), and the stresses transformed from the stress
axes system to the sample axes system using Eqn.(2.32). The
transformation for this case yields:
1 = o’ 1 1 >
Z = o ’z’l = O l 2 a
  M w I 1 — A
3 -  O a t  - 0 2 3  - 0 3 2  — u ,
' Z =  0 2  2 a
o’3 3 = 0 3 3  . (2 .4-5)
The direction cosines between the sample axes and the 
crystal axes can now be computed from Eqn.(2.34) for 4 -  0°* 
The stress components are converted to the crystal principal 
axes system using Eqn.(2.36). For this case, they are given 
b y :
oil = O 3 3 ,
0 I 2 — 0 2 1  — o 13  — o 3 t — 0  ,
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<y 2 r = cr V i ,
<^ 23 = V 3 z = V Y 2 »
a 3 3 = (722 • (2.46)
The 'changes in the dielectric impermeabilities in the
crystal axes can be calculated from Eqn.(2.37). For this 
case, these are given by:
A B  [ j =  TT j  i  i j C  [ i  +  TT j  1 2 2 ^ 2  2 +  V 3 3 )  ,
A B 12 ~  AB 2  1 == ABj3 ~  AB 3 1 “  0 ,
A B  2 2  =  TT 1 1 1 I <7 z  2  +  F i  1 2 2  ( c l  1 +  (7 3  3 )  ,
ABzs = AB 3 2 = 27T 12 12^23 ,
A B  3  3 =  TT 1 1 j 1 V  3 3 +  7 T i i 2 2 ( v J i  +  C7 z  2  )  • ( 2  .  4 7 )
These changes in the dielectric impermeability tensor 
elements are transformed back to the sample axes using 
Eqn.C2.38). These are given by:
ABVi = AB z z t
ABYz = A BY 1 = AB 2 3 1
aBY 3 = aBY 1 = aBY 3 =
AB’22 = A B33 1
AB’aa = AB I ! * (2.48)
These values of the dielectric impermeabilities are 
used in Eqns.(2.41) and (2.42) for the calculation of the 
refractive indices along the minor and the major axes of the 
index ellipse respectively. The rest of the procedure of 
obtaining the resultant intensity distribution is quite 
straightforward as illustrated at the end of Section 2.4.3.
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2.5.2 A screw dislocation with the dislocation line along 
the <010> direction and the Burger vector on (001) 
plane on a ( 1 0 0 ) oriented sample
For this case, the angle « in Fig.2 . 8  is zero as it 
is a pure screw dislocation. Pure screw dislocations cannot 
be viewed along the dislocation line as shown in Appendix D. 
For this example, the dislocation line is assumed to be 
along the sample xV axis in Fig.2.9, which is also the 
stress axis x 3 . The stress axis x z is coincident with the
sample axis x*2', and the stress axis Xi is along the sample
- x 3 direction in Fig. 2.9. It is also assumed that the sam­
ple axes system is aligned with the crystal axes system, 
with the angle 4 in Fig.2. 10 being equal to zero, and the 
direction cosines between the sample axes and the crystal 
axes are given by Eqn.(2.34) with 4 — 0°. Hence, the sample 
is a ( 1 0 0 ) plane with the dislocation line along < 0 1 0 > 
direction, and the Burger vector lying on the (001) plane 
and pointing along the < 0 1 0 > direction.
The direction cosines in Eqn.(2.30) can be obtained 
from the angles between the sample axes and the stress axes 
which for this case are given by £ 1  = 90°, l z  = 90°,
is = 0°, Tii = 900, nz = Oo f r)3 = 90o, Xl = 180o, Xz = 9 0 0 ,
and xa = 90°. The rest of the procedure is similar to the 
one described in Section 2.5.1 and is not repeated here for 
brevity.
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2.5.3 A mixed dislocat-ion with the dislocation line along
•the <110> direction and the Burger vector on (001) 
plane on a ( 1  1 1 ) oriented sample with an angle k 
between the dislocat-ion line and the Burger vector
For this case, the sample axes system chosen is shown 
in Fig.B.3a) on page 125. This is the case for a (111) ori­
ented sample, and, hence, the calculation of the direction 
cosines is little tedious. The relation between the sample 
axes (x'i .x’z.Xj) and stress axes (xi,xz ,x3 ) is shown in 
Fig.2.11a) and the axes systems as seen looking along direc­
tion xV is shown in Fig.2.11b). In Fig.2 . 11a), the crystal 
principal axes are denoted by (xj,X 2 ,Xa). The dislocation 
line is along <110> direction and the Burger vector is on 
(001) plane which is the crystal plane xlxz . The stress 
axis Xi must also lie on xixz plane. The sample is rotated
such that axis xY is parallel to axis X i , and the angle y  in
Fig.B.3a) on page 125 is equal to 90°. The knowledge of the 
angle « permits the resolution of the Burger vector to its 
edge and screw components. The stresses now need to be 
transformed to the sample axes from the stress axes using
Eqn.(2.32). For this the direction cosines a i(j needed can
easily be computed from Eqn.(2.30) with reference to
Fig.2.11b). A direct inspection shows that ti = 0°, 
I z  = 90°, l 3 = 90°, = 90°, T)z = 35.26°, 7? 3 = 125.26°,
Xi = 90°, x z = 54.74°, and X 3 = 35.26°. These stresses can
be converted to the crystal principal axes by Eqn.(2.36)
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35.26
nx X
b)
Fig.2.11 a) The relation between the three axes systems and 
b) the axes systems as seen looking along direc­
tion x ’i.
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using the direction cosines given in Eqn.(2.35). The rest 
of the procedure of obtaining the intensity distribution 
equation is identical to that described in Section 2.4.3 and 
is not repeated here for conciseness.
2.5.4 A mixed dislocation with the dislocation line along 
the <110> direction and the Burger vector on (001) 
plane on a ( 1 0 0 ) oriented sample with an angle k 
between the dislocation line and the Burger vector
For this case, the knowledge of k  gives the edge and 
the screw components of the Burger vector for this disloca­
tion. It is assumed that the sample axes system and the 
crystal principal axes system are aligned with </• = 0 ° in 
Fig.2.10. The axes systems as seen looking along direction 
xy is shown in Fig.2.12. The dislocation axis x 3 is along 
the <110> direction, i.e., at 45° with respect to the sample 
axis x 3 on the sample xVxy plane in Fig.2.12. The stress 
axis Xi is at 90° with respect to axis x 3 and the Burger 
vector lies on the plane XiX3 . This defines the direction 
of the stress axis Xj for this case. The stress axis x z is 
perpendicular to both Xi and x 3 and for this example, is 
coincident with the sample axis x z . The angles between the 
stress axes and the sample axes in Eqn.(2.30) can now be 
given by h  = 45°, £z = 90°, £ 3 = 45°, T) i = 90°, r)z = 0°,
773 = 90°, xi = 135°, x z  ~ 90°, and x 3 = 45°, and the result-
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Fig.2.
45
12 The three axes systems as seen looking along 
direction x’2 .
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ing direction cosines are calculated from Eqn,(2.30). The 
rest of the procedure of obtaining the parameter values to 
be used in the intensity distribution equation is identical 
to that described at the end of Section 2.4.3.
Thus, four specific cases of interest are taken into 
consideration here to illustrate the procedure for the cal­
culation of the critical parameter values which are used in 
the equation of the intensity distribution around disloca­
tions. However, the algorithm is in no way restricted only 
to these special cases. Any arbitrary orientation of the 
sample, of the dislocation line with respect to the crystal 
principal axes, and of the Burger vector with respect to the 
dislocation line can be analyzed using the algorithm devel­
oped in Section 2.4.3. This makes the algorithm extremely 
general in nature though the calculation of the angles may, 
in some cases, be tedious.
CHAPTER 3 
RESULTS AND DISCUSSIONS
3.1 Experimental Setup
A dark field plane polariscope was constructed to view 
the fringe patterns of diametrically loaded discs of silicon 
and gallium arsenide as well as the fringe patterns produced 
by the defects within the crystal. The setup is shown in 
Fig.3.1. Figure 3 . la) shows a general view of the setup 
while Fig.3 . 1b) shows the schematic arrangement. The light 
source used was a linearly polarized 19-mW He-Ne laser 
(Jodon HN-50) tuned to 1.15 /*m wavelength. Both silicon and 
gallium arsenide with absorption cutoff wavelengths of 
1.11 iiia and 0.89 fim respectively are transparent at 1.15 /itm 
wavelength. The spatial sensitivity of the laser is shown 
in Fig.3.2, which shows the small beam divergence full angle 
of 0.63 mrad at 1.15 yum wavelength. The nominal output 
power of the beam is 12.5 mW, the beam diameter is 2.34 mm 
at the exit port of the laser, and the beam comprising of 
the TEMoo mode is vertically polarized.
A laser light source was selected over the more conven­
tional filtered incoherent light sources because of its 
monochromaticity. The use of a laser as the source of illu­
mination reduces the washing out effect observed in images 
formed with wider bandwidth sources. Also, the monochromat-
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Fig.3.1 a) The general view and b) the schematic arrange­
ment of the experimental setup.
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2 The spatial sensitivity of the laser (Jodon HN-50) 
used in this work.
66
icity and polarization of the laser light source enhance the 
resolution and contrast of the images [32]. A comparison of 
Figs.3.5a) and 3.6a) with Fig.3.7a), which is reproduced 
here from the reported work of Appel et al. [20], clearly 
shows improved contrast in the first two cases using a laser 
light source. An unfortunate artifact of the use of the 
laser is the production of speckle in the images. This can 
be seen in the experimental pictures as an overall graini­
ness in the images.
Because of the size of the laser, the optical bench was 
folded into a two-tier arrangement using two 45° mirrors. 
The optical components were mounted on an Oriel vibration- 
free table. After the laser beam got reflected from the 
second mirror, it was passed through a spatial filter - beam 
expander arrangement. The spatial filter got rid of any 
unwanted stray lights, and the beam expander expanded the 
beam to a workable diameter of approximately 2.5 cm. The 
beam was then passed through a sheet film polarizer which 
transmitted the infrared light satisfactorily. In theory at 
least the use of the polarized laser beam would have pre­
cluded the need for using a polarizer ahead of the sample. 
However, even in the beam expanded state, the laser source 
proved to be too powerful and blinded the infrared sensitive 
camera used as the detector. Because of the need to rotate 
the plane of polarization of the light source, and also the 
need to reduce the light intensity, a polarizer was inserted 
into the optical path ahead of the sample.
The light was then passed through the sample and a 
sheet film type analyzer. The axis of the analyzer was at 
90° to that of the polarizer for the dark-field polariscope 
configuration. After the analyzer, an infrared sensitive 
vidicon camera (Hamamatsu C-1000-03) was used to pick up the 
image and display it on a video monitor through the camera 
control unit (CCU). Typical signal output with illumination 
for the vidicon camera is shown in Fig.3.3. The vidicon 
camera used Lead Sulfide (PbS) as the detector material and 
has the sensitivity of 15 nA/yuW at 1.15 /am wavelength. The 
camera has a resolution of 600 lines, the absolute image 
distortion of ± 2 .0 %, and the overall shading of less than 
20%. The shading is the variation in the amplitude of the 
electrical signal when the illumination is uniform. The 
video monitor (Ikegami PM-125A) has a resolution of 700 
lines and distortion less than 1 0 %.
The experimental pictures were photographed directly 
from the screen of the monitor with a 35 mm camera. For the 
study of diametrical compression, the samples were placed 
between the polarizer and the analyzer and loaded by a pneu­
matically operated piston. The anvils of the compressor 
were made of flame-hardened mild steel and pieces of index 
card were used to protect the edges of the samples during 
compression. The cross-section of the piston plunger was 
1 sq.in. ±1% in area. A pressure gauge calibrated in psig 
allowed the compressive force on the sample disc to be read
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Fig.3.3 Typical signal output with illumination for the 
Hamamatsu (C-1000-03) vidicon camera.
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directly. Figure 3.4 indicates the details of the arrange­
ment for the application of compressive loads to the sam­
ples. For the study of defects, the samples were placed on 
a vertical X-Y stage.
3.2 Results for Diametrically Compressed Semiconductor
Discs
The silicon samples used in this experiment were cut 
along the { 1 1 1 } orientation from a rod of single crystal 
silicon of 1.746 cm diameter. In order to prevent loss of 
intensity due to surface scattering, the sample surfaces 
were polished to a mirror finish. The polishing was done 
manually on both sides of the samples with SiC powder on a 
glass plate with light hand pressure, using a successively 
finer abrasive medium starting with 2 0 0 -grit powder size and 
ending with 1200-grit powder size. After the mechanical 
polishing was completed, the samples were chemically pol­
ished for 2 min in CP-4A solution containing three parts HF, 
five parts HN03 , and three parts CH 3 C00H by volume.
Figure 3.5a) shows the observed image at 1.15 /urn under 
the plane polariscope for a {1 1 1 } oriented silicon crystal 
disc of 0.873 cm radius and 0.16 cm thickness. The applied 
load was 19 kg and the angle of polarization a in Fig.2.1 
was 90°. Figure 3.5b) is the simulated image for these same 
conditions obtained from the analysis given in Section 2.3.
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Fig.3.4 The arrangement for application of compressive load 
on samples.
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b)
Fig.3.5 a) Experimentally observed and b) simulated image 
on a {111} oriented silicon disc o£ radius 0.873 cm 
and thickness 1 . 6  mm under a diametrical compres­
sion load of 19 kg and angle of polarization 
a = 90°. Arrows indicate the loading direction.
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The intensity levels shown in Fig.3.5b) were obtained by 
normalizing the maximum level to unity and then plotting in 
sixteen gray scale levels utilizing a logarithmic scale. 
Any intensity more than 0.1 in the normalized scale is plot­
ted as white in the computed figure. The rest of the values 
are plotted in a linear gray scale with successive decre­
ments of 0.1. Figure 3.6 compares the observed and the sim­
ulated images for the same conditions as Fig.3.5 but with 
the load now increased to 38 kg. A close observation of the 
simulated image of Fig.3. 6 b) shows small lobes around the 
point of loading. The latter are also present in the expei—  
imentally observed image indicating a good match between the 
computer simulations and the experimentally observed images. 
The small lobes which are present around the points of load­
ing are actually the second order fringes. As the load 
increases, the order of the fringes also increases. In 
Fig.3.5, only the first order fringe is present.
The data reported by Appel et a l . [20] of a silicon
sample with radius R = 4.37 mm, thickness d = 1.88 mm, and 
the polarization angle a  = 60° are shown in Fig.3.7a). The 
crystal orientation of the sample was not mentioned in their 
paper. In this work, images were simulated assuming the 
sample orientation to be {100} and {111}. The results are 
shown in Figs.3.7b) and 3.7c), respectively, for the {100} 
and the {111} oriented silicon samples. The parameters used 
in the simulation were the same as those reported by Appel 
et a l . [2 0 ].
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b)
Fig.3 . 6  a) Experimentally observed and b) simulated image 
on a {111} oriented silicon disc of radius 0.873 cm 
and thickness 1 . 6  mm under a diametrical compres­
sion load of 38 kg and angle of polarization 
a. = 90°. Arrows indicate loading direction.
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Fig.3.7 a) Experimentally observed image reported by Appel 
et a l . [2 0 ] for a silicon sample of unknown orienta­
tion with a radius of 4.37 mm, thickness of 
1.88 mm, load of 38 kg, and the angle of polariza­
tion a = 60°. b) Simulated image for the same con­
ditions as a) for [ 1 0 0 } oriented sample,
c) Simulated image for the same conditions as a) 
for [111} oriented sample. Arrows indicate the 
loading direction.
Comparing Fig.3.7a) with Figs.3.7b) and 3.7c), an 
excellent match is seen between the simulated image and the 
experimentally observed image for a {1 0 0 } oriented sample, 
whereas the simulated image for a {1 1 1 } oriented sample 
shows a poor match with the experimental one. The best 
match for the {1 0 0 } orientation simulation was obtained for 
the case in which the load was applied along one of the 
crystal principal axes. Hence, we infer that the sample 
used in the work reported by Appel et a l . [20] was of {100}
orientation. These results have been published else­
where [54] .
The algorithm developed in this work, hence, can not 
only be used to predict the interference fringe pattern for 
any arbitrarily applied stress direction, but can also be 
used to predict the orientation of an unknown sample by put­
ting it under a compressive load and then by comparing the 
resulting fringe pattern with the simulated ones.
The algorithm was also used to determine the fringe 
patterns for a diametrically loaded GaAs disc. The disc was 
single crystal undoped semi-insulating GaAs of {100} orien­
tation, grown by the Liquid Encapsulated Czochralski (LEO 
technique. It was 1.9 cm in diameter and 1.65 mm in thick­
ness. Both its surfaces were polished to a mirror finish. 
Figure 3.8a) shows the simulated pattern for the above disc 
under a diametrical compression load of 2 0  kg, and the angle
b)
Fig.3 . 8  a) Simulated and b) experimentally obtained image 
on a {100} oriented gallium arsenide disc 1.9 cm in 
diameter and 1.65 mm in thickness under a diametri­
cal compression load of 2 0  kg and angle of polari­
zation a = 0°. Arrows indicate the loading direc­
tion .
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of polarization a of 0°. Figure 3.8b) shows the experimen­
tally obtained image for the disc subjected to the same con­
ditions as in Fig.3. 8 a). Figures 3.9a) and 3.9b) show the 
simulated pattern and the experimentally obtained image of 
the same disc but with the load now increased to 40 kg and 
the angle of polarization a of the incident light changed to 
45°.
Although the simulated and the experimentally observed 
images seem to be similar in nature, the match is not quite 
as good as that obtained for the Si discs under diametrical 
compression. The reason for this may well lie in the crys­
talline quality of the GaAs discs used in this work. Under 
no-load condition, there appeared an irregularly shaped 
bright area at the lower right hand corner of the experimen­
tal images indicating some built-in stress in the material. 
Built-in stress can be present in a wafer due to the crystal 
growth process or the subsequent processing procedures. 
This built-in stress seems to interfere with the applied 
stress resulting in differences between the simulated and 
the observed images on the lower right side of the wafer. 
Otherwise, the overall match is good and confirms the gen­
eral nature of the algorithm developed here. This algorithm 
can be used for a variety of materials provided their pie­
zooptic coefficients are known. The result reported here on 
GaAs disc under diametrical compression has been published 
elsewhere [55].
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Fig.3.9 a) Simulated and b) experimentally obtained image 
on a { 1 0 0 } oriented gallium arsenide disc of diame­
ter 1.9 cm and thickness 1.65 mm under a diametri­
cal compression load of 40 kg and angle of polari­
zation a = 45°. Arrows indicate the loading 
direction.
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3. 3 The St.ress-Opt.ic Coefficient.
Isotropic materials with spherical indicatrices can 
become anisotropic when stressed either by some external 
means such as the application of a load or by internal means 
such as defects within the material. The stress field can 
cause optical anisotropy and as a result the material can 
become birefringent with the indicatrix represented by an 
ellipsoid. The two components while traversing through the 
sample along the major and the minor axes of the cross-sec­
tional ellipse of the indicatrix will build up a phase dif­
ference 4 between them given by
4 = C(cn-CTZ )27rd/X , (3.1)
where C is the stress-optical constant of the material, cti 
and v 2 are the diagonalized elements of the stress matrix 
given by
CT 1 = ( CT 1 1+0TZ 2 )/2 + ( 1/2)V[ ( cr 1 1 —CTZ z ) 2+4a 1 z 2 ] (3.2)
and
ctz = ( ct i i +crz z )/2 - ( 1/2)V[ (CT! 1-ctz z )2+4ctiz2] . (3.3)
Here ct t t , ctz z , and ctiZ are given by E q n s .(2.1-2.3) respec­
tively, d is the material thickness, and X is the wavelength 
of the incident light. This approach assumes a constant 
value of the stress-optic coefficient. However, the stress- 
optic coefficient can be taken as a constant only for iso­
tropic materials. In an anisotropic medium, which is the
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case for a diametrically compressed semiconductor sample, 
the value of the stress-optic coefficient C will depend on 
the orientation of the load with respect to the principal 
crystal axes. The values of C will also vary, in general, 
from one point of the sample surface to the next for a given 
load. However, the values of C do not depend on the magni­
tude of the applied load provided that a linear relationship 
between the pressure and the phase retardation holds. Giar- 
dini [14] has reported that this linearity holds upto a 
pressure of 450 kg/cm 2 for silicon.
In this work, a different approach is taken to examine 
the behavior of the stress-optic coefficient C for the case 
of diametrically compressed discs of semiconductors specifi­
cally silicon and gallium arsenide. The incident light 
while passing through the stressed sample splits into two 
components with different indices of refraction, and thus 
travels with different velocities. The velocity of light 
within a material with index of refraction n is given by 
c/ n , where c is the velocity of light in free space. The 
light travelling along the minor axis has a velocity c/n, 
and that travelling along the major axis has a velocity 
c/n2 , with corresponding wavelengths X, and X z where n, and 
n 2 are the respective indices of refraction in the two 
directions. The phase shift suffered by the component 
along the minor axis while traversing through the sample is 
given by ^ , = 27rd/X, . The phase shift 4>z suffered by the
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component along the major axis while traversing through the
sample is given by 4 z  = Zird/ 'Xz  . The phase angle difference 
4 between these two components is given by
4 = 4 z ~ 4 i  = 2 i r d (  1 / X z - l / X ,  ) , 
or 4 =  2 7 rd(nz-ni )/X , (3.4)
where X is the wavelength of the incident light in free 
space.
Comparison of Hqns.(3.1) and (3.4) gives
C = (n 2 ~ni)/(ctj— c z ) • (3.5)
Equation (3.5) was used to compute the value of C at each 
point on the wafer for a semiconductor disc under diametri­
cal compression. For both Si and GaAs {100} oriented sam­
ples, the value of C was found to vary along the sample sui—  
faces. The value of C was also found to depend on the 
orientation of the load with respect to the principal crys­
tal axes. However, for both Si and GaAs {111} oriented sam­
ples, C was found to be independent of the loading orienta­
tion or the position on the sample surfaces as expected from 
the crystal symmetry.
Consideration of the variation in the stress-optic coef­
ficient C as carried out in this work here is novel as all 
the previous reported works in the subject have assumed a 
constant value for C as mentioned earlier in Section 1.2.
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Only Bullough [25] had acknowledged that for a cubic crystal 
under stress, C should be a function of position as evident 
from the details of the results of this work.
The values of C calculated from the simulation as a
function of position on the sample surface for a { 1 0 0 } ori­
ented silicon disc are shown in Fig.3.10. Figure 3.11 gives 
similar results for a { 1 0 0 } oriented gallium arsenide disc. 
In both of these figures, the orientation of the load with 
respect to the principal crystal axes lying on the wafer 
surface is defined by the angle 4 as shown in Fig.A.l on 
page 121. Figure 3.10a) shows the values of the stress-op­
tic coefficient C as a function of position on a {100} ori­
ented Si surface for </• = 45°, while Fig.3. 10b) shows the 
same for ■/■ = 75°. Similarly, Figs.3.11a) and 3.11b) show
the values of C for a {100} oriented GaAs sample for </• = 45°
and 4 -  75° cases respectively.
From Figs.3.10 and 3.11 it can be clearly seen that C 
cannot be taken as a constant with position on a wafer sur—  
face for a given load. As the angle of loading is changed, 
the pattern of C on the wafer changes. Therefore, it is a 
function of the orientation of the loading axes with repect 
to the principal crystal directions. For a {100} oriented 
silicon disc under diametrical compression, the values of C 
ranged from 2.0 x 10" 1 2  cm2/dyne to 3.0 X 10" 1 2  cm2/dyne and 
are plotted in Fig.3.10 in a linear gray scale with 11 lev-
f
b)
Fig.3.10 Wafer map of the computed values of the stress-op­
tic coefficient C for a) 4 = 45° and b) 4> = 75° 
for a load of 19 kg for a {100) oriented silicon 
wafer with diameter of 1.746 cm and thickness of
1.6 mm. Plotted in 11 levels of a linear gray 
scale with white for C > 2.95 x 10 “ 1 2  cm2//dyne and 
black for C < 2.05 X 10" 1 2  c m 2 /dyne. Arrows indi­
cate the loading direction.
t
b)
Fig.3.11 Wafer map of the computed values of the stress-op­
tic coefficient C for a) <j> = 45° and b) <f> = 75° 
for a load of 2 0  kg for a (1 0 0 ) oriented gallium 
arsenide wafer with diameter of 1.9 cm and thick­
ness of 1.65 mm. Plotted in 1 0  levels of a linear 
gray scale with white for C > 2.5 X 10“,z cmz/dyne 
and black for C < 0.9 X 10“ 1 2  cmz/dyne. Arrows 
indicate the loading direction.
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els. In the plot, a white scale was employed for 
C > 2.95 x  10“ 1 2  cmz/dyne and a black scale for 
C < 2.05 x  10“ 1 2  cmz/dyne. Intermediate values were plotted 
in nine levels varying in the shade of gray, with linear 
spacings. For a (100) oriented gallium arsenide disc under 
diametrical compression, the values of C ranged from 
0 . 8  x  1 0 “ 1 2  cm2/dyne to 2 . 6  x  1 0 " 1 2  cm2/dyne and are plotted 
in Fig.3.11 in a linear gray scale with 10 levels. In this 
plot, a white scale was employed for C > 2.5 X 10“ 1 2  
c m 2/dyne and a black scale for C < 0.9 X 10 " 1 2  cm 2 /dyne. 
Intermediate values were plotted in eight levels varying in 
the shade of gray, with linear spacings.
One important point to note is that though C varies as 
a function of position for a given load, the wafer map of C 
is independent of the magnitude of the applied load. For 
instance, Fig.3.10 is plotted for a load of 19 kg; and 
Fig.3.11 is plotted for a load of 20 kg. However, doubling 
the load to 38 or 40 kg respectively will not cause these 
two patterns to change. This is expected as long as the 
linearity between the stress and the phase retardation holds 
for the material under consideration.
For {111} oriented silicon or gallium arsenide samples 
due to the crystal symmetry, the value of C is independent 
of position for any given load and is also independent of 
the orientation of the loading axes with respect to the
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principal crystal axes. The value obtained from the results 
of this work for ( 1 1 1 ) oriented silicon disc under diametri­
cal compression is 2.33 x 10 - 1 2  c m 2/dyne and that for gal­
lium arsenide disc under diametrical compression is 
1.94 X 10“ 1 2  cm 2 /dyne.
The value of C quoted by Appel et al. [20] for silicon
is 2.1 x 10“ 1 2  c m 2 /dyne. Bullough [25] reported it as vari­
able from 1.0 x 10" 1 2  cm2/dyne to 2.3 X 10 “ 1 2  c m 2/dyne based 
on his studies of edge dislocations in silicon. Prussin and
Stevenson [16] deduced a value of 2.0 x 10“ 1 2  c m 2/dyne in
their experiment on silicon bars subjected to pure bending. 
Their reported value compares favorably to those quoted by 
Bullough and by Appel et al. The values reported by Ledei—  
handler [17] and Nikitenko and Dedukh [33] are little low 
with magnitudes of 0.95 x 10" 1 2  cm2/dyne and 1.43 x 10“ 1 2  
cm 2 /dyne, respectively. Both the works by Appel et al. and 
by Prussin and Stevenson measured the retardation as a func­
tion of the applied stress. From the observed linear rela­
tion between them, a mean value of the stress-optic coeffi­
cient C was found to fit the data, whereas Bullough adjusted 
the value of C to make his theoretical simulation of edge 
dislocations in silicon match with those experimentally 
observed by Bond and Andrus [22]. The incorporation of the 
variation of the stress-optic coefficient. C in the analysis 
of the images of dislocations will certainly improve the 
resolution of the dislocation images, whereas a constant C 
will only highlight the basic features of the images.
In summary, the work shows that for {100} oriented sil­
icon or gallium arsenide disc under diametrical compression, 
no unique value of C can be assigned as C varies from point 
to point on the wafer surface for any given load. The value 
of C also varies with the orientation of the load with 
respect to the crystal principal axes as well. However, no 
such dependence is found for {1 1 1 } oriented samples due to 
crystal symmetry properties. For a {100} oriented silicon 
disc under diametrical compression, the values of C varied 
between 2.0 x 10- 1 2  cmz/dyne and 3.0 x 10" 1 2  cm2/dyne and 
are consistent with those reported earlier by others. For 
gallium arsenide, to our knowledge, no data for C has been 
reported so far. Our work on a {100} oriented gallium 
arsenide disc under diametrical compression showed that the 
values of C ranged between 0.8 X 10" 1 2  cm2/dyne and
2.6 x 10“ 1 2  cm 2 /dyne. The value of C for a given position
on the wafer will not change on increasing the load so long 
as the tensor elements TTijki of the piezooptic coefficient 
matrix remain constant. For {111} oriented silicon and gal­
lium arsenide discs under diametrical compression, the value 
of C was found to be 2.33 x 10-12 cm2/dyne and 1.94 x 10-12 
cm2/dyne respectively.
3.4 Results for Dislocation Images
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The simulated and the experimental results for disloca­
tions are presented in this section. Figure 3.12 shows the 
simulation results for a pure edge dislocation on a ( 1 0 0 ) 
oriented silicon sample with the dislocation line along the 
<100> direction making an angle of 90° with the Burger vec­
tor. The latter lies on the (001) plane with the angle k in 
Fig.2 . 8  equal to 90°. The dislocation line lies along the 
direction X 3 and the Burger vector is oriented along the 
axis xY of Fig.2.9. For this case, the dislocation is 
viewed end-on, i.e., along the dislocation line. As shown 
in Fig.2.9, a is defined as the angle the polarizer makes 
with the axis xY. For this case, the sample axes system and 
the crystal principal axes system are aligned such that the 
angle <f> in Fig.2. 10 is equal to zero.
Figures 3.12a), b), c ) , and d) show the simulation
results for the polarization angle a of 0°, 30°, 45°, and
60°, respectively. From the figures, it can clearly be seen 
that, for this case, when the polarizer makes an angle of 
45° with the dislocation slip plane xYx’3’, the image is 
brightest with a four— petal rosette pattern with equal 
lobes.
Figure 3.13 shows the simulation results for a pure 
screw dislocation on a ( 1 0 0 ) oriented silicon sample with 
the dislocation line along <010> direction and the Burger
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c) a = 45° d) ot = 60°
Fig.3.12 Simulation results for a pure edge dislocation 
with the dislocation line along the <100> direc­
tion and the Burger vector on (001) plane for a 
(100) oriented silicon sample. The incident light 
is along the dislocation line.
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c) a = 45° d) a = 60°
Fig.3.13 Simulation results for a pure screw dislocation 
with the dislocation line along the <010> direc­
tion and the Burger vector on (001) plane pointing 
along <010> direction for a (100) oriented silicon 
sample. The viewing direction is along the <100> 
a xis.
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vector on the (001) plane pointing along the <010> direc­
tion. It is known that screw dislocations cannot be viewed 
end-on, i.e., viewed along the dislocation line. An analyt­
ical proof is given in Appendix D. Hence, the dislocation 
line and the Burger vector for this example are chosen along 
the direction xY in Fig.2.9 while the illumination direction 
is along x ’a . The sample axes and the crystal principal axes 
systems are aligned for this case such that the angle 4 in 
Fig.2.10 is equal to zero.
Figures 3.13a), b ) , c ) , and d) show the simulation 
results for <x = 0°, 30°, 45°, and 60°, respectively, where a 
is the angle between the polarizer axis and the sample axis 
xY as shown in Fig.2.9. From a comparison of Figs.3.12 and 
3.13, one can see the differences in the nature of the 
images for the two cases considered here. The images of a 
pure edge dislocation when viewed end-on have at least four 
lobes of approximately elliptical pattern, whereas the 
images of a pure screw dislocation when viewed at 90° to the 
dislocation line have two lobes of approximately circular 
s h a p e .
Also, an important observation can be made on the simu­
lation results. For the angle a of 45°, there is a total 
extinction of the image of a pure screw dislocation for the 
case considered here. From Eqn.(2.43), it is seen that this 
is possible either when £ = a = 45°, or when Xi = X z . How—
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ever, Xi = X2 is an invalid condition here because for other 
values of a apart from 45° there exists an image as obvious 
from Figs.3 . 13a), b ) , and d). From Eqn.(2.44), it can be 
seen that 3 can take a value of 45° only when the denomina­
tor vanishes. The stress equations for a pure screw dislo­
cation given in Eqns.(2.21-2.23) indicate that there is no 
principal stress component associated with them. This 
coupled with the symmetry properties of 7riJki for cubic 
crystal ensures that ABii (i=1,2,3) will be zero and hence
the denominator in Eqn.(2.44) vanish for this case. The
angle 3 for a pure screw dislocation has a constant value of 
45° for this specific case.
Figure 3.14 shows the simulation results for a mixed 
dislocation on a (100) oriented silicon sample with the dis­
location line along the <100> direction and the Burger vec­
tor at an angle of 45° to the dislocation line on the (001)
plane. This is the case for which the edge and the screw
components of the Burger vector are equal in magnitude. 
Also for this case the sample axes and the crystal principal 
axes are aligned such that the angle 4 in Fig.2.10 is zero. 
The dislocation line is along the sample axis x 3 and the 
Burger vector is at an angle of 45° with respect to axis xY 
on the x Yx '3' plane. Figures 3.14a), b) , c ) , and d) show the 
simulation results for a = 0°, 30°, 45°, and 60°, respec­
tively. Since screw dislocations cannot be seen end-on, 
only the edge dislocation component is present for this 
case. Hence, Figs.3.12 and 3.14 are similar in nature.
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c) cx = 45° d) a  = 60°
Fig.3.14 Simulation results for a mixed dislocation with 
the dislocation line along the <100> direction and 
the Burger vector on C001) plane making 45° angle 
with the dislocation line for a (100) oriented 
silicon sample.
Figure 3.15 shows the simulation results for a mixed
dislocation on a (100) oriented silicon sample with the dis­
location line along the <010> direction and the Burger vec­
tor at an angle of 45° to the dislocation line on the (001) 
plane. Figures 3.15a), b ) , c ) , and d) show the simulation 
results for a = 0°, 30°, 45°, and 60°, respectively. From 
Fig.3 . 15a), it can be seen that for a = 0°, the screw part 
of the dislocation shows up prominently. For other polari­
zation angles, the images take on patterns different from 
the cases shown earlier in Figs.3.12-3.14.
Figure 3.16 shows the simulation results for a mixed
dislocation on a (100) oriented silicon sample with the dis­
location line along the <110> direction and the Burger vec­
tor on the (001) plane at an angle of 45° to the dislocation 
line. Thus, for this case also, the dislocation has edge 
and screw components of the Burger vector of equal magni­
tude. Figures 3.16a), b ) , c ) , and d) show the simulation 
results for polarization angle a = 0°, 30°, 45°, and 60°,
respectively. The image patterns in Fig.3.16 are somewhat 
between a pure edge and a pure screw case. Figure 3.17 
shows the simulation results for a mixed dislocation on a 
(111) oriented silicon sample with the dislocation line 
along the <110> direction and the Burger vector on the (001) 
plane at an angle of 60° to the dislocation line. In liter—  
ature, this dislocation is called a 60° dislocation. Fig­
ures 3.17a), b ) , c ) , and d) show the simulation results for
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c) a = 45° d) a = 60°
Fig.3.15 Simulation results for a mixed dislocation with 
the dislocation line along the <010> direction and 
the Burger vector on (001) plane making 45° angle 
with the dislocation line for a (100) oriented 
silicon sample.
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c) a = 45° d) a = 60°
Fig.3.16 Simulation results for a mixed dislocation with 
the dislocation line along the <110> direction and 
the Burger vector on (001) plane making an angle 
of 45° with the dislocation line for a (100) ori­
ented silicon sample.
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c) a = 45° d) a = 60°
Fig.3.17 Simulation results for a mixed dislocation with 
the dislocation line along the <110> direction and 
the Burger vector on (001) plane making an angle 
of 60° with the dislocation line for a (111) ori­
ented silicon sample.
98
the polarization angle a = 0°, 30°, 45°, and 60°, respec­
tively .
For observation of dislocations, silicon samples were 
placed on a vertical X-Y stage between the polarizer and the 
analyzer. The samples investigated were (100) oriented sil­
icon of approximate thickness of 7 mils and were polished on 
both sides. Figure 3.18 shows the experimentally observed 
image on a (100) oriented silicon sample. The orientations 
of the polarizer, the analyzer, and the principal axis [100] 
are shown in the figure. The images marked A and B in the 
figure have two-petal rosette patterns and have a good match 
with the simulated image of a pure screw dislocation with 
the dislocation line along <010> direction and the Burger 
vector on (001) plane pointing towards <010> direction as 
shown in Fig.3 . 13a). To find out if that was indeed the 
case, the polarizer and the analyzer pair were rotated by 
45° and the resultant image is shown in Fig.3.19. It is 
seen that both the images disappeared completely which is 
analogous to the simulation findings as shown in Fig.3 . 13c). 
Therefore, based on the data we have, the images marked A 
and B in Fig.3.18 appear to be pure screw dislocations with 
the dislocation line along <010> direction and the Burger 
vector on (001) plane pointing along <010> direction. One 
bright spot marked C appeared in Fig.3.19 which was absent 
in Fig.3.18. This defect has not been characterized.
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Fig.3.18 Experimentally observed image on (100) oriented
silicon sample #8 for the polarization angle of
0°. Magnification X40.
100
Fig.3.19 Experimentally observed image on (tOO) oriented
silicon sample #8 for the polarization angle of
4 5 ° .  Magnification X 4 0 .
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Figure 3.20 shows the experimentally observed image on 
a (100) oriented silicon sample. The principal axis [100] 
is shown in the figure. The orientations of the polarizer 
and the analyzer are also shown in the figure. The image 
marked A in Fig.3.20 has a rosette pattern consisting of 
three petals, which resembles the simulated image of a pure 
edge dislocation with the dislocation line along <100> 
direction and the Burger vector on (001) plane as shown in 
Fig.3 . 12c). Near this image, another image is seen marked B 
in the figure. Also at the top of the figure, a single 
bright spot marked C is seen.
In order to observe how the patterns change with a 
change in the polarization angle a, the polarizer and the 
analyzer pair was rotated by 45° and the resultant image is 
shown in Fig.3.21. The three-petal image marked A in 
Fig.3.20 is transformed to a two-petal rosette pattern as 
shown marked A in Fig.3.21. The simulated images of a pure 
edge dislocation as shown in Fig.3.12 bears some similarity 
with the observed images. Therefore, based on the data we 
have, the image marked A in Figs.3.20 and 3.21 can be 
attributed to a pure edge dislocation with the dislocation 
line along <100> direction and the Burger vector on (001) 
plane. The images marked B and C in Fig.3.20 retained their 
patterns in Fig.3.21 and, may be caused by the precipitates 
on the sample surface. The disappearance of the fourth lobe 
from the image marked A in Fig.3.20 may have been caused by
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Fig.3.20 Experimentally observed image on (100) oriented
silicon sample #5 for the polarization angle of
4 5 ° .  Magnification X 4 0 .
103
Fig.3.21 Experimentally observed image on C100) oriented
silicon sample #5 for the polarization angle of
0°. Magnification X40.
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■the internally built-in stress within the sample which 
interferes with the stress field of the dislocation under 
consideration.
Figure 3.22 shows the experimentally observed image on 
a (100) oriented silicon sample. The orientations of the 
polarizer, the analyzer, and the principal axis [100] are 
shown in the figure. The image marked A in the figure has a 
two-petal rosette pattern similar to the simulated image of 
a pure screw dislocation shown in Fig.3 . 13a). Around that 
image, other images with distortion are seen. Figure 3.23 
shows the experimentally observed image for the same case 
but with the polarizer and the analyzer pair rotated by 45°. 
It is seen from the figure that all the images disappeared 
completely. Hence, the dislocation marked A in Fig.3.22 
appears to be a pure screw dislocation identical to the 
situation discussed with reference to Figs.3.18 and 3,19. 
The other dislocation images seen in Fig.3.22 also appear to 
have strong screw components, though the exact orientations 
of the dislocation line and the Burger vector could not be 
characterized due to the distortion in the images.
Some of the experimentally observed images matched well 
with the simulated images. In principle, a number of simu­
lated images can be stored in a computer for varying direc­
tions of the Burger vector with respect to the dislocation 
line, varying orientations of the dislocation line with
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Fig.3.22 Experimentally observed image on (100) oriented
silicon sample #6 for the polarization angle of
0 ° .  Magnification X 4 0 .
1 0 6
Fig.3.23 Experimentally observed image on ( 1 0 0 )  oriented
silicon sample #6 for the polarization angle of
45°. Magnification X 4 0 .
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respect to the sample axes for {100} and {111} oriented sam­
ples for a set of values for polarization angle a. A sample 
with any arbitrary direction of the Burger vector and any 
arbitrary orientation of the dislocation line can then be 
placed under the polariscope and the experimental images 
obtained for different angles of polarization of the inci­
dent light. Then an image matching procedure can be uti­
lized to compare the simulated images with the experimen­
tally observed ones to determine the direction of the Burger 
vector and the orientation of the dislocation line. The 
match between the analytical images and the experimentally 
obtained ones provides the information on the dislocations 
present in the sample.
CHAPTER 4
SUMMARY. CONCLUSIONS AND RECOMMENDATIONS
A fast, accurate, and efficient technique which can char—  
acterize large defects in a semiconductor substrate can be 
useful to improve the yield of the electronic devices fabri­
cated on the substrate. In this work, the technique of 
infrared piezobirefringence is investigated to characterize 
large defects in semiconductor materials. A dark field 
plane polariscope using 1.15 /urn wavelength He-Ne infrared 
laser as the light source was constructed for this purpose.
As a first step towards defect characterization, the 
cases of diametrically loaded discs of semiconductor samples 
were considered. The semiconductor discs were placed 
between crossed polarizer and analyzer of a dark field plane 
polariscope. A computer algorithm was developed for simula­
tion of the stress patterns and the resulting fringe pat­
terns for these diametrically loaded discs of infrared 
transparent semiconductor materials. This was done to 
obtain a better understanding of the simulation algorithm 
for its subsequent use in line defect identification and 
characterization. The simulation results matched extremely 
well with the experimentally obtained images for diametri­
cally compressed discs of Si and GaAs.
The behavior of the stress-optic coefficient C was also 
investigated in this work, which had been taken as a con­
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stant in earlier works by other investigators. The investi­
gation here showed that for {100} oriented Si and GaAs discs 
under diametrical compression, the value of C changed from 
one point to the next on the sample surface for a given 
load. The value of C was also found to depend on the direc­
tion of the applied load with respect to the principal crys­
tal axis. However, the value of C for a given position on 
the wafer did not change upon increasing the magnitude of 
the load. This is expected from the linearity between the 
stress and the phase retardation. The values of C for both 
Si and GaAs discs of {111} orientation were found to be 
independent of position for any given load, as well as were 
independent of the orientation of the load with respect to 
the principal crystal axis, as expected from the crystal 
symmetry. The values for the stress-optic coefficient C 
found in this work for {100} oriented Si disc subjected to 
diametrical compression ranged from 2.0 x 10"12 cm2/dyne to 
3.0 x 10"12 cm2/dyne, and for {100} oriented GaAs disc sub­
jected to diametrical compression ranged from 0.8 x 10"12 
cm2/dyne to 2.6 x 10"12 cm2/dyne for the cases investigated. 
For {111} oriented Si and GaAs discs under diametrical com­
pression, the values obtained in this work were 2.33 x 10"12 
cm2/dyne and 1.94 X 10~12 cm2/dyne, respectively.
Next, the above algorithm was modified and used to detei—  
mine the fringe patterns for line dislocations. Some intei—  
esting observations were noted based on the image simulation
110
results. First, in agreement with previous authors, it was 
found that pure screw dislocations could not be viewed end- 
on, i.e., along the dislocation line. Also, for a {100} 
oriented silicon sample, it was found that the patterns of 
the images for a pure edge dislocation viewed end-on and a 
pure screw dislocation viewed perpendicular to the disloca­
tion line had significant differences when the dislocation 
lines were oriented along principal crystal directions 
[100], providing an easy distinguishing feature between the 
two cases. Also, for the above two cases, when the angle of 
polarization a was equal to 45°, the image was the brightest 
with a four— petal rosette pattern with equal lobes for the 
pure edge dislocation case but was extinct for the pure 
screw dislocation case.
A variety of these images can be stored in a computer for 
varying directions of the Burger vector and varying orienta­
tions of the dislocation line for {100} and {111} oriented 
samples for different angles of polarization of the incident 
light. Then a sample can be placed under the polariscope 
and the experimental images obtained for varying angles of 
polarization of the incident light. An image matching pro­
cedure can then be used to specify the type of the disloca­
tion, its position, and the direction of its Burger vector. 
In this work, a few cases of dislocations were investigated. 
Images corresponding to a pure edge dislocation and a pure 
screw dislocation among others were identified on (100) ori­
111
ented silicon samples by comparing the experimentally 
obtained images with the simulated ones.
A computer algorithm can be developed in future which can 
compare the experimentally obtained images of dislocations 
with the simulated ones for automated matching of the two. 
This can reduce the defect characterization time signifi­
cantly. Also, the technique can be utilized to automati­
cally test each wafer for dislocations rather than carrying 
out statistical batch analysis as is done currently. The 
technique can also be employed for process diagnostics in 
the IC manufacturing industries.
Though only semiconductor materials were investigated in 
this work, this method is in no way restricted only to them. 
Any photoelastic material which is isotropic when unstressed 
and becomes birefringent when stressed can be tested for 
defects using this method. However, the absorption cutoff 
of the material must be known so that the laser can be tuned 
to a wavelength longer than the cutoff wavelength.
Work on this field can be extended to interface stresses 
and their characterization. In particular, the stress 
caused by heterostructures with mismatching lattice parame­
ters can be characterized by this method. A model needs to 
be developed which can simulate the stress patterns caused 
by these structures which can then be utilized with modifi­
cations in the program developed here to simulate the intei—  
ference patterns produced by these stresses.
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APPENDICES
A. Calculation of the Direction Cosines between the Sample 
Axes and the Crystal Principal Axes for a f1001 Oriented
Sample under anv Arbitrary Direction of Loading
Figure A.1 shows the axes system chosen. The loading 
axes system and the crystal principal axes system are 
denoted by (xY.xY.xY) and (xi.X 2 .X3 )* respectively. Axis x ’Y 
in the loading axes system and axis xi in the crystal prin­
cipal axes system are aligned and come out of the plane of 
the paper. The crystal principal axis xi makes an angle <f>
with axis xY of the loading axes system. The load P is
applied along axis xY- The coordinates being so defined, 
the direction cosines can now be obtained. These are given 
by:
ai 1 cos Xi ~XY — cos 90° = 0
a I 2 = COS Xi AxY = COS 90° = 0
a 1 3 = COS Xi "XY = COS 0 ° = 1 9
ai 1 = COS xi ~xY = COS 4 ,
a z2 = cos Xi ~xY = cos(90°-^) 9
aij = cos Xi ~X,3 = cos 9 0 0  = 0
ai 1 = cos Xi ~xY = c o s (90°+^)
a 3 2 = cos Xi ~xY = cos 4  ,
a 3 3 = cos Xi AxY = cos 900 - 0
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Fig.A.1 The loading and the crystal principal axes systems 
for a {100} oriented plane.
B . Calculation of the Direction Cosines between the Sample 
Axes and the Crystal Principal Axes for a fill] Oriented 
Sample under any Arbitrary Direction of Loading
The calculation of the direction cosines between the 
sample axes and the crystal principal axes for { 1 1 1 } ori­
ented samples is more involved. Here, Cx'j .xz.x'a) coordinate 
system refers to the loading axes system with x'z being the 
axis of loading. Axis xV lies on the sample surface while 
axis x'3’ is normal to the plane of the paper as shown in 
Fig.B.1. Also, (xl.Xz.X 3 ) refers to the crystal principal 
axes coordinate system as shown in Fig.B.2. The origin of 
both these coordinate systems is taken to be the substrate 
center 0 .
Let (x Y ,x 2 ,x 3 ) be the point on the wafer periphery where 
the load is applied. This arbitrary loading direction can 
be specified by an angle 7  measured in the clockwise direc­
tion from axis x§ as shown in Fig.B.3a). The latter is the 
projection of crystal principal axis xl on the wafer plane 
as indicated in Fig.B.3b). Axes x§ and X 3' are the same axis 
normal to the plane of the paper. Axis x? is in the plane 
of the wafer and is perpendicular to both x§ and x§. One 
needs to determine the direction cosines ajj that relate a 
point (xY.x’z .x’s ) in the loading axes system to a point 
( x ! , x j ) in the crystal axes system. The transformation 
equation is given as:
x ’ = 2 a 1 jx’j' CJ=1 ,2,3) . (B. 1 )
j
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>v'Wafer
P
Fig.B.I The loading axes coordinate system.
124
P lan e  of  
W afer
Fig.B.2 The crystal axes system and its orientation with 
respect to the plane of the wafer.
125
r
a) Top view
COS
/3
b) Side view
Fig.B.3 The (x?,xg,x§) coordinate system and its relation­
ship to the loading axes system and the crystal 
principal axes system.
1 2 6
This linear transformat.ion is carried out in two steps as 
given below:
xg = 2  agjXj (j=1,2,3) ,
j
and
xi = 2  aVfcXg (k=1,2,3) ,
k
or
xi = 2  a'i’kCS agjx’j1) Cj,k=1 ,2,3) . (B.2)
k J
Comparing Eqns.(B.I) and (B.2), one gets:
a{j = 2  aVkagj (k=1,2,3) . (B.3)
k
From Fig.B.3, one obtains by direct observation that:
3? 1 C O S ( X ? AX i ) zsz C O S 7 ,
a?z = c o s ( x ? Ax ’z) - c o s ( 9 0 ° - 7 )
a?a = C O S ( X ? AX '3 ) - 0  ,
ag i = C O S ( x g AxV) = c o s ( 9 0 ° + 7 )
ag z = C O S (X g A X 2 ) = C O S 7 ,
ag 3 = c o s  (xg a x '3' ) = 0  ,
ag i = c o s ( x g AxV) - 0  ,
ag 2 = COSCxg^Xz') = 0  ,
ag 3 — COSCxg^x's') = 1 .
In the crystal axes system, from Fig.B.2, one can write 
the unit vector x£° along the axis xg as:
x£° = (2/V6)xf' “ (1/A/6)x$' - (1/V6)xSf , (B.5)
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where x" ', x ? ’* x3' are unit vectors along the three crystal 
principal axes. This is obtained by considering the intei—  
cept of the {111} crystal plane on xi axis as (a,0,0) and 
then by translating the origin by (a/ 3 ,a/3,a/3) to the subs­
trate center to give the point coordinates as
(2a/3,-a/3,-a/3). Here, a is the crystal lattice constant. 
The unit vector pointing from the origin (0,0,0) to this 
point is given by Eqn.(B,5). The unit vector Xs° along the 
direction perpendicular to the {111} plane is given from 
analytical geometry as:
Xa° = (1/V3)X?' + d / ^ x g '  + ( 1 /■s/3)xS ’ . (B.6)
The unit vector xg° = xg° x xg° and is given by:
x?° = - d/^2)xg' + (1/V 2 )x a ' . (B.7)
Use of Eqns.(B .5 - B .7) gives:
a i. cos(X|Ax?) ~ 0 ,
a 2 = cos(xI"xg) = cos(35.264°) = 2/V6 ,
a 3 = cos(xI"xg) - cos(54.736°) = 1/V3 ,
a 1 = COS(xg"x?) = cos(135°) = - 1/V2 ,
a Z = COS(X 2 "x g ) = cos(114.095°) = - 1/V6 ,
a 3 C O S (X 2 "x g ) = cos(54.736°) = 1A/3 ,
a 1 = COS(X 3 "X?) = cos(45°) = 1/>/2 ,
a 2 = C O S (X 3 "x g) = cos(114.095°) = - 1/V6 ,
a a 3 = COS(X 3 "xg) = cos(54.736°) = 1/V3 .
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Using Eqns.(B.4) and (B.8), one can get the direction 
cosines alj from Eqn.(B.3). These are given by:
all = (2/V6)cos(90°+7) , 
a I2 = (2/V6)cos 7 , 
a 13 = 1/>/3 ,
az i = - ( 1 /*f2)cos 7 - (1/V6)cos(90°+7) , 
a'2 = -( 1A/2)cos(90°-7) - (1/>/6)cos 7 , 
a h  = 1/V3 ,
a h  = (1/V2)cos 7 “ ( 1/‘v/6)cos(90°+7) , 
a az = C1/V2) cos (90°-7) - (1/->/6)cos 7 , 
a h  = 1/>/3 . (B.9)
For the special case when the loading axis x ’z coincides with
the axis x § , 7 = 0  and the direction cosines are given by
Eqn.(B.8). For any other value of 7, the direction cosines
are given by Eqn.(B.9).
C. Derivation of the Piezooptic Coefficients for Gallium 
Arsenide from the Elastooptic Coefficients and the 
Stiffness Constants
In this section, the piezooptic coefficients for GaAs 
are derived from the elastooptic coefficients and the stiff­
ness constants. The notations used by Nye [52] are fol­
lowed. The compliance is denoted by s, the stiffness by c, 
the elastooptic coefficients by p, and the piezooptic coef­
ficients by 7r. All of these parameters are fourth-rank ten­
sors with each of them having a total of possible 81 terms. 
The generalized form of Hooke's law can be written as:
where k and 1 are summation indices, the €ij denotes strain, 
the CTk i denotes stress, and the s iJkl denotes crystal com­
pliance. Equation CC.1) can also be written in an alternate 
form as:
where CiJk| are the stiffness constants of the crystal. For 
both Sjjitj and Cjjk i, the following relations are true:
j — 2  SijkiO’ki (k,l— 1,2,3) 
k,l
(C. 1 )
V i J  -  2  CijnEfci ( k , l — 1,2,3) 
k , 1
(C.2)
Sjjki — Sijik — SjikJ - Sjiik ,
and
Cijkl = Cijlk — Cj i it | - CjiiK CC.3)
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Using the reduced notation of Nye as given in Table 2.1 on 
page 24, Eqns.(C.I) and (C.2) can be written as:
€ i — 2 sij a j (i ,j= 1,2,...,6) ,
j
and
vi = 2  Cijfj (i,j=1,2,...,6) . (C.4)
j
However, changing the notation from tensor to matrix intro­
duces factors of 2 and 4  as follows. For the compliances:
Sijki = smn when m and n are 1, 2, or 3 ,
2Sijki = smn when either m or n are 4,  5, or 6 ,
4Sjjki = smn when both m and n are 4 , 5 ,  or 6 .  (C.5)
For the stiffness, no factors of 2 or 4 are necessary, how­
ever. It can simply be written as:
^ij ki — n (i ,j ,k ,1-1,2,3, m,n— 1,2,...,6) • (C . 6)
The total maximum possible number of non-equal elements 
after taking into account the identities (C.3) is 36. How­
ever, as the crystal possesses more and more symmetry ele­
ments, the number of non-equal parameters reduces. For the 
cubic crystals, this number becomes only three with the 
matrix elements given by:
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Xi 1 Xiz Xiz 0 0 0
Xi z X u  x 12 0 0 0
x 1 Z X 12 Xii 0 0 0
0 0 0 X 4 4  0 0
0 0 0 0 X 4 4  0
0 0 0 0 0 X 4 4 . (C.7)
where x can stand for c, s, p. or 7T•
For cubic systems, s t t, Siz, S 4 4 and C 1 1 , c 1 2  » c* 4 , are
related by [52]:
Sii + Si 2
( S ! i -- S 12)(s11 + 2 s 1 2 )
— c 1 1 9
“ S i 2
= Ci 2
( S i i -- S 1 z ) ( S 1 1 + 2 s 1 2 )
9
and S 4 4 =
1
•
C 4 4
(C. 8)
Solving the above equations for Si 1 and s 1 2 • one gets:
Ci 1 + Ci 2
i i -
(Cn “ Ciz)(Cn + 2c 1 2 )
9
~ Ci 2
(H Q"\E 1 z —
(Cl ! - Cl 2) (Cl 1 + 2c 1 z)
• \ w • «r /
In -the absence of any applied electric field, the change 
in the dielectric impermeability due to the strain can be 
given as [52]:
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ABij = 2 p iJr»e r« (r,s=1,2,3) , (C.10)
r.s
where
Pljrs = 2  JTi j |c lCj( | rs (k,l= 1,2,3) , ( C • 1 1 )
k.l
and
TV i J k i = 2  p i j r « S n  k i C r , s— 1 ,2,3) . CC.12)
r.s
The elastooptic coefficients p tJra are dimensionless, 
whereas the piezooptic coefficients tti j h i have the dimension 
of stress. Both tt and p follow the same matrix form in 
reduced notation as given in Eqn.(C,7).
Equation (C.12) can be written in the reduced form as:
7Tmn — 2 pm rs r n (r — 1,2,. ..,6) , ( C . 1 3)
r
where m and n can take on values between 1 and 6. However,
for cubic systems, as is the case here, the only possible
values of non-zero and non-equal components are 7Tii, tti 2 , 
and 7U*. The non-zero components are defined by the identi­
ties :
1) TTl i — 7T 2 2 — 7T 3 3 ,
2) TTl Z = TT Z 3 = JTa 1 =
3) 7T44 = 7Ts5 = 7T fe 6 .
The rest of the components are zero.
From E q n .(C .13)
7ri i = 2 p lrs rl (r=1 ,2, ... ,6) 
r
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~ P i 1 S 1 i + P 1 2 S 2 1  + PiaSai + P 1 4 S 4 1  + P 1 5 S 5 1  + P 1 6 S 6 1  •
Now,  s 2 x =  S3  1 =  S i  21 P 13 = P i z 1 a n d  P 1 4  = p i s  = P i e  = 0 .
T h e r e f o r e ,
TTii = P u s n  + 2p i 2S i z  • ( C .  14 )
S i m i l a r l y ,
7T i 2 — 2  p i p S r 2  ( r — 1 , 2 ,  . . . , 6 )
r
= P 1 1 S 1 2  + P i z S 22 + P i  3 S 3 2 + p i  4S4 2  + P 1 5 S 5 Z  + p i  feS5 6 2 .
R e m e m b e r i n g  t h e  a b o v e  r e l a t i o n s  a n d  a l s o  s 22 = s n ,  t h e
a b o v e  e q u a t i o n  r e d u c e s  t o :
7Tiz  = P 1 1 S 1 2  + P i 2 ( s i i  + S i 2 ) . ( C .  15)
A l s o ,
7r 4 4 = 2  p « r s r 4 ( r =1 , 2 , . . . , 6 )  
r
= P 4 1 S 1  4 + P 4 2 S 2 4  + P 4 3 S 3 4  + P 4 4 S 4 4  + P 4 5 S S 4  + P4 6 S 6 4 >
w h i c h  r e d u c e s  t o :
7T4 4 = P 44S 4 4 » ( C • 1 6  )
T h e  v a l u e s  o f  p i  1 , p i z ,  a n d  P 4 4 ,  a s  w e l l  a s  o f  C n  , c i 2 , 
a n d  C44 a r e  g i v e n  i n  t h e  p a p e r  b y  B o o y e n s  a n d  B a s s o n  [47 ] 
a n d  a r e  s h o w n  i n  T a b l e  C . 1 .
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Table C.1
The values of the elastooptic coefficients (pij) and the 
stiffness (Cij) for GaAs after Booyens and Basson [47]. 
<Pij are dimensionless, Cij are in dyne/cm2)
pi 1 P 1 z P 4 A C l l c i z C 4 4
-0.165
=3-
01 -0.072 118.8X 1010 5 3 .8X 10 10 5 9 .4X 1010
The coefficients Cjj are easily converted to the Sij by 
Eqns.(C. 8 ) and (C.9). This yields Sjj = 1.1728 X 10" 1 2  
cm 2 /dyne, s 1 2  = - 3.6558 x 10 - 1 2  c m 2 /dyne, and
Si, a = 1.6835 X 10" 1 2  c m 2 /dyne. Substituting for the values 
of sij obtained above and the values of p id from Table C . 1 
in Eqns.(C.14-C.16), one obtains the piezooptic coefficients 
as follows:
7ri i = - 9.115 x 10" 1 4  c m 2/dyne ,
7ri z = - 5.269 x 10" 1 4  cm2/dyne , 
and 7r4 4 = - 1.212 X 10" 1 3  c m 2/dyne . (C.17)
However, for the 7Tij, the following identities hold:
TTmn ~ ^Tijki when n— 1 ,2,3, 
and 7rmn = 27rijki when n=4,5,6.
Taking into account the above identities, the
coefficients for GaAs are given as:
tti j 1 1  = - 9.115 x 10“ 14 cmz/dyne ,
7r-i 1 2 2  = - 5.269 x 10"14 cm2/dyne ,
and 7Ti2i2 = - 6.061 x 10" 14 cmz/dyne .
piezooptic
(C.18)
D. Proof that pure screw dislocations cannot, be viewed end- 
on
The coordinate system used to represent the stresses for 
a pure screw dislocation is shown in Fig.2.7. The sense of 
the dislocation is assumed to be along the x 3 direction, and 
the Burger vector is also along the x 3 direction as the 
Burger vector for a pure screw dislocation is parallel to 
the dislocation line. The sample axes system CxV,Xz,x3) 
shown in Fig.2.9 is aligned with the stress axes system 
(Xi,x2 ,x3). For simplicity of expression, a (100) oriented 
sample is taken with the relation between the sample axes 
(xV.xz ,x3) and the crystal principal axes (xl,xz,x3) shown 
in Fig.2.10. The angle 4 shown in Fig.2.10 can take on any 
value between 0° and 90°. The stresses associated with a 
pure screw dislocation is given by Eqns.(2.21-2.23). These 
stresses are converted to the sample axes system using 
Egn.(2.32) with substitution of the direction cosines from 
Eqn.(2.30) and the results are given by:
—  _ m  —  _  11 _  _ i «  —  m    r\
0 - 1  l —  o* I z —  & Z I  —  0 * 2 2  —  0 - 3 3  -  U  ,
11 _  11 _via — o3 ! — a [3 ,
and v 2 3 = o’3z = o’2 3 «  (D . 1)
These stresses are converted to the crystal principal 
axes system using Eqn.(2.36) with the direction cosines sub­
stituted from Egn.(2.34) and the results are given by:
V  I 1 =  O’ 2  2  — 0 2 3  “  O  3  2 =  O  3  3  =  0 ,
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Z = O' Z 1 = & 1 33z 1 Oj' 3 + 3&Z Z&Z 3 »
Slid 0 ( 3  = IT3 1  = 3 + 3 1 3 3 3 2 ^ 2  3 * (D.2)
The changes in the dielectric impermeability tensor ele­
ments are calculated using Eqn.<2.37) with the results given 
a s :
AB [ 1 — AB 2 2 — AB 2 3 — aB 3  2 = aB 3 3  =  0 ,
aB ! 2 =  A B 2 1 =  2 7 T 1212(712 J
aB [ 3 = ABSx = 2 7 T 1 2 1 2(71 3 • (D.3)
These changes in the dielectric impermeability tensor 
elements are transformed back to the sample axes system by 
the transformation Eqn.(2.38) and the results are given by:
aBV 1 — AB'i'z = iB '2 1 = AB'2'z = A B 3  3 = 0 ,
A  B  V  3 =  A B 3  1 =  a - j i a l s A B l z  +  a a i a l s A B J s  ,
and aBz 3 = j = a^z^isABlz + 3 a 1 i3 . (D . 4)
The light is incident along direction - x's as the dislo­
cation is being viewed end-on. Hence, the cross-section the 
incident light faces can be obtained by expanding the indi- 
catrix given in Eqn.(2.39) and substituting x '3  = 0. The 
result is given by:
(Bo+ABV 1 )xV 2 + (B0 +aB 2 Z )xz2 + 2aB'i’2 X'.i’Xz = 1 . (D.5)
However, one can see from Eqn.(D.4) that
aB’i’i = ABV 2 = AB '2 z = 0. Hence, Eqn.(D.5) reduces to:
B 0 x V 2 + B 0 X 2'2 = 1 , (D.6 )
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which is the equation of a circle, and, hence, there is no 
birefringence associated with it. Therefore, it is proved 
that a pure screw dislocation cannot be viewed end-on, i.e., 
along the dislocation line.
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