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Manifold Optimisation Assisted Gaussian
Variational Approximation
Bingxin Zhou, Junbin Gao, Minh-Ngoc Tran and Richard Gerlach
Abstract—Variational approximation methods are a way to
approximate the posterior in Bayesian inference especially when
the dataset has a large volume or high dimension. Factor
covariance structure was introduced in previous work with three
restrictions to handle the problem of computational infeasibility
in Gaussian approximation. However, the three strong constraints
on the covariance matrix could possibly break down during the
process of the structure optimization, and the identification issue
could still possibly exist within the final approximation. In this
paper, we consider two types of manifold parameterization, Stiefel
manifold and Grassmann manifold, to address the problems.
Moreover, the Riemannian stochastic gradient descent method
is applied to solve the resulting optimization problem while
maintaining the orthogonal factors. Results from two experiments
demonstrate that our model fixes the potential issue of the
previous method with comparable accuracy and competitive
converge speed even in high-dimensional problems.
Index Terms—Variational Approximation; Bayesian Varia-
tional Encoder; Riemannian Manifolds; Stiefel Manifolds; Grass-
mann Manifolds; Riemannian Conjugate Gradient Method
I. INTRODUCTION
Variational approximation methods are an alternative way
to conventional Monte Carlo algorithms for implementing
Bayesian inference. The complex posterior density could be
efficiently collected to a close form especially when the dataset
has a large volume or high dimension. The approximations es-
timate the full posterior without any additional step to perform
inference, and the deterministic optimization algorithms can
easily assess convergence by examining the objective function
value change [7].
In the context of Gaussian variational approximation, one
needs to estimate the full covariance matrix for the model
parameters, although most methods assume a diagonal co-
variance matrix for the sake of simple computation. In the
case of full covariance matrix, the number of matrix ele-
ments grows quadratically in high dimension scenarios, where
the computational cost become too expensive to solve the
problems. Alternatively, parameterizing the covariance matrix
is required to build a faster optimization procedure. There
exist various strategies in literature for parameterizing the
covariance matrices in Gaussian variational approximation,
while many of them require special assumptions or restric-
tions. Researchers [8], [13] created importance-weighted auto-
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encoders by applying boosting method. The approximated
posterior is updated recursively to add the correlations between
factors and describe complex mixture distributions. The other
method was proposed by Ong et al. [15] to factorize the
covariance structure to a generalized form. Stochastic gradient
method is applied to update the estimation of the marginal
likelihood. In their work, no specific conjugate structure is pre-
request for the prior density or a factorizing likelihood. Later,
they [16] pointed out that the number of parameters could be
extremely high and the previous methods would have a slow
convergence speed. To deal with the problem, they proposed
a likelihood-free inference with synthetic likelihood surface to
include a shrinkage factor. These methods simplify the gener-
alization process to other types of distribution. Meanwhile,
the computing speed is significantly boosted especially in
high-dimensional scenarios. However, the factors in variational
Bayes with synthetic likelihood (VBSL) algorithms of [15],
[16] follow stringent restrictions for solving the identification
issue. These restrictions could fail to stick to during the
process of stochastic gradient updating. At least, there is no
guarantee of satisfying the restrictions.
In recent years, the nonlinear optimization methods on
manifolds have caught great attention, where the additional
constraints such as rank and orthogonality could easily be
handled for an optimization problem [2]. There have been
great development and applications of manifold optimiza-
tion methods in machine learning [10], [18]. Both Stiefel
manifold and Grassmann manifold have played key roles in
learning tasks. For example, Dong et al. [5] used Grassmann
manifolds to cluster graphs by combining multi-layer results
to a low dimensional representation, and Farseev et al. [6]
further improved the clustering method on complementary
data sources to project group knowledge on the Grassmann
manifold and detect user community. Except for this, the
Grassmann manifold optimization is often used for matrix
completion tasks. A sparse matrix can be reconstructed by
a representative matrix of minimum rank that matches the
known entries with affine constraints [11], [14]. On the other
hand, Stiefel manifold methods are widely used in pattern
recognition [3], [26], dimension reduction [22], [23] and other
fields.
When optimizing a nonlinear problems with structural con-
straints, it could be particularly useful to formulate them on
a specific type of manifold and employ a Riemannian opti-
mization algorithm. Currently, the approach is mostly applied
for solving low-rank problems. For example, Vandereycken
and Vandewalle [25] approximated low-rank matrices with
a few sub-samples of themselves with low requirements of
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memory. Sato and Iwai [21] pushed the accuracy of singular
value decomposition algorithm with Newton’s method on the
Riemannian optimization process. Zhou et al. [28] developed
a rank-constrained optimization method. The lower the rank
of the objective matrix, the lower computational cost of the
algorithm.
In this study, we aim to reform the original VBSL method
of [15] so that the constraints could be fully maintained
in the process of updating the model parameters. The main
challenge to be addressed come from two perspectives. Firstly,
the matrix B from the factor parameterization is required
to be full rank, which would probably break down when
updating under the current algorithm. Secondly, given the
restriction conditions under reparameterization, the domain of
the new marginal likelihood function has specific structures,
i.e., naturally defined on a manifold. In this case, the classic
update rules based on the Euclidean gradient become invalid.
We propose a manifold assisted optimization method,
termed Man-VBSL, to address the above issues and generate
more stable approximation results. We propose two manifold
constraints, i.e., Stiefel and Grassmann manifolds respectively,
to reparameterize the factor covariance. As a result of the
modification, the strong constraints of the full-ranked factor
matrix is guaranteed along the updating process. For the
second issue, we apply the Riemannian stochastic gradient
descent (RGD) method to optimize the parameters. Four types
of gradient descent methods are used to update the factors
while matching the requirements of the constraint manifold
structure.
The next section reviews the related concepts and methods,
including VBSL algorithm of [15], the Stiefel and Grassmann
manifold and their RGD methods. Section III shows the details
of the stochastic gradient descent algorithm for the optimiza-
tion problem based on the developed reparameterization trick.
Section IV provides empirical evidence on the advantages
of the proposed method with respect to the previous VBSL
method. Two real data examples are used for estimation, and
the performance is evaluated on the accuracy and computa-
tional speed. Section V summarizes the work.
II. PRELIMINARY
We start with reviewing the stocharstic gradient variational
Bayes.
A. Guassian Variational Approximation
Our work is primarily related to the stochastic gradient
variational Bayes for Gaussian variational approximation. We
use qλ(θ) for a member of the approximating family where λ
denotes the variational parameters that determine the mean and
covariance matrix. The target of the variational approximation
methods is to maximize the variational lower bound L(λ), i.e.
L(λ) =
∫
log
p(θ)p(y|θ)
qλ(θ)
qλ(θ)dθ
= Eq[log h(θ)− log qλ(θ)], (1)
where h(θ) = p(θ)p(y|θ).
The stochastic gradient methods optimize the objective
function by recursively repeating
λ(t+1) = λ(t) + αt∇λL̂
(
λ(t)
)
,
until converge, where αt is the learning rate of the gradient,
and t indicates the step of the iteration.
In the work of [15], the factor parameterization of the
variational distribution assumes that qλ(θ) = N (µ,Σ) with
the mean vector µ and the covariance matrix
Σ = BBT +D22, (2)
where B is an m × p full rank matrix with p ≤ m and D2
is a diagonal matrix with diagonal elements in vector d2 =
(d21, ..., d2m)
T .
For the given variational Gaussian and the covariance Σ =
BBT +D22 , the second term in (1) can easily be calculated as
Eq[log qλ(θ)] = −1
2
log |BBT +D2| − m
2
(log(2pi) + 1).
While the target is to find the argument λ that maximizes
the lower bound, the constant terms could be neglected.
As a result, the objective log likelihood function could be
rearranged as
L(λ) = Eq[log h(θ)] + 1
2
log |BBT +D22|.
The chosen variational Gaussian with the given factorizing
covariance allows applying the so-called the reparametrization
trick of [12] and [17] to obtain efficient gradient estimates
for stochastic gradient variational inference. Let f(z, ) as the
density of N (0, I) in the generative representation of qλ(θ),
then θ = µ+Bz + d2 ◦ , and
L(λ) = Ef [log h(µ+Bz + d2 ◦ )] + 1
2
log |BBT +D22|.
The re-formulation step provides an explicit explanation by a
small number of latent variables with the additional indepen-
dent error term d2 ◦ .
The identification issue is a potential problem of the method.
Consider any orthogonal matrix Q of size p× p, it is easy to
see that
|BQ(BQ)T +D22| = |BBT +D22|
and
Ef [log h(µ+B(Qz) + d2 ◦ )] = Ef [log h(µ+Bz + d2 ◦ )]
as Qz is a standard Gaussian distribution as well.
To resolve the threat, in both [15] and [24], more restrictions
are suggested on the factor matrix B. Specifically, B is
required to be a lower triangular matrix with positive diagonal
elements, and the column rank has to be full. However, the
currently developed optimization algorithms may not guaran-
tee that at each iteration step the updated factor matrix B is
of full rank. One example is the stochastic gradient descent in
[15]. Considering the simplest situation with a static learning
rate α = 0.01. Suppose we have B(t) =
[
1 0
2 −1
]
. When the
IEEE TRANSACTIONS ON XX, VOL. XX, NO. X, JAN 2019 3
gradient ∂L(B)∂B =
[
2 0
50 100
]
, the updated B(t+1) after one
step of gradient compute becomes
[
1.02 0
2.5 0
]
.
The rank of the matrix decreases from 2 to 1. While the
result B(t+1) is no longer full rank, the update rule is invalid.
We propose Man-VBSL as a manifold implementation to
guarantee an identified solution while getting rid of stringent
restrictions of the factor structure. Two efficient reparameteri-
zation methods are introduced with Stiefel manifold constraint
and Grassmann manifold constraint, respectively. The required
result could either be provided as a set of bases from the Stiefel
manifold, or be represented as a subspace that comes from a
Grassmann manifold.
B. Stiefel Manifold Constraint
Definition 1 (The Stiefel Manifold [1]). Let p ≤ m, the Stiefel
manifold S(m, p) is the set of m × p-dimensional matrices
consisting of orthonormal columns. That is
S(m, p) = {B : BTB = Ip}.
Let B ∈ S(m, p) be any Stiefel manifold point, i.e. BTB =
Ip, and both D1 and D2 are diagonal matrices of size p × p
and m×m, respectively.
For the assumed variational Gaussian distribution qλ(θ) =
N (µ,Σ), we take the following reparameterization for the
covariance
Σ = BD21B
T +D22. (3)
Suppose (z, ) follows the standard (p + m)-dimensional
Gaussian distribution, then θ defined by the following trans-
formation will follow N (µ,Σ)
θ = µ+BD1z + d2 ◦ .
We will use f to denote the standard Gaussian distribution of
(z, ).
Remark 1: In the above transformation, we introduce a
scaling factor D1 to compensate the loss of scale due to the
orthogonality requirement. Also D1 can be used to avoid the
identification issue of B.
The next step, similar as [12] and [17], is to update the log-
likelihood function. Applying the new reparametrization trick
(3) gives the new form of the lower bound of the expectation
with respect to qλ(θ)
L(λ) =Ef [log h(µ+BD1z + d2 ◦ )]
+
1
2
log
∣∣BD21BT +D22∣∣ = L1(λ) + L2(λ), (4)
where all the constants that are irrelevant to parameter λ =
{µ,B,D1, D2} have been ignored and the expectation Ef is
with respect to the standard Gaussian distrbition f(z, ) =
N (0, I).
The Stiefel manifold constraint promises the rank of the
factor matrix B to be full on the column. It defines B as an
orthogonal matrix. Consequently, the gradient estimates for the
stochastic gradient variational inference should be conducted
based on its manifold geometry.
C. Grassmann Manifold Constraint
Definition 2 (The Grassmann Manifold [1]). The Grassman-
nian manifold, denoted by G(m, p), consists of all the p-
dimensional subspaces in Rm (p ≤ m). Any Grassmannian
point on G(m, p) can be represented by an m × p matrix B
with orthonormal columns, that is, BTB = Ip.
A Grassmannian point on G(m, p) is indeed an equivalent
class over Stiefel manifold S(m, p), i.e., for a representative
B ∈ S(m, p), its equivalent class
[B] = {BQ : B ∈ S(m, p) and Q ∈ O(p)}
where O(p) is the orthogonal group of order p [1].
The Grassmannian point is the subspace spanned by the
columns of the factor B, which is a representative of the
Grassmann point. The constraints of the Grassmann point B
is similar to Stiefel manifold points, that each point on the
subspace could be represented by an orthonormal matrix under
the meaning of equivalent class.
Now we consider the following reparameterization for the
variational Guassian distribution qλ(θ) = N (µ,Σ) with the
following parameterized covariance
Σ = D1BB
TD1 +D
2
2. (5)
where D1 is a diagonal of size m×m.
Remark 2: Compared to the parameterization (2), we have
introduced a scaling factor D1 due to Grassmann orthogonality
requirement. However we can remove D1 by taking the same
parameterization (2) while B is regarded as a Grassmann
representative.
The parameterization (5) prompts the following variable
transformation from the standard Gaussian variable (z, ) to
θ as
θ = µ+D1Bz + d2 ◦ .
Under the parameterization (5), the lower bound to the log
likelihood becomes
L(λ) =Ef [log h(µ+D1Bz + d2 ◦ )]
+
1
2
log
∣∣D1BBTD1 +D22∣∣ = L1(λ) + L2(λ). (6)
As mentioned in Remark 2, if we take D1 = I without
considering scaling issue, then the objective (6) becomes (1).
L(λ) =Ef [log h(µ+Bz + d ◦ )]
+
1
2
log
∣∣BBT +D2∣∣ = L1(λ) + L2(λ), (7)
where B is a Grassmannian point. We have noted in the
experiments that the elimination of D1 helps stablize the result
from swinging between the maxima.
III. RIEMANNIAN STOCHASTIC GRADIENT DESCENT
After the reformulating step, the objective function (4) and
(6) (or (7)) with respect to the parameter B becomes an
optimization problem over Stiefel manifold and Grassmann
manifold, respectively. As the tradition, to work the optimal
solution λ, we will minimize the negative objective −L(λ) by
using the gradient descent method. However, the traditional
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GD update method is based on the Euclidean distance ne-
glecting the manifold constraints, and thus fail to converge
properly in solving (4) and (6) (or (7)).
We will adopt the Riemannian Gradient Descent (RGD)
algorithm to optimize (4) and (6) (or (7)). On Riemannian
manifolds, the line search gradient descent algorithm has been
fully described in [1]. Recently authors in [19] discussed the
accelerated optimization techniques to deliver efficient and
constrained-aware SGD methods, i.e., the momentum SGD
(Stochastic Gradient Descent) algorithm under the framework
of optimization over manifolds.
The RGD algorithm defines a descent search path over tan-
gent space at the current point on the manifold according to the
so-called Riemannian gradient of the objective function. The
parameters are then updated along the Riemannian gradient in
the tangent space and then a retraction step is taken to update
the solution on the manifold. In a nutshell, RGD algorithm
relies on both the Riemannian gradient and the retraction
operator from the tangent space to the manifold.
However calculating Riemannian gradient of the objective
function depends on the manifold geometry. For those mani-
folds that can be embedded in the ambient Euclidean space, the
Riemannian gradient can be calculated by the projection from
the Euclidean gradient in the ambient space of the manifold
onto the tangent space at the point B of a real-valued function
L(B) defined on the manifold. That is,
gradL(B) = piB
(
∂L(B)
∂B
)
. (8)
However how to implement the projection operator piB
depends on manifolds. In this paper, we are only interested
in both Stiefel and Grassmann manifolds. There exist explicit
projection mapping formula for the two manifolds, as sum-
marized in Table I. Once we have found out the Riemannian
gradient, the RGD step can be defined as
B(t+1) = rB(t) (−η gradL(B)|B(t)) , (9)
where rB(·) is the so-called retraction operator which pull
back the point on tangent space back to the manifold [1]. For
both Stiefel and Grassmann manifolds, the retraction operator
are computable, see Table I.
A. Euclidean Gradient of the Log Likelihood Function
To successfully implement the RGD method, the partial
derivative of the objective function with respect to each
parameter should be calculated. We consider the cases of
Stiefel and Grassmann manifold separately
1) The Stiefel Manifold Constraint: We start with the
objective function (4) in the case of Stiefel constraint. For
the first term L1 in (4), it is easy to check that
∂L1
∂µ
= Ef [∇θ log h(µ+BD1z + d2 ◦ )]; (10)
∂L1
∂B
= Ef [∇θ log h(µ+BD1z + d2 ◦ )(z ◦ d1)T ]; (11)
∂L1
∂d1
= Ef [(BT∇θ log h(µ+BD1z + d2 ◦ )) ◦ z]; (12)
∂L1
∂d2
= Ef [diag(∇θ log h(µ+BD1z + d2 ◦ )T )], (13)
where ∇θ log h(µ + BD1z + d2 ◦ ) = ∇θ log h(θ) which is
easy to calculate.
Now we consider the second term L2. It could be found
that
∂L2
∂B
= (BD21B
T +D22)
−1BD21; (14)
∂L2
∂d1
= diag(BT (BD21B
T +D22)
−1B) ◦ d1; (15)
∂L2
∂d2
= diag((BD21B
T +D22)
−1) ◦ d2. (16)
When facing the high-dimensional problems, the computa-
tional speed and the stability on the inverse product could be a
problem. Alternatively, we use the following formula for fast
computation:
(BD21B
T +D22)
−1
=D−22 −D−22 BD1(I +D1BTD−22 BD1)−1D1BTD−22 ,
where we have convert the inverse of an m×m matrix to an
inverse of a p× p matrix.
2) The Grassmann Manifold Constraint: The calculation
for (6) with the Grassmann manifold constraint is similar. For
the first term L1, the derivative for each parameter is:
∂L1
∂µ
= Ef [∇θ log h(µ+D1Bz + d2 ◦ )]; (17)
∂L1
∂B
= Ef [(∇θ log h(µ+D1Bz + d2 ◦ )) ◦ d1)zT ]; (18)
∂L1
∂d1
= Ef [(∇θ log h(µ+D1Bz + d2 ◦ )) ◦Bz]; (19)
∂L1
∂d2
= Ef [∇θ log h(µ+D1Bz + d2 ◦ )T ]. (20)
Similarly, the derivatives on the second term of L2 are
calculated as
∂L2
∂B
=D1(D1BB
TD1 +D
2
2)
−1D1B; (21)
∂L2
∂d1
=
1
2
diag((D1BBTD1 +D22)
−1D1BBT )
+
1
2
diag(BBTD1(D1BBTD1 +D22)
−1)
=diag((D1BBTD1 +D22)
−1D1BBT ); (22)
∂L2
∂d2
=diag((D1BBTD1 +D22)
−1) ◦ d2. (23)
To speed up the calculation progress while stabilizing the
result, the following formula is applied in the algorithm:
(D1BB
TD1 +D
2
2)
−1
=D−22 −D−22 D1B(I +BTD1D−22 D1B)−1BTD1D−22 .
B. Adaptive Step Sizes for Stochastic Gradient Descents
Consider parameter λ = {µ,B,D1, D2}. µ,D1, D2 are
unconstrained parameters, and the classical ADADELTA up-
dating rules can be applied on them. ADADELTA updating
rules have been proved to be efficient in speeding up stochastic
gradient descent (SGD) algorithm. The detailed discussion of
the updating rules could be found in Section 4 of [15].
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TABLE I: Riemannian operations required for the RGD on Stiefel and Grassmann Manifolds: sym(X) = 12 (X + X
T ) and
polar(X) = UV T if X = UΣV T as its SVD.
Manifolds Tangent Spaces Projection piB(Z) Retraction rB(U) Parrallel Transport
ΓB1→B2 (U)
Stiefel S(m, p) TBS(m, p) = {U ∈ Rm×p : sym(BTU) = 0} Z −Bsym(BTZ) (B + U)(I + UTU)−
1
2 piB2 (U)
Grassmann G(m, p) TBG(m, p) = {U ∈ Rm×p : BTU = 0} (I −BBT )Z polar(B + U) piB2 (U)
1) The Constrained SGD with Momentum Rule: For the
manifold constraint variable B, we already have the basic
RGD updating rule defined in (9). To speeding-up RGD for
B, we will use one of recently proposed Constrained SGD
with Momentum (cRGD-M) [19], which reads as
m(t+1) =ζΓB(t−1)→B(t)(m
(t))
+ η gradL(B)|B(t) (24)
B(t+1) =rB(t)(−m(t+1)) (25)
where 0 < ζ is the momentum constant and ΓB1→B2(U) is
the so-called Parallel Transport which transports the tangent
vector U at B1 to the one at B2, see [1]. For both Stiefel and
Grassmann manifolds, the transportation can be implemented
as the projection at B2, which is summarised in TABLE I.
2) The Modified Constrained RMSProp Rule: Recently, a
new constrained RMSProp rule to ensure the constraint of
BTB = I was proposed in [20]. Unfortunately the suggested
RMSProp scheme in [20] is not implementable. Instead we
would like to suggest the following revised RMSProp scheme
B(t+1) =
rB(t)
(
−ηpiB(t)
(
∇L(B(t))
sgn(E(g2B)(t+1))
√|E(g2B)(t+1)|+ 
))
(26)
where
E(g2B)
(t+1) = ζΓB(t−1)→B(t)
(
E(g2B)
(t)
)
(27)
+ (1− ζ)piB(t)
(
∇L(B(t))∇L(B(t))
)
with  as the element-wise product of two matrices and
∇L = ∂L∂B as the Euclidean gradient of the objective function.
We choose η = 0.05, ζ = 0.95 and  = 10−6 as the given
constants.
Remark 3: The revised RMSProp can be regarded as the ba-
sic RGD with the constrained normalized Euclidean gradient,
but it is different from the Euclidean RMSProp [9].
3) The Simulated ADADELTA Rule: Though, there exist
two drawbacks with (26). First, We still need to provide a
learning rate η. Except, as explained in ADADELTA paper
[27], there is no unit match. To resolve the issues, the element-
wise division are advised for the second equation. In other
words,
E(g2B)
(t) = ζΓB(t−1)→B(t)
(
E(g2B)
(t−1)
)
+(1− ζ)piB(t)
(
∇L(B(t))∇L(B(t))
)
(28)
∆B(t) =
sgn(E(∆B2)(t−1))
√
|E(∆B2)(t−1)|+ 
sgn(E(g2)(t))
√
|E(g2)(t)|+ 
∇L(B(t)) (29)
E(∆B2)(t) = ζΓB(t−2)→B(t−1)
(
E(∆B2)(t−1)
)
+(1− ζ)piB(t−1)
(
∆B(t) ∆B(t)
)
(30)
B(t+1) =rB(t)
(
−piB(t)(∆B(t))
)
(31)
where the learning rate is eliminated from the update rule. It
is self-updated at each step by the previous performance of
the gradient.
We will denote by RGD-Basic, cRGD-M, RMSProp and
RGD-ADADELTA for the basic RGD, the RGD momentum
rule and the simulated ADADELTA rule for convenience.
The overall algorithm for the Man-VBSL is summarised in
Algorithm 1.
Remark 4: Although we have proposed the modified RM-
SProp and ADADELTA rules for the Riemann manifold op-
timization and empirically the algorithm is convergent, it is
worthwhile to explore a theoretical analysis on the algorithm
convergence. We leave this for our future research.
IV. EXPERIMENT
In this Section, we evaluate the validity of our methods
from two perspectives. First, we prove the method’s ability of
convergence. A standard dataset that has a fewer amount of
features than samples (m < n) is used, where n is the number
of samples in training dataset. In the second experiment, the
performance of predictive inference is of interest. A high-
dimensional covariance matrix is considered where the number
of features is significantly larger than the amount of available
samples (m n).
The name of each method is simplified to indicate the
manifold constraint and update method. Specifically, S denotes
Stiefel manifold constraint, G1 represents Grassmann manifold
constraint with D1 = I and G2 represents the ordinal Grass-
mann method. For example, the results under G2-RGD-Basic
indicates we use the ordinal Grassmann manifold method with
D1, and B(t+1) is updated by RGD-Basic rules.
In addition, all experiments are carried out on a laptop
machine running 64-bit operating system with Inter Core i5-
6600 3.3GHz CPU and 8G RAM, and are implemented in
Matlab 20118a version.
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Algorithm 1 Manifold Assisted Gaussian Variational Approx-
imation Algorithm
Require: Initialize λ← (µ(0), B(0), d(0)1 , d(0)2 ), t← 0.
Ensure: λ∗ = {µ∗, B∗, d∗1, d∗2} where B∗ is a Stiefel or
Grassmann Point, i.e., B∗TB∗ = Ip.
1: if not stopping criteria then
2: Generate/Sample (z(t), (t)) ∼ N(0, I);
3: Estimate the Euclidean gradients at λ(t) =
{µ(t), B(t), d(t)1 , d(t)2 } according to
(10) - (16) for the Stiefel Constraint, OR
(17) - (23) for the Grassmann Constraint;
4: Update the non-constrained parameters µ(t+1), d(t+1)1
and d(t+1)2 according to the Euclidean ADADELTA
rules;
5: Calculate the Riemann gradient with respect to con-
strained parameter B according to (8);
6: Prepare auxilliary variables m(t+1) by (24), OR
E(g2B)
(t+1) by (27), OR E(g2B)
(t), ∆B(t), E(∆B2)(t)
by (28) - (30);
7: Update B(t+1)
by (9) (RGD-Basic), OR
by (25) (cRGD-M), OR
by (26) (RMSProp), OR
by (31) (RGD-ADADELTA);
8: t← t+ 1
9: end if
A. Convergence Analysis
In the first experiment, we use the ionosphere data from
the UCI Machine Learning Repository to empirically demon-
strate the convergence of the proposed methods. The logistic
regression is applied to deal with the classification problem.
The learning methods are expected to classify positive samples
from negative ones. In consistent with the results from [15],
the same operations are made on the co-variate matrix, where
the dataset ends up with 351 samples and 111 independent
variables.
The number of factor p should be specified before running
the program. We test different values of p to investigate the
effects of p on the converge speed and prediction accuracy.
We consider p = 1, p = 10 and p = 30 for the G1-RMSProp
method as an example, the other 11 methods have similar
results so we skip them due to the space limitation. The
randomness is reduced by averaging 30 independent runs.
Fig. 1 visualizes the three smoothed lines of lower bound,
which represent the degree of convergence. We can observe
the influence of the factor numbers from two aspects. First,
the model generally have a more stable performance when
selecting a higher p. The orange trace (p = 30) is the
smoothest on the plot, following the yellow (p = 10) and blue
(p = 1) line of estimation. This may reflect that the dataset
does need sufficient factors to describe. In the experiment,
we also note that, when the number of factor becomes larger,
the random initialization has less influence on the process of
the algorithm. However, a larger number of factors indeed
increases the complexity of the algorithm, consequently, the
TABLE II: Average train and test error rates for the ionosphere
data with CV = 5, p = 4
Method Trainin Error Test Error Time
VAFC 0.0036 0.0822 23.04
S-RGD-Basic 0.0036 0.0793 55.60
S-cRGD-M 0.0043 0.0793 54.91
S-RMSProp 0.0043 0.0794 62.08
S-RGD-ADADELTA 0.0043 0.0793 67.89
G1-RGD-Basic 0.0071 0.0765 57.09
G1-cRGD-M 0.0050 0.0765 58.90
G1-RMSProp 0.0050 0.0765 60.50
G1-RGD-ADADELTA 0.0050 0.0765 65.48
G2-RGD-Basic 0.0036 0.0822 90.67
G2-cRGD-M 0.0036 0.0793 90.68
G2-RMSProp 0.0036 0.0793 95.04
G2-RGD-ADADELTA 0.0043 0.0765 92.31
running speed slows down significantly. On average for this
case, it takes 5.2 seconds to finish one round of the full
ionosphere dataset with 5,000 iteration at p = 1. When p
increases to 10 and 30, 6.84 and 9.02 seconds are required,
respectively.
Fig. 2 compares the estimation of lower bounds for the
12 methods with p = 3 factors after 5,000 iterations. Each
row represents one of the three manifold methods. The four
columns, from left to right, show the results of the four
different updating methods. Generally, the shapes of the curve
depend on the constraints. The shapes with Stiefel and G2
methods are steeper. All the eight methods updates their lower
bounds quickly in the first 2,000 iterations. However, the speed
and stability of convergence could be influenced by the update
methods. For example, G1-RGD-Basic in the first column of
the second row shrinks its lower bound slower than the other
three G1 methods, where the orange line is wider and the grey
line has more variants, compared to the other three plots in the
second row. This example shows that the speeding-up rules do
make contribution to the algorithm convergence.
The overall accuracy with five-fold cross-validation im-
proved slightly. On average, 1 sample is misclassified during
the training process, and 5-6 samples are misclassified in the
test set. Except G2-RGD-Basic, all the other 11 methods have
a lower test error. Moreover, none of these training error is
lower than VAFC. At the same time of fixing the problem of
updating, the new methods are less likely to overfit the data.
However, the training speed is to some degree sacrificed during
this process. Stiefel and Grassmann 1 methods are generally
1-2 times slower than VAFC. The four G2 methods spend the
longest time to update. They are 3 times slower than VAFC.
The G1 methods outperform Stiefel and G2 methods with the
highest accuracy and a reasonable speed. Although moving
on the same type of sphere, G1’s overall converge speeds are
significantly faster than G2 methods. The reason, as stated in
Section III, is that the structure of G1 prevents the result from
swinging around the optimization point.
B. Predictive Inference
In the second experiment, we consider the binary Leukemia
cancer dataset with 7120 predictors. There are 38 samples in
the training set and 34 samples in the test set. we are testing
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Fig. 1: Average lower bound of G1-RMSProp method with p = 1 (blue), 10 (yellow), 30 (red) factors. The mean value at each
point is calculated by 30 independent updating results. All the 351 samples are involved in model approximation.
Fig. 2: Lower bound approximation of the 12 methods with p = 3 factors in 5000 iterations. The average convergence trace
are calculated from the mean value of lower bounds for each of the methods with 10 independent rounds of updates. The
results are displayed in orange. The lower bounds from the first round are drawn in grey to show the variance of one single
update.
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TABLE III: Average train error, test error and time for the
Leukemia Cancer data with p = 4
Method Training Error Test Error Time
VAFC 0/38 3/34 8021.71
S-RGD-Basic 0/38 2/34 10013.90
S-cRGD-M 0/38 2/34 10031.65
S-RMSProp 0/38 2/34 10011.27
S-RGD-ADADELTA 0/38 2/34 10005.28
G1-RGD-Basic 0/38 2/34 6482.94
G1-cRGD-M 0/38 2/34 6438.22
G1-RMSProp 0/38 3/34 6590.98
G1-RGD-ADADELTA 0/38 2/34 6202.85
G2-RGD-Basic 0/38 3/34
G2-cRGD-M 0/38 2/34
G2-RMSProp 0/38 2/34 5287.08
G2-RGD-ADADELTA 0/38 2/34
the method’s performance of solving the classification problem
in a high dimensional situation where (m n).
In this experiment, the Horseshoe prior, as mentioned in [4],
is selected to match the sparse structure. In this test we use
a new stopping criterion to terminate the algorithm when the
low bound increase level stays continuously at a small level
of a given tolerance.
We compare the performance of the 12 methods with VAFC
on both speed and accuracy in TABLE III. The first four
methods with Stiefel manifold predict more accurately than
VAFC with a comparable learning speed. The G1 methods
have similar performance, and they also speed up the training
process by 25% due to its early convergence. The perfor-
mances of G2 methods are not as good as the others, because
they iterate fewer times to update the coefficients so that the
results could be provided after an acceptable waiting time.
The updating is stopped when the relative change for the last
5 iteration is less than 0.1.
Two samples are misclassified by all the methods. Both of
the samples are wrongly predicted as positive, while the true
value should be negative. One of possible reasons is that the
dataset is slightly unbalanced with 27 positive samples in the
training set against 11 negative samples. If more samples are
provided to train the model, the two samples will be more
likely to be classified correctly, and our methods will perform
better in that situation.
V. DISCUSSION AND CONCLUSION
This paper proposes several new manifold assisted opti-
mization methods to resolve the identification issue existing
in the Gaussian factor model in variational approximation.
One of key contributions is to propose two new updating
rules, i.e. Riemannian RMSProp and ADADELTA, on the top
of the conventional Riemannian gradient descent. All these
new algorithms have been assessed by using two datasets.
The experiments show the new algorithms demonstrate better
performance than the benchmark VAFC in terms of model
accuracy and convergence speed.
However, the overhead of optimization on manifolds is
higher than its Euclidean counterpart. When a larger number
of factors is needed in modeling more complicated dataset,
frequent manifold retraction operation will become bottleneck
for the algorithm to scale up. Although an early stopping
criterion can be adopted so that the algorithm will terminate
by testing the objective function value changes, the learning
process can then be accelerated at the risk of a relatively poor
prediction performance.
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