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Abstract
Quantum opto-mechanics is a fast moving, broad research field which aims to investigate and
control the interaction of light and the quantized motion of mechanical objects and the coupling
between them. This allows one to engineer the mechanical quantum state by controlling and
measuring the electromagnetic field, and conversely, to control the dynamical evolution of the
optical field via its interaction with a mechanical system. Mechanical resonators are accessible
in many different shapes and sizes, from kilogram scales in experiments that test gravitational
theories to micro- and nano-scales in resolved sideband regime, where the frequency of the
mechanical resonator is larger than the bandwidth of the optical cavity. In this regime, it is
possible to cool the mechanical object to the ground state which allows a high degree of control
and the ability to prepare interesting non-classical states, states that could aid in investigat-
ing the quantum dynamics of macroscopic objects. The field of quantum opto-mechanics is a
promising testbed for quantum control technologies, such as fundamental tests of quantum me-
chanics, ultra-sensitive quantum sensors for precise measurements, phonon lasing, mechanical
memories with long lifetime and quantum information processing. Furthermore, experiments
are progressing toward strong opto-mechanical coupling regimes with single photons. This cre-
ates a platform that can take advantage of the nonlinear optical interactions to generate highly
non-classical states in such light-matter interfaces. Photonic systems working in the single
photon regime will be promising for low power applications and also for implementations of
quantum information and computation.
Motivated by these applications, this thesis consists of theoretical studies in the context
of single photonics. This includes investigating non-classical mechanical state generation and
mechanically controlling the dynamical evolution of optical fields in the strong coupling regime
single photon opto-mechanics and furthermore, proposing a quantum sensor using single pho-
tonics. In this regard, we employ three important formalisms to treat and measure open
quantum systems with non-Gaussian input fields: the conditional and unconditional cascaded
master equations, Fock-state master equations and input-output Langevin equations. In the
context of opto-mechanics, the system to be investigated is composed of two optical cavities
with a coupling modulated via a mechanical resonator.
In one case, a sequence of single photons are irreversibly sent to one of the optical cavities.
After photons go through the opto-mechanical interaction, photon counting measurements are
performed on the cavity output, conditionally steering the mechanical state to a highly non-
classical Fock state. Numerical calculations are performed to predict the experimental param-
eters needed to generate a mechanical Fock state before the mechanical object is thermalized.
In another case, the same opto-mechanical scheme is employed to conversely modify the
state of the optical mode by engineering the state of the mechanical degree of freedom. In
this case, it is shown that the opto-mechanical system operates as an effective beam splitter
for the input single photons, with a transmission that can be controlled by tuning the number
of excitations in the bulk mechanical resonator. When the mechanical resonator has a small
coherent amplitude it acts as a quantum control, entangling the optical and mechanical degrees
i
of freedom. As the coherent amplitude of the resonator increases, it acts as a classical control
for the input photons.
Finally, we propose a novel multi-purpose sensor architecture that can be used for force,
refractive index and possibly local temperature detection. In this scheme, two coupled cavities
behave as an effective beam splitter. This sensor is based on fourth order interference (the
Hong-Ou-Mandel effect) and requires a sequence of single photon pulses and consequently has
low pulse power. Changes in the parameter to be measured induce variations in the effective
beam splitter reflectivity and result in changes to the visibility of interference. We propose
that this generic scheme could be implemented with coupled L3 photonic crystal cavities and
find that this system, which only relies on photon coincidence detection and does not need any
spectral resolution, can estimate forces as small as 10−7 Newtons and can measure one part per
million change in refractive index using a very low input power of 10−10W.
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and air holes refractive index (b,d). (a) Normalised transmission of the stack
showing the normal modes of the two cavities for different x. The dashed line
corresponds to the unperturbed single cavity mode confined by the DBR stack.
(b) Normal modes shown for x=449 nm (two air and one GaAs layers) and
varying the refractive index of the air layers between the cavities. By increasing
the air hole refractive index the mode separation increases which corresponds
to stronger coupling between the cavities due to the decrease in the refractive
index offset of the DBR layers. (c) coupling frequency calculated from (a) versus
cavity separation. The dashed line corresponds to an exponential decay fitting.
(d) coupling frequency as a function of air hole refractive index calculated from
figure (b). The dashed curve corresponds to an exponential fitting of aebn2 . . . . 85
6.5 Functionality estimation of g versus x and n. Fit on experimental data (red
points) given in figure 2 of citation [136] to find the coefficient a, b and d in
functionality of g versus x and n that we found of the form g(x, n) = pic∆λ/λ2 =
pic
λ2ae
−bx+dn2 where λ = 1000nm. . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
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6.6 Performance of HOM sensor as a force sensor. This figure is a fabrication guide
to building a HOM force sensor with maximum performance. a, Shows how
the estimator evolves by changing the operating point xbias for an input photon
bandwidth of γ = 1GHz. b, For the given γ and κ, the responsivity is of the
order of 10−3(nm)−1. The white dashed lines show the operating points where
system response to displacement shift is linear. c, Shows that the minimum
detectable change in distance is of the order of 10−3nm/
√
Hz). d, For PhC
made of GaAs/AlGaAs, the given value for minimum detectable x corresponds
to minimum detectable forces of the order of 10−7N. Our calculations show that
as we reduce kappa, gradually we loose the linear behaviour of the sensor (white
dashed lines) for smaller xbias as the best bias points shifts towards larger x or
smaller g without improving or decreasing the sensor resolution. . . . . . . . . 87
6.7 Performance of HOM sensor as a refractive index sensor. This figure is a fab-
rication guide to building a HOM refractive index sensor with maximum per-
formance. a, Shows responsivity of the refractive index sensor for different op-
erating points xbias for an input photon bandwidth of γ = 1GHz. The white
dashed lines show the bias points where sensor response changes linearly for
very small changes in refractive index. Our theory predicts that responsivity
does not depend on single photon band width γ. b, Predicts that for γ = 1GHz
the minimum detectable refractive index shift is of the order of 10−6RIU/
√
Hz. 88
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Chapter 1
Introduction
Over the last decade, the new domain of engineered quantum systems has attracted a lot of
interest [1, 2], the objective for which is to control the quantum world, the physical systems
which behave according to laws of quantum mechanics. Quantum technologies are a promis-
ing emergent technology, with many important applications such as quantum information and
quantum computation [3, 4], where one needs to control the state of a qubit, and quantum
metrology to measure physical parameters, such as force and mass very precisely [5, 6]. Quan-
tum control involves manipulating the evolution of a quantum system, steering the result of a
quantum mechanical interaction into our desired state. A current broad research goal in the
quantum technology community is to exert control over the dynamical evolution of a quan-
tum system through its interaction with the electromagnetic field. This includes the continued
improvement in controlling mesoscopic bulk mechanical resonators at the quantum level.
Quantum optomechanics attempts to control the quantum mechanical interaction between
mechanical oscillators and light. This requires the ability for mechanical state preparation,
such as cooling to the ground state, coherent control and manipulation of this state and per-
forming quantum measurements. Quantum measurement theory is a powerful method to steer
dynamical evolution of the mechanical oscillator in optomechanical systems [7] in which an
electromagnetic field is employed to measure and control a mechanical component. Not only
have there been significant developments in the current state of the art theoretical approaches
to describe the dynamical evolution of the individual quantum systems under measurement but
also experimental techniques to perform measurements on quantum systems that are only lim-
ited by the Heisenberg uncertainty rule in quantum mechanics [8] has also advanced. There has
also been some progress to go beyond the Heisenberg limit [9] and some successful techniques
to hit the quantum shot noise limit [10].
The aim of optomechanics is to control the effect of the electromagnetic field on mechan-
ical objects acting in the quantum regime. This light-induced optomechanical interaction is
mediated by the momentum transfer from photons to the mechanical mode which results in
radiation pressure forces. In particular, these effects can be extremely large for micro- and
nano-structures which have recently been very promising in approaching the regimes where the
mechanical component can be displaced by a single photon pulse [11]. The radiation pressure
effect was initially noticed in the astronomical observations of a comet by Johannes Kepler
in 1619 when he realized that the tail of a comet points away from the sun. More than two
hundred years later, Maxwell’s equations were proposed and can be used to prove the mechan-
ical effects of light. Afterwards, there were some efforts towards the realization of these effects
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in the lab [12, 13]. After the invention of the laser in 1960, people started to think about
optical atom trapping [14, 15] and cooling [16, 17] experiments using laser radiation pressure
force. In parallel to making progress in realizing the radiation pressure forces in the lab, in the
1980’s some scientists started to answer questions about how to reveal the quantum behavior
of macroscopic objects [18]. They explained that tiny objects like electrons that we know as
quantum world are isolated enough from the environment, so they show quantum behaviour.
To help macroscopic objects maintain quantum coherence as well, we need to isolate them from
the environment. This idea was later supported by successful experimental tests [19, 20]. For
example, laser trapped neutral atoms in an optical dipole trap are effectively isolated from the
environment and thus show much longer coherence time [21, 22]. In the case of optomechanics,
photonic shield fabrication techniques in photonic crystal structures have resulted in higher
optical and mechanical Q-factors [23].
Nearly at the same time, in 1980’s, Braginsky [24], Caves [25] and others proposed ideas
for precise displacement measurements of kilogram scale quantum mechanical oscillators in
gravitational wave interferometers. When a gravitational wave passes normally through the
interferometer with very large perpendicular arms, it causes a relative change in the optical
path. This results in a change in the incident light intensity on the photodetector. Later designs
of gravitational wave detectors used optical cavities in each arm [26] to boost the optical power
in each arm and get better shot noise performance.
Cavity optomechanics studies the optomechanical interaction using an optical cavity to
increase the intensity of light and thus to enhance the radiation pressure force. We can choose
one of the mirrors to be attached to a flexible mechanical element. Therefore, the radiation
pressure induced by the photons momentum transfer can move the mirror from its initial
position. Secondly, when the mirror moves, the length of the cavity changes so the incoming
light will no longer be on resonance with the cavity mode. Cavity optomechanics is the science
of how to make use of this interplay between optics and mechanics. In fact, one can resonantly
enhance the optical intensity by using a cavity, thus strongly couple it to a mechanical oscillator.
This allows us to control the mechanical quantum state by controlling and measuring the optical
field on time scales smaller than the decoherence time of each sub-system [27]. Figure 1.1 shows
the simplest optomechanical system, a Fabry-Perot cavity with one mirror fixed and another
mirror attached to a mechanical element. The mechanical oscillator displaces in response to
the force exerted by the optical field, enabling the optical control of the mechanical motion
through the light in the cavity, or conversely, mechanically control the optical field.
However, in the last two decades, thanks to developments in micro- and nano-fabrication
technologies, there has been significant advances towards the miniaturization of the mechanical
objects such as micro- or nanomechanical cantelivers [28, 29], membranes [30], microtroids [31]
and photonic crystals [11]. These mechanical objects offer higher mechanical frequencies (MHz-
GHz) and as a result, higher mechanical quality factors which make it easier to reach the
quantum regime. Moreover, microtoroids and photonic crystal (PhC) resonators make it pos-
sible to get both localized optical and mechanical modes at the same time. This increases
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Figure 1.1: An optomechanical Fabry-Perot cavity with one movable mirror which har-
monically oscillates due to radiation pressure force.
the optomechanical coupling strength between the optical and vibrational mode. PhCs offer
a platform for engineering strong single photon optomechanical couplings by providing high-Q
nano-cavities which can increase light-matter interaction by light confinement on nano scales.
This makes PhC nanocavities good candidates for low operating power, in particular, single
photon optomechanics. Progress in achieving high quality mechanical resonators and strong
optomechanical coupling rates [32–34], together with achievements in cooling to mechanical
ground states [35, 36], has made cavity optomechanics a rapidly developing and promising
approach for applications in quantum control technologies such as quantum sensors [37–39],
quantum information [40] and fundamental tests of quantum mechanics such as quantum me-
chanical state preparation [27].
To go beyond the classical regime and generate and control the nonclassical states of me-
chanical oscillators has always been one of the important goals of optomechanics. In the 1990s,
cavity optomechanics was used to generate quantum effects such as reducing quantum noise via
optomechanical cooling [41], generating squeezed light [42, 43] by proposing schemes in which
the interaction Hamiltonian is nonlinearly dependent on mechanical displacement, performing
quantum non-demolition measurements for photon counting in optomechanical systems [44]
and the generation of non-classical Schrodinger cat states in optomechanical schemes [45, 46].
Since then there has been a wide variety of theoretical and experimental efforts in this regard.
These include controlling and manipulating the state of nano- and micro-electromechanical sys-
tems for precise measurements [10, 37–39], and the generation and manipulation of mechanical
quantum states such as squeezed states [47], superposition states [48, 49] and vibrational en-
ergy eigenstates [50, 51] for different electromechanical and optomechanical systems. Recently,
progress has been made in achieving strong optomechanical couplings together with improving
single photon sources [52, 53], making a platform for generating more interesting and novel
mechanical states using single photon opto-mechanics, where the mechanical system is driven
with non-Gaussian input field.
This thesis deals with single photonics. The scheme we choose is composed of two optical
cavities which can be coupled via a mechanical vibrational mode. Cavities will be coupled to
single photon sources. This scheme can be realized in some optomechanical systems such as
optical cavities with a membrane in the middle or two defect cavities in a photonic crystal
structure which are evanescently coupled to single photon sources through optical waveguides.
The latter can take advantage of strong coupling strength in PhCs together with the possi-
bility of integration on chip. In order to investigate and control the dynamics of a quantum
system, we need to effectively describe its evolution according to appropriate physical laws. In
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Chapter 2, after some more technical introduction on optomechanical interactions, we study
three important formalisms to treat open quantum systems with non-Gaussian input field. Ev-
ery realistic quantum system will be influenced by its environment and can not be completely
isolated. In particular, when one couples the system to a measurement apparatus, the system
will be affected by the measurement process. This chapter treats unconditional processes and
also conditional dynamics, stochastic processes that can be described by unravelling the master
equation. In the master equation formalism, we study the theory of cascaded open systems and
the recently developed Fock state master equation. We also study input-output theory which
is based on quantum Langevin equations.
Chapters 3-6 provide proposals in achieving some of the important before mentioned goals
that quantum control technologies are concerned with, including nonclassical mechanical state
preparation, implementing mechanically quantum to classical control of single photon states
and high precision, low power sensing. In chapter 3, we show measurement-induced mechanical
Fock state preparation in presence of thermal fluctuations. We cascade a single photon source
with an optomechanical system to control and manipulate the mechanical quantum state. It
is shown how the dynamical evolution of the mechanical degree of freedom is conditioned on
measurement records. This stochastic process involves continuous evolution intervals broken
by sudden random quantum jumps.
In chapter 4, we show that this optomechanical scheme can implement a tunable beam
splitter with a tunability that can be adjusted by changing the cavity damping rates or by
changing the coupling rate between the optical cavities, which can be done via changing the
separation of the optical cavities or changing the refractive index of the media between the two
cavities. We implement this beam splitter in an interferometer setup to characterize it and
consider regimes in which it can operate as a classical beamsplitter with visibilities very close
to one.
In chapter 5, we change the number of excitations prepared in the mechanical resonator
from very small values to large coherent amplitudes to mechanically tune the beam splitter
acting in a quantum regime to a classical regime. This transition from the quantum regime,
in which the input photons become entangled with the mechanical object, the controller, to
classical regime, in which there is no entanglement between the photons and the controller is
verified by looking at the visibility achieved in Mach-Zender (MZ) and Hong-Ou-Mandel (HOM)
interferometers. We use the Fock state master equation to perform the numerical simulations
of a two jump stochastic process, which could be used as a powerful method for simulations of
HOM experiments in the lab.
In chapter 6, we introduce a high sensitivity, low power PhC quantum sensor using the
tuning functionality of the effective cavity based beamsplitter. The idea is to exploit the HOM
effect for sensing purposes which is quite novel and opens a new route for single photon sensors.
This sensor can be integrated on chip so it offers a good spatial resolution. Our HOM sensor can
operate as both a force sensor and a refractive index sensor with high resolution in comparison
with other classical PhC sensors.
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In chapter 7, we conclude the results achieved in this thesis and discuss some future direc-
tions and open problems.
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Chapter 2
Background
2.1 Overview
This chapter covers some of the basic quantum optics theory needed to treat the open quantum
systems considered in this thesis. Specifically, our objective is to apply these methods to explore
opto-mechanical open systems. We start with an introduction to dispersive opto-mechanical
coupling (see [54] for more information about other kinds of optomechanical couplings). A
conceptual derivation of optomechanical coupling and the linear regime is next discussed. This
is followed by a discussion of the Hamiltonian for two optical modes coupled via a mechanical
resonator that will be used throughout this thesis. Next, some theoretical quantum optics
techniques, including input-output formalism, unconditional and conditional cascaded master
equation and Fock-state master equation are discussed to treat open quantum systems with
special focus on single photon inputs.
In the case that the external field to the cavity is a vacuum or thermal state, the field can
be formulated as a heat bath coupled to the system with which the system will reach to an
equilibrium. One can use either quantum Langevin equations, in the Heisenberg picture, or
master equations, in the Schrödinger picture, to study the intra-cavity dynamics. In this thesis,
we adopt both the Langevin equation and master equation approaches to treat the particular
case of an input single photon state to the cavity. In the Langevin approach, we explicitly treat
an injected single photon field as a quantum fluctuation input term. In the master equation
approach, we use the theory of cascaded quantum systems to model the single photon source as
a system that couples to the system of interest. In this theory, the source cavity emits photons
and drives the target cavity irreversibly.
Another important matter that theoretical approaches need to take care of is the fact that
photo-detectors or other devices that perform measurements are normally outside the cavity,
and thus measure the correlations of the output modes not the intra-cavity modes. Hence,
it is important to relate the dynamics of the internal cavity modes to the output modes that
one can experimentally measure. Input-output theory, which is based on quantum Langevin
equations, deals with this issue. This formalism relates the moments of the output field, which
includes the emission by the cavity plus the reflection form the cavity, to the moments of the
input field and the intra-cavity field.
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2.2 Hamiltonian formulation of optomechanical coupling
To discuss the optomechanical coupling, we consider a simple model of a Fabry-Perot cavity
shown in figure 1.1, in which we have two quantum harmonic oscillators: an optical mode
and a mechanical resonator. This model includes the radiation pressure interaction between
the cavity field and the mechanical element, and the results can be generalized to other opto-
mechanical structures. An interested reader can for example see [55] for a rigorous derivation
of the Hamiltonian in PhC nano-structures.
For uncoupled oscillators the Hamiltonian can be written as
H0 = ~ωcava†a+ ~ωmb†b, (2.1)
in which a is the annihilation operator for the cavity mode with resonance frequency ωcav =
npic/L, n is an integer which depends on the wavelength of the cavity optical mode, L is the
cavity length, ωm is the mechanical resonance frequency and the mechanical mode annihilation
operator is defined as
b =
√
meffωm
2~ x+ i
√
1
2~meffωm
p, (2.2)
where x and p are the mechanical phase space position and momentum operators,respectively,
and meff is the effective mass [55, 56] of the mechanical oscillator. The quantized mechan-
ical displacement can be written as x = xzp(b + b†) in which xzp = ∆x =
√
〈x2〉 − 〈x〉2 =√
~/2meffωm shows the vacuum fluctuations. When the mechanical oscillator moves, the length
of the cavity changes by x, so the cavity resonant frequency will be modulated as
ωcav(x) =
npic
L+ x =
npic
L
(1 + x
L
)−1 ≈ ωcav(1− x
L
), (2.3)
for small mirror mechanical displacements x. Thus the optomechanical coupling Hamiltonian
can be written as
H = ~ωcav(x)a†a+ ~ωmb†b = ~ωcava†a+ ~ωmb†b− ~g0a†a(b+ b†), (2.4)
where g0 = xzpωcav/L is the vacuum coupling rate, a measure of the interaction strength between
a single photon and a single phonon. Hence, the optomechanical interaction Hamiltonian is
Hint = −~g0a†a(b+ b†), (2.5)
which couples the cavity photon number to the mechanical mode position. This Hamiltonian is
cubic in bosonic operators and can be compared to three wave mixing process, so clearly shows
that radiation pressure interaction is a nonlinear process.
2.2.1 Linearized coupling and sideband regimes
Most quantum control experiments require strong coupling regimes in which energy exchange
between the electromagnetic field and the mechanical oscillator occurs on a much faster time
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scale than the decoherence time of each subsystem. This is an important need in mechanical
state preparation experiments via optical measurements. It is possible to increase the coupling
strength by driving the cavity by a strong coherent laser at the expense of the nonlinearity
in the system. In this case we can move to a frame rotating with laser frequency ωL and a
displaced picture with a→ α + a and rewrite the Hamiltonian (2.4) as
H = ~∆a†a+ ~ωmb†b− ~g0(|α|2 + αa+ α∗a† + a†a)(b+ b†), (2.6)
where ∆ = ωcav − ωL is the laser detuning from the cavity resonance frequency. The phase of
the drive laser can be chosen such that α is real. The term −~g0|α|2(b+ b†) in the interaction
part of the Hamiltonian can be neglected as it can be regarded as a classical kick which can be
incorporated into a different equilibrium point for the mechanical displacement. For α 1 [32],
the nonlinear interaction term can also be discarded when compared to the other two terms of
the order of α. Thus the Hamiltonian in the linearized interaction becomes
H = ~∆a†a+ ~ωmb†b− ~g(a+ a†)(b+ b†), (2.7)
where g = g0α is the effective optomechanical coupling strength which is enhanced by the
laser intensity. Therefore, achieving the strong coupling condition g > κ is easily possible
in this linearized regime. If again we move to another interaction picture with unitary U =
ei(∆a
†a+ωmb†b)t, the Hamiltonian becomes
H = −~g(ae−i∆t + a†ei∆t)(be−iωmt + b†eiωmt), (2.8)
Now if we are in the resolved-sideband regime (κ < ωm), we can detune the laser on one of the
cavity sidebands, ω = ωcav ± ωm to see different interaction regimes. If we tune the laser to
drive the cavity on the red-sideband, ∆ = ωm, we can make the rotating wave approximation
to achieve the red-sideband Hamiltonian
H = −~g(a†b+ ab†). (2.9)
This is a beam splitter (BS) Hamiltonian which shows the energy exchange between the me-
chanical and optical modes. This interaction can be used for a cooling procedure [35, 57] based
on Raman scattering process: the photons entering the cavity at a red-detuned frequency
ω = ωcav − ωm can absorb a phonon via optomechanical interaction given in (2.9) to achieve
the cavity resonance energy. Now if the cavity damping rate is strong enough, this process re-
sults in cooling the mechanical oscillator, since under this condition the rate of energy transfer
from the mechanical mode to the optical mode will be greater than the rate at which energy
transfers from the optics to the mechanics, due to the cavity being heavily damped to a very
low temperature optical environment.
If we drive the cavity on the blue-sideband, ∆ = −ωm, the rotating wave approximation
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results in the "two-mode squeezing" interaction
H = −~g(ab+ a†b†). (2.10)
This interaction can cause mechanical heating as the coherent driving laser can excite both
optical and mechanical modes that increases the mechanical energy in absence of damping.
This kind of interaction has applications in parametric amplification [58, 59] and generating
entangled quantum states [60, 61].
2.2.2 Double cavity optomechanical system
This thesis deals with the single photon driving of an optomechanical structure which is com-
posed of two optical modes coupled via a mechanical mode. There clearly is a non-linear
interaction between the mechanical and optical modes. This model can be realized as, for
example, one unit of the optomechanical PhC array given in [62]. In this scheme a coherent
exchange of photons between two photonic crystal defect cavities is modulated by a common
mechanical degree of freedom. This implementation leads to a large coupling strength between
the optical and mechanical modes and is a promising direction to achieve strong coupling at
the single photon level. Another implementation could be based on a single bulk flexural mode
driven by the opposing radiation pressure forces of two optical cavity modes. If the cavity
modes are coupled, transformation to normal modes leads to a model in which the normal
mode coupling is modulated by the mechanical displacement [50].
The schematic diagram of this model is given in figure 2.1. Optical modes are described by
photon annihilation operators ai(i = 1, 2) and the mechanical mode is described by the phonon
annihilation operator b. Two optical cavity modes are coupled in such a way that the coupling
is proportional to a mechanical displacement. Thus the Hamiltonian can be written as [62]
H = ~ω1a†1a1 + ~ω2a†2a2 + ~ωmb†b+ ~g0(b+ b†)(a†1a2 + a1a†2), (2.11)
where ω1/2 is the resonance frequency of each optical cavity. We now move to an interaction
picture for both optical modes and the mechanical mode and assume that the system is so
designed that ω2 = ω1 + ωm. After the rotating wave approximation, including only the
resonant terms, the optomechanical interaction picture Hamiltonian is
Hom = ~g0(b†a†1a2 + ba1a†2). (2.12)
This leads to a coherent Raman process in which photons are exchanged between the cavities
by absorbing or emitting a phonon: one photon from cavity a2 is transferred into cavity a1
simultaneously exciting one phonon in the mechanical degree of freedom. Other realizations
of such a three mode opto-mechanical interaction include [63] using the membrane in the
middle model and also [64] in the context of an opto-acoustic parametric amplifier. The same
Hamiltonian describes an atomic Lambda quantum memory.
In the next sections, some approaches to couple the system to its environment is discussed.
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Figure 2.1: Scheme for an optomechanical system in which two single photonic cavity
modes a1 and a2 coherently exchange photons at a rate proportional to the displacement
of a collective mechanical degree of freedom, b.
2.3 Input-Output formalism
We study input-output formulation following the approach discussed in [65, 66] for a one sided
cavity with internal cavity mode a coupled to a multi-mode external field which can be con-
sidered as a reservoir with annihilation operators c(ω). In an interaction picture rotating with
cavity resonance frequency ωcav for the cavity mode and rotating with ω for the external modes
and performing the rotating wave approximation, the Hamiltonian can be written as
H = Hsys +Hr +Hsr, (2.13)
Hsys = ~ωcava†a, (2.14)
Hr = ~
∫ ∞
−∞
dωωc†(ω)c(ω), (2.15)
Hsr = i~
∫ ∞
−∞
dωg(ω)[c†(ω)a− c(ω)a†], (2.16)
where g(ω) is the coupling strength and [c(ω), c†(ω)] = δ(ω − ω′). In performing the rotating
wave approximation mentioned above, one assumes that near resonance (ω ≈ ωcav), terms
like c†(ω)a† oscillating with frequency ω + ωcav are fast compared to the terms like c†(ω)a
oscillating at frequency ω − ωcav, and can be discarded. Another assumption made in writing
the interaction Hamiltonian (2.16) is that only those modes of the external field near the cavity
frequency are excited out of the vacuum. The bandwidth of these excitations is assumed to
be much less than the cavity frequency. This assumption allows one to change the lower limit
of the integral from 0 to −∞ as the added terms do not have any significant contribution
in the integration result. Later, we see that this assumption simplifies the calculations. The
Heisenberg equations of motion for c(ω) and cavity mode a are
dc(ω, t)
dt
= −iωc(ω, t) + g(ω)a(t), (2.17)
da(t)
dt
= − i
~
[a(t), Hsys]−
∫
dωg(ω)c(ω, t). (2.18)
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The solution to equation (2.17) is
c(ω) = c0(ω)e−iω(t−t0) + g(ω)
∫ t
t0
dt′a(t′)e−iω(t−t′), (2.19)
where c0(ω) is the value of c(ω) at t = t0. By substituting this solution into equation (2.18) we
have
da(t)
dt
= − i
~
[a(t), Hsys]−
∫ ∞
−∞
dωg(ω)c0(ω)e−iω(t−t0) −
∫ ∞
−∞
dωg(ω)2
∫ t
t0
dt′a(t′)e−iω(t−t′). (2.20)
We further assume that g(ω) is nearly constant or frequency independent over the bandwidth
of the external modes around ω ≈ ωcav and can be set as
g(ω) =
√
κ
2pi , (2.21)
where κ is the cavity loss rate which determines the out-coupling of the external modes and
cavity mode. This assumption is the first Markov approximation [65]. We define the input field
operator as
ain(t) =
1√
2pi
∫ ∞
−∞
dωc0(ω)e−iω(t−t0). (2.22)
We also use the following relations
∫ ∞
−∞
dωe−iω(t−t
′) = 2piδ(t− t′), (2.23)
∫ t
t0
dt′a(t′)δ(t− t′) = 12a(t). (2.24)
More information regarding how to achieve the relation (2.24) can be found at [67]. Using
relations (2.22-2.24) in equation (2.20), we have
da(t)
dt
= − i
~
[a(t), Hsys]− κ2a(t)−
√
κain(t) (2.25)
This is the quantum Langevin equation which is a quantum stochastic differential equation
(QSDE) for the intra-cavity field. The amplitude a(t) is damped at a rate κ/2, and the quantum
noise entering the cavity explicitely appears as the input operator ain(t). Now if we solve
equation (2.18) in terms of the final conditions at t < t1 instead of for initial conditions as we
did before at t0 < t and we get
c(ω) = c1(ω)e−iω(t−t1) − g(ω)
∫ t1
t
dt′a(t′)e−iω(t−t′). (2.26)
Similar to (2.22) we can define the output field operator as
aout(t) =
1√
2pi
∫ ∞
−∞
dωc1(ω)e−iω(t−t1). (2.27)
The QSDE for the output mode becomes
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Figure 2.2: Scheme showing input, output and cavity modes for a one sided cavity. (a)
Output field is composed of two parts: light transmitted from inside the cavity to the
output field (shown by the solid line) and the light reflected back from the mirror paving
its way onward to the output field (shown by the dashed line).
da(t)
dt
= − i
~
[a(t), Hsys] +
κ
2a(t)−
√
κaout(t). (2.28)
If we subtract equation (2.25) from equation (2.28) we get the input-output relation
aout(t) =
√
κa(t) + ain(t). (2.29)
This input, output and cavity modes are schematically shown in figure (2.2). If according to
phase convention of the problem (i.e. if one sets right-going fields as positive and left-going
fields as negative or vice versa), one would rather define the input field given in equation (2.22)
with a minus sign as
ain(t) = − 1√2pi
∫ ∞
−∞
dωc0(ω)e−iω(t−t0), (2.30)
the Langevin equation becomes
da(t)
dt
= − i
~
[a(t), Hsys]− κ2a(t) +
√
κain(t), (2.31)
with a plus sign in the last term instead of the minus sign the last term has in equation (2.25).
Thus the input-output relation becomes
aout(t) =
√
κa(t)− ain(t). (2.32)
The input-output relation is essential as in practice one usually only ever measures the output
field from the cavity.
2.4 Unconditional Lindblad master equation
Another approach to treat open quantum systems is to analyse the dynamics of an open system
coupled to the environment by an equation of motion for its density operator, a quantum master
equation [65, 66, 68, 69].
Unitary evolution of a closed quantum system is described by the von Neumann or Liouville-
von Neumann equation of the form
dρ(t)
dt
= −i[Hsys, ρ(t)], (2.33)
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in which ρ(t) is the system density operator. This equation is equivalent to Schrodinger equation
in the density matrix form. We can write the Hamiltonian of the system as Hsys = H0 +Hint,
where H0 is the the free Hamiltonian of the system and Hint refers to the interaction between
the subsystems. It is more convenient to transform equation (2.33) into the interaction picture
with respect to the free Hamiltonian of the system by setting ρ(t)→ eiH0tρ(t)e−iH0t. It is easy
to show that
dρ(t)
dt
= −i[Hint, ρ(t)], (2.34)
For an open system, the most general equation of motion to describe the Markovian dynamical
evolution of the system is the Lindblad master equation which holds the positivity of the
density operator [70] and preserves trace. Provided we can use the key approximations, which
are mentioned later, the Lindblad equation for zero temperature bath in the interaction picture
is of the form
dρ(t)
dt
= −i[Hint, ρ(t)] +
∑
k
ΓkD[Lk]ρ(t), (2.35)
where ρ(t) is the reduced density operator of the system by taking a trace over the environment’s
degrees of freedom, ρ(t) = Trr[ρtot(t)] with ρtot(t) describing the total state of the system plus
the reservoir. The superoperator ΓkD[Lk]ρ(t) is called the dissipator in which D[Lk]ρ(t) is
defined by
D[Lk]ρ(t) ≡ Lkρ(t)L†k −
1
2L
†
kLkρ(t)−
1
2ρ(t)L
†
kLk, (2.36)
where Lk, known as the Lindblad operators, are the system operators which couple to the
environment and the non-negative parameters Γk are the corresponding decoherence rates for
the decay of these different modes of the system to the environment. For the optomechanical
system shown in figure 2.1 with the interaction Hamiltonian (2.12), the Lindblad operators are:
L1 = a1, L2 = a2, L3 = b with Γ1 = κ1,Γ2 = κ2 and Γ3 = γm, where κ1(κ2) is the cavity one
(cavity two) damping rate and γm is the mechanical damping rate.
The essential approximations required to derive master equation (2.35) are: (1) at t = 0,
the system and reservoir are independent, there is no initial correlation and we can write
ρtot(0) = ρs(0)⊗ ρr(0). (2) The interaction Hamiltonian Hsr is such that Trr[Hsr, ρtot(0)] = 0.
(3) We assume that the system is small compared to the bath and the interaction is weak;
the bath is not going to move significantly far from thermodynamic equilibrium. All we are
concerned about is fluctuations coming from the bath acting on the system, so we continue
with the first assumption we had at t = 0 and we factorize the state at later times as well,
ρtot(t) = ρs(t) ⊗ ρr(0). (4) The Markov approximation assumes that correlation times for
bath operators is short compared to characteristic time scales of system evolution. Thus we
can coarse grain the time by looking at times larger than time-scales of the bath correlations,
so that the system density matrix is changing slowly. For a non-zero temperature bath, the
Lindblad master equation reads
dρ(t)
dt
= −i[Hint, ρ(t)] +
∑
k
[
Γk(N¯k + 1)D[Lk]ρ(t) + ΓkN¯kD[L†k]ρ(t)
]
, (2.37)
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where N¯k is the mean thermal occupation number in a mode with frequency ωk of the ther-
mal reservoir for the system operator Lk and is defined as N¯k = [exp(ωk/kBT ) − 1]−1. The
quantity kB is the well-known Boltzmann constant. The first irreversible term in the summa-
tion represents the emission of quanta from the system to the environment at a rate given by
Γk(N¯k + 1) and the second irreversible term indicates that quanta enter from the environment
to the system at at a rate ΓkN¯k.
For our optomechanical system shown in figure 2.1, the environmental modes to which the
cavity modes are damped, can be considered at zero average occupation number due to the high
frequencies of optical radiation. Therefore, for this optomechanical system, master equation
(2.37) becomes
dρ(t)
dt
= −i[Hom, ρ(t)]+κ1D[a1]ρ(t)+κ2D[a2]ρ(t)+γm(N¯ +1)D[b]ρ(t)+γmN¯D[b†]ρ(t), (2.38)
in which Hom is defined in relation (2.12) and N¯ is the mean thermal phonon excitation number
at the mechanical resonance frequency.
Dynamical evolution of an open quantum system’s observables can be calculated in terms
of its density matrix from the general master equation equation (2.37). One can calculate
the one-time moments for a system operator A as 〈A(t)〉 = Tr[ρ(t)A]. Two-time correlation
functions can also be calculated by using the quantum regression theorem [66]. However, if
we perform measurements on the system, the evolution of the system will be conditioned on
particular observation records.
2.5 Measurement and conditional master equation
When we perform a measurement on a system and want to describe the conditional dynamics
of the system, conditioned on measurement result, we need a different equation of motion for
the system density operator. In this thesis, we only describe the conditional dynamics given
photon counting measurements on the output field. This is based on the conditional quantum
trajectory approach which consists of two parts: (1) conditional time evolution of the system
given no photon has been detected in the emitted radiation field, call it measurement result
R = 0. (2) Random emissions or quantum jumps, call it measurement result R = J . A
quantum trajectory is a path representing the stochastic evolution of a system conditioned on
measurement outcomes [7]. In order to specify the quantum trajectory of a system, we need to
unravel the master equation to formulate the conditional stochastic events: jump and no jump.
For the purposes of this thesis, we are interested in the evolution of a damped optomechanical
system in which the output cavity field is continuously monitored by a photodetector to record
the discontinuous successive photo-detections. However, in this chapter we consider the general
master equation of the form (2.35). We are concerned with continuously monitored systems
which are subject to discontinuous jump results. In this regard, equation (2.35) can be rewritten
as
dρ(t)
dt
= −i[Hint, ρ(t)]− 12
∑
k
Γk
(
L†kLkρ(t) + ρ(t)L
†
kLk
)
+
∑
k
ΓkLkρ(t)L†k. (2.39)
15
The operator Jk =
√
ΓkLk in the last term is called the jump operator or collapse operator.
If a jump occurs in mode Lk in an infinitesimal time interval (t, t + dt], the final state of the
system at the end of the time interval is given by
ρ˜(Jk)(t+ dt) = dtJkρ(t)J†k. (2.40)
Tilde shows that the state is not normalized. Dynamical evolution of the system between
successive jumps will be determined by the first and the second terms of equation (2.39). The
conditional master equation given no jump observed is given by
dρ˜(t)
dt
= −i[Hint, ρ˜(t)]− 12
∑
k
Γk
(
L†kLkρ˜(t) + ρ˜(t)L
†
kLk
)
. (2.41)
The solution to this equation in an infinitesimal time interval (t, t+ dt] is
ρ˜(0)(t+ dt) = ρ(t)− idt[Hint, ρ(t)]− 12dt
∑
k
Γk
(
L†kLkρ(t) + ρ(t)L
†
kLk
)
. (2.42)
The associated normalization to this state is given by the probability of having no jumps in
the time interval (t, t+ dt] as
δP (0) = Tr[ρ˜(0)(t+ dt)] = 1− δP (J), (2.43)
in which
δP (J) =
∑
k
δP (Jk), (2.44)
δP (Jk) = dtTr[Jkρ(t)J†k]. (2.45)
As the size of the time intervals dt 1, the probability of having a jump δP (J)  1. Therefore,
most of the time we do not see any jumps. In order to make a decision if a jump occurs we need
to choose a random number, rand, between 0 and 1 with a uniform distribution and compare
this number with δP (J). If δP (J) < rand, which is mostly the case, no jump occurs and the
normalized state of the system at the end of the time interval becomes
ρ(t+ dt) = ρ˜
(0)(t+ dt)
Tr[ρ˜(0)(t+ dt)] . (2.46)
If δP (J) > rand, then a jump occurs. In order to choose the new state of the system among
possible states ρ˜(Jk)(t+dt), one needs to use the probability law Pk = δP (Jk)/δP (J), where Pk is
the probability that jump Jk occurs, and we have
∑
k Pk = 1. The updated state of the system
is given by
ρ(t+ dt) = ρ˜
(Jk)(t+ dt)
Tr[ρ˜(Jk)(t+ dt)] . (2.47)
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Depending on the problem to be investigated we might have one or more jump operators. Also,
each jump operator might be composed of one or more operators Lk. In the next chapter we will
employ the stochastic quantum jump approach to consider the evolution of the optomechanical
system discussed in figure 2.1 with one cavity output subject to direct photo-detections. The
objective is conditional mechanical state preparation by performing successive measurements.
We can recover the unconditional state of the system from the conditional results. In fact,
the unconditional state is achieved by averaging over all possible stochastic histories for the
jump stochastic processes. Therefore, the unconditional state over time dt can be written as
ρ(t+ dt) = δP (0)ρ(0)(t+ dt) +
∑
k
δP (Jk)ρ(Jk)(t+ dt)
= δP (0) ρ˜
(0)(t+ dt)
δP (0)
+
∑
k
δP (Jk)
ρ˜(Jk)(t+ dt)
δP (Jk)
= ρ˜(0)(t+ dt) +
∑
k
ρ˜(Jk)(t+ dt)
= ρ(t)− idt[Hint, ρ(t)]− 12dt
∑
k
Γk
(
L†kLkρ(t) + ρ(t)L
†
kLk
)
+ dt
∑
k
ΓkLkρ(t)L†k
= ρ(t)− idt[Hint, ρ(t)] + dt
∑
k
ΓkD[Lk]ρ(t), (2.48)
which is the solution to the unconditional master equation (2.35). Another way to relate the
unconditional solution to conditional trajectories is by performing an ensemble average over all
possible trajectories [66]. Thus, the unconditional state can be written as [71]
ρ(t) =
∞∑
m=0
∫ t
0
dtm
∫ tm
0
dtm−1...
∫ t2
0
dt1S(t− tm)JS(tm − tm−1)...JS(t1)ρ(0), (2.49)
where the super operator S(t)ρ(t) represents the conditional evolution of the system given no
jump has occurred and can be calculated as a solution to conditional master equation (2.41)
at any time t, and super operator J ρ = JρJ†. The expression inside the summation gives the
state of the system if m photons have been lost form the cavity, or m jumps have occurred, in
the time interval [0, t), but we do not have access to the history of the detection times. The
super operator S(t)ρ(t) can also be defined as [66]
S(t)ρ(t) = e−iHintt− 12 tJ†JρeiHintt− 12 tJ†J . (2.50)
If the initial state is pure and we keep track of the measurement records, we end up with a
pure state at the end of each trajectory. This suggests that we can consider the time evolution
of the state vector under a stochastic Schrodinger equation. This is called unravelling of the
master equation in the form of a stochastic process for the open system’s wave function which
we talk about it next.
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2.5.1 Stochastic wave function approach
If the system starts in a pure state and all open channels are measured, we can study the
dynamics of the open quantum system from the view point of a stochastic process based on
the Schrodinger equation. The review in this subsection is based on the approach given in [72].
This approach is very useful for numerical simulations as it reduces the size of calculations
significantly. In particular, when the dimension of Hilbert space (N) is large, much less memory
and computational time is needed since when dealing with the Schrodinger equation we need
to solve N equations of motion, while in the case of a master equation we need to solve N2
equations. The density matrix of the system at any time can be written as a convex combination
of the state vectors
ρ(t) =
∑
m
pm|ψm(t)〉〈ψm(t)|, (2.51)
where pm is the probability of finding the system at state |ψm(t)〉. By substituting the density
matrix from (2.51) into the master equation (2.35) we have
dρ(t)
dt
=
∑
m
pm
(
−iHeff |ψm(t)〉〈ψm(t)|+ i|ψm(t)〉〈ψm(t)|H†eff
)
+
∑
m
pm
∑
k
ΓkLk|ψm(t)〉〈ψm(t)|L†k, (2.52)
Heff = Hint − i
∑
k
Γk
2 L
†
kLk. (2.53)
Therefore, the stochastic evolution of the system can be expressed as continuous evolution
periods under the non-Hermitian Hamiltonian Heff , broken by sudden quantum jumps. The
evolution of the system given no count can be described by the Schrodinger equation
i
d|ψ˜m(t)〉
dt
= Heff |ψ˜m(t)〉. (2.54)
In an infinitesimal time interval (t, t+ dt] this is equivalent to
|ψ˜(0)m (t+ dt)〉 = (1− idtHeff )|ψm(t)〉. (2.55)
The associated normalization becomes the square root of its norm which is the probability of
no jumps occurring in (t, t+ dt]
δp(0) = 〈ψ˜(0)m (t+ dt)|ψ˜(0)m (t+ dt)〉 = 〈ψm(t)|(1− dt
∑
k
ΓkL†kLk)|ψm(t)〉
= 1−∑
k
δP (Jk)m = 1− δP (J)m , (2.56)
in which
δP (Jk)m = dtΓk〈ψm(t)|L†kLk|ψm(t)〉, (2.57)
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is the probability of observing a jump in the kth mode and the subscriptm labels the trajectory.
As in the master equation approach the normalized state of the system after a jump is
|ψ(J)m (t+ dt)〉 =
√
dtLk|ψm(t)〉√
δP
(Jk)
m
, (2.58)
To decide whether a jump occurs or not in a time interval (t, t + dt] one needs to follow the
same steps as those introduced in the master equation approach.
2.6 Cascaded open quantum systems
So far we have introduced the quantum trajectory approach for a single system (which itself
can be composed of subsystems) with input noise considered as a bath coupled to the system.
However, sometimes in experiments one open system is driven by the output field of another
system, referred to as the source. The theory that describes this situation is called cascaded
quantum systems theory [73, 74]. In cascaded systems the output of the first system (source)
drives the second system but the reverse process is forbidden. This uni-directionality is desired
in quantum optics experiments and one way to achieve it is using, for example, a circulator [75].
An alternative to the cascaded systems approach where we explicitly model the source as a
system that drives a second system, one can consider a system with a suitably chosen input
field and solve the Langevin equations to study the evolution of the system.
We consider a single mode cavity with annihilation operator, c, and cavity damping rate, γ,
as a source which drives another single mode cavity with annihilation operator, a, and cavity
damping rate, κ. The driven cavity can be part of a larger system with internal interaction
Hamiltonian Hint. A photo-detector measures the output field of cavity a. The coupling
Hamiltonian between the source and the driven cavity is
Hca = i
√
γκ
2 (c
†a− ca†). (2.59)
The unconditional master equation (2.35) for the density matrix of the composite cascaded
systems is
dρ(t)
dt
= −i[Hint +Hca, ρ(t)] +D[J ]ρ(t), (2.60)
where jump operator, J , consists of two terms
J = √γc+√κa, (2.61)
which is a superposition of two photon counting channels: the first term refers to annihilation
of a photon propagated directly from the source to the detector and the second term refers
to detection of a photon propagated from inside cavity a to the detector. This results in an
interference term in the detection rate
R(t) = 〈J†J〉 = γ〈c†c〉+ κ〈a†a〉+√γκ〈ca† + ac†〉. (2.62)
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We can rewrite master equation (2.60) as
dρ(t)
dt
= −i[Hint, ρ(t)]−√γκ(ca†ρ(t) + ρ(t)c†a)− γ2{c
†c, ρ(t)}− κ2{a
†a, ρ(t)}+Jρ(t)J†, (2.63)
in which the anticommutators {A,B} ≡ AB+BA. The second term in the above master equa-
tion shows the unidirectional photon emission from the source to the cavity a by annihilating
a photon from the source while creating one in cavity a. As before we can unravel the master
equation into two conditional process: no-jump and jump. By omitting the last term in the
conditional master equation (2.63), we get the conditional master equation given no photon is
detected from t to t+ dt:
dρ˜(t)
dt
= −i[Hint, ˜ρ(t)]−√γκ(ca†ρ˜(t) + ρ˜(t)c†a)− γ2{c
†c, ρ˜(t)} − κ2{a
†a, ρ˜(t)}, (2.64)
which can be written in the compact below form
dρ˜(t)
dt
= −i
(
Heff ρ˜(t)− ρ˜(t)H†eff
)
, (2.65)
Heff = Hint +Hca − i2J
†J. (2.66)
To see the effect of a quantum jump happening, we need to apply the jump operator to the
state of the system as
JρJ† = γcρc† + κaρa† +√γκ(cρa† + aρc†). (2.67)
As discussed previously, the first two terms take care of a photon emission directly from the
source cavity and from the driven cavity, respectively. The last two terms take care of the
interference between the two indistinguishable events of detecting a photon from the source
and from within cavity a.
If we start in a pure state and there is no damping channel in the system except for the
detection channel, then the conditional master equation (2.65) can be written in the form of a
conditional Schrodinger equation
d|ψ˜(t)〉
dt
= −iHeff |ψ˜(t)〉. (2.68)
More details about the cascaded open quantum systems can be found in [65, 73, 74, 76].
2.7 Fock state master equation approach
The purpose of this section is to introduce a recently developed generalized master equation
approach to describe the interaction of input photon wave packets, prepared in Fock states
with continuous temporal mode of definite photon number, with quantum optical systems. The
system may also be coupled to a thermal bath as in other standard master equation models. In
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this method, unlike the cascaded systems approach, we do not model the single photon source
as a subsystem. However, it will be shown that we can compare both approaches term by term
to show their equivalence. A significant feature of this generalized master equation approach
is that it does not lead to a single equation but instead a hierarchy of coupled equations that
describe the joint density matrix of the system and the input field. Although the entire evolution
described by this set of coupled equations forms a Markovian evolution for the system and field,
each equation drives a non-Markovian process due to the temporal entanglement in the input
field wave packet, that will be explained in the upcoming subsections. This section is organized
as follows: first, in 2.7.1, the definition of continuous mode Fock states is presented. Then, in
2.7.2, we introduce the unconditional Fock state master equation based on citations [77–79]. The
emphasis in this part is on describing the definitions used in the master equation and explaining
how this method works rather than going through its derivation. Afterwards, in 2.7.3, since
in this thesis we are concerned with the conditional two mode Fock state master equation, we
develop the results for the two mode conditional case. The derivations are directly presented for
the more general two-mode case rather than for the simpler case of one-mode master equation.
The unconditional version mentioned in 2.7.2 can also be achieved by adding the jump and no
jump terms, as mentioned in the cascaded systems master equation subsection.
2.7.1 Continuous mode Fock states
A single photon input field annihilation operator, bin(t), can be written in the frequency domain
as
bin(t) = e−iωct
∫ ∞
−∞
dω b˜in(ω)e−iωt, (2.69)
where ωc is the carrier frequency. In an interaction picture rotating at the carrier frequency
we can ignore the oscillatory prefactor in equation (2.69). We now define a continuous mode
single photon state as a single excitation superposed over many frequencies
|1ξ〉 =
∫ ∞
−∞
dωξ˜(ω)b˜†in(ω)|0〉, (2.70)
where ξ˜(ω) is the spectral density function. The average field amplitude of a single photon
state is zero
〈1ξ|bin(t)|1ξ〉 = 0. (2.71)
We can interpret this result as an indication of the random optical phase of a photon number
eigenstate. A phase dependent measurement on the single photon state using, for example,
homodyne detection would give a null signal on average. Despite this result, it is clear that
the single photon state is a pure quantum state and as such contains a great deal of quantum
coherence. This is revealed when we look at the intensity of the field rather than the field
amplitude.
The probability to detect a single photon per unit time on an ideal photo-detector is pro-
portional to
n(t) = 〈1ξ|b†in(t)bin(t)|1ξ〉 = |ξ(t)|2, (2.72)
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where
ξ(t) =
∫ ∞
−∞
dω e−iωtξ˜(ω). (2.73)
The temporal wave packet ξ(t) follows the normalization condition
∫
dt|ξ(t)|2 = 1. (2.74)
The single photon state given in equation (2.70) can be written in time domain as
|1ξ〉 =
∫
dtξ(t)b†in(t)|0〉 ≡ B†(ξ)|0〉, (2.75)
where B†(ξ) is an operator that creates a photon in the wave packet ξ(t). This definition can
be expanded to define a continuous mode, normalized Fock state having N photons in the wave
packet ξ(t) [77]
|Nξ〉 = 1√
N !
[∫
dtξ(t)b†in(t)
]N
|0〉 = 1√
N !
[
B†(ξ)
]N |0〉. (2.76)
2.7.2 Unconditional Fock state master equation
This method is based on the input-output formalism and is capable of describing the interaction
between a quantum system and a continuous temporal mode N -photon Fock state with an
arbitrary pulse shape. Assuming that initially there is no correlation between the system and
input field, we can write the initial state of the total system as
ρtot(0) = ρsys(0)⊗ |Nξ〉〈Nξ|, (2.77)
where ρsys(0) is the initial system state and the input field is in N-photon Fock state |Nξ〉. The
state of the system at time t becomes
ρsys(t) = Trf
[
U(t, 0)ρsys(0)⊗ |Nξ〉〈Nξ|U †(t, 0)
]
, (2.78)
where U(t, 0) is the unitary operator corresponding to the total Hamiltonian describing the
system-environment interaction, which is defined later in equation (2.88), and the subscript f
stands for field. The master equation describing the evolution of the system state is
d
dt
ρm,n(t) = −i[H, ρm,n] +D[L]ρm,n
+
√
mξ(t)[Sρm−1,n, L†] +
√
nξ∗(t)[L, ρm,n−1S†]
+
√
mn|ξ(t)|2(Sρm−1,n−1S† − ρm−1,n−1), (2.79)
where the generalized density matrices (GDMs) ρm,n are defined as
ρm,n(t) = Trf
[
U(t, 0)ρsys(0)⊗ |mξ〉〈nξ|U †(t, 0)
]
. (2.80)
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The subscripts m,n refer to the input photon number basis. For example, for a single photon
input field m and n can each take the values 0 and 1. Therefore, the master equation (2.79)
gives a hierarchy of coupled differential equations. The operator H is the system Hamiltonian
describing the interaction between the subsystems and the system operator S is the scattering
operator which is a unitary operator and can for example describe a phase shift. The operator
L is a system operator through which the system couples to the field. This can for example be
L =
√
κa in the case of a cavity coupled to an external field.
The diagonal matrices, ρn,n are physical states that can be interpreted as a state of the
system interacting with an n-photon input field (n ∈ 0, ..., N). By comparing equations (2.78)
and (2.80), it is easy to see that for an N -photon input field, the system state will be described
by the top level equation for ρN,N which itself couples downward through the off-diagonal
equations for ρm,n, m 6= n, to the vacuum master equation for ρ0,0. Furthermore, we see that
the initial conditions for the equations are as follows:
ρm,n(0) = ρsys(0), for m = n,
ρm,n(0) = 0, for m 6= n. (2.81)
The off-diagonal terms are non-Hermitian operators, so they do not correspond to physical
states. These satisfy the condition ρm,n = ρ†n,m which reduces the number of independent
coupled equations that need to be solved.
We briefly mention here that Fock state master equation (2.79) can be compared term by
term to the cascaded master equation (2.60). To see this, we rewrite the equation (2.60) in the
equivalent below form
dρ(t)
dt
= −i[Hint, ρ] +√γκ
(
[cρ, a†] + [a, ρc†]
)
+ κD[a]ρ+ γD[c]ρ. (2.82)
The first terms in both equations are equivalent. The second term of (2.79) is the dissipator
for the system operator which is equivalent to third term above. The third and forth term of
(2.79) can be compared with the second term of (2.82) which includes the coupling of the input
photon to the system or the cascaded terms and part of the jump operator. Finally, the last
terms in both equations are also equivalent. This comparison will become more clear in the
next subsection when we derive the conditional Fock state master equation.
So far, we have discussed the case when the input photon is a pure Fock state, |Nξ〉, where
the system state is described by the top level density matrix ρN,N . Another interesting case is
when the input field is a superposition or mixture of Fock states in a wave packet. In this case
the initial state of the field can be written as
ρf (0) =
∞∑
m,n=0
cm,n|nξ〉〈mξ|. (2.83)
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In this case, after we solve the set of coupled equations, the system state should be written as
ρsys(t) =
∞∑
m,n
c∗m,nρm,n(t). (2.84)
For a two mode input field the master equation (2.79) can be extended to the form given
below [77]
d
dt
ρm,n;p,q(t) = −i[H, ρm,n;p,q] + (D[L1] +D[L2])ρm,n;p,q
+
√
mξ(t)[Si1ρm−1,n;p,q, L†i ] +
√
pη(t)[Si2ρm,n;p−1,q, L†i ]
+
√
nξ∗(t)[Li, ρm,n−1;p,qS†i1] +
√
qη∗(t)[Li, ρm,n;p,q−1S†i2]
+
√
mn|ξ(t)|2(Si1ρm−1,n−1;p,qS†i1 − ρm−1,n−1;p,q)
+√pq|η(t)|2(Si2ρm,n;p−1,q−1S†i2 − ρm,n;p−1,q−1)
+√mqξ(t)η∗(t)Si1ρm−1,n;p,q−1S†i2
+√npξ∗(t)η(t)Si2ρm,n−1;p−1,qS†i1, (2.85)
in which the first two subscripts m,n in the generalized density matrix ρm,n;p,q refer to the
first input mode and the second subscripts p, q refer to the second input mode. The repeated
subscript i is summed over the input modes 1 and 2. As in the one mode case, the top level
equation represents the evolution of the system operator ρN,N ;Q,Q with N -photon Fock state
in the first mode and Q-photon Fock state in the second mode. Similar to the case mentioned
above for one mode, the initial input field which is a superposition or mixture of Fock states in
a wave packet can be written as
ρf (0) =
∞∑
m,n,p,q=0
cm,n;p,q|nξ〉〈mξ| ⊗ |qη〉〈pη|
=
∞∑
m,n,p,q=0
cm,n;p,q|nξ; qη〉〈mξ; pη|. (2.86)
Therefore, the system state at any time t is
ρsys(t) =
∞∑
m,n,p,q
c∗m,n;p,qρm,n;p,q(t), (2.87)
where ρm,n;p,q(t) can be calculated by solving the hierarchy of coupled equations.
2.7.3 Photon counting stochastic two-mode Fock state master equa-
tion
In this part, the general form of a two mode Fock state master equation is derived. The general
unitary operator describing the multi-mode interaction of a system and an external field in an
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infinitesimal time interval from t to t+ dt is [65, 79]
Udt = U(t+ dt, t) = Isys ⊗ If1 ⊗ If2 − (iH + 12L
†
iLi)dt− L†iSijdBj
+LidB†i + (Sij − δijI)dΛij, (2.88)
where there is a sum over subscripts i and j which label the modes. The field operators dBi,
dB†i and dΛij which act over the infinitesimal time interval [t, t+ dt) or the so-called quantum
noise increments, are
dB =
∫ t+dt
t
dsbin(s), (2.89)
dB† =
∫ t+dt
t
dsb†in(s), (2.90)
dΛij =
∫ t+dt
t
dsb†i (s)bj(s), (2.91)
where in the last equation, to avoid double subscripts we have dropped the subscripts in off
the b operator.
In what follows we focus on photon counting measurements where we coarse grain the whole
measurement time [0,∞] to time intervals [t, t + dt) and detect the presence or absence of a
photon at each dt. The important assumption is the interval dt is very small such that the
probability of detecting more than one photon within each infinitesimal interval is of the order
of dt2 and therefore can be neglected. The photon counting projectors to detect the result
R ∈ {0, 1} in the interval (t, t+ dt] can be defined as [80]
Π0(t) = I[0,t] ⊗ |0〉〈0|(t,t+dt] ⊗ I(t+dt,∞), (2.92)
ΠJ(t) = I[0,t] ⊗ |1〉〈1|(t,t+dt] ⊗ I(t+dt,∞), (2.93)
where |1〉 in the photon projection operator is
|1〉 = 1√
dt
∫ t+dt
t
dsb†(s)|0〉 = 1√
dt
dB†|0〉. (2.94)
By performing a photon counting measurement, there are two possibilities at each interval dt:
either a photon is detected at the detector, so one photon is removed from the future field wave
packet, or no photon is detected thus the future field wave packet keeps propagating with N
photons. Therefore, Fock states can be temporally decomposed such that the state of the field
in the first interval [0, dt] can be written in the projective measurement basis as [80]
|Nξ〉 = |0〉 ⊗ |N(dt〉+ ξ(t)
√
dtN |1〉 ⊗ |N − 1(dt〉, (2.95)
for a single-mode field. We can generalize the relation (2.95) to any arbitrary time interval
[t, t + dt]. With respect to time t we can think that the past field has been measured leaving
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the wave packet with n photons. Therefore, we have
|nξ〉 = |0〉 ⊗ |n(t+dt〉+ ξ(t)
√
dtn|1〉 ⊗ |n− 1(t+dt〉, (2.96)
where state kets |0〉 and |1〉 refer to the present time and |n(t+dt〉 refers to the future field. From
now on, we change the notation for the future field to |nξ′〉 which is a normalized state with
the wave packet given by
ξ′t =
ξt
(
∫∞
t dt|ξt|2)1/2
. (2.97)
The temporal decomposition of a two-mode Fock state is
|nξ; qη〉 = |nξ〉 ⊗ |qη〉
=
(
|01〉 ⊗ |nξ′〉+ ξ(t)
√
dtn|11〉 ⊗ |n− 1ξ′〉
)
⊗
(
|02〉 ⊗ |qη′〉+ η(t)
√
dtq|12〉 ⊗ |q − 1η′〉
)
= |01; 02〉 ⊗ |nξ′ ; qη′〉+ ξ(t)
√
dtn|11; 02〉 ⊗ |n− 1ξ′ ; qη′〉
+η(t)
√
dtq|01; 12〉 ⊗ |nξ′ ; q − 1η′〉
+ξ(t)η(t)dt√nq|11; 12〉 ⊗ |n− 1ξ′ ; q − 1η′〉. (2.98)
To start the derivation of a two-mode conditional Fock state master equation, we write the
initial state of the two-mode input field as
|ψf (0)〉 = |Nξ;Qη〉. (2.99)
After the first interaction in the interval [0, dt], the total state of the system plus field can be
found as
ρtot(dt) = Udt
(
ρsys(0)⊗ |Nξ;Qη〉〈Nξ;Qη|
)
U †dt. (2.100)
The projective measurement on this state can be done by using the projectors given in (2.92).
Therefore, assuming the measurement result R ∈ {0, 1} is achieved, the normalized conditional
post measurement state can be found as
ρtot(dt|R) = 〈R|Udt(ρsys(0)⊗ |Nξ;Qη〉〈Nξ;Qη|)U
†
dt|R〉
Trsys+f
[
〈R|Udt(ρsys(0)⊗ |Nξ;Qη〉〈Nξ;Qη|)U †dt|R〉
] . (2.101)
This post measurement states of the system can be written in another form by using Kraus
operators. These are the measurement operators that act on the system state to give the post
measurement system state. If the input field state is shown by |ψf〉, the Kraus operator is
defined as
MN,QR = 〈R|Udt|ψf〉 = 〈R|Udt|Nξ;Qη〉 (2.102)
In order to find the Kraus operator for vacuum detection, MN,Q0 , we need to rewrite the field
state in the temporally decomposed form given in (2.98). The next step is to rewrite the present
time states |1i∈{1,2}〉 using the single photon projection operators given in (2.94) for both modes
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1 and 2. Then we use the Ito table
dBidB
†
j = δijdt,
dBidΛjk = δijdBk,
dΛijdΛkl = δjkdΛil,
dΛijdB†k = δjkdB
†
i , (2.103)
and the action of the noise operators on two-mode Fock states [77]
dB1|nξ; qη〉 = ξ(t)dt
√
n|n− 1ξ; qη〉,
dB2|nξ; qη〉 = η(t)dt√q|nξ; q − 1η〉,
dΛ11|nξ; qη〉 = dB†1ξ(t)
√
n|n− 1ξ; qη〉,
dΛ22|nξ; qη〉 = dB†2η(t)
√
q|nξ; q − 1η〉,
dΛ12|nξ; qη〉 = dB†1η(t)
√
q|nξ; q − 1η〉,
dΛ21|nξ; qη〉 = dB†2ξ(t)
√
n|n− 1ξ; qη〉, (2.104)
to calculate the vacuum detection Kraus operator as below
MN,Q01,02 = dt
(
Isys − (iH + 12L
†
iLi)
)
|Nξ′ ;Qη′〉
−ξ(t)dt
√
NL†iSi1|N − 1ξ′ ;Qη′〉 − η(t)dt
√
QL†iSi2|Nξ′ ;Q− 1η′〉. (2.105)
In what follows to simplify the notation, we drop the subscript from ρsys and denote it by ρ.
The conditional unnormalized system state after the first time step, given vacuum detection
result, becomes
ρ˜(dt|R = 0) = Trf [MN,Q01,02ρ(0)MN,Q†01,02 ]
= Trf
[
ρ(0)⊗ |Nξ′ ;Qη′〉〈Nξ′ ;Qη′ | − idt[H, ρ(0)⊗ |Nξ′ ;Qη′〉〈Nξ′ ;Qη′|]
−12dt{L
†
iLi, ρ(0)⊗ |Nξ′ ;Qη′〉〈Nξ′ ;Qη′ |}
−ξ(t)dt
√
NL†iSi1ρ(0)⊗ |N − 1ξ′ ;Qη′〉〈Nξ′ ;Qη′|
−ξ∗(t)dt
√
Nρ(0)⊗ |Nξ′ ;Qη′〉〈N − 1ξ′ ;Qη′|S†i1Li
−η(t)dt
√
QL†iSi2ρ(0)⊗ |Nξ′ ;Q− 1η′〉〈Nξ′ ;Qη′ |
−η∗(t)dt
√
Qρ(0)⊗ |Nξ′ ;Qη′〉〈Nξ′ ;Q− 1η′|S†i2Li
]
. (2.106)
The normalization is given by the probability of this measurement result as
PR=0(dt) = Trsys+f [MN,Q†01,02 M
N,Q
01,02ρ(0)]. (2.107)
The next step is to relate the future field |Nξ′ ;Qη′〉 to its initial state |Nξ;Qη〉 at t = 0, since we
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later need to define the GDMs according to initial field states. This transformation is referred
to as temporal inversion [80]. For simplicity we show how this transformation works for the
one-mode case, it is straight forward to extend this to the two-mode case. To do this we use
the temporal decomposition given in (2.96) to write
|mξ〉〈nξ| = |0〉〈0| ⊗ |mξ′〉〈nξ′|+ ξ(t)
√
dtm|1〉〈0| ⊗ |m− 1ξ′〉〈nξ′|
+ξ∗(t)
√
dtn|0〉〈1| ⊗ |mξ′〉〈n− 1ξ′|
+dt
√
mn|ξ(t)|2|1〉〈1| ⊗ |m− 1ξ′〉〈n− 1ξ′|. (2.108)
If we trace over the present time field, we get
|mξ′〉〈nξ′| = Trpf [|mξ〉〈nξ|]− dt
√
mn|ξ(t)|2|m− 1ξ′〉〈n− 1ξ′|. (2.109)
We still have the future field in the second term. To remove it we use this relation recursively
for the second term and discard higher order terms in dt and achieve the temporal inversion
relation as
|mξ′〉〈nξ′ | = Trpf [|mξ〉〈nξ| − dt
√
mn|ξ(t)|2|m− 1ξ〉〈n− 1ξ|]. (2.110)
Applying the temporal inversion relation to equation (2.106) and discarding higher order terms
in dt, this equation can be written in terms of initial Fock states as
ρ˜(dt|R = 0) = ρN,N ;Q,Q − idt[H, ρN,N ;Q,Q]− 12dt{L
†
iLi, ρN,N ;Q,Q}
−ξ(t)dt
√
NL†iSi1ρN−1,N ;Q,Q − ξ∗(t)dt
√
NρN,N−1;Q,QS
†
i1Li
−η(t)dt
√
QL†iSi2ρN,N ;Q−1,Q − η∗(t)dt
√
QρN,N ;Q,Q−1S
†
i2Li
−|ξ(t)|2dtNρN−1,N−1;Q,Q − |η(t)|2dtQρN,N ;Q−1,Q−1, (2.111)
where
ρN,N ;Q,Q = Trf [ρ(0)⊗ |Nξ;Qη〉〈Nξ;Qη|], (2.112)
is the initial system state. The auxiliary Fock states |nξ; qη〉 in which n ∈ {0, ..., N − 1} and
q ∈ {0, ..., Q− 1}, appeared in the right side of Equation (2.111) are not physical initial states.
However, to study the evolution of the physical system, one needs to find the evolution of
the auxiliary states coupled to physical state as well. To do this one needs to generalize the
Kraus operators given in (2.102) to Kraus operators with initial Fock states of |nξ; qη〉. For an
infinitesimal time interval [t, t+ dt] one can write the generalized Kraus operator as
Mn,qR = 〈R|Udt|nξ; qη〉t. (2.113)
Thus the evolution of the auxiliary states is given by
ρm,n;p,q(t+ dt|R = 0) = Trf [M
m,p
01,02ρ(t)M
n,q†
01,02 ]
Trsys+f [MN,Q†01,02 M
N,Q
01,02ρ(t)]
. (2.114)
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The GDMs are defined as
ρm,n;p,q(t+ dt) = Trf [Udtρsys(t)⊗ |mξ, pη〉〈nξ, qη|U †dt]. (2.115)
Therefore, the definition at time t becomes
ρm,n;p,q(t) = Trf [ρsys(t)⊗ |mξ, pη〉〈nξ, qη|]. (2.116)
We can calculate the numerator in equation (2.114) following the same procedure as was done
before to achieve (2.111), deriving the two-mode stochastic master equation conditioned on
vacuum detection in both modes as
d
dt
ρ˜(01,02)m,n;p,q(t) = −i[H, ρm,n;p,q]−
1
2{L
†
iLi, ρm,n;p,q}
−√mξ(t)L†iSi1ρm−1,n;p,q −
√
pη(t)L†iSi2ρm,n;p−1,q
−√nξ∗(t)ρm,n−1;p,qS†i1Li −
√
qη∗(t)ρm,n;p,q−1S†i2Li,
−√mn|ξ(t)|2ρm−1,n−1;p,q −√pq|η(t)|2ρm,n;p−1,q−1. (2.117)
One should notice that the denominator in equation (2.114), which is the probability for vac-
uum detection, is always determined by the top level GDM. Therefore, normalization is only
preserved for the physical state which is ρN,N ;Q,Q given by the top level equation.
The Kraus operator for a detection occurring from t to t+dt respectively in modes one and
two are
Mn,q11,02 = 〈1; 0|Udt|nξ; qη〉t =
√
dt(L1|nξ′ ; qη′〉+ ξ(t)
√
n|n− 1ξ′ ; qη′〉), (2.118)
Mn,q01,12 = 〈0; 1|Udt|nξ; qη〉t =
√
dt(L2|nξ′ ; qη′〉+ η(t)√q|nξ′ ; q − 1η′〉). (2.119)
Now writing everything with respect to initial state, the GDMs can be updated as
ρ˜(11,02)m,n;p,q(t+ dt) = Trf [M
m,p
11,02ρ(t)M
n,q†
11,02 ]
= dt
(
L1ρm,n;p,q(t)L†1 +
√
mn|ξ(t)|2ρm−1,n−1;p,q
+
√
mξ(t)ρm−1,n;p,qL†1 +
√
nξ(t)∗L1ρm,n−1;p,q
)
, (2.120)
for a jump occurring in mode one and
ρ˜(01,12)m,n;p,q(t+ dt) = Trf [M
m,p
01,12ρ(t)M
n,q†
01,12 ]
= dt
(
L2ρm,n;p,q(t)L†2 +
√
pq|η(t)|2ρm,n;p−1,q−1
+√pη(t)ρm,n;p−1,qL†2 +
√
qη(t)∗L2ρm,n;p,q−1
)
, (2.121)
for a jump occurring in mode two. The associated normalization with the states given in equa-
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tions (5.76) and (5.77) gives the probability for a detection at modes one and two respectively
P (11,02)(t : t+ dt) = Tr[ρ˜(11,02)m,n;p,q(t+ dt)]
= dt
(
Tr[L†1L1ρ1,1;1,1(t)] + |ξ(t)|2Tr[ρ0,0;1,1]
+ξ(t)Tr[L†1ρ0,1;1,1(t)] + ξ∗(t)Tr[L1ρ1,0;1,1(t)]
)
, (2.122)
P (01,12)(t : t+ dt) = Tr[ρ˜(01,12)m,n;p,q(t+ dt)]
= dt
(
Tr[L†2L2ρ1,1;1,1(t)] + |η(t)|2Tr[ρ1,1;0,0]
+η(t)Tr[L†2ρ1,1;0,1(t)] + η∗(t)Tr[L2ρ1,1;1,0(t)]
)
. (2.123)
To show the equivalence of this approach with cascaded systems approach we can compare
equation (5.76) with equation (2.67) for the cascaded approach. Similarly in (5.76) the first
two terms show a photon detection from the system or directly from the input field before it
enters the system, respectively. And the last two terms are the interference terms between the
indistinguishable events of detecting an emission directly from the input or after it has interacted
with the system. An interesting application of this method to solve an optomechanical system
will be presented in chapter four.
2.7.4 Quantum regression formalism with two-mode Fock state mas-
ter equation
The quantum regression theorem is a method to calculate the two-time correlation function of
the system operators. This formalism is introduced for a one-mode input field with Fock state
master equation in supplementary material of [81]. In this subsection we exactly follow the
one-mode procedure given in [81, 82] to present the derivation for the two-mode input field.
The goal is to calculate
〈A(t)B(t+ τ)〉 = Trsys+f [A(t)B(t+ τ)ρtot(0)], (2.124)
where A and B are system operators. This relation can be written as [81]
〈A(t)B(t+ τ)〉 = Trsys
[
BTrf [U(t+ τ, t)ρtot(t)AU †(t+ τ, t)]
]
, (2.125)
where for a two-mode input field ρtot(t) is
ρtot(t) = U(t, 0)
(
ρsys(0)⊗ |Nξ;Qη〉〈Nξ;Qη|
)
U(t, 0)†. (2.126)
Equation (2.125) can be written as
〈A(t)B(t+ τ)〉 = Trsys [BTN,N ;Q,Q(t+ τ, t)] , (2.127)
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in which the two-time system operator is defined as
TN,N ;Q,Q(t+ τ, t) = Trf [U(t+ τ, t)ρtot(t)AU †(t+ τ, t)]
= Trf [U(t+ τ, t)U(t, 0)ρsys(0)⊗ |Nξ;Qη〉〈Nξ;Qη|U(t, 0)†AU †(t+ τ, t)]. (2.128)
Using the definition given below for the two-mode GDMs
ρm,n;p,q(t) = Trf
[
U(t, 0)ρsys(0)⊗ |mξ, pη〉〈nξ, qη|U †(t, 0)
]
, (2.129)
the boundary condition for the operator TN,N ;Q,Q becomes
TN,N ;Q,Q(t, t) = ρN,N ;Q,Q(t)A. (2.130)
To calculate the two-time correlation function given by relation(2.127), first one needs to solve
the Fock state master equation hierarchy to find ρN,N ;Q,Q(t). Then, we need to find the evolution
of the operator TN,N ;Q,Q(t′, t) from time t to t′. Therefore, we need to find the equation of motion
for TN,N ;Q,Q(t′, t) which will be derived in what follows.
Similar to what was done in the Fock state master equation approach, the auxiliary two-time
operators to which the physical operator, TN,N ;Q,Q(t′, t), couples are defined as
Tm,n;p,q(t′, t) = Trf [U(t′, t)U(t, 0)ρsys(0)⊗ |mξ; pη〉〈nξ; qη|U(t, 0)†AU †(t′, t)]. (2.131)
Now, given we have the initial value of the operator Tm,n;p,q(t′, t) at t′, the beginning of the
time interval, we use the infinitesimal multi-mode unitary U(t′+ dt, t) given in equation (2.88)
to find the infinitesimal evolution of the two-time operator from t′ to t′ + dt as
Tm,n;p,q(t′ + dt, t) =
Trf
[
U(t′ + dt, t)
(
U(t′, t)U(t, 0)ρsys(0)⊗ |mξ; pη〉〈nξ; qη|U(t, 0)†AU †(t′, t)
)
U †(t′ + dt, t)
]
.
(2.132)
We use the relations (2.103) and (2.104) to calculate the above equation. After some tedious
algebra we arrive at the equation of motion for the two time operator as
d
dt′
Tm,n;p,q(t′, t) = −i[H,Tm,n;p,q(t′, t)] + (D[L1] +D[L2])Tm,n;p,q(t′, t)
+
√
mξ(t′)[Si1Tm−1,n;p,q(t′, t), L†i ] +
√
pη(t′)[Si2Tm,n;p−1,q(t′, t), L†i ]
+
√
nξ∗(t′)[Li,Tm,n−1;p,q(t′, t)S†i1] +
√
qη∗(t′)[Li,Tm,n;p,q−1(t′, t)S†i2]
+
√
mn|ξ(t′)|2(Si1Tm−1,n−1;p,q(t′, t)S†i1 − Tm−1,n−1;p,q(t′, t))
+√pq|η(t′)|2(Si2Tm,n;p−1,q−1(t′, t)S†i2 − Tm,n;p−1,q−1(t′, t))
+√mqξ(t′)η∗(t′)Si1Tm−1,n;p,q−1(t′, t)S†i2
+√npξ∗(t′)η(t′)Si2Tm,n−1;p−1,q(t′, t)S†i1. (2.133)
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This equation can then be used to calculate (2.127).
In the next chapters, we apply these methods to some quantum optical systems to study
the dynamics of the system interacting with its environment. We start with an optomechanical
system in the next chapter in which the mechanical degree of freedom is to be prepared in a
nonclassical state. We study this system using the theory of cascaded open systems.
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Chapter 3
Non-classical mechanical state preparation
using single photon optomechanics
3.1 Overview
Quantum opto-mechanics provides an example of an engineered quantum system: a meso/
macroscopic device specifically engineered so that collective degrees of freedom can be subject to
coherent quantum control and measurement. Recent advances in reaching the quantum ground
state of a mechanical resonator in electro-mechanical [51, 83] and opto-mechanical systems [35]
has meant that we can now observe and may soon be able to manipulate quantum states [34, 84]
at the mesoscopic scale. A recent opto-mechanical experiment towards this direction has been
carried out, illustrating an efficient quantum interface between optical photons and mechanical
phonons [57]. An obvious next step is understanding and implementing optical non linearities
that can be achieved using single photon opto-mechanics. Recent success with single photon
opto-mechanical systems have shown that novel features such as the photon blockade effect
[85, 86] and cavity resonance shift [87], preparation of non-gaussian mechanical states [88, 89],
and mechanical superpositions [90] can be realised.
In this chapter, we consider quantum state steering of the mechanical degree of freedom
by performing successive photon counting measurements. The double cavity opto-mechanical
system we study has been described in section (2.2.2). As we show later, one of the cavities
is irreversibly coupled to a single photon source which drives the system with consecutive
single photon pulses entangling the optical and mechanical degrees of freedom. Therefore, by
measuring the cavity output field one obtains information about the state of the mechanics.
This engineers a step by step collapse of the mechanical state. Our scheme is an opto-mechanical
realisation of the Jaynes-Cummings model where the qubit is a dual rail optical qubit while
the bosonic degree of freedom is a matter degree of freedom realised as the bulk mechanical
excitation.
3.2 Measurement and the Jaynes-Cummings model
Let us consider the Jaynes-Cummings (JC) model [91] with the two-level system prepared in
the excited state |1〉. We denote the bosonic system with the annihilation operator b. Suppose
the interaction with the bosonic system proceeds for a time τ at which we make an arbitrarily
accurate measurement of the qubit state. The result of this measurement is a single binary
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Figure 3.1: The conditional number distribution after one readout with x = 1 for various
values of θ. In all cases β = 3.
number x (x ∈ {0, 1}). The resulting conditional (unnormalised) state for the bosonic degree
of freedom is
|ψ˜(x)〉 = E(x)|ψ(0)〉b, (3.1)
where
E(x) = 〈x|e−iθ(bσ++b†σ−)|1〉, (3.2)
is the measurement operator in which θ = gτ , and σ± are the usual raising and lowering
operators for a pseudo-spin system. It is a simple matter to show that
E(1) = cos(θ
√
bb†), (3.3)
E(0) = −ib†(bb†)−1/2 sin(θ
√
bb†). (3.4)
The probability to obtain the result x is the normalisation of the unnormalised conditional
state
p(x) = 〈ψ˜(x)|ψ˜(x)〉 = b〈ψ(0)|E†(x)E(x)|ψ(0)〉b. (3.5)
As ∑xE†(x)E(x) = 1, this probability distribution is normalised. This model describes a
coarse-grained boson number measurement; coarse-grained because there is only one bit of
information per trial.
Suppose the initial state of the bosonic degree of freedom is a coherent state |ψ(0)〉 = |β〉b,
where
|β〉b = e−|β|2/2
∞∑
n=0
βn√
n!
|n〉b, (3.6)
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Figure 3.2: The probability to obtain the result x = 1 for β = 3 versus θ = gτ .
so that the initial number distribution is Poissonian
P0(n) = e−|β|
2 |β|2n
n! . (3.7)
If the result of the measurement is x = 1, the number distribution for the conditional state now
becomes
P1(n) = [p(1)]−1 cos2(θ
√
n+ 1)P0(n). (3.8)
In figure 3.1, we plot this distribution, together with the initial distribution, for various values
of the parameter θ. The important feature to note is that for particular values of θ, in this case
θ = pi/6, the distribution is very different to the initial poisson distribution. Figure 3.2 shows
the probability for this outcome as a function of θ, p(1) = 〈cos2(θ√n+ 1)〉 with the average
taken over the number distribution prior to measurement. Clearly this average is bounded
by one and, from the figure, we see that it oscillates around 1/2. This indicates that the
information provided in a single measurement is at most one bit.
We now consider what happens if we repeat the measurement using the conditional state
from the first measurement as the initial state for the bosonic degree of freedom for the next
measurement, but change the value of θ. In figure 3.3, we plot the conditional number distri-
bution for fifty five measurements assuming all have given the result x = 1, but with different
values of θ. We see that after the sequence of measurements, for appropriate values of θ, the
conditional state can approach a number state.
To get an idea of how many measurements are required to reach a number state, we can
consider the case for which the value of θ in each trial is the same. In N such trials, the final
distribution is given by
PN(n) = [p(1, 1 . . . , 1)]−1 cos2N(θ
√
n+ 1)P0(n). (3.9)
where the normalisation is simply the probability for this history of measurement results,
p(1, 1 . . . , 1) = ∑∞n=0 cos2N(θ√n+ 1)P0(n). The cosine factor is a periodic comb-like distri-
bution with respect to n (see figure 3.4). If we choose θ to align the comb so that a peak is
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Figure 3.3: Boson number probabilities versus boson number and number of readout,
all with x = 1, β = 3 and for various values of θ.
almost on the mean phonon number, we can estimate the width of this peak. We thus choose
θ
√
n¯+ 1 = pi, and expand the cosine factor around n¯ to find the width of the central peak. To
do this, we Taylor expand the argument of the cosine function around n¯ up to first order term.
The cosine function around n = n¯ can be written as
cos2N(θ
√
n+ 1) ≈ cos2N( pin2(n¯+ 1)), (3.10)
where n = n − n¯. Now the central peak is n = 0 and the next revival peak is n = 2n¯ + 2,
assuring that the revival peaks are outside the width of boson distribution function P0(n). The
distribution can be approximated by a Gaussian
cos2N( pin2(n¯+ 1)) ≈
1− 12
(
pin
2(n¯+ 1)
)22N ≈ exp(−N pin24(n¯+ 1)2 ), (3.11)
with variance
W ≈ 2(n¯+ 1)
2
piN
. (3.12)
This indicates that to approach a Fock state, for which W = 1, the number of measurements
we would need to make N > 2n¯2/pi. Thus the number of measurements scales as N ∝ n¯2. This
suggests that one should prepare the bosonic system in a state with a small value of n¯ in order
to have a reasonable chance of getting to a Fock state before the interaction of the bosonic
degree of freedom with the environmental bath takes over.
Guerlin et al. [92] have reported photon counting measurements of a cavity field using such
a step by step collapse of the field state to a Fock state. In their experiment, a steam of atoms
with an adjustable speed is sent through a microwave cavity, interacting with the cavity field
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Figure 3.4: Illustration of the initial poisson bosonic distribution shown in blue and the
prefactor cosine function we have in equation (3.9) shown in red.
for a certain time before exiting. Measuring the light-induced state alteration of the outgoing
atoms results in a suppression of the photon distribution spread, causing a step by step field
state collapse to a Fock state of definite photon number. In the next section, we show this JC
analogy can be applied to our opto-mechanical scheme. Given the JC representation we can
use the results of [92] to see how it may be configured so as to yield information on the state
of the mechanical system.
3.3 Opto-mechanical Jaynes-Cummings model
In this section we consider single photon driving of the opto-mechanical system introduced
in section (2.2.2), and show how this system may be mathematically described using the JC
model when the optical modes are excited by single photon states. A similar analogy to the
JC Hamiltonian has been studied previously in an atom assisted cavity optomechanical system
in [93]. In our study the bosonic component of the JC model becomes the mechanical degree of
freedom while the two-level component of the JC model is a dual-rail single photon qubit. The
JC analogy can be exploited to realise a measurement of the phonon number of the mechanical
degree of freedom following a modified version of the measurement scheme of [92]. Additionally,
we condition the system on photon counts and calculate conditional states of the mechanical
resonator.
We will assume that one optical cavity, a2, is excited by the emission from a single photon
source modelled as another optical cavity (the source), prepared with exactly one photon (see
figure (3.5)). The single photon excitation of a2 is an irreversible process due to the insertion
of a circulator between the source and cavity a2. The injected photon can be reflected from
cavity a2 or absorbed and then remitted, to be detected at a single photo counter D2. We also
allow for the possibility of emission from cavity a1 which can be monitored by detector D1.
As described in equation (2.12) the interaction picture Hamiltonian describing the opto-
mechanical interaction is
Hom = ~g0(b†a†1a2 + ba1a†2).
This represents a kind of coherent Raman process whereby one photon from cavity a2 is
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Figure 3.5: Schematic of an opto-mechanical system composed of coupled cavity modes
a1, a2, with a coupling modulated with mechanical resonator, b. The single photon source
cavity is labelled c and excites cavity a2 irreversibly through the presence of a circulator,
labelled cir. Single photon counters are labelled D1, D2.
transferred into cavity a1 simultaneously exciting one phonon in the mechanical degree of
freedom. From now on, for simplicity we drop the subscript from single photon coupling
strength g0 and simply show it by g.
The analysis is greatly simplified if we assume that, at most, there is one photon in the
system at any time. In that case, the opto-mechanical interaction can be regarded as an
interaction between a qubit and a simple harmonic oscillator, with the qubit states defined as
|0〉 = |1〉1|0〉2, (3.13)
|1〉 = |0〉1|1〉2, (3.14)
where |n〉i are photon number eigenstates for cavity ai. This is the dual rail encoding used in
linear optical quantum computing schemes [94, 95]. On this restricted subspace we can define
a†1a2 = |0〉〈1| ≡ σ−, (3.15)
a1a
†
2 = |1〉〈0| ≡ σ+. (3.16)
The opto-mechanical interaction Hamiltonian can then be written in terms of the JC Hamilto-
nian
Hom = ~g(bσ+ + b†σ−). (3.17)
Each cavity mode is treated as a single sided cavity with photon decay rates given by κ1
and κ2 for each cavity mode, respectively. The restriction to a single sided cavity is purely for
simplicity in presenting our argument. It is straightforward to include loss at a second cavity
mirror. The additional output port, if not monitored, provides an additional decay channel for
the single photon. Any photon lost through the unmonitored port is never detected and thus
leads to an increase in the number of trials required for a successful detection at the monitored
port.
The single photon source, modelled as a source cavity prepared with a single photon [34], is
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irreversibly coupled into the input of cavity a2. The emission rate from the source cavity is γ.
The input single photon states thus constitute a pulse with an exponential temporal profile with
lifetime γ−1. Other single photon excitation mechanisms could be implemented via a quantum
dot source embedded in the waveguide as in Schwagmann et al. [96].
We model this kind of single photon excitation process using the theory of cascaded quantum
systems described in section (2.6) to give a master equation for the dynamics of the OM system
plus the source cavity
dρ
dt
= − i
~
[Hom, ρ]−
√
γκ2
2 [ca
†
2−c†a2, ρ]+D[J ]ρ+κ1D[a1]ρ+γm(N¯+1)D[b]ρ+γmN¯D[b†]ρ, (3.18)
where N¯ is the mean thermal phonon number at the mechanical resonance frequency and the
detection operator is J = √γc + √κ2a2 which consists of the sum of two terms: the first
term shows that the photon can be detected directly from the source after being reflected from
cavity a2 and the second term shows a photo-detection resulting from a photon that has been
transmitted into cavity a2. We have also assumed that the source cavity is on resonance with
the receiver cavity, a2. If cavity-2 had two output mirrors, we would include an additional
decay term in the master equation of the form κ′2D[a2]ρ where κ′2 is the loss rate through the
second, unmonitored output mirror of this cavity.
The initial state is taken to be such that at t = 0 there is one photon in the source and no
photons in either cavity a1 or cavity a2, while the mechanical system is in an arbitrary coherent
state |β〉b = e−|β|2/2∑n βn/√n!|n〉b where b†b|n〉n = n|n〉n. The total initial state is thus
|Ψ(0)〉 = |1〉c|0〉1|0〉2|β〉b. (3.19)
Given this initial state, we now ask for the conditional state of the mechanics given that the
photon is detected at D2 at a time t1. In the ideal case we would like the photon to be detected
with certainty at D2, however in reality it could fail to be counted due to non unit quantum
efficiency in the detector, lost either through emission out of cavity a1, scattered out of the
input and output channels, or perhaps not emitted by the source at all. However, we assume
the ideal case where every photon emitted by the source is counted at D2 or D1. If we further
assume the decay rate of cavity a1 is negligible (although we include it in our analysis), every
photon emitted by the source is counted, each photon detection event at D2 gives a single bit
of information. To gain additional information about the mechanics we can simply repeat the
process, each time preparing a single photon in the source and using the conditional mechanical
state obtained by the previous detection event.
In the Haroche experiments [92, 97], the values of θ = gτ discussed in section (3.2) are
kept approximately constant from trial to trial by adjusting the velocity distribution of the
atoms passing through the cavity. In the opto-mechanical model of this chapter however the
interaction times τ are stochastic due to the probabilistic nature of the photon-cavity interaction
time. However, it is clear that the interaction times are most likely to be of the order of κ−12 so
that the condition θ
√
n¯+ 1 = pi we had in the previous section translates to g/κ ∼ pi/√n¯+ 1.
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Experimentally feasible values of single-photon optomechanical coupling rate can be achieved
with reasonable values of n¯.
We should mention that unlike [92], this measurement is not however a quantum non-
demolition measurement (QND), as the interaction Hamiltonian between the probe and the
mechanical system in equation (3.17) does not commute with the number operator. In fact,
as we started with an interaction that is linear in the mechanical displacement we could not
expect a QND measurement of the phonon number, which requires an interaction that is at
least quadratic in the displacement [98]. It is possible to configure the system discussed in
this section to be in the strong dispersive regime so that there is an effective coupling to the
displacement squared thus realising a QND phonon number measurement [50].
3.4 Phonon number measurement based on photo detec-
tion
In the case of the opto-mechanical model, the conditional state of the mechanics depends on the
interaction time which determines the time of detection, t1, which is itself a random variable.
This is quite different to the simple JC measurement model considered in the previous section
where the interaction time τ was under the control of the experimenter. However, in the ideal
case, if a photon is emitted from cavity a2 it will be detected at D2. As the emission rate is
simply proportional to the probability of there being one photon in this cavity, a detection at
some time t1, is equivalent to a direct readout of the qubit state |1〉 in the JC model with an
interaction time t1 although, unlike that model, the qubit is destroyed in the process.
However, there is an additional new feature. A photon detection at D2 can occur in two
indistinguishable ways: the photon can be reflected from cavity a2 directly into the detector or
it can be transmitted from within the cavity after first being absorbed. This feature is reflected
in the jump operator J as the sum of two terms, J = √γc + √κ2a2. This can lead to an
interference term in the detection rate.
We also need to include the possibility that a photon is lost from cavity a1. As there is
at most one photon in the entire system at any time, a photon lost from a1 means that no
photon can be counted at D2. Thus loss from the other cavity appears as a non unit efficiency
in the detection process. One could, of course, insert a detector at the output from a1 to herald
such erroneous events. If we do not monitor this channel, we will need to define a cut-off time:
non-detection at D2 up to the cut-off time indicates failure and we simply discard that run and
start again.
First, we consider the simpler case in which we ignore the mechanical damping. Next, we
add the mechanical damping to give a realistic idea of what to expect in a real experiment.
3.4.1 Without mechanical damping
We first compute the conditional state conditioned on no detections, either at D1 or D2, up to
time t. As discussed in section (2.5), equation (2.50), this (unnormalised) conditional state is
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determined by
ρ˜(0,0)(t) = S(t)ρ(0), (3.20)
in which the superscript is defined by (n1, n2) where ni is the count number recorded at detector
Di, and ρ˜(0,0)(t) is the conditional state given no counts up to time t and is given by solving
dρ˜
dt
= −i(Kρ˜− ρ˜K†), (3.21)
where the non-Hermitian operator K is given by
K = g(b†a†1a2 + ba1a†2)− i
√
γκ2(ca†2 − c†a2)/2− iJ†J/2− iκ1a†1a1/2. (3.22)
The normalisation of this state is simply the probability for no counts up to time t,
p(n1 = 0, n2 = 0, t) = tr[ρ˜(0,0)(t)]. (3.23)
Note, that if the initial state is pure, we need only to solve the effective Schrödinger equation
d|ψ˜(0)〉
dt
= −iK|ψ˜(0)〉, (3.24)
to give
ρ˜(0,0)(t) = |ψ˜(0(t)〉〈ψ˜(0)(t)|. (3.25)
We now ask for the conditional state of the system given that one photon is counted at D2
in time t to t+ dt. Such an event means that no photon can have decayed through the output
of cavity a1. This conditional state is
ρ˜(0,1)(t) = JS(t)ρ(0)J†. (3.26)
If the initial state is a pure state, this conditional state is also a pure state
|ψ˜(0,1)〉 = J |ψ˜(0)(t)〉 = √γc|ψ˜(0)(t)〉+√κ2a2|ψ˜(0)(t)〉, (3.27)
which is superposition of the two ways in which a photon can be counted: direct reflection
form the cavity or emission from inside the cavity. This leads to an interference term in the
detection rate
R01(t) = γ〈ψ˜(0)(t)|c†c|ψ˜(0)(t)〉+ κ2〈ψ˜(0)(t)|a†2a2|ψ˜(0(t)〉
+√γκ2
(
〈ψ˜(0)(t)|c†a2|ψ˜(0(t)〉+ c.c
)
. (3.28)
For example, if κ1 = 0 and g = 0, we find that
R01(t) = γe−γt + κ2n2(t)− 4γκ2
κ2 − γ e
−γt/2 (e−γt/2 − e−κ2t/2) , (3.29)
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Figure 3.6: The photon detection rate (solid line) as the sum of three terms: source
emission rate (dotted line), cavity emission rate (dashed line), interference emission rate
(dashed-dotted line) showing how interference leads to a minimum at finite time. The
zero is due to interference between the two indistinguishable ways a single photon can
be detected: reflected from the input mirror or absorbed by the cavity and subsequently
re-emitted. The parameters are g = 0 and κ1 = 0.
where the mean photon number in cavity a2 is
n2(t) =
4γκ2
(κ2 − γ)2
(
e−γt/2 − e−κ2t/2
)2
. (3.30)
The first two terms in equation (3.29) correspond to direct detection from the source cavity
and cavity-2, respectively. The last term represents the interference between these two indis-
tinguishable events and leads to a zero in the detection rate at D2 as a function of time (figure
(3.6)).
If the photon decays through cavity a1, it can never be detected at D2. However if we do
not monitor this output we have no way of knowing when this happens. We thus need to sum
over all times at which a photon could be emitted from cavity a1. Note also that once a photon
is lost the operation S acts trivially as the identity. The (unnormalised) conditional state given
that one photon was lost from cavity a1 at any time over the interval [0, t) is
ρ˜(1,0)([0, t)) = κ1
∫ t
0
dt1a1e
−iKt1ρ(0)eK†t1a†1. (3.31)
The normalisation of this state is the error probability
perr(t) = κ1
∫ t
0
dt1tr
[
a1e
−iKt1ρ(0)eK†t1a†1
]
, (3.32)
as this represents the probability that a photon was lost from the system before it could be
detected at D2. Clearly to keep the error low we need to ensure κ1 << κ2.
If we expand the initial mechanical state in the eigenstates of b†b which we write as |n〉b the
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Figure 3.7: The photon detection rate for β = 2, g = 1, κ2 = 1 and κ1 = 0.2.
dynamics is closed in the three dimensional subspace spanned by the basis
{|1〉n, |2〉n, |3〉n} = {|1, 0, 0, n〉, |0, 0, 1, n〉, |0, 1, 0, n+ 1〉}, (3.33)
where |x, y, z, n〉 ≡ |x〉c|y〉1|z〉2|n〉b. We can now expand
|ψ˜(0)(t)〉 =
3∑
k=1
cnk(t)|k〉n. (3.34)
Substituting this into equation (3.24) gives a closed set of equations for the coefficients that can
be solved analytically. For future purposes we rewrite the initial state in Eq.(3.19) in another
form
|Ψ(0)〉 =
∞∑
n=0
βn(t0)|1〉n, (3.35)
where βn(t0) = e−β
2/2 βn√
n! . Therefore, the initial number distribution is the Poisson distribution
P 0n(t0) = e−|β|
2/2 |β|2n
n! . (3.36)
As discussed in section 3.3, we need to be in the strong opto-mechanical coupling regime in
which g is of the order of κ2 to reach (or get close to) a Fock state within a reasonable number
of trials. Hence, in units such that κ2 = 1, we have g = 1. We also assume that κ1 = 0.2,
γ = 0.9 and the mechanical damping rate, γm << κ2, so that we can neglect the mechanical
damping to begin with. We consider mechanical damping and thermal effects in section 3.4.2.
Figure (3.7) shows the detection rate for the first measurement given the above mentioned
parameters. We use the rate function to generate a random detection time t1 in a time interval
which starts just after the minimum and ends close where the detection rate is nearly zero. This
choice assures us that, with high probability, we are detecting a photon from cavity-2 after it
has interacted with the mechanical system, not one which is reflected off the mirror directly
from the source. We then substitute t1 in equation(3.34) to get the normalised conditional state
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of the system given no counts up to t1
|ψ(0)(t1)〉 = |ψ˜
(0)(t1)〉√
〈ψ˜(0)(t1)|ψ˜(0)(t1)〉
. (3.37)
Applying the jump operator J on |ψ(0)(t1)〉 we get the conditional state of the system |ψ˜(1)(t1)〉
given that one photon is counted in the time interval t1 to t1 + dt1. Normalizing this state we
get
|ψ(1)(t1)〉 =
∞∑
n=0
βn(t1)|0〉n, (3.38)
where
βn(t1) =
βn(t0)(
√
γcn1 (t1) +
√
κ2c
n
2 (t1))√∑∞
n=0 β
2
n(t0)|√γcn1 (t1) +
√
κ2cn2 (t1)|2
. (3.39)
The phonon number distribution for the conditional state now becomes
P 1n(t1) = P 0n(t0)P (n, t1), (3.40)
where
P (n, t1) =
|√γcn1 (t1) +
√
κ2c
n
2 (t1)|2∑∞
n=0 β
2
n(t0)|√γcn1 (t1) +
√
κ2cn2 (t1)|2
. (3.41)
We repeat the measurement process, preparing another single photon in the source and using
the new initial state ∑∞n=0 βn(t1)|1〉. Given the state of the system after each measurement, we
can re-calculate the detection rate from which we again sample a random detection time.
After r detection events, the conditional state of the system is
|ψ(r)(tr)〉 =
∞∑
n=0
βn(tr)|0〉n, (3.42)
where
βn(tr) =
βn(tr−1)(
√
γcn1 (tr) +
√
κ2c
n
2 (tr))√∑∞
n=0 β
2
n(tr−1)|√γcn1 (tr) +
√
κ2cn2 (tr)|2
. (3.43)
The phonon number distribution function after r measurements now becomes
P rn(tr) = P r−1n (tr−1)P (n, tr), (3.44)
where
P (n, tr) =
|√γcn1 (tr) +
√
κ2c
n
2 (tr)|2∑∞
n=0 β
2
n(tr−1)|√γcn1 (tr) +
√
κ2cn2 (tr)|2
. (3.45)
Each measurement provides partial information about the phonon number (typically less
than one bit per trial). The procedure can be explained by looking at equation (3.44) and
is quite similar to the simple model with deterministic interaction times discussed in section
3.2. After the r’th detection event, the phonon number distribution is multiplied by a filter
function P (n, tr) which, for appropriate values of tr, suppresses certain values of n. Continuing
the measurement process we can get more information leading to a gradual collapse of the
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Figure 3.8: Phonon number distribution function histograms after successive measure-
ments for β = 2 (n¯ = 4), g = 1, γ = 0.9, κ2 = 1, κ1 = 0.2 and random detection times. As
we increase the number of measurements, the phonon number distribution evolves from
a poisson distribution into number state distributions (a) n=2 and (b) n=3.
distribution onto a single number state. Figures 3.8(a) and 3.8(b) show the phonon number
distributions for 60 successive measurements and 80 measurements, respectively. The number of
measurements required to reach a Fock state is at least roughly consistent with the prediction of
the simple model in 3.2, i.e. scaling as n¯2, despite the stochastic fluctuations in the interaction
times in the opto-mechanical model.
The figure shows the evolution of the number distribution from a Poisson distribution into
Fock states |n = 2〉b and |n = 3〉b for different choices of simulated detection times. Once the
system collapses to a specific phonon number state, it will remain in that state upon further
measurements. (Given that we have neglected mechanical dissipation and thermal fluctuations).
Some simulations do not settle down to a single number state but show jumping between two
number states so that in some cases we have a competition between two n values in number
distribution.
We can illustrate that the steady state conditional states do indeed tend to number states
by computing the Wigner function. The Wigner function representing the state ρ is defined
as [69, 99]
W (x, p) ≡ 12pi~
∫ ∞
−∞
dµe− i~pµ〈x+ 12µ|ρ|x−
1
2µ〉, (3.46)
where the normalization factor, 12pi~ , ensures the property∫ ∞
−∞
dx
∫ ∞
−∞
dpW (x, p) = 1. (3.47)
In the case of a pure state, ρ = |ψ〉〈ψ|, the expression reduces to
W (x, p) ≡ 12pi~
∫ ∞
−∞
dµe− i~pµψ(x+ 12µ)ψ
∗(x− 12µ), (3.48)
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where ψ(z) = 〈z|ψ〉. To calculate the mechanical state Wigner function after r measurements,
one needs to find the conditional mechanical state. To do this, we need to take the trace
over the optical modes from equation (3.42) to find the conditional mechanical state after r
measurements as
|ψ(r)(tr)〉m =
∞∑
n=0
βn(tr)|n〉. (3.49)
Thus for ~ = 1, the Wigner function can be written as
W (x, p) = 12pi
∑
n,m
βn(tr)β∗m(tr)
∫ ∞
−∞
dµe− i~pµ〈x+ 12µ|n〉〈m|x−
1
2µ〉, (3.50)
where we can write [99]
〈x+ 12µ|n〉 =
√
1
2nn!pi1/2Hn(x+
1
2µ)e
− 12 (x+ 12µ)2 , (3.51)
whereHn(z) is the Hermite polynomial of degree n. Using the propertyHm(−z) = (−1)mHm(z),
the Wigner function can be written in terms of the Hermite functions as
W (x, p) = pi− 32 e−(x2+p2)
∑
n,m
(−1)m√
2n+mn!m!
βn(tr)β∗m(tr)
∫ ∞
−∞
dye−y2Hn(y + x− ip)Hm(y − x− ip),
(3.52)
where the solution to the integral is [100]
∫ ∞
−∞
dye−y2Hn(y + x− ip)Hm(y − x− ip) =
√
pi2nm!(x− ip)n−mLn−mm (2(x2 + p2)), (m ≤ n),
(3.53)
where Ln−mm (z) is the generalized Laguerre polynomial. Finally, the Wigner function is calcu-
lated as
W (x, p) = 1
pi
e−(x2+p2)
∞∑
n=0
βn(tr)√
2nn!
( n∑
m=0
(−1)m√
2mm!
β∗m(tr)fnm +
∞∑
m=n+1
(−1)m√
2mm!
β∗m(tr)gnm
)
, (3.54)
fnm = 2nm!(x− ip)n−mLn−mm (2(x2 + p2)), (3.55)
gnm = 2mn!(−x− ip)m−nLm−nn (2(x2 + p2)). (3.56)
Figure (3.9) shows the Wigner functions Wr(x, p) for some arbitrary chosen measurement
numbers r. The evolution from a Poisson distribution in the number basis to the phase space
distribution for the corresponding number state with n = 3 is clear. As the phonon number
converges, the phase uncertainty increases until we get full information about the phonon
number and the phase uncertainty becomes complete.
3.4.2 With mechanical damping
Our simulations show a collapse to a mechanical phonon number state is possible even when
loss from the second cavity is included. In an experiment the measurement induced collapse will
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Figure 3.9: The evolution of the Wigner distribution function Wr(x, p) with successive
measurements where r is the measurement number. Here β = 2, g = 1, γ = 0.9, κ2 = 1,
κ1 = 0.2 and the same detection times as in figure 7(b) are used. By measuring the qubit
repeatedly, we drive the mechanics from a state with a Poisson distribution with mean
n¯ = 4 to a number eigenstate with exact excitation number of n = 3.
be competing with thermal fluctuations and dissipation. The measurement induced collapse
proceeds at a rate determined by the count rate which is bounded by κ. We can estimate
the rate of change of the phonon number variance due to the damping of the mechanics if we
describe the mechanical dissipation using the usual weak damping master equation of quantum
optics
dρm
dt
= Lρ+ γm(N¯ + 1)D[b]ρm + γmN¯D[b†]ρm, (3.57)
where the first term is the opto-mechanical part, γm is the mechanical damping rate and N¯
is the mean thermal phonon excitation number at the mechanical resonance frequency. As
mentioned in section 2.4, this equation indicates that phonons enter the mechanical resonator
at a rate determined by γmN¯ and decay at a rate determined by γm(N¯ + 1). The overall
effect is a rate of increase for the number variance at a rate proportional to γmN¯ . Thus the
measurement induced state reduction will dominate the increase due to mechanical dissipation
if κ >> γmN¯ . We now consider the competition between thermalization and the reduction in
the number fluctuations due to successive measurements.
If the system is started in the thermal equilibrium state that follows from equation (3.57), the
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Figure 3.10: Phonon number distribution function histograms after successive measure-
ments for N¯ = 4, g = 1, κ2 = 1, κ1 = 0.2, γ = 0.9 and different values of mechanical
damping rate: (a) γm = 0, (b) γm = 0.00001, (c) γm = 0.0001, (d) γm = 0.001. In (b)
we have the optimum value of the mechanical damping rate for this scheme, so that we
conditionally drive the mechanical resonator to a number state. We see the broadening
effect of the mechanical damping rate as we increase γm.
initial state of the mechanical degree of freedom is a thermal state with the number distribution
P 0n(t0) =
1
1 + N¯
∞∑
n=0
( N¯
1 + N¯
)n. (3.58)
The rate at with measurements can proceed is limited by the time taken for each detection, so
we will consider the case in which the single photon source is loaded immediately after each
detection. If we now include the effect of the mechanical damping, the evolution of the system
is given by the conditional Schrödinger picture master equation. For no detections up to time
tr, it becomes
dρ˜
dt
= −i(Kρ˜− ρ˜K†) + γm(N¯ + 1)D[b]ρ˜+ γmN¯D[b†]ρ˜, (3.59)
where K is given by equation (3.22). We do the same procedure as in previous section to
calculate the conditional state of the mechanics after r measurements. However in here, we solve
the master equation instead of the Schrödinger equation, thus extract the system information
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from its density matrix instead of the state ket.
Figure (3.10) shows the phonon number distributions after each readout for 70 measure-
ments. When mechanical damping rate is zero (figure 3.10(a)), the number distribution evolves
from a thermal distribution into a n = 2 peak. If we increase the damping rate gradually, for
γm/κ2 & 10−5 we observe that the number distribution starts to broaden. It is clear from this
discussion that the rate at which phonons enter and exit the mechanical resonator is the key
limiting factor in reaching a Fock state. Thus the coupling of the mechanical resonator to its
environment will need to be carefully engineered to make γmN¯ as small as possible, perhaps
using an external phononic bandgap shield [23], or carefully engineered supports [101]. In the
case of [35], a continuous-flow helium cryostat provides pre-cooling to achieve a bath occupancy
of N¯ < 100 for a 3.68 GHz mechanical mode.
3.5 Conclusion
We have considered a quantum opto-mechanical system based on the coupling between a dual
rail optical qubit code, formed from two optical cavity modes and a single bosonic matter degree
of freedom, operating in the strong coupling limit for which the single photon opto-mechanical
coupling rate g is of the order of the decay rate of the cavity κ. We have shown how single
photon detection can conditionally drive the mechanical resonator to a phonon number state
provided the mechanical thermalisation rate γmN¯ is small enough. Despite the fact that in
this realization the interaction time between the mechanics and the dual rail optical qubit is
a random variable, we can find regimes in which the mechanical phonon number distributions
become sharply peaked at a particular value of n. Successive photon counts, even though
randomly distributed, provide a record of the interaction time in each measurement which is
sufficient to gain information about the state of the excitation number of the mechanics in a
sequence of detection events. One should notice that although apparently we have two distinct
physical excitations here, photons and phonons, the system is not a binary system. In fact, the
photon state gets entangled with all numbers in the mechanical number distribution. Thus,
one does not get the full information after just one measurement, but each measurement gives
us one bit of the information.
The achievement of the strong coupling regime is challenging. Several experimental groups
are working towards achieving strong coupling at the single photon level, [33, 102–107]. The
required values for the mechanical damping rate are achievable, for example, Chan et al. [23],
have γm = 7.5kHz for κ/2pi = 214MHz, g = 1.1MHz and ωm = 5.1GHz. In the dimensionless
units of this work these are, γm/κ = 3.5 × 10−5 for g/κ = 5.1 × 10−3 and ωm/κ = 30. The
required value for the thermalization rate γmN¯ will also be challenging. Verhagen et al. [57]
have γmN¯/2pi = 2MHz, using a cryostat at 0.65K, that with a optical decay rate of κ = 10MHz
corresponds to a dimensionless thermalization rate of 0.3. We expect continued advances in the
design and fabrication of electro-mechanical and opto-mechanical systems will enable sufficient
isolation from the thermal environment to reach a regime where the measurement-induced
collapse of the phonon distribution can beat the broadening due to thermal effects.
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Chapter 4
A cavity based tunable beam splitter
4.1 Overview
In the opto-mechanical system considered in the previous chapter, if the state of the mechanical
degree of freedom is a classic state, such as a large amplitude coherent state or a high temper-
ature thermal state, the opto-mechanical Hamiltonian (2.12) reduces to a simple beam splitter
interaction Hamiltonian between the two optical modes
HI = ~g(a†1a2 + a1a†2), (4.1)
where g is the effective coupling strength between the optical modes. This system demonstrates
the simplest coupled cavity array system made of only two cavities.
Coupled micro- and nano-resonators, which are also called photonic molecules [108], have
attracted an increasing interest during the last decades due to their versatile applications. One
application is to engineer the transmission of the signals in quantum networks [109], for example,
in delay lines to transfer light with slow group velocity [62, 110], in routing optical lines [111],
and in optical memories [112]. PhC structures offer some advantages for implementing coupled
resonator systems that make them more interesting amongst different possible structures. The
reason for this is PhCs have high quality factor and small cavity size which play an important
role in increasing the performance of coupled resonators in sensitive control of light-matter
interaction and the ability to engineer certain features of the cavity light field [113]. The
photonic bandgap in these nano-structures allows for effective light confinement in a very small
cavity volume together with low optical loss. At the same time, PhCs give easier and more
flexible design ability for coupled cavities [114, 115]. Therefore, coupled PhC nano-resonators
present a more suitable platform for lab on-chip experiments and have also been promising for
the development of fast lasers [116, 117] and switchable lasers [118].
The purpose of the present chapter is to study the simplest case of coupled resonators, com-
posed of two identical coupled cavities, in the context of linear optics and quantum interference.
The above Hamiltonian suggests that these coupled cavities can perform an “effective beam
splitter interaction” between the input optical modes. However, compared to a conventional
BS we need to take the effect of the coupling between the cavities and the line-width of the
cavities into account to fully understand the function of this cavity based BS. In this chapter,
we wish to characterize this cavity based effective beam splitter to find its reflectivity or trans-
missivity versus the coupling between the cavities and the cavities damping rate. We further
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Figure 4.1: (a) Scheme for a cavity based BS evanescently coupled to input and output
light through optical wave-guides. Coupled PhC resonators implement an effective BS
interaction between the input optical modes. (b) The relation between the input and
output modes of a conventional BS via the BS transmission and reflection coefficients.
characterize this cavity beam splitter by considering it in the context of both a Mach-Zehnder
(MZ) interferometer and a quantum interferometer that uses Hong-Ou-Mandel (HOM) [119]
interference. This system can, for example, be realized in coupled L3 PhC cavities [120]. In
the following chapters, we introduce two applications of the effective cavity based BS; (1) in
the context of control from fundamental physics points of view (in chapter 5) and (2) in the
context of quantum sensors (in chapter 6).
4.2 Model and approach
We consider a double optical resonator scheme composed of two identical photonic cavities with
resonance frequency ω, depicted in figure 4.1(a). The optical fields in the two cavity modes
are described by the bosonic annihilation operators a1 and a2. The interaction between these
optical modes is described by the interaction picture Hamiltonian (4.1). Two optical waveguides
evanescently couple this system to the input and output channels. As described in chapter one,
the relation between the respective input and output fields is
aj,out(t) =
√
κjaj(t)− aj,in(t), (4.2)
where κj(j = 1, 2) is the damping rate of cavity j.
To characterize the BS, one needs to send an input pulse to the beam splitter and then
measure the output intensities to find the reflectivity and transmissivity. Figure 4.1(b) shows
the relation between input and output modes for a beam splitter. The upper output photon
flux is
〈a†1,outa1,out〉t = |r|2〈a†1,ina1,in〉t + |t|2〈a†2,ina2,in〉t + tr∗〈a†1,ina2,in〉t + t∗r〈a†2,ina1,in〉t. (4.3)
If we load the upper port of the BS with a single photon with pulse shape ξ(t), the input
state of the BS is |1a1 , 0a2〉in. The action of the quantum noise operator ain on a Fock state
is ain|nξ〉 = √nξ(t)|n − 1ξ〉. Therefore, only the first term on the right hand side of equation
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𝑅 
Figure 4.2: Contour plot of the reflectivity of the effective BS,R, versus the optical cavity
damping rate in units of the input photon bandwidth, κ/γ, and the cavities coupling rate
in units of input photon bandwidth, g/γ.
(4.3) is non-zero and we obtain
〈a†1,outa1,out〉t = |r|2|ξ(t)|2. (4.4)
In a similar way we find the lower output
〈a†2,outa2,out〉t = |t|2|ξ(t)|2. (4.5)
Using equations (4.4) and (4.5) and considering that the single photon wave packet is normalized
(
∫∞
0 |ξ(t)|2dt = 1), the effective reflection and transmission coefficients of the beam splitter when
only one photon is incident on the system become
R = |r|2 =
∫ ∞
0
〈a†1,outa1,out〉tdt,
T = |t|2 =
∫ ∞
0
〈a†2,outa2,out〉tdt. (4.6)
Now we use the relations given in (4.6) to characterize the double cavity BS. Cavity modes
a1(t) and a2(t) can be related to the input modes using the input-output stochastic differential
equations
da1(t)
dt
= −iga2(t)− κ2a1(t) +
√
κa1in(t),
da2(t)
dt
= −iga1(t)− κ2a2(t) +
√
κa2in(t). (4.7)
The solutions to these equations are given by
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Figure 4.3: Scheme for Mach-Zender interferometer in which a conventional 50/50 BS
is placed as the first BS and the effective cavity BS is placedd as the second BS of
the interferometer. Phase shifter is shown by φ and we load the interferometer with a
single photon having an exponentially decaying pulse shape. Photo-detectors D1 and D2
measure the upper and lower output ports of the interferometer, respectively.
a1(t) =
√
κ
[
A(t)
∫ t
0
dt′
(
C(t′)a1,in(t′) +D(t′)a2,in(t′)
)
+B(t)
∫ t
0
dt′
(
D(t′)a1,in(t′) + C(t′)a2,in(t′)
)]
,
a2(t) =
√
κ
[
B(t)
∫ t
0
dt′
(
C(t′)a1,in(t′) +D(t′)a2,in(t′)
)
+A(t)
∫ t
0
dt′
(
D(t′)a1,in(t′) + C(t′)a2,in(t′)
)]
, (4.8)
whereA(t) = e−κt/2 cos(gt), B(t) = −ie−κt/2 sin(gt), C(t) = eκt/2 cos(gt) andD(t) = ieκt/2 sin(gt).
Using the input-output relation given in equation (4.2) for each optical mode, we find the ex-
pressions for output modes a1,out(t) and a2,out(t) versus the input modes. The final step is to
use the relations (4.6) to calculate the BS reflectivity and transmissivity. Assuming the input
photon pulse has an exponentially decaying form ξ(t) = √γe−γt/2, we obtain
T = 8κg
2(γ + 2κ)
(4g2 + κ2)(4g2 + (γ + κ)2) ,
R = 1− 8κg
2(γ + 2κ)
(4g2 + κ2)(4g2 + (γ + κ)2) , (4.9)
where γ is the bandwidth of the input single photon pulse. Figure (4.2) shows a contour plot
of the above equation for R with different values of the cavities coupling, g, and damping rate,
κ, in units of γ. This figure shows that the reflectivity of the BS can be tuned by adjusting the
values of κ and g. Coupling strength g is a function of the cavities separation and the refractive
index of the media in between the cavities. All frequencies are in units of γ. By adjusting κ
and g, the reflectivity can be tuned from very small values to R = 1. This is a kind of mode
matching between the input pulse and the response of the coupled cavity system. There are
two branches for each R value. The lower branch would be more appropriate for experimental
prospects as we can tune the BS in regimes of smaller g.
As figure 4.1(a) shows, the light detected in the reflection/transmission port of the BS, which
is the upper/lower port as compared to a conventional BS shown in figure 4.1(b), comprises
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Figure 4.4: (a) detection probability at detector D1 versus phase shift. This figure shows
the interference pattern for γ = 1, κ = 5 and g = 1.2 which results in a BS reflectivity of
R = 0.5 and interference visibility of vMZ ' 0.91. (b) MZ visibility for different regimes
of κ and g in units of γ.
of two parts: (1) the field that bounces off the cavity and directly moves from the source to
the detector without entering the cavity (dashed line) and (2) the field which is detected from
within the cavity (solid line). To characterize this effective BS with this in mind, we use the
cavity BS in two model system interferometers: a classical MZ interferometer and a quantum
HOM interferometer. We wish to study the visibility of the interference pattern to obtain some
intuition as to how this effective BS can be compared to a conventional BS.
4.3 Characterization of the beam-splitter in a Mach-
Zender interferometer
We use the cavity BS in place of the second BS of a MZ interferometer while the first BS
is a conventional 50/50 dielectric BS, see figure (4.3). We inject a single photon with an
exponentially decaying shape into the interferometer. The visibility of the interference pattern
is given by the relation
v = P
max
u − Pminu
Pmaxu + Pminu
, (4.10)
where
Pu =
∫ ∞
0
〈a†1,outa1,out〉tdt, (4.11)
is the probability to detect a single photon at any time in the upper detector D1. The input
state incident on the cavity BS (second BS shown in figure 4.3) after passing the conventional
50/50 BS (first BS shown in figure 4.3) is
|ψ(0)〉 = 1√
2
(eiφ|1a1 , 0a2〉+ |0a1 , 1a2〉). (4.12)
Therefore, Pu becomes
Pu =
4κg (4g2 − κ(κ+ γ)) sin(φ)
(4g2 + κ2) (4g2 + (κ+ γ)2) +
1
2 . (4.13)
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Figure 4.5: Scheme for a HOM interferometer in which both optical modes are loaded
with exactly one photon. Input single photons have exponentially decaying pulse shapes
and enter the system with a time shift τ with respect to each other.
This relation gives the typical interference pattern for a MZ interferometer shown in figure
4.4(a). The interference visibility is given by
v = | 8κg (4g
2 − κ(κ+ γ))
(4g2 + κ2) (4g2 + (κ+ γ)2) |. (4.14)
Figure 4.4(b) shows the MZ visibility for different values of κ/γ and g/γ.
For a MZ interferometer in which the first BS is a conventional 50/50 BS and the second
BS is a conventional BS with reflectivity/transmissivity R/T , the visibility of the interference
is 2
√RT . For R = 0.5, the visibility is one. The red dashed line in figure 4.4(b) shows the
parameter regime where according to figure 4.2, the reflectivity is 0.5. In this case, to compare
the cavity BS with a conventional 50/50 BS, we need to achieve a visibility as close as possible
to one. This figure shows that to achieve a visibility greater than 0.9, in the case of R = 0.5,
one needs to work in regimes where κ/γ  1. However, one can see that for values of R other
than R = 0.5, the overlap of the corresponding reflectivity contour given in figure (4.2) with
the expected visibility value can be achieved in regimes where κ/γ ' 1 or κ/γ < 1.
In the next section we use the cavity BS in a HOM interferometer which demonstrates a
fully quantum phenomena.
4.4 Characterization of the beam-splitter in a Hong-Ou-
Mandel interferometer
The scheme for a HOM interferometer implemented with the cavity BS is shown in figure (4.5).
We send one photon into each of the cavities a1 and a2. The single photons are specified by
the same amplitude function but one of the input photons is time shifted with respect to the
other
ξ(t) = √γe− 12γt,
η(t) = √γe− 12γ(t−τ). (4.15)
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Figure 4.6: (a) HOM dips for γ = 1, g = 2 and the shown values of κ. According to
figure (4.2), the optical parameters g, κ and γ given for the red curve illustrate an effective
BS having the reflectivity of R = 0.5. The interference visibility of this curve is 0.81. (b)
HOM visibility presented for different regimes of BS parameters κ and g in units of γ.
The joint photon counting probability is given by
G(2)(τ) =
∫∞
0
∫∞
0 〈a†1,out(t)a†2,out(t′)a2,out(t′)a1,out(t)〉dtdt′∫∞
0 〈a†1,outa1,out(t)〉dt
∫∞
0 〈a†2,outa2,out(t)〉dt
. (4.16)
This gives the probability of counting one photon at each of detectors D1 and D2. By using the
solutions (4.8) to the stochastic differential equations and the input-output relation (4.2), we
can analytically calculate the joint detection probability for the initial state |ψ(0)〉 = |1a1,ξ1a2,η〉
as
G(2)(δτ) = e
−
3
2 δτ(κ+γ)
A
Be32 δτ(κ+γ) + Ce−12 δτ(3κ+γ) +De12 δτ(κ+3γ) + Eeδτ(κ+γ)
 , (4.17)
where
A = (4g2 + κ2)2
(
16g4 + (γ2 − κ2)2 + 8g2(γ2 + κ2)
)2
,
B = (4g2 + (γ − κ)2)2
(
256g8 + κ4(γ + κ)4 + 8g2(γ2 − 2κ2)(16g4 + κ2(γ + κ)2)
+16g4(γ4 + 2γ2κ2 + 20γκ3 + 22κ4)
)
,
C = −32g2κ2(4g2 + γ2 − κ2)2(4g2 + κ2)2,
D = −32g2γ2κ2F 2,
E = −64g2γκ2(4g2 + γ2 − κ2)(4g2 + κ2)F,
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and
F = κ(−12g2 − γ2 + κ2) cos(gδτ) + 2g(4g2 + γ2 − 3κ2) sin(gδτ).
Figure 4.6(a) shows the HOM interference pattern for some arbitrary parameters κ, and g.
For τ = 0, where input photons are indistinguishable, quantum interference results in photon
bunching and we see the HOM dip. The visibility is defined as
vHOM =
G(2)(δτ →∞)−G(2)(0)
G(2)(δτ →∞) +G(2)(0) . (4.18)
Figure 4.6(b) shows HOM visibility for different values of κ/γ and g/γ. We see that compared
to what we had in the case of a MZ interferometer, HOM visibility is more sensitive to changes
in g and κ. Moreover, to work in regime where R = 0.5 and visibility> 0.9, we need a larger
κ/γ compared to those needed in MZ interferometer case. We also need to work in stronger
coupling regimes.
4.5 Conclusion
We have introduced the concept of an effective tunable BS composed of two coupled optical
cavities. To compare this cavity BS with a conventional BS, we have characterized this effective
BS to find the functionality of its reflectivity (R) versus different values of the coupling strength
between the cavities (g) and the line-width of the cavities (κ). Our results show the functionality
of BS reflectivity versus κ and g. To investigate the operation of the cavity BS in the context
of interference, we have further used it in a MZ interferometer that involves only classical
interference and a HOM interferometer that operates in the quantum regime. Our findings
indicate that for R = 0.5, one needs to operate in regimes of large κ/γ and g/γ so that the
effective BS behaves like a conventional 50/50 BS. However, for other values of R, the same
visibility as one achieves using a conventional BS can be achieved in regimes of κ/γ ' 1 or
κ/γ < 1.
In the next chapter, we consider an effective opto-mechanical BS and investigate how the
reflectivity of this BS can be controlled via changing the excitation number of the mechanical
resonator. In the semiclassical limit, where the mechanical object is prepared in a strong
coherent state, the effective opto-mechanical BS reduces to the cavity BS we studied in the
present chapter. However, one should note that in the next chapter we will be presenting
another type of control over the BS reflectivity through tuning the state of the mechanical
resonator. This should not be confused with the type of control we studied in the present
chapter which was controlling the reflectivity of the cavity BS through changing κ and g.
In chapter 6, we introduce a quantum sensor based on the effective BS presented here in
which the dependence of HOM visibility to coupling g is used as an estimator to sense small
shifts in the parameter to be measured which affects g.
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Chapter 5
Quantum and classical control of single photon
states via a mechanical resonator
5.1 Overview
In chapter 3, we used a specific opto-mechanical scheme to investigate mechanical state prepa-
ration and control by performing photo-detections. In chapter 4, we considered this scheme
in the semi-classical limit, where the mechanical object is prepared in a classical state, and
investigated how this system can operate as an effective BS with a reflectivity that is a function
of the coupling strength between the optical cavities, g, and the damping rate of the cavities,
κ. In the present chapter, we use the same opto-mechanical scheme to introduce a model for a
mechanically controlled BS interaction between input single photons. The interference of two
single photons at a beam splitter is a uniquely quantum feature first demonstrated by Hong,
Ou and Mandel and known as HOM interference [119]. It lies at the core of the power of
linear optical quantum information processing, demonstrated most recently in boson sampling
experiments [121, 122]. This effect is observed when two indistinguishable single photons enter
a 50/50 beam splitter where, because of the quantum interference, the photons bunch together
and both are detected at one output port.
Langford et al. [123] introduced a controlled beam splitter interaction to coherently control
the conversion of photons between three optical modes as a route to generate and process
complex, multi-quanta states for photonic quantum information applications. In this chapter,
we consider this model as a quantum controlled beam splitter in which a mechanical degree
of freedom controls a beam splitter interaction between two optical modes. In particular, we
show that when the mechanical resonator is prepared in a phonon number state it acts as a
quantum controller, entangling the optical and mechanical degrees of freedom. As the coherent
excitation of the mechanical resonator increases, the controller acts as a classical parameter
and the resulting controlled beam splitter reduces to the classical beam splitter which was
introduced in chapter 4. The experimental signature of the transition from quantum control
to classical control is the visibility achievable in a MZ or HOM interferometer for one and
two photon inputs, respectively. The results demonstrate how an underlying quantum control
can be configured as a purely classical control provided the residual entanglement between the
controller and the system can be made arbitrarily small [124].
The protocol we describe is based on the ability to prepare the mechanical resonator in
either a Fock state or a coherent state by transferring the desired state from the optics to the
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mechanics using one of the optical modes. In essence, this preparation step, which will be
explained in more detail in the upcoming subsections, is using the mechanics as a quantum
memory. In this way, we can prepare the mechanics in a single phonon state or a coherent state
with varying amplitude. In the second stage of the protocol, we investigate how the mechanical
state controls the beam splitter interaction between two optical modes now prepared in single
photon states. We show that if the mechanical resonator is described classically, this interaction
implements a controllable beam splitter interaction between the input and output modes of
the optical cavities. As the coherent amplitude of the mechanical resonator is reduced the
photons become entangled with the mechanical resonator and this is reflected in a decrease in
the visibility of a MZ or HOM interferometer. Optical interferometry is thus a probe of the
entanglement between a quantum controller and the target system.
This chapter is organised as follows. In section 5.2, we introduce the model for a mechan-
ically controlled beam splitter and using a simple unitary model show how to measure the
degree of entanglement between the controller and the two optical modes by coding a qubit or
a qutrit into the optical degrees of freedom. In section 5.3 rather than a unitary model, we
include the cavity damping rates and consider the more realistic opto-mechanical model where
we have single photon sources external to the cavities. Finally, in section 5.4, we show how this
quantum information measure can be implemented using optical interferometry, either via a
MZ interferometer or HOM interferometer each of which uses a mechanically controlled beam
splitter in place of a conventional beam splitter. The mechanically controlled beam splitter is
comprised of two coupled optical cavities with a coupling rate that depends on the mechanical
displacement. Each cavity couples to a single input mode and a single output mode. The
visibility of the resulting interferometer is shown to be an experimental signature of the degree
of entanglement between the state of the mechanical element and the light. As the mechanical
element becomes a classical controller, the entanglement goes to zero and the interferometer
visibility goes to unity.
5.2 Coherent photon conversion.
The classical beam splitter interaction between two optical modes is defined by the Unitary
operator
UBS(θ) = e−iθ(a
†
1a2+a1a
†
2), (5.1)
under which the optical operators transform as
U †BS(θ)a1UBS(θ) = cos(θ) a1 − i sin(θ)a2, (5.2)
U †BS(θ)a2UBS(θ) = cos(θ)a2 − i sin(θ)a1. (5.3)
Langford et al. [123] introduced the concept of coherent photon conversion based on an
ability to coherently control the exchange of photons between two optical modes. The defining
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Hamiltonian for the process is
HI = ~g(a†1a2b† + a1a†2b), (5.4)
where a1, a2 are the annihilation operators for the bosonic modes we seek to control while b is
the annihilation operator of the bosonic controller. In [123] the controller was taken to also be
an optical mode but here the controller will represent a mechanical degree of freedom.
If the mechanical degree of freedom is prepared in a coherent state |β〉, we can use a
canonical transformation b → b¯ + β, to include this amplitude in the Hamiltonian and the
initial mechanical state becomes the ground state. The interaction Hamiltonian becomes
HI = 2~g¯(a†1a2 + a1a†2) + ~g(a†1a2b¯† + a1a†2b¯). (5.5)
We can define a semiclassical limit as g → 0, β → ∞ such that gβ ≡ g¯ is a constant. In this
limit, g = g¯
β
<< 1 is a perturbation parameter. With no loss of generality we can take β as
real.
To zeroth order in g, the Hamiltonian is the simple beam-splitter interaction and there can
be no entanglement between the optical fields and the mechanical resonator. Corrections due
to first and higher order terms in g represent residual entanglement between the optical and
mechanical degrees of freedom. We will now describe a picture in which this entanglement can
be viewed in terms of ‘which-path’ information in a kind of optical Stern-Gerlach device.
We will assume that the optical modes begin in an eigenstate state of total photon number
Nˆ = a†1a1 + a†2a2, while the mechanical element is prepared in an arbitrary state |φ〉b. It is
convenient in this case to use the two mode Schwinger representation of su(2) to write the joint
state of the optical modes. Defining the generators of su(2) as
Sˆz =
1
2(a
†
2a2 − a†1a1), (5.6)
Sˆx =
1
2(a
†
2a1 + a†1a2), (5.7)
Sˆy = −i12(a
†
2a1 − a†1a2), (5.8)
with Sˆ2 = (Nˆ/2 + 1)Nˆ/2. We can then define the joint eigenstates of Sˆ2 and Sˆz in terms of
the tensor product photon number basis for modes ak as |s,m〉z = |s−m〉1 ⊗ |s+m〉2.
The interaction Hamiltonian Eq.(5.4) can then be written in the form
HI = ~g(Sˆ+b+ Sˆ−b†), (5.9)
where Sˆ+ = Sˆ†− = a†2a1. If the initial state of the entire system is
|Ψ(0)〉 = |ψ(0)〉12 ⊗ |φ(0)〉b, (5.10)
61
the total state at time t > 0 can then be written as
|Ψs(t)〉 =
s∑
m=−s
|s,m〉z ⊗ |φm(t)〉b, (5.11)
with
|φm(t)〉b = z〈s,m|U(t)|ψ(0)〉12 ⊗ |φ(0)〉b. (5.12)
Eq.(5.11) is like a Stern-Gerlach device in which the mechanical controller is keeping track of
‘which-path’ information. We make this interpretation more explicit in section 5.2.1 below.
5.2.1 Classical control
We now consider the case in which the mechanical element is prepared in a coherent state,
|β〉b, with a large coherent amplitude β (chosen as real without loss of generality). We are
interested in the case of g → 0, β → ∞ with g¯ = gβ held fixed. We then define θ = g¯t as
the effective beam-splitter parameter that can be reached by unitary evolution. For example, a
50/50 beam-splitter has θ = pi/4. The corresponding unitary transformation of the input state
of the mechanics and the cavities in the interaction picture is
U(t) = e−igt(a
†
1a2b
†+a1a†2b) = e−igt(Sˆ+b†+Sˆ−b). (5.13)
let the initial state of the optics and the mechanics be
|Ψ(0)〉 = |ψ〉12 ⊗ |β〉b, (5.14)
where |ψ〉12 = |n〉1 ⊗ |m〉2 is the initial state of the mode-1 and mode-2, taken as a product
Fock state, and |β〉b is a coherent state with β chosen as real. In terms of the su(2) operators,
|ψ〉12 is an eigenstate of Sˆz. The reduced state of the optics at later times is given by
ρ12(t) = trb
[
U(t)|Ψ(0)〉〈Ψ(0)|U †(t)
]
. (5.15)
Performing the trace in the coherent state basis we find that
ρ12(t) =
∫ d2α
pi
Eˆ(α, t)|ψ〉12〈ψ|Eˆ†(α, t), (5.16)
where the Krauss operators Eˆ(α, t) are defined by
Eˆ(α, t) = b〈α|U(t)|β〉b. (5.17)
The Krauss opperator may be written in terms of the displaced interaction Hamiltonian
Eˆ(α, t) = b〈α|D(β)D†(β)U(t)D(β)|0〉b
= b〈α|D(β)U¯(θ)|0〉b, (5.18)
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where D(β) is the usual displacement operator, U¯(θ) is the displaced unitary time evolution
operator and |0〉b is the ground state for the mechanism resonator. The unitary operator can
now be written in terms of the su(2) generators as
U¯(θ) = D†(β)U(t)D(β)
= exp
[
−iθ(Sˆ+ + Sˆ−)− igt(Sˆ+b+ Sˆ−b†)
]
= exp
[
−2iθSˆx − iSˆxXˆ + iSˆyYˆ
]
, (5.19)
where Xˆ = b + b†, Yˆ = −i(b− b†), and we have fixed θ = g¯t and  = θ/β. As β  1, /θ → 0
and we find that U¯(θ)→ UBS(θ) = exp[−2iθSˆx], the beam splitter transformation that defines
the classical control objective.
Given that  θ, we have
U¯(θ)|0〉b = exp
[
−2iθSˆx − iSˆxXˆ + iSˆyYˆ
]
|0〉b ≈ exp
[
−2iθSˆx + iSˆyYˆ
]
|0〉b, (5.20)
and
e−2iθSˆx+iSˆyYˆ |0〉b ≈ eiµYˆ Sˆze−2iθSˆxeiµYˆ Sˆz |0〉b, (5.21)
where
µ ≡ 2θ =
1
2β  1. (5.22)
The reduced state of the optical system, after the interaction, is given by
ρ12(θ) = tr
[
e−iµYˆ Sˆze−2iθSˆxeiµYˆ Sˆz |ψ〉12〈ψ| ⊗ |β〉b〈β|e−iµYˆ Sˆze−2iθSˆxeiµYˆ Sˆz
]
. (5.23)
We thus find that
ρ12(θ) =
∫ d2α
pi
b〈α|UBS + iµYˆ [Sˆz, UBS]− µ
2
2 [Sˆz, [Sˆz, UBS]]|β〉b (5.24)
·|ψ〉12〈ψ| ·
b〈β|U †BS + iµYˆ [Sˆz, UBS]† −
µ2
2 [Sˆz, [Sˆz, UBS]]
†|α〉b.
Noting that |β〉 is a coherent state with β real, we see that
∫ d2α
pi
〈α|Yˆ |β〉〈α|β〉 = 〈β|Yˆ |β〉 = 0, (5.25)∫ d2α
pi
〈α|Yˆ 2|β〉〈α|β〉 = 〈β|Yˆ 2|β〉 = 1,∫ d2α
pi
〈α|Yˆ |β〉〈α|Yˆ |β〉 = 〈β|Yˆ 2|β〉 = 1.
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To second order in µ we find that
ρ12(θ) = UBS|ψ〉12〈ψ|U †BS + µ2[Sˆz, UBS]|ψ〉12〈ψ|[Sˆz, UBS]† (5.26)
− µ
2
2 UBS|ψ〉12〈ψ|[Sˆz, [Sˆz, UBS]]
†
− µ
2
2 [Sˆz, [Sˆz, UBS]]|ψ〉12〈ψ|U
†
BS
This is equivalent to to replacing Yˆ by a gaussian random variable of mean zero and variance
of unity
ρ12(θ) =
∫
dξP (ξ)eiµξSˆzUBSe−iµξSˆz |ψ〉12〈ψ|eiµξSˆzU †BSe−iµξSˆz , (5.27)
where P (ξ) is a Gaussian distribution with zero mean an unit variance. The state of the two
optical cavities, after fixed interaction time such that θ = g¯t = constant, is thus given by a
completely positive unital map of the initial state. If the initial optical state |ψ〉12 is a Fock
state, we then find that
ρ12(θ) =
∫
dξP (ξ)e−iµξSˆzUBS(θ)|ψ〉12〈ψ|U †BS(θ)eiµξSˆz (5.28)
We can now see that the effect of residual entanglement between the mechanics and the optics
is to add a random rotation around around the z-axis after the beam splitter. This is also what
would result if one attempted to make a weak determination of which cavity mode the excitation
was in after the rotation by the beam splitter transformation; a ‘which-path’ determination.
To see this more clearly we can evaluate the matrix elements of ρ12(θ) in the eigenbasis of Sˆz.
We then find that to lowest order in µ
〈m|ρ12(θ)|n〉 =
[
1− µ
2
2 (m− n)
2
]
〈m|ρcl12(θ)|n〉 (5.29)
This may be written as
ρ12(θ) = ρcl12(θ)−
µ2
2 [Sˆz, [Sˆz, ρ
cl
12(θ)]] (5.30)
where
ρcl12(θ) = UBS(θ)|ψ〉12〈ψ|U †BS(θ) (5.31)
is the classical control limit. The diagonal elements in the Sˆz basis are unchanged however
there is weak suppression of the off-diagonal coherence. This is the typical dephasing channel
that one would expect for a weak measurement of Sˆz. This structure is typical of the way
in which residual quantum entanglement in a semiclassical controller effects the ideal classical
control transformation[124].
5.2.2 Quantum control
We now consider the opposite limit in which the mechanical element is a quantum controller for
the optical states. Quantum control necessarily requires that the controller becomes entangled
with the target state for appropriate states of the controller. For example in a quantum CNOT
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gate, preparing the controller in a superposition the two computational basis states and the
target in one of the computational basis states produces a Bell state for the combined system.
As in the previous section, the Schwinger representation allows one to see the kind of
quantum control realized in this system. We now write the Hamiltonian given in equation
(5.4), in terms of the (dimensionless) position and momentum operators for the mechanics
HI = 2~g(SˆxXˆ + SˆyYˆ ). (5.32)
This Hamiltonian represents two orthogonal rotations of the pseudo-spin controlled by two non-
commuting operators in the controller. This is the canonical example of the quantum control
considered in [125]: it is not possible to represent this kind of control using a measurement and
feedback protocol from the controller to the optical subsystem.
To proceed we need to fix the initial optical state. For practical reasons it is unlikely that
we will be able to prepare states with N > 2 in the foreseeable future. The case N = 1 requires
a single photon and codes a qubit in the two optical modes [27] as was explained in chapter
3. In the next section, we will use a MZ interferometer set-up to investigate the quantum to
classical control for the case N = 1. The case N = 2 can be done by injecting a single photon
into each optical cavity and corresponds to encoding a qutrit into the optical system. In this
case the initial state of the optical system is |1〉1⊗|1〉2 ≡ |1, 0〉z. In the next section, we will see
that this requires a HOM interferometer set-up to investigate the quantum to classical control.
The connection to interferometry can be seen more clearly by writing Eq. (5.11) for the
two cases N = 1, 2 with the initial optical states |0〉1|1〉2 and |1〉1|1〉2 respectively
|Ψ1/2(t)〉 = |12 ,−
1
2〉z|φ−1/2(t)〉b + |
1
2 ,
1
2〉z|φ1/2(t)〉b, (5.33)
|Ψ1(t)〉 = |1,−1〉z|φ−1(t)〉b + |1, 0〉z|φ0(t)〉b + |1, 1〉z|φ1(t)〉b. (5.34)
These two equations indicate that the mechanical element acts in general as quantum controller
of a qubit (N = 1) or a qutrit (N = 2).
In the N = 1 qubit case, it is easer to work in the dressed state basis rather than the tensor
product basis as the dressed states are eigenstates of the Hamiltonian. These are defined by
HI |±, n〉 = ±~g√n, where
|+, n〉 = 1√
2
(|12 , n− 1〉+ | −
1
2 , n〉), (5.35)
|−, n〉 = 1√
2
(|12 , n− 1〉 − | −
1
2 , n〉), (5.36)
where | ± 12 , n〉 = |1/2,±1/2〉 ⊗ |n〉b with |n〉b a Fock state of the mechanical oscillator. If the
initial state is written in the dressed-state basis
|ψ(0)〉12 ⊗ |φ(0)〉b =
∑
n
c+n |+, n〉+ c−n |−, n〉, (5.37)
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the state at a later time is
|Ψs(t)〉 =
∑
n
c+n e
−ig√nt|+, n〉+ c−n eig
√
nt|−, n〉, (5.38)
which is clearly a controlled rotation in the dressed state basis. For example, if the optical
system is prepared in the state |1/2,−1/2〉 while the mechanical controller is prepared with a
single excitation, |1〉b, the state at a later time is
|Ψs(t)〉 = −i sin(gt)|1/2, 1/2〉 ⊗ |0〉b + cos(gt)|1/2,−1/2〉 ⊗ |1〉b, (5.39)
an entangled state in general.
In the case N = 2, the qutrit case, the corresponding case for the initial state
|Ψs(0)〉 = |1, 0〉z ⊗ |1〉b, (5.40)
becomes
|Ψs(t)〉 = −i
√
1
3 sin(
√
6gt)|1, 1〉z ⊗ |0〉b + cos(
√
6gt)|1, 0〉z ⊗ |1〉b
−i
√
2
3 sin(
√
6gt)|1,−1〉z ⊗ |2〉b. (5.41)
If the optical system is prepared in the same initial state in each case N = 1, 2 but the
mechanical controller is prepared in a superposition of the zero excitation and single excitation,
|0〉b + |1〉b, the state at time t for the case N = 1 becomes
|Ψs(t)〉 = (|1/2,−1/2〉 − i sin(gt)|1/2, 1/2〉)⊗ |0〉b + cos(gt)|1/2,−1/2〉 ⊗ |1〉b, (5.42)
and for the case N = 2 we have
|Ψs(t)〉 =
(
− i
√
1
3 sin(
√
6gt)|1, 1〉z + cos(
√
2gt)|1, 0〉z)
)
⊗ |0〉b
+
(
cos(
√
6gt)|1, 0〉z − i sin(
√
2gt)|1,−1〉z
)
⊗ |1〉b
−i
√
2
3 sin(
√
6gt)|1,−1〉z ⊗ |2〉b. (5.43)
The states given in equations (5.42) and (5.43) are entangled states with a lower degree of
entanglement between the optical system and the controller compared to the previous states
given in Eqs. (5.39) and (5.41) for the initial mechanical Fock sate. The reduction in the
degree of entanglement (and as a result in the which-way information) in the latter case is
expected since in this case the controller has more degrees of freedom that the optical system
can become entangled with. A coherent state with a very small amplitude, β  1, can also be
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approximated as an asymmetric superposition of |0〉 and |1〉
|β〉 ' |0〉+ β|1〉√
1 + |β|2
. (5.44)
Therefore, a mechanical system prepared in coherent state with small amplitude acts as a quan-
tum controller. As we increase the amplitude of the mechanical coherent state, the controller
involves more degrees of freedom and as a result it will have less entanglement with the optical
system. In section 5.4, this transition from a quantum control to a classical control will be
investigated by considering the visibility of the interference pattern in the MZ interferometer
for the qubit case and the HOM interferometer for the optical qutrit.
5.3 Optomechanical model
The previous discussion, while a good introduction to the central features of the model, is not
realistic from an experimental perspective. Typically one does not have control of the optical
state of the two cavity fields directly, rather we only have control over single photon sources
external to the optical cavities. In this setting, we need to take into account the stochastic
nature of the reflection and absorption of the photons by the cavities. This situation cannot
be described by a purely Hamiltonian model.
The specific model of the bosonic control field we propose is based on the same opto-
mechanical system we considered in chapter 3, which consists of two coupled cavity modes with
an interaction strength that depends upon a mechanical displacement coordinate, although
other models are possible, e.g. a Raman atomic memory. We will model the interaction
between the two optical modes and the mechanical resonator in terms of a third order bosonic
interaction picture Hamiltonian as described in equation (2.12)
Hom = ~g0(b†a†1a2 + ba1a†2), (5.45)
We further assume that the cavity modes are coupled to a single input/output channel. In
the scheme presented here, we first load a coherent state into the mechanics. This mechanical
coherent state preparation will be explained in more detail in subsection 5.4.1. Once a coherent
state has been loaded into the mechanics, we then inject single photon states into the optical
cavities. This interaction is then described as a controlled beam splitter interaction between
the optical modes controlled by the quantum state previously stored in the mechanics. We
then repeat this process to do the interferometry: each step before sending the single photons,
we need to reset the mechanics in vacuum state and then load it with a coherent state. As
reported in the state of the art experiments with PhC opto-mechanical systems, the mechanical
thermalization rate, γmn¯m, is three orders of magnitude slower than the optical damping rate,
κ [23, 35]. Therefore, at each trial, we can assume that we measure the optics before the
mechanical resonator is damped and thus we neglect the mechanical damping.
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The total irreversible dynamics of the optomechanical system is given by the master equation
dρ
dt
= −ig[a†1a2b† + a1a†2b, ρ] + κ1D[a1]ρ+ κ2D[a2]ρ. (5.46)
The respective input and output fields for each cavity are related to the intracavity fields by
the input-output relation given in equation (2.32) as
aj,out(t) =
√
κjaj(t)− aj,in. (5.47)
If the mechanics begins in a coherent state |β〉 we can make a canonical transformation (a
displacement of the mechanics amplitude) as in section to obtain
dρ
dt
= −ig¯[a†1a2 + a1a†2, ρ]− ig[a†1a2b† + a1a†2b, ρ] + κ1D[a1]ρ+ κ2D[a2]ρ. (5.48)
One might worry if it is valid to treat the dissipative terms for the field as if there was no
coherent interaction when g¯ >> 1. The coherent interaction will lead to normal mode splitting
of the cavity fields which can indeed alter how they are coupled to the dissipative environment.
However if the local cavity modes are coupled to independent baths (as we assume), with no
cross correlations, and κ1 ≈ κ2, the normal modes are damped at the same rate as the local
modes.
As we have demonstrated in section 5.2.1, the semiclassical regime is obtained when the
mechanical object is prepared in a coherent state with large coherent amplitude, β, and the
coupling constant, g, is small, while the effective coupling, g¯ = βg, is constant. We have con-
sidered this semiclassical regime for the case of cavities driven by external single photon sources
in chapter 4. This will give us a limit for the visibility of one and two-photon interferometry
and how it might be modified by the dephasing corrections that appear in equation (5.30).
5.4 Mechanically controlled interferometry
In this section, we first show how the input fields to each cavity may be used to prepare the
state of the mechanical-controller as either a coherent state |β〉 with varying amplitude, thereby
enabling classical control (for a coherent state with large β) or quantum control (for a coherent
state with small β), or as a quantum controller state with exactly one excitation. The basic
idea is to use a strong pulsed coherent field as the input to cavity a1. This is similar to using
a ‘write pulse’ in a Raman quantum memory. The initial state of the opto-mechanical system
is taken as
|ψ(0)〉 = |0〉1|0〉2|β〉b. (5.49)
The next step is to prepare one or both input field modes aj,in(t) in multi-mode single photon
states and perform optical interferometry via a MZ interferometer or HOM interferometer, each
using a mechanically controlled BS in place of a conventional BS.
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5.4.1 Preparing the mechanical object in a coherent state
There are two ways in which the mechanical object can be prepared in a coherent state. In both
cases we assume a laser cooling scheme has first prepared the mechanics in the ground state.
Firstly, it can be subjected to a classical resonant force which drives it to a steady state which
is a coherent state. Secondly, we can use a strong continuous optical coherent field on one of the
input optical waveguides to implement a beam splitter interaction between the other optical
mode and the mechanics. A coherent pulse on the second optical input can then be transferred
to a coherent excitation of the mechanics. In this protocol the mechanical degree of freedom
is acting as a quantum memory [126]. In both cases we have the potential to prepare coherent
sates with different values of β with which we can probe the emergence of the semiclassical limit
and corrections due to residual entanglement between the optics and the mechanics. Below we
study the latter method in more detail.
In the first step of our scheme we wish to load a coherent state into the memory. In that
case the input to both optical cavities are coherent time dependent pulses. The input pulse
to cavity-1 will be taken to be a very strong coherent pulse and we will refer to this as the
read/write (RW) pulse. The input RW pulse is assumed to be in a coherent state with complex
amplitude E(t) which is an external field to the cavity so the pulse intensity, |E(t)|2, must have
units of flux (s−1). We now make a canonical transformation
a1 = a¯1 + α(t), (5.50)
where α(t) is the time dependent complex field amplitude of the control pulse inside the cavity.
The interaction Hamiltonian is then written as
H = ~g(a2b†α(t)∗ + a†2bα(t)) + ~g(a¯†1a2b† + a¯1a†2b). (5.51)
In order to operate as a quantum memory we would like RW cavity field (a1) to respond quickly
to the input pulse, E(t) so that α(t) is slaved to E(t) (the adiabatic approximation)
α(t) = 2E(t)√
κ1
. (5.52)
In order to swap the state of the cavity mode-2 to the mechanics, the strong control pulse should
be always on over the time required to write to the memory. In this case, α(t) is very large
over the interaction time between the signal and the memory, so with a good approximation
we can ignore the second term in equation (5.51) compared to the first term.
We now assume that cavity mode-2 is continuously driven by a coherent driving field, with
amplitude , resonant with the cavity mode. The time dependent interaction Hamiltonian for
reading and writing to the memory is
Hm = ~g(a2b†α∗(t) + a†2bα(t)) + (a†2 + ∗a2). (5.53)
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The corresponding quantum stochastic differential equations for the memory are
db
dt
= −iga2α∗(t), (5.54)
da2
dt
= −igα(t)b− κ22 a2 − i+
√
κ2a2,in. (5.55)
Prior to the RW pulse switching on, the cavity will have reached a steady state which is in fact
a coherent state |α0〉 with coherent amplitude
α0 =
−2i
κ2
. (5.56)
We define a change of variable according to
θ(t) = 1
A
∫ t
−∞
α(t′)dt′, (5.57)
Thus θ(t) is a sigmoidal function between 0 and 1 and centred on the RW pulse.
We now assume that the temporal width of the RW pulse, T , is sufficiently short that
κ2T << 1. This means that over the time that the RW pulse is significantly different from
zero we can neglect the decay of cavity. In that case we can approximate the dynamics over
the time of the pulse by
db
dθ
= −ig˜a2, (5.58)
da2
dθ
= −ig˜b, (5.59)
where the dimensionless coupling constant is given by g˜ = gA and with initial condition set as
|α0〉2⊗|0〉b. The solution to these equations is given by a unitary transformation with generator
G = g˜(a†2b+ a2b†). If we choose g˜θ = pi/2 we find that the initial state thus evolves to
e−ipiG/2|α0〉2 ⊗ |0〉b = |0〉2 ⊗ | − iα0〉b, (5.60)
so that we have swapped the steady state coherent amplitude in the optical cavity into the
memory, with a pi/2 phase change. We thus find that at the end of the first step of the protocol
we have prepared the memory mode b in the coherent state |β〉b where β = −2/κ2. At this
point in time we turn off the driving field on cavity-2 allowing it to relax back to the vacuum
state. This completes the first step of the protocol.
5.4.2 One photon interferometry: Mach-Zender interferometer
We place a mechanically controlled BS as the output BS of a MZ interferometer and inject a
single photon with an exponentially decaying pulse shape, ξ(t) = √γe− 12γt, into the interfer-
ometer, see figure (5.1). We further use dimensionless units assuming that cavity damping rate
κ = 1 in numerical simulations.
The initial input state into the opto-mechanical BS after passing the first conventional 50/50
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Figure 5.1: Scheme for Mach-Zender interferometer in which the first BS is a conven-
tional 50/50 BS and the second BS is replaced by a controlled beam splitter. There is
a phase shifter, shown by φ, on the upper arm and we load the interferometer with an
exponentially decaying single photon wave-packet.
BS is
|ψ(0)〉 = 1√
2
(eiφ|1a1 , 0a2〉+ |0a1 , 1a2〉). (5.61)
We use the above initial state and the solutions (4.8) to the Langevin equations (4.7) together
with input-output relation (5.47) to calculate the detection probability in t to t + dt at the
upper detector D1 which is defined as
Pu(t : t+ dt) = 〈a†1,out(t)a1,out(t)〉dt. (5.62)
This probability versus the detection time and the phase shift is plotted in figure (5.2). We can
use this probability to calculate the visibility of the interference pattern at each detection time
which is given by
v(t) = P
max
u (t)− Pminu (t)
Pmaxu (t) + Pminu (t)
. (5.63)
For the fully quantum mechanical description of the system, we use the unconditional Fock
state master equation approach which was introduced in chapter 2 and for the two input modes
is
d
dt
ρm,n;p,q(t) = −i[H, ρm,n;p,q] + (L[L1] + L[L2])ρm,n;p,q
+
√
mξ(t)[ρm−1,n;p,q, L†1] +
√
pη(t)[ρm,n;p−1,q, L†2]
+
√
nξ∗(t)[L1, ρm,n−1;p,q] +
√
qη∗(t)[L2, ρm,n;p,q−1], (5.64)
where H is the Hamiltonian given in the equation (5.45), Li =
√
κiai and the superoperator
L is defined by
L[L]ρ = LρL† − 12(L
†Lρ+ ρL†L). (5.65)
As explained in chapter 2, the first two subscripts m,n in the generalised system density
operator ρm,n;p,q refer to the top input photon number basis and the second two subscripts p, q
refer to the bottom input photon Fock subspace. After the photon passes through the first
beam splitter and the phase shifter, the initial state of the input field incident on the controlled
beam splitter is given by equation (5.61). The density operator showing this input field entering
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Pu
Figure 5.2: Probability of detecting the photon at the upper detector, D1, versus phase
shift caused in one of the interferometer’s arms (φ) and the normalised detection time
(κt), for initial mechanical strong coherent state (semiclassical regime), κ = γ = 1 and
g¯ = 1/3. The figure shows the interference pattern created at the output of the Mach-
Zender interferometer.
the controlled BS is
ρfield(0) =
∞∑
m,n,p,q=0
cm,n;p,q|nξ; qη〉〈mξ; pη|, (5.66)
where c1,1;0,0 = c0,0;1,1 = 12 , c0,1;1,0 =
1
2e
−iφ, c1,0;0,1 = 12e
iφ and the other coefficients cm,n;p,q = 0.
This is a non-pure Fock state of the form explained in equation (2.86) and following equation
(2.87), the total state of the system at time t becomes
ρsystem(t) =
∞∑
m,n,p,q=0
c∗m,n;p,qρm,n;p,q(t). (5.67)
We solve the hierarchy of differential equations produced by the master equation (5.64), for
ξ(t) = η(t) = √γe− 12γt. We need the solutions for ρ1,1;0,0(t), ρ0,0;1,1(t), ρ0,1;1,0(t) and ρ1,0;0,1(t) to
calculate the dynamical state of the opto-mechanical system given by the above equation. In
the Fock state master equation approach, the relation between the output, input and cavity
modes follows the form given in equation (2.29). To calculate the detection probability at the
top detector, D1, which is defined in equation (5.62), one also needs the action of the operators
a1,in and a2,in on two mode Fock states
a1,in(t)|nξ; qη〉 = ξ(t)
√
n|n− 1ξ; qη〉,
a2,in(t)|nξ; qη〉 = η(t)√q|nξ; q − 1η〉. (5.68)
We then use equation (5.63) to calculate the visibility of the interference pattern for different
values of the coherent state amplitude shown in figure 5.3. This figure gives an idea of how by
increasing β, the corrections due to the first and higher order terms in g, which was discussed in
section 5.3, become negligible and when β is large enough, we recover a semiclassical interaction
without any entanglement between the optical and mechanical degrees of freedom.
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Figure 5.3: Interference pattern visibility of a MZ interferometer versus detection time
for different values of the mechanical coherent state amplitude for κ = γ = 1, g¯ = 1/3.
For large enough mechanical coherent state amplitude, β > 6, visibility transits towards
that obtained in the semiclassical regime.
In practice, a photo detector operates with a finite integration time. Therefore, it is more
realistic to integrate over time to calculate the detection probability at detector D1 as
Pu =
∫ ∞
0
〈a†1,out(t)a1,out(t)〉dt, (5.69)
which gives a detection probability and an interference visibility independent of the detection
time as one would expect in an experiment. This visibility is plotted in figure 5.4 versus coherent
state amplitude prepared in the mechanics. This figure shows that by enhancing β the visibility
saturates to the value obtained in the semi-classical limit. The interference pattern visibility
of a MZ interferometer can be used as a sign to show the transition from quantum control to
classical control that is obtained for a certain value of β.
5.4.3 Hong-Ou-Mandel interferometer
The HOM interferometer scheme using a mechanically controlled BS is shown in figure 5.5,
where each mode a1 and a2 is loaded with an exponentially decaying single photon pulse. The
single photons are specified by the same amplitude function except one is time shifted with
respect to the other
ξ(t) = √γe− 12γt,
η(t) = √γe− 12γ(t−τ). (5.70)
In chapter 4, we analytically calculated the joint probability of counting one photon at both
detector D1 and D2 in the semiclassical regime which is defined as
G(2)(τ) =
∫∞
0
∫∞
0 〈a†1,out(t)a†2,out(t′)a2,out(t′)a1,out(t)〉dtdt′∫∞
0 〈a†1,outa1,out(t)〉dt
∫∞
0 〈a†2,outa2,out(t)〉dt
. (5.71)
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Figure 5.4: Interference pattern visibility versus mechanical coherent state amplitude,
β, for κ = γ = 1, g¯ = 1/3. With these parameters, the visibility obtained for the effective
BS in the semiclassical regime is 0.646.
One way to calculate this two-time correlation function in the quantum regime is to use the
quantum regression theorem presented in chapter 2, for which one needs to solve the uncon-
ditional master equation. However, for this two-mode, two-input photon case, this becomes
complicated. Another way is to numerically simulate a HOM experiment using the stochastic
theory of quantum jumps. We chose the latter approach in this work, the details for which
will be given later in this section. Before that, we start with a simpler calculation to give
us some physical insight into testing the quantum to classical control by employing a HOM
interferometer.
We consider the physically idealistic case of coincidence detection at a specific detection
time t by calculating the coincidence detection rate as C(t, τ) = κ1κ2〈a1(t)†a1(t)a2(t)†a2(t)〉.
This expectation value can be computed using the unconditional Fock state master equation
(2.79) as
C(t, τ) = κ1κ2Tr[a†1a1a†2a2ρ1,1;1,1(t)]. (5.72)
This coincidence rate is plotted in figure 5.6(a) versus detection time and the time shift between
the input photons for the semiclassical regime. The HOM dip can be clearly seen in this figure
at fixed detection times. We choose κt = 4.7 for which the HOM visibility in the semiclassical
regime is 1 and then plot the coincidence rate versus the time shift between the input photons
for different values of coherent state amplitude, β, changing from a fully quantum regime,
β = 1, to very strong amplitudes, as can be seen in figure 5.6(b). One feature we observe
in this figure is the asymmetry in the HOM dip present in the quantum regime, which arises
from the asymmetry in the interaction Hamiltonian (5.45). By increasing β, this asymmetry
is gradually removed since as we increase β, there is a gradual transition to the semiclassical
regime with a symmetric interaction Hamiltonian between the optical modes. This figure also
suggests that the change in HOM dip can be used as a measure of the transition from the
quantum control regime to the classical control regime.
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Figure 5.5: Scheme for a HOM interferometer using a mechanically controlled BS. Input
single photons have exponentially decaying pulse shapes entering the optical cavities with
a time shift τ .
We calculate the HOM interference pattern visibility as
v(t) = C
max(t, τnegative)− C(t, 0)
Cmax(t, τnegative) + C(t, 0)
, (5.73)
which gives us the worst case visibility for each curve. Figure 5.6(c) shows HOM visibility
versus the detection time. For the chosen parameter regimes of γ and g¯ in this figure, maximum
visibility occurs at κt = 4.7, the detection time that we choose to plot visibility versus coherent
state amplitude prepared in the mechanics in figure 5.6(d). This figure also shows that HOM
visibility can be an indicator to test the transition form the quantum control to the classical
control in which the visibility saturates to a maximum value.
In the next step, we perform the calculation using the more realistic definition of the joint
detection probability given in equation (5.71). As discussed earlier, we perform a Monte-Carlo
simulation using the stochastic version of the Fock state master equation to simulate the HOM
interference which shows the ratio of coincident photo-detections over the total number of
measurements versus the time shift, (τ). In subsection 2.7.3, we introduced how one models
the conditional evolution of a system with two-input modes. The conditional master equation
describing the dynamics of the system given vacuum detection in both modes up to time t is
d
dt
ρ˜(01,02)m,n;p,q(t) = −i[H, ρm,n;p,q]−
1
2{L
†
1L1, ρm,n;p,q} −
1
2{L
†
2L2, ρm,n;p,q}
−√mξ(t)L†1ρm−1,n;p,q −
√
pη(t)L†2ρm,n;p−1,q
−√nξ∗(t)ρm,n−1;p,qL1 −√qη∗(t)ρm,n;p,q−1L2,
−√mn|ξ(t)|2ρm−1,n−1;p,q −√pq|η(t)|2ρm,n;p−1,q−1, (5.74)
where ρ˜(01,02)m,n;p,q(t) is the conditional un-normalized state of the system in which ni in the su-
perscript (n1, n2) is the number of counts at detector Di. The top level generalised density
operator ρ˜(01,02)1,1;1,1 (t) is the physical state of the system and is used to calculate the normalisation
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Figure 5.6: In these figures κ = γ = 1, g¯ = 1/3. (a) Coincidence rate versus detection
time (κt) and the delay time between entering photons for the mechanical state in the
semiclassical regime. As the figure shows the HOM dip changes for different interaction
times. (b) HOM dip for different values of initial coherent state amplitudes. As β becomes
close to the semiclassical limit the asymmetry in HOM dip disappears. (c) Visibility versus
detection time for β ranging from small values in fully quantum regime to larger values
in the semiclassical regime. (d) HOM interference visibility for different values of initial
coherent state amplitudes (β) at κt = 4.7.
factor: Tr[ρ˜(01,02)1,1;1,1 (t + dt)], which is in fact the probability for a vacuum detection occurring in
the time interval (t, t+ dt]
P (01,02)(t : t+ dt) = 1− dt
(
|ξ(t)|2Tr[ρ0,0;1,1(t)]− |η(t)|2Tr[ρ1,1;0,0(t)]
−Tr[L†1L1ρ1,1;1,1]− Tr[L†2L2ρ1,1;1,1]
−ξ(t)Tr[L†1ρ0,1;1,1]− ξ∗(t)Tr[L1ρ1,0;1,1]
−η(t)Tr[L†2ρ1,1;0,1]− η∗(t)Tr[L2ρ1,1;1,0]
)
. (5.75)
The conditional state of the system given that one photon is detected at D1 in the time interval
(t, t+ dt], should be updated as
ρ˜(11,02)m,n;p,q(t+ dt) = dt
(
L1ρm,n;p,q(t)L†1 +
√
mn|ξ(t)|2ρm−1,n−1;p,q
+
√
mξ(t)ρm−1,n;p,qL†1 +
√
nξ(t)∗L1ρm,n−1;p,q
)
, (5.76)
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and for a count occurring at D2 in t to t+ dt we have
ρ˜(01,12)m,n;p,q(t+ dt) = dt
(
L2ρm,n;p,q(t)L†2 +
√
pq|η(t)|2ρm,n;p−1,q−1
+√pη(t)ρm,n;p−1,qL†2 +
√
qη(t)∗L2ρm,n;p,q−1
)
, (5.77)
The associated normalization with the states given in equations (5.76) and (5.77) gives the
probability for a photo-detection occurring in the time interval (t, t + dt] at detectors D1 and
D2, respectively
P (11,02)(t : t+ dt) = dt
(
Tr[L†1L1ρ1,1;1,1(t)] + |ξ(t)|2ρ0,0;1,1
+ξ(t)Tr[L†1ρ0,1;1,1(t)] + ξ∗(t)Tr[L1ρ1,0;1,1(t)]
)
, (5.78)
P (01,12)(t : t+ dt) = dt
(
Tr[L†2L2ρ1,1;1,1(t)] + |η(t)|2ρ1,1;0,0
+η(t)Tr[L†2ρ1,1;0,1(t)] + η∗(t)Tr[L2ρ1,1;1,0(t)]
)
. (5.79)
We perform the two-jump Monte-Carlo simulation in four steps as follows: (1) start with
the optomechanical initial state |ψ(0)〉 = |0〉1|0〉2|β〉b and inject two single photons, with a time
shift τ , to the cavity inputs. (2) Generate a random number, rand, in the range 0 to 1. If
P (01,02)(t : t + dt) > rand, no jump occurs and the normalized state of the system at the end
of the interval should be updated as
ρm,n;p,q(t+ dt) =
ρ˜(01,02)m,n;p,q(t+ dt)
P (01,02)(t : t+ dt) . (5.80)
If P (01,02)(t : t + dt) < rand, a jump occurs and we choose a second random number randJ to
decide if the jump occurs in mode one or in mode two.
If P
(11,02)(t : t+ dt)
1− P (01,02)(t : t+ dt) > randJ −→ ρm,n;p,q(t+ dt) =
ρ˜(11,02)m,n;p,q(t+ dt)
P (11,02)(t : t+ dt) . (5.81)
If P
(11,02)(t : t+ dt)
1− P (01,02)(t : t+ dt) < randJ −→ ρm,n;p,q(t+ dt) =
ρ˜(01,12)m,n;p,q(t+ dt)
P (01,12)(t : t+ dt) . (5.82)
(3) We repeat step 2 until we have detected both photons. (4) We repeat steps 1 to 3 for a
large number of trajectories.
Figure 5.7 shows the probability of having one count at each of detectors D1 and D2. The
solid line shows the analytical results for the semiclassical regime using the solution given in
(4.17) to the equation (4.16). Blue circles show the numerical results for the semi-classical case
obtained by using Monte-Carlo simulation. For each τ , we performed 1200 trajectories. For
other values of β in the fully quantum regime, we only compute the joint detection probability
at τ = 0 since we are limited by our computation resources. However, this plot clearly shows
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Figure 5.7: Joint detection probability versus the time shift between the entering pho-
tons to the interferometer for κ = γ = 1, g¯ = 1/3. The solid line shows the analytical
results for the semiclassical regime. Data points with error bars are the results achieved
by solving the conditional stochastic Fock state master equation in a Monte-Carlo simu-
lation. Each data point is the result of simulations for 1200 trajectories except for β = 1,
in which only 400 trajectories were performed. In the semiclassical limit we observe a
very good agreement between the analytical calculations using Langevin equations and
the numerics done using Fock state master equation.
the trend we expect to see; a decrease in the HOM dip with increasing mechanical coherent
state amplitude, as we observed in the previous figures.
5.5 Conclusion
We have introduced the concept of implementing a mechanically controlled beam splitter com-
prised of two coupled cavities evanescently coupled to optical waveguides. A mechanical res-
onator prepared in a coherent state with small amplitude entangles the optical and mechanical
degrees of freedom, thus acts as a quantum control of single photon states. However, if the
mechanics is prepared in a strong coherent state, there is very little entanglement between
the optical and mechanical degrees of freedom. In this limit, the mechanics acts as a classical
control of the input single photon states. The model we implement makes extensive use of
a recently developed formalism for dealing with non stationary input Fock states to optical
cavities and serves a non trivial application of this tool.
Given the ability to prepare the mechanical degree of freedom in coherent states of varying
amplitude, this model demonstrates the emergence of classical control from an underlying
quantum mechanical model. The emergence of classical control is achieved in the limit in
which the optical and mechanical degrees of freedom have very little entanglement. We have
presented the MZ and HOM interferometers as experimental protocols to test this quantum-
to-classical control by looking at the visibility achieved in the interference pattern.
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Chapter 6
An integrated quantum photonic sensor based
on Hong-Ou-Mandel interference
6.1 Overview
Integrated photonics based on photonic crystal (PhC) structures provide a path to extremely
small optical sensors with applications to biology [127, 128], chemistry [129] and engineer-
ing [130]. PhC devices with various geometries and structures such as hollow core PhC
fibers [131], 1D and 2D waveguides [132, 133] and nano-cavities [114, 115, 134–136] have been
fabricated and used for sensing applications. Among these devices, PhC cavity-based sensors
offer important advantages over PhC waveguide sensors since they can be made much smaller,
thus reducing vulnerability from impurities and losses. Moreover, exploiting high Q cavities
with large mode volume are advantageous for sensors based on refractive index (RI) changes,
for example in bio-pathogen detection [137], chemical sensing [138] and single particle detec-
tion [139].
Recent demonstrations of cutting edge sensors that exploit quantum mechanics have been
shown to outperform their classical counterparts in achieving higher sensitivities [38, 140, 141].
Many applications, e.g. biological sensing[10], require low power to preserve delicate mea-
surands destroyed by: photodecomposition, photo-thermal effects, and photon pressure for
example. This requirement is in addition to the usual requirements of high input-output gain
(responsivity), low noise and high bandwidth. In that regard, weak coherent light offers a route
to low power sensing. However, the use of weak coherent pulses lowers a sensor’s bandwidth.
Consider for example a series of weak coherent pulses with on average one photon per pulse, in
this case roughly 37% of pulses have no photons at all and 26% have more than one photon per
pulse. Clearly the ultimate low pulse power limit is achieved by single photon pulses with only
one photon per pulse. A sensor operating with single photon states offers low power suitable
for deployment in lab on a chip applications [142] and compatible with attojoule all-optical
switching [143] and optomechanical devices for strain sensors [144] and accelerometers [39].
While single photon states are not easy to make there is a very large research effort underway
driven by their potential application in quantum information processing [94]. For our purposes
it suffices to note that PhC devices are compatible with a number of quantum dot single photon
sources [145] and that technological advances in integrated multiplexed single photon sources
in PhCs are very encouraging [146]. The fundamental quantum nature of photons is usually
observed through the Hong-Ou-Mandel [119] (HOM) effect which has now been demonstrated
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Figure 6.1: Schematic of quantum PhC sensor. Coupled PhC resonators implement
an effective beam splitter interaction between the input single photon fields resulting in
HOM interference effect observed in detected output fields. G(2)(τ) is a measure of the
number of coincidences which is a function of the time shift between the photons entering
the beam splitter. By compressing or expanding the distance between optical resonators
or through changes in refractive index of the medium between the resonators, the coupling
between the cavities changes. This results in a change in transmission and reflection of
the beam splitter and therefore results in a change in the measured HOM visibility.
in a variety of physical systems such as evanescently coupled optical waveguides [147] and
microwave devices [148]. In the HOM effect indistinguishable photons simultaneously arrive at
each of the two input ports of a 50/50 beam splitter, after which the photons “bunch” together
so that both photons are either in one output port or the other. Never will you observe one
photon in both outputs.
In this chapter, we propose a novel scheme for a quantum photonic sensor based on coupled
PhC cavities that exploits the HOM effect, shown in figure 6.1. As discussed in chapter 4, the
coupled PhC cavities form an “effective beam splitter" for two incident photons. The central
idea is that a parameter to be estimated, call it ψ, modulates the coupling between the optical
cavities, g. This can be done by changing the distance between the cavities through compressing
or stretching the dielectric material (e.g. for force and strain sensing) or by changing the
refractive index of the media between the two cavities (e.g. for RI, temperature and single
particle sensing). The change in g modifies the reflection and transmission of the effective beam
splitter which changes the visibility of HOM interference. Therefore, by measuring the change in
HOM visibility, we can sense the variation in g and thus estimate ψ. This scheme is independent
of transmission/reflection spectra normally used for classical cavity-based sensors [149] and
neither a dispersive element nor spectral resolution for the measurement is required. The
device we propose is experimentally feasible with existing technology. Our scheme can for
example be realized in coupled L3 PhC cavities [114, 115, 134–136].
This chapter is organised as follows: first, we characterize the proposed sensor in terms
of its performance metrics, the responsivity and minimum detectable value for the parameter
to be estimated. This characterization in terms of the working parameters of the sensor is
expressed in a general way, with no assumptions set for the cavity damping rate, cavities
coupling strength, PhC refractive index, etc. Then, a more specific example is provided by
considering this scheme with previously reported experimental parameters for GaAs/AlGaAs
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PhC structures. We theoretically predict that such a system can measure one part per million
change in refractive index as well as forces on the order of 10−7 N. These results are not
obtained by using experimental values specifically optimized for our scheme. However, the
results obtained for refractive index and force sensing are promising for integrated on-chip
sensing.
6.2 Hong-Ou-Mandel sensor
As HOM interference is a uniquely quantum mechanical phenomenon we must necessarily pro-
ceed with a full quantum description. Consider the double optical resonator scheme composed
of two optical cavities with resonance frequency ω, depicted in figure 6.1. The optical fields
in the two cavity modes are described by the bosonic annihilation operators a1 and a2. The
interaction picture Hamiltonian is given by
HI = ~g(a†1a2 + a1a†2), (6.1)
where g is the effective interaction strength that depends on the parameter ψ. As described
in previous chapters, we couple this system, via the evanescent field, to the input and output
channels comprising two optical wave-guides. The relation between the respective input and
output fields is
aj,out(t) =
√
κjaj(t)− aj,in(t), (6.2)
where κj(j = 1, 2) is the damping rate of cavity j. Cavity modes a1(t) and a2(t) can be related
to the input modes using the input-output stochastic differential equations
da1(t)
dt
= −iga2(t)− κ2a1(t) +
√
κa1,in(t),
da2(t)
dt
= −iga1(t)− κ2a2(t) +
√
κa2,in(t), (6.3)
where the solution to these equations is given in (4.8). To operate this device as a sensor we
then load the two input ports with single photons and perform coincidence detection at the
outputs. The upper input port of the beam splitter is loaded with a single photon in the state
|1ξ〉 = ∫ dsξ(s)a†1,in(s)|0〉 having pulse shape ξ(t) = √γe− 12γt with the normalization condition∫
dt|ξ(t)|2 = 1. The lower input port is loaded with a single photon having exactly the same
amplitude function but time shifted with respect to the top η(t) = ξ(t − τ) = √γe− 12γ(t−τ),
where γ is the input photon bandwidth. This state has zero field amplitude, 〈ain(t)〉 = 0, so
conventional (second order) interference cannot be used. However 〈a†in(t)ain(t)〉 6= 0 so fourth
order interference will reflect the quantum coherence inherent in the pure state |1ξ〉.
As defined in chapter 4, the probability of one and only one click occurring at both detectors
D1 and D2 is given by the fourth order correlation function
G(2)(τ) =
∫∞
0
∫∞
0 〈a†1,out(t)a†2,out(t′)a2,out(t′)a1,out(t)〉dtdt′∫∞
0 〈a†1,outa1,out(t)〉dt
∫∞
0 〈a†2,outa2,out(t)〉dt
. (6.4)
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Figure 6.2: Sensor response to variations in g. (a) Shows the behavior of the estimator,
coincidence detection probability (Pc(0)), for indistinguishable input photons versus g/γ
and κ/γ. (b) Shows how responsivity of the sensor varies by operating the sensor at
different regimes of g/γ and κ/γ. The white dashed lines show the operating points for
which sensor response is maximum and linear over the range of small changes in signal.
It should be noted that in this expression the time τ is not the delay between detection events
but a temporal separation of the two input photons. In practice the integration time need not
and should not be infinite as it sets the time interval between successive pulses. In fact the
integration time needs to be of the order τrep ∼ max{1/κ, 1/γ}. In what follows we work in
regimes where κ
γ
> 1, which is compatible with available experimental realizations, so we have
τrep ∼ 1/γ. Through equations (6.1), (6.2) and (6.3) the explicit dependence of G(2)(τ) on g
can be seen. By monitoring changes in G(2)(τ) we can infer changes in g. In the ideal case, we
would like to detect both photons. However, in reality either one or two photons could fail to
be counted at detectors due to optical losses or non-unit detector efficiency. This case should be
considered as a failed trial which we discard and simply run with another two single photons.
However, this lowers the sensor’s bandwidth.
In figure 6.1, the HOM dip for our system is depicted for particular values of κ/γ and g/γ.
For τ = 0, where input photons are indistinguishable, quantum interference results in photon
bunching, or photon pairs, and we see the minimum of the coincidence probability i.e. the
HOM dip. As τ increases or decreases the coincidence probability increases.
We define the responsivity of the sensor to detect the changes in g as
Rg(g0, κ) =
∣∣∣∣∣dG(2)(0)dg
∣∣∣∣∣ . (6.5)
Operating at τ = 0 is optimal for most combinations of γ and κ and maximizes the respon-
sivity. We then optimize the values of κ/γ and g/γ so that the derivative of G(2)(0) with respect
to g is maximized. By maximizing the responsivity over our device parameters, g0 the initial
beam splitter coefficient and the cavity damping rate κ, we can optimize the performance of our
sensor. Due to the fact that our sensor is a linear quantum system, we can analytically calculate
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G(2)(τ) and its derivative for the initial state |ψ(0)〉 = |1a1,ξ, 1a2,η〉, the full expression for G2(τ)
was given in relation (4.17). Figure 6.2 can serve as a guide for experimental implementations
and device fabrication. Figure 6.2a shows G(2)(0) as a function of g/γ and κ/γ. Figure 6.2b
shows the behaviour of the system response for different operating points g/γ and κ/γ. The
dashed line on figure 6.2b demonstrates the operating points at which dRg
dg
= 0 where we can
take advantage of maximum sensor response. In addition, at this maximum sensor response,
the estimator G2(0) behaves linearly with small signal variations as will be described below.
6.3 Noise characteristics
Another important measure in characterizing the sensor performance is the linear dynamic
range (LDR) which is related to the estimation error and the sensor linearity which we now
explore. The error in estimating δg is related to the error in estimating δG(2)(0) in a finite
number of samples
δgnoise =
∣∣∣∣∣dG(2)(0)dg
∣∣∣∣∣
−1
δG(2)(0)noise, (6.6)
where
δG(2)(0)noise =
√
G(2)(0)(1−G(2)(0))√
N
, (6.7)
is the standard deviation of a Bernoulli distribution with N trials. The minimum detectable
shift in g from the bias g0 should be larger than this error, i.e. δgmin > δgnoise, so that we
are able to measure it. For a large number of samples (N → ∞), δgnoise is negligible (up
to accidental coincidences caused by dark counts or stray light). This result is useful for the
estimation of a static or quasi static parameter.
We now give an order of magnitude estimate for δgmin when the parameter is time varying.
If Tmeas = τrepN is the time between our samples of g(t), naive arguments from the Nyquist-
Shannon sampling theorem imply that we can not determine frequency components of g(t)
greater than f = 1/(2Tmeas), which is called the detection frequency bandwidth. For a one-
sigma level of confidence we should have N ≥ min{γ, κ}/(2f) and the noise equivalent δg,
given in equation (6.6), becomes
δgmin >
√
2fG(2)(0)(1−G(2)(0))
Rg
√
min{γ, κ}
. (6.8)
Now we can calculate the LDR which is defined as
LDR = 20 log δgmax
δgmin
, (6.9)
where δgmax is the point bellow which the sensor response is linear within 1% variation, i.e.
Rg(g) = Rmaxg − 0.01Rmaxg in which Rmaxg ≡ maxg0,κ Rg(g0, κ).
In figure 6.3a, responsivity is plotted with respect to g for an arbitrary value of κ. We bias
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Figure 6.3: Linear dynamic range. (a) Shows how sensor response changes at different
operating points. If we operate the sensor on a bias g0 where sensor response is maximum,
we can take advantage of the sensor linear response, up to small variations in g. (b) Shows
LDR for bias g0/γ = 1.8 shown in (a) for different detection frequency bandwidths over
γ, f/γ. The red star shows the upper LDR limit that is the point up to which sensor
responds linearly within 1% variation.
the initial coupling between the optical resonators (g0) where the responsivity peaks. Therefore,
there is a range of δg = g − g0 for which the sensor behaves linearly. LDR is shown in figure
6.3b for some arbitrary detection bandwidth in units of γ. For smaller choices of f/γ, δgnoise
will be decreased, so the sensor can resolve smaller shifts in g.
6.4 HOM sensor implementation
We now consider specific physical applications for our sensor, first as a force sensor and then as
a refractive index sensor, employing coupled L3 PhC cavities [114, 115, 134–136] experimental
data to estimate its responsivity and minimum resolvable shift in signal for each case. By
examining the normal mode splitting reported in these references we infer the coupling strength
g between the PhC resonators is of the order of 1011−1015 Hz. The evanescent coupling strength
between the resonators and waveguides κ can be tailored, so that κ ∼ g for example. Operating
as a force sensor, the measured signal is the shift in cavity separation induced by an applied force
or a strain, while operating as a refractive index sensor, the signal to be measured is a change
in refractive index induced by the presence of a molecule dropped on the air holes between the
PhC resonators, for a constant bias cavity separation. A shift in either cavity separation, call
it x, or refractive index, call it n, modifies the coupling strength between the resonators which
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Figure 6.4: Approximating the optical coupling between two GaAs cavities (L = 450
nm) placed in the middle of a distributed Bragg reflector (DBR) stack comprising GaAs
(d=225 nm) and air (d=112 nm) pairs versus cavities separation (a,c) and air holes
refractive index (b,d). (a) Normalised transmission of the stack showing the normal modes
of the two cavities for different x. The dashed line corresponds to the unperturbed single
cavity mode confined by the DBR stack. (b) Normal modes shown for x=449 nm (two
air and one GaAs layers) and varying the refractive index of the air layers between the
cavities. By increasing the air hole refractive index the mode separation increases which
corresponds to stronger coupling between the cavities due to the decrease in the refractive
index offset of the DBR layers. (c) coupling frequency calculated from (a) versus cavity
separation. The dashed line corresponds to an exponential decay fitting. (d) coupling
frequency as a function of air hole refractive index calculated from figure (b). The dashed
curve corresponds to an exponential fitting of aebn2 .
will be detected by measuring G2(0). Therefore, to give an order of magnitude estimation of the
responsivity and minimum detectable signal in each case we need to investigate the dependence
of g as a function of x and n. To do this we used a 1D model analysed by the transfer matrix
method [150] (see figure 6.4) to investigate the dependence of the cavity normal mode splitting
on the change in cavity separation or refractive index.
In the case of identical resonators, ω1 = ω2 = ω and κ1 = κ2, the splitting in frequencies
of the symmetric and asymmetric normal cavity modes is ∆Ω = 2g [114, 151]. Therefore, we
can write g = pic∆λ/λ2, where c is the speed of light and λ is the cavity mode wavelength.
Since pic/λ2 is a constant, to find the functionality of g with x and n, we need to find the
functionality of ∆λ with those parameters. Numerics show that an exponential function of
the form g = ae−bx fits very well on data achieved for normal mode splitting change versus
different cavity separations (see figure 6.4c) and an exponential of the form g = aebn2 can
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Figure 6.5: Functionality estimation of g versus x and n. Fit on experimental data (red
points) given in figure 2 of citation [136] to find the coefficient a, b and d in functionality
of g versus x and n that we found of the form g(x, n) = pic∆λ/λ2 = pic
λ2ae
−bx+dn2 where
λ = 1000nm.
describe the changes with respect to refractive index (see figure 6.4d). Hence, we can generally
write g(x, n) = ae−bx+dn2 . We extract the coefficients a, b and d by fitting data from figure 2
of citation [136] for a PhC made of GaAs/AlGaAs (see figure 6.5). According to their data g
is on the order of 1012 − 1013 Hz for this range of xbias that is shown in figure 6.6. We have
chosen κ of the order of 1013 Hz.
6.4.1 HOM force sensor
First we investigate the efficiency of our system operating as a force sensor. In this case n = 1,
so by substituting g(x, 1) into equation (6.4) we can see how the probability of joint detections
changes for different operating points xbias (figure 6.6a). The sensor response to changes in x is
calculated as Rx(x0, κ) = |dG2(0)dx |x=x0 . Figure 6.6b shows that for an input photon bandwidth
on the order of γ = 1GHz, which is experimentally feasible at the moment [52, 53], sensor
response to shifts in x is of the order of 10−3(nm)−1. Minimum detectable x can be easily
related to δgmin as δxmin = −1bg δgmin. Figure 6.6c shows this noise equivalent x is of the order
of 10−3(nm/
√
Hz). Young’s modulus for GaAs is E = 85.5GPa [152]. Therefore, for the given
lattice with a thickness of t ' 1µm the stiffness of GaAs is k = E
t
' 85.5kNm . Minimum
detectable force is shown in figure 6.6d and is of the order of 10−7N which compares rather well
with the high resolution PhC force sensors [153, 154] exploiting coherent light. However, these
schemes use significantly larger input power while in our results not only is the pulse power (1
ph/pulse) low but the average power (10−10 W), which is defined by the emission rate of the
current single photon sources (∼ GHz), is also low.
Importantly, fabricating the cavities with a smaller κ does not affect the sensor resolution
but shifts the optimum operating points at which the sensor behaves linearly (white dashed
lines in figure 6.6) towards larger xbias.
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Figure 6.6: Performance of HOM sensor as a force sensor. This figure is a fabrication
guide to building a HOM force sensor with maximum performance. a, Shows how the
estimator evolves by changing the operating point xbias for an input photon bandwidth
of γ = 1GHz. b, For the given γ and κ, the responsivity is of the order of 10−3(nm)−1.
The white dashed lines show the operating points where system response to displacement
shift is linear. c, Shows that the minimum detectable change in distance is of the order
of 10−3nm/
√
Hz). d, For PhC made of GaAs/AlGaAs, the given value for minimum
detectable x corresponds to minimum detectable forces of the order of 10−7N. Our cal-
culations show that as we reduce kappa, gradually we loose the linear behaviour of the
sensor (white dashed lines) for smaller xbias as the best bias points shifts towards larger
x or smaller g without improving or decreasing the sensor resolution.
6.4.2 HOM refractive index sensor
To operate the system as a refractive index sensor we operate at a fixed xbias, so g(n) =
ae−bxbias+dn
2 . System response to refractive index shift is Rn(x0, κ) = |dG2(0)dn |n=1 and the min-
imum detectable refractive index shift is calculated as δnmin = (δgmin/2dgn)|n=1. Figure 6.7a
is a fabrication guide for γ = 1GHz to find the best operating points to achieve maximum
responsivity together with linear response. Figure 6.7b predicts a resolution of the order of
10−6 refractive index unit (RIU) per
√
Hz for single photon bandwidth of γ = 1GHz. Up to
the best of our knowledge the best resolution achieved in schemes [155, 156] is of the order of
10−7RIU per
√
Hz, however these use more input power.
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Figure 6.7: Performance of HOM sensor as a refractive index sensor. This figure is a
fabrication guide to building a HOM refractive index sensor with maximum performance.
a, Shows responsivity of the refractive index sensor for different operating points xbias for
an input photon bandwidth of γ = 1GHz. The white dashed lines show the bias points
where sensor response changes linearly for very small changes in refractive index. Our
theory predicts that responsivity does not depend on single photon band width γ. b,
Predicts that for γ = 1GHz the minimum detectable refractive index shift is of the order
of 10−6RIU/
√
Hz.
6.5 Conclusion
In conclusion we have described a uniquely quantum protocol for a PhC sensor based on two
coupled cavities. Our proposal uses single photon states, not coherent states, and operates
on Hong-Ou-Mandle interference; a fourth order interference effect. The visibility for such a
HOM proposal is dependent on changes in the coupling between the cavities, which is in turn
dependent on shifts in the cavity separation distance and/or refractive index of the medium in
between the two cavities. Very small changes in such parameters result in modulation of the
cavity coupling rate that can be observed by measuring the resulting change in the HOM dip.
Our results predict minimum detectable values for refractive index and force changes, 10−6 RIU
per
√
Hz and 10−7 N, respectively. This estimation is based on the parameters obtained form
the current experimental implementations of coupled L3 PhC cavities in GaAs/AlGaAs [136]
and is not specifically optimized for our sensor. Further development of PhC technology for
the sensor presented here could offer significant improvements in the performance. Our results
show that high sensitivity can be reached upon achieving high repetition rate single photon
sources.
The advantages of the presented scheme are as follows: (i) this scheme can be implemented
on chip and fabricated in micro-scale dimensions; (ii) unlike sensing approaches based on trans-
mission spectrum of a L3 cavity coupled to a waveguide, this approach does not require spectral
resolution that reduces the bandwidth; (iii) this scheme can be a multi-purpose sensor. In this
chapter, we have discussed force and refractive index sensing. With minor modifications, it can
be used for other targets such as local temperature, pressure and particle detection and anal-
ysis. The disadvantage of this single-photon-based scheme compared to those using coherent
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light is the difficulty in building reliable single photon sources.
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Chapter 7
Conclusion and Outlook
This thesis is a contribution to the more general understanding of single photon opto-mechanics,
how to model measurements performed on single photons and the interaction of single photon
states with linear and non-linear systems. We have presented theoretical proposals in the field
of single photon opto-mechanics to measure the excitation number of a mechanical resonator,
perform precise refractive index and force measurements and explore fundamental physics. In
particular, we have studied how single photon states can be used as measurement probes for
the state of a mechanical resonator in an opto-mechanical system and for precise parameter
estimation in a quantum sensor, as well as how to control single photon states using non-linear
opto-mechanical interactions. This thesis can open up the prospect of future applications and
proposals for single photon opto-mechanics.
As part of the background chapter, chapter 2, we have discussed a recently developed
master equation method for the case of continuous-mode Fock state input photons [77, 79].
Following these citations, we have performed a comprehensive derivation to obtain a stochastic
quantum jump version of the Fock state master equation for a two-mode input field, needed
for the calculations presented in this thesis. We have further shown the effectiveness of this
approach in chapter 5 where we have solved an opto-mechanical system with a non-linear optical
interaction to find the mechanically controlled dynamical evolution of the optical fields, . In
chapter 3, we have presented a scheme in which single photons can be used to probe the step-
by-step collapse of the state of the mechanical resonator to a number state. Finally in chapter
6, we have suggested the use of single photons for sensing applications in quantum technology
such as refractive index and force measurements. In summary, our main results include studies
on: 1) mechanical state preparation, 2) mechanical control of the optical fields, 3) quantum
sensing. Now we will briefly summarize the results of these three studies in turn and highlight
the impact and importance of each work for the field. We then discuss some possible future
research steps.
The drive to generate optical single photon states has been motivated by their potential
applications in quantum information and optical quantum computation [94], quantum com-
munication [157] and quantum metrology [158]. This has facilitated the development of single
photonics technology. In combination with the techniques required to achieve opto-mechanical
systems with strong coupling, one can operate in the single photon opto-mechanical regimes to
take advantage of the intrinsic optical non-linear interaction with a mechanical oscillator. This
provides a new approach to control the mechanical resonator and generate highly non-classical
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mechanical states such as superposition states [48, 49, 159] and non-Gaussian steady states [88].
The preparation of mesoscopic objects in a quantum state is interesting from a fundamental
physics point of view and leads to the exploration of the quantum to classical transition [51].
In addition, measuring the mechanical phonon number and observing quantum jumps in
the mechanical excitation number is an important goal in opto-mechanics [30, 50]. To achieve
this goal using single photon opto-mechanics, in chapter 3 we have derived an opto-mechanical
system with successive single photon states. Conditional measurements on the output of the
system give us partial information about the mechanical state, resulting in a step-by-step
collapse of the initial mechanical coherent or thermal state to a number state, provided the
measurement rate exceeded the mechanical thermalization rate. This work therefore provides
a step forward to the goal of reading out the mechanical phonon number. The question of how
to improve the scheme to make a more stable number state is still open. Later we will discuss
that adding a feedback loop to the scheme is something to may be considered in this regard.
Opto-mechanical systems also provide the potential to control the dynamical evolution
of the optical field via its interaction with a mechanical system. This has applications to
fundamental physics in addition to applications in quantum information and optical quantum
computation, where one needs to control the state of an optical qubit. In this thesis, we have
described a controlled gate operation between the optical field and the mechanical object. Our
main goal has been to show that the mechanical resonator can be used as a controller for the
target photons in an entangling gate. For this purpose, in chapters 4 and 5 we have shown
that our opto-mechanical scheme can perform a controlled BS interaction between the optical
modes. The mechanical resonator prepared in a phonon number state or a weak coherent state
operates as a quantum controller, entangling the optical and mechanical degrees of freedom.
However, the mechanical object prepared in a large-amplitude coherent state performs as a
classical controller for the input photons. Furthermore, the interference visibility of MZ and
HOM interferometers, for one and two photon inputs,respectively, has been introduced as an
experimental signature of the transition from quantum control to classical control. Next steps
include using one of the measures of entanglement to fully quantify and predict the value of
the interference visibility as a function of the degree of entanglement.
Quantum sensing is a new field in the quantum technology research that exploits quantum
mechanics and quantum metrology to build sensors that offer advantages over their clasical
counterparts. Achieving higher sensitivity, lower power demand, miniaturization and remote
sensing are some advantages that one is looking for. Although most current quantum sensors
use coherent optical probes, some proposals exploit entangled photon states [158, 160, 161]. In
chapter 6, we have developed a novel idea for a multi-purpose PhC sensor architecture that
exploits single photons and can be used for refractive index and force sensing. Our concept
capitalises on a uniquely quantum phenomenon in the form of the fourth-order Hong-Ou-Mandel
(HOM) effect. We have proposed to implement our general scheme with coupled L3 PhC cavities
and have found that by using a very low mean input power of 10−10 W, the sensor could have
sensitivities that rival the best PhC sensors that use much higher input powers. Achieving the
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same sensitivity while using a very low power is desirable for biological applications with fragile
samples. This work represents a significant contribution to the more general understanding of
sensors and opens a new route for proposals using single photons for sensing applications.
This thesis provides some new routes to understanding single photon and non-linear opto-
mechanical interactions and proposes future experiments with possible applications in quantum
information processing, quantum simulation, quantum sensing and fundamental physics. Our
proposals are particularly suitable for nano-scale opto-mechanical devices where strong single
photon opto-mechanical interactions are accessible.
Finally, we summarize some future research opportunities related to the investigations pre-
sented in this thesis:
1) We can extend the work presented in chapter 3 by deriving a more general scheme that
uses two single photon inputs instead of one. In this case instead of performing a measurement
on an optical qubit, we need to perform a measurement on an optical qutrit. We can also use
the Fock state mater equation instead of the cascaded approach, which gives us the ability to
use single photon inputs with arbitrary pulse shapes. Using this generalized scheme, we can
look for more interesting nonclassical states of the mechanical resonator, such as superposition
states and number states, and investigate the effect of the input photon pulse shape on the
prepared mechanical state. This scheme could also speed up the process of state preparation
and overcome the mechanical thermalization rate.
2) Quantum information processing protocols such as quantum networks, quantum comput-
ing and quantum repeaters need quantum memories and schemes for storing and delaying light
to be read out at a later time. In most papers it has been common practice to use atomic en-
sembles as quantum memories. However, the mechanical degree of freedom in opto-mechanical
systems have recently been shown to operate as an efficient quantum memory [95, 162–164].
The advantage of using mechanical oscillators as a quantum memory is that they have a long
decoherence time, although they do require cooling. Experimentally, as no atomic trapping is
needed, opto-mechanical memories are much easier to implement. Moreover, it is possible to as-
semble opto-mechanical quantum memories with optical fibers which is favourable in quantum
repeaters. Our opto-mechanical scheme has the potential to contribute to the research on me-
chanical memories. We can run the mechanical resonator in a memory mode and characterize
a Raman memory protocol based on measurement and feedback.
3) Feedback protocols can be applied to suppress instabilities in optomechanical systems [38,
41, 165, 166]. One could add a feedback loop to the proposal presented in chapter 3 and to
above proposals, introduced in numbers 1 and 2, to investigate the effect of feedback on the
stability of nonclassical states in the mechanics/memory.
4) We could investigate the dynamics of the coupled opto-mechanical arrays and develop the
idea for a mechanical memory introduced above, in number 2, to optimize the storage efficiency
of the memory using a system of many coupled opto-mechanical cavities. This could also be
used as a quantum repeater.
5) Following the proposal presented in chapter 5, we can use one of the entanglement mea-
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sures, such as negativity, to quantify the interference visibility versus the degree of entanglement
between the optical and mechanical degrees of freedom. This can be used for mechanical dis-
placement measurements.
6) With some modifications, we could implement the HOM sensor from chapter 6 to measure
the local temperature or magnetic force. For example, to apply this sensor to measure the
temperature we need to cover the bridge between the two cavities with a transparent material
to optically isolate it from the environment, while to measure the magnetic field, we would need
to add some magnetic impurities to the PhC.
94
Bibliography
[1] W. S. Warren, H. Rabitz, and M. Dahleh. Coherent control of quantum dynamics: the
dream is alive. Science 259(5101), 1581 (1993).
[2] H. Rabitz, R. de Vivie-Riedle, M. Motzkus, and K. Kompa. Whither the future of con-
trolling quantum phenomena? Science 288(5467), 824 (2000).
[3] C. H. Bennett and D. P. DiVincenzo. Quantum information and computation. Nature
404(6775), 247 (2000).
[4] M. A. Nielsen and I. L. Chuang. Quantum computation and quantum information (Cam-
bridge university press, 2010).
[5] A. N. Cleland and M. L. Roukes. A nanometre-scale mechanical electrometer. Nature
392(6672), 160 (1998).
[6] B. Lassagne, D. Garcia-Sanchez, A. Aguasca, and A. Bachtold. Ultrasensitive mass sens-
ing with a nanotube electromechanical resonator. Nano letters 8(11), 3735 (2008).
[7] H. M. Wiseman and G. J. Milburn. Quantum measurement and control (Cambridge
University Press, 2009).
[8] J. Teufel, T. Donner, D. Li, J. Harlow, M. Allman, K. Cicak, A. Sirois, J. Whittaker,
K. Lehnert, and R. Simmonds. Sideband cooling of micromechanical motion to the quan-
tum ground state. Nature 475(7356), 359 (2011).
[9] M. Napolitano, M. Koschorreck, B. Dubost, N. Behbood, R. Sewell, and M. W. Mitchell.
Interaction-based quantum metrology showing scaling beyond the heisenberg limit. Nature
471(7339), 486 (2011).
[10] M. A. Taylor, J. Janousek, V. Daria, J. Knittel, B. Hage, H.-A. Bachor, and W. P. Bowen.
Biological measurement beyond the quantum limit. Nature Photonics 7(3), 229 (2013).
[11] M. Eichenfield, J. Chan, R. M. Camacho, K. J. Vahala, and O. Painter. Optomechanical
crystals. Nature 462(7269), 78 (2009).
[12] E. F. Nichols and G. F. Hull. A preliminary communication on the pressure of heat and
light radiation. Phys. Rev. (Series I) 13, 307 (1901).
[13] P. Lebedew. Untersuchungen über die druckkräfte des lichtes. Annalen der Physik
311(11), 433 (1901).
95
[14] A. Ashkin. Applications of laser radiation pressure. Science 210(4474), 1081 (1980).
[15] A. Ashkin, J. Dziedzic, J. Bjorkholm, and S. Chu. Observation of a single-beam gradient
force optical trap for dielectric particles. Optics letters 11(5), 288 (1986).
[16] T. W. Hänsch and A. L. Schawlow. Cooling of gases by laser radiation. Optics Commu-
nications 13(1), 68 (1975).
[17] D. Wineland, R. Drullinger, and F. Walls. Radiation-pressure cooling of bound resonant
absorbers. Physical Review Letters 40(25), 1639 (1978).
[18] A. Leggett. Macroscopic quantum systems and the quantum theory of measurement.
Progress of Theoretical Physics Supplement 69, 80 (1980).
[19] J. Clarke, A. N. Cleland, M. H. Devoret, D. Esteve, and J. M. Martinis. Quantum
mechanics of a macroscopic variable: the phase difference of a josephson junction. Science
239(4843), 992 (1988).
[20] M. Arndt, O. Nairz, J. Vos-Andreae, C. Keller, G. Van der Zouw, and A. Zeilinger.
Wave–particle duality of c60 molecules. nature 401(6754), 680 (1999).
[21] D. Schrader, I. Dotsenko, M. Khudaverdyan, Y. Miroshnychenko, A. Rauschenbeutel,
and D. Meschede. Neutral atom quantum register. Physical review letters 93(15), 150501
(2004).
[22] S. Kuhr, W. Alt, D. Schrader, I. Dotsenko, Y. Miroshnychenko, W. Rosenfeld, M. Khu-
daverdyan, V. Gomer, A. Rauschenbeutel, and D. Meschede. Coherence properties and
quantum state transportation in an optical conveyor belt. Physical review letters 91(21),
213002 (2003).
[23] J. Chan, A. H. Safavi-Naeini, J. T. Hill, S. Meenehan, and O. Painter. Optimized op-
tomechanical crystal cavity with acoustic radiation shield. Applied Physics Letters 101(8),
081115 (2012).
[24] V. B. Braginsky, Y. I. Vorontsov, and K. S. Thorne. Quantum nondemolition measure-
ments. Science 209(4456), 547 (1980).
[25] C. M. Caves, K. S. Thorne, R. W. P. Drever, V. D. Sandberg, and M. Zimmermann. On
the measurement of a weak classical force coupled to a quantum-mechanical oscillator. i.
issues of principle. Rev. Mod. Phys. 52, 341 (1980).
[26] M. Aspelmeyer, P. Meystre, and K. Schwab. Quantum optomechanics. Physics Today
65(7), 29 (2012).
[27] S. Basiri-Esfahani, U. Akram, and G. J. Milburn. Phonon number measurements using
single photon opto-mechanics. New Journal of Physics 14(8), 085017 (2012).
96
[28] D. Kleckner and D. Bouwmeester. Sub-kelvin optical cooling of a micromechanical res-
onator. Nature 444(7115), 75 (2006).
[29] C. Regal, J. Teufel, and K. Lehnert. Measuring nanomechanical motion with a microwave
cavity interferometer. Nature Physics 4(7), 555 (2008).
[30] J. Thompson, B. Zwickl, A. Jayich, F. Marquardt, S. Girvin, and J. Harris. Strong disper-
sive coupling of a high-finesse cavity to a micromechanical membrane. Nature 452(7183),
72 (2008).
[31] T. Carmon, H. Rokhsari, L. Yang, T. J. Kippenberg, and K. J. Vahala. Temporal behavior
of radiation-pressure-induced vibrations of an optical microcavity phonon mode. Physical
Review Letters 94(22), 223902 (2005).
[32] S. Gröblacher, K. Hammerer, M. R. Vanner, and M. Aspelmeyer. Observation of
strong coupling between a micromechanical resonator and an optical cavity field. Nature
460(7256), 724 (2009).
[33] M. Eichenfield, R. Camacho, J. Chan, K. J. Vahala, and O. Painter. A picogram-and
nanometre-scale photonic-crystal optomechanical cavity. Nature 459(7246), 550 (2009).
[34] U. Akram, N. Kiesel, M. Aspelmeyer, and G. Milburn. Single-photon opto-mechanics in
the strong coupling regime. New Journal of Physics 12(8), 083030 (2010).
[35] J. Chan, T. M. Alegre, A. H. Safavi-Naeini, J. T. Hill, A. Krause, S. Gröblacher, M. As-
pelmeyer, and O. Painter. Laser cooling of a nanomechanical oscillator into its quantum
ground state. Nature 478(7367), 89 (2011).
[36] S. Gröblacher, J. B. Hertzberg, M. R. Vanner, G. D. Cole, S. Gigan, K. Schwab, and
M. Aspelmeyer. Demonstration of an ultracold micro-optomechanical oscillator in a cryo-
genic cavity. Nature Physics 5(7), 485 (2009).
[37] M. LaHaye, O. Buu, B. Camarota, and K. Schwab. Approaching the quantum limit of a
nanomechanical resonator. Science 304(5667), 74 (2004).
[38] E. Gavartin, P. Verlot, and T. J. Kippenberg. A hybrid on-chip optomechanical transducer
for ultrasensitive force measurements. Nature nanotechnology 7(8), 509 (2012).
[39] A. G. Krause, M. Winger, T. D. Blasius, Q. Lin, and O. Painter. A high-resolution
microchip optomechanical accelerometer. Nature Photonics 6(11), 768 (2012).
[40] K. Stannigel, P. Komar, S. J. M. Habraken, S. D. Bennett, M. D. Lukin, P. Zoller, and
P. Rabl. Optomechanical quantum information processing with photons and phonons.
Phys. Rev. Lett. 109, 013603 (2012).
[41] S. Mancini, D. Vitali, and P. Tombesi. Optomechanical cooling of a macroscopic oscillator
by homodyne feedback. Physical Review Letters 80(4), 688 (1998).
97
[42] C. Fabre, M. Pinard, S. Bourzeix, A. Heidmann, E. Giacobino, and S. Reynaud. Quantum-
noise reduction using a cavity with a movable mirror. Physical Review A 49(2), 1337
(1994).
[43] S. Mancini, V. Giovannetti, D. Vitali, and P. Tombesi. Entangling macroscopic oscillators
exploiting radiation pressure. Physical review letters 88(12), 120401 (2002).
[44] G. Milburn, K. Jacobs, and D. Walls. Quantum-limited measurements with the atomic
force microscope. Physical Review A 50(6), 5256 (1994).
[45] S. Bose, K. Jacobs, and P. Knight. Preparation of nonclassical states in cavities with a
moving mirror. Physical Review A 56(5), 4175 (1997).
[46] S. Mancini, V. I. Man’ko, and P. Tombesi. Ponderomotive control of quantum macroscopic
coherence. Phys. Rev. A 55, 3042 (1997).
[47] A. Szorkovszky, A. C. Doherty, G. I. Harris, and W. P. Bowen. Mechanical squeezing via
parametric amplification and weak measurement. Physical review letters 107(21), 213603
(2011).
[48] W. Marshall, C. Simon, R. Penrose, and D. Bouwmeester. Towards quantum superposi-
tions of a mirror. Physical Review Letters 91(13), 130401 (2003).
[49] D. Kleckner, I. Pikovski, E. Jeffrey, L. Ament, E. Eliel, J. Van Den Brink, and
D. Bouwmeester. Creating and verifying a quantum superposition in a micro-
optomechanical system. New Journal of Physics 10(9), 095020 (2008).
[50] M. Ludwig, A. H. Safavi-Naeini, O. Painter, and F. Marquardt. Enhanced quantum
nonlinearities in a two-mode optomechanical system. Physical review letters 109(6),
063601 (2012).
[51] A. D. O’Connell, M. Hofheinz, M. Ansmann, R. C. Bialczak, M. Lenander, E. Lucero,
M. Neeley, D. Sank, H. Wang, M. Weides, et al. Quantum ground state and single-phonon
control of a mechanical resonator. Nature 464(7289), 697 (2010).
[52] E. Stock, W. Unrau, A. Lochmann, J. Töfflinger, M. Öztürk, A. Toropov, A. Bakarov,
V. Haisler, and D. Bimberg. High-speed single-photon source based on self-organized
quantum dots. Semiconductor Science and Technology 26(1), 014003 (2011).
[53] S. Buckley, K. Rivoire, and J. Vučković. Engineered quantum dot single-photon sources.
Reports on Progress in Physics 75(12), 126503 (2012).
[54] G. Milburn and M. Woolley. An introduction to quantum optomechanics. acta physica
slovaca 61(5), 483 (2011).
[55] A. H. Safavi-Naeini. Quantum optomechanics with silicon nanostructures. PhD Thesis
(2013).
98
[56] M. Pinard, Y. Hadjar, and A. Heidmann. Effective mass in quantum effects of radiation
pressure. The European Physical Journal D-Atomic, Molecular, Optical and Plasma
Physics 7(1), 107 (1999).
[57] E. Verhagen, S. Deléglise, S. Weis, A. Schliesser, and T. J. Kippenberg. Quantum-
coherent coupling of a mechanical oscillator to an optical cavity mode. Nature 482(7383),
63 (2012).
[58] A. Clerk, M. Devoret, S. Girvin, F. Marquardt, and R. Schoelkopf. Introduction to
quantum noise, measurement, and amplification. Reviews of Modern Physics 82(2), 1155
(2010).
[59] A. Metelmann and A. Clerk. Quantum-limited amplification via reservoir engineering.
Physical review letters 112(13), 133904 (2014).
[60] Y.-D. Wang and A. A. Clerk. Reservoir-engineered entanglement in optomechanical sys-
tems. Physical review letters 110(25), 253601 (2013).
[61] A. Szorkovszky, A. A. Clerk, A. C. Doherty, and W. P. Bowen. Mechanical entanglement
via detuned parametric amplification. arXiv preprint arXiv:1402.6392 (2014).
[62] D. Chang, A. H. Safavi-Naeini, M. Hafezi, and O. Painter. Slowing and stopping light
using an optomechanical crystal array. New Journal of Physics 13(2), 023003 (2011).
[63] H. Cheung and C. Law. Nonadiabatic optomechanical hamiltonian of a moving dielectric
membrane in a cavity. Physical Review A 84(2), 023812 (2011).
[64] C. Zhao, L. Ju, H. Miao, S. Gras, Y. Fan, and D. G. Blair. Three-mode optoacoustic
parametric amplifier: a tool for macroscopic quantum experiments. Physical review letters
102(24), 243902 (2009).
[65] C. Gardiner and P. Zoller. Quantum noise: a handbook of Markovian and non-Markovian
quantum stochastic methods with applications to quantum optics, vol. 56 (Springer, 2004).
[66] D. F. Walls and G. J. Milburn. Quantum optics (Springer, 2007).
[67] C. Gardiner. Handbook of stochastic methods for physics, chemistry and the natural
sciences (Springer, 1986).
[68] F. Petruccione and H.-P. Breuer. The theory of open quantum systems (Oxford Univ.
Press, 2002).
[69] M. O. Scully. Quantum optics (Cambridge university press, 1997).
[70] G. Lindblad. On the generators of quantum dynamical semigroups. Communications in
Mathematical Physics 48(2), 119 (1976).
99
[71] M. Srinivas and E. Davies. Photon counting probabilities in quantum optics. Journal of
Modern Optics 28(7), 981 (1981).
[72] K. Mølmer, Y. Castin, and J. Dalibard. Monte carlo wave-function method in quantum
optics. JOSA B 10(3), 524 (1993).
[73] H. Carmichael. Quantum trajectory theory for cascaded open systems. Physical review
letters 70(15), 2273 (1993).
[74] C. Gardiner. Driving a quantum system with the output field from another driven quantum
system. Physical review letters 70(15), 2269 (1993).
[75] U. Akram, W. Munro, K. Nemoto, and G. Milburn. Photon-phonon entanglement in
coupled optomechanical arrays. Physical Review A 86(4), 042306 (2012).
[76] H. M. Wiseman. Quantum trajectories and feedback. Ph.D. thesis, University of Queens-
land (1994).
[77] B. Q. Baragiola, R. L. Cook, A. M. Brańczyk, and J. Combes. N-photon wave packets
interacting with an arbitrary quantum system. Physical Review A 86(1), 013811 (2012).
[78] K. M. Gheri, K. Ellinger, T. Pellizari, and P. Zoller. Photon-wavepackets as flying quantum
bits. Fortschritte der Physik 46(4), 401 (1998).
[79] J. E. Gough, M. R. James, H. I. Nurdin, and J. Combes. Quantum filtering for systems
driven by fields in single-photon states or superposition of coherent states. Physical Review
A 86(4), 043819 (2012).
[80] B. Baragiola and J. Combes. Unpublished draft (2013).
[81] S. R. Sathyamoorthy, L. Tornberg, A. F. Kockum, B. Q. Baragiola, J. Combes, C. Wilson,
T. M. Stace, and G. Johansson. Quantum nondemolition detection of a propagating
microwave photon. Physical review letters 112(9), 093601 (2014).
[82] B. Baragiola and J. Combes. Quantum regression theorem with fock-state master equa-
tions. Unpublished notes (2013).
[83] J. D. Teufel, D. Li, M. Allman, K. Cicak, A. Sirois, J. Whittaker, and R. Simmonds.
Circuit cavity electromechanics in the strong-coupling regime. Nature 471(7337), 204
(2011).
[84] F. Khalili, S. Danilishin, H. Miao, H. Müller-Ebhardt, H. Yang, and Y. Chen. Preparing
a mechanical oscillator in non-gaussian quantum states. Physical review letters 105(7),
070403 (2010).
[85] P. Rabl. Photon blockade effect in optomechanical systems. Physical review letters 107(6),
063601 (2011).
100
[86] A. Kronwald, M. Ludwig, and F. Marquardt. Full photon statistics of a light beam
transmitted through an optomechanical system. Physical Review A 87(1), 013847 (2013).
[87] B. He. Quantum optomechanics beyond linearization. Physical Review A 85(6), 063820
(2012).
[88] A. Nunnenkamp, K. Børkje, and S. Girvin. Single-photon optomechanics. Physical review
letters 107(6), 063602 (2011).
[89] M. Ludwig, B. Kubala, and F. Marquardt. The optomechanical instability in the quantum
regime. New Journal of Physics 10(9), 095013 (2008).
[90] B. Pepper, R. Ghobadi, E. Jeffrey, C. Simon, and D. Bouwmeester. Optomechanical
superpositions via nested interferometry. Physical review letters 109(2), 023601 (2012).
[91] E. T. Jaynes and F. W. Cummings. Comparison of quantum and semiclassical radiation
theories with application to the beam maser. Proceedings of the IEEE 51(1), 89 (1963).
[92] C. Guerlin, J. Bernu, S. Deleglise, C. Sayrin, S. Gleyzes, S. Kuhr, M. Brune, J.-M.
Raimond, and S. Haroche. Progressive field-state collapse and quantum non-demolition
photon counting. Nature 448(7156), 889 (2007).
[93] Y. Chang, H. Ian, and C. Sun. Triple coupling and parameter resonance in quantum
optomechanics with a single atom. Journal of Physics B: Atomic, Molecular and Optical
Physics 42(21), 215502 (2009).
[94] E. Knill, R. Laflamme, and G. J. Milburn. A scheme for efficient quantum computation
with linear optics. Nature 409(6816), 46 (2001).
[95] K. Stannigel, P. Komar, S. Habraken, S. Bennett, M. D. Lukin, P. Zoller, and P. Rabl.
Optomechanical quantum information processing with photons and phonons. Physical
review letters 109(1), 013603 (2012).
[96] A. Schwagmann, S. Kalliakos, I. Farrer, J. P. Griffiths, G. A. Jones, D. A. Ritchie, and
A. J. Shields. On-chip single photon emission from an integrated semiconductor quantum
dot into a photonic crystal waveguide. Applied Physics Letters 99(26), 261108 (2011).
[97] S. Haroche and J.-M. Raimond. Exploring the quantum: atoms, cavities, and photons
(Oxford University Press, Oxford, 2006).
[98] A. A. Gangat, T. M. Stace, and G. J. Milburn. Phonon number quantum jumps in an
optomechanical system. New Journal of Physics 13(4), 043024 (2011).
[99] W. P. Schleich. Quantum optics in phase space (John Wiley & Sons, 2011).
[100] A. P. Prudnikov, Y. A. Brychkov, and O. I. Marichev. Integrals and series, vol. 2 (Gordon
and Breach Science Publishers, 1986).
101
[101] G. D. Cole, I. Wilson-Rae, K. Werbach, M. R. Vanner, and M. Aspelmeyer. Phonon-
tunnelling dissipation in mechanical resonators. Nature communications 2, 231 (2011).
[102] K. W. Murch, K. L. Moore, S. Gupta, and D. M. Stamper-Kurn. Observation of quantum-
measurement backaction with an ultracold atomic gas. Nature Physics 4(7), 561 (2008).
[103] T. Purdy, D. Brooks, T. Botter, N. Brahms, Z.-Y. Ma, and D. Stamper-Kurn. Tunable
cavity optomechanics with ultracold atoms. Physical review letters 105(13), 133602 (2010).
[104] Y.-G. Roh, T. Tanabe, A. Shinya, H. Taniyama, E. Kuramochi, S. Matsuo, T. Sato, and
M. Notomi. Strong optomechanical interaction in a bilayer photonic crystal. Physical
Review B 81(12), 121101 (2010).
[105] L. Ding, C. Baker, P. Senellart, A. Lemaitre, S. Ducci, G. Leo, and I. Favero. Wavelength-
sized gaas optomechanical resonators with gigahertz frequency. Applied Physics Letters
98(11), 113108 (2011).
[106] L. Ding, C. Baker, P. Senellart, A. Lemaitre, S. Ducci, G. Leo, and I. Favero. High fre-
quency gaas nano-optomechanical disk resonator. Physical review letters 105(26), 263903
(2010).
[107] E. Gavartin, R. Braive, I. Sagnes, O. Arcizet, A. Beveratos, T. J. Kippenberg, and
I. Robert-Philip. Optomechanical coupling in a two-dimensional photonic crystal defect
cavity. Physical review letters 106(20), 203902 (2011).
[108] I. Chremmos, N. K. Uzunoglu, and O. Schwelb. Photonic microresonator research and
applications, vol. 156 (Springer, 2010).
[109] J. Cirac, P. Zoller, H. Kimble, and H. Mabuchi. Quantum state transfer and entanglement
distribution among distant nodes in a quantum network. Physical Review Letters 78(16),
3221 (1997).
[110] J. B. Khurgin. Expanding the bandwidth of slow-light photonic devices based on coupled
resonators. Optics letters 30(5), 513 (2005).
[111] E. Ozbay, M. Bayindir, I. Bulu, and E. Cubukcu. Investigation of localized coupled-cavity
modes in two-dimensional photonic bandgap structures. Quantum Electronics, IEEE Jour-
nal of 38(7), 837 (2002).
[112] M. T. Hill, H. J. Dorren, T. De Vries, X. J. Leijtens, J. H. Den Besten, B. Smalbrugge,
Y.-S. Oei, H. Binsma, G.-D. Khoe, and M. K. Smit. A fast low-power optical memory
based on coupled micro-ring lasers. nature 432(7014), 206 (2004).
[113] M. Notomi, E. Kuramochi, and T. Tanabe. Large-scale arrays of ultrahigh-q coupled
nanocavities. Nature photonics 2(12), 741 (2008).
102
[114] K. A. Atlasov, K. F. Karlsson, A. Rudra, B. Dwir, and E. Kapon. Wavelength and loss
splitting in directly coupled photonic-crystal defect microcavities. Optics express 16(20),
16255 (2008).
[115] A. Chalcraft, S. Lam, B. Jones, D. Szymanski, R. Oulton, A. Thijssen, M. Skolnick,
D. Whittaker, T. Krauss, and A. Fox. Mode structure of coupled l3 photonic crystal
cavities. Optics express 19(6), 5670 (2011).
[116] H. Altug, D. Englund, and J. Vučković. Ultrafast photonic crystal nanocavity laser. Nature
Physics 2(7), 484 (2006).
[117] L. Lundeberg, D. Boiko, and E. Kapon. Coupled islands of photonic crystal heterostruc-
tures implemented with vertical-cavity surface-emitting lasers. Applied Physics Letters
87(24), 241120 (2005).
[118] S. V. Zhukovsky, D. N. Chigrin, A. V. Lavrinenko, and J. Kroha. Switchable lasing in
multimode microcavities. Physical review letters 99(7), 073902 (2007).
[119] C. Hong, Z. Ou, and L. Mandel. Measurement of subpicosecond time intervals between
two photons by interference. Physical Review Letters 59(18), 2044 (1987).
[120] Y. Akahane, T. Asano, B.-S. Song, and S. Noda. High-q photonic nanocavity in a two-
dimensional photonic crystal. Nature 425(6961), 944 (2003).
[121] M. A. Broome, A. Fedrizzi, S. Rahimi-Keshari, J. Dove, S. Aaronson, T. C. Ralph, and
A. G. White. Photonic boson sampling in a tunable circuit. Science 339(6121), 794
(2013).
[122] J. B. Spring, B. J. Metcalf, P. C. Humphreys, W. S. Kolthammer, X.-M. Jin, M. Barbieri,
A. Datta, N. Thomas-Peter, N. K. Langford, D. Kundys, et al. Boson sampling on a
photonic chip. Science 339(6121), 798 (2013).
[123] N. K. Langford, S. Ramelow, R. Prevedel, W. J. Munro, G. J. Milburn, and A. Zeilinger.
Efficient quantum computing using coherent photon conversion. Nature 478(7369), 360
(2011).
[124] G. Milburn. Decoherence and the conditions for the classical control of quantum sys-
tems. Philosophical Transactions of the Royal Society A: Mathematical, Physical and
Engineering Sciences 370(1975), 4469 (2012).
[125] H. M. Wiseman and G. J. Milburn. All-optical versus electro-optical quantum-limited
feedback. Physical Review A 49(5), 4110 (1994).
[126] J. Nunn, K. Reim, K. Lee, V. Lorenz, B. Sussman, I. Walmsley, and D. Jaksch. Multimode
memories in atomic ensembles. Physical Review Letters 101(26), 260502 (2008).
103
[127] J. T. Heeres and P. J. Hergenrother. High-throughput screening for modulators of protein–
protein interactions: use of photonic crystal biosensors and complementary technologies.
Chemical Society Reviews 40(8), 4398 (2011).
[128] M. G. Scullion, T. F. Krauss, and A. Di Falco. Slotted photonic crystal sensors. Sensors
13(3), 3675 (2013).
[129] J.-T. Zhang, L. Wang, J. Luo, A. Tikhonov, N. Kornienko, and S. A. Asher. 2-d array
photonic crystal sensing motif. Journal of the American Chemical Society 133(24), 9152
(2011).
[130] A. M. R. Pinto, J. M. Baptista, J. L. Santos, M. Lopez-Amo, and O. Frazão. Micro-
displacement sensor based on a hollow-core photonic crystal fiber. Sensors 12(12), 17497
(2012).
[131] O. Frazao, J. L. Santos, F. M. Araújo, and L. A. Ferreira. Optical sensing with photonic
crystal fibers. Laser & Photonics Reviews 2(6), 449 (2008).
[132] W. C. Hopman, P. Pottier, D. Yudistira, J. van Lith, P. V. Lambeck, R. M. De La Rue,
A. Driessen, H. J. Hoekstra, and R. M. de Ridder. Quasi-one-dimensional photonic
crystal as a compact building-block for refractometric optical sensors. Selected Topics in
Quantum Electronics, IEEE Journal of 11(1), 11 (2005).
[133] S. Buswell, V. Wright, J. Buriak, V. Van, and S. Evoy. Specific detection of proteins using
photonic crystal waveguides. Optics express 16(20), 15949 (2008).
[134] S. Haddadi, A. Yacomotti, I. Sagnes, F. Raineri, G. Beaudoin, L. Le Gratiet, and J. Lev-
enson. Photonic crystal coupled cavities with increased beaming and free space coupling
efficiency. Applied Physics Letters 102(1), 011107 (2013).
[135] K. A. Atlasov, A. Rudra, B. Dwir, and E. Kapon. Large mode splitting and lasing in
optimally coupled photonic-crystal microcavities. Optics express 19(3), 2619 (2011).
[136] S. Lam, A. R. Chalcraft, D. Szymanski, R. Oulton, B. D. Jones, D. Sanvitto, D. M.
Whittaker, M. Fox, M. S. Skolnick, D. O’Brien, et al. Coupled resonant modes of dual
l3-defect planar photonic crystal cavities. In Quantum Electronics and Laser Science
Conference, p. QFG6 (Optical Society of America, 2008).
[137] S. Chakravarty, A. Hosseini, X. Xu, L. Zhu, Y. Zou, and R. T. Chen. Analysis of ultra-
high sensitivity configuration in chip-integrated photonic crystal microcavity bio-sensors.
Applied physics letters 104(19), 191109 (2014).
[138] A. Di Falco, L. Oâ€™Faolain, and T. Krauss. Chemical sensing in slotted photonic crystal
heterostructure cavities. Applied physics letters 94(6), 063503 (2009).
[139] M. R. Lee and P. M. Fauchet. Nanoscale microcavity sensor for single particle detection.
Optics letters 32(22), 3284 (2007).
104
[140] S. Kolkowitz, A. C. B. Jayich, Q. P. Unterreithmeier, S. D. Bennett, P. Rabl, J. Harris,
and M. D. Lukin. Coherent sensing of a mechanical resonator with a single-spin qubit.
Science 335(6076), 1603 (2012).
[141] R. Maiwald, D. Leibfried, J. Britton, J. C. Bergquist, G. Leuchs, and D. J. Wineland.
Stylus ion trap for enhanced access and sensing. Nature Physics 5(8), 551 (2009).
[142] P. C. Humphreys, B. J. Metcalf, J. B. Spring, M. Moore, P. S. Salter, M. J. Booth,
W. Steven Kolthammer, and I. A. Walmsley. Strain-optic active control for quantum
integrated photonics. Optics express 22(18), 21719 (2014).
[143] K. Nozaki, T. Tanabe, A. Shinya, S. Matsuo, T. Sato, H. Taniyama, and M. Notomi. Sub-
femtojoule all-optical switching using a photonic-crystal nanocavity. Nature Photonics
4(7), 477 (2010).
[144] J. D. Cohen, S. M. Meenehan, and O. Painter. Optical coupling to nanoscale optomechan-
ical cavities for near quantum-limited motion transduction. Optics express 21(9), 11227
(2013).
[145] A. Faraon, A. Majumdar, D. Englund, E. Kim, M. Bajcsy, and J. Vučković. Integrated
quantum optical networks based on quantum dots and photonic crystals. New Journal of
Physics 13(5), 055025 (2011).
[146] M. J. Collins, C. Xiong, I. H. Rey, T. D. Vo, J. He, S. Shahnia, C. Reardon, T. F. Krauss,
M. Steel, A. S. Clark, et al. Integrated spatial multiplexing of heralded single-photon
sources. Nature communications 4 (2013).
[147] A. Politi, M. J. Cryan, J. G. Rarity, S. Yu, and J. L. O’Brien. Silica-on-silicon waveguide
quantum circuits. Science 320(5876), 646 (2008).
[148] C. Lang, C. Eichler, L. Steffen, J. Fink, M. Woolley, A. Blais, and A. Wallraff. Correla-
tions, indistinguishability and entanglement in hong-ou-mandel experiments at microwave
frequencies. Nature Physics 9(6), 345 (2013).
[149] E. Chow, A. Grot, L. Mirkarimi, M. Sigalas, and G. Girolami. Ultracompact biochemical
sensor built with two-dimensional photonic crystal microcavity. Optics letters 29(10),
1093 (2004).
[150] L. A. Pettersson, L. S. Roman, and O. Inganas. Modeling photocurrent action spectra of
photovoltaic devices based on organic thin films. Journal of Applied Physics 86(1), 487
(1999).
[151] B. D. C. Cohen-Tannoudji and F. Laloe. Quantum Mechanics (Wiley, New York, 1977).
[152] S. M. Sze. Semiconductor sensors (John Wiley & Sons, 1994).
105
[153] Y. Yang, D. Yang, H. Tian, and Y. Ji. Photonic crystal stress sensor with high sensitivity
in double directions based on shoulder-coupled aslant nanocavity. Sensors and Actuators
A: Physical 193, 149 (2013).
[154] D. Yang, H. Tian, N. Wu, Y. Yang, and Y. Ji. Nanoscale torsion-free photonic crystal
pressure sensor with ultra-high sensitivity based on side-coupled piston-type microcavity.
Sensors and Actuators A: Physical 199, 30 (2013).
[155] D. K. Wu, B. T. Kuhlmey, and B. J. Eggleton. Ultrasensitive photonic crystal fiber
refractive index sensor. Optics letters 34(3), 322 (2009).
[156] D. K. Wu, K. J. Lee, V. Pureur, and B. T. Kuhlmey. Performance of refractive index
sensors based on directional couplers in photonic crystal fibers. Lightwave Technology,
Journal of 31(22), 3500 (2013).
[157] V. Scarani, H. Bechmann-Pasquinucci, N. J. Cerf, M. Dušek, N. Lütkenhaus, and M. Peev.
The security of practical quantum key distribution. Reviews of modern physics 81(3), 1301
(2009).
[158] J. P. Dowling. Quantum optical metrology–the lowdown on high-n00n states. Contempo-
rary physics 49(2), 125 (2008).
[159] U. Akram, W. P. Bowen, and G. J. Milburn. Entangled mechanical cat states via condi-
tional single photon optomechanics. New Journal of Physics 15(9), 093007 (2013).
[160] J. Geremia, J. K. Stockton, and H. Mabuchi. Suppression of spin projection noise in
broadband atomic magnetometry. Physical review letters 94(20), 203002 (2005).
[161] A. Guillaume and J. P. Dowling. Heisenberg-limited measurements with superconducting
circuits. Physical Review A 73(4), 040304 (2006).
[162] A. H. Safavi-Naeini, T. M. Alegre, J. Chan, M. Eichenfield, M. Winger, Q. Lin, J. T.
Hill, D. E. Chang, and O. Painter. Electromagnetically induced transparency and slow
light with optomechanics. Nature 472(7341), 69 (2011).
[163] V. Fiore, Y. Yang, M. C. Kuzyk, R. Barbour, L. Tian, and H. Wang. Storing optical
information as a mechanical excitation in a silica optomechanical resonator. Physical
review letters 107(13), 133601 (2011).
[164] A. H. Safavi-Naeini and O. Painter. Proposal for an optomechanical traveling wave
phonon–photon translator. New Journal of Physics 13(1), 013017 (2011).
[165] G. I. Harris, U. L. Andersen, J. Knittel, and W. P. Bowen. Feedback-enhanced sensitivity
in optomechanics: Surpassing the parametric instability barrier. Physical Review A 85(6),
061802 (2012).
106
[166] B. Abbott, R. Abbott, R. Adhikari, P. Ajith, B. Allen, G. Allen, R. Amin, S. Anderson,
W. Anderson, M. Arain, et al. Observation of a kilogram-scale oscillator near its quantum
ground state. New Journal of Physics 11(7), 073032 (2009).
107
