I . Introduction
If x and y are each binomially distributed with index n and parameters p, and p, respectively, then the comparison of these two binomial distributions is usually displayed as a 2 X 2 table and Fisher's "exact" (one-sided) test may be used to test the null hypothesis,p, = p,, against the alternative hypothesis that p, > p,.
The exact test is based on arguing conditionally on the observed number of "successes", i.e., x + y, see Yates (1934) and Fisher (1935) . The distribution of x with x + y = m fixed depends on p, and p, only through the odds ratio 8 = @,q,)/(q,p,), where q, = 1 -p,. 'l'he conditional distribution is Pr (x / 8) = C ( n , x )C (n,y) fIx/Z,C(n,i)C(n,m -i)OL, where i takes the values L = max(0, m -n) to U = min(n, m). Let x, be the critical value of x for the exact test o f p , > p, (i.e., 8 > 1) against the null hypothesis 8 = 1 with type I error a , so that 2 Pr(il8 = 1) < a and Pr(il0 = l ) > n .
The conditional power is thus P(8I m) = Z , = x c Pr(i) 8) and the expected power is P(8, p,) = Z m P(8 ( mPr(nz), where m takes the values 1 to 2n -1, and T o find the minimum n to achieve a power of lOOP percent an iterative procedure is required. This involves very extensive calculations and numerous approximations have thus b e v suggested. The two most commonly employed are:
{ l ) The "arcsin formula" as given, for example, in Cochran and Cox (1957) , -Key Words: Sample size; 2 X 2 table.
(1) ;pl where @(z,) = y and @ is the cumulative normal distribution.
(2) The "uncorrected x2formula" as given, for example, in Fleiss (1973) ,
In general formulae (1) and (2) give very similar answers, which are too low (Haseman 1978) . A "corrected X2 method" given by Kramer and Greenhouse (1959) is where A = [zl-, ,'(2pq) + zp 4(plql + p2q,)I2. It can be seen that equation (3) is equation (2) with a correction factor. Unlike equations (1) and (2), equation (3) is conservative. (6) TO solve for n we set (5) = (6). This leads to Setting c = -0.5 in (7), one obtains the Kramer-Greenhouse formula (equation 3) and setting c = 0.5, one obtains the uncorrected formula (2). For c = 0 a value for n roughly midway between (2) and (3) is obtained.
The choice of c = 0 would appear to be correct since the equations ford* are not integral and the correction factor has already been employed in its calculation (equation 5 ) . The choice c = -0.5 will clearly lead to a conservative test. We therefore suggest as an improved X 2 formula W e have tested this approximation over a wide range of values of p, and p,. Table 2 compares the exact values with those obtained with the improved approximation at the onesided significance level a = 0.05 for @ = 0.90. The values of p, and p, were chosen to correspond to those of Cochran and Cox (1957) . Formula (8) is clearly an excellent approximation and effectively eliminates the necessity of ever requiring the exact values.
Isographs calculated using Formula (1) were recently presented by Feigl (1978) with the statement that care should be exercised in their use due to the known inaccuracy of Formula (1); recomputed isographs using Formula (8) could be used without such a precaution.
