Abstract -Previous work on the adaptive lattice filters for narrowband interference rejection in a direct sequence (DS) spread spectrum communication system has centered around the use of one-sided prediction only. For two-sided interpolation, that is known to achieve better interference rejection than its one-sided counterpart, only the least-mean-squared
I. INTRODUCTION
The digital whitening technique has been used to enhance the spread spectrum communications performance in the presence of narrowband jamming and interference. This is due to the fact that the interference is generally assumed to be nonwhite and is therefore can be predicted by use of whitening techniques that can be implemented as a transversal filter (or tapped-delay-line realizations) [ 11-[ 1 11. On the other hand, both the spread signal and the thermal noise are wide-band processes and hence they cannot be predicted (or interpolated) accurately by using the neighboring samples. A one-sided prediction filter (or two-sided interpolation filter) is thus used to suppress the interference in order to improve the performance of a direct sequence (DS) spread spectrum. It has been shown in [3] , [4] , [12] , and [I31 that better interference rejection may be obtained by using the interpolation filter rather than the prediction filter with the same number of taps. This is due to the fact that the former makes better use of the correlation between the nearest neighboring samples than the latter.
Many articles have been published on the use of prediction filter employing the lattice structure for suppression of narrowband interference [ 141- [20] . The lattice structure is known to have the advantages of modularity, robustness, and better numerical conditioning compared to the transversal structure [21]- [23] . Simulation results and experimental results in [14] - [20] indicate that the lattice structure has great potential in narrowband interference suppression especially in complex jamming environments (e.g., multiple jammers). However, to our knowledge, previous references to the use of lattice filters for suppression of narrowband interference have been primarily concerned with prediction only. Furthermore, even for one-sided prediction lattice filters considered in the available literature, except for [20] in which least squares lattice (LSL) has been considered, almost all the previous references use the gradient adaptive lattice (GAL). The convergence behavior of the GAL algorithm is more rapid than that of the LMS algorithm, but inferior to that of exact recursive LSL algorithms [21] .
This paper proposes the use of the order-recursive QR-decomposition-based least squares lattice (QRD-LSL) interpolation filters developed in [24] for suppression of narrowband interference in the DS spread spectrum system. As is well known, the QRD-LSL filter is the most important order-recursive adaptive filter since it represents the most fundamental form of an order-recursive adaptive filter. It is also well known that the performance of the QRD-LSL algorithm in a limited-precision environment is always superior to that of recursive LSL algorithms due to the fact that the QRD-LSL algorithm is a "square-root" type algorithm and, consequently, this results in a significantly reduced dynamic range of data [21] . The QRD-LSL algorithm combines highly desirable features of recursive least-squares estimation, QR-decomposition, and lattice structure and therefore it offers fast rate of convergence, good numerical properties, high level of computational efficiency, and modularity. In this paper, the performance of the QRD-LSL interpolation filter is evaluated for the rejection of narrowband interference when the narrowband interference is modeled as multiple-tone sinusoidal signals and a second-order autoregressive (AR) process respectively. We show the rate of convergence of the QRD-LSL interpolation filter is much faster than that of the LMS interpolation filter in both simulations. Furthermore, the former can achieve better SNR improvement than that of the latter.
11. SYSTEM MODEL The low-pass equivalent of a DS spread spectrum modulation waveform is given by [IO] 
where L is the number of pseudonoise (PN) chips per bit, r, is the chip interval, {ck) is the PN chip sequence used to spread the transmitted signal, and q(t) is a rectangular pulse of 0-7803-6560-7/00/$10.00 (C) 2000 IEEEduration 5,. The transmitted signal is expressed as where {bk} is the binary information sequence and T, = Lr, is the bit duration. The received signal is then of the form where w(t) is wideband Gaussian noise, and i(t) is narrowband interference. After the received signal has been processed by a matched filter and sampled at the chip rate 1hc, the received signal becomes where {s(n)}, {w(n)}, and {i(n)} are the discrete-time sequences due to { s ( t ) } , {w(t)}, and { i ( t ) } , respectively and {s(n)}, {w(n)}, and {i(n)} are assumed to be mutually independent. If the PN sequence is assumed to be truly random, the sequence {s(n)} can be considered to be a sequence of i.i.d. binary random variables taking on values + I or -1 with equal probability.
QRD-LSL INTERPOLATION FILTERS
A. Least-Squares Interpolation Filters of Order 0, j,l An estimate of the interference i(n) can be formed from the received signal z(n) in (4). When using the @A" order linear interpolation, we linearly estimate the present interference i(i) fiomp past and f future neighboring received signal samples, viz.,
where b@A,k(n-f) is the interpolation coefficient at time n which remains fixed during the observation interval 1-f 5 i 5 n-f with the prewindowing condition on the received signal samples. The reason that i p , f ( i ) z i,,f(i) is because the spread signal s(i) and the thermal noise w(i) are wideband processes and hence they cannot be interpolated accurately using the neighboring samples, whereas the interference i(i) is generally assumed to be nonwhite and therefore can be accurately interpolated. The length of the signal, n, is variable. The order, N = p+f: By using (5), the @,f)'k order interpolation error at each time unit can be defined as ( 6 ) 
1-f l i l n -f
Herein, we refer to any Mh order interpolation filter that operates on the present signal sample as well as p past and f future signal samples to produce the @A'' order interpolation error at its output as a @,f)" order interpolation filter where N = p + f is assumed implicitly. If the most recent signal sample used is z(n), then (6) can be written in a matrix form for 1 -f 5 i 5 n-f as (7) at the bottom of the next column. The optimum interpolation coefficients in (7) can be determined by minimizing the sum of the @Afh order interpolation error squares, .
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B. Order-Recursive LSL Interpolation Filters
Order-recursive LSL interpolation filters that require only O(N) operations have been developed in [24] by introducing a modified version of linear forward and backward predictions referred to as the intermediate forward and backward predictions. Consider a sequence of n received signal samples, { z ( i ) } , 1 5 i 5 n. We refer to z(i) as the most recent signal sample used for linear interpolation and refer to z(i-j) as the present signal sample that will be estimated by its We now use the principle of orthogonality to derive two basic equations that characterize the order-recursive LSL interpolation filter as one additional past signal sample and one additional future signal sample are taken into account respectively to estimate the present signal sample. We first derive the order-updated interpolation error as one additional past signal sample is considered. Consider the @A" order interpolation in which we estimate the present signal sample 
where k;+,,,,(n) is the coefficient that can be determined by applying the principle of orthogonality such that
The computation of the order-updated interpolation error of the present signal sample as one additional future signal sample z(i) is considered can similarly be derived to be -N) , . . ., z(n$-l), z(n-4, z(nzf+l), ..., z(n)], spanned by the present signal sample, z(n-f), p past signal samples, andffuture signal samples. The LS orthogonality among all the elements within each of these orthogonal bases is referred to as the exact decoupling property of the LSL interpolation filters. Owing to the exact decoupling property, a order LSL interpolation filter automatically generates all N of the outputs that would be provided by N separate transversal interpolation filters of length 1, 2, . . ., N, (i.e., a multiple order filter) where N = p+J Higher order lattice filters are obtained from lower order ones by simply adding more stages, leaving 0-7803-6560-7/00/$10.00 (C) 2000 IEEE the original stages unchanged. This modular structure permits dynamic assignment, and rapid automatic determination of the most effective filter length. Consequently, optimum removal of strong narrowband interference of unknown or time-varying bandwidth may be achieved. The QRD-LSL interpolation filters are implemented by combining the exact decoupling property of the LSL interpolation filters with the well-conditioned and numerically stable QR-decomposition technique. The QRD-LSL interpolation algorithm has been summarized in [24] .
Iv. SIMVLATION RESULTS
Computer simulations have been carried out to compare the learning curves of the LMS interpolation filter and QRD-LSL interpolation filter for multiple tone interference with random phase and a second-order AR interference. In all the simulations, the number of taps used for the LMS prediction filters was 10 and the order used for the LMS interpolation filters was (pJ)=(5,5) whereas the order used for the QRD-LSL filters for prediction and interpolation was (pJ)=(lO,O) and (pf)=(5,5) respectively. The forgetting factor, h, used in all the QRD-LSL simulations is set to be equal to 0.99. The step-size parameter, p, used in all the LMS simulations is set to be equal to 0.00003. The reason we choose the LMS interpolation filter for comparison is because only the LMS algorithm for two-sided interpolation filter has been considered thus far in the literature for narrowband interference suppression. All the adaptive lattice filters for narrowband interference rejection up to this point have been concemed with prediction only.
Each learning curve was obtained by ensembleaveraging the squared value of [@)-S(n)] over 200 independent trials of the experiment, where S(n) is the output of the LMS interpolation (or prediction) filter and QRD-LSL interpolation (or prediction) filter with input z(n). The power of the wideband Gaussian noise w(n) is kept constant at 0 : =0.01 . Fig. 1 shows results for a multiple tone sinusoidal interferer having frequency of 0.15 radians, 0.4 radians and 0.65 radians respectively, i.e., i(t) = Acos(0.15t+B1) + Acos(0.4t+Bz) + dcos(0.65t+B3), where A is the amplitude of all sinusoidal interferences that is chosen such that the jammer-to-signal power ratio (.US) is 20dB and 81, 192, and B3 are random phases uniformly distributed from 0 to 27r. This figure shows that the rate of convergence of the QRD-LSL algorithm is much faster than that of the LMS algorithm in the presence of a multiple tone sinusoidal jammer. And the steady-state mean square error (MSE) of QRD-LSL interpolation filter is also better than the LMS interpolation filter. This implies that the average SNR improvement by using QRD-LSL interpolation filter is more efficient for a multiple tone sinusoidal jammer. Fig. 2 shows results for a second-order AR jammer that is obtained by passing white noise through a second-order IIR filter with two poles at 0.9557+j0.1914 and 0.9557-jO.1914, i.e., i(n) = 1.91 14i(n-1)-0.95i(n-2)+e(n), where {e(n)} is white Gaussian noise. The QRD-LSL interpolation filter shows much faster convergence and smaller steady-state MSE as compared with the LMS interpolation filter in the presence of an AR interference. The average SNR improvement over 500 data points was calculated and shown in Table 1 . The result shows that the average SNR improvement achieved by using the QRD-LSL interpolation filter is better than that by using the LMS interpolation filter. The use of the LMS algorithm results in slow convergence. We could have used the well-known RLS algorithm to achieve interference rejection. The convergence of the RLS algorithm is an order of magnitude faster than the LMS algorithm. Consequently, the RLS algorithm has excellent tracking capabilities in a time-varying environment. However, the computational operations required by the RLS algorithm are O ( N 2 ) . Moreover, the RLS algorithm tends to accumulate finite precision errors that eventually cause instability of the adaptive system because it involves inversion of a data correlation matrix [25] , [26] . In this paper we use the well-known rotation-based QRD-LSL algorithm for overcoming the difficulties associated with the LMS algorithm and the RLS algorithm. The QRD-LSL interpolation filters are developed by combining the exact decoupling property with the well-conditioned and numerically stable QR-decomposition technique. The advantages of using the QRD-LSL interpolation filters include fast rate of convergence, excellent numerical properties, low sensitivity to round off error and parameter perturbation, high level of computational efficiency, order-recursive property, and high degrees of parallelism. The QRD-LSL interpolation filters can also be modified as a nonlinear interpolation lattice filter corresponding to the nonlinear transversal interpolation filters developed in [ 131. 
