Abstract-Digital signal processing algorithms for estimating target range and backscatter intensity from laser detection and ranging systems are limited by the sampling rate of data collected and computation time requirements. An interpolating matched filter algorithm, deployed on a field programmable gate array, improves range accuracy while maintaining a low sampling rate and unity throughput. Research and simulation results comparing the effectiveness of different reference waveform models and interpolation factors are presented. A matched filter with zero padding interpolation using a Gaussian shape reference waveform and an interpolation factor of thirty-two showed an eighty-seven percent improvement in range accuracy over the peak detector design currently used in real-time LADAR systems.
I. INTRODUCTION
Laser detection and ranging (LADAR) systems are used to collect information on a scene such as object detection, range, position, and backscattering characteristics. Range is found by measuring the time-of-flight for a short laser pulse (approximately 10 ns) to travel through air at the speed of light, reflect off a target, and return to an optical receiver at the transmission source. A photodiode and an analog-to-digital converter (ADC) are used to capture the LADAR signal in digital format. Signal processing is used to detect the transmitted pulse and backscattered pulse from the digitally sampled data. Once the pulses are detected, range and backscatter intensity can be determined.
Linear mode direct detection LADAR systems scan a fieldof-view, saving the azimuth, elevation, range, and intensity value of each scan. The data can be used to create a 3-D point cloud of the scanned area. Fig. 1 shows collected LADAR data of a HMMWV interpreted as a range image. Darker colors in the image represent shorter range values and lighter colors represent longer range values. The windows in the image are blank because the laser beam was reflected off and no backscatter pulse was detected. Fig. 2 shows backscatter intensity values collected on the same scan as the range values interpreted as an image. Darker colors in this image represent low backscatter intensity values such as the tires which absorb most of the laser pulse energy. Lighter colors represent high backscatter intensity values from reflective surfaces such as the headlights and the smooth surface of the side of the vehicle. Image processing algorithms can be applied to the LADAR images to recognize, acquire, and track target location for weapon guidance [1] .
LADAR waveforms are similar to short pulse and chirp pulse radar waveforms utilized in pulsed radar systems where range accuracy is limited by the wavelength of the propagation signal and the sampling rate of the ADC. For example, a LADAR system using an ADC with a 250 MHz sampling rate captures a new sample every 4 ns; therefore the system has 4 ns time-of-flight accuracy and approximately 60 cm range accuracy.
A major problem of existing real-time LADAR systems is inadequate range accuracy. Accurate range calculations are essential for collecting truthful scene information used for terrain-mapping and weapon navigation. LADAR applications typically require short pulse repetition intervals (PRI) and have [1] limited bandwidth in the optical region of the electromagnetic spectrum. Therefore popular techniques used on radar applications to increase range accuracy such as Fourier analysis on multiple stepped frequency continuous waveforms cannot be used in LADAR. To increase range accuracy, either faster analog-to-digital converters or computation time-intensive digital signal processing (DSP) algorithms must be used.
A. Existing Methods
Existing post-processing algorithms used to approximate very precise range measurements from sampled LADAR data require several thousand mathematical operations to be completed for each range estimate. Due to the computation time required to complete the DSP algorithms on standard computer architecture, the estimation cannot be completed in real-time [2] . However, military applications require accurate real-time range measurement and backscatter intensity readings for munitions with target-seeking navigation systems since there is no opportunity to conduct post-processing on collected data due to mission timelines [3] .
1) Leading Edge: Recovers a pulse by finding the time at which the LADAR waveform crosses a threshold value. This method requires no multiply-accumulates (MAC) operations, only compare logic. However the method is highly susceptible to noise crossing the threshold and causing false detections. Edge detection does not have the capability to capture pulse intensity.
2) Peak Detection: Find maximum sample in range window. This method also requires no MAC operations, only compare logic. Therefore fast operation is achieved but range accuracy is limited by the sampling interval and noise in the signal can cause inaccurate results. Due to the fast processing time and simple design, peak detection is the most common range estimation method.
3) Matched Filter: Cross-correlation of the LADAR signal and a predetermined reference waveform to produce a smooth output. The matched filter removes noise and finds the center of the pulse shape, not just the maximum value. The number of MAC operations required is determined by the length of the reference waveform. Cross-correlation is computed as the convolution sum of the LADAR signal and the time reversed reference waveform. The matched filter equation is
is the reference waveform, and y[n] is the cross-correlation output sequence. By setting the LADAR reference waveform to finite length, the cross-correlation equation can be reduced to a finite impulse response filter defined by (2) where h[n]=r [-n] , h i is the filter coefficient, and N is the filter order. Therefore real-time matched filtering can be achieved with a hardware design supporting real-time FIR filtering.
4) Interpolation:
Add additional points between original LADAR data samples to effectively increase the sampling rate. Range accuracy of interpolation depends on the interpolation method and the interpolation factor selected. More accurate interpolation algorithms such as curve fitting require additional MACs. Other interpolation methods such as linear interpolation and zero padding are simple to implement and require little processing but offer no range estimation benefit unless combined with another method.
5) Maximum Likelihood Estimation:
Process of maximizing the probability of estimating correct pulse peak by finding the maximum of the log likelihood equation. This method is derived by determining the probability density function of the data at each range sample instance. Natural log calculations require longer processing times and are difficult to optimize with hardware [4] .
6) Least Square Error: A gated parabola is used to approximate the shape of the transmitted pulse of laser light. The algorithm then repetitively scales and slides the gated parabola until the sum-squared difference between the real data and the algorithm's proposed model is minimized. The algorithm can iteratively repeat the sum-squared difference algorithm while continuously changing the reference waveform to enhance results. This method is similar to matched filtering, but requires more MAC operations to complete [5] .
B. Proposed Method
This research proposes a hardware design solution to improve the range accuracy of a LADAR system while maintaining real-time availability. A proposed algorithm is presented that combines existing pulse processing techniques used in detection and ranging systems to find a more accurate solution of time-of-flight [6] . The algorithm interpolates data captured by a relatively low sampling rate (typically 250 MHz) to a higher sampling rate and applies a matched filter using high-resolution reference waveform models to recover supersample positions of the start and return pulses, eliminating the need for a faster ADC. The proposed pulse detection algorithm is designed for implementation on specialized digital hardware to maximize performance. Due to the mathematical structure of the matched filter equation, parallel architecture can be designed to process captured data using a hardware pipeline structure of multiple-accumulate (MAC) stages. A custom hardware design utilizing parallel processing is presented to optimize the DSP algorithm to operate in real-time. Implementing the algorithm in very high speed integrated chip (VHSIC) hardware descriptive language (VHDL) and instantiating it on a field programmable gate array (FPGA) allows accurate range calculation with unity throughput and short processing time. Therefore data is processed as it is collected with no bottlenecking.
II. REAL-TIME MATCHED FILTER ALGORITHM
Matched filtering LADAR data can increase range accuracy by 33% when compared to traditional peak detection methods.
However, matched filtering can only detect range to the nearest sample; therefore accuracy is limited by the sampling rate of the ADC. Interpolation can be added to the range estimation algorithm to increase range accuracy of the matched filter LADAR system by 33% more. Table I shows MATLAB results of range accuracy and MAC operations for different range estimation methods. By adding new interpolated data points between originally captured data samples, higher resolution input data and reference waveforms can be used in cross-correlation. Therefore the output of the matched filter contains a higher resolution sequence than the captured LADAR data, resulting in super-sample range accuracy.
As the interpolation factor increases, more MAC operations are required. The maximum interpolation factor is determined by the resources available on the architecture. Zero-padding interpolation can achieve higher interpolation factors while using fewer resources. Table II uses MATLAB test results to show the tradeoff of range accuracy when multiple interpolation methods are combined with matched filtering. From the test results, zero padding interpolation offers a great combination of increased accuracy with only a small increase in processing.
In a LADAR system, the backscattered pulse is a slightly altered version of the transmitted pulse, largely due to reflection and scattering properties of the target. Therefore the exact shape of each backscattered pulse being recovered is not always known. However, the width and shape of the reference waveform used in matched filtering can be modeled from the general shape of typical backscattered pulses. If the reference waveform does not exactly match the backscattered pulse but has a similar width and shape, the matched filter will only be inaccurate by a few samples. A Gaussian model with standard deviation of 10 -9 was used in all simulations and experiments. However, the width and shape of both the transmitted pulse and backscattered pulse may also differ for each LADAR system and is dependent on the laser transmitter and optical receiver used.
III. HARDWARE DESIGN
The cross-correlation required for matched filtering can be realized in hardware using a finite impulse response (FIR) filter. This can be accomplished by setting the FIR filter order to the length of the reference waveform and setting the filter coefficients to the desired reference waveform with samples in reverse order. Real-time FIR filters consist of a series of D flipflops, multipliers, and adders. A FIR filter is fundamentally a sequence of MAC operations resulting in one output sample. Many computer architectures such as digital signal processors or custom FPGA architecture have the ability to efficiently complete numerous MAC operations at fast processing speeds. The number of MAC operations depends on the filter order. For matched filtering, the FIR filter order is determined by the number of samples in the reference waveform. The size of the reference waveform is set based on the time duration of the transmitted pulse and the ADC time resolution.
In order to combine interpolation with matched filtering in real-time, interpolated samples can be inserted in the captured input data before filtering. With an interpolation factor of L, there will be L output samples for every one input sample. To avoid any bottlenecking, L FIR filters can be implemented in parallel, where each filter is responsible for one output sample. Since the calculation of each FIR filter is implemented in parallel, the only effect on the calculation time introduced by interpolation is an output latency of up to 20 clock cycles required to find the maximum output intensity of the L outputs.
As shown in Table III , combining interpolation with matched filtering requires more resources. The maximum interpolation factor is determined by the amount of memory, compare logic, and the number of MAC operations supported by the architecture. The design was realized in VHDL and optimize for operation on a Stratix IV FPGA. Altera's FIR Compiler 11.1 MegaWizard was used to create an FIR filter with reloadable coefficients. The MegaWizard creates VHDL components based on configurable parameters such as sampling rate, clock rate, interpolation factor, default coefficients, and bit width. The coefficients were set to the sample-reversed reference waveform desired in each test.
Tests were conducted using a custom LADAR system with a 10 ns propagating pulse and an ADC with an adjustable sampling rate of 247.5 to 990 MHz. An interpolation factor of 32 was selected based on the amount of resources available on the Stratix IV FPGA. Therefore at 990 MHz, the architecture must support up to 506.88 GMAC/s. To support the combinatorial logic used in 12-bit multipliers and avoid error due to clock slack, the clock rate of the FPGA is lowered to ¼ of the input sampling rate. Since the clock rate of the FPGA is less than the sampling rate of the ADC, four inputs must be taken every clock cycle. This produces four independent data Fig. 3 .
The custom LADAR system was setup to implement two real-time range estimation algorithms: peak detector and matched filter with interpolation. Scans were conducted on a set range of 78.8001 m using each method. A scan consists of one hundred consecutive laser transmissions on the same target. The tests were repeated using three sampling rates: 247.5 MHz, 495 MHz, and 990 MHz. The corresponding system clock rate of each test was ¼ the sampling rate, or 61.875 MHz, 123.75 MHz, and 247.5 MHz, respectively. Fig. 4 shows a comparison of root mean square error (RMSE) of range. At 247.5 MHz, the proposed design decreased RMSE 24.47 cm. At 495 MHz, RMSE decreased 2.44 cm. And at 990 MHz, RMSE decreased 2.65 cm. Therefore the matched filter with interpolation method outperforms the peak detector at all sampling rates.
IV. CONCLUSIONS
The hardware design for the matched filter with interpolation successfully executes in real-time with less than 20 clock cycles output latency. The clock rate of the system is set to ¼ the sampling rate to avoid error due to clock slack. Throughput of the design is unity, so the system does not bottleneck and can be used to continuously scan. The maximum interpolation factor achieved on the system is 32. The interpolation factor is limited by the amount of space available on the FPGA. Alternate FPGA devices with more dedicated logic should be able to achieve higher interpolation factors. From simulation results, as the interpolation factor increases, output latency and range accuracy increase. Therefore the choice in interpolation factor would rely mainly on the application's requirements for speed, range accuracy, and FPGA hardware. In the tests performed, the highest performing design operated with a 1 GHz ADC, system clock rate of 247.5 MHz, interpolation factor of 32, and a reference waveform consisting of 512 samples. Therefore the FPGA is performing 16 multiply-accumulates per sample (MAC/s) at 31.68 GSPS, or 506.88 GMAC/s.
A. Future Work
To improve the reliability of the matched filter with interpolation method, reference waveforms could be characterized based on the different lasers used in LADAR systems. By researching propagation and reflection effects on laser pulses, the shape of the backscattered pulse of a specific target could be anticipated. A deliverable of the research could be a database of different reference waveform pulse shapes for each laser model, optical receiver model, target, and scenario. It may be possible to use matched filtering to accurately recover a particular target, or reject a particular pulse such as backscattered light from dust storms.
The VHDL design can be improved in future work by optimizing the architecture used to implement matched filtering with interpolation. Even though the MegaWizard design satisfies design requirements, a custom design optimized for speed may be able to outperform the MegaWizard FIR filter. Also, a wide variety of DSP techniques are available to find peaks in discrete sample sets. Additional research and testing could involve applying more elaborate DSP to LADAR in order to further increase range accuracy. However, care must be taken to maintain real-time calculations.
