What is the mechanism underlying search phenomena such as search asymmetry? Two-stage models such as Feature Integration Theory and Guided Search propose parallel pre-attentive processing followed by serial post-attentive processing. They claim search asymmetry effects are indicative of finding pairs of features, one processed in parallel, the other in serial. An alternative proposal is that a 1-stage parallel process is responsible, and search asymmetries occur when one stimulus has greater internal uncertainty associated with it than another. While the latter account is simpler, only a few studies have set out to empirically test its quantitative predictions, and many researchers still subscribe to the 2-stage account. This paper examines three separate parallel models (Bayesian optimal observer, max rule, and a heuristic decision rule). All three parallel models can account for search asymmetry effects and I conclude that either people can optimally utilise the uncertain sensory data available to them, or are able to select heuristic decision rules which approximate optimal performance.
1. Introduction
Background
One of the major theoretical issues which can be addressed by studying search behaviour is the degree to which parallel or serial mechanisms are responsible. There are many experimental phenomena that contribute towards this debate, but search asymmetries are particularly pertinent (Treisman & Souther, 1985) . Imagine a search for a tilted line amongst a set of vertical distracters: an intuitive prediction would be that the characteristics of such a search would be similar to a search for a vertical target amongst tilted distracters. Surprisingly, this is not the case, it is generally easier to search for the tilted targets. This search asymmetry is also claimed to occur for a number of features types including colour (Nagy & Cone, 1996) , expansion and contraction (Takeuchi, 1997) , for motion (Ivry & Cohen, 1992; Royden, Wolfe, & Klempen, 2001) , and it is even present in pigeons (Allan & Blough, 1989; Pearce & George, 2003) . Here we focus on search for orientation in humans, but what does this interesting asymmetry phenomenon tell us about the underlying mental processes?
1.2. Two-stage parallel-serial explanation Treisman and Souther (1985) argued that search asymmetries are the result of a 2-stage parallel-serial mechanism. Fundamental to this claim is that vertical and tilted stimuli are coded in different ways: namely, that tilted stimuli are coded as the presence of both vertical and tilt, but vertical stimuli are coded as the presence of vertical and absence of tilt (see Fig. 1B ; Treisman & Gormican, 1988 ). This in turn rests on assumptions about the tuning bandwidths of vertical and tilted detectors, see Fig. 1A . They argue that stimuli defined by the presence of a tilt feature are easier to detect and can be done in parallel, compared to a vertical stimulus coded by its absence of tilt which requires serial deployment of attention. While this is superficially plausible, there are two problems with this account.
Firstly, the argument that it is hard to find an item defined by the absence of a feature is perhaps problematic. A simple linear weighted sum of the outputs of vertical and tilt detectors could produce a threshold activation for example which is capable of accurately classifying vertical and tilted stimuli (see Fig. 1C ). Given this, it is not clear why there should be any asymmetry, and the parallel-serial explanation is cast into doubt.
Secondly, the proposed coding scheme relies on the assumption that the tuning bandwidths of vertical detectors are greater than tilted detectors, Fig. 1A . This is an assumption that can be tested and, as pointed out by Carrasco and Frieder (1997) , runs counter to the oblique effect (Appelle, 1972) where there is general advantage of processing for horizontal and vertically oriented lines. There are varied causes of the oblique effect, but the pertinent point is that it seems well established that tuning bandwidths are narrower for cardinal orientations than oblique (Campbell & Kulikowski, 1966; Heeley & Timney, 1988) conflicting with the proposal by Treisman and Gormican (1988) . Alternatively, it was pointed out by May and Zhaoping (2009) that the coding scheme proposed by Foster and Ward (1991) could produce the proposed differential coding of vertical and tilted targets. This is indeed the case, but Foster and Ward's scheme (two orientation sensitive channels with peak activation at around 0°and 90°with a broad half width of $31.5°) has been superseded by the concept of multiple orientation-sensitive channels (Foster & Westland, 1998) , and would not negate the first problem mentioned above.
Single-stage parallel model
Carrasco, McLean, Katz, and Frieder (1998) also found strong search asymmetry effects for tilt and vertical lines, but proposed a very different explanation. While Treisman and Souther (1985) and Treisman and Gormican (1988) examined set sizes up to 12, Cararasco and colleagues examined set sizes up to 36. They found that for low set sizes (2-8) the search slopes were steep for vertical search and low for tilted search. However, the search slopes were non-linear; above set sizes of 8 the search slope for both type of search was virtually flat. In their entirety, from set size 2 to 36, the search slopes for vertical and tilted targets were similar, and under 10 ms/item. A search slope offset remained however, so while there was support for an asymmetry, the similarities in slopes supported their parallel processing interpretation. Carrasco et al. (1998) proposed wider tuning bandwidths for tilted compared to vertical stimuli, in line with the oblique effect. Rubenstein et al. (1990) also proposed that asymmetries (albeit for texture processing) could be due to different levels of uncertainty in different stimuli.
While the parallel approach (outlined in Fig. 2 ) rejects the notion of a serial capacity-limited processing stage, it does not predict unbounded, ceiling level search performance. Instead, it proposes that constraints on search performance are due to uncertainty in the estimates of the state of the world. This explanation was framed in terms of signal detection theory by Palmer, Ames, and Lindsey (1993) . The explanation for differential performance is that there are different degrees of uncertainty associated with each stimulus, see Fig. 3A . Tilted stimuli are associated with greater internal stimulus uncertainty, so multiple tilted distracters have greater uncertainty than multiple vertical distracters. This means that there is greater overlap in the target present and absent internal response distributions when distracters are tilted, resulting in decreased discriminability between presence or absence when distracters are tilted.
Logically then, if the noise associated with each search item is similar, then the performance in each search should be identical; no asymmetry should be present. But the higher the difference in uncertainty, the greater the asymmetry effect should be, see Fig. 3B . The extent of this difference is usefully summarised by the term 'sigma ratio,' which describes the ratio of the standard deviations associated with vertical or tilted stimuli, Rosenholtz (2001) proposed an alternative explanation: that search asymmetry effects are in fact epiphenomenal. The true cause for the asymmetry in this account is not due to differential processing of display items, but due to an asymmetrical experimental design. The argument is that for some features, simply swapping the role of targets and distracters does not result in a symmetrical stimulus design, as the impact of other stimuli, such as the background, is not taken into account. Applied to orientation asymmetry, the approach claims that the frame of the display monitor essentially is another distracter item. While Rosenholtz's explanation would seem to hold for a number of claimed feature asymmetries, orientation asymmetries do appear to be genuine Treisman and Gormican (1988) suggest that vertical stimuli are coded as the presence of vertical and the absence of tilted, and tilted stimuli are coded by the presence of vertical and the presence of tilted features (B). This relies on assumptions about the tuning curves of detectors (A). Given this coding scheme, a decision maker with access to vertical and tilted activity levels can separate tilted and vertical stimuli along a variety of decision boundaries (grey lines in C). Panel A adapted from Treisman and Gormican (1988) . Fig. 2 . General structure of the parallel decision theory models. Stimuli take on specific orientations h, but internal observations x are noisy. These noisy observations are integrated in some way by a decision rule resulting in a decision variable. This is used as the basis for making a behavioural response. The convergence of information from multiple sources to a single decision rule, is a parallel process with access to internal estimates of orientation: it does not represent a serial processing of each location.
Rosenholtz's explanation
effects as they persist when all surrounding frame cues are removed (e.g. Doherty & Foster, 2001 ).
The approach taken
While others have proposed an elegant parallel, uncertainty based account of search asymmetry, issues remain.
The first issue is that only a few studies have empirically tested quantitative predictions. The strongest evidence comes from Dosher, Han, and Lu (2004) : they do not directly assess the sigma ratio explanation, but analyse probabilistic serial and parallel models in a speed accuracy tradeoff paradigm. In this paradigm, participants make a response as soon as possible after a cue appears; given that the cue post-stimulus onset duration can be varied, this provides a measure of performance as a function of processing time. Probabilistic serial and parallel models make specific predictions about the rate, intercept, and asymptote of the this performance/time function, and human data in a search asymmetry experiments were consistent with parallel models only. But despite this strong finding for parallel models underlying search asymmetries, the 2-stage explanation remains the default method of interpreting asymmetry effects for many researchers.
It is also possible to evaluate the unequal variance account by examining the slope of ROC curves in standardised coordinates. If the slope of such curves from detection experiments deviate from 1, then this indicates unequal variance, i.e. sigma ratios which also deviate from 1 (Green & Swets, 1966; Wickens, 2002) . Murray (2007) directly measured the slopes of such ROC curves in a search for O and C stimuli, but the finding of slopes equal to 1 indicated a sigma ratio of 1, which was a direct refutation of the unequal variance account. The precise reason for this finding is unclear, but it is cause for concern that such a straightforward test of unequal uncertainty did not support the explanation. However, Saiki (2008) did find support for the unequal variance account in searches for O and Q stimuli. The use of a classification image approach and modelling allowed the origin of differential variability to be attributed to internal noise and non-linear signal transduction, Saiki (2008) . In particular, the non-linearity caused the Q stimulus (with its extra line segment) to have greater variability than the O stimulus, resulting in differential signal to noise ratios between O and Q stimuli.
The second issue is that variants of parallel models can be described, and it is unknown which is the best account of human performance. I examine three different decision rules and assess how well they account for search asymmetry effects in a rating detection task for vertical and 45°stimuli. In this task, participants indicate the presence of absence of a target item on each trial, but also rate their level of confidence.
Max rule
The max rule proposes that on any trial, for each display item, the decision variable is taken to be the maximum of the corresponding noise corrupted internal responses (see Appendix C). For example, on average on target present trials, the target will lead to a higher internal decision variable than target absent trials.
Bayesian optimal observer
It is important to note that the max rule is not necessarily the best way of making present/absent decisions in a search asymmetry experiment. It is well known that the max rule is sub-optimal in cases where the sigma ratio is not equal to 1 (Wickens, 2002) such as with distracters with added external noise (Vincent, Baddeley, Troscianko, & Gilchrist, 2009) , and this is precisely the situation proposed to explain search asymmetries. So if we wish to compare human performance to optimal performance we must go beyond the max rule and evaluate an optimal observer (see Appendix B).
The Bayesian approach proposes that people have an internal causal model of the structure of the world (specifically, the trial structure of the experimental task, Fig. 4a ) which generates sensory observations. The task of the Bayesian optimal observer is to infer the state of the world (target presence/absence) based upon the sensory information available. The decision variable for this Over many trials, stimuli that are in reality either vertical or tilted, will give rise to distributions of internal responses, centred on the true stimulus orientation, but with a degree of variability. These distributions describe the probability of an internal estimated orientation given fixed actual orientations. They are not the same as tuning curves which describe the response of a neuron to a range of different stimulus orientations. However tuning curves matched to these distributions can effectively assess the likelihood of any internal response belonging to a vertical or tilted stimulus (Pouget et al., 2000) . Different sigma ratios will give rise to different detection performance measured by area under ROC curve (B) for vertical search (solid grey line) and tilted search (dashed grey line). Corresponding magnitude and direction of the asymmetry advantage for tilt is shown (C).
model is the posterior probability of target presence, given the available noisy sensory observations. Fig. 4b shows a graphical visualisation of how this is calculated. The optimal observer evaluates the relative evidence that the target is absent and that it is present. Probability of absence is essentially how consistent the observations are with all items being distracters. Probability of presence takes into account that the target is in a location while distracters occupy all other locations, integrated over all four possible target locations. Subjects were explicitly informed of the trial structure depicted here.
Heuristic variance observer
While the Bayesian optimal observer is theoretically elegant, is plausible that optimal use of sensory information is too taxing for the human brain to achieve. Instead, the brain may approximate optimal behaviour by use of sensibly selected heuristics. This debate has been lively in the realm of cognition decision making (Newell, 2005) , but it is a serious argument that advocates of optimality do need to address. The heuristic variance observer is an attempt to do just that. For this particular search asymmetry task a sub-optimal (yet entirely sensible) strategy would be to make decisions about the presence or absence based on the variability of the noisy observations (see Appendix D). On average, the variability of observations would be higher on target present trials than target absent trials, so stimulus variability per trial would be an informative source of information.
Methods

Participants
Six subjects with normal or corrected to normal vision participated in the study. Subjects were instructed to make accurate and not speeded responses.
Equipment
Stimuli were displayed on a CRT monitor with resolution set to 1920 Â 1440 and refresh rate of 60 Hz. The room was held in constant dim lighting conditions. A chin-rest resulted in a stable viewing distance of $55 cm. Subjects made manual responses with a Cedrus RB730 response box.
Stimuli
All stimuli were Gabors at 6.66 cycles/degree, at suprathreshold contrast. Item V was oriented vertically (l V = 0°), item T was tilted clockwise from vertical at (l T = 45°). All display items were presented at constant retinal eccentricity of 10°from screen centre to minimize eccentricity based variation in detection probability. A set size of N = 4 display items was used; items were presented on the diagonals. On target absent trials four distracters were present, on present trials one target and three distracters were present. The gabor size was varied per participant to avoid floor or ceiling effects.
Procedure
Two search conditions were used: one where targets were vertical, the other where targets are tilted 45°from vertical. A small fixation blob was continuously present at screen centre, subjects were instructed to maintain central fixation.
On each trial the target was either present or absent, precomputed to ensure 50% of each, presented in randomized order. After a 1000 ms pre-trial interval, the stimuli for each trial were presented for 94 ms (a multiple of the screen refresh interval) before being removed, thus controlling for eye movements during stimulus display. A yes/no rating detection procedure was used for both search tasks (Wickens, 2002) : if a subject thought the target was absent they responded by pressing 1 of 3 keys on a button box corresponding to confident, reasonably confident, and not confident. If the subject thought the target was present, they respond with 1 of 3 other keys, again delineating their degree of confidence in target presence. Frequencies of button presses both for signal and noise trials, s = s 1 , . . . , s 6 and n = n 1 , . . . , n 6 , respectively were recorded.
The experiment consisted of 16 blocks of 50 trials, resulting in 400 trials for each condition for each subject. Subjects typically had short (10 min) practice sessions 1 or 2 days before the main experiment. A short practice (5 min) was run immediately before the main experiment and was not included in data analysis. All subjects were naive of the aims of the experiment, with the exception of BV, the author. In order to minimise any learning or fatigue effects, each subsequent block alternated from vertical then tilted search, with the starting condition chosen randomly. Subjects were verbally instructed that the target is present on 50% of the trials, and that when the target is present, it has an equal probability of being in each of the four locations. This verbal instruction, combined with their practice trials is assumed to be sufficient for them to incorporate this prior knowledge.
Analysis
Parameter estimation
The true degree of noise associated with vertical and tilted stimuli unknown, and are parameters of the models (see Appendices B-D). However the likelihood of the behavioural responses R = [s 1 , . . . , s 6 , n 1 , . . . , n 6 ] given specific parameter values h = [r V , r T ] of each model can be determined. Evaluation of the likelihood P(RjM, h) for each model M was completed using the multinomial distribution to model the response data (see Appendix F). As a matter of computational pragmatism, for a given (r V , r T ) combination the maximum likelihood response thresholds were determined.
While both r V and r T are model parameters, the variable of most interest to us is the ratio between the two, r V r T . Therefore the parameter values evaluated were chosen so as to evaluate this ratio, which involved marginalising over a range of r V and r T values for a given ratio. Because each parameter combination involved 100,000 Monte Carlo simulated trials, this was a computationally intensive task. Therefore the marginalised likelihood of the sigma ratio was determined in steps of 0.05.
Absolute model predictive ability
The model comparison step tells us the relative belief in each model, but what is the absolute ability of each model to account for the data? This is done by calculating predicted ROC curves based on the maximum likelihood parameters r ML V ; r ML T À Á . These curves can be compared to human ROC curve data as a model 'sanity check', see Fig. 5 . Fig. 5 shows the participant rating detection data in the form of ROC curves for each search. Aside from uninteresting variation in baseline performance, the data demonstrate interesting variability in the extent of any search asymmetry effects. When looking at the relative performance of tilted over vertical, some subjects show no advantage, where others show up to an 11.4% advantage (based on trapezoidal area under curve AUC trap ; see Table 1 ). Only 3 of 6 participants could be said to exhibit meaningful search asymmetry effects (BV, JA, EG), subject JW displayed a marginal search asymmetry effect.
Results
Human data
Estimating uncertainty related to tilted and vertical stimuli
The degree of uncertainty associated with the vertical and tilted (r V , r T ) stimuli were unknown parameters of the model. However, the models can be used in conjunction with the data to evaluate the likelihood of particular levels of uncertainty. Of particular interest here is not the absolute values of uncertainty, but the ratio, so the likelihoods were evaluated (and marginalised) over a range of absolute values of r V and r T , covering a range of ratios.
Similarly, the actual likelihood values are only of indirect interest, instead we need to know if a sigma ratio of 0.6 (for example) is much more likely or equally as likely as a control hypothesis where the sigma ratio is 1. To do this, Fig. 6 presents a range of sigma ratios expressed as a ratio, so it is normalised by the likelihood where the sigma ratio is 1. The most likely sigma ratios are shown in Table 1 . For all subjects excluding KS, for most models, it is clear that sigma ratios less than 1 are much more likely than a sigma ratio of 1. That is, there is strong support that the tilted stimuli has more uncertainty associated with it than the vertical stimuli. For example, participant BV, sigma ratios of $0.6 are approximately 400 times more likely than a sigma ratio of 1. For other participants, the likelihood ratios are high, but less extreme: sigma ratios under 1 were in the region of 2-10 times more likely. There was not compelling evidence that sigma ratios for participant KS were anything other than 1. This result is consistent with their absence of asymmetry, determined by AUC trap , so it is fair to conclude that this participant had no search asymmetry and had equal levels of uncertainty associated with vertical and tilted items. Table 1 shows that (as predicted) there is a correlation between the sigma ratio and the magnitude of the asymmetry. Because this study only assessed asymmetries in six participants, more quantitative evaluation of this relationship was not undertaken. Subject MS stands out as having an inferred sigma ratio of $0.8 yet no asymmetry advantage (as determined by AUC trap ) however.
Discussion
Do the decision models fit the data?
Rather than purely rely on the quantitative results presented, it is crucial to plot the models predictions against human data as a 'sanity check'. On top of the human data in Fig. 5 the lines show the predicted ROC curves corresponding to the maximum likelihood parameters. As can be seen, all three models provide a good qualitative fit to the human data. This supports the finding of high likelihoods, in comparison to the control where sigma ratio equals 1, in Fig. 6. 
Which model does best?
The ability for each model to account for the human search asymmetry data was assessed by calculating the data likelihood under a range of noise parameters. Likelihood values were used to calculate DAIC measures (see Table 2 ). The model with lowest AIC value (best fit) is taken as the reference point and has DAIC = 0, the magnitude of DAIC for other models determines if they provide a similarly good fit, or a worse fit. The DAIC values are very low: according to the scale by Burnham and Anderson (2002) , values under 2 have substantial support, values over 4 are required to denote considerably less support. Overall, there is no strong evidence to support one model over another. Because all three models provide good accounts of the data, it is appealing to consider wider aspects of each model in order to evaluate the results.
The variance heuristic is a very simple decision rule: if the display looks homogeneous, then this must be a target-absent trial, otherwise if the display looks like there is higher variability in the stimuli, then this must be a target-present trial. Simplicity is indeed appealing, and can approximate the performance of an optimal observer (Fig. 5) . However, without even doing the experiment, we know that this decision rule would fail if the experimental task was localisation as opposed to detection. In a localisation experiment, there would always be one target and three distracters, so the variance rule as defined would not be able to localise the target. The data do not allow one to rule out the use of this decision rule in the participants tested, but if they were using it, then one implicitly assumes the existence of a 'heuristic selector'. This may detract from the simplicity of the account, but it seems plausible that we can consciously select decision heuristics suitable for a particular task at hand. 
Table 1
Extent of search asymmetries in each observer. Only 3 of 6 subjects displayed unambigous search asymmetry effects. Asymmetry advantage for tilt search is given by 100(AUC T / AUC V ) À100. A 95% confidence intervals were computed by 5000 samples from a multinomial distribution of human response frequencies. Maximum likelihood sigma ratios were calculated for each model. Fig. 6 . Estimating the sigma ratio. The y-axis shows the log likelihood ratio of model fits (Bayes, solid line; variance heuristic, dashed line; max rule, solid grey line) over different sigma ratios, compared to a sigma ratio of 1. Maximum likelihood sigma ratios for each model are shown in Table 1 .
In some situations, the max rule and Bayesian optimal observer yield identical, optimal performance predictions, so it is informative to elaborate on the similarities and differences between them. Firstly, the optimal observer does rely on a max rule, but this operates on a dimension of posterior probability, whereas the max rule examined here, separate from the optimal observer, operates directly upon a sensory dimension (orientation). In situations where the sigma ratio = 1, then the two dimensions will be equivalent because orientation is monotonically related to posterior probability. However, this is not the case when the sigma ratio -1. This divergence in predictions (of optimal observer and max rule) in this case was exploited by Vincent et al. (2009) to ask whether people act like they use the max rule, or if they act like Bayesian optimal observers. External orientation noise was added to distracters in a distracter heterogeneity task: data was much more consistent with a Bayesian optimal decision rule rather than a max decision rule. That study concluded that previous accounts of set size effects (Cameron, Tai, Eckstein, & Carrasco, 2004; Eckstein, 1998; Eckstein, Thomas, Palmer, & Shimozaki, 2000; Palmer, 1994) , conjunction search effects (Eckstein, 1998; Eckstein et al., 2000; Palmer, 1994) , target distracter similarity, multiple targets and external noise (Palmer, Verghese, & Pavel, 2000) supporting the max rule also support the notion that we are optimal observers because they all involved stimuli that arguably had a sigma ratio close to 1.
In this paper, the max rule and the Bayesian optimal observer both do respectable jobs in accounting for the data: why is this so? The sigma ratios examined here are not that extreme, and thus the max rule will provide a reasonable approximation to the optimal observer.
Why are parallel explanations appealing?
4.3.1. Simplicity
The account of a 2-stage parallel-serial model can be greatly simplified by removing the serial stage and associated notions of limited processing capacity. Instead, specific quantitative consideration of noise and ensuing uncertainty in a parallel stage is capable of accounting for limitations in a range of attentional tasks including: set size effects (Cameron et al., 2004; Eckstein, 1998; Eckstein et al., 2000; Palmer, 1994) , conjunction searches (Eckstein, 1998; Eckstein et al., 2000; Palmer, 1994) , distracter heterogeneity (Vincent et al., 2009) , and search asymmetry effects (present data; Dosher et al., 2004; Saiki, 2008) . Further work is required to apply these kinds of models to explain search asymmetry effects in reaction time paradigms, however.
It accounts for framing effects and individual variation
In this study, some participants displayed asymmetry effects whereas others did not. Asymmetry effects can also be modulated by a surrounding frame or other reference orientation (Marendaz, 1998; May & Zhaoping, 2009; Mori & Kataoka, 2004; Treisman & Gormican, 1988) . For example, in experiment 5b of Triesman and Gormican (1998) , the direction of the search asymmetry is reversible: when a tilted, striped background was introduced, search for tilted amongst vertical lines seemed serial whereas the opposite seemed parallel. This kind of individual variation and contextual modulation needs to be accounted for.
One way parallel accounts could explain such observations is by changes in the degree of accuracy/variability in orientation estimates, thus affecting the sigma ratio. A speculative (and testable) explanation would be that the presence of contextual orientations, such as monitor frames or background patterns, allows a local orientation estimate to become more accurate as it provides a reference point from which a comparison may be made. These seem consistent with the findings of May and Zhaoping (2009) who examined the effects of oriented square frames upon searches in a reaction time paradigm. One of their findings showed that reaction times were faster for searches when distracter orientation was aligned with a surrounding box, a situation that I would predict would lead to low uncertainty in the distracter orientation. The speculation is also consistent with the idea of bringing in all available information to bear on orientation judgements (Marendaz, 1998) , and with the proposal that stimulus familiarity influences asymmetry effects (Shen & Reingold, 2001) . One may reasonably expect familiarity to be associated with decreased internal uncertainty.
Conclusion
Despite the appeal of purely parallel processing explanations of search asymmetries, there are few studies to date which empirically test the theoretical predictions (Dosher et al., 2004; Saiki, 2008) . It is important to note that I have not shown that a 2-stage model cannot account for search asymmetry effects, merely that three different parallel models can. I conclude that either: (a) we use a variety of 'heuristic' decision rules that approximate optimal performance for specific tasks or (b) that we are able to make the best use of uncertain sensory information and out knowledge of the structure of the task. Either way, there is now appreciable support the approach of parallel processing of uncertain sensory data and can account for many different visual search phenomena. point stimuli were assumed to be corrupted with Gaussian noise at some point in sensory processing, and therefore simulated trials took draws from Gaussian distributions. These formed vectors of noisy observations x = x 1 , . . . , x N , in this case there were N = 4 display items.
For target absent trials, a vector of observations were made, consisting of N draws from Nðl D ; r D Þ. However for target present trials the noisy observations consisted of 1 draw from Nðl T ; r T Þ and N À 1 draws from Nðl D ; r D Þ.
This process was repeated such that there was a total of 50,000 simulated target present and 50,000 absent trials. These noisy observations x were then used by the models described below in order to calculate a decision variable.
Appendix B. Bayesian optimal observer
For a set size of N, on any trial in this task, 1 of N + 1 possible stimuli configurations are presented (see Fig. 4 ) from which noisy Table 2 Comparison of models fits using difference in AIC measures from the best fitting model. Zero entries represent the best fitting model, and according to the scale of Burnham and Anderson (2002) , the low magnitudes of the AIC differences shows that there is little to distinguish each model in terms of goodness of fit. 
In these experiments target presence and absence are equally likely, so we assume P(T = 1) = P(T = 0) = 0.5 and do not consider these priors further. Even if participants do not have accurate priors for the proportion of target present and absent trials, the only effect it would have is to add a constant to the decision variable. This would have no effect on the pattern of performance, as the mapping of decision variable to manual responses (via internal thresholds, see below) can vary. Ignoring the log PðT¼1Þ PðT¼0Þ component of the observer is fully justified.
The probability of target absence is given by the combined probability of target absence in all locations Pðx 1 ; . . . ; x N jT ¼ 0Þ ¼ Q N i¼1 Pðx i jT i ¼ 0Þ. The probability of presence overall can be described as Pðx 1 ; . . . ; x N jT ¼ 1Þ ¼ P N i¼1 PðT i ¼ 1jT ¼ 1Þ Á Pðx i jT i ¼ 1Þ Á Q j-i Pðx j jT j ¼ 0Þ. This includes both the probability of target presence at location i and target absence at all other locations, and is marginalised over all possible target locations. The term P(T i = 1jT = 1) is the probability of a target appearing in location i on target present trials, and in this experiment the target occupied each location equally, so is equal to 1/N.
Following steps demonstrated by Ma, Navalpakkam, Beck, Berg, and Pouget (2011) the decision variable can be rewritten as
The decision variable sums the local likelihood ratios of target presence or absence. These are defined as follows: The term P(h i jT t = 1) and P(h i jT t = 0) simply describe the actual stimulus orientations if a display item is a target or distracter, respectively. The term P(x i jh i ) is the probability of making a noisy observation of a true stimulus orientation h i . This is essentially a noise model which is described as a normal distribution centred on the true stimulus orientation, with a degree of variability. Fig. 3 (left) shows an example of the distributions P(x i jh i ) for both vertical and tilted orientations.
Bayesian optimal observer models for detection tasks have been examined in a number of previous studies (Droll, Abbey, & Eckstein, 2009; Eckstein, Peterson, Pham, & Droll, 2009; Palmer et al., 2000; Shimozaki, Eckstein, & Abbey, 2003) .
