Powell's(1984) Censored Least Absolute Deviations (CLAD) estimator for the censored linear regression model has been regarded as a desirable alternative to maximum likelihood estimation methods due to its robustness to conditional heteroskedasticity and distributional misspeci cation of the error term. However, the CLAD estimation procedure has failed in certain empirical applications due to the restrictive nature of the \full rank" condition it requires. This condition can be especially problematic when the data is heavily censored. In this paper we introduce estimation procedures for heteroskedastic censored linear regression models with a much weaker identi cation restriction than that required for the CLAD, and which are exible enough to allow for various degrees of censoring. The new estimators are shown to have desirable asymptotic properties and perform well in small scale simulation studies, and can thus be considered as viable alternatives for estimating censored regression models, especially for applications in which the CLAD fails. JEL Classi cation: C14,C23,C24
Introduction and Motivation
The censored regression model, sometimes referred to by economists as the \Tobit" model, has been the focus of much attention in both the applied and theoretical econometrics literature since the seminal work of Tobin (1958) . In its simplest form the model is written as: y i = max(x 0 i 0 + i ; 0) (1.1) where y i is an observable response variable, x i is a d?dimensional vector of observable covariates, i is an unobservable error term, and 0 is the d?dimensional \parameter of interest".
As many economic data sets are subject to various forms of censoring, the development of consistent estimation procedures for this model and variations thereof has become increasingly important. Traditionally this model has been estimated by maximum likelihood methods after imposing homoscedasticity and parametric restrictions on the underlying error terms. More recently a number of consistent estimators have been proposed which allow for much weaker restrictions on the error terms, such as constant conditional quantiles (Powell(1984 (Powell( ,1986a ) Nawata(1990), Khan and Powell(1997) , Buchinsky and Hahn(1998) ), conditional symmetry (Powell(1986b) ) and independence between the errors and regressors (Horowitz (1986, 1988) , Moon(1989) , Honor e and Powell(1994)). The weakest such restriction is the constant conditional quantile restriction. Powell(1984) exploited a conditional median restriction on the error term, and proposed the Censored Least Absolute Deviations (CLAD) estimator, de ned as the minimizer of : where ( ) j j + (2 ? 1) denotes the \check" function introduced in Koenker and
Bassett (1978) . These estimators are very attractive due to weak assumptions they require, making them \robust" to conditional heteroskedasticity and non-normality of the error distribution. Furthermore, Powell(1984 Powell( ,1986a showed these estimators have desirable asymptotic properties, notably their parametric ( p n) rate of convergence, and limiting normal distribution.
However, there is one serious drawback to the use of the CLAD estimator which has been encountered in certain practical applications. In the empirical work of Chay(1995) and Honor e et.al.(1997) the CLAD estimator has failed. The reason for this is that the identi cation condition for the CLAD estimator requires the matrix: E I x 0 i 0 > 0]x i x 0 i ] (1.4) to be of full rank 1 , which in the empirical examples mentioned, could not be satis ed for estimates of 0 which minimized (1.2). In general, this full rank condition creates stability problems for the CLAD estimation procedure in data sets where the index x 0 i 0 is negative with a high probability, as would usually be the case when the data is heavily censored. In empirical settings, heavily censored data is frequently encountered in household expenditure data, where a signi cant number of zero expenditures are observed. Examples include Jarque (1987) and Melenberg and Van Soest(1996) . The drawbacks of median based estimation in the analysis of this type of data serves as one of the motivations for the nonparametric approach based on second moments proposed by Lewbel and Linton(1998) .
This full rank condition becomes more \ exible" if we minimize (1.3) instead of (1.2) using a quantile > 0:5. In this case we can write the full rank condition as E I q ( However, estimating 0 through the minimization of (1.3) using various quantiles necessarily rules out the possibility of conditional heteroskedasticity, since it requires that all conditional quantiles are constant. For any statistical model in which conditional heteroskedasticity is present, the most sensible location restriction to impose on the error terms is a conditional mean or median restriction. It is well known that the censored regression model is not identi ed under a conditional mean restriction, leaving the conditional median restriction, and hence the identi cation restriction in (1.4), as necessary for estimating 0 2 . In 1 It should be noted that this full rank condition is necessary given the conditional quantile restriction (see Powell(1984 Powell( ,1986a ). Thus it is also needed for estimators in the literature based on this restriction, such as Nawata(1990), Khan and Powell(1997) , Buchinsky and Hahn(1998) . 2 This point is also mentioned in Powell(1986a) , where he acknowledges that in the presence of heteroskedasticity, setting the median of the error term to 0 is crucial to the interpretation of 0 as the coecients of the \typical response" of the censored dependent variable to the regressors.
other words, when 0 is the xed parameter of interest (interpreted for example as the median change in the response variable given a one unit change in the regressors), if conditional heteroskedasticity is to be allowed for, must be xed a priori, and not determined by the degree of censoring in the data set.
In this paper we aim to address this problem by proposing estimators for the censored regression model which permit conditional heteroskedasticity, yet allow for much less stringent identi cation conditions than that required by the CLAD. We do so by restricting the structural form of conditional heteroskedasticity to be multiplicative, modelling the error term as the product of a nonparametrically speci ed \scale" function of the regressors, and a homoscedastic error term: i = (x i )u i P(u i jx i ) P(u i ) 8 2 R; x i a.s.
( 1.6) Note that this structure still allows for conditional heteroskedasticity of very general forms, as ( ) is left unspeci ed.
Multiplicative heteroskedasticity has been adopted in various forms for many models in the econometric and statistics literature. There are many examples of such structures where the scale function is parametrically speci ed. For example, in the time series literature, the ARCH model introduced by Engle(1982) assumes this type of structure. In modelling cross sectional data, Judge et.al. (1985) explain why multiplicative heteroskedasticity may be present when modelling the expenditure/income relationship, or estimating average cost curves. Other relevant examples are Harvey(1976) and Melenberg and Van Soest(1996) . Furthermore, in the context of limited dependent variable models, many of the tests for heteroskedasticity consider alternatives which have a multiplicative structure; examples include Koenker and Bassett(1982) , Powell(1986a) and Maddala(1995) . In the estimation of conditional distribution index models, Newey and Stoker(1993) consider a class of models subject to (nonparametric) multiplicative heteroskedasticity. Finally, in nonparametric estimation, multiplicative structures to model heteroskedasticity are considered in Fan and Gijbels (1996) , and Lewbel and Linton(1998).
We propose two estimation procedures, based on two restrictions on the homoskedastic error term u i . The rst estimator is based on the assumption that u i has a known distribution, and without loss of generality we assume a standard normal distribution. 3 While this restricts the error term behavior a great deal further, it may not be as serious of an assumption. For example, it has been concluded in Powell(1986a), Donald(1995) , and Horowitz(1993) that heteroskedasticity is a far more serious problem than departures from normality when estimation of 0 is concerned. Their conclusions are consistent with our simulation results discussed later in this paper. The second estimation procedure we introduce allows us to do away with the known distribution assumption, only requiring that u i have a positive density function on the real line.
As detailed in the next section, both estimators involve two stages. The rst stage involves nonparametric quantile regression, and the second stage adopts a simple least-squares type tting device.
The paper is organized as follows. The following section motivates the estimation procedures we propose and discusses each of the two stages involved in greater detail. Section 3 outlines regularity conditions used in proving the asymptotic properties of the estimators, and then outlines the steps involved for the proof. Section 4 explores the nite sample properties of these estimators through a small scale simulation study, and compares their performance to the CLAD estimator. Finally, section 5 concludes by summarizing our results and examining possible extensions and areas for future research.
Models and Estimation Procedures
We consider censored regression models of the form:
The only restriction we impose on the \scale" function ( ) is that it be positive and satisfy certain \smoothness" properties, as detailed in the next section. We rst consider an estimator based on a normality assumption on u i :
where ( ) denotes the c.d.f. of the standard normal distribution. To construct an estimator for 0 based on this restriction, we note that for any quantile 2 (0; 1), an equivariance property of quantiles implies that:
q (x i ) = max(x 0 i 0 + c Z (x i ); 0) where q ( ) denotes the th conditional quantile function and c Z denotes the th quantile of the standard normal distribution.
Thus if we have for some point x i such that q i (x i ) > 0 for two distinct quantiles 1 .
We next consider relaxing the normality assumption on u i , only requiring that it have a continuous distribution with a positive density function. In contrast to the estimator we introduced, which treats the two quantile function values as pseudo-dependent variables, we will now treat the average of the quantile functions as a pseudo-dependent variable and their di erence as a pseudo-regressor. Speci cally, letting c i denote the (unknown) quantile 4 This relationship illustrates that u i need not have a normal distribution for the estimator to be applicable.
All that is required is that its quantiles be known.
values of u i , for a value of x i where both quantile functions are positive, we have the following relationship:
q(x i ) = x 0 i 0 + c c q(x i ) 2 We note that both estimators are de ned as functions of nonparametric estimators, which are known to converge at a rate slower than p n. The next section shows how the second stage estimator can still achieve the parametric rate of convergence under regularity conditions which are common in the literature.
Before proceeding to a discussion of the asymptotic properties of these estimators we rst discuss each of the stages of our two procedures in greater detail. Speci cally, we discuss the nonparametric estimation procedure adopted in the rst stage, and some technical complications which require the modi cation of the second stage objective functions.
First Stage of the Estimators
The rst stage involves nonparametrically estimating the conditional 1 , 2 quantiles of the observed dependent variable y i given the regressors x i . While several conditional quantile estimators have been recently proposed in the statistics and econometrics literature, we use the local polynomial estimator introduced in Chaudhuri(1991a,b) . This estimation procedure is computationally simple (it involves minimization of a globally convex objective function which can be handled using linear programming methods) and it allows for simple control of the order of the bias by selecting the appropriate order of the polynomial.
Its description is facilitated by introducing new notation, and the notation adopted has been chosen deliberately to be as close as possible to that introduced in Chaudhuri(1991a,b) . We let C n (x i ) denote the cell of observation x i and let h n denote the sequence of bandwidths which govern the size of the cell. For some observation x j ; j 6 = i, we let x j 2 C n (x i ) denote that x where we recall that (x) jxj + (2 ? 1)x. The conditional quantile estimator which will be used in the rst stage will be the value^ (1) corresponding to the selected values of .
The motivation for including a higher order polynomial in the objective function and estimating the nuisance parameters (^ (2) ; :::^ (s(A)) ) is to achieve bias reduction of the nonparametric estimator, analogous to using a \higher order" kernel with kernel estimation. This will be necessary to achieve the fastest possible rate of convergence for the second stage estimator.
Second Stage of each Estimator
The second stage of our estimators treat the values estimated in the rst stage as \raw" data, and adopts weighted least squares type tting devices to estimate 0 . As mentioned previously, positive weight will only be given to observations whose estimated quantile function values exceed the censoring point. We thus propose minimizing second stage objective functions of the form: 1 
and, letting^ denote our second estimator for 0 ( 0
whereẑ i denotes the vector (x 0 i ; q(x i )) 0 . We note that the proposed estimators fall into the class of \semiparametric two-step" estimators, for which many general asymptotic results have been developed (see Andrews(1994) , Newey and McFadden(1994) , Sherman(1994) 
Asymptotic Properties of the Estimators
The necessary regularity conditions will rst be outlined in detail before proceeding with the consistency and asymptotic normality results. Speci c assumptions are imposed on the distribution of the errors and regressors, the order of smoothness of the scale function ( ), and the bandwidth sequence conditions needed for the rst stage:
Assumptions
Assumption FR (Full rank conditions) Letting J denote the d d matrix:
and letting J denote the (d + 1) (d + 1) matrix:
where z i (x 0 i ; q(x i )) 0 , then we assume that J and J are of full rank.
Assumption RS ( , and assume it is bounded away from 0 and in nity on X.
We let f X (ds) ( ) denote the mass function of x (ds) i , and assume a nite number of mass points on X. Also, we let f X ( ) denote f X (c) jX (d)( j )f X (ds)( ). Assumption ED (Error Density) The error terms i are of the form i = (x i )u i where ( ) is a deterministic function of the regressors, and u i is a random variable distributed independently of the regressors. We impose the following assumptions on u i : with the following properties:
ED.1 If the rst proposed estimator is used, u i is assumed to have a standard normal distribution.
ED.1' If the second proposed estimator is used, it is only required that u i has a continuous distribution with density function that is bounded, positive, and continuous on R. 
Assumption OS (Orders of Smoothness
where c is some positive constant, and 2 (1=2p; 1=3d c ).
Remarks on the Assumptions
1. Assumption FR characterizes the \full rank" conditions which illustrate the advantages of these estimators over Powell's CLAD estimator. The rst such condition can be roughly interpreted as a full rank requirement on the matrix:
which, by appropriate selection of the quantile 1 , is less stringent than Powell's condition:
2. The full rank condition imposed on J will not be satis ed if i is homoscedastic. This problem can be overcome by rst testing for heteroskedasticity in the data using either the test discussed in Powell(1986a) or a Hausman-type test comparing our estimator to an estimator based on an independence restriction, such as Honor e and Powell (1994). If heteroskedasticity is detected, one can use the approach mentioned here, as the full rank condition is satis ed. If heteroskedasticity is not detected by the tests, we mention some other possible estimation procedures. One is to use Powell's approach with higher quantiles to estimate 0 when the data is heavily censored, or to use other estimators in the literature based on an independence restriction. This sequential procedure is analogous to approach discussed in White(1980) for improving inference in the linear model. Another possibility is to extend our approach to allow for homoskedasticity. We note that the slope coe cients of our second estimator will still be estimable. This can best be understood by verifying the estimability condition discussed on page 58 of Amemiya(1985) . A necessary and su cient condition for the estimability of a linear combination of regression coe cients , expressed as F 0 , is that there exists a matrix A such that F = X 0 A, where X is the regression matrix. In the context of our second estimator, for observations for which the quantile function is positive, the (infeasible) regression matrix can be expressed as :
where 1 n denotes an n-dimensional vector of 1's, denotes the standard deviation of the i in the case of homoskedasticity, and X denotes the n (d ? 1) To nd a n (d ? 1) matrix A such that F = X 0 A, it will su ce that the n d matrix 1 n X ] be of full column rank, which follows from the full rank condition in the rst part of Assumption FR.
Any of these estimators of the slope coe cients can be used to construct an estimator of the intercept in a second stage. This requires a location normalization on the latent error term, and we set the median of u i to 0. Under the mild condition that
, one can estimate the intercept term as
where^ (2) denotes any of the rst stage estimators of the slope coe cients.
3. Assumption WF imposes additional restrictions on the weighting function. It ensures that estimation is based only on observations for which the conditional quantile functions are greater than the censoring values. It is essentially a smooth approximation to an indicator function, that will help avoid certain technical di culties. Note that assumption WF.1 implies that the support of the weighting function is bounded away from the censoring value; this is necessary to avoid the \boundary problem" that arises when nonparametric estimation procedures are used with censored data.
4. Assumption BC allows for a range of bandwidth sequences, but rules out the sequence which yields the optimal rate of convergence of the rst step estimator as discussed in Chaudhuri(1991b) . It imposes \undersmoothing" of the rst stage nonparametric estimator.
Limiting Distribution of the Estimators
In this section it is established that under the assumptions detailed in the previous section, the proposed (second stage) estimators for the slope coe cients converges at the parametric ( p n) rate, with asymptotic normal distributions. Before stating the main theorem, we let 1i ; 2i denote the \residuals" y i ? q 1 (x i ), y i ? q 2 (x i ) with conditional density functions denoted by f 1 jX ; f 2 jX , and de ne the following mean 0 random vectors:
The following theorem, whose proof is left to the appendix, establishes the parametric rate of convergence and also characterizes the limiting covariance matrices of each estimator: For purposes of inference, we propose a consistent estimators for the limiting covariance matrices above. In both cases, the \outer score" term involves the conditional density function of the residual. For the estimator under normality, this does not pose a problem, as the residual density is proportional to the standard normal density. All that is required is an estimator of the unknown scale function. For observations for which the weighting function is positive, the scale function can be easily estimated as:
For the estimator without normality, the \outer score" term requires nonparametric density estimation. For this we propose a Nadaraya-Watson kernel estimator using the estimated residuals^ ji = y i ?q j (x i ) i = 1; 2; ::n j = 1; 2:
where K (1) ; K (2) , are continuously di erentiable kernel functions on compact subsets of R d and R respectively, that are positive, symmetric about 0, and integrate to 1. K
Using the scale function estimator and the kernel estimator for the conditional density, the following theorem proposes an estimator for each limiting covariance matrix and establishes its consistency. Again, we leave the proof to the appendix. Theorem 2 De neĴ andĴ by the matrices:
respectively. Let Z ( ) denote the density function of the standard normal distribution, and letV j ;i j = 1; 2 be de ned by:
and letV j ;i j = 1; 2 be de ned by:
so that^ and^ can be de ned as : In this section, the nite sample properties of the proposed estimators are examined through the results of a small scale simulation study. In the study we consider various designs, with varying degrees of censoring, and compute basic summary statistics for the two estimators we introduce in this paper, referred to in this section as WNQN (weighted non-parametric quantile regression with normal errors) and WNQ (weighted non-parametric quantile regression), as well as other estimators for the censored regression model. These results are reported in Tables I-XVIII. We simulated from models of the form
where x i was a random variable distributed standard normal, 0 was set to 0.5, and the error (x i )u i varied to allow for four di erent designs:
1. homoscedastic normal: (x i ) 1, u i standard normal.
2. homoscedastic Laplace: (x i ) 1, u i Laplace. For each of these restrictions on the error terms, we simulated for four di erent values of the intercept term a, corresponding to censoring levels of 25%,40%,55% and 65%. Each design was replicated 401 times, for sample sizes of 100, 200, 400. The tables report mean bias, median bias, root mean squared error, and mean absolute deviation for all the estimators.
Tables I-IV report results for four maximum likelihood estimators based on the assumption of normal errors. The rst estimator, referred to in the tables as TOB1 is the classical Tobit estimator, which assumes homoskedasticity and simultaneously estimates the scale factor along with the intercept and slope coe cient. The second estimator, referred to as TOB2, allows for heteroskedasticity, and correctly speci es the scale function as Ce 0:4x 2 i . To illustrate the sensitivity of MLE to speci cation of the scale function, results for MLE with misspeci ed scale functions are reported on Tables V and VI. These estimators, referred to as TOB3 and TOB4, correspond to scale function speci cations of jx i j and e jx i j respectively. Tables XV-XVIII 
Our simulation study was performed in GAUSS. The ML estimators were computed using the BFGS descent algorithm. To compute the CLAD estimator, we adopted the iterative linear programming method introduced in Buchinsky(1994) 7 The rst stage of our two estimators were computed using the linear programming method discussed in Buchinsky(1994) , which is guaranteed to converge to the global minimum. This method was used to t a local cubic model for the conditional quantile functions.
Implementation of the two new estimators required selection of the weighting function, the bandwidth, and the quantile pair. Following Buchinsky and Hahn(1998) The selection of the quantile pair in nite samples is governed by two factors. The rst is that for the full rank condition to be satis ed in nite samples, it is clearly necessary that both quantiles be signi cantly larger than the level of censoring in the data. However, precision of the estimators is also sacri ced if the quantiles get arbitrarly close to one, as the density of the residuals becomes very small. These were the factors mentioned in Powell(1986a) in selecting the appropriate quantile for the homoskedastic model. Optimally weighing in both considerations is a di cult problem as it involves knowlege of the regressor distribution, the parameter 0 , the scale function, and the density of the homoskedastic component of the error term. While a multiple stage approach (involving a preliminary quantile pair that can be used to estimate each of the unknown values in the rst stage) may be plausible, we leave its development and asymptotic properties for future work. Here we only propose a simple rule of thumb approach which is only based on the level of censoring in the data. Let p c denote the fraction of observations censored in the data set. We propose setting 1 to This algorithm only converges to a local minimum of the objective function. For some of the designs considered, our results varied with the starting value selected. The table reports results for when the ordinary least squares estimator was used to compute the starting value. Tables I-VI illustrate the advantages and disadvantages of adopting a parametric estimation approach. When the model is correctly speci ed, as is the case for TOB1 and TOB2 estimators in design 1, and TOB2 in design 3, MLE yields estimators which are very precise at even n = 100. Both the TOB1 and TOB2 estimators perform quite well in design 2 and TOB2 performs well in design 4, even though the error distribution is misspeci ed, conrming that distributional misspeci cation is not as serious a problem as heteroskedasticity. Tables III-VI illustrate the main disadvantage of the likelihood approach. Speci cally, when conditional heteroskedasticity is parametrically misspeci ed, the estimator breaks down, as illustrated by the poor performance of TOB1, TOB3 and TOB4 under designs 3 and 4. On the other hand, TOB2 performs well in all heteroskedastic designs.
The results of tables XV-XVIII agree with the previous discussion regarding the quantile regression estimator that motivated the estimators introduced in this paper. For censoring levels less than 50% both quantile regression estimator performs very well in homoskedastic designs when 0:5. However, for censoring levels at 65%, only the quantile estimator with = 0:75 performed well. The CLAD estimator clearly fails in this case, with RMSE's and biases not shrinking with the sample size. For heteroskedastic designs, however, only the CLAD estimator, corresponding to = 0:5 performs well at the lower censoring levels. The quantile estimator with = 0:75, which is inconsistent in the heteroskedastic designs, performs very poorly, even for censoring levels as low as 40%. The CLAD performs even worse than in the homoskedastic design when the censoring is 65% and the errors are Laplace.
On the other hand, tables VII-XIV illustrate that the WNQN and WNQ estimators performed quite well for all degrees of censoring 8 . Though the WNQN estimator exhibits somewhat large RMSE's in the heteroskedastic designs for sample sizes of 100, the estimators clearly exhibit consistency, and except for the infeasible TOB2 procedure, outperform the other estimators for the heteroskedastic designs when the degree of censoring is heavy. As 8 As alluded to earlier, the limiting covariance matrix of the WNQ estimator will be singular in the rst two designs. By the explanation discussed earlier, estimability of the slope parameter is not an issue, and the results in Tables VII and VIII con rm that it can be estimated precisely despite the near collinearity in the second stage regression.
expected, the WNQ performed better than the WNQN in the Laplace designs, and has smaller RMSE's for samples sizes of 100 for both heteroskedastic designs. Also, neither estimator was very sensitive to the choice of quantile pair.
In summary, the results of our simulation study regarding the CLAD follow the predictions of the theory behind it, and agree with certain empirical problems which have been encountered in practice. Furthermore the positive results for the two estimators we introduce here suggest they are viable alternatives to using the CLAD. We conclude this section with two additional remarks regarding our simulation results. First, it should be noted that for all designs we considered, there is a fraction of observations for which the index x 0 i 0 is positive. Thus it is not necessary for the full rank condition to be literally violated for the CLAD estimator to break down in nite samples. Second, it should be noted that the designs considered only involved one regressor. It is expected that the results for the WNQN and WNQ would be worse if the number of regressors were increased, as the rst stage estimator would su er from the usual curse of dimensionality, and possibly have a (second order) e ect on the second stage estimator. However, as alluded to in the previous section, it would also be possible to improve upon our results by considering several quantile pairs, and combining the resulting estimators in some optimal way.
Summary and Concluding Remarks
This paper introduces two new estimators for censored regression models with conditional heteroskedasticity of very general forms. One of the estimators requires no parametric speci cation of the homoscedastic error term which is multiplied by a scale function. The advantage of these estimators is that they allow for more general full rank conditions under heteroskedasticity than estimators based on a conditional median restriction, notably Powell's CLAD estimator. This generalization proves especially useful in the presence of heavily censored data.
The proposed estimators are shown to have desirable asymptotic properties, and a simulation study indicates that the estimators have favorable nite sample properties at various degrees of censoring. The work here leaves open many important questions, suggesting areas for future research. First, we hope to develop a data driven methods to select the quantile pair. A separate but related issue we leave for future work is the possibility of linearly combining various estimators of 0 based on di erent quantile pairs to construct a more e cient estimator. For a nite set of quantile pairs, the expressions for (y i ; x i ); (y i ; x i ) can be used to easily derive the limiting covariance matrix of the vector of estimators, which can be used to construct the optimal weighting matrix in a fashion analogous to Powell(1986a). Also of interest would be the di cult problem of determining whether a ne enough grid of quantiles can be used to approach the semiparametric e ciency bound, which itself has yet to be derived for the censored regression model under multiplicative heteroskedasticity.
Futhermore, the estimators here suggest new testing procedures as well. A test for normality could be constructed by comparing the two estimators, and a Hausman-type test for heteroskedasticity could be constructed by comparing the second estimator to one of several estimators in the literature based on the independence restriction.
We also mention that the procedures introduced in this paper can be extended to other models, suggesting other areas for further work. For example, Powell's(1986b) symmetrically trimmed estimators also require a positive index for identi cation, which might be able to be relaxed in a similar fashion. Also, estimators which are bivariate extensions of these symmetrically trimmed estimators (e.g. 
We aim to derive the probability limit of theĴ of the above expression and a linear representation for theŜ. We begin by establishing the following two lemmas, which correspond to two uniform convergence results for the nonparametric estimator of the conditional quantile function. They are stated forq 1i but apply toq 2i as well. The rst lemma establishes a rate uniform over points where the quantile function is bounded away from the censoring point. The result follows directly from the uniform rates derived in Chaudhuri(1991b) and Chaudhuri et.al.(1997 The second uniform result involves an exponential bound for points in a neighborhood of the censoring point:
Lemma 2 let X c denote the set fx i 2 X; q 1i c=2g
and let A n denote the event:
fq 1i c for all x i 2 X c g then there exists constants C 1 ; C 2 such that P(A n ) C 1 e ?C2nh dc n Proof: We rst derive a similar result for the nonparametric estimator which ts a polynomial of degree 0, and denote this byq 0 1i . We consider attaining an exponential bound for the probability of the event :
A n = fq where c 3 ; c 4 are positive constants, and E c n denotes the complement of the event E n . Thus it will su ce to derive an exponential rate for the probability of the event A n \ E n . We note that A n implies the event: Now, by the continuity of q 1i and the compactness of X, we have for n larger than some N 0 , q 1j < 2c 3 if x j 2 C ni for all x i 2 X c . Thus by Assumption ED there is a positive constant 1 such that for x j 2 C ni : P(y j 3c=4jx j ) P ( 1j c=12jx j ) (1 ? 1 ) ? 1 and the probability of the event A n \ E n is bounded above by: These uniform results enable us to immediately derive the probability limit ofĴ:
Proof: A mean value expansion of! i around ! i yields:
where ! i denotes the weighting function evaluated at an intermediate value. By a WLLN the rst term in the above expression converges in probability to J. We decompose the second term as
By 
where f 1;X denotes the joint density function of 1i ; x i . Let i = (y i ; x 0 i ) 0 , and let F n ( i ; j ) denote the expression in the above double summation. We wish to establish 1 n(n ? 1)
To do so, we rst note that by a change of variables,
where the second equality follows from Assumption BC. Let 
Therefore, equation (A.14) will follow if it can be shown that
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