Abstract-This paper provides algorithms for numerical solution of convex matrix inequalities (MIs) in which the variables naturally appear as matrices. This includes, for instance, many systems and control problems. To use these algorithms, no knowledge of linear matrix inequalities (LMIs) is required. However, as tools, they preserve many advantages of the linear matrix inequality framework. Our method has two components: 1) a numerical (partly symbolic) algorithm that solves a large class of matrix optimization problems; 2) a symbolic "Convexity Checker" that automatically provides a region which, if convex, guarantees that the solution from (1) is a global optimum on that region.
I. THE BASIC IDEA
Since the early 90's, matrix inequalities have become very important in engineering, particularly, in control theory. If one has the ability to convert the MIs arising in a particular problem to an LMI, then the problem can be solved up to substantial size. The wide acceptance of LMIs stems from the following advantages:
1) if a control problem is posed as an LMI, then any solution is a global optimum; 2) efficient numerical LMI solvers are readily available; 3) once a control problem is posed as an LMI, any other LMI constraints can be added to the problem. On the other hand, the LMI framework has the following disadvantages:
1) there is no systematic way to produce LMIs for general classes of problems; 2) there is no way of knowing whether or not it is possible to reduce a system problem to an LMI without actually doing it; 3) the user must possess the knowledge of manipulating LMIs, which takes considerable training. Indeed, if one does not have the ability to deal with LMIs, then it is not clear what one should do; 4) transformations via Schur complements can lead to a large LMI representation.
Our Method: The main objective of this paper is to provide a method for solving MIs that possesses similar advantages to the LMI framework, but without its disadvantages. Our method has two components: 1) a numerical (partly symbolic) algorithm, called NCSDP, that solves a large class of matrix optimization problems;
2) a symbolic "Convexity Checker" that automatically provides a region G which, if convex, guarantees that the solution from (1) is a global optimum on G. The Convexity Region Algorithm: The symbolic convexity region algorithm receives as input a function F (x) and gives as output a family of inequalities that determine a domain G of x on which F (x) is "matrix convex". Often, we just refer to matrix convexity as "convexity" and it is defined precisely in §IV. This algorithm produces sufficient conditions, which with some very weak hypotheses, are necessary conditions for convexity. The Numerical Solver for Matrix Inequalities: Our NCSDP solver can be used to solve optimization problems involving matrix inequalities. It is designed for situations where the unknowns are a few matrices and it attempts with symbolic manipulation (as well as numerics) to use the matrix structure to advantage. The solver has very reliable behavior in convex situations. The novel features of our algorithm that keeps the unknowns as matrices is discussed in §IV, §V, and §VI. Combining the Tools: Putting together the convexity checker and the NCSDP solver, we have a set of tools to solve many engineering problems that can be posed as matrix inequalities with matrix unknowns. Section III gives an example of these tools. Our method is effective on problems with few unknowns, but we reiterate that we can take each unknown to be a matrix. LMI Analogs: In some sense, there is a parallel between the conventional "LMI approach" and our approach. In the former, one needs to be able to convert the optimization problem over matrix functions into an equivalent LMI problem, so that some available LMI solver can be used. In our approach, the convexity checker provides a region G which, if convex, guarantees reliable behavior of our solver and that a solution is a global optimum on G. Matrix Unknowns: The advantage of dealing with matrices as single letters is that one letter z can stand for a matrix Z with n 2 commuting variables. In typical engineering situations, most problems have few matrix unknowns, often 2 or 3, and few not exceedingly complicated constraints (usually fewer than 10). This contrasts with treating matrices in terms of their entries where one can easily get several thousand variables. The major focus of this research is how to use the matrix structure of the unknowns to advantage, and this will come out as the article unfolds.
Software Availability: The user interface of our NCSDP code is not polished and we do not yet distribute NCSDP. However, the Convexity Checker algorithm is well documented and available through NCAlgebra. This package can be downloaded from http://math.ucsd.edu/∼ncalg.
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II. NOMENCLATURE
We use uppercase letters (e.g. X) for matrices and lowercase letters (e.g. x) for symbolic noncommutative variables. The notation Q, H stands for the symbolic gradient and Hessian maps, meanwhile the notation Q, H is used to indicate we have substituted matrices of compatible size for the symbolic variables in Q, H. The space of n × n symmetric matrices with real entries is denoted by S n .
III. INTRODUCING OUR APPROACH BY AN EXAMPLE
Suppose one is given matrices 1 A and S, and one needs to solve the following problem:
where the domain S is given by
To solve this problem, we apply our methodology which we recall as two steps: a) determine a domain G on which the above problem is convex; b) solve numerically the optimization problem on G using NCSDP.
Step 1. Determining a Region of Convexity for (P1): This step is purely symbolic and we do not use the particular numerical values of A and S given in (1) .
The problem (P1) is to maximize Tr {X} over
Ultimately, we shall take the matrices A and S to be
The matrices are chosen small to save space.
with
This optimization problem will be convex whenever S is a convex domain, since the objective function Tr {X} is linear in X. It is clear that S 1 is convex, thus the issue is convexity of S 2 . For this purpose, we use our symbolic package to find the region where F (X, Y, A, S) is convex with respect to X, Y in the domain S 2 .
Since matrix multiplication is not commutative, we must treat the matrices X, Y , A, and S symbolically as noncommutative variables. Thus, we load the Mathematica package NCAlgebra which contains our convexity checker software. We type in the function F just as we see it in the definition of F and apply the command NCConvexityRegion[F , {x, y}] which outputs the list
The interpretation of the output is that F (X, Y, A, S) will be a convex function on the domain consisting of all matrices that make each entry in the output list a positive definite expression; which, in this case, is the domain given by
Thus, we conclude from this output that F (X, Y, A, S) is simultaneously convex in X, Y whenever X, Y , A, S are matrices of compatible size in the domain G S2 given by
To find if the above domain G S2 is itself simultaneously convex in X and Y , we run the convexity checker once more on the function
This command outputs the list {2y −1 , 0}. Thus, the region where the function G is convex consists of matrices Y satisfying Y > 0; consequently the domain G S2 is convex. Thus, we can conclude that the optimization problem (P1) is convex inside the convex domain
Step 2. Invoking the NCSDP Solver: Now, we make the particular choice for the matrices A, S given in (1). The Problem (P1) can now be solved with the NCSDP solver reliably and globally on the convex domain of 2×2 matrices satisfying the constraints G. We emphasize that this amounts to adding the following convex constraint
to the constraints defining S. Thus, we are not solving exactly the original problem, and the user must decide if this constraint meets his "engineering needs". Beware, declining to add the constraint (2) subjects one to the difficulties found in nonconvex situations, but one can still run numerical optimization routines.
To use NCSDP, we define the objective for this optimization problem as obj := − Tr {X} , subject to the constraint G i < 0, where The optimal cost is therefore Tr {−X
Comparing to the LMI Approach: The optimization problem (P1) was actually selected to correspond to an LMI problem, so that we could compare approaches. There is not space to describe this in detail (the corresponding LMI system has size 4×4). We found that our approach produced exactly what was obtained using LMI. Indeed our "extra condition" XA T Y −1 AX < Y was a necessary condition for the LMI to be positive semidefinite. Thus, from the LMI point of view, it is an essential constraint.
IV. HOW THE CONVEXITY CHECKER ALGORITHM WORKS
We shall introduce in this section the algorithm behind our convexity checker. See [1] for a comprehensive presentation of these topics.
Symbolic Differentiation of Noncommutative Functions:
Since our goal is to use symbolic computation to determine the gradient and the Hessian, we need the notion of derivatives of function of variables which are symbolic noncommutative elements.
Noncommutative rational functions of x are polynomials in x and in inverses of polynomials in x. An example of a self-adjoint noncommutative function is
The first directional derivative of a noncommutative rational function F (x) with respect to x in the direction δ x is defined in the usual way
It is easy to check that derivatives of self-adjoint noncommutative rational functions always have the form
The sym operator, defined as sym {m} = m+m T , is used to make an expression symmetric.
The second directional derivative of a noncommutative rational function F (x) with respect to x in the direction δ x is defined by
One can show that the second directional derivative of selfadjoint noncommutative rational functions has the form
We call this expression the Hessian of F , which we denote by HF (x)[δ x ]. Matrix Convex Functions: There are several (almost equivalent) notions of noncommutative convexity, thus we define matrix convex functions as it is the definition used throughout the paper. Suppose that F is a self-adjoint noncommutative rational function of the noncommutative variables x 1 , . . . , x k . Then, the function F is said to be matrix convex on a certain domain C provided its Hessian, denoted by
Of course C might have separate components, then one often can focus on the component of primary interest. With these notions of convexity, we now briefly introduce the algorithm underlying the command NCConvexityRegion[F , {x}] that provides a region C on which F (X) is matrix convex. The main steps of the algorithm are:
1) The second directional derivative with respect to x 1 , . . . , x k , called the Hessian HF , is computed. 2) As the Hessian is always a quadratic function of the update directions, it can be associated with a symmetric matrix M HF with noncommutative entries.
3) The noncommutative LDL
T factorization is applied to the coefficient matrix M HF . 4) And finally specifying positivity of the resulting diagonal matrix D(x 1 , . . . , x k ) gives inequalities describing a region C on which F is matrix convex.
We warn the reader that the convexity checker only tests convexity of functions not the convexity of regions. However, it can be applied for instance to functions F 1 , . . . , F k that define a region C. If these functions are convex, then the region C is convex (see §III for an example), but not vice-versa. Thus, in general, the convexity checker provides a conservative test for a region to be convex, but adding a modest amount of human analysis often helps considerably.
Noncommutativity Is Essential:
A great advantage of our framework is that treating matrices as single letters is likely the only practical necessary and sufficient approach available for checking convexity of rational functions on matrices of large size. For a commutative rational function F , one might imagine a Parrilo type of sum of squares algorithm [2] , which could affirm positivity of the Hessian of F ; and thus, convexity of F . Unfortunately, it would be practical with only a few dozen variables. If the unknown X and Y were symmetric matrices on even a 10 dimensional space, the entrywise representation would give about a 100 commuting variables. This is prohibitive. On the other hand, our convexity checking method is insensitive to the dimension of the space.
V. CONVEX OPTIMIZATION OVER MATRIX FUNCTIONS
There are a few papers on solving matrix inequalities which are not linear in the unknowns. In [3] , the authors presented and analyzed a numerical interior point trust region algorithm that can be used for solving a class of nonlinear (nonconvex) semidefinite problems. For others Semidefinite programming problems see [4] . The main distinctions between these approaches and ours is that we deal with the entire matrix structure instead of dealing with the individual entries of the matrix unknowns.
The outline of our method is as follows. We compute the first and second derivatives of a potential function symbolically in a way that keeps the matrix structure and does not split the matrices up (see §IV). This step provides the Hessian map H(δ x ) and the gradient map Q. It is this step whose efficiency is improved by our MinimumSylvesterIndex algorithm for symbolically obtaining an efficient form for H(δ x ) (this is described in §VI). After this, our algorithm turns numerical by substituting matrices for the indeterminate that appears in the expressions for H(δ x ) and Q, and the code aims to solve the respective numerical linear system of equations H(δ X ) = Q in the update direction δ X .
The formula for this potential function depends on which member of the family of penalty/barrier methods one wishes to adhere. The approach we have selected is known as the analytic method of centers.
Constrained Optimization Problem:
Throughout the paper, we shall be primarily concerned with the following convex optimization problem
where the feasibility domain G is given by
with C a bounded convex domain in R p×q , and F (X) : C → S n a concave function. This type of problem incorporates the eigenvalue minimization problem as a particular case.
Review of the Method of Centers:
The idea behind the method of centers (see [5] , [6] and references therein) is to replace the above constrained problem by a sequence of unconstrained minimization problems. It follows therefore, that under certain hypotheses, the original problem (COP) can be approximated by a sequence of unconstrained convex optimization problems of the form
with the auxiliary potential function:
where ζ is a scalar satisfying ζ ≥ 1, and G γ is the domain
The decrease of the parameter γ has to be done in such a way that the method maintains feasibility at each iteration and that the sequence {γ k } is guaranteed to converge to f opt (the minimum values of the objective function). The formula for updating γ at some iteration k is given by
Under mild conditions, the solution X * (γ) of (UOP) approaches the set of optimal solutions of (COP) for an appropriate sequence of decreasing γ (see [6] ).
Let X k denote X * (γ k ). Using these facts, an algorithm based on the method of centers can be described by Algorithm 5.1: Method of Centers. Fix θ such that 0 < θ < 1;
end while There are some important comments concerning this algorithm: 1) The bound γ k+1 from (5) never produces infeasible starting points X k and γ k+1 .
2) It is necessary to find feasible starting points X 0 and γ 0 to be used in Algorithm 5.1. This can be solved by the same method of centers.
3) The expensive part of the algorithm is the inner loop, the part that computes the analytic center. An algorithm to Solve the Inner Loop: The algorithm implemented inside NCSDP to solve the analytic center:
for fix scalar γ is based on a conventional modified Newton's method ( [5] , [6] 
2) The Newton step δ x * must satisfy the optimality conditions for the following quadratic problem
3) This first-order necessary optimality condition is algebraically given by
for all δ v . (6) 4) Finally, find δ X * satisfying Eq. (6) for all δ v .
Calculating the Linear Subproblem:
At the outset of this work, it was not obvious that we could find a clean symbolic formula for the linear subproblem which treated both known and unknown matrices as a whole and did not break them into entries. Fortunately, this is possible as the next theorem shows.
Theorem 5.2:
Let V be a subspace of R p×q and C be a convex domain in V. Let the map F (x) : C → S n be concave. Consider the following unconstrained auxiliary potential function φ γ (X) :
where ζ is a scalar satisfying ζ ≥ 1, and the feasibility domains G and G γ are respectively given by
Then, the update direction δ x * is the solution of the following symbolically computable algebraic linear equation:
where H(δ x ) is linear as regarded as a function of δ x , and Q is an independent term that does not contain δ x . Moreover, Q and H(δ x ) are given by
and
where the terms a, b, m, n, t are obtained from the first and second directional derivatives of F (x) as given by (3) and (4). The term i d is the symbolic analog of the identity matrix.
Proof: Follows from (6). For a detailed presentation see [7] , [8] .
The result of Theorem 5.2, the algebraic linear equation (7), can be further specialized depending upon the structure of the underlying subspace V; in other words, if there is or there is not some restriction imposed on x. Thus, expressing the structure of the underlying subspace V, the main result of this section, Corollary 5.3 is now presented.
Corollary 5.3: Let V be a subspace of R p×q and C be a convex domain in V. Let the map F (x) : C → S n be concave. Consider the following unconstrained auxiliary potential function φ γ (X) :
Then, depending upon the structure of the underlying subspace V, the update direction δ x * is the solution of one of the following symbolically computable algebraic linear equation:
1) The subspace V equals R p×q , so that the unknown X can be any matrix in R p×q :
2) The subspace V equals S p , so that the unknown X is restricted to being symmetric:
3) The unknown X is restricted to being a scalar multiple of the identity, X = σI, for some scalar σ:
For these expressions, Q is the gradient term, which does not contain δ x , given by
The term is the cost term given by = 1/2ζ(γ − Tr {x}) −2 i d . And, by an appropriate relabeling, the terms a i and b i are obtained from the Hessian map H(δ x ) presented in Theorem 5.2.
Proof: Follows from Theorem 5.2 by expressing the linear system of equations (7) considering the structure of the underlying subspace V. (See [7] , [8] .)
The above results provide the necessary conditions that the update δ x must satisfy in order to be a Newton direction toward the central path of the unconstrained auxiliary potential function φ γ (X) for fixed γ. Solving the Linear Subproblem: The algebraic linear subproblem, in Corollary 5.3, always has the general form:
where the a's, b's andQ are rational functions of the known noncommutative variables given in the problem formulation, and δ x is the unknown variable (the update direction). The integer N has been called the Sylvester index in [9] . A key point is that the same linear system can have several representations of the form (8) , that is, the representation of the Hessian map H(δ x ) in Theorem 5.2 is not unique. We will see later in §VI that there is a substantial advantage to obtaining a representation with a small Sylvester index. There are two main costs in treating the subproblem (8): FE: Converting, at each iteration, the a's, b's andQ from symbols to numeric matrices whose entries are numbers is time consuming (see §VI). NLS: Solving numerically the resulting system for δ X .
After the evaluation step FE has been performed, we rewrite the linear subproblem (8) as
indicating that the indeterminate have already been substitute by matrices of compatible size. Then, using the vec operation the above matrix system can be transformed into the equivalent vector form Hv = g (9) where H is the Hessian matrix given by
the vector g is given by g = vec(Q), and v is the vector of unknowns given by v = vec(δ X ). The symbol ⊗ denotes the Kronecker product.
Therefore, the cost (NLS) on solving numerically the subproblem can be actually split into two distinct costs: KP: Applying Kronecker products to build matrix H. LS: Solving numerically Hv = g for the unknown v.
VI. IMPROVING THE EVALUATION TIME FOR THE LINEAR SUBPROBLEM
In this section, we illustrate by examples that the Sylvester form (8) is not unique. Moreover, we show that the Sylvester index has a great influence on the evaluation cost given in step FE of Section V.
Consider an expression in the Sylvester form
The Sylvester index in this case is seven. This expression can be written in at least two different ways, having the same number of terms. One possibility is
for a i and b i given by
Another one is
In both cases, the Sylvester index is now three, and certainly the Sylvester index is not unique. It is also easy to see that a large reduction in the Sylvester index might happen.
The Minimum Sylvester Index Algorithm: We have implemented a Mathematica command in the symbolic part of our NCSDP solver, denoted by
MinimumSylvesterIndex[ ],
which provides, under some hypotheses, the lowest Sylvester index for the Hessian map. This command is thoroughly explained in [8] . It often achieves significant reductions in the Sylvester index, as we illustrate on the optimization problem presented in Section VII, which in fact is fairly typical. For this problem, we do not present the formulas for the Hessian H(δ x ) and the gradient Q, since these expressions are quite large and will consume several pages. What is important is the fact that the formula for H(δ x ) as computed originally, before applying any simplification rule, has N = 1014 Sylvester terms. However, after collecting the terms which appears in the Hessian map (applying our MinimumSylvesterIndex command), the Sylvester index decreases to N = 26.
To find out how much time is actually saved at the numerical level, the NCSDP code is executed using the collected formulas for H(δ x ) with N = 26 (MinimumSylvesterIndex), and the not collected formula for H(δ x ) with N = 1014. For this set of experiments, the size n of the matrices involved assume the following values n = 16, 32, 64. For each case, we execute the inner loop where the linear system (9) is numerically solved 20 times. Thus, we measure the CPU time per call (average over 20 iterations) spent on the items: FE (formula evaluations), KP (Kronecker products), and LS (linear solver).
The results are presented in Table I , where MSI stands for the Hessian simplified by MinimumSylvesterIndex (the Sylvester index is N = 26) and UNT stands for the untreated Hessian (the Sylvester index is N = 1014). In this table, the row labeled "Ratio" is the ratio between the untreated column and the MSI column. The time spent on solving the linear system, presented in the row labeled LS, is not affected by the expression being or not being collected. The other labels are as follows: SIZE for matrix size, FE for formula evaluation, KP for Kronecker product, and TOT for the total time FE+KP+LS. The results provided in Table I show clearly that collecting terms in the expression for the Hessian map H(δ x ) represents a huge saving.
VII. NUMERICAL EXPERIMENTS: TIMING OF
THE NCSDP SOLVER The optimization problem to be used in this section for test is the following eigenvalue minimization problem:
inf λ max (CXC T ), subject to (P2) 0 < X 0 < G(X) := A 3 X + XA The matrices C, A 1 , A 2 , and A 3 belong to R n×n , the invertible matrices R 1 , R 3 , belong to S n ++ and the matrices S 1 , S 3 , and X belong to S n . We do not present numerical values since it would take considerable space. Note that by Schur complement techniques the above problem (P2) can be equivalently restated as an LMI problem.
The results of this experiment (in Table II) show the overall CPU time spent by the solvers SDPT3, LMI-Lab, SeDuMi, and NCSDP, to solve the above optimization problem (P2) within the required accuracy of 10 −4 for the objective value. The starting feasible points were the same for all the solvers. For a list of software, see [10] . From Table II , one sees that for matrices of size 64, the solvers SeDuMi and NCSDP were the fastest code for the above problem (P2). We believe that NCSDP might be significantly faster than SeDuMi for matrices of size larger than 64×64. However, we did not run this experiment since the overall elapsed time would be extremely long, as well as the requirement of large RAM memory availability. The computer used was a Intel Celeron at 2800 MHz, 512MB of RAM, running Linux (kernel 2.4.20-31.9), MATLAB 6.5.0 R13, Mathematica 4.0, and NCAlgebra 3.7.
At this stage, the numeric part of our NCSDP code is "completely" implemented using MATLAB functions (not compiled). The only compiled part of our code is the Kronecker product, since the MATLAB function kron.m was extremely slow for our needs. On the other hand, most of the other solvers have their core subroutines compiled, which significantly improve their overall performance.
