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Abstract. We investigate ideals in a polynomial ring which are generated by
powers of linear forms. Such ideals are closely related to the theories of fat
point ideals, Cox rings, and box splines.
We pay special attention to a family of power ideals that arises naturally
from a hyperplane arrangement A. We prove that their Hilbert series are
determined by the combinatorics of A, and can be computed from its Tutte
polynomial. We also obtain formulas for the Hilbert series of certain closely
related fat point ideals and zonotopal Cox rings.
Our work unifies and generalizes results due to Dahmen-Micchelli, Holtz-
Ron, Postnikov-Shapiro-Shapiro, and Sturmfels-Xu, among others. It also
settles a conjecture of Holtz-Ron on the spline interpolation of functions on
the lattice points of a zonotope.
1. Introduction
A power ideal is an ideal I in the polynomial ring C[V ] generated by a collection
of powers of homogeneous linear forms. One can regard the polynomials in I as
differential equations; the space of solutions C of the resulting system is called a
power inverse system. We are particularly interested in a family of power ideals
and power inverse systems which arise naturally from a hyperplane arrangement.
Such ideals arise naturally in several different settings. The following are some
motivating examples:
• (Postnikov-Shapiro-Shapiro [16]) The flag manifold Fln = SL(n,C)/B has
a flag of tautological vector bundles E0 ⊂ E1 ⊂ · · · ⊂ En and associated
line bundles Li = Ei/Ei−1. Let wi be the two-dimensional Chern form of
Li in Fln. The ring generated by the forms w1, . . . , wn is isomorphic to
Z[x1, . . . , xn]
/〈
(xi1 + · · ·+ xik)k(n−k)+1 : 1 ≤ i1 < · · · < ik ≤ n
〉
.
Its dimension equals the number of forests on the set [n] = {1, . . . , n} and
its Hilbert series enumerates these forests by number of inversions. The
ideal above is one of the power ideals associated to the braid arrangement.
• (Dahmen-Micchelli [6], De Concini-Procesi [8], Holtz-Ron [11]) Given a fi-
nite set X = {a1, . . . , an} of vectors spanning Rd, let the zonotope Z(X) be
the Minkowski sum of these vectors. The box spline BX is a piecewise poly-
nomial function on the zonotope Z(X), defined as the convolution product
of the uniform measures on the line segments from 0 to each ai. The
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2 FEDERICO ARDILA AND ALEXANDER POSTNIKOV
box spline can be described combinatorially as a finite sum of local pieces.
These local pieces, together with their derivatives, span a finite dimensional
space of polynomials D(X) which is one of the central objects in box spline
theory. The space D(X) is one of the power inverse systems associated to
a hyperplane arrangement; its dimension is equal to the number of bases
of Rd contained in X. Additionally, there are an external and an internal
variant of the space D(X) which also fit within this framework.
• (Emsalem-Iarrobino [9]; Geramita-Schenck [10]) Given points p1, . . . , pn in
projective space and positive integers o1, . . . , on, the corresponding fat point
ideal is the ideal of polynomials which vanish at each pi to order oi. The
Hilbert series of a fat points ideal can be expressed in terms of Hilbert series
of power ideals.
• (Sturmfels-Xu, [22]) A finite set of points {p1, . . . , pn} in Pd−1 determines
a Cox-Nagata ring, which is a multigraded invariant ring of a polynomial
ring. It can be interpreted as the Cox ring of the variety obtained from
Pd−1 by blowing up p1, . . . , pn. Nagata used such rings to settle Hilbert’s
14th problem. The multigraded Hilbert series of a Cox-Nagata ring can be
expressed in terms of the Hilbert series of a family of power inverse systems.
Certain subrings of Cox rings, called zonotopal Cox rings, are intimately
related to the power inverse systems of a hyperplane arrangement.
• (Berget [4], Brion-Verge [5], Orlik-Terao [13], Proudfoot-Speyer [17], Terao
[23]) Given a hyperplane arrangement determined by the linear function-
als α1, . . . , αn, various subalgebras of the algebra generated by 1α1 , . . . ,
1
αn
have been studied, in some cases with additional structure. Some of these
algebras are related to the objects in this paper, as outlined in [4].
The paper is organized as follows. In Section 2 we discuss general power ideals
I(ρ) and the corresponding inverse systems C(ρ), and associate a projective variety
to each power ideal. In Section 3 we associate a power ideal I(ρf ) to each homoge-
neous polynomial f(x), whose associated variety is the hypersurface f(x) = 0. We
show that the smoothness of the hypersurface is detected by the Hilbert series of
C(ρf ). Section 4 is devoted to the special case that most interests us: the family of
power ideals IA,k and inverse systems CA,k associated to a hyperplane arrangement.
We compute the Hilbert series of the spaces CA,k in terms of the combinatorics of
A, and find explicit bases for them. These computations and constructions simul-
taneously generalize numerous results in the literature, and prove a conjecture of
Holtz and Ron about these spaces. Section 5 applies the results of Section 4 to
compute the Hilbert series of a family of fat point ideals which one can naturally
associate to A. Section 6 then applies these results to give an explicit formula for
the multigraded Hilbert series of the zonotopal Cox ring of A. We conclude with
some open questions.
2. Power ideals and inverse systems
2.1. Power ideals. Let V ' Cn be a finite-dimensional vector space over C and
V ∗ the dual space.
Definition 2.1. A power ideal is an ideal in the polynomial ring C[V ] generated
by a collection of powers of homogeneous linear forms such that these linear forms
span V ; i.e., an ideal of the form 〈hrii : i ∈ I〉 where I is some indexing set, the his
are linear forms which span V , and the ris are non-negative integers.
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Since the linear forms h span the space V , the algebra A = C[V ]/I has finite
dimension dimA > 0. The ideal I is homogeneous so the algebra A is graded:
A = A0 ⊕ A1 ⊕ A2 ⊕ · · · . In this paper we calculate the dimension of A and its
Hilbert series HilbA =
∑
i≥0 dimAi q
i for an important family of power ideals I.
Example 2.2. Let I =
〈
x41, x
2
2, (x1 + x2)
3
〉 ⊂ C[x1, x2]. The algebraA = C[x1, x2]/I
has the basis 1, x1, x2, x21, x1x2, x
3
1, so Hilb (A; q) = 1 + 2q + 2q
2 + q3.
Let ρ : PV → N be a nonnegative integer function on the projective space
PV ' CPn−1. We will identify ρ with a function on V \{0} such that ρ(t ·a) = ρ(a)
for t ∈ C \ {0}. Let I(ρ) ∈ C[V ] be the power ideal generated by the powers of
linear forms hρ(h)+1 for all h ∈ V \ {0}.
Any power ideal I is of the form I(ρ). Indeed, for any linear form h ∈ V , there
is some positive integer r such that hr ∈ I. Let ρI : PV → N be the function such
that ρI(h) + 1 equals the minimum integer r such that hr ∈ I. This is clearly the
unique minimum function ρ : PV → N such that I = I(ρ).
Definition 2.3. Given a power ideal I, let the directional degree function of I be
ρI , the minimum function from PV → N such that I = I(ρI).
The name we give to these functions is justified by Proposition 2.6.
Let Dir(V ) be the set of directional degree functions on PV . Then power ideals
I in C[V ] are in bijection with Dir(V ). For any nonnegative integer function ρ on
PV there is a directional degree function ρ′ ∈ PV such that I(ρ) = I(ρ′).
We say that a set of points h1, . . . , hN ∈ V \ {0} is a generating set for a power
ideal I(ρ) if I(ρ) =
〈
h
ρ(h1)+1
1 , . . . , h
ρ(hN )+1
N
〉
. Hilbert’s basis theorem guarantees
the existence of such a set.
These concepts raise several natural questions, which we do not address here.
Questions. Find a nice description of the space Dir(V ) of directional degree func-
tions on PV ? Find an efficient way of computing the directional degree function ρI
associated to a given power ideal I = 〈hr11 , . . . , hrNN 〉 or, more generally, to an arbi-
trary non-negative integer function on PV . Find a generating collection of points
for a power ideal I(ρ)?
2.2. Inverse systems. There is a very useful dual way of thinking about power
ideals in terms of Macaulay inverse systems, which we now outline.
Definition 2.4. A Macaulay inverse system (or simply inverse system) is a finite
dimensional space of polynomials which is closed under differentiation with respect
to the variables.
First, we define a pairing 〈·, ·〉 between the polynomial rings C[V ] and C[V ∗]. Let
x1, . . . , xn be a basis of V , and let y1, . . . , yn be the dual basis of V ∗. For each f(x) =
f(x1, . . . , xn) ∈ C[V ], define a differential operator f(∂/∂y) := f(∂/∂y1, . . . , ∂/∂yn)
on C[V ∗]. Similarly, for each g(y) = g(y1, . . . , yn) ∈ C[V ∗], define a differential
operator on C[V ] by g(∂/∂x) := g(∂/∂x1, . . . , ∂/∂xn). For f ∈ C[V ] and g ∈ C[V ∗],
define
〈f, g〉 := f
(
∂
∂y
)
· g(y)
∣∣∣∣
y=0
= g
(
∂
∂x
)
· f(x)
∣∣∣∣
x=0
.
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Definition 2.5. The inverse system of a homogeneous ideal I ∈ C[V ] is its orthog-
onal complement with respect to this pairing, which is easily seen to be
I⊥ :=
{
g(y) ∈ C[V ∗]
∣∣∣∣f ( ∂∂y
)
· g(y) = 0 for any f(x) ∈ I
}
.
The inverse system of the power ideal I(ρ) is called the power inverse system C(ρ) =
I(ρ)⊥.
Since I⊥ is the space of solutions of a system of homogeneous differential equa-
tions with constant coefficients, it is an inverse system. The space I⊥ is graded.
The dimension of the algebra A = C[V ∗]/I equals dim I⊥. Moreover, the dimen-
sion of the i-th graded component Ai of A equals the dimension of the i-th graded
component (I⊥)i of I⊥.
Proposition 2.6. The power inverse system C(ρ) consists of the polynomials
f(y) ∈ C[V ∗] whose restriction to any affine line in direction h ∈ V has degree
at most ρ(h).
Proof. A polynomial f(y) ∈ C[V ∗] satisfies h(∂/∂y)ρ(h)+1f(y) = 0 for a linear form
h ∈ V \ {0} if and only if the restriction r(t) := f(x + t h) ∈ C[t] of the polynomial
f to any affine line of the form L = {x + t h | t ∈ C} ⊂ V is a polynomial in t of
degree at most ρ(h). 
Definition 2.7. Given a polynomial f ∈ C[V ∗], let the directional degree function
of f be ρf : PV → N, defined by letting ρf (h) be the degree of the restriction of
f to a generic line parallel to h. For a set of polynomials S ⊂ C[V ∗] with finite
dimensional linear span, define the degree-span 〈S〉 as the unique minimal space
C(ρ) such that C(ρ) ⊇ S.
A polynomial f ∈ C[V ∗] belongs to the degree-span 〈S〉 if and only if, for
any affine line L in direction h, the degree of f along L is less then or equal to
the largest degree of a polynomial g ∈ S along a line parallel to L. In symbols,
ρ(h) = maxg∈S ρg(h) and
〈S〉 =
{
f ∈ C[V ∗]
∣∣∣∣ρf (h) ≤ maxg∈S ρg(h)
}
In particular, 〈f〉 = C(ρf ). Since the space C(ρ) is finite-dimensional, there is a
finite collection of polynomials f1, . . . , fN such that C(ρ) = 〈f1, . . . , fN 〉 .
The following propositions list some properties of the spaces C(ρ) orthogonal to
power ideals, and of the space of directional degree functions.
Proposition 2.8. Power inverse systems have the following properties:
1. If 〈S〉 = C(ρ1) and 〈T 〉 = C(ρ2), then 〈S ∪ T 〉 = C(max(ρ1, ρ2)) and
〈S · T 〉 = C(ρ1 + ρ2).
2. For any power inverse system C(ρ), and any f ∈ C(ρ) we have that:
(a) Any partial derivative ∂f/∂xi belongs to C(ρ).
(b) Any shift f(x+ x0), for fixed x0 ∈ Cn, belongs to C(ρ).
(c) Any polynomial that divides f belongs to C(ρ).
(d) If f = f0 + f1 + · · · + fd, where fi is a homogeneous polynomial of degree
i, then all fi belong to C(ρ).
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Proof. 1. The degree of the restriction of any element in S ∪ T to an affine line L
in the direction a is less than or equal to max(ρ1(a), ρ2(a)). Thus 〈S ∪ T 〉 = Cρ3 ,
for some ρ3 ≤ max(ρ1, ρ2). On the other hand, there is an element in S ∪ T whose
degree of restriction to L is exactly max(ρ1(a), ρ2(a)). Thus ρ3 = max(ρ1, ρ2). A
similar argument works for 〈S · T 〉 .
2. Statements (a),(b),(c) are trivial from the description of the space C(ρ) in
terms of degrees of restrictions to affine lines. Statement (d) follows from the fact
that C(ρ) is a graded space. 
Proposition 2.9. Directional degree functions have the following properties:
1. For ρ ∈ Dir(V ), and any a, b, a+ b ∈ Cn \ {0}, we have the triangle inequality
ρ(a) + ρ(b) ≥ ρ(a+ b).
2. For ρ1, ρ2 ∈ Dir(V ), the functions ρ1 + ρ2 and max(ρ1, ρ2) belong to Dir(V ).
In other words, Dir(V ) is closed under the operations “+” and “max”.
3. For any ρ ∈ Dir(V ) and polynomials f1, . . . , fN such that 〈f1, . . . , fN 〉 = C(ρ),
we have ρ = max(ρf1 , . . . , ρfN ).
Proof. To prove the first statement, notice that since aρ(a)+1 and bρ(b)+1 are in
I(ρ), (a + b)ρ(a)+ρ(b)+1 is also in I(ρ) by the binomial theorem. The other two
statements are immediate consequences of the first part of Proposition 2.8. 
According to Proposition 2.9.3, to describe all functions ρ ∈ Dir(V ), it is enough
to describe the functions ρf for all homogeneous polynomials f . To do that, we
will use the following lemma.
Lemma 2.10. [9] A homogeneous polynomial of degree d in C[V ∗] has degree d′
along direction h if and only if it vanishes exactly to order d− d′ at h.
Proof. Let f be the polynomial. Consider a ∈ V and t ∈ C. We have that
f(th+ a) =
∑
k1,...,kn≥0
ak11
k1!
· · · a
kn
n
kn!
(
∂
∂x1
)k1
· · ·
(
∂
∂xn
)kn
f(x)
∣∣∣∣∣
x=h
td−(k1+···+kn).
The terms of t-degree greater than d′ cancel if and only if all the derivatives of f
of order less than d− d′ vanish at h. 
Proposition 2.11. For each homogeneous polynomial f ∈ C[V ∗] of degree d there
is a flag ∅ = X−1 ⊂ X0 ⊂ X1 ⊂ · · · ⊂ Xd = PV ' CPn−1 of projective algebraic
sets such that ρ(a) = i for a ∈ Xi \Xi−1.
The algebraic set Xi is the set of common zeros of (∂/∂x1)k1 · · · (∂/∂xn)knf(x)
for k1 + · · ·+ kn ≤ d− i− 1.
Proof. This is a straightforward consequence of Lemma 2.10. 
Proposition 2.12. For each directional degree function ρ ∈ Dir(V ) there is a flag
of projective algebraic sets ∅ = X−1 ⊂ X0 ⊂ X1 ⊂ · · · ⊂ Xd = PV ' CPn−1 such
that ρ(a) = i for a ∈ Xi \Xi−1.
If C(ρ) = 〈f1, . . . , fN 〉 where fj is homogeneous of degree dj for 1 ≤ j ≤ N , then
d = max(d1, . . . , dN ) and Xi is the set of common zeros of all derivatives of the
form (∂/∂x1)k1 · · · (∂/∂xn)knfj(x) with 1 ≤ j ≤ N and k1 + · · ·+ kn ≤ dj − i− 1.
In particular, if d = d1 = · · · = dM > dM+1 ≥ · · · ≥ dN , then Xd−1 is the set of
common zeros of the polynomials f1, . . . , fM .
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Proof. According to Proposition 2.9, we have ρ = max(ρf1 , . . . , ρfN ). Suppose
that the polynomial fi produces the flag Xi−1 ⊂ Xi0 ⊂ Xi1 ⊂ Xi2 ⊂ · · · , as in
Proposition 2.11. Then ρ corresponds to the flag X−1 ⊂ X0 ⊂ X1 ⊂ X2 ⊂ · · · ,
where Xj = X1j ∩ · · · ∩XNj . 
Clearly, ρ(h) = d for a generic point h ∈ PV . Define the characteristic variety
X = X(ρ) of the power ideal I(ρ) as the locus of points h ∈ PV where ρ(h) < d.
Any projective variety is the characteristic variety of some power ideal.
Remark 2.13. Proposition 2.12 shows that the structure of an arbitrary power ideal
Iρ is at least as complicated as the structure of an arbitrary projective variety.
3. The power ideal of a homogeneous polynomial
Let f be a homogeneous polynomial f ∈ C[V ∗] and let X = {x ∈ V | f(x) = 0}
be the corresponding hypersurface in V . We defined the directional degree function
ρf : PV → N of f by letting ρf (h) be the degree of f on a generic line in direction
h ∈ V . To ρf we also associate a power ideal I(ρf ) whose characteristic variety is
X.
More generally, let f1, . . . , fN be degree d polynomials in C[V ∗] and consider
the algebraic set X = {x ∈ V | fi(x) = 0 for 1 ≤ i ≤ N}. The directional de-
gree function ρ(h) = max1≤i≤N ρfi(h) defines a power ideal I(ρf1 , . . . , ρfN ) whose
characteristic variety is X.
The following result tells us that C(ρf ) can detect the smoothness of the hyper-
surface f(x) = 0.
Proposition 3.1. Let f ∈ C[V ∗] be a homogeneous polynomial of degree d, and let
X = {x | f(x) = 0} ⊂ PV ' CPn−1 be the corresponding hypersurface. The Hilbert
series of the inverse system C(ρf ) is
Hilb (C(ρf ); q) =
(
d−1∑
i=0
(
n+ i− 1
i
)
qi
)
+ qd.
if and only if X is smooth.
Proof. First assume that X is smooth. By Lemma 2.10, ρf (x) is equal to d− 1 for
x ∈ X and is equal to d elsewhere. The polynomials g ∈ C(ρf ) are those whose
restrictions to lines X have degree at most d−1 and whose restrictions to other lines
have degree at most d. Any polynomial of degree d − 1 satisfies these conditions,
and no polynomial of degree greater than d satisfies them. A polynomial g of degree
d which satisfies them must vanish at X, using Lemma 2.10 again; therefore it must
be a constant multiple of f . The desired result follows.
Now assume that X is not smooth. Then f vanishes at some point h to order
at least 2, and hence has degree at most d− 2 along that direction. It follows that
hd−1 is not in C(ρf ), which means that dimC(ρf )d−1 <
(
n+d−2
d−1
)
. 
We now investigate the power ideal of a homogeneous polynomial in two cases:
elliptic curves and hyperplane arrangements.
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3.1. A case study: Elliptic curves. In this section we consider the power
ideals determined by curves in the projective plane CP2 defined by an equation
f(x1, x2, x3) = x31 + ax1x
2
3 + bx
3
3−x22x3 = 0 where a, b ∈ C are two fixed constants.
Such a curve X can be parametrized as
X = {(t : ±r(t) : 1) | t ∈ C} ∪ {(0 : 1 : 0)},
where r(t) :=
√
t3 + at+ b.
The characteristic variety of the power ideal I(ρf ) ∈ C[x1, x2, x3] is the curve
X. To describe this power ideal I(ρf ), we need to consider three cases, shown in
Figure 1 in the real case. Generically, X is non-singular, and it is called an elliptic
curve. When (a/3)3 + (b/2)2 = 0 it has a double root, and when a = b = 0 it has
a cusp.
Figure 1. The three possibilities for the curve x31 +ax1x
2
3 + bx
3
3−
x22x3 = 0: an elliptic curve, a curve with a double root, and a curve
with a cusp.
(I) (a/3)3 + (b/2)2 6= 0. In this case the elliptic curve X has no singular points,
and we have
ρf (h) =
{
3 if h 6∈ X,
2 if h ∈ X.
The ideal I(ρf ) ∈ C[x1, x2, x3] is generated by the powers (v1x1 + v2x2 + v3x3)3
for (v1 : v2 : v3) ∈ X, and by all monomials xi1xj2xk3 of degree 4. In other words,
I(ρf ) is generated by x32, (tx1 ± r(t)x2 + x3)3, for any t ∈ C, and by all monomials
of degree 4. We have
(tx1 ± r(t)x2 + x3)3
= (tx1 + x3)3 + 3r(t)2(tx1 + x3)x22 ± 3r(t)(tx1 + x3)2x2 ± r(t)3x32
= (x33 + 3bx
2
2x3) + 3(x1x
2
3 + bx1x
2
2 + ax
2
2x3)t+ 3(x
2
1x3 + ax1x
2
2)t
2
+(x31 + 3x
2
2x3)t
3 + 3x1x22t
4 ± (3x2x23 + bx32)r(t)± (6x1x2x3 + ax32)r(t)t
±3x21x2r(t)t2 ± x32r(t)t3
Since 1, t, t2, t3, t4, r(t), r(t)t, r(t)t2, and r(t)t3 are linearly independent functions,
I(ρf ) =
〈
x33 + 3bx
2
2x3, x1x
2
3 + bx1x
2
2 + ax
2
2x3, x
2
1x3 + ax1x
2
2, (x
3
1 + 3x
2
2x3)
x1x
2
2, (3x2x
2
3 + bx
3
2), (6x1x2x3 + ax
3
2), x
2
1x2, x
3
2, x
i
1x
j
2x
k
3 | i+ j + k = 4
〉
=
〈
x32, x1x
2
2, x2x
2
3, x1x2x3, x
2
1x2, x
3
3 + 3bx
2
2x3, x
2
1x3,
x1x
2
3 + ax
2
2x3, x
3
1 + 3x
2
2x3, x
i
1x
j
2x
k
3 | i+ j + k = 4
〉
.
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The space C(ρf ) is spanned by all polynomials in C[y1, y2, y3] of degree at most
2 and by the polynomial f(y1, y2, y3). Thus Hilb (C(ρf ); q) = 1 + 3q + 6q2 + q3.
This agrees with Proposition 3.1 since X is smooth in this case.
(II) (a/3)3 + (b/2)2 = 0 and a, b 6= 0. In this case the curve X has one singular
point, which is an ordinary double point: ps = (− 3b2a : 0 : 1). We have
ρf (h) =
 3 if h 6∈ X,2 if h ∈ X \ {ps},1 if h = ps.
The ideal I(ρf ) is generated by all generators from case (I) and by (− 3b2ax1 + x3)2,
so we have Hilb (C(ρf ); q) = 1 + 3q + 5q2 + q3.
(III) a = b = 0. In this case the curve X has one singular point, which is a cusp:
pc = (0 : 0 : 1). We have
ρf (h) =
 3 if h 6∈ X,2 if h ∈ X \ {pc},1 if h = pc.
The ideal I(ρf ) is generated by all generators from part (I) and by x23. Therefore
in this case we have Hilb (C(ρf ); q) = 1 + 3q + 5q2 + q3 also.
Remark 3.2. These examples show that, while the Hilbert series Hilb (C[V ∗]/I(ρf ); q)
determines whether the hypersurface f(x) = 0 is smooth, it may not distinguish
between different types of singularities.
3.2. Hyperplane arrangements. Consider the case where f is a product of linear
forms; say f = l1 . . . ln where l1, . . . , ln ∈ V ∗. These forms define a hyperplane
arrangement A = {H1, . . . ,Hn} in V , and the hypersurface X is the union of these
hyperplanes.
Proposition 3.3. The directional degree function associated to a product of linear
forms f = l1 . . . ln is given by
ρf (h) = number of hyperplanes in A not containing h.
Proof. Along a line in direction h ∈ V , we have
f(a+ th) =
n∏
i=1
li(a+ th) =
n∏
i=1
(li(a) + tli(h)) .
It follows that the t-degree of f along this line is equal to the number of lis which
don’t vanish at h, as desired. 
For reasons which will soon become clear, we will study the power ideals deter-
mined by the functions ρf (h) + k for k ∈ Z, k ≥ −2. These power ideals that arise
from hyperplane arrangements have many interesting properties. In particular,
their Hilbert series only depend on the combinatorial structure of the arrange-
ments, and can be computed explicitly in terms of the Tutte polynomial [1] of the
arrangement. Section 4 is devoted to this important case.
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4. Power ideals of hyperplane arrangements
In this section we focus on the interesting family of ideals related to a hyperplane
arrangement A which arises from the previous construction. We will see that the
Hilbert series of these ideals depend only on the matroid M(A), which stores the
combinatorial structure of A. We will need some basic facts about matroids, Tutte
polynomials, and their connection with hyperplane arrangements. We will outline
the necessary background information, and we refer the reader to [1, 14, 21] for
further details.
4.1. The ideals IA,k and I ′A,k. Let A be a central hyperplane arrangement in V ;
that is, a finite collection of hyperplanes H1, . . . ,Hn, where Hi = {x | li(x) = 0} for
some linear functional li ∈ V ∗. We can also think of A as the vector arrangement
{l1, . . . , ln} in V ∗. Let M(A) be the matroid of A.
Each hyperplane Hi has a corresponding directional degree function ρHi which
equals 0 on Hi and 1 off Hi. By Proposition 2.9, the function
ρA + k = ρH1 + . . .+ ρHn + k
is also a directional degree function for every k ≥ 0. Notice that, for a line h ∈ V ,
ρA(h) = number of hyperplanes in A not containing h.
As remarked in Section 3.2, this is precisely the directional degree function associ-
ated to the polynomial l(A) = l1 · · · ln ∈ C[V ∗].
The corresponding power ideal in C[V ] is
IA,k := I(ρA + k) =
〈
hρA(h)+k+1 | h ∈ V, h 6= 0
〉
.
We will study this ideal for k ≥ −2, and show some difficulties that arise for k ≤ −3.
One can also define the (a priori smaller) ideal
I ′A,k :=
〈
hρA(h)+k+1 | h is a line of the arrangement A
〉
,
where h ranges only over the one-dimensional intersections of the hyperplanes in A.
In the special cases k = −2,−1, 0, these ideals have received considerable attention
[2, 6, 8, 11, 15, 16, 22, 24]. As mentioned in the introduction, they arise in problems
of multivariate polynomial interpolation, in the study of fat point ideals, and in the
study of zonotopal Cox rings, among others. In Theorem 4.17 we will prove that
IA,k = I ′A,k in these three important special cases (clearly IA,k ⊇ I ′A,k in general).
We will also show that IA,k is in some sense better behaved than I ′A,k. We will
therefore focus our attention on the ideals IA,k.
The inverse system of IA,k is the C[V ]-submodule
CA,k := C(ρA+k) =
{
f(x) ∈ C[V ] | h (∂/∂x)ρA(h)+k+1 f(x) = 0 for all h ∈ V, h 6= 0
}
of C[V ∗], graded by degree; C[V ] acts on it by differentiation. It consists of the
polynomials f whose degree along a line is less than or equal to k plus the degree
of l(A) along that line.
Example 4.1. Let G be the three-dimensional arrangement of hyperplanes of Fig-
ure 2, determined by the linear forms l1 = y1, l2 = y2, l3 = y3, l4 = y2, l5 = y1 − y2,
and let k = 0. Then
I ′G,0 =
〈
x31, x
4
2, x
2
3, (x1 + x2)
4
〉
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2
1
3
2,4
1
3
5
Figure 2. An arrangement of hyperplanes in three dimensions.
and
IG,0 =
〈
x31, x
4
2, x
2
3, (x1 + x2)
4,
(x1 + ax2)5, (x1 + bx3)4, (x2 + cx3)5, (x1 + dx2 + ex3)6
〉
where a, b, c, d, e range over the complex numbers. Simplifying each generator on
this list by the previous ones,
IG,0 =
〈
x31, x
4
2, x
2
3, 6x
2
1x
2
2 + 4x1x
3
2, 0, 0, 0, 0
〉
.
For example, the only monomial in (x1 + ax2)5 which is not generated by x31 and
x42 is x
2
1x
3
2, which is generated as x2(6x
2
1x
2
2 + 4x1x
3
2)− 4x1(x42). (In particular this
means that IG,0 = I ′G,0.) Thus
CG,0 = span(1; y1, y2, y3; y21 , y
2
2 , y1y2, y1y3, y2y3;
y32 , y
2
1y2, y
2
1y3, y1y
2
2 , y
2
2y3, y1y2y3; y1y
3
2 − y21y22 , y32y3, y21y2y3, y1y22y3;
y1y
3
2y3 − y21y22y3.)
and
Hilb (CG,0; q) = 1 + 3q + 5q2 + 6q3 + 4q4 + q5.
Our next example shows that the ideals IA,k and I ′A,k are generally different for
k ≥ 1.
Example 4.2. Let H be the arrangement in R2 determined by the linear forms y1
and y2 in R2. Then
IH,k =
〈
xk+21 , x
k+2
2 , (x1 + ax2)
k+3 | a ∈ R〉 , I ′H,k = 〈xk+21 , xk+22 〉 .
If we choose k + 4 different values of a, the resulting polynomials (x1 + ax2)k+3 in
IH,k will linearly span all polynomials of degree k + 3. In I ′H,k, on the other hand,
the degree k + 3 component is spanned by xk+31 , x
k+2
1 x2, x1x
k+2
2 , x
k+3
2 . These only
coincide for k = −2,−1, 0.
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Proposition 4.3. Let Hm+nn be an arrangement of n generic hyperplanes in Cm+n
and let k ≥ 0. Then
Hilb (CHmn ,k; q) =
[
zk
](
1 +
q
1− qz
)n (1− qz)−m
(1− z)
Proof. Let N = m+ n. Fixing a basis x1, . . . , xn, X1, . . . , Xm for V = CN , we can
assume that the hyperplanes are x1 = 0, . . . , xn = 0. Then
IHmn ,k =
〈
(a1xi1 + · · ·+ atxit + b1X1 + · · ·+ bmXm)t+k+1 |
{i1, . . . , it} ⊆ [n], a1 . . . , at ∈ C∗, b1, . . . , bm ∈ C.
〉
By fixing xi1 , . . . , xit and varying a1, . . . , at, b1, . . . , bm, these powers of linear forms
generate every monomial xα1i1 · · ·xαtit Xβ11 · · ·Xβmm of degree t+k+ 1, and those with
some αi = 0 are generated by a smaller such monomial. Therefore
IHmn ,k =
〈
xα1i1 · · ·xαtit Xβ11 · · ·Xβmm | αi > 0,
∑
αi +
∑
βj = t+ k + 1
〉
and, with respect to the dual basis y1, . . . , yn, Y1, . . . , Ym of V ∗,
CHmn ,k = span
(
yα1i1 · · · yαtit Y β11 · · ·Y βmm | αi > 0,
∑
αi +
∑
βj ≤ t+ k
)
.
Let us count the monomials in CHmn ,k of degree s + t which involve exactly t
variables among y1, . . . , yn. We have s ≤ k necessarily. There are
(
n
t
)
choices for
the variables, and
(
s+t+m−1
s
)
ways to write s =
∑
(αi−1)+
∑
βj as a sum of t+m
nonnegative integers. Therefore
Hilb (CHmn ,k; q) =
n∑
t=0
k∑
s=0
(
n
t
)(
s+ t+m− 1
s
)
qs+t.
Since
∑k
t=0
(
s+t+m−1
s
)
qt is the coefficient of zk in (1 − qz)−(m+t)/(1 − z), we can
rewrite this as
Hilb (CHmn ,k; q) =
[
zk
] (1− qz)−m
1− z
n∑
t=0
(
n
t
)(
q
1− qz
)t
,
which gives the desired result. 
4.2. Deletion and contraction. We now recall the operations of deletion and
contraction. Suppose that hyperplane H1 in A = {H1, . . . ,Hn} is not a loop or
coloop. The deletion of H1 in A is the arrangement A\H1 = {H2, H3, . . . ,Hn}
in V . The corresponding linear forms are l2, . . . , ln in V ∗. The contraction of
H1 in A (also called the restriction of A to H1) is the arrangement A/H1 :=
{H1 ∩ H2, H1 ∩ H3, . . . ,H1 ∩ Hn} in H1. The corresponding linear forms are the
images of l2, . . . , ln in the quotient vector space V ∗/l1 ' H∗.
Proposition 4.4. Let A be a hyperplane arrangement and k ≥ −2.1
(1) If H ∈ A is not a loop, then there is an exact sequence
0→ CA\H,k(−1)→ CA,k → CA/H,k → 0
of graded C-vector spaces. Here CA\H,k(−1) denotes the vector space CA\H,k
with degree shifted up by one.
(2) If H ∈ A is a loop, then CA,k = CA\H,k.
1For k = −2 we need to assume that A,A\H and A/H have no coloops.
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Proposition 4.5. Let A = {H1, . . . ,Hn} be a hyperplane arrangement in V with
corresponding linear forms l1, . . . , ln in V ∗, and let k ≥ 0.
(1) For k ≥ 0, the space CA,k is spanned by the polynomials flS = f
∏
s∈S ls,
where f is a polynomial in C[V ∗] of degree at most k and S is a subset of
[n].
(2) For k = −1, the space CA,−1 is spanned by the polynomials lS =
∏
s∈S ls,
where S is a subset of [n] such that [n]− S has full rank.
(3) For k = −2, the space CA,−2 is spanned by the polynomials lS =
∏
s∈S ls,
where S is a subset of [n] such that [n]− S − x has full rank for all x /∈ S.
Proof of Propositions 4.4 and 4.5. In what follows, we will use the description of
CA,k as the set of polynomials f in C[V ∗] whose degree ρf (h) on a generic line
parallel to h ∈ V is bounded above by ρA(h) + k = ρl(A)(h) + k, where l(A) is the
defining polynomial of A. For the polynomials in CA\H,k the bounds are the same
along directions contained in H, and they are decreased by one along directions not
contained in H. For the polynomials in CA/H,k, the bounds are the same, but only
concern the directions contained in H, where these polynomials are defined.
We will prove Propositions 4.4 and 4.5 in a joint induction on the number of
hyperplanes which are neither loops nor coloops. We will first settle the case k ≥ 0.
The base case is a hyperplane arrangement consisting of only loops and coloops. A
loop in a hyperplane arrangement in V is the “hyperplane” V with linear form 0 ∈
V ∗; it is not noticed by IA,k and CA,k and can be safely ignored. Modulo a change
of basis, the hyperplane arrangements with only coloops are the arrangements Hmn .
As seen in Proposition 4.3, CHmn ,k is generated by the monomials of the form
yα1i1 · · · yαtit Y β11 · · ·Y βmm with αi ≥ 1 and
∑
αi +
∑
βj ≤ t+ k. Such a monomial can
be rewritten as fyi1 · · · yit where f has degree ≤ k.
Now suppose that A is an arrangement and H is a hyperplane of A which is
not a loop or coloop, and suppose that Propositions 4.4 and 4.5 are true for A\H
and A/H. There is no loss of generality in assuming that H is the first coordinate
hyperplane, and y1 is the corresponding linear functional.
By the previous discussion on CA\H,k and CA/H,k, we have maps
0→ CA\H,k(−1) ·y1−−→ CA,k y1=0−−−→ CA/H,k → 0
given by multiplying by y1, and setting y1 = 0, respectively. Injectivity on the left
is immediate.
To prove exactness in the middle, notice that a polynomial f in CA,k which
maps to 0 must be a multiple of y1; say f = y1g. To check that g ∈ CA\H,k we
verify directional degrees. Since ρy1g(h) ≤ ρl(A)(h) + k = ρy1l(A\H)(h) + k for any
direction h, it follows that ρg(h) ≤ ρl(A\H)(h) + k for any direction h.
To prove exactness on the right, we use the inductive hypothesis that CA/H,k
is spanned by the products fl′S = f
∏
s∈S l
′
s, where f ∈ C[H∗] of degree ≤ k, S
is a subset of {2, . . . , n}, and l′s is the image of ls in H∗. But this is the image of
flS = f
∏
s∈S ls, which is in CA,k. This proves Proposition 4.4 for A.
To prove Proposition 4.5 for A notice that the products flS involving l = y1
are the images of the products which generate CA\H,k, while the products flS not
involving l = y1 map to the generators of CA/H,k. The desired result then follows
from Proposition 4.4 for A and the fact that a short exact sequence of vector spaces
splits.
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For k = −1,−2, the proof works in essentially the same way. One needs to be
careful about the initial case of the induction, and to adapt the argument in the
previous paragraph, as follows.
The initial case of the induction for k = −1 is still the arrangement Hmn , for
which CHmn ,−1 = span(1), which agrees with the fact that only the set [n] has full
rank. When k = −2, CA,−2 is only defined when A has no coloops, so our initial
case is the rank n arrangement of n + 1 generic hyperplanes, where our claim is
easily verified.
By the inductive step of Proposition 4.5 for k = 0, the products lS involving
l = y1 are the images of the generators of CA\H,0, while the products lS not
involving l = y1 map to the generators of CA/H,0. One then needs to refine these
statements by easily checking that they are compatible with the conditions of [n]−S
having full rank (for k = −1), and [n] − S − x having full rank for all x (for
k = −2). 
4.3. Hilbert series. Our next goal is to prove that Hilb (CA,k; q) is an invariant of
the matroid M(A) and the “excess” dimension m = dimV − r(M(A)) between the
vector space V that A lives in and the rank of A. It is important to observe that
this quantity does depend on m. For instance, the arrangements Hmn of Proposition
4.3 all have the same matroid but different Hilbert series Hilb (CHmn ,k; q).
Proposition 4.6. Let A be a hyperplane arrangement and let H be a hyperplane
which is neither a loop nor a coloop. Then
Hilb (CA,k; q) = qHilb (CA\H,k; q) + Hilb (CA/H,k; q)
for k ≥ −2.
Proof. This follow immediately from Proposition 4.4. 
Proposition 4.7. Let A be a hyperplane arrangement.
(1) If H is a loop in A then Hilb (CA,k; q) = Hilb (CA\H,k; q).
(2) If H is a coloop in A then:
• Hilb (CA,0; q) = (1 + q)Hilb (CA/H,0; q).
• Hilb (CA,−1; q) = Hilb (CA/H,−1; q).
• Hilb (CA,−2; q) = 0.
Proof. The first part follows immediately from Proposition 4.4; let us prove the
second. We can assume that the intersection of the hyperplanes of A\H is the line
containing x1. The formula Hilb (CA,k; q) = qHilb (CA\H,k; q) + Hilb (CA/H,k; q)
still holds, but now A\H has different excess dimension. This is a difficulty for
k ≥ 1, but we are fortunate when k = 0,−1,−2. For k = 0, polynomials in CA\H,0
must be constant on the line x1, so they cannot involve the variable y1. Therefore
CA\H,0 = CA/H,0, and the first statement follows. For k = −1, IA\H,−1 contains
x01 = 1, so CA\H,−1 = 0, which proves the second statement. For k = −2, IA,−2
contains x01 = 1, so CA,−2 = 0, and the last statement follows. 
Definition 4.8. The Tutte polynomial of a matroid M with ground set E and rank
function r is defined by
TM (x, y) =
∑
A⊆E
(x− 1)r(M)−r(A)(y − 1)|A|−r(A).
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Definition 4.9. A function f : Mat → R from the class of finite matroids to a
commutative ring R is said to be a generalized Tutte-Grothendieck invariant if there
exist a, b, L, C ∈ R, with a and b invertible, such that the following properties hold.
(1) If M and N are isomorphic matroids then f(M) = f(N).
(2) If e is neither a loop nor a coloop of M , then f(M) = af(M\e) + bf(M/e).
(3) If e is a loop of M then f(M) = Lf(M\e).
(4) If e is a coloop of M then f(M) = Cf(M/e).
(5) f(∅) = 1.
A function f : Mat→ R is said to be a weak generalized Tutte-Grothendieck invari-
ant if it satisfies conditions 1 and 2 above.
The Tutte polynomial is the universal Tutte-Grothendieck invariant in the fol-
lowing sense.
Proposition 4.10. [25] Any generalized Tutte-Grothendieck invariant is an eval-
uation of the Tutte polynomial. With the notation above, f(M) is given by
f(M) = a|M |−r(M)br(M)TM
(
C
b
,
L
a
)
.
If the Tutte polynomial of M is
TM (x, y) =
∑
i,j≥0
bijx
iyj ,
we define its umbral Tutte polynomial to be
TM (t) =
∑
i,j≥0
bijtij
where t = (tij)i,j≥0 are indeterminates.2 The following proposition is essentially
known; for instance, a slightly less general version can be found in [25, Prop. 6.2.8].
For completeness, we include a proof.
Proposition 4.11. Any weak generalized Tutte-Grothendieck invariant is an eval-
uation of the umbral Tutte polynomial. With the notation above,
f(M) = a|M |−r(M)br(M)TM
(
f(Mij)
ajbi
)
i,j≥0
where Mij is the matroid consisting of i coloops and j loops.
Proof. One way of computing a generalized Tutte-Grothendieck invariant of a ma-
troid M is by recursively building a computation tree. The matroid M is at the
root of the tree. We choose an element e; if it is neither a loop nor a coloop, then
we make M\e and M/e the left and right children of M , and label the edges x and
y respectively. If e is a loop or a coloop, then we make M\e or M/e its only child
and we label the edge L or C respectively. We continue this process recursively
until every leaf is the empty matroid. Then we add the weights of the leaves, where
the weight of a leaf is the product of the labels of the edges between it and the root.
2The adjective umbral refers to the umbral calculus, developed in the 19th century and later
made precise and rigorous by Rota. [18] This method derives identities about certain sequences
(such as the sequence of Bernoulli polynomials) by treating the subindices as if they were expo-
nents; it motivates the following results.
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Build a partial computation tree for f(M) by never choosing an element e which
is a loop or coloop, and stopping when every leaf is labelled by a matroid of
the form Mij . This same tree will tell us how to express the Tutte polynomial
TM (x, y)occurrence as a linear combination of the Tutte polynomials of the Mijs at
the leaves. Since TMij (x, y) = x
iyj , exactly bij of the leaves of the tree are labelled
by Mij . To compute f(M), then, it suffices to replace each occurrence of xiyj in
the Tutte polynomial by f(Mij). 
Theorem 4.12. If A is a rank r arrangement of n hyperplanes in V = Cr+m and
k ≥ 0 then∑
k≥0
Hilb (CA,k; q)zk =
qn−r
(1− z)(1− qz)m TA
(
1 +
q
1− qz ,
1
q
)
.
Proof. Proposition 4.6 shows that, if we restrict our attention to arrangements of
excess dimension m, then Hilb (CA,k; q) is a weak generalized Tutte- Grothendieck
invariant on the matroid M(A). Therefore we can use Proposition 4.11, plugging
in the formula for Hilb (CHmn ,k; q) obtained in Proposition 4.3. We obtain
Hilb (CA,k; q) = qn−rTA
([
zk
](
1 +
q
1− qz
)i (1− qz)−m
(1− z)
)
i,j≥0
= qn−r
∑
i,j≥0
bij
([
zk
](
1 +
q
1− qz
)i (1− qz)−m
(1− z)
)
q−j
which is equivalent to the given formula. 
Taking the limit as k →∞,
lim
k→∞
Hilb (CA,k; q) = lim
k→∞
[z0 + · · ·+ zk] q
n−r
(1− qz)m TA
(
1 +
q
1− qz ,
1
q
)
=
qn−r
(1− q)m TA
(
1 +
q
1− q ,
1
q
)
=
1
(1− q)r+m
since it is easily shown that TA
(
1
1−q ,
1
q
)
= 1/ [(1− q)rqn−r]. This confirms the
fact that every polynomial in C[V ∗] is in CA,k for a large enough value of k.
Corollary 4.13. If A is an arrangement of n hyperplanes of rank r, then
Hilb (CA,0; q) = qn−rTA
(
1 + q,
1
q
)
.
Proof. Substitute z = 0 into Theorem 4.12. 
Proposition 4.14. If A is an arrangement of n hyperplanes of rank r, then
Hilb (CA,−1; q) = qn−rTA
(
1,
1
q
)
.
Proof. This is an easy consequence of Propositions 4.6 and 4.7. 
Proposition 4.15. If A is an arrangement of n hyperplanes of rank r, then
Hilb (CA,−2; q) = qn−rTA
(
0,
1
q
)
.
Proof. This is an easy consequence of Propositions 4.6 and 4.7. 
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Example 4.16. The arrangement of Example 4.1 has Tutte polynomial
TG(x, y) = x3 + x2y + x2 + xy2 + xy
which shows that
Hilb (CA,0; q) = q2
[
(1 + q)3 + (1 + q)2/q + (1 + q)2 + (1 + q)/q2 + (1 + q)/q
]
= 1 + 3q + 5q2 + 6q3 + 4q4 + q5
confirming our earlier computation.
Theorem 4.17. If A is an arrangement and k ∈ {0,−1,−2} then IA,k = I ′A,k.
Proof. This follows since IA,k contains I ′A,k, and the previous propositions show
that the Hilbert series of IA,k is equal to the known Hilbert series of I ′A,k for
k ∈ {0,−1,−2}. [2, 6, 8, 11, 16, 24] 
4.4. Holtz and Ron’s conjectures. We have now proved Holtz and Ron’s con-
jecture on the internal zonotopal algebra.
Theorem 4.18. [11, Conjecture 6.1] The inverse system of the ideal I ′A,−2 is
spanned by the polynomials lS =
∏
s∈S ls, where S is a subset of [n] such that
[n]− S − x has full rank for all x /∈ S.
Proof. Now that we know that I ′A,−2 = IA,−2, this is exactly Proposition 4.5.3. 
A set X of integer vectors in Rd is unimodular if its Z-span contains all the
integer vectors in its R-span. Define the zonotope Z(X) to be the Minkowski sum
of the vectors in X, and define the box spline MX to be the convolution product of
the uniform measures on the vectors in X; this is a continuous piecewise polynomial
function on Z(X). Let A(X) be the arrangement of hyperplanes orthogonal to the
vectors in X, or equivalently, the arrangement dual to Z(X).
Motivated by the study of box splines, Holtz and Ron [11] proved Proposition
4.5.1 in the case k = 0 and Proposition 4.5.2, and conjectured Theorem 4.18. (Their
results really concerned the ideals I ′A,k for k = 0,−1,−2, but now we know that
I ′A,k = IA,k in these cases.) As they remarked, Theorem 4.18 also implies their
conjecture on the spline interpolation of functions on the lattice points inside a
zonotope:
Corollary 4.19. [11, Conjecture 1.8] Let X be a unimodular set of vectors, let
Z−(X) be the set of integer points inside the zonotope Z(X) and let MX be the box
spline of X. Any function on Z−(X) can be extended to a function on Z(X) of the
form p( ∂∂x )MX for a unique polynomial p ∈ CA(X),−2.
4.5. A basis for CA,k. Fix a linear order on the hyperplanes of A. For a basis B,
say an element i ∈ B is internally active in B if B is the lexicographically smallest
basis containing B − i. Similarly, say an element e /∈ B is externally active in B
if B is the lexicographically largest basis in B ∪ e. Let I(B) and E(B) denote the
sets of internally and externally active elements in B, respectively. Say a basis B
is internal if I(B) = ∅. We will need the following facts:
Proposition 4.20. [25] Let M be a matroid with a linear order on its elements.
(1) As B ranges over all bases of M , the intervals [B−I(B), B∪E(B)] partition
the set 2M ; in other words, every subset of a matroid can be written uniquely
as B − I ∪ E for some basis B and some I ⊆ I(B), E ⊆ E(B).
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(2) If B is a basis, I ⊆ I(B) and E ⊆ E(B), then r(B − I ∪ E) = r − |I|.
(3) The Tutte polynomial of M is
TM (x, y) =
∑
B
x|I(B)|y|E(B)|
summing over all bases of M .
Proposition 4.21. Let A be an arrangement.
(1) For k ≥ 0, a basis for CA,k is given by the set Lk of l-monomials of the
form
mB,I,αI =
∏
i∈A−B−E(B)
li
∏
j∈I
l
αj+1
j
where B is a basis of A, I ⊆ I(B) is a subset of the internally active
elements of B, and αI = (αi)i∈I is a sequence of non-negative integers
with
∑
αi ≤ k.
(2) For k = −1, a basis for CA,−1 is given by the l-monomials lA−B−E(B)
where B is a basis of A.
(3) For k = −2, a basis for CA,−2 is given by the l-monomials lA−B−E(B)
where B is an internal basis of A.
Proof. We start with the case k ≥ 0. First we prove that Lk spans CA,k.
From Proposition 4.5 and the fact that the lis span V ∗, it follows that CA,k is
spanned by the l-monomials inside it. Define the total order < on the supports of
the l-monomials by declaring supp(a) > supp(b) if
(1) |supp(a)| > |supp(b)|, or
(2) |supp(a)| = |supp(b)| and supp(a) > supp(b) in reverse lexicographic order.
Among the l-monomials in CA,k which are not in the span of Lk, let m be one
having maximal support S according to the order <. By Proposition 4.20.1, this
support can be written uniquely as
S = (A−B − E) ∪ I, for some basis B and some E ⊆ E(B), I ⊆ I(B).
In fact, we claim that E = E(B).
Suppose E 6= E(B) and take e ∈ E(B) − E. Then e is the smallest element in
the unique circuit C ∪ e contained in B ∪ e. Write le =
∑
c∈C aclc. All elements of
C are larger than e and hence not internally active in B. We have
m =
∑
c∈C
acmlc/le.
Notice that le is one of the factors of m by definition. Each mlc/le has degree 1 in
lc, so it is in CA,k, and has support larger than S. So each term in the right hand
side is spanned by Lk, which contradicts the assumption that m is not in the span
of Lk. It follows that the set S is indeed of the form
S = (A−B − E(B)) ∪ I.
Now let NS consist of those monomials with support S which are in CA,k and
not generated by Lk. Consider m′ ∈ NS having lowest total degree in the variables
indexed by (A−B−E(B)). At least one of those variables must be raised to a power
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greater than 1; say it is le. Since B is a basis of A we can write le =
∑
b∈B ablb and
obtain
m′ =
∑
b∈B
abm
′lb/le.
If b ∈ I then abm′lb/le has the same support S and lower (A− B − E(B))-degree
than m′, so it is spanned by Lk. If b /∈ I then abm′lb/le has support larger than
S so it is spanned by Lk. So each term in the right hand side is spanned by Lk,
which contradicts the assumption that m′ is not in the span of Lk. We conclude
that NS is empty, and Lk spans CA,k.
Finally we claim that the number of monomials in Lk equals the dimension of
CA,k. Consider a basis B with internal activity |I(B)| = i and external activity
|E(B)| = e. For some a ≤ i and b ≤ k, we need to choose a internally active
elements and a non-negative αs adding up to b; there are
(
i
a
)(
a+b−1
a−1
)
choices. The
resulting monomial has degree |A|−|B|−|E(B)|+a+b = n−r−j+a+b. Comparing
this with the second equation in the proof of Theorem 4.12, we can check that we
have found the correct number of generators in each degree. It follows that Lk is a
basis for CA,k.
Next we proceed with the case k = −1. The space CA,−1 is spanned by the
monomials lS with r(A − S) = r; by Proposition 4.20, this is equivalent to S =
A − B − E for some basis B and E ⊆ E(B). Repeating the argument above, we
find that the monomials lS with S = A − B − E(B) are sufficient to span CA,−1.
Since the dimension of CA,−1 equals the number of bases of A, these monomials
are a basis for CA,−1
Finally we settle the case k = −2. A monomial lS with S = A−B−E is in CA,−2
if and only if B is an internal basis, because the number r(A−S−x) = r(B∪E−x)
equals r − 1 if x ∈ I(B), and r otherwise. As above the monomials lA−B−E(B),
with B an internal basis, form a spanning set for CA,−2; this is actually a basis
since the dimension of this space is the number of internal bases of A. 
Holtz and Ron also mention the “inherent difficulties we encountered in the
internal study due to the absence of a ‘canonical’ basis for” CA,−2. The case
k = −2 of Proposition 4.21 offers a satisfactory solution to these difficulties.
4.6. The space CA,k for k ≤ −3. We do not know whether the ideals IA,k are
well-behaved for k ≤ −3 in general. To compute Hilb (CA,k) for k ≥ −2, we
recursively
• produced an upper bound for the Hilbert series by deletion-contraction,
and
• constructed a large set of polynomials inside CA,k, all of which were mono-
mials in the lis.
In the cases k = 0,−1,−2, the existing proofs [6, 8, 11, 24] are different from ours,
but they all rely on constructing a large set of polynomials inside CA,k which is
spanned by monomials in the lis.
These approaches will not work for k ≤ −3, because in that case CA,k is not
necessarily spanned by li-monomials, as the following example shows.
Example 4.22. Consider the arrangement G of hyperplanes in C3 given by the
linear forms l1 = y1 + y2, l2 = y2, l3 = −y1 + y2, l4 = y1 + y3, l5 = y3, l6 = −y1 + y3;
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a real picture of this arrangement is shown in Figure 3, when intersected with the
hemisphere y1 > 0 of the unit sphere. Then
IG,−3 =
〈
x21, x
1
2, x
1
3
〉
and
CG,−3 = span(1, y1).
Notice that the space CG,−3 is not spanned by monomials in the lis. Similar
examples exist for k < −3.
2
3
1 2 3
4
5
6
Figure 3. An arrangement G such that CG,−3 is not spanned by li-monomials.
5. Fat point ideals
The results of Section 4 are closely related to the theory of fat point ideals. We
now outline the connection and apply our results to that theory.
Given a function σ : PV → N, we define the fat point ideal of σ to be the ideal
of polynomials in C[V ∗] which vanish at p up to order σ(p). We denote it
J(σ) =
⋂
p∈PV
mσ(p)p
where mp is the ideal of polynomials vanishing at p. When σ takes negative values,
we will simply define J(σ) = J(σ̂) where σ̂(v) = max(σ(v), 0).
The inverse system of J(σ) is the submodule
J(σ)−1 = {f(x) ∈ C[V ] | g (∂/∂x) f(x) = 0 for all g ∈ Jσ}
of C[V ], which C[V ∗] acts on by differentiation.
Fat point ideals have been studied extensively in the finite case: Given finitely
many points P = {p1, p2, . . . , ps} ⊂ PV and positive integers N = (n1, . . . , ns), the
fat point ideal of P and N is the homogeneous ideal of polynomials vanishing at Pi
up to order ni. We refer the reader to [9, 12, 19] for more information.
Fat point ideals are closely connected to power ideals due to the following theo-
rem of Emsalem and Iarrobino:
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Theorem 5.1. [9] For any σ : PV → N,
(J(σ)−1)i = (Ii−σ)i
Corollary 5.2. For any σ : PV → N
(J(σ))i = C(i− σ)i
Proof. This is simply a restatement of Lemma 2.10. 
Our results on power ideals of hyperplane arrangements allow us to compute the
Hilbert series of a family of fat point ideals associated to a hyperplane arrangement.
Let A = {H1, . . . ,Hn} is an arrangement of n hyperplanes in a vector space V and
let l1, . . . , ln ∈ V ∗ be the corresponding linear forms. For each p ∈ V let fA(p) be
the number of hyperplanes of A containing p. This can be regarded as a function
fA : PV → N. Notice that fA(p) is the order of vanishing of the polynomial l1 · · · ln
at p.
We will consider the shifts fA − k of this function by a constant k. This is
mostly interesting for 0 ≤ k ≤ n: for k < 0 our function is positive everywhere so
J(fA−k) = {0}, while for k > n our function is negative everywhere so J(fA−k) =
C[V ∗]. We are interested in the filtration
{0} = J(fA + 1) ⊆ J(fA) ⊆ J(fA − 1) ⊆ · · · ⊆ J(fA − n) = C[V ∗],
of the space of polynomials in C[V ∗] by how the order of vanishing of a polynomial
compares to the order of vanishing of l1 · · · ln.
Theorem 5.3. Let A be a rank r arrangement of n hyperplanes in V = Cr+m. For
each p ∈ V let fA(p) be the number of hyperplanes of A containing p. Consider the
filtration of C[V ∗]:
{0} = J(fA + 1) ⊆ J(fA) ⊆ J(fA − 1) ⊆ · · · ⊆ J(fA − n) = C[V ∗],
where
J(fA − k) := {polynomials in C[V ∗] vanishing at p to order fA(p)− k} .
If JA,k = J(fA − k)/J(fA − (k − 1)), then
n∑
k=0
Hilb (JA,k; t) sk =
sn
(1− t)mTA
(
2− t
1− t ,
2s− t
s
)
.
Proof. First of all notice that the polynomials in J(fA − k) must vanish up to
order n − k at the origin, so this ideal cannot contain polynomials of degree less
than n − k. For larger degrees, i.e., for i ≥ −k, using Corollary 5.2 we have that
(J(fA − k))n+i = C(n+ i+ k − fA)n+i = C(ρA + i+ k)n+i = (CA,i+k)n+i. Since
i+ k ≥ 0, Theorem 4.12 then gives
Hilb (J(fA − k); t) =
∑
i≥0
dim(CA,i+k)n+i tn+i
= tn
∑
i≥0
ti [qizi]
q−rz−k
(1− z)(1− qz)m TA
(
1 +
q
1− qz ,
1
q
)
COMBINATORICS AND GEOMETRY OF POWER IDEALS. 21
Notice that if U(q, z) =
∑
aijq
izj is a formal power series in two variables, then
[q0]U(q, t/q) =
∑
aiit
i. Therefore
Hilb (J(fA − k); t) = tn [q0] q
−r(t/q)−k
(1− t/q)(1− t)m TA
(
1 +
q
1− t ,
1
q
)
=
tn−k
(1− t)m [q
n−k]
1
1− tq
TA
(
2− t
1− t , 2− q
)
.
In the last step we use the identity TA(1 +ax, 1 + ya ) = a
r−nTA(1 +x, 1 + y), which
follows easily from the definition of the Tutte polynomial. We get that
Hilb (JA,k; t) =
tn−k
(1− t)m [q
n−k]TA
(
2− t
1− t , 2− q
)
,
from which the result readily follows. 
Notice that JA,0 = J(fA) is the principal ideal generated by the product of n
linear forms determining the hyperplanes of A; therefore
Hilb (J(fA); t) =
tn
(1− t)r+m
which, one can check, is consistent with the formula of Theorem 5.3.
6. Zonotopal Cox rings
6.1. Cox rings and their zonotopal version. In this section we describe the
close relationship between our work and the zonotopal Cox rings defined by Sturm-
fels and Xu [22]. Fix m linear forms h1, . . . , hm on an n-dimensional vector space
V , and consider the following family of ideals of C[V ∗]:
Iu =
〈
hu1+11 , . . . , h
um+1
m
〉
, u = (u1, . . . , um) ∈ Nm
Also consider the corresponding inverse systems I−1u =
⊕
d≥0 I
−1
d,u in C[V ], graded
by degree d.
These inverse systems are intimately related to the Cox ring of the variety which
one obtains from Pd−1 by blowing up the points h1, . . . , hm; the relationship is as
follows. Let G be the space of linear relations among the his. As an additive group,
G acts on R = C[s1, . . . , sm, t1, . . . , tm], with the action of λ ∈ G given by si 7→ si
and ti 7→ ti+λisi. The Cox-Nagata ring is the invariant ring RG with multigrading
given by deg si = ei and deg ti = e0 + ei, where (e0, . . . , en) is the standard basis
for Zn+1.
Theorem 6.1. [22] The C-vector spaces I−1d,u and RGd,u are isomorphic.
It will be useful for our discussion to describe this isomorphism explicitly; this
is done in [22] and is easily understood in the following example.
Example 6.2. Let h1 = x1, h2 = x2, h3 = x3, h4 = x1+x2, soG = span{(1, 1, 0,−1)}.
Consider the ideal I(2,3,1,3) =
〈
x31, x
4
2, x
2
3, (x1 + x2)
4
〉
, which happens to coincide
with the ideal IG,0 of Example 4.1. Form a matrix A whose columns are the his.
Given a polynomial f(y1, y2, y3) ∈ I−14,(2,3,1,3) (which equals (CG,0)4 in this case), we
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plug in the vector
A

t1/s1
t2/s2
t3/s3
t4/s4
 =
1 0 0 10 1 0 1
0 0 1 0


t1/s1
t2/s2
t3/s3
t4/s4

and multiply by su11 · · · summ to obtain the corresponding polynomial in RGd,u. For
example the polynomial y1y32 − y21y22 ∈ I−14,(2,3,1,3) maps to[(
t1
s1
+
t4
s4
)(
t2
s2
+
t4
s4
)3
−
(
t1
s1
+
t4
s4
)2(
t2
s2
+
t4
s4
)2]
s21s
3
2s3s
3
4.
The expression inside each parenthesis is invariant under the G-action because G is
orthogonal to the rows of A, and the final result is a polynomial since the functions
in I−1d,u vanish at hi to order at most ui.
Cox rings are the object of great interest, and the computation of their Hilbert
series has proved to be a subtle question. Much of the existing literature has
focused on the case where the hi are generic. By contrast, here we are interested in
very special configurations of his, namely the configurations of lines in a hyperplane
arrangement A. We do not expect there to be a simple formula for the Hilbert series
in this case. Surprisingly, it is possible to identify a natural subring of the Cox ring,
whose Hilbert series we can compute explicitly in terms of the combinatorics of A
only.
Let A = {H1, . . . ,Hn} be an essential arrangement of n hyperplanes in V = Cr
and let h1, . . . , hm be the lines of this arrangement. Let H be the non-containment
line-hyperplane matrix ; i.e., the m×n matrix whose (i, j) entry equals 0 if hi is on
Hj , and equals 1 otherwise. Sturmfels and Xu [22] define the zonotopal Cox ring
of A to be
Z(A) =
⊕
(d,a)∈Nn+1
RG(d,Ha)
and the zonotopal Cox module of shift w to be
Z(A, w) =
⊕
(d,a)∈Nn+1
RG(d,Ha+w)
for w ∈ Zn.3 Of particular interest are the central and internal zonotopal Cox
modules Z(A,−e) and Z(A,−2e), where e = (1, . . . , 1). Their names are motivated
by the following proposition.
Proposition 6.3. For a = (a1, . . . , an) ∈ Nn let A(a) denote the arrangement
consisting of ai copies of the ith hyperplane Hi of A. Then
RG(d,Ha)
∼= (CA(a),0)d, RG(d,Ha−e) ∼= (CA(a),−1)d, RG(d,Ha−2e) ∼= (CA(a),−2)d
as vector spaces.
3Sturmfels and Xu denote them by ZG and ZG,w respectively. Our notation is more accurate
because these objects do not depend only on G, which determines RG but does not determine the
matrix H.
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Proof. Let k ∈ Z. By Theorem 6.1 we have that RG(d,Ha+ke) ∼= I−1d,Ha+ke. But the
entries of Ha + ke are precisely the values of the function ρA(a) + k on the lines
h1, . . . , hm of the arrangement A. The lines of A(a) are a subset of {h1, . . . , hm},
so the ideal Id,Ha+ke satisfies
I ′A(a),k ⊆ Id,Ha+ke ⊆ IA(a),k.
For k ∈ {0,−1,−2} we have I ′A(a),k = IA(a),k by Theorem 4.17, so Id,Ha+ke is
equal to them also. It then follows that I−1d,Ha+ke ∼= (CA(a),k)d by Theorem 5.1 and
Corollary 5.2. 
When studying Z(A, ke) for general k, one runs into the same difficulties en-
countered in the study of the ideal I ′A,k. When studying how polynomial functions
on V interact with a hyperplane arrangement A in V , it was somewhat unnatural
to pay attention only to the lines of A. Similarly, the zonotopal Cox ring of A pays
attention almost exclusively to the lines of A; the hyperplanes only play a role in
the rank selection. It would be interesting to define a variant of the zonotopal Cox
ring and modules which pays attention to the arrangement A in a more substan-
tial way. It seems natural that this would involve the Cox ring of the wonderful
compactification of A constructed by De Concini and Procesi [7].
Proposition 6.3 will allow us to compute the multigraded Hilbert series of an
arbitrary zonotopal Cox ring, and of its central and interior Cox modules. We will
do this in Section 6.3, after a brief discussion on multivariate Tutte polynomials.
6.2. Multivariate Tutte polynomials. Let A be an arrangement of n hyper-
planes, and let v = (vi)i∈A and q be indeterminates. The multivariate Tutte poly-
nomial or Potts model partition function [20] of A is
Z˜A(q; v) =
∑
B⊆A
q−r(B)
∏
e∈B
ve.
This is a polynomial in q−1 and the vis. One can think of Z˜A(q; v) as a multivariate
Tutte polynomial where each hyperplane gets its own weight ve; we obtain the
ordinary Tutte polynomial when we give all hyperplanes the same weight:
TA(x, y) = (x− 1)rZ˜A((x− 1)(y − 1); y − 1, y − 1, . . . , y − 1).
The polynomial Z˜A(q; v) is defined in terms of the matroid M(A) only, and in turn
it determines the matroid M(A) completely, since we can read the rank function
from it.
The Tutte polynomials of A(a) can also be computed from the multivariate Tutte
polynomial of A as follows.
Proposition 6.4. If a = (a1, . . . , an) ∈ Nn, the Tutte polynomial of A(a) is
TA(a)(x, y) = (x− 1)r(supp(a))Z˜A((x− 1)(y − 1); ya1 − 1, ya2 − 1, . . . , yan − 1).
Proof. If an arrangement contains two copies e and f of the same hyperplane with
weights ve and vf , we can replace them by a single copy with weight ve+vf+vevf =
(1+ve)(1+vf )−1, and the resulting evaluation of the multivariate Tutte polynomial
will not change. [20] The Tutte polynomial ofA(a) is obtained by assigning a weight
of y−1 to all elements of A(a). If A(a) contains ai ≥ 1 copies of hyperplane Hi, we
can merge these into a single copy having weight (1 + (t−1))ai −1. If a hyperplane
Hi does not appear in A(a) because ai = 0, we can add a copy of it having weight
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0 = t0−1. In the end we are left with the arrangement A equipped with the desired
weights. 
In Section 6.3 we will need to compute the weighted generating function for the
Tutte polynomials of the arrangements A(a), as a varies. The following techni-
cal lemma expresses that generating function in terms of the multivariate Tutte
polynomials of A and its subarrangements.
Lemma 6.5. If A is an arrangement of n hyperplanes, and q, x, y, w1, . . . , wn are
indeterminates, then∑
a∈Nn
qr(supp(a)) TA(a)(x, y)w
a1
1 · · ·wann
=
∑
D⊆A
(q(x− 1))r(D)
∏
i∈D
wi
1− wi Z˜D
(
(x− 1)(y − 1), y − 1
1− yw1 , . . . ,
y − 1
1− ywn
)
.
Proof. By Proposition 6.4, the left hand side can be rewritten as∑
a∈Nn
[q(x− 1)]r(supp(a))Z˜A((x− 1)(y − 1); ya1 − 1, . . . , yan − 1)wa11 · · ·wann
=
∑
D⊆A
∑
a∈Nn
supp(a)=D
∑
B⊆A
Xr(D)Y −r(B)
∏
i∈B
(yai − 1)waii
∏
i/∈B
waii
where X = q(x− 1) and Y = (x− 1)(y − 1). When D,a, and B are such that B is
not contained in supp(a) = D, there is an element b ∈ B with ab = 0 which makes
the corresponding summand equal to 0. Therefore our sum equals∑
D⊆A
∑
B⊆D
∑
a∈Nn
supp(a)=D
Xr(D)Y −r(B)
∏
i∈B
(yai − 1)waii
∏
i∈D−B
waii
=
∑
D⊆A
∑
B⊆D
Xr(D)Y −r(B)
∏
i∈B
( ∞∑
ai=1
(yai − 1)waii
) ∏
i∈D−B
( ∞∑
ai=1
waii
)
=
∑
D⊆A
∑
B⊆D
Xr(D)Y −r(B)
∏
i∈B
(
ywi
1− ywi −
wi
1− wi
) ∏
i∈D−B
(
wi
1− wi
)
=
∑
D⊆A
Xr(D) ∏
i∈D
wi
1− wi
∑
B⊆D
(
Y −r(B)
∏
i∈B
y − 1
1− ywi
)
which equals the right hand side. 
In Section 6.3 we will also need to compute three variants of the generating
function of Lemma 6.5, two of which require special care. In the first variant, q and
x lie on the hyperbola q(x − 1) = 1, and the right hand side can be expressed in
terms of Z˜A only. In the second variant, we have x = 1 and the right hand side is
undefined.We now treat those two cases.
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Lemma 6.6. If A is an arrangement of n hyperplanes, and x, y, w1, . . . , wn are
indeterminates, then∑
a∈Nn
(x− 1)−r(supp(a)) TA(a)(x, y)wa11 · · ·wann
=
1∏n
i=1(1− wi)
Z˜A
(
(x− 1)(y − 1); (y − 1)w1
1− yw1 , · · ·
(y − 1)wn
1− ywn
)
.
Proof. We use the notation of the proof of Lemma 6.5, where now X = 1. The left
hand side is ∑
a∈Nn
∑
B⊆A
Y −r(B)
∏
i∈B
(yai − 1)waii
∏
i/∈B
waii
=
∑
B⊆A
Y −r(B)
∏
i∈B
( ∞∑
ai=0
(yai − 1)waii
)∏
i/∈B
( ∞∑
ai=0
waii
)
where again Y = (x − 1)(y − 1), and this equals the right hand side by a similar
argument. 
Notice that Z˜A(q; v) is undefined at q = 0. As q → 0 we have
qrZ˜A(q; v)
∣∣∣
q=0
= SA(v)
where SA(v) is the generating polynomial for spanning sets:
SA(v) =
∑
S : r(S)=r(A)
∏
i∈S
vi.
Lemma 6.7. If A is an arrangement of n hyperplanes, and q, y, w1, . . . , wn are
indeterminates, then∑
a∈Nn
qr(supp(a)) TA(a)(1, y)w
a1
1 · · ·wann
=
∑
D⊆A
(
q
y − 1
)r(D) ∏
i∈D
wi
1− wiSD
(
y − 1
1− yw1 , . . . ,
y − 1
1− ywn
)
.
Proof. This follows by letting (x − 1)(y − 1) = z and setting z = 0 in Lemma
6.5. 
6.3. Hilbert series.
Theorem 6.8. Let A = {H1, . . . ,Hn} be a hyperplane arrangement, and let h1, . . . , hm
be the lines in the arrangement. The multigraded Hilbert series of the zonotopal Cox
ring Z(A) is given by
Hilb (Z(A); t, s1, . . . , sm) = 1∏n
i=1(1− Sit)
Z˜A
(
1− t; S1(1− t)
1− S1 , · · ·
Sn(1− t)
1− Sn
)
where Sj =
∏
i :hi /∈Hj si for 1 ≤ j ≤ n.
Proof. Recall from Proposition 6.3 that RG(d,Ha) is isomorphic to (CA(a),0)d as a
vector space, and has degree de0 + (Ha)1 e1 + · · · + (Ha)m em in Z(A), where
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(Ha)i =
∑
j |hi /∈Hj aj . Thus
Hilb (Z(A); t, s1, . . . , sm) =
∑
(d,a)∈Nn+1
dim(CA(a),0)d td
m∏
i=1
s
P
j |hi /∈Hj aj
i
= FakeHilb(Z(A); t, S1, . . . , Sn),
where
FakeHilb(Z(A); t, t1, . . . , tn) =
∑
(d,a)∈Nn+1
dim(CA(a),0)d td t
a1
1 · · · tann .
Now, using the results of Corollary 4.13 and Lemma 6.6, we compute:
FakeHilb(Z(A); t, t1, . . . , tn) =
∑
a∈Nn
Hilb (CA(a),0; t) t
a1
1 · · · tann
=
∑
a∈Nn
t|a|−r(supp(a))TA(a)
(
1 + t,
1
t
)
ta11 · · · tann
=
∑
a∈Nn
t−r(supp(a))TA(a)
(
1 + t,
1
t
)
(t1t)a1 · · · (tnt)an
=
1∏n
i=1(1− tit)
Z˜A
(
1− t; t1(1− t)
1− t1 , · · ·
tn(1− t)
1− tn
)
,
which gives the desired result. 
Theorem 6.9. In the notation of Theorem 6.8, the multigraded Hilbert series of
the central zonotopal Cox module is∑
D⊆A
(1− t)−r(D)
∏
i∈D
Sit
1− SitSD
(
1− t
t(1− S1) , . . . ,
1− t
t(1− S1)
)
and the multigraded Hilbert series of the internal zonotopal Cox module is∑
D⊆A
(
−1
t
)r(D) ∏
i∈D
Sit
1− Sit Z˜D
(
t− 1
t
,
1− t
t(1− S1) , . . . ,
1− t
t(1− S1)
)
.
Proof. Here Hilb (Z(A,−e); t, s1, . . . , sm) = FakeHilb(Z(A,−e); t, S1, . . . , Sn), which
is ∑
a∈Nn
t−r(supp(a))TA(a)
(
1,
1
t
)
(S1t)a1 · · · (Snt)an
and Hilb (Z(A,−2e); t, s1, . . . , sm) = FakeHilb(Z(A,−2e); t, S1, . . . , Sn), which is∑
a∈Nn
t−r(supp(a))TA(a)
(
0,
1
t
)
(S1t)a1 · · · (Snt)an .
It then remains to apply Lemmas 6.7 and 6.5, respectively. 
7. Future directions.
The following questions remain open.
• Settle the various computational problems raised in Section 2.
• What can we say about the space CA,k for k ≤ −3?
• What can we say about the space C(ρA) for a subspace arrangement A?
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• How does the Hilbert function of the space C(ρ + k) depend on k for an
arbitrary proper function ρ? For the proper function ρf of a polynomial?
How does the Hilbert function of J(σ + k) depend on k for an arbitrary
function σ? For a function σ whose value at h is the order of vanishing of
a given function at h?
• Clarify the relationship between the zonotopal Cox ring of a hyperplane
arrangement A and De Concini and Procesi’s wonderful compactification
of the complement of A.
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