Adaptive Markov Chain Monte Carlo (AMCMC) are a class of algorithms that have been recently proposed in MCMC literature. The main difference between MCMC and AMCMC is that, the tuning parameter, which determines how fast the simulation converges to the desired distribution ψ(·), is a function of the previous sample paths. This destroys the Markovian character of the chain. However it can be shown that, under some conditions, the adaptive chain converges to the target distribution ψ. In this paper we use a diffusion approximation technique on a discrete time AMCMC. The resulting diffusion, which is a two-dimensional degenerate one, gives some idea of the dynamics of the chain.The diffusive limits of a Standard MCMC is a one dimensional Ornstein-Uhlenbeck (OU) process. Using extensive simulations, we compare between Standard and AMCMC, in both discrete and continuous time settings, for various target distributions (both heavy and light tailed, symmetric and asymmetric).
Introduction
MCMC is a class of widely used simulation algorithms used to generate sample from a distribution ψ(·) known upto only a normalising constant. Such instances are numerous in the Bayesian literature ( see [4] ). One member of this class is the MetropolisHastings (MH) algorithm which has gained widespread reputation since the work of Metropolis and Hastings ([10, 14] ). Given ψ upto a constant, the method involves choosing a proposal distribution q(x, y) from which samples are generated which is accepted using a MH acceptance probability given by min{1, ψ(y)q(x,y) ψ(x)q(y,x) }. Under standard assumptions, the sample thus generated is going to converge to the distribution ψ(·) (for more details, see [22] ). Since the algorithm involves a choice of q(x, y) (which depends on a parameter σ) the time taken to converge to stationarity might be slow for bad choice of q(x, y) or σ. Suggestions regarding the correct choice of σ have been previously given in literature (see [7] , [6] ). Another way of addressing this problem is by the use of Adaptive MCMC (AMCMC). Adaptive MCMC was first proposed by Haario et al [9] and since then there has been extensive research in this field (see [1, 2, 19, 17] to name a few). The idea behind AMCMC is to make the scaling parameter a function of the previously generated samples and acceptance ratio (the ratio of the number of samples accepted to the number of samples generated), such that if the acceptance ratio is good then the scaling parameter can be increased. On the other hand if the acceptance ratio is not good then the scaling parameter should be decreased a little. Note that, it is not required that the sequence of scaling parameters converge to some quantity. Ideally this scheme is similar to the stochastic approximation framework (see [1, 15] ). However since the future value of the chain depends on the infinite past it is no longer a homogeneous Markov chain. The chain is called ergodic if the limiting distribution of the chain is the same as the target distribution. Sufficient conditions for ergodicity is given by (i) the Diminishing Adaptation condition, which states that the the difference between successive transition kernels, defined using total variation norm, diminishes to 0, and (ii) Simultaneous Ergodicity condition , which says that the time to reach the invariant distribution is uniformly bounded over the tuning parameter. For more details see [17] . However, verifying the above conditions for a given AMCMC might prove to be difficult.
In this paper we take the approach of embedding the discrete time chain in a continuous time process so that the limiting results of the resulting process can be studied. One advantage of this embedding is that the continuous time process can be studied via many discrete approximations (say Euler or Milstein,etc., which are asymptotically equivalent), whereas the discrete time chain can only be studied in the form it is specified.After embedding the discrete time AMCMC into a continuous time SDE. After embedding the discrete time AMCMC into a continuous time SDE we simulate it using the Euler approximation scheme. Also, for comparison purposes, the standard (also called non-adaptive) MCMC is embedded in the same fashion and simulated using the same approximation scheme. In Section 2 we define the discrete time Adaptive chain and its diffusion approximation. In Section 3 we derive the main theorem of this paper, where we obtain the limiting SDE. In Section 4 we compare the standard and the adaptive MCMC by simulating the Euler discretization of the SDE derived in Section 3. Finally we end with some concluding remarks in Section 5. Long derivation related to Theorem 1 is given in Appendix.
Definition of the Adaptive MCMC model and its Diffusion Approximation
First, let us define the algorithm which was proposed by Peter Green ( personal communication):
where R is the state space.
Set n = 1.
Propose a new move say Y where
3. Accept the new point with probability α(X n−1 , Y ) = min{1,
} If the point is accepted set X n = Y, ξ n = 1; else X n = X n−1 , ξ n = 0
The above algorithm is equivalent to the following:
, where R is the state space. Set n = 1.
2. Given X n−1 , θ n−1 , ǫ n−1 generate
and then
where ǫ n−1 ∼ N(0, 1),
4. n ← n + 1 5. Goto step 2.
Let us describe the algorithm. θ n is the proposal scaling (tuning) parameter which is adaptively tuned depending whether the previous sample was accepted. If the sample was accepted then the proposal variance will increase allowing the chain to explore more regions in the state space. If the past sample was rejected then the variance will be small making the move a more conservative. Here p is a benchmark; for Normal target density this can be taken as 0.238, see [7] . This algorithm is somewhat similar in principle to the Stochastic approximation procedure, see [15] .
Remark 1 We check for the Diminishing Adaptation condition given in [17] . We see that | log(
So the diminishing adaptation condition is satisfied.
We now proceed to embed the discrete time AMCMC into a continuous time SDE. For doing so we partition the half line [0, ∞) into subintervals of length 1 n . We apply the discrete time AMCMC at each points in the sub interval and then interpolate it continuously. We also impose a diminishing adaptation type condition on X n as well so that continuous embedding is posssible. The nth approximation X n (·) to continuous time process X(·) looks like:
Here, ξ n ( i+1 n ) conditionally follows the Bernoulli distribution given by:
and {ǫ n ( i n ), n ≥ 1, i ≥ 1 } are all independent N(0, 1) random variables. The nth approximation to the tuning parameter θ(·) is defined as :
for some p > 0. The discrete time Standard MCMC will be embedded in a continuous time where the nth approximation is given by:
where ξ n i n has the same conditional distribution. The theorem in the next section deals with the diffusion approximation of the above AMCMC and standard MCMC.
Main Theorem
Theorem 1 The limit of the process Y n (t) := X n (t) θ n (t) , where X n (t) and θ n (t) is given by 2.1 and 2.2 respectively, is governed by the SDE:
Where,
and W t is a two dimensional Wiener process.
Proof.
Firstly, note that since Y n (
) is a homogenous Markov chain it defines a transition kernel
The proof then follows essentially by obtaining the 'drift' and 'diffusion' coefficients of the discretised process and then finding its limit. Formally, first obtain the quantities :
Then find matrix a and vector b such that lim n→∞ ||a n (y, t) − a(y, t)|| = 0 and lim n→∞ ||b n (y, t) − b(y, t)|| (where the norms are the usual matrix norm and vector norms respectively). Obtain the square root of matrix a(y, t)(say σ ( y, t)), which satisfies a(y, t) = σ(y, t)σ(y, t) ′ . If these coefficients define an SDE uniquely which is non-explosive, then the limiting process is governed by the equation:
where W t is a two dimensional Wiener process. For the processes defined in 2.1 and 2.2 the quantities a n (y, t) and b n (y, t) is (for y = (x θ) ):
See Section 7.1 for the derivations. Therefore ||a n (y, t) − a(y, t)|| → 0 and ||b n (y, t) − b(y, t)|| → 0 where
This proves the theorem.
Remark 2 Therefore, following the same proof as that of Theorem 1 the SDE of the process corresponding to standard MCMC becomes
In the next section we give extensive simulation for discrete and its diffusion approximation comparing adaptive and non-adaptive methods.
Comparison between Adaptive and Non-Adaptive MCMC by simulations
In this section we compare both the discrete and continuous non adaptive MH sampler against its adaptive counterpart as proposed in Section 2. We try to simulate samples from target distributions with heavier and lighter tails compared to the Normal distribution. In the standard MH the tuning parameter is kept fixed. Since the tuning parameter that gives the best result is not known in general, so we compare the simulations for a host of θ values. (Note that results relating to optimal p for Normal distribution is given in [7] which have been extended further in [3] ).
Comparison between the discrete time chains
We generate the discrete time version of the adaptive and non adaptive sampler for different values of p and the starting θ. All the proposal distributions are normal and the target density is Normal(0,1) in Table 1 , Cauchy(0,1) in Table 2 and t(2) in Table 3 . After generating a sample of size 10000 we discard the first 1000 samples as burn-in. To check the efficiency of the sampler we perform the one sample Kolmogorov-Smirnov (KS) test on the remaining sample and find the asymptotic p value of the KS test statistic D measuring the distance between the empirical distribution of the generated sample and the target distribution.
Another measure of the amount of mixing is Expected Square Jumping Distance(ESJD) defined as E(X i − X i−1 ) 2 . Based on the generated sample it can be estimated by
2 , where B is the size of burn-in sample. In general, higher value of ESJD implies greater mixing.( see [8] for more details).
See Tables 1, 2, 3 here.
From Table ( 1) we see that the starting value of θ 0 = 2.38 is the best choice with respect to the Non-Adaptive chain as well as the Adaptive chain. This value of θ was suggested by Gelman et al ( [7] ). For adaptive chain the optimal value of p lies somewhere between 0.25 and 0.50. Again, by [7] , the optimal value of acceptance probability was close to 0.238. Therefore our simulations corroborates their findings to some extent. It is well known that the naive MH algorithm is not efficient enough in simulating from a heavy tailed distribution. This is what we see in Table ( 2) and Table ( 3). But we see that for the adaptive version with p lying in the same interval, ie in [0.25,0.50], its performance is at least better than that of its non adaptive counterpart, although by itself it is not quite efficient.
In comparison we see that the continuous time version of the AMCMC performs much better than its discrete counterpart as elucidated in the next section.
Comparison between the continuous time processes
To comapre how fast the two SDEs 3.1 and 3.2 converge to stationarity we apply Euler discretisation to each of them for various choices of target density ψ and mesh size h. For the process 3.1 the Euler discretization is given by X ih , i = 0, 1, 2 . . . ,
T h
where:
Similarly the Euler discretisation for the process 3.2 is {Y ih } where:
ih , i = 0, 1, . . . , T /h, j = 1, 2 are independent N(0, 1) random variables.
For various values of the mesh size h we simulate 1000 parallel SDE using the Euler discretisation for the Adaptive and the Standard MCMC and obtain the value of X T at time T = 1. Table 4 , Table (5) and Table 6 gives the result when the target distribution is N(0, 1), C(0, 1) and Exp(1) respectively. We also compute the Kolmogorov Smirnov distance between the sample and the target distribution and also find its asymptotic p value.
See Table 4 , 5, 6 here.
It should be noted that since the support of the Exponential density (Table 5) is only the positive part of the real line, while simulating the SDE corresponding to the distribution any move to the left of zero was modified accordingly The tables clearly indicate that for a proper choice of the parameter p, the Adaptive version performs better than the Non-Adaptive version. Almost always the asymptotic p-value is small for smaller values of p it reaches its peak at an optimum p and then again decreases.The reason is that if p is small then the quantity −θ ih |X ih |/ √ 2π dominates p and θ ih decreases on the average. On the other hand if p is large then p dominates and θ ih increases in on the average. As a result the sample thus generated differs widely from the target density. Another table of interest is Table 6 . Standard MCMC is not quite adept in sampling from a density with heavy tails. AMCMC to some degree addresses this problem where we see that the p-value is always higher for the Adaptive case for all values of mesh size h.
Conclusion
Diffusion approximation is a well studied technique that has been applied in many fields (e.g., [16] , [5] ). In AMCMC the tuning parameter changes as the iteration progresses and therefore the transition kernel also changes. As a result the invariant properties of the chain are not easily obtainable, even if the transition kernel at each iteration is stationary. In this paper, we have applied the diffusion approximation procedure to the AMCMC chain and obtained the limiting SDEs to arrive at the target distribution. Diffusive limits for Metropolis Hastings algorithm were earlier obtained in [20, 21, 18] . Also, there are some recent work on diffusive limits of highdimensional non adaptive MCMC that came to the attention of the authors (for example, see [13] ). However, to the best of our knowledge, application of diffusion approximation to Adaptive MCMC and subsequent comparison between AMCMC and Standard MCMC using their respect diffusive limits have not been done earlier.
Our technique expands the scope of comparison between AMCMC and Standard MCMC, as embedding in continuous time allows various discrete approximations through which one can compare them in finer details. Some tasks awaits future research. First, the existence of the invariant distribution of the SDE has to be verified theoretically for different choices of the target distribution. Second, normal proposal in case of heavy tailed ψ or multi modal densities is not always very efficient. Algorithms must be designed to handle such cases. It should be investigated whether combining the ideas of adaptivity and heavy tailed proposal increases the efficiency. There are some work in this area (see [11] ). Third, although diffusion approximation simplifies the problem it does not say anything about the time to convergence of the chain. An interesting problem would be to bound the time taken to reach stationarity. For more information relating to bounding times of MCMC see [12] . We hope to take up these issues in our future research.
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Appendix

Drift and diffusion coefficients
Writing y = (x θ) we have
where A n (= A n (x, θ)) is the set where ξ n ( i+1 n ) is one with probability 1, i.e, A n (x, θ) = {y :
And lim
Therefore,
.
Adding 7.1 and 7.2 we have,
7.1.3 a n,1,1
⇒ lim n→∞ a n,1,1 (t) = θ 2 ..
7.1.5 a n,1,2 a n,1,2 (y, t)
⇒ lim n→∞ a n,1,2 = a n,2,1 = 0. Table 6 : Simulation of the SDE for Cauchy target desnity
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