ABSTRACT Fly photoreceptor cells were stimulated with steps of light over a wide intensity range. First-and second-order Volterra kernels were then computed from sequences of combined step responses. Diagonal values of the second-order Volterra kernels were much greater than the off-diagonal values, and the diagonal values were roughly proportional to the corresponding first-order kernels, suggesting that the response could be approximated by a static nonlinearity followed by a dynamic linear component (Hammerstein model). The amplitudes of the second-order kernels were much smaller in light-adapted than in dark-adapted photoreceptors. Hammerstein models constructed from the step input/output measurements gave reasonable approximations to the actual photoreceptor responses, with light-adapted responses being relatively better fitted. However, Hammerstein models could not account for several features of the photoreceptor behavior, including the dependence of the step response shape on step amplitude. A model containing an additional static nonlinearity after the dynamic linear component gave significantly better fits to the data. These results indicate that blowfly photoreceptors have a strong early gain control nonlinearity acting before the processes that create the characteristic time course of the response, in addition to the nonlinearities caused by membrane conductances.
INTRODUCTION
The gain of phototransduction in vertebrates and invertebrates can vary over a range of about 109 in order to cope with a similar range of ambient light intensities. This gain control, or adaptation, consists of several processes with time courses varying from milliseconds to days (Jarvilehto, 1979; Autrum, 1981; Fein and Szuts, 1982; Classen-Linke and Stieve, 1986; Laughlin, 1989) . In insects, such gain control can occur with stimuli of only a few photons (Dubs, 1981; French and Kuster, 1985; Grzywacz and Hillman, 1985) . Recently, one of these processes has been identified as voltage-activated ion channels that reduce the change in membrane potential by shunting the light-gated current (Laughlin and Weckstrom, 1989; Weckstrom et al., 1991; Hardie et al., 1991; Pece and French, 1992) .
Adaptive gain control represents a strongly nonlinear behavior, but there is also a significant time dependence because the response to brief flashes (or even to a single photon) is a voltage change that grows and decays over a period of hundreds of milliseconds. Therefore, photoreceptors behave as dynamic nonlinear systems and require appropriate techniques for their analysis. Surprisingly, previous investigations have yielded only a small second-order nonlinear contribution to the response (Eckert and Bishop, 1975; Gemperlein and McCann, 1975; Marmarelis and McCann, 1977; Pece et al., 1990) or pointed to an almost totally linear system (French and Jarvilehto, 1978; French, 1980; Weckstrom et al., 1988) . The method used in these studies, and a popular general method for analyzing dynamic nonlinear systems, is to use a random or pseudo-random stimulus and measure the Wiener kernels (Marmarelis and Marmarelis, 1978; Sakai, 1992) . With this method it is necessary to add the random stimulus to a continuous background light intensity, which seems to effectively linearize the photoreceptor behavior (Juusola, 1993 ).
An alternative approach, which we used here, is to estimate the Volterra kernels of the system using non-Gaussian stimuli that are well suited to the nonlinearities being investigated. Several methods have been developed recently for such analysis (Korenberg, 1982 (Korenberg, , 1988 . Using this approach, a wide range of possible input signal waveforms can be used, but they must be sufficiently rich in amplitude and time course to explore the behavior of the system in the regions of interest. Here, we presented steps of light to darkadapted photoreceptors and step increments or decrements of light intensity to light-adapted photoreceptors, with a wide range of step amplitudes. The individual responses were then combined to form sets of input/output data that were used to obtain Volterra kernels. With this procedure we were able to characterize the dynamic nonlinear behavior but inevitably had to ignore processes that were significantly slower than the durations of the stimuli. The Volterra kernels were used to produce nonlinear models that could account for the complete set of step responses, and these suggest a sequence of several distinct processes within fly photoreceptors that are qualitatively different under dark-and light-adapted conditions.
regularly with wild flies. Each fly was attached with beeswax onto a platform with a rotating Cardan arm, and a silver chloride reference electrode was mounted in the head. Ventilation was maintained by leaving the abdomen intact with spiracles functioning normally. Dark-adapted flies were kept in complete darkness for at least 30 min before beginning a recording.
Glass microelectrodes were filled with 3 M potassium acetate and 5 mM potassium chloride and had resistances of -150 Mfl. Electrodes were mounted on a piezoelectric microtranslator (Burleigh PZ-550 inchworm controller) and entered the compound eye through a small lateral hole that was sealed with high-vacuum grease. Membrane potentials were recorded with an intracellular amplifier (SEC-1L; NPI Electronic, Tamm, Wurtenberg Germany) operating in the balanced bridge mode. Recordings were made from R1-6 photoreceptor somata, identified by criteria published previously (Jarvilehto and Zettler, 1970; Hardie, 1979) . Experiments were performed at room temperature (-20°C) .
Light stimuli were provided by a green light emitting diode (Stanley HBG5666X, with peak emission at 555 nm) driven by a linearized voltageto-current convertor. The light stimulus was calibrated by counting the voltage responses (single bumps) caused by the absorption of single photons. For this purpose, the intensity was attenuated with neutral density filters (Kodak Wratten, Rochester, NY). The stimulation protocols were produced by a computer program in the ASYST programming language (Keithley, Taunton, MA).
Nonlinear system identification was performed by measuring the Volterra kernels via the parallel cascade method (Korenberg, 1982) . A detailed description of the parallel cascade technique and its use to obtain Volterra kernels has been provided by Korenberg (1991) . The digitized signals were assumed to come from an unknown system with discrete input, x,, and output, y,, where t is time, that could be approximated by a set of parallel nonlinear cascades. The first component in each cascade path was a dynamic linear system with impulse response g,,, and the second component was a polynomial function with coefficients cnsi, where n is the cascade number, u is discrete time, and i is the polynomial order. The parallel cascade method also allows further alternating dynamic linear and static nonlinear systems to be optionally inserted in each path, but these were omitted here. After each new cascade was added, the mean square error of the residual signal, Yn,t, was calculated from where the bars indicate mean values, taken over t.
The output of the unknown system, yt, was considered as a Volterra series:
and the Volterra kernels, Ko, K1, etc. were calculated from the parallel cascade components (Korenberg, 1982 (Korenberg, , 1991 . In performing the parallel cascade measurements and constructing the Volterra kernels, the polynomial functions were restricted to second order to prevent over-fitting the experimental data, which normally contained about 1500 independent data points.
RESULTS
Dark-adapted step responses Fig. 1 shows the membrane potential changes in a darkadapted fly photoreceptor produced by a series of seven different amplitude steps in light intensity, ranging from 7.5 x 10-7 to 2.4 X 10-6 effective photons/s (ep/s). propriate stimuli to form the data of Fig. 1 . These responses are comparable to previous descriptions of the step responses of dark-adapted fly photoreceptors (French, 1979; Jarvilehto, 1979; Autrum, 1981; Laughlin, 1981; Hardie, 1985) . The need to gather many step responses made it impossible to obtain truly dark-adapted responses within the experimental time available. However, the term "dark adapted" will be used here to describe photoreceptors that were initially dark adapted and then held in the dark for a period of 20 s between light stimuli.
The responses of the dark-adapted photoreceptor shown in Fig. 1 were fitted by the parallel cascade model using a memory length of 200 ms (40 points with a 5-ms separation) for the dynamic linear components. Each cascade had a secondorder polynomial nonlinear component. The output of the parallel cascade model is shown as an additional trace in Fig.  1 , with arrows marking the model prediction where necessary. The final mean square error from Eq. 1 was 11.82%. One source of error was the mean level of the prediction for small step inputs. The reason for this is the presence of slower time course processes that are evident at the ends of the larger steps. These prolonged after-depolarizations have been reported before (French, 1979; Hardie, 1985) and could not be fitted by the model because of its limited memory. Therefore, they produced an apparent elevation in the mean level of the output with zero input. Apart from the mean prediction level, it is clear that a second-order Volterra series was inadequate to describe the step responses of Fig. 1 , suggesting that the system has higher-order nonlinearities. However, the use of higher-order nonlinearities in the cascades could not be justified by the restricted data set available in this case.
The parallel cascades were used to obtain the first-and second-order Volterra kernels. Figs obtained from the same model as used in Fig. 1 . The firstorder kernel had a form similar to those measured previously by flash and white noise stimuli (Eckert and Bishop, 1975; Gemperlein and McCann, 1975; Marmarelis and McCann, 1977; Weckstrom et al., 1988) . The effectiveness of the parallel cascade model, and the kernels obtained, were independent of the order in which the step responses were combined. The solid line in Fig. 2 shows the first-order kernel obtained by arranging the steps in ascending amplitude order (Fig. 1) . The line of long dashes shows the kernel obtained by arranging the steps in decreasing amplitude order. Here, the parallel cascade model gave a similarly good fit with 8.24% mean square error, and the first-order kernel was almost identical to that obtained from the ascending data. The second-order kernel also had a reliable form. It was largely restricted to the diagonal, u = v, and along the diagonal its form was approximately a negative copy of the first-order kernel. Fig. 3 shows the lower surface of a projected image of the second-order kernel obtained from the ascending steps. The diagonal of this kernel is also plotted (short dashes) with the first-order kernels in Fig. 2 , after inverting its sign and normalizing to the same amplitude as the first-order kernel. The diagonal was similar but not identical to the first-order kernels.
The Hammerstein cascade model (Fig. 4) is a dynamic nonlinear system consisting of a static nonlinearity followed by a linear filter (Korenberg 1973; Hunter and Korenberg, 1986) . A Hammerstein system has a second-order kernel that is zero-valued except along the diagonal, u = v, where it has the same form as the first-order kernel. These are necessary but not sufficient conditions for the system to be Hammerstein (Korenberg, 1973; Hunter and Korenberg, 1986) . Since these conditions were approximately satisfied in this case, we attempted to fit the data by a Hammerstein model. The linear filter, gj, was obtained from the first-order kernel (Hunter and Korenberg, 1986) , and the static nonlinearity was modeled as a polynomial series using a Gram-Schmidt procedure . Here, and in the NLN model described below, we used sixth-order polynomials as a compromise between accuracy, stability, and computation time.
Fig . 5 shows the prediction of the resulting Hammerstein model for the data of Fig. 1 . The Hammerstein model gave a better overall approximation to the response (mean square error = 3.23%). However, its failure to predict the change in shape of the response at different amplitudes is a direct consequence of its structure, because all of the time-dependent behavior is linear at the end of the cascade. It also produced exaggerated negative overshoots at the end of each step.
Although the Hammerstein model gave a better fit to the data than a second-order Volterra system, there is significant evidence available for nonlinearities at the end of the phototransduction process. These include self-shunting of the light-induced conductance and voltage-activated conductances (Laughlin, 1981; Laughlin and Weckstrom, 1989; Weckstrom et al., 1991; Pece and French, 1992; Tsukahara, 1980) . We therefore added a second static nonlinear component to the Hammerstein model to produce the nonlinear/ linear/nonlinear sandwich model (NLN model) shown in Fig.  4 . The model was fitted to the data using the LevenbergMarquardt general nonlinear technique (Press et al., 1990 ). The NLN model of Fig. 4 The algorithm converged successfully to give the prediction shown in Fig. 6 . The mean square error was now reduced to 1.55%. Note that the NLN model was able to predict part of the change in time course of the different amplitude steps, and it reduced the negative overshoots.
Light-adapted step responses
The responses of a light-adapted photoreceptor to 10 different steps of both positive and negative amplitudes are shown in Fig. 7 , together with the predicted response from a parallel cascade model. Here, cascades were used with second-order polynomial functions, and the final mean square error was 1.16%. The background light intensity during the recordings was 106 ep/s, which produced a depolarization of approximately 20 mV. This can be compared to the dark-adapted response of Fig. 1, where First-and second-order Volterra kernels were calculated from the parallel cascade model. The second-order kernel was again limited mainly to the diagonal, u = v, although it was -50 times smaller than the corresponding kernel from the dark-adapted photoreceptor and more variable. This was expected because light-adapted photoreceptors behave relatively linearly (Juusola, 1993) . Hammerstein and NLN models were fitted to the light-adapted data using procedures identical to those followed for the dark-adapted responses. The resulting NLN model prediction, with a final mean square error of 0.67%, is shown in Fig. 8 . sponses. These components have forms similar to those of the well-known flash responses of fly photoreceptors. Darkadapted and light-adapted components have been normalized to the same amplitude. In a sandwich model of this form, it is impossible to estimate the actual amplitudes of the separate components because linear scaling elements could be present at any arbitrary stage of the model without affecting its overall behavior. At this temporal resolution, there was not a large difference in the time to peak of the two responses; in fact the light-adapted response was slightly slower. However, the dark-adapted response had a longer total duration, not settling to zero until -75 ms, in comparison with <50 ms for the light-adapted response.
NLN model components
The first nonlinear components (ci) of the NLN models for dark-and light-adapted cells are plotted together in Fig. 10 . Here, the polynomials were calculated for the same input ranges, in effective photons/s, as were used in the actual experiments, so that their alignment along the abscissa is correct. However, their outputs have been linearly scaled to a maximum of unity. The dark-adapted component was strongly nonlinear, rising rapidly for small flashes and then saturating to large flashes. Fig. 10 probably underestimates the sharpness of this nonlinearity because it was limited to a sixth-order polynomial. In contrast, the light-adapted component was much more linear, as expected. For both components, the value at the highest intensity stimulus deviated from the main trajectory. This might reflect inadequacies of the model structure or the polynomial order in dealing with the highest input values.
For the second polynomial component, the dark-adapted cell was also strongly nonlinear (Fig. 11) . However, the nonlinearity was in a direction opposite to that of the compression of Fig. 10 . For the two curves of Fig. 11 , the ordinates were aligned to correspond to the actual outputs of the model, but the positions of the curves along the abscissa are arbitrary. Since the mean stimulus to the light-adapted cell and a flash of the same intensity to the dark-adapted cell produced similar plateau depolarizations of about 20 mV, the two curves were aligned to intersect at 20 mV.
The dark-adapted nonlinearity was well approximated by a second-order polynomial. The curve in Fig. 11 is from a third-order polynomial fit, but the third-order term was small, changing the highest value by only 8%. Addition of a fourthorder term did not significantly improve the fit. In contrast, the light-adapted nonlinearity was more complex, increasing faster than linearly for low intensities and then compressing the responses to the strongest stimuli. The curve shown is from a fourth-order polynomial fit.
DISCUSSION
The modeling rationale A complete model of a dynamic nonlinear system would be able to predict the system's output to any input signal. In the case of fly phototransduction dynamics, reaching this goal has been prevented so far by several fundamental problems. The photoreceptors operate over a wide range of light intensities and change their gain and time-dependent properties accordingly. In previous modeling studies this difficulty has been overcome by limiting the range of stimuli. The white noise approach (Marmarelis and Marmarelis, 1978) , although the method of choice in many cases, effectively excludes dark-adapted responses. Light adaptation seems to linearize the fly phototransduction system (Juusola, 1993) , while kernels calculated from paired flashes (e.g., Pece et al., 1990) are generally not least-squares estimates. Here, we estimated Volterra kernels with the parallel cascade method (Korenberg, 1982 (Korenberg, , 1991 , using step changes in light intensity, under both dark-and light-adapted conditions. The responses of insect photoreceptors to steps of light have a characteristic form that is well documented (Jarvilehto, 1979; Autrum, 1981; Laughlin, 1981; Hardie, 1985) , although the underlying dynamics are still poorly understood. The earliest ideas were focused on linear models in both vertebrates (Baylor et al., 1974) and invertebrates (Fuortes and Hodgkin, 1964; Pinter, 1966; Zettler, 1969) , but later models have included either nonlinear transformations, as in the log-normal model of Payne and Howard (1980) , or nonlinear feedback (French, 1980 (Laughlin, 1981 (Laughlin, , 1989 . On the other hand, step responses in dark-adapted photoreceptors are bound to be dominated by the nonlinear components that convert the phototransduction machinery from the dark-adapted to the light-adapted state.
The NLN model gave a reasonable approximation to the system behavior over a wide range of stimulus intensities, although the fit was much better when the photoreceptors were light-adapted. The model suggests that fly photoreceptors perform nonlinear operations both early and late in the phototransduction process. Strong nonlinear compression, as seen here, is a useful operation in a system requiring high gain and wide operating range. It is particularly desirable at the input, where it can compress the range of signals entering the dynamic amplifier and allow it optimum gain. The light-adapted photoreceptor As noted in several previous investigations (French, 1980; Weckstr6m et al., 1988; Jarvilehto et al., 1989; Juusola, 1993) , the light-adapted fly photoreceptor had less significant nonlinearities than the dark-adapted one, as seen in the small amplitude of the second-order kernel. Correspondingly, the input nonlinearity of the NLN model was nearly linear in this case, and the total duration of the first-order kernel was only about two-thirds as long as in the darkadapted situation.
In these terms, the behavior of a light-adapted photoreceptor is much simpler than a dark-adapted one, and the NLN model (with only second-order nonlinearity) fitted the responses quite well with a small residual mean square error. The output nonlinearity seems to be a simple compression, consistent with self-shunting of the membrane (Laughlin, 1981) enhanced by voltage-dependent mechanisms (Pece and French, 1992) . Increased activation or deactivation of sion of the membrane potential range in light-adapted blowfly photoreceptors (Weckstrom et al., 1991) .
The dark-adapted photoreceptor Dark-adapted phototransduction had more significant nonlinearities, as expected. The second-order parallel cascade model was unable to account for a significant fraction of the output signal, and we must conclude that higher-order kernels contribute significantly to the response. Surprisingly, the strong second-order nonlinearity was almost entirely limited to the diagonal. Previous kernels obtained from white noise stimulation (Eckert and Bishop, 1975; Gemperlein and McCann, 1975; Marmarelis and McCann, 1977; Pece et al., 1990) and paired flash experiments (Pece et al., 1990 ) had significant off-diagonal components. These differences presumably arose from the different method used here, which tested the cells over a large part of their normal operating range.
In dark-adapted photoreceptors, both the input and output nonlinearities of the NLN sandwich model were significant, and we can suggest what kind of processes they represent. The strong nonlinear compression at the input may reflect the way in which the transduction units are organized in the photoreceptors. Photopigment is embedded in the membranes of thousands of microvilli, which have been suggested to act as phototransduction units (Howard et al., 1987) . When many photons arrive simultaneously, the probability increases that a photon will be absorbed by a pigment molecule in a transduction unit that has just initiated a transduction cascade and cannot initiate another within a short time. Pigment self-screening works in a similar manner, although on a much shorter time scale.
Similar processes would also be expected to occur in lightadapted receptors, but the background light intensity of 106 ep/s means that the steps of light caused more limited changes in the numbers of photons being transduced, which might explain the more linear responses. It is difficult to explore this problem in isolation because nonlinear behavior occurs in photoreceptors transducing only two photons together, probably by membrane conductance changes (Dubs, 1981; Pece and French, 1992) .
The nonlinearity at the output of the dark-adapted photoreceptor (Fig. 11) is interesting because of its odd direction and order. While the dominant nonlinear feature of both darkand light-adapted receptors was compression or saturation ( Figs. 1 and 7) , the dark-adapted output nonlinearity increased more than linearly with its input amplitude. This suggests some form of cooperativity during the final stages of the transduction process. Since the voltage responses are produced by current flowing through light-gated ion channels, one possible source of cooperativity would be the activation of channels by some internal transmitter. The second-order characteristic of the nonlinearity could then be caused by a channel requiring two or more molecules to bind before opening. The light-gated channels have recently been voltage-dependent K+ channels causes increased compres- 837 French et al. shown by Hardie (1991) and Hardie and Minke (1992) to be both calcium permeable and dependent on internal calcium. This may form part of the cooperative mechanism. In photoreceptor axons, signals are boosted by an independent mechanism (Weckstrom et al., 1992) , and this effect might also be seen in the soma responses at high stimulus intensities.
CONCLUSIONS
Phototransduction in fly photoreceptors is probably much more complex than the models of Fig. 4 
