Abstract. The extension of the Perron-Frobenius theory to real matrices without sign restriction uses the sign-real spectral radius as the generalization of the Perron root. The theory was used to extend and solve the conjecture in the affirmative ([1], [2] ) that an ill-conditioned matrix is nearby a singular matrix also in the componentwise sense. The proof estimates the ratio between the sign-real spectral radius and the maximum geometric mean of a cycle product. In this note we discuss bounds for this ratio including a counterexample to a conjecture about this ratio.
where
The following theorem [4, Theorem 5.6] states a two-sided estimation between ρ S 0 (A) and ζ(A). It is the key to prove that an ill-conditioned matrix cannot be far from a singular matrix in a componentwise sense. Theorem 1.1. Let A be a real n × n matrix. Then
The right inequality is sharp for A being the matrix of all ones.
The question remains what are best constants for the left inequality in (1.1), i.e. what is the value of
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condition number. In [4, Conjecture 6.1] it has been conjectured that for matrices of the form
(* denoting arbitrary real numbers) there exists a nontrivial vector x with |Ax| ≥ |x|, where absolute value and comparison are to be understand componentwise. The appealing fact about this conjecture is, despite several conclusions which follow, the ease of formulation. The conjecture is shown in [4] to be equivalent to ρ 
. For n ≥ 2 define the n × n Toeplitz matrix A = A(α) by
Proof. We proceed by induction. For S being a signature matrix and n = 2, the only real eigenvalues of SA are −1 and 1 in the specified range of α. Assume the assertion is true for matrices of dimension less than n. According to (1.3) it suffices to prove det(I − SA) ≥ 0 for all signature matrices S, and det(I −SA) = 0 for some signature matrixS.
Let S be given. For S 11 = 1, S 22 = −1, the sum of the first two rows of I − SA is zero, for S 11 = −1, S 22 = 1, the sum of the first two columns is zero, respectively. Denote the principal submatrix of I − SA obtained by deleting the first row and column by (I − SA) (1) . For S 11 = 1, S 22 = 1, subtract the second column of I − SA from the first column, for S 11 = −1, S 22 = −1, subtract the second row of I − SA from the first row. In either case det(I − SA) = 2 · det ((I − SA) (1)), and the induction finishes the proof. 
where the infimum is taken over all real matrices of arbitrary size. Proof. The largest cycle product is achieved for the full cycle ω = (1, ..., n). A computation yields the result.
By Theorem 1.1, the general bound
is true for c = 1/(3 + 2 √ 2), and Theorem 1. x. Han and Neumann proved the conjecture to be true for n ≤ 4. For n ≥ 5, much numerical evidence suggests that this is the case.
