Multilingual representations have mostly been evaluated based on their performance on specific tasks. In this article, we look beyond engineering goals and analyze the relations between languages in computational representations. We introduce a methodology for comparing languages based on their organization of semantic concepts. We propose to conduct an adapted version of representational similarity analysis of a selected set of concepts in computational multilingual representations. Using this analysis method, we can reconstruct a phylogenetic tree that closely resembles those assumed by linguistic experts. These results indicate that multilingual distributional representations which are only trained on monolingual text and bilingual dictionaries preserve relations between languages without the need for any etymological information. In addition, we propose a measure to identify semantic drift between language families. We perform experiments on word-based and sentence-based multilingual models and provide both quantitative results and qualitative examples. Analyses of semantic drift in multilingual representations can serve two purposes: they can indicate unwanted characteristics of the computational models and they provide a quantitative means to study linguistic phenomena across languages. The code is available at https://github.com/beinborn/SemanticDrift.
Introduction
Aligning the meaning of multiple languages in a joint representation to overcome language barriers has challenged humankind for centuries. Multilingual analyses range from the first known parallel texts on Rosetta stone over centuries of lexicographic work on dictionaries to online collaborative resources like Wiktionary (Meyer and Gurevych 2012) and Babelnet (Navigli and Ponzetto 2010) . These resources vary in their semantic representations, but they rely mostly on symbolic approaches such as glosses, relations, and examples.
In the last decade, it has become a common standard in natural language processing to take a distributional perspective and represent words, phrases, and sentences as vectors in high-dimensional semantic space. These vectors are learned based on cooccurrence patterns in corpora with the objective that similar words should be represented by neighboring vectors. For example, we expect table and desk to appear close to each other in the vector space.
Recently, approaches to unifying these monolingual semantic representations into a joint multilingual semantic space have become very successful (Klementiev, Titov, and Bhattarai 2012; Vulic and Korhonen 2016; Conneau et al. 2017 ). The goal is to assign similar vectors to words that are translations of each other without affecting the monolingual semantic relations between words. For example, table should appear close to its Italian translation tavola without losing the proximity to desk which should in turn be close to the Italian scrittoio.
Our goal for this article is two-fold. On the one hand, we aim to derive a better understanding of the representation of languages in novel multilingual computational representations and of the relations between languages. On the other hand, we explore the possibility that computational analyses over semantic representations calculated on large data sets provide a more objective assessment of similarities between the lexical inventory of languages than subjective cognate judgments (Geisler and List 2010) .
To this end, we introduce a methodology for comparing languages based on their organization of semantic concepts. We propose to conduct representational similarity analysis of a selected set of concepts in multilingual representations. Representational similarity analysis first estimates the relations between these concepts on the monolingual level and then compares the relations across languages. Based on these analyses, we propose a measure to identify semantic drift between language families. We perform experiments on word-based and sentence-based multilingual models and provide both quantitative results and qualitative examples.
The article first provides background on multilingual distributional representations of words and sentences. We then elaborate on the data, the models, and our analyses methods in an extensive methodology section. The remaining sections report on experiments for word-based and sentence-based experiments and discuss the results.
Multilingual Distributional Representations
The large success of monolingual distributional representations of words gave rise to the development of representations for longer sequences such as phrases and sentences. Researchers soon moved from monolingual to multilingual space and developed methods to obtain comparable representations for multiple languages. More recently, research in historical linguistics has shown increased interests in these computational representations because they make it possible to run comparative computational analyses over large corpora. In this section, we introduce the related work for creating multilingual representations for words and sentences, and describe the phenomenon of semantic drift.
Multilingual Representations for Words
Approaches for constructing multilingual representations for words can be distinguished into two main classes: mapping models and joint models (Ruder 2017) . 1 The multilingual modeling techniques are very similar to those applied on learning shared representations for multiple modalities, e.g., vision and language (Beinborn, Botschen, and Gurevych 2018; Baltrušaitis, Ahuja, and Morency 2019) .
Mapping models. Mapping approaches are based on pre-trained monolingual representations of two languages (the source and the target language) and aim to project the representations from the semantic space of the source language to the target space. This approach is based on the idea that the intralingual semantic relations are similar across languages (Mikolov, Le, and Sutskever 2013) and can be exploited to learn a linear projection from one language to the other. The linear projection is learned based on a bilingual seed dictionary that provides a link between the semantic spaces (Vulic and Korhonen 2016; Gouws and Søgaard 2015) or by aligning information from parallel corpora. In general, mapping models are directional and map representations from one language to the other. Faruqui and Dyer (2014) propose to instead map both representations into a joint space by applying canonical correlation analysis. During training, they enforce maximum correlation of representations for words that are known to be translations of each other.
Joint models. For joint approaches, both representations are learned simultaneously by using parallel corpora for training. These models jointly optimize the objectives for monolingual and cross-lingual similarity. The monolingual objective is based on co-occurrence patterns observed in context and is similar to those that are commonly applied for training monolingual representations, e.g., the skip-gram objective in word2vec or variants of it (Luong, Pham, and Manning 2015) . The cross-lingual objective can be derived from word alignments (Klementiev, Titov, and Bhattarai 2012) , sentence alignments (Gouws, Bengio, and Corrado 2015) , or document alignments (Søgaard 2016; Fung and Yee 1998) .
Aligned corpora are usually scarce in low-resource languages which motivates the development of so-called unsupervised models. Smith et al. (2017) and Hauer, Nicolai, and Kondrak (2017) derive the cross-lingual information by simply exploiting identical character strings from loanwords or cognates. As this only works for languages with the same alphabet, Artetxe, Labaka, and Agirre (2017) go one step further and instantiate their model only with aligned digits. Conneau et al. (2017) and Zhang et al. (2017) do not use any parallel data and apply adversarial training to optimize the mapping between languages. Their generator tries to map the source words into the target space, while the discriminator attempts to distinguish between the target representations and the mapped source representations. As both the discriminator and the generator get better at their task, the mapped representations resemble more the target representations. More recently, their approach has been transformed into a generative model using variational autoencoders (Dou, Zhou, and Huang 2018) .
While the goal is to reduce the amount of external information in the unsupervised setting, other models explicitly incorporate additional resources. Bergsma and Van Durme (2011) approximate the cross-lingual similarity constraint by exploiting visual similarity of images retrieved from search engines. Vulić et al. (2016) combine textual and visual features into multi-modal multilingual representations. Duong et al. (2015) incorporate POS-tag information to bias their multilingual representations towards syntactic properties.
Most of the models described above are inherently bilingual rather than multilingual. Duong et al. (2017) and Levy, Søgaard, and Goldberg (2017) show that learning representations for multiple language simultaneously is beneficial because it facilitates transfer learning between closely related languages. We refer the interested reader to the detailed survey by Ruder (2017) for further explanations on the mathematical foundations of cross-lingual representations.
Multilingual Representations for Sentences
The need for developing multilingual representations for sentences is most prevalent in the field of machine translation. Already in the 1950s, the idea of a interlingua that could serve as a bridge between multiple languages emerged (Gode and Blair 1951) . The idea was further pursued by searching for a formalism that should represent the semantic content of a sentence independent of the language in which it is realized (Richens 1958) . Similar ideas have driven the development of logic formalisms such as Montague grammars (Montague 1970) . With the incredible success of powerful neural networks, it has currently become widely accepted that the most suitable form for such inter-lingual or multilingual representations are high-dimensional vectors.
While discussing the wide range of machine translation literature is beyond the scope of this article, we briefly describe two main state-of-the-art models: encoderdecoder architectures and the transformer architecture.
Encoder-Decoder. Machine translation is commonly interpreted as a sequence-tosequence learning problem. Sutskever, Vinyals, and Le (2014) paved the way for fast developments on so-called encoder-decoder architectures. The encoder reads the input and learns to transform it into an intermediate representation that is then fed to the decoder to generate the translation of the sentence in a target language. Both the encoder and the decoder can be realized as different types of recurrent neural networks and can be combined with different techniques of attention (Bahdanau, Cho, and Bengio 2014) . Recently, bi-directional long short-term memory networks (BLSTMs) have proven to be a good choice for modelling language (Peters et al. 2018) . Schwenk (2018) show that using a joint BLSTM encoder for all input languages combined with max-pooling over the last layer yields more robust sentence representations. After training, the decoder that is responsible for the translation generation is discarded and the output of the trained encoder is used as universal sentence representation. These sentence representations can be interpreted as "sort of a continuous space interlingua" (Schwenk and Douze 2017, p.158) . We use a pre-trained version of this model which is called LASER (Artetxe and Schwenk 2018 ).
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Transformer. More recently, Vaswani et al. (2017) introduced the transformer model as a more sophisticated architecture for sequence to sequence transduction. Its underlying architecture follows the encoder-decoder paradigm, but no recurrent connections between tokens are used which reduces the training time for the model. In order to capture relations between tokens, a complex attention mechanism called multi-headed self-attention is applied and combined with positional encoding for signaling the order of tokens. Due to its success, variants of the transformer model for machine translation are currently being developed in a very fast pace. In the past, language modelling has commonly been interpreted as a left-to-right task, similar to incremental human language processing (Rosenfeld 2000) . As a consequence, the self-attention layer could only attend to previous tokens. Devlin et al. (2018) argue that this approach unnecessarily limits the expressivity of the sentence representation. They propose to change the training objective from predicting the next word to predicting a randomly masked token in the sentence by considering both the left and right context. This task is also known as the cloze task (Taylor 1953) . Devlin et al. (2018) use this training objective to train a multi-layer bidirectional transformer (called BERT) and find that it strongly outperforms the previous state of the art on the GLUE evaluation corpus (Wang et al. 2018) . By now, they have also released a multilingual version of BERT for 104 languages.
BERT and LASER obtain comparable results on the cross-lingual entailment dataset (Conneau et al. 2018) . For this article, we decided to use LASER because the model already outputs sentence representations that have a uniform dimensionality independent of the length of the sentence. This makes it possible to avoid additional experimental parameters for scaling the dimensionality of the sentence representations.
Analyzing Multilingual Representations
Multilingual representations are commonly evaluated based on their performance on downstream tasks such as bilingual lexicon induction (Vulic and Korhonen 2016) and machine translation (Zou et al. 2013 ). More indirectly, multilingual representations are used for cross-lingual transfer in tasks such as information retrieval, or document classification (Klementiev, Titov, and Bhattarai 2012) . From a semantic perspective, multilingual representations are evaluated by comparing distances in the vector space with cross-lingual semantic similarity judgments by humans (Cer et al. 2017) . Sentence representations are often tested by their ability to distinguish entailment relations between sentences (Conneau et al. 2018) .
Most of these evaluations are simply multilingual extensions of monolingual evaluation tasks. These tasks ignore the most prominent aspect of multilingual representations, namely the relations between languages. Faruqui and Dyer (2014) analyze that multilingual projection can contribute to word sense disambiguation. For example, the polysemous English word table is translated to tafel in Dutch if it refers to a kitchen table, and to tabel if it refers to a calculation matrix. They provide a qualitative example for the word beautiful to show that synonyms (pretty, charming) and antonyms (ugly, awful) are better separated in multilingual spaces. Dinu, Lazaridou, and Baroni (2014) analyze zero-shot learning in multilingual and multimodal models and conversely find that fine-grained semantic properties tend to be washed out in joint semantic space. They describe the "hubness problem" as the phenomenon that a few words (the hubs) occur among the nearest neighbors for a large number of other words and show that this problem is more severe in mapped representational spaces. Lazaridou, Dinu, and Baroni (2015) find that applying max-margin estimation instead of ridge regression for the mapping reduces the problem.
Semantic drift. Distributional representations of words are particularly interesting for studying the phenomenon of semantic drift. Semantic drift is mostly known from diachronic studies and indicates the change of meaning over time (Li et al. 2019; Frermann and Lapata 2016; Hamilton, Leskovec, and Jurafsky 2016b) .
4 Popular examples are the meaning drift of gay from cheerful to homosexual over the years or the transformation of cognates into false friends as in gift which today means poison in German (but originally referred to something given). Recently, Hamilton, Leskovec, and Jurafsky (2016b) and Rosenfeld and Erk (2018) have develop methods for computationally identifying semantic change over time. They represent a word by a vector (calculated over cooccurrence patterns in historical corpora) and analyze how this vector changes. Hamilton, Leskovec, and Jurafsky (2016a) further distinguish between changes in the global position of a word vector and changes in its local neighborhood.
Multilingual semantic drift. Semantic drift can also be observed across languages because even an exact translation of a word or a phrase does not share all semantic associations. For example, pupil could be translated to Spanish as pupila, but the Spanish phrase would only be associated with the eye and not with school children. These differences in the semantic scope of a word can lead to important differences in translation. Conneau et al. (2018) observe, that the English term upright had been translated to Chinese as sitting upright. As a consequence, the original sentence entailed standing in their multilingual entailment corpus, but the translation violated this entailment relation.
Previous work on reconstructing relations between languages mostly relies on manually assembled lists of cognates (Nouri and Yangarber 2016) which is a cumbersome and subjective procedure (Geisler and List 2010) . Several methods for automatically extracting cognates exist (e.g., Serva and Petroni (2008) ), but these approaches rely on the surface structure of a word. Beinborn, Zesch, and Gurevych (2013) use characterbased machine translation to identify cognates based on regular production processes, but their method still cannot capture the cognateness between the English father and the Italian padre, for example. For the methodology that we propose here, we automatically extract translations from the computational model. We then abstract from the surface appearance of the word and focus on its semantic properties. As a consequence, we do not need to transliterate words from languages with different alphabets.
Rabinovich, Ordan, and Wintner (2017) take a more syntactically motivated approach for identifying relations between languages. They analyze translation choices and find that the syntactic structure of the translator's native language is reflected in English translations. They are able to reconstruct a phylogenetic tree solely based on syntactic features of the translation. We apply their evaluation method for estimating the quality of the generated tree in section 5, but it should be noted that their approach differs substantially from ours. They use only English sentences translated from multiple sources, whereas we use parallel sentences in multiple languages. Rabinovich, Ordan, and Wintner (2017) calculate hundreds of syntactic features to compare across languages and we only use a single semantic measure. The technical details of our approach are described in the following section.
Methodology
In this section, we detail the methodology applied for our experiments. We provide information on the data, the multilingual models, and the methods used for comparing representational spaces.
Data
We perform our word-based experiments with a set of stimuli which have been selected to be universal representatives of the most important semantic concepts. For the sentence-based experiments, we extract sentences from a parallel corpus. More information on the data and the languages can be found in the appendix.
3.1.1 SWADESH Words. The American linguist Morris Swadesh composed several lists of so-called language universals: semantic concepts that are represented in all languages (Swadesh 1955) . His lists have been revised multiple times and have also been subject to strong criticism (Starostin 2013; Geisler and List 2010) . Nevertheless, they are still a popular tool in comparative linguistics and have been collected for a large range of languages and dialects. We are using the extended list of 205 different English words that is available on Wiktionary (Wiktionary contributors 2019), see Appendix C.
3.1.2 PEREIRA Words. Pereira et al. (2018) selected semantic concepts by performing spectral clustering on word representations obtained from GLOVE (Pennington, Socher, and Manning 2014) . They selected concepts by maximizing the variation on each dimension of the semantic space. After pre-processing, they manually selected 180 words (128 nouns, 22 verbs, 23 adjectives, 6 adverbs, 1 function word) claiming that their selection best covers the semantic space (see Appendix D) . The concepts were originally selected to serve as stimuli in brain imaging experiments on semantic language processing in humans. The PEREIRA list overlaps with the SWADESH list for 20 words. We ignore the word argumentatively because it is not in the vocabulary of the model. Koehn (2005) extracted the EUROPARL corpus from the proceedings of the European Parliament. It includes sentence-aligned versions in 21 European languages. As the corpus contains formal political language, short sentences are often captions or names of documents and long sentences tend to be overly complex. We decided to randomly extract three sets of 200 sentences according to three length constraints. Short sentences consist of 6-10 words, mid sentences of 11-15 words and long sentences of 16-20 words. We restrict the 21 languages to the 17 used in Rabinovich, Ordan, and Wintner (2017). Whereas they examine English translations from different source sentences, we use translations into multiple languages and keep the set of sentences constant.
EUROPARL Sentences.

Multilingual Models
We use two different freely-available pre-trained multilingual representations for our experiments, which have been reported to achieve state-of-the-art performances. For our experiments with words, we use MUSE representations (Conneau et al. 2017 ) and for our sentence-based experiments, we use LASER representations (Artetxe and Schwenk 2018) .
Word-based Model.
The MUSE model provides multilingual representations based on monolingual representations which had been trained on Wikipedia (Bojanowski et al. 2017) . The approach by Conneau et al. (2017) has become popular due to its performance in unsupervised settings when no cross-lingual data is available. In order to ensure high quality for our experiments, we rely on representations obtained in a supervised fashion using a ground-truth bilingual dictionary. 5 The entries of the dictionary serve as anchor points to learn a mapping from the source to the target space which is optimized by Procrustes alignment (Schönemann 1966) . The representations are available for 29 languages, aligned in a single vector space. For our experiments, we ignore Vietnamese because spot checks indicated quality issues. For all other languages (see Appendix A for a complete list), we load a vocabulary of 200,000 words. The model encodes every word as a 300-dimensional vector.
Sentence-based Model.
The LASER model generates a sentence representation as a list of tokens. Each token is assigned a vector representation that reflects the contexts in which it occurs. The model is based on an encoder-decoder architecture using stacked bi-directional long short term memory networks (see section 2.2). We are using the pretrained multilingual model which is available for 93 languages. The model encodes every sentence as a 1024-dimensional vector independent of the length of the sentence which facilitates the comparison across sentences.
Comparing Representational Spaces
Comparing the relations in representational spaces is an interdisciplinary problem that is routed in linear algebra and has applications in a large range of research areas. In natural language processing, most work on comparing monolingual representational spaces targets the goal of building better multilingual representations. Canonical correlation analysis (Ammar et al. 2016; Faruqui and Dyer 2014) , Kullback-Leibler divergence (Dou, Zhou, and Huang 2018) and Procrustes alignment (Conneau et al. 2017) are only a few methods to maximize the similarity between two representational spaces. Recently, similar methods are being used to compare the hidden representations in different neural models (Raghu et al. 2017) . In this article, we apply a method that has been introduced to compare representations obtained from computational models with neuroimaging data of human brain activations (Kriegeskorte, Mur, and Bandettini 2008) . For this method, the representational relations are first evaluated for each modality individually in a representational similarity matrix using common similarity measures such as Euclidean, Cosine or Mahalanobis. In a second step, the two matrices are compared with each other using Spearman correlation to analyze whether the identified relations are similar for the two representational modalities. In our case, a modality refers to a language. In the following, we formally describe the method and introduce the terminology used for the remainder of the article. For simplicity, we focus on words as the unit of analysis, but the same methodology is used for analyzing sentences.
Similarity vector for a word. For every English word in our word list of size N , we obtain the vector w i from our model. We then define the similarity vectorŵ i for a word vector w i such that every elementŵ ij of the vector is determined by the cosine similarity between w i and the vector w j for the j-th word in our word list:
For example, if our list consists of the words (dog, cat, house), the similarity vector for cat would be:ŵ cat = (cos(θ w cat ,w dog ), cos(θ w cat ,w cat ), cos(θ w cat ,w house )) The squared matrix consisting of all similarity vectors is commonly referred to as the representational similarity matrix. 6 In this example, it would be a matrix with three rows and three columns.
Note, that the similarity vector is comparable to the similarity vector by Hamilton, Leskovec, and Jurafsky (2016a) which is used to measure semantic drift over time. In our case, the set of "neighbors" to analyze is set to the words in our list to ensure crosslingual comparability. The underlying concept is also comparable to semantic network analyses (Li et al. 2019; España-Bonet and van Genabith 2018) .
Translation of a word. In order to extract the representational similarity matrix for other languages, we first need to obtain translations for all words w i in our lists. We determine the translation v i of an English vector w i into another language V as its nearest neighbor v in the semantic space of the target language:
The Spanish translation of w dog would thus be the vector v perro assuming that the Spanish word perro is the nearest neighbour of w dog in our model for the Spanish vocabulary. Based on the extracted translations, we can calculate the representational similarity matrices for each language. We then build a second-order matrix to compare the similarity across languages.
Similarity of two languages. We can determine the similarity between w i and its translation v i as the Spearman correlation ρ of their similarity vectors.
This is comparable to the local neighborhood measure by Hamilton, Leskovec, and Jurafsky (2016a), but they use cosine distance instead. 7 This measure can be generalized to express the similarity between the two languages W and V by taking the mean over all N words in our list.
This definition can easily be extended to any pair of languages. In this case, both similarity vectors are calculated over the corresponding translations in each language. The second-order similarity matrix contains the similarity values for all possible pairs of languages.
Phylogenetic reconstruction. Based on the second-order similarity matrix calculated over all languages, we can identify relations between languages. Similarly to Rabinovich, Ordan, and Wintner (2017), we perform language clustering using the variance minimization algorithm (Ward Jr 1963) with Euclidean distance to attempt phylogenetic reconstruction. Whereas Rabinovich, Ordan, and Wintner (2017) use a large set of features as input, we only use the similarity value described above. This value captures to which extent semantic relations between words follow similar patterns in the two languages. Phylogenetic reconstruction approaches and in particular the evaluation of generated trees are a heatedly debated topic and there does not yet exist a standardized procedure (Ringe, Warnow, and Taylor 2002) . Quantitative evaluations thus need to be interpreted very carefully. Rabinovich, Ordan, and Wintner (2017) propose to evaluate the generated tree with respect to a so-called "gold tree" (see Figure 6a ) which was developed by Serva and Petroni (2008) . Rabinovich, Ordan, and Wintner (2017) concede that this gold tree has also been questioned and that linguistic researchers have not yet converged on 7 We use Spearman correlation because it is recommended for representational similarity analysis Kriegeskorte, Mur, and Bandettini (2008) and is also used in Hamilton, Leskovec, and Jurafsky (2016b).
a commonly accepted tree of the Indo-European languages. However, the debatable cases involve more fine-grained distinctions than the ones under analysis here. In case of doubt, we consulted GLOTTOLOG as additional reference (Hammarström et al.) . For our quantitative comparison in section 5, we follow the proposed evaluation method and calculate the distance of a generated tree t to the gold tree g by summing over all possible pairs (W, V ) of the M leaves (in our case, leaves are languages). For each pair, the difference between the distance D of W and V in the gold tree and the generated tree is squared. D is calculated as the number of edges between W and V .
Rabinovich, Ordan, and Wintner (2017) describe that they normalize the distance by the score for a maximally different tree. They do not provide the value for this maximum, but we follow their explanations and calculate it over 50,000 randomly generated trees. The detected maximum was a distance of 4,520. Our code is available at https:// github.com/beinborn/SemanticDrift to make these modelling decisions more transparent. Note that our results would improve, if the true maximum is higher than our detected value. Our estimate can thus be considered as a lower bound on the quality.
Multilingual semantic drift. For detecting diachronic semantic drift, the comparison of similarity vectors of the same word obtained from corpora spanning different decades can easily be interpreted as a time series (Hamilton, Leskovec, and Jurafsky 2016b) or as a function over time (Rosenfeld and Erk 2018) . For multilingual analyses, an ordering of the languages is not possible because they are all constantly evolving. We thus propose to analyze semantic drift between language families. We postulate that for words which undergo significant semantic drift across languages, the semantic relations are highly correlated within the language family and less correlated outside the family. We assume that the languages are grouped into mutually exclusive sets C j that are chosen based on a research hypothesis. We refer to these sets as clusters C. We iterate through all possible pairs of languages (W, V ); W ∈ C j , V ∈ C k , W = V and calculate the Spearman correlation ρ for the respective similarity vectorsŵ i andv i . We define the list of intra-cluster similarities ICS for the i-th word to be the Spearman correlation ρ of the two similarity vectorsŵ i andv i for all pairs that are members of the same cluster (C j = C k ). Accordingly, we determine the cross-cluster similarities CCS for all possible pairs that are in different clusters (C j = C k ).
To calculate the semantic drift for the i-th word over the set of clusters C, we subtract the mean of all cross-cluster similarities from the mean of all intra-cluster similarities. Note, that the value for semantic drift can also be negative if the clusters are not well chosen and the similarity outside clusters is higher than inside clusters.
Figure 1: Cosine similarity between vector pairs for the English words small, short, child, wife, mother and for the nearest neighbors of the English words in the Spanish (middle) and Russian (right) representations.
Consider the following simple example with two clusters (C = (es, pt), (de, nl)) and the word dog. The semantic drift is calculated as the mean Spearman correlation of the similarity vectors for the language pairs (es, pt) and (de, nl) minus the mean Spearman correlation for all other possible pairs.
In the following, we present results obtained for word-based and sentence-based experiments using the described methodology.
Word-based Experiments
In this section, we report the results of our analysis on multilingual word representations step by step. We first look at intralingual semantic relations and then perform a cross-lingual representational similarity analysis. Based on the results of this analysis, we cluster the languages and provide examples of semantic drift.
Intralingual Semantic Relations
We first extract the English vectors for all words in our list. We analyze the cosine similarity between the vectors and construct a representational similarity matrix as described in Equation 1. We then extract the translations for each word in our lists as described in Equation 2 to construct representational similarity matrices for all languages. As the representations are trained on ground-truth dictionaries and optimized such that words which are translations of each other have similar representations, we assume that the extracted translations are of high quality. Spot checks by native speakers confirmed this assumption. For the words in our lists, we do not observe a hubness problem in the multilingual representations as described by Dinu, Lazaridou, and Baroni (2014) . However, we are only analyzing highly frequent words. For less frequent words, the hubness problem might still be an issue. Figure 1 illustrates example matrices for a subset of the five words small, short, child, wife, mother for English, Spanish, and Russian. It can be seen that the similarity patterns are comparable, but we also note some differences. For example, the extracted Spanish words niño and pequeño are more similar to each other than their translations child and small. We assume that this is due to the fact that both small and little are translated as pequeño in Spanish. This illustration indicates that semantic relations vary slightly across languages.
Cross-lingual Representational Similarity Analysis
The intralingual similarity matrices described in the previous sub-section serve as the basis for the cross-lingual representational similarity analysis. We measure the correlation of the semantic similarity for each pair of languages as described in Equation 4. The resulting matrix is illustrated in Figure 2 for five selected languages. It can be seen that languages like Spanish (es), Portugues (pt) and French (fr) have highly similar semantic patterns. For German (de), the similarity is slightly lower and Finnish (fi) stands out as not being very similar to the other languages.
The second-order similarity matrix only indicates the average correlation between the similarity vectors of the words. For linguistic analyses, it is more interesting to look at the behavior of individual words and word pairs. In Figure 3 , we plot the word pairs with the highest variance in similarity across languages. It is interesting to see that all six words are adjectives. Word representations are mostly analyzed on nouns (Finkelstein et al. 2002) and sometimes on verbs (Gerz et al. 2016) . Faruqui and Dyer (2014) discuss that separating synonyms and antonyms in word representations can be tricky because they tend to occur in very similar contexts. We find that the nearest French neighbour of both left and right is gauche meaning left. The same phenomenon occurs for Catalan. For Slovenian, both words are translated to desno meaning right. For the pairs big-great and poor-bad, we observe that they are translated to the same word in some languages which is not surprising as they are likely to occur in similar contexts. However, the nearest neighbor of big is big in many languages because it is often used as a loanword. Unfortunately, the loan word exhibits different semantic properties because it is only used in specific contexts (e.g., products or named entities), whereas a translation would be used in more common contexts. This explains the low similarity between big and great for many languages. Our findings indicate that the methodology we introduce for analyzing cross-lingual relations can also be used to identify flaws of the computational model. 
Clustering Languages by Semantic Patterns
We use the result of the representational analysis to run a hierarchical clustering algorithm over the languages. The clustering is only based on the semantic similarity scores for pairs of languages (see section 3 for details). The results can be seen in Figure 4 . Surprisingly, our computationally generated trees resemble the trees that are commonly accepted by linguistic experts quite closely. As our set of languages comprises many language families, it is not possible to directly compare the generated tree against a gold tree. Instead, we cross-checked our observations against the renowned linguistic resource GLOTTOLOG (Hammarström et al.) . We observe a clear distinction between Western and Eastern European languages in the generated tree (see Appendix A for a complete list of languages and their abbreviations). It is even possible to identify a distinction between Germanic and Latin languages (with the exception of English). Obviously, the extracted cluster tree is not perfect, though. For example, Indonesian (id), Hebrew (he), and Turkish (tr) do not fit well with the rest and Romanian (ro) would be expected a little closer to Italian. It is interesting to note that similarly to Rabinovich, Ordan, and Wintner (2017) Romanian and Bulgarian (bg) are clustered together in our trees although they represent different language families (Romance and Slavic languages). This indicates that language contact might be more relevant for semantic drift phenomena than a common ancestor language. The same argument could explain the vicinity of English (en) and French (fr).
Semantic Drift
The clustering results indicate that the distances between the words vary in the semantic space of different language families. We have a closer look at semantic drift for three language pairs that are clustered closely together: Spanish and Portuguese (es, pt) for the Romance languages, German and Dutch (de, nl) for the Germanic languages, and Russian and Ukranian (ru, uk) for the Slavic languages. For each word in the PEREIRA list, we calculate the semantic drift as described in equation 7. In Figure 5 , we visualize two examples with a high drift score for these clusters. The word representations have been reduced to two dimensions by applying principal components analysis on the joint representational space of all six languages (Wold, Esbensen, and Geladi 1987) . For each language, we plot the PEREIRA words with the highest cosine similarity to lady and reaction. For readability, we always use the English word, but, e.g., pain colored in red stands for the nearest Spanish neighbor of pain which is dolor.
It can be seen that lady is close to religious for Portuguese and Spanish, but not for the other languages. We note, that the nearest neighbor for lady is not its translation, but the loanword itself (or its transliteration) for Dutch, German, and Russian. This explains the similarity to sexy and big which are also used as loanwords in Dutch and English. The word reaction is a cognate originating from Latin in all six languages. The plot indicates that it is more closely associated with technical terms in the clusters (es, pt) and (de, nl) , and with emotional terms in the cluster (ru, uk). Figure 5 : Examples of words with high Spearman correlation within a cluster and low Spearman correlation outside clusters for three selected clusters (es, pt), (de, nl) , (ru, uk) . For readability, we always use the English word, but, e.g., pain colored in red stands for the nearest Spanish neighbor of pain which is dolor.
It should be noted, that these examples only serve as anecdotal evidence and that the differences between the languages cannot always be observed when looking at only two dimensions. However, our methodology makes it possible to quantify semantic differences between words across languages. This can be used to better understand flaws of the computational representations (e.g., the observation that words tend to be represented by loanwords even when a more accurate translation exists), and the methodology can also generate hypotheses for historical linguistics when applied on a larger vocabulary.
Sentence-based Experiments
In this section, we analyze cross-lingual relations between representations of sentences. The interpretation of the semantic space of sentence vectors is more complex, because we can generate infinitely many possible sentences due to the compositionality of language. As a consequence, it is hard to define which sentences should be present in the neighborhood of a sentence even in monolingual space. A sentence with synonyms? The same sentence in another tense? The negated form of the sentence? When we are moving to multilingual space, the monolingual constraint remains fuzzy, but the multilingual training objective is clear: sentences that are aligned as translations in parallel corpora should be close to each other. We analyze whether the resulting representations preserve differences between language families.
Quality of Sentence Representations
For the word representations, spot checks by native speakers indicated that the nearest neighbor of an English word in the semantic space of another language is indeed its translation in the vast majority of the cases. As we are using a parallel corpus for the sentence-based experiments, we can determine the quality quantitatively. We count a perfect match if the nearest neighbor of a sentence in the target space matches the translation of the sentence in the corpus. We find that the quality is almost flawless This indicates that our analysis could easily be extended to more languages by using the nearest-neighbor method as in the word-based experiments. Figure 6b shows the results of the clustering based on the pairwise similarity scores of the vector of a sentence in one language and the vector of its translation in another language. We see that the separation of Eastern and Western European languages works quite well. The more finegrained relations between languages are less accurately clustered than for the word-based experiments. In particular, Dutch (nl) and Italian (it) should be noted as outliers. From a quantitative perspective, we find that the distances between languages (visualized on the y-axis) are much lower than for the word-based experiments. 8 Recall that the LASER architecture is optimized for translating between multiple languages. Based on this training objective, it is plausible that subtle differences between languages tend to be smoothed out. In contrast, the word-based MUSE model has explicitly been optimize to fulfill both the monolingual objective (preserve intralingual semantic relations) and the crosslingual objective (representational similarity of translations).
Clustering Languages by Sentence Similarity
Comparison to Gold Tree. For the sentence-based experiments, we can quantitatively compare the results to previous work as described in equation 5. Table 1 shows the distance of the generated tree to the gold tree. We additionally compute the distance of a randomly generated tree averaged over 50,000 iterations. We see that the quality of our generated trees is considerably better than chance. The fact that they are lower than the results by Rabinovich, Ordan, and Wintner (2017) supports our impression that the clustering quality is inferior to the one obtained in the word-based experiments. 9 Note, that Rabinovich, Ordan, and Wintner (2017) used a large range of syntactic features and tackled a slightly different task as they only worked with English sentences. Interestingly, the clustering results are significantly better if we do not apply byte-pair encoding (BPE) on the input. Byte pair encoding is used to limit the shared vocabulary of the languages by splitting rare and unknown words into known subword units and it has been shown to improve the results of neural machine translation (Sennrich, Haddow, (a) The "gold tree" of a subset of the Indoeuropean languages that was used in Rabinovich, Ordan, and Wintner (2017) . It is a pruned version of the tree in Serva and Petroni (2008) . A more detailed analysis of the similarity between sentence pairs shows that the similarity vectors are extremely homogeneous across languages. Variance in similarity can only be found for very few outliers which are linguistically not particularly interesting. These findings support our hypothesis that multilingual representations obtained with models optimized for sentence translations are less suitable for examining semantic drift between language families.
Discussion
We have introduced a methodology to analyze semantic drift in multilingual distributional representations. Our analyses show that by comparing the representational distances for a test set of about 200 words, we can reconstruct a phylogenetic tree that closely resembles those assumed by linguistic experts. These results indicate that multilingual distributional representations which are only trained on monolingual text and bilingual dictionaries preserve relations between languages without the need for any etymological information. Methods in lexicostatistics have previously been criticized for relying on subjective cognate judgments (Geisler and List 2010) . A certain level of subjectivity might also be present in the "ground-truth" bilingual dictionaries used for the computational multilingual representations that were analyzed in this article. However, the large vocabulary should help to balance out potential biases.
So far, multilingual representations have mostly been evaluated based on their performance on specific tasks. In this article, we look beyond engineering goals and analyze the relations between languages in computational representations. We find that differences in the semantic structure captured by the word-based model closely resemble linguistic expectations. The sentence-based model, on the other hand, seems to be optimized to balance out subtle differences between language families. This might be a suitable scenario for obtaining better machine translation results, but for linguistic analyses the training objective would have to be adjusted towards maintaining some language diversity.
For future work, analyses of semantic drift in multilingual representations can serve two main purposes: From a technical perspective, they can indicate unwanted characteristics in the multilingual representations and steer processes for technical improvement of multilingual models. In our analyses, we have seen that words tend to be close to identical loanwords in the target space even if a more accurate translation is available. Loanwords often find their way into a language to add nuances to the semantic inventory. As a consequence, they tend to occur only in specific contexts that call for these nuances. The semantic relations to other words can thus be biased due to the introduction of the loanword. In addition, we find that adjectives are not well separated from their antonyms in the semantic space. This indicates that relying on cooccurrence patterns might not be sufficient for capturing semantic relations in word classes other than nouns.
From a linguistic perspective, our methods provide a quantitative means to study linguistic phenomena across languages. The development of multilingual computational models opens up new possibilities for comparative linguistics. In this paper, we have laid out a methodology to query these models for semantic drift. The results of these queries can be used to generate hypotheses for historical linguistics and social linguistics because they indicate similarities in the organization of semantic concepts.
Our word-based experiments used English as anchor language for obtaining translations. This is not an unreasonable choice as most multilingual computational models have been developed from an English perspective. However, it poses limitations on the interpretation of the linguistic results. For future work, we recommend to take a more multilingual perspective. It should also be noted that our methods cannot capture phonetic or phonological changes such as vowel shift. We understand our proposed methodology as an addition to the inventory of linguistic analysis not as a replacement.
Conclusion
We introduced a methodology to analyze the semantic structure of multilingual distributional representations. Our method is inspired by research in neuroscience on comparing computational representations to human brain data. We adapted the analysis to compare representations across language families. We show that our method can be used for phylogenetic reconstruction and that it captures subtle semantic differences of words between language families. In addition, we proposed a new measure for identifying phenomena of semantic drift. Our qualitative examples indicate that this measure can generate new hypotheses for comparative linguistics.
The computational models for sentences are available for a huge range of languages. In this article, we restricted the languages to those used in previous work for a reasonable comparison. We now plan to corroborate our findings on the whole spectrum and to further extend the word-based analyses of semantic drift.
