Abstract. This paper is devoted to the study of the dynamics of reversible vector fields close to an equilibrium when a 0 2 or a 0 2 iω resonance occurs in the presence of two symmetries of reversibility. In the presence of a unique reversibility symmetry the existence of a homoclinic connection to 0 is known for the 0 2 resonance whereas for the 0 2 iω resonance there is generically no homoclinic connection to 0 but there is always a homoclinic connection to an exponentially small periodic orbit.
Abstract. This paper is devoted to the study of the dynamics of reversible vector fields close to an equilibrium when a 0 2 or a 0 2 iω resonance occurs in the presence of two symmetries of reversibility. In the presence of a unique reversibility symmetry the existence of a homoclinic connection to 0 is known for the 0 2 resonance whereas for the 0 2 iω resonance there is generically no homoclinic connection to 0 but there is always a homoclinic connection to an exponentially small periodic orbit.
In the presence of a second symmetry of reversibility, the situation is more degenerate. Indeed, because of the second symmetry the quadratic part of the normal forms vanishes, and so the dynamics of the normal forms is governed by the cubic part. For the 0 2 resonance we prove the existence of homoclinic connections to 0 and of heteroclinic orbits. For the 0 2 iω resonance we prove that in most of the cases the second symmetry induces the existence of homoclinic connections to 0 and of heteroclinic orbits whereas with a unique symmetry there is generically no homoclinic connection to 0. Such a reversible vector field with two reversibility symmetries occurs for instance after center manifold reduction when studying 2-dimensional waves in NLS type systems with one-dimensional potential or when studying localized waves in nonlinear chains of coupled oscillators. It also occurs when studying localized buckling in rods with noncircular cross section.
Introduction. Let us consider a single parameter family of smooth vector fields in R
m such that the origin is a fixed point. One says that we have a 0 2 resonance if the linear operator, given by the differential at the origin, has 0 as a double nonsemi-simple eigenvalue and no other eigenvalues with zero real part. Similarly, a 0 2 iω resonance means that the linear operator, besides the eigenvalue 0 as in 0 2 resonance, has two more simple eigenvalues ±iω, ω > 0, and no other eigenvalues with zero real part. Reversible vector fields are those which anticommute with some symmetry S. In 2 LING-JUN WANG this article, we consider the above two kinds of vector fields which are reversible with respect to two symmetries and we are interested in studying the existence of homoclinic and heteroclinic type solutions.
The 0 2 and 0 2 iω, ω > 0 resonances in the presence of a unique reversibility symmetry occurred after center manifold reduction when considering the free surface traveling waves of an inviscid fluid layer under the influence of gravity and surface tension. A solitary wave corresponds to a homoclinic connection to 0 of the reduced vector field. This problem was studied by G. Iooss and K. Kirchgässner in [5] using a normal form approach to study the dynamics of the reduced vector fields. In this problem, there are two parameters, called the Bond number b and the square of the inverse of the Froude number λ, which control respectively surface tension and gravity. For b > resonance was obtained either by studying directly the PDE in [1] , [2] or by using a center manifold argument in [5] . For b < 1 3 and λ close to 1, a 0 2 iω resonance occurs. In [5] , G. Iooss and K. Kirchgässner proved that at any order the normal form, corresponding to the reversible vector fields with 0 2 iω resonance at the origin, admits homoclinic connections to 0 (and more generally to periodic orbits of arbitrarily small size). They also proved the persistence for the full system of homoclinic connections to sufficiently large periodic orbits. So the problem of existence of a true solitary wave remained, i.e. existence of a homoclinic connection to 0, for the full system. Then Lombardi in [8] proved that for such a vector field admitting a 0 2 iω resonance in the presence of a unique reversibility symmetry, there are always homoclinic connections to exponentially small periodic orbits and generically no homoclinic connection to 0. For the water wave problem, this result ensures that for any b < 1 3 and λ close to 1, there are generalized solitary waves with exponentially small ripples at infinity, and that generically (with respect to b) there is no solitary wave. Moreover, Sun in [9] proved that for any Bond number b < and λ close to a curve Γ = C(b) > 1, Iooss and Pérouème in [6] showed that the 1:1 resonance (also called (iω)
2 resonance) occurs and that two reversible solitary waves exist. As mentioned above, there is generically no homoclinic connection to 0 for the 0 2 iω resonance with a unique symmetry. Then several examples of problems involving a 0 2 iω resonance arise in the presence of two reversibility symmetries. A first example, studied by Iooss and James in [7] , occurs when studying localized waves in nonlinear oscillator chains. A second example, studied by Haragus and Kapitula in [3] , occurs when studying two-dimensional waves in nonlinear Schrödinger equations with 1-d potential. A third example occurs in [10] , where Van der Heijden, Champneys and Thompson studied the existence of localized buckling in rods with noncircular cross section. So arises the question of the existence of homoclinic connections for the 0 2 iω resonance in the presence of two reversibility symmetries. Hence the aim of this paper is to give a complete picture of the situation for such vector fields. Moreover, we also study the 0 2 resonance in the presence of two reversibility symmetries since this situation is more degenerate than in the presence of a unique symmetry. Indeed, in the presence of the second symmetry, the quadratic part of the normal forms vanishes, and so the dynamics of the normal forms is governed by the cubic part.
To study the dynamics, we first classify the 0 2 resonance into 0 2(±,±) resonances according to the respective actions of the two symmetries, i.e. S 1 and S 2 , on ϕ 0 , where ϕ 0 is the eigenvector of the linear operator corresponding to 0. We first observe that necessarily S j ϕ 0 = ±ϕ 0 , j = 1, 2 hold. So we say for instance a vector field admits a 0 2(+,−) resonance if it admits a 0 2 resonance, S 1 ϕ 0 = ϕ 0 and S 2 ϕ 0 = −ϕ 0 . We will show that for the 0 2(+,+) resonance, a homoclinic connection to 0 exists, for the 0
resonance, there exist two homoclinic connections to 0 or two heteroclinic connections, and for the 0 2(−,−) resonance, there exists a homoclinic connection to 0 or heteroclinic connections. In the same way, we classify the 0 2 iω resonance into 0 2(±,±) iω resonances. In each case, the existence of a homoclinic orbit or a heteroclinic orbit depends only on the actions of S 1 and S 2 on ϕ + , the eigenvector of the linear operator corresponding to iω, ω > 0. We will show that for the 0 2(+,+) iω resonance, if S 1 ϕ + = S 2 ϕ + , it reduces to the problem studied by Lombardi in [8] who found that there is generically no homoclinic connection to 0 but always homoclinic connections to exponentially small ripples, while if S 1 ϕ + = S 2 ϕ + , a homoclinic connection to 0 exists. For the 0 2(+,−) iω resonance, if S 1 ϕ + = S 2 ϕ + or S 1 ϕ + = −S 2 ϕ + , generically there is no homoclinic connection to 0 and no heteroclinic connection, while if S 1 ϕ + = ±S 2 ϕ + , there are two homoclinic connections to 0 or two heteroclinic connections. Finally for the 0 2(−,−) iω resonance, if S 1 ϕ + = S 2 ϕ + , there exists a homoclinic connection to 0 or heteroclinic connections. This paper is organized as follows. All the results for the 0 2 and 0 2 iω resonances are precisely stated in Section 2 and are respectively proved in Sect. 3 and Sect. 4. In Sect. 3, we first perform a linear change of coordinates such that both the vector field and the symmetries are in the simplest form. In Sections 3.2, 3.3 and 3.4, we describe the situation for the 0 2(+,+) , 0 2(+,−) and 0 2(−,−) resonances respectively. The method which we are going to apply consists in three main steps. First we get a reduced vector field by the Center Manifold Theorem. Then by the Normal Form Theorem we approximate the new vector field as closely as we wish, near the origin, by an integrable vector field. On this integrable field we can find, in an elementary way, all existing solutions. Finally we prove for the full system, the persistence or nonpersistence of the solutions which interest us. The structure of Sect. 4 parallels that of Sect. 3.
Main results and notation.
Let us consider a one-parameter family of smooth vector fields in R m such that the origin is a fixed point, i.e.
We assume that the family is reversible with respect to two symmetries; i.e., there exist two invertible linear maps
hold for every u and µ.
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We consider two different cases corresponding respectively to the following two hypotheses:
(i) the origin is a 0 2 resonant fixed point; i.e. L ≡ D u V (0, 0), the differential at the origin for µ = 0, has a double non-semi-simple eigenvalue 0 and no other eigenvalues with zero real part; (H3) (ii) the origin is a 0 2 iω resonant fixed point; i.e. L has two simple eigenvalues ±iω with ω > 0, a double non-semi-simple eigenvalue 0, and no other eigenvalues with zero real part.
(H3 ) For the 0 2 resonance, we denote by (ϕ 0 , ϕ 1 ) a basis of eigenvectors and generalized eigenvectors 2) and by (ϕ * 0 , ϕ * 1 ) the corresponding dual basis. For the 0 2 iω resonance, we denote by (ϕ + , ϕ − ) a basis of eigenvectors corresponding to ±iω, i.e.
Hypothesis (H2) and (2.2) imply that necessarily S j ϕ 0 = ±ϕ 0 , j = 1, 2 hold. This gives a way to classify and to name the resonances. Definition 2.1. A vector field is said to admit a 0 2(±,±) (resp. 0 2(±,±) iω) resonance at the origin in the presence of two reversibility symmetries, S 1 and S 2 , if it satisfies (H1), (H2), (H3) (resp. (H3 )) and
Since we do not want to study the case in which the double eigenvalue 0 stays at 0 for µ = 0, a hypothesis concerning the linear part of the vector field is made:
It ensures that the bifurcations described in Figures 1 and 2 for the 0 2 resonance and 0 2 iω resonance, respectively, really occur. 
Next, for each resonance, we need a last hypothesis which concerns the quadratic part or the cubic part of the vector field. Firstly, for the vector field which admits a 0
or a 0 2(+,+) iω resonance, we assume
This ensures that the quadratic part of the vector field is not degenerate. Secondly, for the vector field which admits a 0 2(±,∓) or a 0 2(±,∓) iω resonance, we assume
and L ⊥ = L| (kerL) ⊥ . This ensures that the cubic part of the vector field is not degenerate.
Finally, for the vector field admitting a 0 2(−,−) or a 0 2(−,−) iω resonance, we make an assumption dealing with the relationship between the quadratic and the cubic part of the vector field:
where
Because of the reversibility with respect to the two symmetries,
⊥ for all these resonances, so both (2.4) and (2.5) are meaningful. We will prove this in Appendix A.
Finally, we denote by E 0 , E h respectively the generalized eigenspace of L corresponding to the eigenvalues with zero real part and nonzero real part. Moreover, we decompose E 0 = E 0,zero ⊕ E 0,ω , with E 0,zero , E 0,ω respectively the subspaces of E 0 belonging to the eigenvalue 0 and the purely imaginary eigenvalues different from 0. We denote
Now we come to our two main theorems. 
where a ∈ R.
Remark 2.4. The 0 2(+,+) resonance after reduction to the center manifold corresponds to the reversible vector field with a unique symmetry. In this case, the leading part of the dynamics is given by the quadratic part of the normal form. When there are two symmetries, i.e. the 0 2(+,−) resonance, the situation is degenerate because of the second symmetry and the leading part of the dynamics is given by the cubic part of the normal form. The following pictures describe respectively the phase portraits of the Remark 2.7. In (b), the situation for b = −1 is included in the case b = 1. Remark 2.8. As in Theorem 2.2, without (H4), S 2 0 takes the form of
Remark 2.9. If we add an extra condition, S 1 S 2 = S 2 S 1 , i.e. if the two symmetries commute, then b = 1 or −1 holds necessarily.
Remark 2.10. The 0 2(+,+) iω resonance for b = 1 corresponds to a unique symmetry. This case was studied in detail by Lombardi in [8] . The presence of the second symmetry, i.e. b = 1, induces the existence of a homoclinic connection to 0 whereas with a unique symmetry there is generically none. An example of such a vector field admitting a 0 2 iω resonance in the presence of two reversibility symmetries can be found in [7] when studying the existence of traveling breathers in Fermi-Pasta-Ulam lattices, i.e. when studying the existence of solutions of the FPU lattice
In [7] , for the particular case when the breather period equals twice the inverse group velocity, i.e. p = 2, and the inverse group critical velocity is close to the sound velocity, i.e. τ ≈ V (0)
, after the center manifold reduction, the problem is locally reduced to a 4-dimensional system of ordinary differential equations which admits a 0 2 iλ 1 resonance (see §II in [7] ). Moreover, the reduced equation is reversible under a symmetry R, and is equivariant under an isometry σ given by
(note that in [7] for p = 2, the coefficient m 1 in σ is given by −1). Thus the reduced equation is reversible under the two symmetries
Hence the reduced equation admits a 0 2(+,+) iλ 1 resonance and Theorem 2.6 (case (b)(ii) with b = −1) ensures the existence of a homoclinic orbit to 0, which corresponds to an exact traveling breather solution for the FPU lattice.
Remark 2.11. For the 0 2(+,−) iω resonance, case (c)(ii) can be studied as case (b)(ii) for the 0 2(+,+) iω resonance. However in case (b), the leading part of the normal form is the quadratic part whereas in case (c), because of the second symmetry, the situation is more degenerate and the leading part of the normal form is the cubic part. An example of such a vector field admitting a 0 2(+,−) iω resonance with b = −1 can be found in [3] when studying the existence of localized two-dimensional waves for a class of NLS-type equations in the presence of one-dimensional potentials. More precisely, in that paper, the authors study the NLS equation
and look for localized waves of the form
One motivation for investigating such a system is the question of wave formation in BoseEinstein condensates. In [3] , rewriting the equation for Q as an infinite-dimensional dynamical system with y as the evolution variable, and using the center manifold theorem, the authors reduced the problem to the study of the existence of homoclinic connections for a finite-dimensional ODE close to some resonances. For a critical value of the frequency parameter ω, the reduced ODE is 4-dimensional and admits a 0 2 iλ resonance (see [3, §2.3] ). Moreover the ODE is reversible with respect to a symmetry R and is equivariant under the rotation σ given by
Hence the reduced system admits a 0 2(+,−) iλ resonance in the presence of two symmetries:
Then Theorem 2.6(c)(i) ensures that generically there is no homoclinic connection to 0 but always homoclinic connections to exponentially small periodic orbits. So in this case, there is generically no localized wave for the NLS equation. Another example with b = −1 can be found in [10] when studying the localized buckling in rods with noncircular cross section. In the limit of infinitely long rods, the Kirchhoff-Love equations, which govern the spatial equilibria of the thin elastic rods, constitute a reversible, six-dimensional Hamiltonian dynamical system subject to two additional integral constraints, and localized buckling modes correspond to homoclinic orbits to the trivial solution representing a straight rod. Using the two integral constraints, the problem can be reduced to a four-dimensional ODE which is reversible with respect to two symmetries R 1 and R 2 satisfying R 1 R 2 = −Id. Moreover for some critical values of the parameters (one corresponding to a unified load, and another one measuring the anisotropy of the
cross section), the 4-dimensional system admits a 0 2 iω resonance. Since R 1 R 2 = −Id, necessarily this corresponds to a 0 2(+,−) iω resonance with b = −1 and Theorem 2.6(c)(i) ensures that generically there is no homoclinic connection to 0 (i.e. no localized buckling modes) in this parameter region.
Proof of 0
2 resonance. The proof of Theorem 2.2 follows the strategy used by Lombardi in [8] . Firstly, in subsection 3.1, we perform a linear change of coordinates to obtain an equivalent equation such that the symmetries and the derivative of the vector field at the origin for µ = 0 are in the simplest possible forms. Then, in subsections 3.2, 3.3 and 3.4 respectively for the 0 2(+,+) , 0 2(+,−) and 0 2(−,−) resonances, we use the Center Manifold Theorem to obtain a reduced equation in R 2 and the Normal Form Theorem to perform another polynomial change of coordinates. We study the dynamics of the Normal Form System and finally the persistence of the previously found solutions for the full system.
3.1. Linear change of coordinates. This subsection is devoted to the proof of 
where a ∈ R. If the hypothesis (H4) is added, then a = 0 holds.
Proof. For any symmetry S which anticommutes with V (u, µ), S anticommutes with any derivative of V with respect to u at u = 0, in particular with L, i.e. SL = −LS, which implies Sϕ 0 = ϕ 0 or Sϕ 0 = −ϕ 0 as S 2 = I. Since 0 is a double non-semi-simple eigenvalue of L, there exists a P ∈ GL(R 2n+2 ), such that
where α ∈ R. Thus for the two symmetries S 1 and S 2 , we have three cases.
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Case I. 0 2(+,+) resonance. This corresponds to S 1 ϕ 0 = S 2 ϕ 0 = ϕ 0 . Assumẽ
We perform another linear change of coordinates to make the forms of bothS 1 0 andS 2 0 as simple as possible.
Taking
, by (φ 0 ,φ 1 ) a basis of an eigenvector and a generalized eigenvector of L 1 corresponding to 0, namelȳ
where A t is the transpose of the matrix A.
Next we prove that (H4) implies
The reversibility properties imply that 
and hence
So A 1 = 0. This contradicts (H4). Thus a 1 = 0.
Case II. 0 2(+,−) resonance. This corresponds to S 1 ϕ 0 = ϕ 0 , S 2 ϕ 0 = −ϕ 0 . Similarly, after the linear change of coordinates, the two symmetries read
where a 2 = α 2 + α 1 . In the same way, (H4) implies a 2 = 0.
Case III. 0 2(−,−) resonance. This corresponds to S 1 ϕ 0 = S 2 ϕ 0 = −ϕ 0 . For this case, after the linear change of coordinates, the two symmetries read
where a 3 = α 2 − α 1 and (H4) implies a 3 = 0. 3.2. Homoclinic connection to zero for 0 2(+,+) resonance. In this section, we use the Center Manifold Theorem to get a reduction of the original system. Then we use the theory of normal forms to get a polynomial approximation of the reduced vector field, which turns out to be integrable. Finally, we apply the general proposition B.2, which is proved in Appendix B, to verify that the solution of the normal form approximation persists after the higher-order term is added. For this general proposition, we have Remark 3.2. Proposition B.2 gathers several "somewhat standard" results of persistence for planar reversible systems. For self-containment of this paper, we give in this proposition a unified proof of these results. Two proofs are possible: a first, geometric, proof is based on the transverse intersection between the symmetry subspace and the stable manifold and we give in Appendix B a second, analytical, proof, which describes more precisely the solutions of the perturbed system. This part is devoted to the proof of Proposition 3.3. Let V (·, µ) be as in Proposition 3.1 admitting a 0 2(+,+) resonance, if (H4) and (H5) hold. Then there is a reversible homoclinic connection to 0 when A 1 µ > 0 (see Fig. 3 ).
Proof. We divide the proof into 3 steps.
Step 1. Center Manifold Theorem and Normal Form Theorem. The Center Manifold Theorem ensures that (3.2) can be reduced to
Then by the Normal Form Theorem in [4] , at any order k, which is a positive integer, we can perform a polynomial change of coordinates
for allỸ , µ and t. It follows from (3.9) and (3.10) that
where ψ is a polynomial satisfying ψ(0, µ) = ∂ψ ∂α (0, 0) = 0 for all µ. For k = 2,Ñ 2 reads
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Following the same method as for computing
∂ᾱ∂µ (0, 0) = A 1 in Proposition 3.1, one can check that a 11 = A 1 and a 20 = A 2 ; hence Hypotheses (H4) and (H5) ensure that a 11 = 0 and a 20 = 0. Moreover the first componentRα(Ỹ , µ) of the remainderR 2 (Ỹ , µ) can always be chosen equal to 0. This can be done by a change of coordinates of the typeβ =β +Rα(Ỹ , µ), and thus the remainder reads
Step 2. Scaling and truncated system. The truncated system
admits when a 11 µ > 0 a homoclinic connectionh which depends on µ. To study the persistence ofh, we wishh not to depend on µ. For that purpose, we perform a scaling in space and time. Setα
where ξ 2 = a 11 µ. Then (3.8) becomes is integrable, and the first integral is
Solving (3.12) and observing that β = dα dt , the truncated system admits near the origin a homoclinic connection to 0 which is explicitly given by
Moreover this solution is reversible with respect to
Step 3. Persistence for the full system of the previously found homoclinic connection. The persistence for the full system (3.11) of the previously found homoclinic connection follows directly from Proposition B.2 (see Appendix B).
Homoclinic and heteroclinic connections for the 0
2(+,−) resonance. For this case, the main difference with the 0 2(+,+) resonance is that we deal now with a cubic normal form instead of a quadratic one, which induces the existence of two homoclinic connections to 0 and two heteroclinic connections. Proceeding with the same method as in Proposition 3.3, we prove the following Proposition 3.4. Let V (·, µ) be as in Proposition 3.1 admitting a 0 2(+,−) resonance. If (H4) and (H6) hold, then there are two homoclinic connections to 0 which are reversible with respect to S 1 when A 1 µ > 0, A 3 < 0 and two heteroclinic connections which are reversible with respect to S 2 when A 1 µ < 0, A 3 > 0 (see Fig. 3 ).
Proof. By the Center Manifold Theorem we get the reduced system (3.7). The subsequent proof is divided into 3 steps.
Step 1. Polynomial change of coordinates. The Normal Form Theorem ensures that (3.7) is equivalent to
and a 01 = A 1 = 0, a 10 = A 3 = 0. The dynamics of the normal form system depends on the sign of A 1 µ and of A 3 . Homoclinic or heteroclinic connections occur for A 1 µ > 0, A 3 < 0 or for A 1 µ < 0, A 3 > 0. So the following two steps are devoted to the study of these two cases.
Step 2. Homoclinic connections for A 1 µ > 0, A 3 < 0. Performing the scaling
where ξ 2 = a 01 µ, then (3.13) becomes
where admits a first integral which reads β 2 = α 2 − α 4 + H. Using this first integral we get that the truncated system admits near the origin two homoclinic solutions to 0, denoted by
±h 1 (t ) and explicitly given by
Moreover the solution is reversible with respect to S 1 0 and antireversible with respect to
Finally again Proposition B.2 ensures the persistence of these two homoclinic connections to 0 for the full system.
Step 3. Heteroclinic connections for A 1 µ < 0, A 3 > 0.
Step 3.1. Scaling and truncated system. Performing the scaling
where 2ν 2 = −a 01 µ, then (3.13) becomes
and R(Y, ν) is smooth satisfying R(0, ν) = 0. The truncated system admits a first integral which reads β 2 = −2α 2 + α 4 + H. Solving this first integral, we get that the truncated system admits near the origin two heteroclinic solutions ±h 2 (t ) connecting X ± ≡ (±1, 0), which are explicitly given by
Moreover the solution is reversible with respect to S 2 0 and antireversible with respect to
Step 3.2. Persistence of heteroclinic connections. Our aim is to use Proposition B.2 to prove the persistence of the two heteroclinic orbits. For that purpose, we need to make a last change of coordinates in the full system so that the fixed points do not move with the bifurcation parameter.
The fixed points of
are given by To use Proposition B.2 to prove the persistence of the heteroclinic connections, we perform a last scaling,
Then (3.14) becomes
we get thatR is a smooth function of (Z, ν). Moreover, one haŝ
Now Proposition B.2 ensures the persistence of the heteroclinic orbits for the full system.
2(−,−) resonance. We devote this part to the proof of where
with a = A 1 , c = C, b = B and
where f 01 , g 02 are two constants.
Step 2. Heteroclinic connections for A 1 µ < 0, A 5 < 0.
Step 2.1. Scaling and truncated system. Set where
Then (3.15) is equivalent to
where 
Step 2.2. Persistence of heteroclinic connections. One can compute the linearizationL + of N (Z) at the fixed point (α + , 0), admitting two eigenvalues of opposite sign which read λ ± = 1 2 (3α + ± 8 + 9α 2 + ). Moreover, in a manner similar to Step 3.2 of Proposition 3.4, we can use the Implicit Function Theorem and perform a last change of coordinates such that the remainder R(Z, ν) admits the same fixed points as N (Z) for all ν, i.e. R(α ± , 0, ν) = 0. Then the persistence of the heteroclinic connections found in Step 2.1 is an immediate consequence of Proposition B.2.
Step 3. Heteroclinic or homoclinic connections for A 1 µ > 0, A 5 > 0. In this step, depending on different signs of A 4 , we study the heteroclinic or homoclinic connections of (3.15).
Step 3.1. Scaling and truncated system. For this case, we perform the scaling which readsα
with
where R(Y, ξ) is smooth and satisfies R(0, ξ) = 0. As in Step 2, (3.18) is equivalent to
with R(Z, ξ) smooth satisfying R(0, ξ) = 0. The truncated system of (3.19) admits three fixed points (0, 0),
, 0) when c 2 − b > 0 and a first integral which reads
Step 3.2. Heteroclinic connections for A 4 > 0.
Step 3.2.1. Heteroclinic connections of truncated system. First, for this case, the first integral in Step 3.1 gives two particular solutions of the form u = m ± + n ± v, We still denote, in the (α,α)-plane, by h ± ≡ (α h ± ,α h ± ) the two parabolas on which the two previously obtained heteroclinic connections h ± (t ) lie; see Fig. 5 . Moreover, the graph ofα = 0 is also a parabola drawn with a dashed line in the picture. Above the dashed lineα > 0 holds and below the dashed lineα < 0 holds. Moreover, we denote by the capital letters B, C, D, E different domains for later use. Now suppose h(t ) = (α h (t ),α h (t )) is a solution with the initial value h(t 0 ) lying on A ≡ {α = 0, α > 0,α > 0}. Since the velocity of h(t ) on A is (α h (t 0 ),α h (t 0 )) = (α h (t 0 ), 0) withα h (t 0 ) > 0, when t 0 − δ < t < t 0 , δ > 0 sufficiently small, h(t ) ∈ B ≡ {α > 0, 0 <α <α h − ,α > 0}, the right part of the domain between the curve h − andα = 0. Moreover sinceα > 0,α > 0 in B, both α h (t ) andα h (t ) decrease with reverse time t < t 0 . When t < t 0 − δ, h(t ) cannot cross the curve h − by the uniqueness of the solution and it cannot cross the curveα = 0, since the velocity on the curveα = 0 is in the opposite direction. Moreover, h(t ) cannot go to a fixed point (α 0 ,α 0 ) ∈ B with finite time since in this case h(t ) can still be extended; thus h(t ) stays in B for all t < t 0 and goes to the fixed point (α + , 0) as t → −∞. Similarly, when t > t 0 , h(t ) ∈ C ≡ {α > 0,α > 0,α < 0}, and in C, α h (t ) increases whileα h (t ) decreases as time goes forward. Since dα dα =α α , we have
Moreover, one has
This implies α , will be different. Thus h(t ) has no other choice but to cross theα-axis, say at (0,α 0 ), at a finite time. Without loss of generality, we can assume h(0) = (0,α 0 ); thus Sh(0) = h(0). Since Sh(−t ) is also a solution, one has Sh(−t ) = h(t ) for all t; thus one can finish the orbit of h(t ) for all t , which is symmetric with respect to theα-axis. Now we conclude that h(t ) is a heteroclinic connection connecting the two nonzero fixed points. It is shown in Fig. 6 . In the same way, we can get many other heteroclinic connections with the same behavior as h(t ).
We claim that there are still two more heteroclinic connections connecting 0 and respectively the two nonzero fixed points. In fact, supposeh(t ) = (α,α) is a solution with initial valueh(0) ∈ E ≡ {α > 0,α < 0,α > 0} near 0 lying on the stable manifold of 0,
0 by the stable manifold theorem. When t ≤ 0, observing the sign ofα andα in E, one has that, with reverse time, α increases whileα decreases in E. Thus as time decreases,h(t ) must finally cross the curveα = 0. Since the velocity of the orbit on the curve F ≡ {α > 0,α < 0,α = 0}, which is part of the boundary of E, is (α, 0) withα < 0,h(t ) cannot cross the curvë α = 0 a second time. Moreover,h(t ) cannot intersect h − (t ). Thush(t ) has to tend to the fixed point (α + , 0) as t → −∞. Henceh(t ) is a heteroclinic connection connecting 0 and (α + , 0). In a similar way, one can get the other heteroclinic connection connecting 0 and (α − , 0). All the heteroclinic connections found in this step are shown in Fig. 6 . Step 3.
Persistence of heteroclinic connections. (a) Persistence of h ± (t ).
For this case, to prove the persistence of h ± (t ) found in the former step, Proposition B.2 cannot be used directly since both λ + and λ − are positive. The main problem is that we cannot determine, as t → ±∞, on the one hand, the speed of the second solution, q, of the homogeneous equation
Step 2 of the proof of (c) of Proposition B.2, and on the other hand, the speeds of the dual basis (p * , q * ) of (p, q) in Step 3 of the proof of (c) of Proposition B.2, because the signs of the eigenvalues are used when determining their speeds as t → ±∞. However, since the two heteroclinic connections h ± (t ) are explicitly known, the equation dv dt = DN (h)v can be solved explicitly, and hence we can get the speeds of the basis of its solution (p, q) and of the dual basis (p * , q * ). We only prove the persistence of h + (t ), since the persistence of h − (t ) can be proved in a similar way. First, the same as in Step 2.2 of this proposition, one can perform a linear change of coordinates such that R(α ± , 0, ν) = 0 for all ν. We denote the solution of dZ dτ = N (Z) by h + (τ ), which equals h + (t ) if t is changed to τ . Then the first solution of
Since we already know a solution p, we can compute the other one. Denote by q(τ ) ≡ (α q (τ ), β q (τ )) the second solution of (3.20) which satisfies q(0) = (0, 1). To compute q, it suffices to observe that T r (DN )(h + ) = 3α − tanh √ −m + n + τ ; thus the Wronskian, W (τ ), of the solution matrix reads
that is,
Considering q(0) = (0, 1), this equation can be explicitly solved, with
and Sq(−τ ) = q(τ ). For τ ≥ 0, one has |q| ≤ Ce
Step 4-Step 6 of the proof of (c) of Proposition B.2 will imply the persistence of the heteroclinic solutions.
(b) Persistence of h(t ). In this part, we prove geometrically the persistence of h(t ) for the full system. This method can also be used to prove the persistence of all the homoclinic, or heteroclinic connections we have proved before.
First the Implicit Function Theorem ensures that the full system has two nonzero fixed points which read α * ± ≡ (1 + α * (ξ))α ± , 0 with |α * (ξ)| ≤ Mξ and M is a positive constant. Let B r (α * − ) be a ball of radius r centered at α * − , where r = 2Mξ. Then there is a t 0 such that h(t 0 ) ∈ B r (α * − ). Suppose H(t , ξ) is a solution of the full system satisfying
Since the solution of the full system depends on the time, initial value and parameter, we denote by φ(t , Y t 0 , ξ) the solution of the full system satisfying φ(t 0 , Y t 0 , ξ) = Y t 0 . Then φ as a function from R 3 to R is continuous. Moreover, one has h(t ) = φ(t , h(t 0 ), 0) and H(t , ξ) = φ(t , H(t 0 ), ξ). Next we choose t + such that φ(t + , h(t 0 ), 0) lies on the right-hand side of theα-axis. Then there is an ε 0 , such that B ε 0 (φ(t + , h(t 0 ), 0)) does not intersect theα-axis. By the continuity of φ(t , Y t 0 , ξ) in ξ and Y t 0 , one has that φ(t + , H(t 0 ), ξ) lies in the ball B ε 0 (φ(t + , h(t 0 ), 0)) when ξ is sufficiently small. This means that φ(t , H(t 0 ), ξ) crosses theα-axis at a finite time, t − . Once it crosses theα-axis, one can get the full orbit by symmetry. Thus we have proved the persistence of h(t ) for the full system.
Step 3.3. Homoclinic connection for A 4 < 0.
Step 3.3.1. Solution of first integral. For this case, we no longer have particular solutions of the form u = m ± + n ± v. However, setting y = u, s = v − Step 3.3.2. Study of the phase portraits. This subsection is devoted to the study of the phase portraits of the truncated system for this case in the (α,α)-plane. By using the stable and unstable manifold theorems and analyzing the signs ofα andα ≡ dα dt , we will finally get a homoclinic connection to 0.
Stable manifold of 0 and heteroclinic orbits. First the linearization of the above vector field at the origin L 0 has two simple eigenvalues 1 and −1. The linearization L + at (α + , 0) has a pair of conjugate complex eigenvalues λ ± = 1 2 (3α + ± i 8 − 9α 2 + ). Moreover, both the stable and unstable manifolds near 0, denoted respectively by W s (0) and W u (0), are of dimension one. As in Step 3.2 the graph ofα = 0 is still drawn with a dashed line in Figures 7 and 8 .
Suppose h(t ) = (α,α) T is a solution with initial value h(0) lying on W s (0) and
0 by the stable manifold theorem. Then according to the respective signs ofα andα and considering that the eigenvalues of L + are complex, the orbit of h(t ) crosses, with reverse time, the curveα = 0, the α-axis, then again the curveα = 0, and finally comes to the domain A ≡ {(α,α) | α > 0,α > 0,α > 0}. Next there are three possibilities: either h(t ) goes to 0 or crosses theα-axis or crosses the α-axis. But the first two possibilities, denoted respectively by case 1 and case 2, cannot happen. Now suppose case 1 happens. Then if we denote by K the compact inside of the curve h(t ), we have ∂ K = {h(t ), t ∈ R} ∪ {0}. For all t ∈ R, N (h(t )) equals dh dt , which is the tangent vector of the curve h(t ). Hence the inner product of N and n is 0, where n is the outward unit normal vector of ∂K at h(t ). Thus the Green Riemann formula implies K div N = ∂K N , n = 0. On the other hand, N is explicitly known; thus K div N = K 3α holds. Since α > 0 onK except at the origin, we have K div N > 0, which is a contradiction. Thus case 1 cannot happen.
Next suppose case 2 happens. Then on the one hand, the graph of the solution denoted byh(t ) starting on W u (0) with α(0) > 0 cannot intersect the graph of h(t ). On the other hand, by the sign of α andα,h(t ) can neither cross theα-axis nor accumulate on h(t ). Moreover, it cannot go to (α + , 0) since (α + , 0) is repulsive and cannot go to 0 since W s (0) is of dimension one and there is already a solution, h(t ), on W s (0). Thus by the Poincaré-Bendixon Theorem, the only possibility forh(t ) is to go at +∞ to a periodic orbit, P. However, using the Green Riemann formula as before, such a periodic orbit does not exist. Thus case 2 cannot happen.
Hence only the third possibility can happen. Once more since no periodic orbit exists in the half-plane α > 0, by the Poincaré-Bendixon Theorem, the only possibility for h(t ) is to go to (α + , 0) at −∞. Thus h(t ) is a heteroclinic orbit connecting 0 and (α + , 0). By reversibility, one can get another heteroclinic orbit connecting 0 and (α − , 0). These two heteroclinic orbits are shown in Fig. 7 . 
Periodic orbits.
A similar analysis ensures that outside the homoclinic connection to 0, the solutions are periodic. The phase portraits corresponding to this case are shown in Fig. 8 . Step 3.3.3. Persistence of the homoclinic connection. Again the persistence of this homoclinic connection after the higher-order term is added follows directly from Proposition B.2.
Considering the above four propositions, we have proved Theorem 2.2. Proof. Since V (u, µ) admits a 0 2 iω resonance at the origin, for any symmetry S which anticommutes with the vector field V (u, µ), there exists an invertible linear change P : discussion onS 0,ω and perform the second linear change of coordinates to make the forms of bothS 1 0 andS 2 0 as simple as possible. Assume
.
with θ 1 = arg β 1 yields
and |b| = 1. Thus after the above two linear changes of coordinates, we havē In this subsection, we discuss the vector field admitting a 0 2(+,+) iω resonance. We will find that the properties of the solutions are determined by the actions of S 1 and S 2 on E 0,ω . A homoclinic connection to 0 exists only when S 1 and S 2 act on E 0,ω differently. A proof of this proposition can be found in [8] . We devote the next part to the proof for b = 1. Proof. By virtue of Proposition 4.1, the initial full system is equivalent to 
,VĒ =V |Ē, andSĒ =S|Ē, the full system (4.2) for the solution lying onĒ can be reduced to We devote this subsection to the discussion of vector fields admitting a 0 2(+,−) iω resonance. We will show that homoclinic connections to 0 and heteroclinic connections exist when S 1 and S 2 do not act on E 0,ω similarly or oppositely; otherwise, generically no homoclinic connection or heteroclinic connection exists. Proof. This can be proved by proceeding in a similar way as in the proof of Proposition 4.3 except that in this case, observing that the vector fieldV commutes withT 2 , we reduce the full system to the linear subspaceẼ ≡ {v ∈ R 4+2n :T 2 v = v}, and the reduced vector fieldV |Ẽ admits a 0 2(+,−) resonance. Next we consider b = ±1. We find that homoclinic connections and heteroclinic connections exist for the normal form system; however, they generically do not persist under reversible perturbations. 
The proof is performed in 4 steps. whereỸ ≡ (α,β,z,z) T , the normal form reads
with a 001 = A 1 , a 100 = A 3 and the remainder reads
Step 2. Scaling. There are two kinds of dynamics which depend on the sign of A 1 and A 3 . Since these two kinds of dynamics can be studied in a similar way, we deal with them simultaneously. When A 1 µ > 0, A 3 < 0, for the componentsα,β and the timet, performing a scaling as in Step 2 of Proposition 3.4 and changingz into ξz , we obtain a rescaled full system equivalent to (4.3), which reads So next we need to prove the persistence of a homoclinic connection to 0 with normal form (4.4) (resp. of a heteroclinic connection with normal form (4.5)) when higher-order terms are added.
Step 3. Nonpersistence of a homoclinic connection to 0 for the full system. We take a toy model for simplicity to illustrate the nonpersistence of a homoclinic connection to 0 and we refer to Lombardi [8] for the detailed proof in this case.
Since the reversibility of R with respect to S 1 0 implies R z (α, 0, 0, 0, ξ) ∈ iR, we take the following toy model by perturbing the normal form We can check that this stable manifold does not connect (0, 0, 0) at +∞ to (0, 0, 0) at −∞, but it connects (0, 0, 0) at +∞ to a periodic orbit of size k(ξ) at −∞ , which reads as ξ → 0.
Thus k(ξ) does not vanish and a homoclinic connection to 0 does not exist.
Step 4. Nonpersistence of a heteroclinic connection for the full system. In the same way, for b = 1, we take a toy model which reads . Then since q(t) and Sq(−t) are two solutions which coincide at t = 0, we have Sq(−t) = q(t) for all t ∈ R. Moreover, observing that for t ≥ 0,
where C is a positive constant, one has for t ≥ 0, 
