We consider ψ-mixing dynamical systems (X , T, B X , µ) and we find conditions on families of sets {U n ⊂ X : n ∈ N} so that µ(U n )τ n tends in law to an exponential random variable, where τ n is the entry time to U n .
Introduction
We develop further results about higher order entry times. That is the rate at which points enter to small sets. Consider a measure preserving dynamical system (X , B X , µ, T ) where µ is a finite, invariant and ergodic measure together with a sequence of Borel sets {U n } = {U n } n∈N with U n ⊂ X , µ(U n ) > 0 and for which the sequence {U n } shrinks to a point. Under an appropriate mixing assumption, one can generally show that for τ n (x) = τ Un (x) := inf{k ≥ 1 : T k (x) ∈ U n }, the sequence of random variables X n := µ(U n )τ n , called (rescaled) entry time or first hitting time, converges in law to an exponential random variable. The first paper related to this result is [14] for continued fractions. More recently such convergence results have been obtained for examples in which U n are balls or cylinders shrinking to a point: for continuous time Markov chains see [4, 5] , for expanding maps of the interval see [11] [12] [13] , for general φ-mixing processes (consequently also for ψ-mixing processes) see [16] , for α-mixing processes see [1, 3] , for Axiom A diffeomorphisms see [20, 21] , for Gibbs measures on shift spaces see [23] , for unimodal maps see [7] , for partially hyperbolic systems see [8, 15] . Some extensions of the classic Poisson limit theorem can be found in [24] and further related reviews in [2, 10, 17] . It is not clear however that the limit distribution of the sequence of random variables X n is still valid if we remove the condition that {U n } are shrinking to a single point.
In this paper we consider the problem of finding conditions on the pair ({U n }, µ) so that X n converges in law to an exponential random variable when µ(U n ) → 0 as n → ∞, but the sequence {U n } does not necessarily shrink to a single point (or finitely many points). The conditions we impose on U n and µ are similar to the used in [9, 18, 19] . In many cases these conditions are easy to verify, this allows us to find new systems satisfying exponential limit distribution.
In our main theorem we obtain the convergence of X n to an exponential random variable for general families of sets {U n } under some conditions that depend on the return time to U n defined by
Indeed, let (X , σ) be a topologically mixing subshift of finite type with
We consider the pair ({U n }, µ), where U n ⊂ X is in the sigma-algebra generated by n−1 −n {1, . . . , a} and µ = µ Parry is the probability measure of maximum entropy or Parry measure.
Theorem 1.1 (Main Theorem).
The sequence of random variables X n converges in law to an exponential random variable if
ii. the return times are given by
iii. there exists a sequence {V n } with nµ(V n ) → 0 as n → ∞, where V n ⊃ U n is a set in the sigma-algebra generated by
An application of our method is to the study of Gibbs measures and sets which do not necessarily shrink to single points. Indeed, suppose that we have two subshifts of finite type X and Y ⊂ X , and the family of sets {U n }, U n ⊂ X satisfies ∩ ∞ n=1 U n = {xy : y ∈ Y}, where x is a forbidden sequence in Y. We prove that for µ a Gibbs measure of Hölder potential, and under suitable conditions, that depend on µ and the topological entropy of (X , σ) and (Y, σ), the sequence X n converges in law to an exponential random variable. This is closely related to the results in [9] but our proofs are motivated by [11] . Recently, a necessary and sufficient condition for X n to converge in law to an exponential random variable when µ is an ergodic probability measure is established in Theorem 1 in [25] , however, to check this condition requires not straightforward estimations.
Background
We will formally introduce the definition of subshift of finite type. Let A denote an irreducible and aperiodic a × a matrix of zeros and ones (a ≥ 2), i.e. there exists d ∈ N for which A d > 0 (all coordinates of A d are strictly positive). We call the matrix A transition matrix. We define the subshift of finite type X = X A ⊂ {1, . . . , a}
On X , the shift σ : X → X is defined by σ(x) n = x n+1 for all n ∈ Z. For x ∈ X and n, m ∈ Z, m > n we define the cylinder 
Since constant functions all have Lipschitz semi-norm equal to zero, one needs to define the norm on the space of Lipschitz functions by 
On the space of invariant probability measures M σ there exists one and only one measure µ (see [22] ) such that
The measure µ ∈ M σ that achieves the supremum in (1) Suppose that we have a subshift of finite type (X , σ) and an invariant probability measure µ on B X . We will need the following mixing condition on the measure µ. Definition 2.2. The measure preserving dynamical system (X , B X , µ, σ) is ψ-mixing if for U in the σ-algebra generated by {1, . . . , a} n and V in the σ-algebra generated by {1, . . . , a}
Let us recall some basic definitions on probability theory that we will use. Definition 2.3. Let (Ω, F, P) be a probability space, i.e. Ω is a set, F a sigmaalgebra on Ω and P is a probability measure on (Ω, F). The expectation with respect to P of a measurable function f : Ω → R is defined by
Definition 2.4.
A random variable X : Ω → R on a probability space (Ω, F, P) is said to be an exponential random variable with parameter λ if it has cumulative distribution
Definition 2.5.
A sequence of random variables {X n } on a probability space (Ω, F, P) is said to converge in law to an exponential random variable of parameter 1 if for every t ∈ R, its cumulative distribution converges to the cumulative distribution F X (t), of an exponential random variable X of parameter λ = 1. In other words,
We introduce the definition of some particular dynamical systems together with a sequence of sets whose measure converges to zero and a sequence of random variables built from the entry times to these sets.
Definition 2.6 (M -systems). We define a M -system as any system
where i. the system (X , B X , µ, T ) is a measure preserving dynamical system and µ is an ergodic probability measure;
ii. the sequence {U n } is a sequence of Borel sets
A particularly useful M -system for us is the case that the measure is ψ-mixing.
Definition 2.7 (M a -systems).
We define a M a -system as any M -system
where (X , σ) is a topologically mixing subshift of finite type with X ⊂ {1, . . . , a} Z for some integer a > 1 and the measure preserving dynamical system (X , B X , µ, σ) is ψ-mixing where the sequence {ψ } ∈N is bounded.
We investigate the convergence in law of X n in a M a -system. A useful trick that we learned from [11] is to consider
that is equivalent to (2).
Intermediate results and examples
We present an important proposition, indeed a few improvements of it will prove Theorem 1.1.
where U n is in the sigma algebra generated by
and
Then the sequence of random variables X n converges in law to an exponential random variable of parameter 1.
Notice that the condition η n = n is equivalent to η n ≥ n, because of the definition of the sequence of sets {U n }. As an application of the proposition we can give the following example, where A B denotes the disjoint union of the sets A and B.
Example 3.2. Suppose that X = {0, 1, 2}
Z and
Let µ be a Bernoulli probability measure on X defined by a probability vector (4), (5) are satisfied, therefore Proposition 3.1 applies.
Another application is to Gibbs measures.
Definition 3.3 (Gibbs measures)
. Given a subshift of finite type X , we say that a probability measure µ on B X is a Gibbs measure (or an equilibrium state) of Hölder potential φ : X → R if there is c 1 , c 2 > 0 and P ≥ 0 such that
for every x ∈ X and m ≥ 0, where
Remark 3.4. Gibbs measures of Hölder potential are ψ-mixing, see [6] .
Before giving an example in the case of Gibbs measures let us mention that Proposition 3.1 gives a condition that depends on the pressure. 
for some constants c > 0. In particular, we deduce that the hypothesis nm n exp (−P n + S σ n φ ) → 0 as n → ∞ is enough in order to satisfy the hypothesis (5 We extend Proposition 3.1 in order to allow short return times. In this case we do need to care about considering shrinking sets, unlike in previous construction. Definition 3.7. We say that a sequence of sets {U n } is a sequence of shrinking sets if U n ⊃ U n+1 for every n ∈ N.
We can now state our first corollary. 
Corollary 3.8 (First corollary). Suppose that
then the sequence of random variables X n converges in law to an exponential random variable of parameter 1.
Example 3.9. Let us choose x ∈ X and consider 
Example 3.11. Suppose that (X , σ) is the full shift in two symbols, i.e. its transition matrix A is a two by two matrix with 1 in each coordinate, and suppose that µ is the uniform probability measure, i.e. µ([x]
n ) = 2 −n for every x ∈ X and n ∈ N. Then X : = µ(U n )τ n converges in law to an exponential random variable of parameter 1 for any sequence of sets {U n } such that η n = log 2 (n)+k n , where {k n } ⊂ N is a divergent sequence.
Proofs
We have separated the proofs of our results into three subsections. In the first we introduce the notation that will be used along the section and we prove Proposition 3.1. In the second we prove Corollary 3.8. Finally, in the third we combine what we did in the first two subsections in order to prove Theorem 1.1.
Main proposition
The goal of this subsection is to prove Proposition 3.1. In what follows we suppose that (X , σ, µ) is a subshift of finite type where µ is a probability measure on B X and that we have a sequence {U n } of Borel sets U n ⊂ X such that µ(U n ) → 0. Instead of (2) we consider the equivalent condition (3). We prove the assertion (3) in several steps. The first is to replace (3) by a limit involving the sum of N terms. Lemma 4.1. For n ∈ N, n = µ(U n ) and N = [t/ n ] with t > 0 we have that
The proof of Lemma 4.1 consists in noticing that most of the term in the sum of the right hand side of the equation (8) For what follows we require additionally that µ is an invariant probability measure on B X . For p, q ∈ N 0 we use the notation µ{τ p > q} instead of µ{x ∈ X : τ p (x) > q} and for every n ∈ N we define n := µ(U n ) and N := [t/ n ], where t > 0.
q=n p q (n). To obtain (3) we will show with the help of a few lemmas that
The second step of our proof is to bound the term S 1 (N ). We have the following lemma.
Lemma 4.2. For all n ∈ N, we have that
The proof is a direct consequence of a useful identity in the next lemma that requires the measure µ to be invariant. We denote by E the expectation with respect to µ. Lemma 4.3. For all n ∈ N, we have that for all q ∈ {0, . . . , N − 1}
Proof. The result is direct from the definitions of the sets {τ n > q +1} and {τ n > q}.
Indeed, we can write the following identities:
Therefore we have
and this is enough to conclude the proof, because
In the third step, and most difficult one we bound S 2 (N ). This step requires additionally that µ is ψ-mixing. Or equivalently, that (X , B X , µ, σ, {U n }, {X n }) is a M a -system. In order to obtain an upper bound for S 2 (N ) we will state a lemma with some intermediate bounds. 
and for q ∈ {2n + 1, . . . , N − 1} we have
Proof. Inequality (10) requires the ψ-mixing condition and inequality (11) is a consequence of (10).
Proof of (10) We can use the ψ-mixing condition to conclude that
Proof of (11) Let n, k ∈ N and q ∈ {2n + 1, . . . , N − 1}. We have
where we have used (10) in the last inequality.
Proof of (12) Let n, k ∈ N and q ∈ {2n + 1, . . . , N − 1}. We have
Proof of (13) Let n, k ∈ N and q ∈ {2n + 1, . . . , N − 1}. We have
because of the condition of ψ-mixing.
We can now bound S 2 (N ).
Lemma 4.5. For all n ∈ N, we have that
From (9) we have that
for every q ∈ {n, . . . , N − 1}. For a fixed q we bound p q (n) by the sum of two terms:
Notice that we have used (4) to obtain that
Our goal now is to bound S 21 (N, q) and S 22 (N, q). For the first term we have the simple inequality S 21 (N, q) ≤ n 2 n , because
To bound S 22 (N, q) we use Lemma 4.4. Suppose that q > 2n, then Figure 1 : Proof of the inequality (14) .
We have that
n by (12) and
n by (11) . In the case n ≤ q ≤ 2n we can use that
≤ n (n(t + 1) + (n + 1)) + (t + 1)ψ n + 2(t + 1)n n + N 
First corollary
The proof of the corollary is very similar to the one of Proposition 3.1, but we need to modify some details. To complete the proof we require the following lemma, where n ∈ N and q > n.
and if η n < n then
Proof. The case η n = n is trivial, so suppose that η n < n. It is clear that
In Figure 1 we have chosen i ∈ {η n , . . . , n − 1} and we represent the set
. . , x mn ∈ X , m n ∈ N and the set σ i U n . We have also draw a representation of the set U [i /2] . We can see that the action of the shift moved the rectangle at the bottom to the left, the result is the rectangle that we draw at the top. It is clear that
From the ψ-mixing condition of the measure µ we obtain that
and therefore
The proof of Corollary 3.8 comes from the observation that for q ∈ {n, . . . , N −1} we have
We can use Lemma 4.6 to bound S extra (N, q) and the proof of Corollary 3.8 follows directly from the proof of Proposition 3.1.
Theorem 1.1
We can use the same notation and definitions used in the previous proofs and write
where
Notice that the case i. is exactly the condition required in Corollary 3.8. Therefore, we only need to prove the theorem in the cases ii. and iii. The unique difference in these cases and the one of First corollary is that we need to find a new bound for E (1 Un · 1 Un • σ i ) when i ∈ {η n , . . . , 2n}.
Lemma 4.7. If (X , B X , µ, σ, {U n }, {X n }) is a M a -system where U n is in the sigma algebra generated by n−1 −n {1, . . . , a} for every n ≥ 1. Then, for every n ≥ 1
Proof. Let us fix n ∈ N. We have two cases: η n = n + k + with k + ≥ 1 or η n < n + 1. Suppose first that η n = n + k + with k + ≥ 1 and that i ∈ {η n , . . . , 2n}, then
Therefore
In Figure 2 we represented the sets U n ∩ σ −i U n and U k ∩ σ −i U n . The light grey rectangle at the top represents the set U n and the one at the bottom the set σ −i U n . The darker grey rectangle represents the set U k ⊃ U n . The "gap" between the coordinates fixed by the sets U k and σ −i U n allows to use the ψ-mixing condition of the measure µ to conclude inequality (15) .
Suppose now that η n < n+1 and that V n has coordinates fixed only in {−n, . . . , −n+ η n /2 } (the case that V n has coordinates fixed only in {n − η n /2 , . . . , n − 1} is similar), then
The gap η n /2 between the coordinates fixed by the sets V n and σ −i U n allows to use the ψ-mixing condition of the measure µ to conclude inequality (16) . 
