We study the transmission of a set of correlated sources (U1, . . . , UK ) over a Gaussian multiple access relay channel with time asynchronism between the encoders. We assume that the maximum possible offset dmax(n) between the transmitters grows without bound as the block length n → ∞, while the relative ratio dmax(n)/n of the maximum possible offset to the block length asymptotically vanishes. For such a joint source-channel coding problem and under specific gain conditions, we derive necessary and sufficient conditions for reliable communications and show that separate source and channel coding achieves optimal performance. In particular, we first derive a general outer bound on the source entropy content for all channel gains as our main result. Then, using Slepian-Wolf source coding combined with the channel coding scheme on top of block Markov coding, we show that the thus achieved inner bound matches the outer bound. As a corollary, we also address the problem of sending a pair of correlated sources over a two-user interference channel in the same context.
area of research (see e.g., [4] ). Thus, fundamental limits of communication in the presence of time asynchronism should be explicitly addressed as a tool to better understand and tackle real-world challenges in the context of multiuser information theory.
The problem of finding the capacity region of multiuser channels with no time synchronization between the encoders is considered in [2] , [3] , and [5] for the specific case of multiple access channels (MAC). In [6] , a frame asynchronous MAC with memory is studied and it is shown that the capacity region can be drastically reduced in the presence of frame asynchronism. In [7] , an asynchronous MAC is also considered, but with symbol asynchronism. All of these works constrain themselves to the study of channel coding only and disregard the source-channel communication of correlated sources over asynchronous channels. In this paper, we are interested in the problem of joint source-channel coding (JSCC) of a set of correlated sources over time-asynchronous multiuser channels which can include relaying as well. In particular, we focus on the analysis of JSCC for a MAC in the presence of a relay, also known as the multiple access relay channel (MARC).
The problem of JSCC for multiuser networks is open in general. However, numerous results have been published on different aspects of the problem for specific channels and under specific assumptions such as phase or time asynchronism between the nodes. In [8] , a sufficient condition for lossless communication of correlated sources over a discrete memoryless MAC is given. Although not always optimal, as shown in [9] , the achievable scheme of [8] outperforms separate source-channel coding. In [10] , however, the authors show that under phase fading, separation is optimal for the important case of a Gaussian MAC. Also, [11] and [12] show the optimality of separate source-channel coding for several Gaussian networks with phase uncertainty among the nodes. Other authors have derived JSCC coding results for the broadcast channel [13] , [14] , the interference relay channel [15] , and other multiuser channels [16] . Furthermore, for lossy source-channel coding, a separation approach is shown in [17] to be optimal or approximately optimal for certain classes of sources and networks. More closely related are the works of [18] and [19] that consider the transmission of correlated sources over discrete memoryless MARCs with correlated side information at both the relay and destination. However, [18] and [19] only consider MARCs with two users while their focus is mainly on achievable JSCC strategies and there is no notion of asynchronism or uncertainty in the model. 0018 -9448 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
In [1] , we have considered a two user time asynchronous Gaussian MAC with a pair of correlated sources. There, we have derived necessary and sufficient conditions for reliable communication and consequently derived a separation theorem for the problem. This paper extends the work of [1] to a more general setup with K nodes and a relay. The recent work of [20] considers the point-to-point statedependent and cognitive MACs with time asynchronous side information.
With respect to time asynchronism, in [2] , the authors have considered the capacity of a MAC with no common time base between encoders. There, the encoders transmit with an unknown offset with respect to each other, and the offset is bounded by a maximum value d max (n) that is a function of coding block length n. Using a time-sharing argument, it is shown that the region describing both sufficient and necessary conditions for reliable communication is the same as the capacity of the ordinary MAC as long as d max (n)/n → 0. On the other hand, [3] considers a totally asynchronous MAC in which the coding blocks of different users can potentially have no overlap at all, and thus potentially have several block lengths of shifts between themselves (denoted by random variables Δ i ). Moreover, the encoders have different clocks that are referenced with respect to a standard clock, and the offsets between the start of code blocks for the standard clock and the clock at transmitter i are denoted by random variables D i . For such a scenario, in [3] , it is shown that the capacity region differs from that of the synchronous MAC only by the lack of the convex hull operation. In [21] , Poltyrev also considers a model with arbitrary delays, known to the receiver (as opposed to [3] ).
In this paper, we study the communication of K correlated sources over a K-user Gaussian time-asynchronous MARC (TA-MARC) where the encoders cannot synchronize the starting times of their codewords. Rather, they transmit with unknown time delays d 1 , d 2 , · · · , d K+1 ≥ 0 with respect to a time reference, where the index K + 1 indicates the relay transmitter. The time shifts are also bounded by d ≤ d max (n), = 1, · · · , K + 1, where n is the codeword block length. Moreover, we assume that the offsets d 1 , d 2 , · · · , d K+1 are unknown to the transmitters as a practical assumption since they are not controlled by the transmitters. Moreover, only the maximal offset d max (n) is assumed to be known at the transmitters, relay and receiver side. We further assume that the maximum possible offset d max (n) → ∞ as n → ∞ while d max (n)/n → 0.
Our main contribution is deriving matching necessary and sufficient conditions for reliable communication under some specific gain conditions. In particular, these matching conditions show that correlating the transmitted signal in an effort to achieve a beamforming gain is not feasible, and independent input signals can achieve optimal performance (under the specific gain conditions). Furthermore joint source-channel codes that are a concatenation of separately designed source and channel codes can achieve optimal performance. For the case of two sources, these matching conditions are similar to those of [18] . Since [18] considers a phase fading model for the MARC, correlating the transmissions of the source nodes, such as beamforming, is likewise impossible there too, and thus similar conditions are found.
To derive the necessary conditions, we have introduced the notion of a cyclic MARC and proved a key lemma that states that the difference between the mutual information rate in the original TA-MARC and the cyclic version is asymptotically vanishing, uniformly over all time delays and input distributions that meet the transmission power constraints.
The rest of this paper is organized as follows. In Section II, we present the problem statement and preliminaries along with the key lemma that is useful in the derivation of the converse. In Section III, as our main result, the converse part of Theorem 1 (i.e., a theorem stating coinciding necessary and sufficient conditions for reliable source-channel communication) is proved. Then, under specific gain conditions, using separate source and channel coding and the results of [2] combined with block Markov coding, it is shown in Section IV that the necessary conditions are also sufficient. Section V then formally states the separation theorem (i.e., Theorem 1) under specific gain conditions for the TA-MARC as the combination of converse and achievability parts along with a corollary that results for the interference channel. Finally, Section VI concludes the paper.
II. PROBLEM STATEMENT AND A KEY LEMMA
Notation: In what follows, we denote random variables by upper case letters, e.g., X, their realizations by lower case letters, e.g., x, and their alphabet by calligraphic letters, e.g., X . Moreover, N, and C denote the set of natural and complex numbers respectively.
. Without confusion, X n denotes the length-n MARC input codeword (X [0], · · · , X [n − 1]) of the th transmitter, and based on this, we also denote (X [a], · · · , X [b]) by X b ,a . The n-length unitary discrete Fourier transform (DFT) of the n-length codeword X n is denoted byX n = DFT(X n ) and defined bŷ
We now consider K finite alphabet sources
as correlated random variables drawn according to a distribution p(u 1 , u 2 , · · · , u K ). Specifically, the sources are memoryless, i.e., (U 1 [i], U 2 [i], · · · , U K [i])'s are independent and identically distributed (i.i.d.) for i = 1, 2, · · · . The indices 1, · · · , K, represent the transmitter nodes and the index K + 1 represents the relay transmitter. All of the sources are to be transmitted to a destination by the help of a relay through a continuous alphabet, discrete-time memoryless multiple-access relay channel (MARC) with time asynchronism between different transmitters and the relay. Specifically, as depicted in Fig. 1 , the encoders use different time references and thus we assume that the encoders start transmitting with offsets of symbols with respect to a fixed time reference, where d K+1 is the offset for the relay transmitter with respect to the time reference. Hence, the probabilistic characterization of the timeasynchronous complex Gaussian MARC, referred to as a Gaussian TA-MARC and denoted by M([1, K + 1]) throughout the paper, is described by the relationships
as the ith entry of the received vector Y n+dmax(n) D at the destination (D), and
as the ith entry of the received vector Y n+dmax(n) R at the relay (R), where • g D , = 1, · · · , K + 1 are the complex gains from transmission nodes as well as the relay (corresponding to = K + 1) to the destination, and g R , = 1, · · · , K are the complex gains from the transmission nodes to the relay,
are i.i.d. circularly symmetric complex Gaussian noises at the destination and relay, respectively. Fig. 1 depicts the delayed codewords of the encoders, and the formation of the received codeword for the TA-MARC.
Remark 1: One could also formulate a more general asynchronism model where we have offsets d k,R with respect to the relay's time reference in (4), and d k,D with respect to the destination's time reference in (3), with each delay taking any
Achievability in this new delay model follows by the exact same achievability scheme of Section IV for the current delay model as the fact that the delays are identical at the relay and destination is not used there (see Section IV). Therefore, the conditions of Theorem 1 are achievable for this model as well.
Also, the current delay model is a special case of this new delay model. Therefore any set of necessary conditions for reliable communication in the current model are also necessary for the general model. However, even with the more general delay model, the necessary conditions of Theorem 1 are sufficient. Hence, it follows that with the more general delay model, the result of Theorem 1 still holds and is tight.
We now define a joint source-channel code and the notion of reliable communication for a Gaussian TA-MARC in the sequel.
Definition 1: A block joint source-channel code of length n for the Gaussian TA-MARC with the block of correlated source outputs
is defined by 1) A set of encoding functions with the bandwidth mismatch factor of unity, 1 i.e.,
that map the source outputs to the codewords, and the relay encoding function
where we define x K+1 [0] = 0. The set of encoding functions is denoted by the code- 2) Power constraints P , = 1, · · · , K+1, on the codeword vectors X n , i.e.,
for = 1, · · · , K + 1, where we recall thatX n = DFT{X n }, and E[·] represents the expectation operator. 3) A decoding function g n (y n+dmax
. discrete random variables with joint probability mass function p(u 1 , u 2 , · · · , u K ) can be reliably sent over a Gaussian TA-MARC, if there exists a sequence of codebooks C n and decoders g n in n such that the output sequences U n 1 , U n 2 , · · · , U n K of the source can be estimated from Y n+dmax(n) D with arbitrarily asymptotically small probability of error uniformly over all choices of delays 0 ≤d ≤ d max (n), = 1, · · · , K + 1, i.e., sup 0≤d1,··· ,dK+1≤dmax(n)
where
is the error probability for a given set of offsets d K+1
1
.
We now present a key lemma that plays an important role in the derivation of our results. In order to state the lemma, we first need to define the notions of a sliced MARC and a sliced cyclic MARC as follows: In particular, for the Gaussian sliced MARC M(S), the received signals at the destination and the relay at the ith time index, denoted by Y D(S) [i] and Y R(S) [i] respectively, are given by
Definition 4: A sliced cyclic MARC M(S), corresponding to the sliced TA-MARC M(S) defined by (9)-(10), is a sliced TA-MARC in which the codewords are cyclicly shifted around the nth time index to form new received signals at the destination only. Specifically, the corresponding outputs of the sliced cyclic MARC M(S) at the destination and the relay at the ith time index, denoted byỸ D(S) [i] andỸ R(S) [i] respectively, can be written as
In particular, as shown in Fig. 2 , the tails of the codewords are cyclicly shifted to the beginning of the block, where the start point of the block is aligned with the first time instant. The destination's outputỸ n D(S) of the sliced cyclic MARC is the n-tuple that results by adding the shifted versions of the codewords X n , ∈ S. As indicated in Fig. 2 of the relay remains unchanged. Therefore, the generated channel input at the relay X n K+1 is the same as the original TA-MARC due to (5) when the same relay encoding functions are used.
The following lemma implies that, for every choice of S ⊆ [1, K + 1], the mutual information rate between the inputs and the destination's output in the Gaussian sliced TA-MARC M(S) and the sliced cyclic MARC M(S) are asymptotically the same, i.e., their difference asymptotically vanishes. This fact will be useful in the analysis of the problem in Section III, where we can replace a sliced TA-MARC with the corresponding sliced cyclic MARC.
Before stating and proving the key lemma, we define the following notations:
where S ⊆ [1, K + 1] is an arbitrary subset of transmitter nodes indices, and recall that X
, · · · by replacing A with B or C in the above definitions.
Lemma 1: For a Gaussian sliced TA-MARC M(S), and the corresponding sliced cyclic MARC M(S), we have or the input distribution and n → 0, as n → ∞.
Remark 3: In [22] , it has been shown that the channel coding capacity of multi-terminal Gaussian channels with inter symbol interference is the same as that of a cyclic channel. To prove the equivalence of capacities, the authors assume a good code for one channel and use it to construct a good code for the other channel. Lemma 1 is, however, a uniformity result on the difference of two mutual information rates.
Proof: We first lower bound the original mutual informa-
as
where (19) follows by noting that
by definitions (13)-(17), successive application of the chain rule for the mutual information [23, Th. 2.5.2], and the fact that mutual information is nonnegative.
Then, by splitting the entropy terms over the intervals A, B, and C as depicted in Fig. 2 , we upper bound the same mutual information term
as follows:
Also, the mutual information term I(X n S ;Ỹ n D(S) |d K+1 1 ) which is associated to the sliced cyclic MARC can be similarly lower bounded as
and upper bounded as
where in the last step, we used the fact that for any
, as there is no cyclic foldover for i ∈ C. Hence, combining (19)- (20) , and (21)- (22), we can now bound the difference between the mutual information terms as
But all of the terms in the right hand side of (23) can also be bounded as follows. Consider the first term:
where (a) follows by the fact that Gaussian distribution maximizes the differential entropy [23, Th. 8.4.1], (b) follows from the Cauchy-Schwartz inequality:
(c) follows from concavity of the log function, (d) follows from the fact that |A| = d max , and (e) follows from the power constraint in (6) .
Similarly, for the second term in the right hand side of (23), it can be shown that
Following similar steps that resulted in (24), we now upper bound the third term in the right hand side of (23) as follows
Based on (24), (26) , and (27), the absolute difference between the mutual informations in (18) is upper bounded by 3γ(d max /n). One can see that 3γ (d max (n)/n) → 0 as n → ∞, since for any a > 0, z n log(1 + a/z n ) → 0 as z n → 0, and the lemma is proved by taking z n = d max (n)/n and a = ∈S |g D | 2 ∈S P /N .
III. CONVERSE
Lemma 2: Consider a Gaussian TA-MARC with power constraints P 1 , P 2 , · · · , P K on the transmitters, and the power constraint P K+1 on the relay, and the set of encoders' offsets d K+1
1
. Moreover, assume d max (n) → ∞, and d max (n)/n → 0 as n → ∞. Then, a necessary condition for reliably communicating a source tuple
, over such a Gaussian TA-MARC, in the sense of Definition 2, is given by
where S includes the relay, i.e., {K + 1} ∈ S, where by definition U K+1 ∅, and S c [1, K + 1]\{S}. Remark 4: The result of (28) can be readily extended to the case of mapping blocks of source outputs of length m n to channel inputs of length n. In particular, for the bandwidth mismatch factor κ lim n→∞ n mn , the converse result in (28), to be proved as an achievability result in Section IV as well, can be generalized to
Since considering a general mismatch factor κ > 0 obscures the proof, in the following, without essential loss of generality, we present the proof for the case of κ = 1. Remark 5: We note that the steps leading to (31) below can be viewed as cut-set bounds applied to joint source-channel coding, similar to lossy source-channel coding bounds in [24] . However, due to time asynchronism, the required uniformity of the bound in the time delays, and the specific form of (31), one cannot directly appeal to [24] to obtain (31).
Proof: First, fix a TA-MARC with given offset vector d K+1
, a codebook C n , and induced empirical distribution
).
Since for this fixed choice of the offset vector d K+1
and δ n → 0, where convergence is uniform in d K+1 1 by (7). Now, we can upper bound H(U S |U S c ) as follows:
where in (a) we used the fact that X n S c is a function of only U n S c , in (b) we used the data processing inequality and (30), in (c) we used X n [1,K+1] based on the definition in (15) , and lastly in (d) we made use of the fact that conditioning does not increase the entropy.
But (31) represents the mutual information at the destination's output of the Gaussian sliced TA-MARC M(S) corresponding to the original Gaussian TA-MARC. Thus, using Lemma 1, we can now further upper bound the mutual information term in (31) by the corresponding mutual information term in the corresponding sliced cyclic MARC and derive
Now, let D , = 1, · · · , K + 1, be a sequence of independent random variables that are each uniformly distributed on the set {0, 1, · · · , d max (n)} and also independent of
can also be upper bounded by the average over d K+1
whereŶ n D(S) = DFT(Ỹ n D(S) ), and (a) follows from the fact that the DFT is a bijection.
Expanding I(X n S ;Ŷ n D(S) |D K+1 1 ) in the right hand side of (33),
. Since the DFT, as defined in (1), is a unitary linear transformation,Ẑ n D = UZ n D , for a unitary matrix U. Then, the covariance matrix forẐ n D can be readily written as
where U H is the Hermitian conjugate of U and I is the identity matrix, since the covariance matrix for Z n D is Σ Z = N I due to the fact that Z D [i] are jointly Gaussian and i.i.d. with CN (0, N) . Now, recallX n = DFT(X n ). Then,
where e −jθ(D) (e −j2πiD n ) n−1 i=0 is an n-length vector, and denotes element-wise vector multiplication. Thus,
where the expectation is over all channel inputs and D , = 1, · · · , K + 1.
We now divide the sum in (34) into three terms for
An example of such an α(n) is the function α(n) = n dmax(n) log d max (n) . Consequently, we first upper bound the tail terms and afterwards the main term in the sequel.
For the terms in 0 ≤ i ≤ α(n) − 1, we have
where (a) follows by the Cauchy-Schwartz inequality (cf. (25) ), (b) follows by the concavity of the log function and (c) follows by the power constraints (6) . Also, for n − α(n) ≤ i ≤ n − 1, a similar upper bound can be derived by the symmetry of the problem as follows
To bound the third component of (34) for α(n) ≤ i ≤ n − α(n) − 1, we first obtain that
where (z) is the real part of z ∈ C. Now, the following two cases can occur i) < < K + 1: In this case, bothX [i] andX * [i] are independent of D and D .
ii) < = K + 1: In this case,X [i] andX * [i] are independent of D . However,X * [i], that corresponds to the channel input of the relay, is a function of
} and is thus correlated with delays of all source node transmitters, i.e., D , = 1, 2, · · · , K, due to (4) .
In either scenario, we can proceed from (38) by separating e j2πiD n from the remaining terms inside the expectation. Specifically,
where the derivation of (a) is presented in Appendix. Furthermore, (b) follows from the inequality
which is based on the fact that sin(β) = sin(π − β) ≤ sin(γ), ∀γ ∈ [β, π − β]. By summing (39) over α(n) ≤ i ≤ n− α(n)− 1, we further obtain
where (a) is due to the power constraint in (6) , and
Based on the result in (41), we upper bound the third component of (34) as below
where (a) follows by the concavity of the log function, and (b) follows from (41). Now, by combining (34), (36), (37), and (43) we derive
To obtain the asymptotic bound, we recall that due to the choice of α(n) in (35),
as n → ∞. Therefore, it can be easily verified from (44) that since ζ(S) < ∞, and λ n , δ n , n → 0 as n → ∞,
where we recall that the subset S ⊆ [1, K + 1] includes the relay, i.e., {K + 1} ∈ S.
IV. ACHIEVABILITY
We now focus on demonstrating, under certain gain conditions, the sufficiency of the condition that was proved to be a necessary condition for reliable communication in Lemma 2 and thus conclude that the region described by (28) indeed fully characterizes the conditions for reliable communication under these gain conditions. To establish the achievability argument, we follow a tandem (separate) source-channel coding scheme. Thus, the communication process will be divided into two parts: source coding and channel coding. In the sequel, we simply state the results for both source and channel coding, and finally by combining them prove the achievability lemma.
Source Coding: From Slepian-Wolf coding [25] , for the correlated source (U n 1 , U n 2 , · · · , U n K ), if we have K n-length sequences of source codes with rates (R 1 , R 2 , · · · , R K ), for asymptotically lossless representation of the source, we should have
Channel Coding: Next, for fixed source codes with rates (R 1 , R 2 , · · · , R K ), we make channel codes for the TA-MARC separately such that the channel codes can be reliably decoded at the receiver side. In particular, we use the block Markov coding scheme used in [26] on top of the coding strategy used in [2] , in order to make reliable channel codes. Indeed, we directly apply the decoding technique of [2] to a series of block Markov codes which results in an achievable rate region equivalent to the intersection of two MACs with encoders of the transmitters with indices 1, · · · , K, and all transmitters, and decoders of the relay and destination respectively. In the sequel, we briefly give some details of the block Markov coding scheme and the coding strategy for the delayed codewords.
• Block Markov Coding: First, pick > 0, an integer B > 0, and n 0 large enough such that for all n ≥ n 0 ,
and divide the transmission into B + 1 blocks of size n = n B+1 . Then, fix a distribution p(x 1 ) · · · p(x K+1 ) and construct random codewords x n 1 , · · · , x n K+1 based on the corresponding distributions. The message W i of each encoder is divided to B blocks W i1 , W i2 , · · · , W iB of 2 n (1− )Ri messages each, i = 1, · · · , K. The codewords are transmitted in B+1 blocks based on the block Markov encoding scheme depicted in Table I . In each block of length n , as depicted in Fig. 1 , each transmitter transmits for n (1− ) time slots and stays silent for n > d max (n), so there is no overlap between adjacent blocks. After each block, the relay makes a MAC decoding and uses the decoded messages W 1(i−1) , · · · , W K(i−1) to send the codewords in the next block. Also, the decoding at the destination is performed at the end of the last block and in a backward block-by-block manner, also known as backward decoding [26] . We let B → ∞ and → 0 to approach the original rates R 1 , · · · , R K . As we use n channel uses which results in n + d max (n) samples at the output, we need to compute the rates based on these n + d max (n) samples at the output. In particular, for the information transmission rates R * i , one can write
• Coding Strategy of [2] : The encoders transmit their codewords as shown in Table I and in B blocks, albeit with delays d 1 , · · · , d K+1 . Note that if the MARC was synchronous, one would obtain the achievable rate region resulting from the intersection of two MACs. However, using a simply generalized version of the coding strategy used in [2] , it can be seen that the same region is achievable for the time asynchronous case. The decoding procedures at both the relay and destination are based on the assumption of the knowledge of d max (n) at these nodes. In particular, at the end of the ith block, the relay decoder inspects the received vector Y n R for the presence of codewords x n 1 (W 1i ), · · · , x n K (W Ki ), embedded in it with arbitrarily shifts. Likewise, at the end of the last block, the destination decoder inspects the received vector Y n D to first decode W 1B , · · · , W KB and consequently decode the previous messages in a backward manner. In all of these decoding cases, like [2] , we look for the codewords under all possible shifts up to the maximum delay d max such that the shifted codewords and the n -length received vector are jointly typical. Therefore, the decoders at the relay and destination need to look for d max (n) K , and d max (n) K+1 combination of codewords respectively and find the one that is jointly typical with Y n R or Y n D . Following similar error analysis as in [2] , now for a K user system with K delays, and due to the assumption (47) resulting in that d max (n)/n → 0, it can be seen that the standard synchronous K user MAC capacity constraints are derived in order to achieve asymptotically vanishing probability of error. Hence, for reliable communication of the source indices over the Gaussian TA-MARC, the following sets of inequalities that represents MAC decoding at the relay and destination should then be satisfied:
and
for an input distribution p(x 1 ) · · · p(x K+1 ). By choosing Gaussian input distributions, the constraints in (48)-(49) will be reduced to logarithmic rate functions. It is then straight forward to see that under the gain conditions
the destination decoding constraints (49) will dominate (48). Note that (50) imply that, compared with the links to the destination, the links to the relay are so strong as decoding at the relay is not a bottleneck. Thus, we can derive the following conditions on R 1 , · · · , R K , as sufficient conditions for reliable communication of source coded indices over a Gaussian TA-MARC: by (3)-(4), and under gain conditions of (50), is given by (28), with ≤ replaced by <.
Proof: From (28), it can be seen that there exist choices of R 1 , · · · , R 2 such that the Slepian-Wolf conditions (46) and the channel coding conditions (51) are simultaneously satisfied. Since error probabilities of both the source coding part and channel coding part vanish asymptotically, then the error probability of the combined tandem scheme also vanishes asymptotically and the proof of the lemma is complete.
Remark 6: In the case of separate delays 0 ≤ d k,R ≤ d max (n) and 0 ≤ d k,D ≤ d max (n) (cf. Remark 1), the achievability proof still holds as the fact that the delays are identical at the relay and destination was not used in the achievability scheme.
V. SEPARATION THEOREMS
Based on the converse and achievabaility results presented in Sections III and IV, we can now combine the results and state the following separation theorem for a Gaussian TA-MARC.
Theorem 1 (Reliable Communication Over a Gaussian TA-MARC): Consider a Gaussian TA-MARC with the gain conditions (50). Then, necessary conditions for reliably sending a source (U 1 , · · · , U K ) ∼ p(u 1 , · · · , u K ), over such a TA-MARC are given by (28). Furthermore, (28), with ≤ replaced by <, also gives a sufficient condition for reliable communications over such a TA-MARC and can be achieved by separate source-channel coding.
Theorem 1 can be specialized to a MAC if we impose P K+1 = 0 and eliminate the role of the relay. Thus, the result of [1] for a 2-user TA-MAC is a direct consequence of Theorem 1. As a result, we can also state the following corollary for a Gaussian time asynchronous interference channel (TA-IC) with strong interference conditions depicted in Fig. 3 . The result of the corollary is based on the fact that in the strong interference regime, the Gaussian interference channel can be reduced to the intersection of two Gaussian MACs with no loss.
It is clear that the achievability scheme is not changed and both receivers can use the achievability scheme described in Section IV as long as they know the delay bound d max (n) that satisfies the asymptotic conditions on d max (n) in Lemma 2. For the converse part, however, we need to modify our argument for a TA-IC based on a combination of the Sato's argument [27] , which in turn should be modified to the JSCC context, along with a receiver side genie as follows.
In a time synchronous scenario, if each receiver can correctly decode its own channel input sequence, in the strong interference regime, it can also correctly decode the other channel input sequence (see [27] for details). In the context of JSCC, we note that by using the strong interference conditions and the one-to-one mappings between source and channel sequences, one can argue that both of the receivers can recover both source sequences U n 1 , U n 2 provided there are encoders and decoders such that each receiver can reliably decode its own source sequence.
Genie-Aided Converse for TA-IC: In the time asynchronous scenario, to conclude that each receiver can also decode the other's message and eventually establish the converse result, we assume the values of all the delays in the TA-IC as well as the bound d max (n) are provided to each receiver by a genie. However, as this information only increases the system performance, we obtain a set of necessary conditions for reliable communication, which is then shown to be achievable by considering the TA-IC as an integration of two TA-MACs. Therefore, the necessary and sufficient conditions for reliable communication do not change.
In the converse part, the first receiver can decode U n 1 by assumption and this in turn enables it to reconstruct the channel input X n 1 from U n 1 . Then, similar to [27] , from X n 1 and Y n+dmax 1 , and the delay information provided by the first genie, the first receiver appropriately zero pads X n 1 to form X n+dmax 1 , and then constructs
where the noise power of eachZ 2 [i] is less than or equal to that of Z 2 [i]. Receiver 1 can then reconstruct U n 2 from Y n+dmax 2 using receiver 2's decoder. Similarly, receiver 2 can also recover U n 1 . Therefore, under the strong interference regime, necessary (resp. sufficient) conditions for JSCC are described by the intersection of the necessary (resp. sufficient) conditions of two MACs.
Corollary 1: Necessary conditions for reliably sending arbitrarily correlated sources (U 1 , U 2 ) over a TA-IC with strong interference conditions |g 11 | ≤ |g 12 |, |g 22 | ≤ |g 21 | are given by H(U 1 |U 2 ) ≤ log(1 + |g 11 | 2 P 1 /N ), (52) H(U 2 |U 1 ) ≤ log(1 + |g 22 | 2 P 2 /N ), (53) H(U 1 , U 2 ) ≤ log(1 + (|g 11 | 2 P 1 + |g 21 | 2 P 2 )/N ), (54) H(U 1 , U 2 ) ≤ log(1 + (|g 12 | 2 P 1 + |g 22 | 2 P 2 )/N ), (55) where g ij , i, j ∈ {1, 2} represents the complex gain from node i to the receiver j in a two user interference channel. The same conditions (52)-(54) with ≤ replaced by < describe sufficient conditions for reliable communication.
VI. CONCLUSION
The problem of sending arbitrarily correlated sources over a time asynchronous multiple-access relay channel with maximum offset between encoders d max (n) → ∞, as n → ∞, is considered. Necessary and sufficient conditions for reliable communication are presented under the assumption of d max (n)/n → 0. Namely, a general necessary condition for reliable communication is first derived and then is shown to match the separate source-channel coding achievable region under specific gain conditions. Therefore, under the gain conditions, separation is shown to be optimal and as a result, joint source-channel coding is not necessary under time asynchronism with these gain conditions. APPENDIX Since D has a uniform distribution over {0, 1, · · · , d max } we have 
Thus, we obtain the following inequality
where (a) follows by the geometric inequality 2 √ ab ≤ a + b with a = |X [i]| 2 and b = |X [i]| 2 = |X * [i]| 2 .
