This paper presents work-in-progress about model-based video coding using a 3D face morphable model.
Introduction
The classical approach to video compression is given by a hybrid scheme, where block-based motion estimation and compensation are followed by residual coding. Examples are the H.261/263/264 and MPEG-1/2/4 standards. The main drawback of hybrid interframe coding schemes lies on their inability to deal with occlusions, rotations and 3D movements. Among the several alternatives that have been proposed, we are mainly interested in model-based coding [2] . Our research aims at exploiting 3D models in order to understand the actual geometry of a scene. This should contribute to alleviate the problems inherent in traditional video representations and thus to a more efficient compression. For example, a model based video coding has been proposed by Eisert et al. in [1] . Their approach, based on MPEG-4 face animation parameters, shows how this research direction can be promising. Our work is focused on the compression of head-and-shoulders sequences, for which we use a 3D face model as illustrated in the next section. Possible applications are in the compression of mobile phone sequences and video conferencing.
Coding Scheme
In the scheme illustrated here, the input is a 3D video. The reason is twofold. First, because in this way we reduce the complexity of extracting 3D information from a sequence, concentrating our efforts on coding. Second because compressing 3D video can be an interesting application in itself, given the increasing importance that 3D data are acquiring. Fig. 1 shows the generic coding scheme adopted to represent and compress a 3D frame of a 3D video sequence. This can be divided into two sequential stages: first the extraction of 3D information, then compression. Note that while the first part is only valid for a 3D video input, the second one can be easily adopted also if the information comes from another source (e.g. a standard 2D sequence). The n-th frame is registered using a 3D face model. This is done in the "Morphing" block, where a deformable surface is used to estimate dense correspondences by conforming the generic 3D model to the target 3D data. The morphable model and the registration method we use here are proposed and described in [3] , to which we refer for further details. The output of the morphing * Email: L.Granai@surrey.ac.uk is a set of parameters which describe the shape of the face with respect to the 3D model and an image which contains texture information. The parameters are N 3D points that control the model. In this work N is set to 845, but it can be modified. At this stage, one texture image per frame is produced: this information is very redundant and can be further compressed. However this problem is not directly addressed in this paper. The coordinates of the N points that control the 3D model are differentiated with respect to the parameters relative to the previous frame (n − 1): this is aimed at reducing the temporal redundancy present in the face shape. The differential coordinates are then transformed using the Daubechies 9,7-Biorthogonal Discrete Wavelet Transform. Each axis is treated independently, hielding three one-dimensional coefficient vectors. The LP sub-bands are coded in a differential way (DPCM) and uniformly quantized. A uniform dead-zone quantization is used for all other sub-bands. The quantization step of the LP is set independently from the one used for other sub-bands. Adaptive Aritmethic Coding is used to reduce the entropy of all sub-bands, without making distinction between the three coordinates. Some preliminary results have been obtained coding a 3D video sequence acquired by a 3D scanner, where a person is speaking and slightly moving the head. The parameters that characterise a face with respect to the 3D model are compressed (with very good quality) with about 200-300 byte/frame, without taking into account texture information.
