This work is a first step toward the reconciliation of the two main approaches to composition in system modeling, namely the categorical one and the algebraic one. In particular, we present a mapping from CommUnity, which uses the categorical approach based on colimits, into the Tile Model, which uses algebraic operators for composition. Our results include a standard decomposition for CommUnity programs. We also establish a strong link between the colimit computation of the categorical approach and the abstract semantics of configurations in the algebraic approach by proving that the encoding of a CommUnity diagram is behaviorally equivalent to the encoding of its colimit.
Introduction
In this paper, we report on new insights on architectural connectors raised by the analysis of mobility aspects within software architectures for Global Computing. Since there is no single formalism that can best address these aspects we study the relationships between two different approaches: CommUnity [6] and the Tile Model [7] . The former is a prototype architectural description language that was developed to formalize the conceptual distinction between computation and coordination in communicating distributed systems. The latter is an operational model designed for concurrent systems. It is suited for behavioral semantics that deal uniformly with closed and open systems.
1 we define a standard decomposition for CommUnity diagrams in terms of elementary programs;
2 we define a translation from CommUnity diagrams into the Tile Model;
3 we establish a strong link between the denotational semantics of the categorical approach and the abstract semantics yielded by the algebraic approach by proving that the encoding of a CommUnity diagram is behaviorally equivalent to the encoding of its colimit. This work has been developed in the context of FET-FP5 Project AGILE [2] on "Architectures for Mobility", that brings together different approaches to the modeling of architectural aspects of systems with the aim of complementing each other and of extending them to cope with Global Computing.
Structure of the paper. In § 1 we survey CommUnity and the Tile Model. In § 2 we define the standard decomposition of CommUnity diagrams and prove colimit preservation. In § 3 we define the tile system associated to CommUnity while in § 4 we sketch the encoding and the bisimilarity result (Theorem 9). Conclusions and directions for future work are given in § 5.
Background

CommUnity
In this section we give a brief account of CommUnity, while referring the interested reader to [5] for full details.
CommUnity is a parallel program design language in the style of Unity [3] but based on action sharing. It was initially proposed in [6] to show how programs fit into Goguen's categorical approach to General Systems Theory [8] . Since then, it has evolved into an architectural description language, capitalizing on the fact that CommUnity takes to an extreme the separation between "computation" and "coordination" concerns.
The individual components of a system can be defined in terms of channels and actions organized in designs. In this paper, we consider a special class of CommUnity designs (see Figure 1) , called programs, which are particular instances of the more general form in [5] .
Channels.
A design P is based on a set of (input and output) channels V . Input channels are read-only and are controlled by the environment while output channels are controlled locally by the component. Each channel v is typed with a sort sort(v) which is part of a fixed many-sorted data algebra.
Actions.
A design P exploits a pointed set of actions Γ ⊥ . Actions represent possible interactions between the component and the environment. For each action name g, G(g) is the enabling condition of g (a predicate on V ), and R(g) Figure 3 . The "counter with monitor" diagram and its colimit.
is a multiple assignment, assigning to output channels expressions on input and output channels. The empty assignment is denoted by skip.
As an example, consider the design in Figure 2 . It models a component that calculates and stores an integer value. It can decrease or increment this value of x units through the execution of actions inc and dec, but decreasing is only allowed when a minimum value MIN has not been reached.
A program with a non-empty set of input channels is open in the sense that its execution is only meaningful in a configuration in which these inputs have been instantiated with channels controlled by other components. A closed program behaves as follows: at each step, one of the actions whose enabling condition holds is selected, and its assignments are executed atomically.
Diagrams.
The interaction between programs is based on action synchronization and interconnection of input and output channels. Name bindings are established through diagrams of the form in Figure 3 (a) in a category c-DSGN with morphisms as follows. We may consider that the design in the middle is a program whose actions are all true → skip, called a cable [5] .
Definition 1 A morphism of designs σ : P 1 → P 2 consists of a total function σ var : V 1 → V 2 that preserves sorts and never maps an output channel to an input channel together with a pointed mapping σ ac : Γ 2 ⊥ → Γ 1 ⊥ that maps a conditional multiple assignment G(g) → R(g) to another one with stronger condition and a superset of the assignments (up-to renamings of channels). Figure 3( The colimit construction internalizes the interactions described in a diagram dia and returns a program colim(dia) for the system as a whole. Colimits in c-DSGN capture a generalized notion of parallel composition in which interconnections are explicit. The colimit of the diagram in Figure 3 (a) returns, up to isomorphism, the program in Figure 3 (b). Only diagrams where no output channels are connected make sense. These are called configuration diagrams.
Example 2 The diagram in
To conclude this overview of CommUnity, we mention star-shaped configurations (see Figure 4 ) which play an important role in the process of structuring systems. They can be used to represent architectural connectors as defined in [1] : the program in the center is the glue and the programs in the vertices are the roles. Each role Role i is connected to the glue by one cable C i . The glue of the connector defines how the activities of the role instances are coordinated.
Tile Model
The tile model [7] relies on rewrite rules with side effects, called basic tiles, which are reminiscent of sos rules and context systems [10] , collecting ideas from structured transition systems [4] and rewriting logic [12] .
A tile α : Figure 5 .
then the arrows s, a, b,t can form a tile like in
The Tile Model is designed for systems that are compositional in space and in time: tiles can be composed horizontally, in parallel, and vertically to generate larger steps. Horizontal composition coordinates the evolution of the initial configuration of α with the evolution of the environment yielding the 'synchronization' of the two rewrites. The parallel composition builds concurrent steps. Vertical composition is sequential composition of computations. Moreover, we always have the horizontal and vertical identities as auxiliary tiles (vertical identities model idle components, while horizontal identities propagate effects through identity substitutions). All this is defined in Figure 6 .
Depending on the chosen tile format, H and V must satisfy certain constraints and some other auxiliary tiles are added and composed with basic tiles and identities. By taking trigger, effect pairs as labels one can see tiles as a labeled transition system. The resulting notion of bisimilarity is called tile bisimilarity. Substitutions over a signature Σ and their composition ; form a cartesian category for which there is an alternative presentation given by Lawvere's algebraic theories [11] . In Lawvere's theories cartesianity is expressed by a symmetric monoidal structure (⊗, 0, γ) enriched with two natural transformations, a duplicator ∇ = {∇ n : n → 2n} n and a discharger ! = {! n : n → 0} n . The result is a freely generated cartesian category Th[Σ] whose objects are underlined natural numbers and whose arrows from m to n are in a one-to-one correspondence with n-tuples of terms of the free Σ-algebra over m variables. In particular, arrows from 0 to 1 are in bijective correspondence with the closed terms over Σ. We assume the standard naming x 1 , ..., x m of the m input variables. For example,
. We denote the identity arrow x 1 , ..., x n for the object n as id n and the empty substitution as id 0 .
In this work we deal with substitutions on multi-sorted terms, thus instead of natural numbers we have monoids on the set of sorts. For instance, if a and b are sorts we have
2.
Standard decomposition of CommUnity programs
In this section we present an original decomposition for CommUnity programs, which is the first step towards the definition of the mapping from CommUnity to the Tile Model. This decomposition transforms a complex program in a star-shaped configuration with simpler components. Given a CommUnity cables to connect each channel manager and each guard manager to the glue. Each cable has one action/input channel for each action/channel of the corresponding role, mapped to that action/channel and to the corresponding action/channel in the glue.
Roughly, letting n and m be respectively the number of output channels and of actions in D, then the standard decomposition DS(D) of D is a diagram with n channel managers, m guard managers, n + m cables and one glue. Figure 7 shows a sample decomposition. In the figure we have not explicitly represented the details of morphisms, but we have just used the same name in different programs for corresponding actions and corresponding channels.
We can also define the standard decomposition of a diagram dia, which is a diagram obtained by substituting each role with its standard decomposition. The morphisms entering a program become morphisms entering the glue of its standard decomposition.
The correctness of the decomposition is given by the following theorem, where ∼ = denotes the isomorphism relation in c-DSGN. Figure 7 . Standard decomposition of a CommUnity program.
Mapping CommUnity into the Tile Model
In this section we define the operational and abstract semantics of CommUnity by exploiting the Tile Model. The encoding maps a diagram into a tile system together with a fixed initial configuration. We consider both anchored systems (systems with state) and unanchored systems.
In order to have a clear separation between functionalities and state, each configuration is the composition of two parts: one that corresponds to the state, and the other one that corresponds to the unanchored system. Tile objects. The typed interfaces of the tile system are tuples that contain the following elements: channels: these are specified by a type (boolean, integer, . . . ) and a modality (input or output) exactly as in CommUnity; a special boolean object b that is attached to the evaluation of guards; placeholders for actions, which play the role of synchronization objects.
We denote tuples of channels and special boolean objects with chs with an optional subscript to denote their cardinality and/or types, furthermore we write ins to specify that all channels in the tuple are input channels (or possibly special boolean objects) and similarly outs for outputs. We denote a synchronization object with 1 and a tuple of n synchronization objects with n.
Tile configurations. We take as horizontal category the symmetric strict monoidal category freely generated by the basic arrows below. Note that symmetries allow for rearranging the order of the objects in the interfaces. ∇ · n : n → 2n and ! n : n → 0 which are mutual exclusion and hiding connectors respectively; ∇ n : n → 2n and ∇ n : 2n → n which are synchronization connectors; 1 : 0 → 1 which is a connector that forces some actions to be performed.
The structure of the anchored configuration obtained as the translation of a generic CommUnity diagram is shown in Figure 8 , using the wire-and-box notation, where arrows are represented as boxes and their composition as wiring between their interfaces.
Given a well-formed connected diagram on which we have applied the standard decomposition we want to build such an arrow in a compositional way. In order to do that we must first fix a total ordering over the programs in the diagram and we translate each of them separately. Then we use as basic operation to build up the system the "parallel composition through one cable". Thanks to the hypothesis that the CommUnity diagram is well-formed, a sequence of operations of this kind allows to translate the whole diagram. At the end we may add the state. A main result ensures that the behavior of the resulting tile system is independent from the choice of the ordering (Proposition 8).
During the translation we have to remember which are the channels that correspond to each channel object and which is the action that corresponds to each synchronization object. The translation of a glue with n actions is a tree composed by ∇ · connectors with n leaves and with a 1 connector as root together with the ! for all its channels (plus one for a special boolean object), see e. g. Figure 10 .
Note that we have a bijective correspondence between channels in a program and channel objects in the left interface of its translation and between actions of a program and synchronization objects in the right interface.
We show now how the operation of "parallel composition through one cable" is performed. Suppose we have a cable with channels x 1 , . . . , x n and actions a 1 , . . . , a n . Each channel is mapped through morphisms to two groups of channels, one for each of the diagrams to be composed. Each action is the image of zero or more actions from the diagrams to be composed.
The resulting arrow is obtained by taking the parallel composition of the translations of the two components. On the left we merge, using trees of ∇ connectors (and possibly some permutations), the two special boolean objects and all the channels that are mapped to the same channel in the cable.
On the right we have to synchronize tuples of actions that are mapped to the same action in the cable. In order to synchronize a tuple t 1 of n actions with a tuple t 2 of m actions we have to duplicate each of them. Then we create using Figure 11 . A sample tile for data handling.
∇ · connectors n links to each object in t 2 and m links to each object in t 1 . Then we merge using ∇ connectors each action in the first group with each action in the second group and we close the resulting objects using ! connectors. See Figure 9 for an example (groups of two and three actions respectively).
The left interface of the resulting arrow has all the channels modulo equivalence while the right interface has all the actions in the components.
When the whole diagram has been mapped we also need to close all the synchronization objects in the output interface using ! connectors. If we want an anchored configuration, we can add the state to the left.
Tile observations. The observations of our tile system are of two kinds: in the action part we have tuples of tick : 1 → 1 and untick : 1 → 1 operators, which express that the action associated with the initial interface is either taking place or it is inhibited, respectively.
In the channel part we have as observations conditional multiple assignments where the condition is associated to the special boolean object and the assignments to the output channels (note that names are immaterial). This kind of observations can be formalized as arrows of Th[Σ] where Σ contains the data-signature, all predicate symbols, logical conjunction and also a * unary operator standing for a guess on the update of input channels, on which components have no control. Graphically, observations are conveniently represented as boxes decorated with predicates and assignments over the variables in the initial and final interfaces, denoted by the x's and y's, respectively. Three sample observations are in Figure 11 .
Tiles. The rules defining the behavior of the configurations in terms of allowed observations are the following. Since the structure of diagrams is fixed, we have tiles with equal initial and final configurations, except for the values in the state. there are several auxiliary tiles for value handling that guarantee the consistency of distributed assignments and assumptions on shared channels (an example of tile for value handling is in Figure 11) ; there are n possible tiles for each channel manager with n actions, of the
denotes the monoidal product of i − 1 instances of untick, and the term true → f i assigns f i to the output channel and has true as condition;
there are two possible tiles for each guard manager:
tiles for action connectors are as follows. They define the allowed combinations of tick and untick actions at the interfaces.
The encoding and its properties
The tile system for CommUnity allows for many ill-formed configurations that have no correspondence with CommUnity diagrams, so we restrict our attention to configurations that are images of configuration diagrams as defined in § 1.1.
The operational semantics is then given by taking as transitions the tiles whose initial configuration is the image of such a diagram. The abstract semantics is given by tile bisimilarity.
Although the details of the encoding are omitted because of space limitations, the formal definition is given inductively on the size of the diagram. Let dia be a CommUnity configuration diagram, let DS(dia) be its standard decomposition, let ≤ be a total ordering on the programs in DS(dia), and let val denote the initial state; then we denote by TS(dia, ≤, val) the resulting initial anchored configuration where synchronization objects have been closed using ! connectors. We denote by TS(dia, ≤) the corresponding unanchored configuration.
Note that the configuration TS(dia, ≤, val) has empty input and output interfaces, while the input interface of TS(dia, ≤) has the form chs ⊗ b, for chs the list of typed channels in colim(dia). When DS(dia) is a single program, the total order is fixed and we denote it with •. It follows that the ordering considered in the encoding is immaterial. The symmetry ρ is needed to rearrange the input interface of TS(dia, ≤ ) so that channel objects that are associated to the same channel in colim(dia) have the same position in TS(dia, ≤) and (ρ ⊗ id b ); TS(dia, ≤ ) Proposition 8 is also instrumental in proving the main result below.
Theorem 9 TS(dia, ≤, val) TS(colim(dia), •, val). Moreover, there exists a symmetry ρ such that TS(dia, ≤) (ρ ⊗ id b ); TS(colim(dia), •).
Concluding remarks
In this paper, we have reported on our research aimed to establish connections between CommUnity and the Tile Model in the way they address architectural concerns in the development of distributed and mobile software systems.
The main results of our investigation are:
we have identified a standard decomposition for CommUnity programs, which separates the key aspects involved: channel managers, guard managers, coordination; the encoding into tiles gives an operational semantics to CommUnity programs and an abstract semantics correct w.r.t. the colimit construction; the separation of concerns has been exported from CommUnity to the Tile Model by separating the state from functionalities in the latter.
As already mentioned, the two frameworks are being investigated as representatives of two more general approaches to the study of complex system structures in general, and of their architectural aspects in particular: the categorical approach and the algebraic approach. It is clear that both views allow for separating components from coordinators.
In CommUnity the elementary components are channel managers and guard managers, which are boxes in the Tile Model, while coordination is expressed by cables, glues and morphisms which are connectors in the Tile Model.
As future work, we plan to extend our investigation by taking into account locality and mobility aspects and dynamic diagram reconfigurations. Furthermore we want to find a suitable axiomatization of ours connectors such that the translation of a diagram and of its colimit are equal up-to the axioms.
