Planar photonic integrated circuits based on four-port couplers offer enhanced sophistication and functionality. Each four-port coupler is characterized by sixteen signal coupling coefficients governed by ten energy constraints. The ability to generate the constrained sixteen coupling coefficients is needed in the analysis of the four-port coupler. However, the energy constraint equations are nonlinear and cumbersome to solve directly. We introduce two techniques to reduce these signal coupling coefficients to a set of six free parameters. Hence we can characterize all possible couplers in terms of their sixteen constrained coupling coefficients, or either of two sets of six free parameters. This reduction in parameters has significant ramifications for the design, specification, and empirical characterization of these useful building blocks.
INTRODUCTION
A fundamental building block of photonic integrated circuitry is the coupler used to split and combine optical signals. Traditional linear, one-dimensional lasers and lattice filters are enabled by two-port couplers characterized by reflection and transmission coefficients. Because of their wide utility, the design and analysis of structures comprising large numbers of these partially reflecting and partially transmitting mirrors are well studied. [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] In planar photonic architectures, the four-port coupler enables lasers, filters, and hybrid circuits with increasing sophistication and functionality. [11] [12] [13] [14] In modern photonic integrated circuits the four-port coupler is precise to the nanometer scale and couples signals across four input-output waveguides. These waveguides may include gain, for example, from a semiconductor optical amplifier, or they may be passive. [9] [10] [11] Figure 1 shows an example of a four-port coupler fabricated by focused ion-beam milling in an active filter constructed using semiconductor optical amplifiers. In most configurations these four waveguides are designed to the single mode and typically support one polarization. Interestingly, in practice these devices are often flat over a reasonable frequency range, for example, across the C band or the L band of erbium-doped fiber amplifier telecommunication systems. Under these conditions the four-port coupler may be described by a 16-element scattering matrix, and it is this case that is considered in this paper. Figure 2 shows the signal flow diagram for the fourport coupler under consideration here. The coupler may support up to four input signals and will yield four output signals. In this paper, the four ports are referred to as N, S, E, and W. At any given port, a portion of the entering signal may be transmitted, reflected, routed to the right, or routed to the left. Thus, from a functional point of view there are 16 coefficients relevant to the design and description of a four-port coupler. Energy conservation, however, provides ten constraints associated with these 16 coefficients. 11 In fact, a four-port coupler can be represented by a 4 ϫ 4 matrix that is orthogonal in the sense that the product of the matrix and its transpose is the identity matrix. Relevant to the discussion below, we note that a real orthogonal matrix is a special case of a complex unitary matrix, for which the product of the matrix and its conjugate transpose is the identity matrix. In the microwave literature, this 4 ϫ 4 matrix is the well-known scattering, or the S matrix. 15, 16 The study of four-port couplers and the networks they enable have a long and useful history. [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] Researchers are developing nanoscale photonic fourport couplers for use in active and passive tunable filters comprising a multiplicity of these elements. 11 In the filter theory, it has proven important to understand the set of available couplers to include in the overall design space. The unitary nature of the S matrix greatly restricts the realized space for these elements and the filters that rely upon them. This paper provides novel and useful approaches for implanting these constraints on the four-port couplers.
In principle, the ten constraints suggest six independent degrees of freedom. Thus, a four-port, lossless coupler may be characterized by six well-chosen measurements. However, the ten constraints result from the dot products between columns of the S matrix and are nonlinear and hence cumbersome. A major problem in determining the parameters of a four-port coupler is that choosing 16 parameters that satisfy the ten constraints by inspection is difficult, or, equivalently, choosing the entries of a 4 ϫ 4 orthogonal matrix by trial and error is daunting. This paper presents two approaches to solve this problem. Both approaches have implications in measurement and characterization of four-port couplers. 27, 28 A procedure that works in special cases was introduced in Ref. 29 .
The first method, described in Section 2, uses the Cayley map 30, 31 and represents an orthogonal matrix in terms of a 4ϫ 4 skew-symmetric matrix (in which an element is the negative of its value under transpose). Given a skewsymmetric matrix F, or, equivalently, an arbitrary set of six real numbers, we can generate an orthogonal matrix using the Cayley map. Conversely, the inverse Cayley map can be applied to generate a skew-symmetric matrix from a given orthogonal matrix. The symbolic program MATHEMATICA is applied to make the representation of an orthogonal matrix in terms of the six parameters more explicit than the general formulas.
The second method, found in Section 3, provides an algorithmic decomposition of an orthogonal matrix, or, more generally, a unitary matrix, of any size (with particular interest in 4 ϫ 4 matrices for our purposes). 32 In the case of an orthogonal matrix, the decomposition is the product of simple orthogonal matrices depending on a reduced number of parameters and plus or minus signs. For example, in the 4 ϫ 4 orthogonal case the orthogonal matrix is the product of ten 4 ϫ 4 matrices, six of which include one parameter each, and the other four representing a choice of signs. Hence, given any six real parameters and a choice of signs, we can generate a unique orthogonal matrix, and hence a unique four-port coupler. Conversely, given an orthogonal matrix or four-port coupler, we can determine the six parameters and the associated signs. Decomposition into products of simple orthogonal matrices allows representation of orthogonal matrices as equivalent transmission lines. Similar decompositions hold for unitary matrices. This transmission line description of an orthogonal (or unitary) matrix leads to a combinatorial approach using the Dyck triangle and Catalan numbers 33 shown in Appendix A.
CAYLEY MAPPING
Given the physical description of the device, energy conservation arguments can be used to provide a mathematical description of the four-port coupler shown in Fig. 2 . The device has four input-output ports designated by North, South, East, and West. Each port has a reflection coefficient , a transmission coefficient , a right-handed coupling coefficient ␣, and a left-handed coupling coefficient ␤. Given these coefficients, a device can be uniquely represented by a scattering matrix S of these 16 parameters. For a realizable, stable system, this scattering matrix must conserve energy such that the input energy equals the output energy. To enforce these energy constraints, we declare that the scattering matrix S be a unitary matrix. Since all of the elements of the scattering matrix are real, it is sufficient to say that an orthogonal scattering matrix will satisfy the energy constraints. We first show that for each orthogonal matrix there is a unique real 4 ϫ 4 skew-symmetric matrix, consisting of six independent parameters, generating the given orthogonal matrix and vice versa. Hence we can categorize all four-port couplers that can be built.
There are at least two ways to generate orthogonal matrices out of skew-symmetric matrices: (1) the Cayley transform 30, 31 and (2) exponential mapping. 30 We prefer the former since it is easier to invert. In any dimension, if F is n ϫ n real and skew symmetric (i.e., The above definition of the Cayley mapping is slightly different from the customary definition. If F were to be replaced by −F, then one would recover the usual definition. However, since −F is skew symmetric if and only if F is, the above definition is correct for the purposes of parameterizing orthogonal matrices by six parameters.
To also cover the cases of (i) special orthogonal matrices that have −1 as an eigenvalue and (ii) orthogonal matrices with determinant −1, we can proceed as follows. For case (i) we introduce an extra parameter k and study instead the modified version of the Cayley mapping, namely, ͑kI + F͒͑kI − F͒ −1 . While this parameterization ostensibly yields seven parameters as opposed to the six, it is in principle a six-dimensional parameterization. Indeed, if ͑k , F͒ represent S, then so do ͑ck , cF͒ for every c 0. The technique for computing ͑I + F͒͑I − F͒ −1 extends verbatim to computing ͑kI + F͒͑kI − F͒ −1 . However, since the −1 eigenvalue case is nongeneric (the inverse Cayley mapping will also yield a characterization of such matrices, see Subsection 2.A), we deal with just mapping S → ͑I + F͒͑I − F͒ −1 . For case (ii) we note that every orthogonal matrix with determinant −1 may be written as DF with D = diag͑−1,1,1,1͒ and F special orthogonal. So it suffices to consider only special orthogonal F.
We now present an explicit formula for computing ͑I + F͒͑I − F͒ −1 , which avoids the inversion implicit in the Cayley mapping. Prior to doing that, two vectors in R 3 will be associated with every 4 ϫ 4 skew-symmetric F. These vectors are defined in the following fashion. Let
The following scalar quantities will also be used:
where ʈ·ʈ denotes the usual norm of R 3 . For nonzero S, three cases arise:
Case I: Either s or t is zero. In this case the minimal polynomial of F is F 2 + 2 I 4 = 0. Therefore, S is expressible as AI + BF. After comparing like powers of F, the formula for S is
Case II: If ʈsʈ = ʈtʈ, then the minimal polynomial of F is cubic with F 3 =−4ʈsʈ 2 F. Once more, S is
Case III: The generic case, neither case I nor case II, is
͑4͒
From the Cayley mapping of the 16 parameters, orthogonal scattering matrix S can be represented in terms of 6 unique parameters given in the upper triangle (or inverted lower triangle) of the skew-symmetric matrix F.
Using the previously defined Cayley mapping formulas, the scattering matrix S can be redefined in terms of the six unique parameters f [1] [2] [3] [4] [5] [6] . Considering the three cases above and employing MATHEMATICA, Case I:
͑5͒
Case II:
where
Case III:
With this translation in place, an arbitrary scattering matrix can be generated. Given any six parameters, it is guaranteed that the matrix created using the definitions above will satisfy all ten constraining equations, i.e., the matrix created is guaranteed to be orthogonal.
We now provide examples where we take values from f 1 -f 6 and show the resulting orthogonal matrices. 
A. Inverse Cayley Mapping
The forward Cayley mapping was defined via ͑F͒ = ͑I + F͒͑I − F͒ −1 . The image of is in SO͑4,R͒ (4 ϫ 4 special orthogonal matrices) and misses matrices with −1 as an eigenvalue. For G SO͑4,R͒, without −1 as an eigenvalue, the inverse Cayley mapping is ͑S͒ = ͑I + S͒ −1 ͑S − I͒. We explain how to find ⌿ without doing the requisite inversion.
First, any such S can be represented by a pair of unit quaternions
. Let us defer the formulas for p and q in terms of the entries of S for the moment.
Next, the characteristic polynomial of S is 4 −Tr͑S͒ 3 + 2 Tr͑S͒ + 1. The quantities Tr͑S͒ and are found as follows:
The eigenvalues of S are of the form e i , e −i , e i␣ , e −i␣ . These can be found by inspection. Without loss of generality, suppose cos ജ cos ␣. Let x = cos , y = cos ␣. Then x + y =2p 0 q 0 and x − y = ͑ /2͒ −1.
This yields x and y and hence the eigenvalues of S. Since S is diagonalizable, the algebraic multiplicity of the eigenvalues determines the minimal polynomial of S. We have Case I: S = I. Case II: e i = e i␣ or e −i␣ if and only if x = y if and only if p 0 2 q 0 2 = − 2. In this case, S has a quadratic polynomial, which is S 2 −2p 0 q 0 + I =0. Case III: p 0 = q 0 = 0. In this case S 2 = I (note this means that S is symmetric, in addition to being orthogonal). However, this implies that S has two eigenvalues equal to −1. Compute the following three quaternions V 1 = xy, V 2 = xu, V 3 = xv (note, do not confuse these V i 's with the components of v). These three quaternions will have no real part and can be identified with three vectors in R 3 . The real 3 ϫ 3 matrix H = ͓V 1 ͉ V 2 ͉ V 3 ͔ takes the following form:
͑10͒
where q = a + bi + cj + dk. This yields a system of equations
From these equations we get a We now provide an example for the inverse Cayley mapping. This particular example is for a symmetric, lossless coupler that evenly distributes energy input at one port to each output port. Researchers have several detailed finite-difference time-domain designs for this coupler and are developing the fabrication process to make a filter comprised of a field of these couplers interconnected by active or phase-tunable waveguides. The orthogonal matrix 
DECOMPOSITION AS A PRODUCT OF SIMPLE UNITARY MATRICES AND AS TRANSMISSION LINES
We now show that for each unitary (with orthogonal as a special case) matrix there is a unique 4 ϫ 4 matrix decomposition, consisting of six independent parameters, generating the given orthogonal matrix and vice versa. All fourport couplers can be represented as a product of simple unitary matrices and as their transmission line equivalents. This decomposition applies to unitary matrices. The results are later specialized to real orthogonal matrices. We will begin by demonstrating the algorithm on a simple 2 ϫ 2 unitary matrix P. Next, we will apply the decomposition algorithm to the scattering matrix S. Let U͑n͒ be the group of n ϫ n unitary matrices (with complex entries). For illustration this analysis begins with n = 2. Let P = ͫ 
͔ U͑2͒, we must have A = 0 and ͉B͉ = 1, so that (with ␥ 12 = B)
The transmission line interpretation of the matrix multiplication is shown in Fig. 3 .
Since P is a 2ϫ 2 matrix, the two input and two output map is seen through matrix multiplication. However, if we have only the transmission line representation, then the first output as a function of the first input is the (1,1) entry of J͑␥ 11 ͒ times that input. Moreover, the first output as a function of the second input is the modulus one constant ␥ 12 times the (1,2) entry of J͑␥ 11 ͒ times the input. Similarly, the second input as a function of the first input is the (2,1) entry of J͑␥ 11 ͒ times the modulus one constant ␥ 21 times the input, and the second output as a function of the second input is the modulus one constant ␥ 12 times the (2,2) entry of J͑␥ 11 
The above examples compute the orthogonal matrix S from the given parameters ␥. Next the algorithm for determining the ␥ values for a given orthogonal matrix S is demonstrated.
We start with one of the matrices S above. The first set of parameters are found using the following relationships: As before, we form the following matrices: The effects of each of the four inputs on each of the four outputs can be seen by multiplication by the matrix S or through the transmission line representation equivalent. As an example, the dependence of the second output on the third input can be found by multiplying that input by the (3,3) entry of S 33 times the (3,3) entry of S 22 Having shown the 2 ϫ 2 and 4 ϫ 4 cases, the general case is now shown. Let T n be the family of triangular arrays,
Theorem 1.
There exists a one-to-one mapping ⌽ from T n onto U͑n͒, such that
Proof. The above proof for n = 2 and n = 4 works as well in this general case.
The general transmission line is shown in Fig. 5 . Decomposing unitary matrices is an aid in identifying system parameters experimentally. Given a four-port coupler, the corresponding 16 parameters satisfying the ten constraints can be found from input-output experiments. If done directly, 16 input-output pairs are needed. However, the six parameters ␥ 11 , ␥ 21 , ␥ 31 , ␥ 22 , ␥ 32 , and ␥ 33 and the modulus one constants ␥ 41 , ␥ 42 , ␥ 43 , and ␥ 44 can be identified from ten input-output pairs, from which the orthogonal matrix S representing the coupler can be constructed.
A procedure using the transmission line approach for n = 4 computes the parameters in the order indicated by our algorithm. In each step the parameter or modulus one constant is found by solving one linear equation with one unknown (assuming the coefficient is nonzero):
• From input 1 to output 1, ␥ 11 (and hence S 11 ) is found.
• From input 1 to output 2, ␥ 21 (and hence S 21 ) is found.
• From input 1 to output 3, ␥ 31 (and hence S 31 ) is found.
• From input 1 to output 4, ␥ 41 is found.
• From input 2 to output 2, ␥ 22 (and hence S 22 ) is found.
• From input 2 to output 3, ␥ 32 (and hence S 32 ) is found.
• From input 2 to output 4, ␥ 42 is found. • From input 3 to output 3, ␥ 33 (and hence S 33 ) is found.
• From input 3 to output 4, ␥ 43 is found.
• From input 4 to output 4, ␥ 44 is found.
At each step in the algorithm for computing the ␥ parameters from the unitary matrix S there are assumptions that are intrinsically being made. In our experimental method given above, these assumptions result in the fact that each ␥ is found by solving one linear equation with one unknown where the coefficient is nonzero. An example of an intrinsic assumption in the n = 2 case is that the modulus of ␥ 11 must be assumed to be less than 1 so that ␥ 21 is uniquely determined by S.
Examples illustrating what happens if the intrinsic assumptions do not hold are now provided. For the case n = 2, consider the orthogonal matrix 
CONCLUSIONS
In this paper, two related approaches are provided to determine the elements of the S matrix for a four-port coupler. Examples provide context for these mathematical procedures. The Cayley map represents the S matrix in terms of a skew-symmetric matrix and allows one to transform between the 16 elements of the S matrix and the six free parameters that specify it, and vice versa. The second method provides an algorithmic decomposition of the S matrix and has a physical interpretation in terms of coupled transmission lines. This latter method is related to the theory and application of reduced port network analyzers. 27, 28 This work has direct relevance to the research in developing design techniques for filters based on the four-port couplers discussed in this paper. 11 Part of the algorithm for filter realization sets the desired coupler coefficients. The techniques described here are useful for generating couplers that are realizable.
Although this work is limited to four-port couplers, both approaches can be scaled to higher-order S matrices and more general couplers. For example, researchers are particularly interested in compact couplers that may be described by real coefficients, and the examples considered here reflect this. The techniques presented here, however, are directly applicable to S matrices with complex elements. This description is particularly useful to model the transit delay through the device, and often this delay can be included explicitly by left and right multiplying S by diagonal phase matrices to form SЈ = ⌽S⌿. 35 As photonics continues to grow in integration, photonic circuits will become more sophisticated. As in microwaves, four-port and higher couplers are emerging as useful building blocks. This paper adds to the existing gen-eral literature on the four-port coupler in the context of photonics, and in particular the context of higher-order optical lattice filters. This perspective has provided certain advantages that allow advances over the previous work and can be useful in other fields of engineering and physics.
APPENDIX A: COMBINATORIAL STRUCTURE
In terms of the parameterization of Theorem 1 for the case n = 2, the entries of G can be explicitly denoted:
ͬ .
͑A1͒
A combinatorial description of the entries of S for arbitrary n is now introduced. Consider the following configuration in Z 2 (Cartesian product of two copies of the integers):
The black dots are the admissible points, and their set is denoted B n . We consider F ij n to be the set of paths through admissible points from i to j consisting of only two types of steps: falls and rises.
For instance, F 11 2 consists of only one path:
A more complex path is illustrated for n =3:
Notice that a path has only four types of behavior when crossing a point ͑i , j͒ B n , namely, Let A T n . The following functions are considered: ͑A2͒ Now, returning to the case of n = 2, notice that (this diagram should be compared with our description of the transmission line in the case of n =2) s 11 = a 11 ͑p͒ = ͚ 
͑A6͒
The same structure holds in general: Theorem 2. Let S U͑n͒, U = ⌽͑A͒ for some A T n . Then
where s ij is the ͑i , j͒ entry of G. Proof. The main point of the proof consists in identifying a box in the transmission line representation of S with an element of B n . For instance, Interestingly, enough of the sets of S ij are related to the paths enumerated by the Dyck triangle, 31 which is a classical object in combinatorics.
More precisely, the Dyck triangle counts the paths in the positive quadrant of Z 2 starting at origin and consisting of fall and rise steps. Let c ij be the number of such paths ending at ͑i , j͒. Clearly c ij 0 if and only if i ജ j and i + j is even. Omitting the 0 entries, the Dyck triangle is given by
The underlined numbers are the Catalan numbers.
Theorem 3. For i ഛ j,
#͑S ij n ͒ = c j+i−2,n−i , 1ഛ i ഛ n,
where #͑S ij n ͒ denotes the number of elements of the set S ij n . Proof. By simple inspection.
