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Abstract
Junctions appear naturally when one studies surface states or transport properties of quasi one dimen-
sional materials such as carbon nanotubes, polymers and quantum wires. ese materials can be seen as
1D systems embedded in the 3D space. In this article, we rst establish a mean–eld description of reduced
Hartree–Fock type for a 1D periodic system in the 3D space (a quasi 1D system), the unit cell of which is un-
bounded. With mild summability condition, we next show that a quasi 1D system in its ground state can be
described by a mean–eld Hamiltonian. We also prove that the Fermi level of this system is always negative.
A junction system is described by two dierent innitely extended quasi 1D systems occupying separately
half spaces in 3D, where Coulombic electron-electron interactions are taken into account and without any
assumption on the commensurability of the periods. We prove the existence of the ground state for a junction
system, the ground state is a spectral projector of a mean–eld Hamiltonian, and the ground state density is
unique.
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1 Introduction
1.1 Physical background and mathematical models
Atomic junctions of quasi 1D systems appear for instance when studying the surface states of one-dimensional
(1D) crystals [1, 67], quantum thermal transport in nanostructures [71], and p-n junctions [4, 60] which are
the foundation of the modern semiconductor electronic devices. Besides, electronic transport in carbon nan-
otubes [50] and in molecular wires [59], which recently aracted a lot of interest, is oen modeled by the junc-
tion of two semi-innite systems with dierent chemical potentials. In recent years, studies of various quantum
Hall eects and topological insulators focussed aention on 2D materials, see [37] and references therein. ese
2D materials oen possess periodicity in one dimension and can therefore be reduced to quasi 1D materials by
momentum representation in the periodic direction [38]. Furthermore, when studying edge states properties
(see [38, 3] and references therein) of 2D materials, they can be seen as a junction with the vacuum.
Real world materials are oen described by periodic [20, 15] or ergodically periodic [16] systems in mathe-
matical modeling. In this article we consider a junction of two dierent quasi 1D periodic systems without any
assumption on the commensurability of the periods. Generally speaking, there are two regimes for the junction
of two dierent periodic systems: when the chemical potentials of the underlying periodic systems are separated
by some occupied bands (non-equilibrium regime, see Fig. 3), and when the chemical potential are in a common
spectral gap (equilibrium regime, see Fig. 4). e non-equilibrium regime models a persistent (non-perturbative)
current in the junction system [8, 9, 10, 24], while the equilibrium regime can model either the ground state of
the junction material or the presence of perturbative current in the linear response regime [23]. In this article
we consider the equilibrium regime, and only briey comment on the non-equilibrium regime in Section 3.2, as
the study of this situation requires dierent techniques.
e most prominent feature of quasi 1D materials is the presence of strong electron-electron interactions
due to low screening eect [11, 12] as electrons interact through the 3D space. For nite systems, one can use
a N -body Schro¨dinger model to describe the electron-electron interactions. Nevertheless, this is impossible for
innite systems. Mean–eld theory is a good candidate for innite systems: it consists in replacing the N -body
interactions by a 1-body interaction with an eective average eld, leading to a quasi-particle description of the
system. However, mean–eld models are rarely available for quasi 1D periodic systems, as periodic systems are
oen considered either in the 3D space (see [57, 21] for omas–Fermi type models and [20] for Hartree–Fock
type models), or strictly in a 1D geometry (see [6] for omas–Fermi type models). To our knowledge, the work
on omas–Fermi type model [5] for polymers is the only literature available for a 1D periodic system with
interactions through the 3D space. Furthermore, non-periodic innite systems are dicult to handle mathemat-
ically, as they do not possess any symmetry, hence the usual Bloch decomposition of periodic systems [62, 20]
is not applicable, and the denition of the ground state energy needs to be examined [7].
In this article, we establish a mean-eld model to describe the junction of two dierent quasi 1D periodic
systems (see Fig. 2) in the 3D space with Coulomb interactions, under the framework of the reduced Hartree–
Fock [68] (rHF) description. Remark that the rHF model is strictly convex in the density, and can be seen as a
good approximation of Kohn-Sham LDA model [46, 2, 55], which is widely used in condensed maer physics.
is non-linear model can be employed to describe the junction of two nanotubes, or a more realistic model of
junction of two quasi 1D crystals for electronic structure calculations. It can be further explored to study the
linear response with respect to dierent Fermi levels between two semi-innite chains: recall that the famous
Landauer–Bu¨iker [51, 13] formalism for electronic (thermal) transport which is based on the lead-device-lead
description, can be seen as the junction of two dierent quasi 1D systems (leads) with dierent chemical (ther-
mal) potentials, and the device as a perturbation of this junction. Remark also that p-n junctions of carbon
nanotubes without external baery [53, 52] correspond to the equilibrium regime, and can thus be described by
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the model we consider. Futhermore, our model can also be easily adapted to describe 1D dislocation problems in
the 3D space, while the linear 1D dislocation problems have been studied in [47, 48] and some generalizations
have been provided for higher dimensional systems [26, 40, 41].
1.2 Summary of main results
e organization of this article and the main results are as follows: in Section 2 we consider a quasi 1D peri-
odic system, which is described by nuclei arranged periodically alongside the x-axis (see Fig. 1) with electrons
occupying the 3D space, as it is a building block for the junction system. We dene a periodic rHF energy func-
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Figure 1: An example of nuclei conguration of a quasi 1D periodic system.
tional (2.15) by taking into account the real Coulomb interactions in the 3D space. In eorem 2.6 we show
that this rHF functional admits minimizers, and that the ground state electronic density is unique. Remark that
this is dierent from [20, 15] as the system is periodic only in the x-direction, the unit cell Γ being unbounded
so that additional compactness proofs are needed when dealing with the ground state problem. With a mild
summability condition (2.18) on the unique density of minimizers, we are able to obtain a mean–eld Hamil-
tonian Hper “ ´12∆ ` Vper to describe a quasi 1D periodic system, where Vper is the mean–eld potential
that tends to 0 in the r :“ py, zq direction. In eorem 2.7 we prove that the Fermi level F of the quasi 1D
system, which represents the highest energy aainable by electrons under this quasi-particle description, is
always negative. We also prove that the unique minimizer is a spectral projector of the mean–eld Hamilto-
nian γper “ 1p´8,F s pHperq.
In Section 3, under certain symmetry assumptions on the nuclear densities µper,L and µper,R of two dierent
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Figure 2: Nuclei conguration of the junction system with period aL on p´8, 0sˆR2 and aR on p0,`8qˆR2.
quasi 1D periodic systems, the junction system is described by considering the following nuclear conguration
(see Fig. 2):
µJ :“ 1xď0 ¨ µper,L ` 1xą0 ¨ µper,R ` v,
where v describes how the junction is initiated. We aim at establishing a quasi-particle description of this
innitely extended junction system with Coulomb interactions and show the existence of ground state. As
we do not assume any commensurability of periods of the two quasi 1D systems, the junction system does
not possess any translation-invariant symmetry. e main idea is to establish a well-suited reference system
based on the linear combination of periodic systems, and use perturbative techniques which have been widely
used for mean-eld type models [36, 33, 35, 15, 30] to justify the construction. More precisely, we dene a
reference Hamiltonian Hχ “ χ2Hper,L ` p1 ´ χ2qHper,R with χ a smooth cut-o function approximating
1xď0, where Hper,L and Hper,R are the mean–eld Hamiltonians of the quasi 1D periodic systems. Denote
by σpAq “ σdiscpAqŤσesspAq the spectrum of A, where σdiscpAq (resp. σesspAq) denotes the discrete (resp.
essential) spectrum of an operator A. Denote also by σacpAq the purely absolutely continuous spectrum of A.
We rst show in Proposition 3.1 that
σess pHχq “ σess pHper,Lq
ď
σess pHper,Rq , σess pHχq
č
p´8, 0s Ď σac pHχq .
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is implies that i) the essential spectrum of the reference Hamiltonian is independent of the cut-o function χ,
ii) the linear junction preserves the scaering channels of the underlying systems, since the purely absolutely
continuous spectrum of Hamiltonian has not been modied, hence the linear junction can be used to study the
electronic conductance with the Landauer-Bu¨iker formalism (see for example [8, 9, 10] as well as the discussion
following Proposition 3.1).
Aer introducing a reference state γχ :“ 1p´8,F qpHχq, we show in Proposition 3.2 that the electronic den-
sity ρχ is close to the linear combination of the underlying periodic electronic densities, and that the dierence
with these reference densities decays exponentially fast. e quasi-particle description of the nonlinear junction
state can be constructed by considering
γJ “ γχ `Qχ,
where Qχ is a trial density matrix which encodes the nonlinear eects of the junction system. Following the
idea developed in [15], we associate Qχ with some minimization problem in Proposition 3.5, and denote by Qχ
a minimizer. We prove in eorem 3.6 that
ργJ “ ρχ ` ρQχ is independent of χ.
is implies that the ground state of the junction system with Coulomb interactions exists and its density is
independent of the choice of the reference state, see Corollary 3.6.1.
2 A reduced Hartree–Fock description of quasi 1D periodic systems
In this section, we give a mathematical description of a quasi 1D periodic system in the framework of the reduced
Hartree-Fock (rHF) approach. In Section 2.1, we introduce some mathematical preliminaries. In Section 2.2 we
construct a periodic rHF energy functional for a quasi 1D system.
Let us rst introduce some notation. Unless otherwise specied, the functions on Rd considered in this
article are complex-valued. Elements of R3 are denoted by x “ px, rq, where x P R. For a given separable
Hilbert space H, we denote by LpHq the space of bounded linear operators acting on H, by SpHq the space of
bounded self-adjoint operators acting on H, and by SppHq the Schaen class of operators acting on H. For
1 ď p ă 8, a compact operator A belongs to SppHq if and only if ‖A‖Sp :“ pTrp|A|pqq1{p ă 8. Operators
inS1pHq andS2pHq are respectively called trace-class and Hilbert–Schmidt. If A P S1pL2pRdqq, there exists a
unique function ρA P L1pRdq such that
@φ P L8pRdq, TrpAφq “
ż
Rd
ρAφ.
e function ρA is called the density of the operator A. If the integral kernel Apr, r1q of A is continuous on
Rd ˆ Rd, then ρAprq “ Apr, rq for all r P Rd. is relation still stands in some weaker sense for a generic
trace-class operator.
An operator A P LpL2pRdqq is called locally trace-class if the operator %A% is trace-class for any % P
C8c pRdq. e density of a locally trace-class operator A P LpL2pRdqq is the unique function ρA P L1locpRdq
such that
@φ P C8c pRdq, TrpAφq “
ż
Rd
ρAφ.
Let S pRdq be the Schwartz space of rapidly decreasing functions on Rd, and S 1pRdq the space of tempered
distributions onRd. We denote by pφ (resp. qφ) the Fourier transform (resp. inverse Fourier transform) onS 1pRdq,
with the following normalization:
@φ P L1pRdq, pφpζq :“ 1p2piqd{2
ż
Rd
φpxq e´iζx dx, qφpxq :“ 1p2piqd{2
ż
Rd
φpζq eiζx dζ.
e normalization ensures that the Fourier transform denes a unitary operator on L2pRdq.
2.1 Mathematical preliminaries
We rst introduce a decomposition of the operator which is Z-translation invariant in the x-direction based on
the partial Bloch transform. In order to describe the 1D periodic system in the 3D space, we next introduce a
mixed Fourier transform. We also introduce a Green’s function which is periodic only in the x-direction. Finally
we introduce the kinetic energy space of density matrices and Coulomb interactions for quasi 1D systems.
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Bloch transform in the x-direction. For k P Z, we denote by τxk the translation operator in the x-direction
acting on L2locpR3q: @u P L2locpR3q, pτxk uqp¨, rq “ up¨ ´ k, rq for a.a. r P R2.
An operator A on L2pR3q is called Z-translation invariant in the x-direction if it commutes with τxk for all
k P Z. In order to decompose operators which are Z-translation invariant in the x-direction, let us without loss
of generality choose a unit cell Γ :“ r´1{2, 1{2q ˆR2, and introduce the Lp spaces and H1 spaces of functions
which are 1-periodic in the x-direction: for 1 ď p ď `8,
Lpper,x pΓq :“
!
u P LplocpR3q
ˇˇˇ
‖u‖LppΓq ă `8, τxk u “ u,@k P Z
)
,
H1per,x pΓq :“
!
u P L2per,xpΓq
ˇˇˇ
∇u P `L2per,xpΓq˘3) .
Let us also introduce the following constant ber direct integral of Hilbert spaces [62]:
L2pΓ˚;L2per,x pΓqq :“
ż À
Γ˚
L2per,x pΓq dξ2pi ,
with the base Γ˚ :“ r´pi, piqˆt0u2 ” r´pi, piq. e partial Bloch transformB is a unitary operator fromL2pR3q
to L2pΓ˚;L2per,x pΓqq, dened on the dense subspace of C8c pR3q of L2pR3q:
@px, rq P Γ, @ξ P Γ˚, pBφqξ px, rq :“
ÿ
kPZ
e´ipx`kqξφpx` k, rq.
Its inverse is given, for f‚ “ pfξqξPΓ˚ by
@k P Z, for a.a. px, rq P Γ, `B´1f‚˘ px` k, rq :“ ż
Γ˚
eipk`xqξfξpx, rq dξ
2pi
.
e partial Bloch transform has the property that any operatorA on L2pR3qwhich commutes with τxk for k P Z
is decomposed by B: for any A P LpL2pR3qq such that τxkA “ Aτxk , there exists A‚ P L8pΓ˚;LpL2per,x pΓqqq
such that for all u P L2pR3q,
pBpAuqqξ “ AξpBuqξ for a.a. ξ P Γ˚.
We hence use the following notation for the decomposition of an operator A which is Z-translation invariant
in the x-direction:
A “ B´1
ˆż ‘
Γ˚
Aξ
dξ
2pi
˙
B.
In addition, ‖A‖LpL2pR3qq “
∥∥‖A‚‖LpL2per,xpΓqq∥∥L8pΓ˚q. In particular, ifA is positive and locally trace-class, then
for almost all ξ P Γ˚, Aξ is locally trace-class. e densities of these operators are related by the formula
ρApxq “ 1
2pi
ż
Γ˚
ρAξpxq dξ. (2.1)
If A is a (not necessarily bounded) self-adjoint operator such that τxk pA ` iq´1 “ pA ` iq´1τxk for all k P Z,
then A is decomposed by U (see [62, eorems XIII.84 and XIII.85]). In particular, denoting by ∆ the Laplace
operator acting on L2pR3q, the kinetic energy operator ´12∆ on L2pR3q is decomposed byB as follows:
´ 1
2
∆ “ B´1
ˆż
Γ˚
´1
2
∆ξ
dξ
2pi
˙
B, ´∆ξ “ p´i∇ξq2 “ piBx ´ ξq2 ´∆r, (2.2)
where ∆r is the Laplace operator acting on L2pR2q.
Mixed Fourier transform. e mixed Fourier transform consists of a Fourier series transform in the x-
direction and an integral Fourier transform in the r-direction. Denote by Sper,xpΓq the space of functions
that are C8 on R3 and Γ-periodic, decaying faster than any power of |r| when |r| tends to innity, as well as
their derivatives. Denote byS 1per,xpΓq the dual space ofSper,xpΓq. e mixed Fourier transform is the unitary
transformF : L2per,x pΓq Ñ `2
`
Z, L2pR2q˘ dened on the dense subspaceSper,xpΓq of L2per,x pΓq by:
@φ P Sper,xpΓq, @pn,kq P Zˆ R2, Fφpn,kq :“ 1
2pi
ż
Γ
φpx, rq e´ip2pinx`k¨rq dx dr. (2.3)
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Its inverse is given by,
@ pψnpkqqnPZ,kPR2 P `2
`
Z;L2pR2q˘ , F´1ψpx, rq :“ 1
2pi
ÿ
nPZ
ż
R2
ψnpkq eip2pinx`k¨rq dk.
Note thatF can be extended fromS 1per,xpΓq toS 1pR3q. One can easily see thatF is an isometry fromL2per,x pΓq
to `2
`
Z, L2pR2q˘ in the following sense:
@f, g P L2per,x pΓq ,
ż
Γ
fpx, rqgpx, rq dx dr “
ÿ
nPZ
ż
R2
Ffpn,kqFgpn,kq dk. (2.4)
Moreover, it is easy to verify that for f, g P L2per,x pΓq,
F pf ‹Γ gq “ 2pi pFfq pFgq , (2.5)
where pf ‹Γ gq pxq :“
ş
Γ fpx´x1qgpx1q dx1. As an application of the mixed Fourier transform, let us introduce
a Kato–Seiler–Simon type inequality [65] for the operator ´i∇ξ “ p´iBx ` ξ,´iBrq for all ξ P Γ˚, which will
be repeatedly used in the proofs.
Lemma 2.1. Fix ξ P Γ˚. Let 2 ď p ď `8 and f, g P Lpper,xpΓq. en
‖fp´i∇ξqg‖SppL2per,xpΓqq ď p2piq´2{p‖g‖Lpper,xpΓq
˜ÿ
nPZ
‖f p2pin` ξ, ¨q‖p
LppR2q
¸1{p
, (2.6)
for any 2 ď p ă 8 and
‖fp´i∇ξqg‖ ď ‖g‖L8per,xpΓq sup
nPZ
‖f p2pin` ξ, ¨q‖L8pR2q,
when p “ `8.
e proof of this lemma can be read in Section 4.1.
Periodic Green’s function. We introduce a 3D Green’s function which is 1-periodic in the x-direction in the
same spirit as in [5, 57].
Denition 2.2 (Periodic Green’s function). For px, rq P R3, the periodic Green’s function is dened as
Gpx, rq “ ´2 logp|r|q ` rGpx, rq, rGpx, rq :“ 4 ÿ
ně1
K0 p2pin|r|q cos p2pinxq , (2.7)
where K0pαq :“
ş`8
0 e
´α coshptqdt is the modied Bessel function of the second kind.
e following lemma summarizes the properties of the periodic Green’s function dened in (2.7).
Lemma 2.3. 1. e Green’s function Gpx, rq dened in (2.7) satises the following Poisson’s equation:
´∆Gpx, rq “ 4pi
ÿ
nPZ
δpx,rq“pn,0q P S 1pR3q,
where δa P S 1pRdq is the Dirac distribution at a P Rd. Moreover G P S 1per,xpΓq and
F pGqpn,kq “ 2
4pi2n2 ` |k|2 P S
1pR3q. (2.8)
2. e function rG dened in (2.7) belongs to Lpper,xpΓq for 1 ď p ă 2 and satises şΓ rG ” 0. Moreover, there
exist positive constants d1 and d2 such that | rGp¨, rq| ď d1 e´2pi|r|?|r| when |r| Ñ `8, and | rGp¨, rq| ď d2|r| when
|r| Ñ 0, uniformly with respect to x. Finally, the function rGpx, rq can also be wrien as
rGpx, rq “ ÿ
nPZ
˜
1apx´ nq2 ` |r|2 ´
ż 1{2
´1{2
1apx´ y ´ nq2 ` |r|2 dy
¸
. (2.9)
e proof of this lemma can be read in Section 4.2.
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One-body density matrices and kinetic energy space. In mean-eld models, electronic states can be de-
scribed by one-body density matrices (see e.g. [15, 30]). Recall that for a nite system with N electrons, a
density matrix is a trace-class self-adjoint operator γ P SpL2pR3qq X S1pL2pR3qq satisfying the Pauli princi-
ple 0 ď γ ď 1 and the normalization condition Trpγq “ şR3 ργ “ N . e kinetic energy of γ is given by
Trp´12∆γq :“ 12Trp|∇|γ|∇|q (see [20, 15, 17]).
Consider a 1D periodic system in the 3D space, where atoms are arranged periodically in the x-direction
with unit cell Γ and rst Brillouin zone Γ˚. Since the rHF model is strictly convex in the density [68], we do
not expect any spontaneous symmetry breaking. erefore the electronic state of this quasi 1D system will be
described by a one-body density matrix which commutes with the translations tτxk ukPZ, hence is decomposed
by the partial Bloch transformB. In view of the decomposition (2.2), we dene the following admissible set of
one-body density matrices, which guarantees that the number of electrons per unit cell and the kinetic energy
per unit cell are nite:
Pper,x :“
"
γ P SpL2pR3qq
ˇˇˇˇ
0 ď γ ď 1, @k P Z, τxk γ “ γτxk ,
ż
Γ˚
TrL2per,x
`a
1´∆ξ γξ
a
1´∆ξ
˘
dξ ă 8
*
,
(2.10)
where
γ “ B´1
ˆż
Γ˚
γξ
dξ
2pi
˙
B. (2.11)
For any γ P Pper,x, it is easy to see that ργ P L1per,xpΓq. Moreover, a Homann-Ostenhof type inequality [43]
can also be deduced from [20, Equation (4.42)]:ż
Γ
ˇˇ∇?ργ ˇˇ2 ď ż
Γ˚
TrL2per,x p´∆ξγξq
dξ
2pi
. (2.12)
erefore?ργ is in H1per,xpΓq hence in L6per,xpΓq by Sobolev embeddings, so that ργ P Lpper,xpΓq for 1 ď p ď 3
by an interpolation argument.
Coulomb interactions. Recall that the Coulomb interaction energy of charge densities f and g belonging to
L6{5pR3q can be wrien in real and reciprocal space as:
Dpf, gq :“
ż
R3
ż
R3
fpxqgpx1q
|x´ x1| dx dx
1 “ 4pi
ż
R3
pfpkqpgpkq
|k|2 .
In order to describe Coulomb interactions in the reciprocal space for a quasi 1D periodic system, we gather
the results obtained in (2.4), (2.5) and (2.8), and dene the Coulomb interaction energy per unit cell for charge
densities f, g belonging toSper,xpΓq as:
DΓpf, gq :“ 4pi
ÿ
nPZ
ż
R2
F pfqpn,kqF pgqpn,kq
|k|2 ` 4pi2n2 dk. (2.13)
It is easy to see that DΓp¨, ¨q is a positive denite bilinear form on Sper,xpΓq. Let us introduce the Coulomb
space for the 1D periodic system in the 3D space as
CΓ :“
 
f P S 1per,xpΓq
ˇˇ@n P Z,F pfqpn, ¨q P L1locpR2q, DΓpf, fq ă `8( , (2.14)
which is a Hilbert space endowed with the inner product DΓp¨, ¨q.
Remark 2.4. Remark that charge densities in CΓ are neutral in some weak sense. Indeed, for f P CΓ ŞL1per,xpΓq,
the condition
ş
R2
|F pfqp0,kq|2
|k|2 dk ă `8 implies thatF pfqp0,0q “
ş
Γ fpx, rq dx dr “ 0.
2.2 Reduced Hartree–Fock description for a quasi 1D periodic system
Based on the kinetic energy space and Coulomb interactions dened in the previous section, we construct here
a rHF energy functional for a quasi 1D periodic system which is 1-periodic only in the x-direction. We show
that its ground state is given by the solution of some minimization problem. Denote by Z P N˚ the total nuclear
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charge in each unit cell. For the sake of technical reasons we model the nuclear density of a quasi 1D system by
a smooth function (smeared nuclei) which is 1-periodic in the x-direction
µperpx, rq “
ÿ
nPZ
Z mpx´ n, rq,
where mpx, rq is a non-negative C8c pΓq function such that
ş
R3 m “ 1. In particular
ş
Γ µper “ Z .
For any trial density matrix γ which commutes with the translations τxk in the x-direction, the periodic rHF
energy functional for a quasi 1D system associated with the nuclear density µper is dened as:
Eper,xpγq :“ 1
2pi
ż
Γ˚
TrL2per,xpΓq
ˆ
´1
2
∆ξγξ
˙
dξ ` 1
2
DΓ pργ ´ µper, ργ ´ µperq . (2.15)
Let us introduce the following set of admissible density matrices for this rHF energy functional, which guarantees
that the kinetic energy and Coulomb interaction energy per-unit cell are nite:
FΓ :“ tγ P Pper,x | ργ ´ µper P CΓ u ,
where Pper,x is the kinetic energy space dened in (2.10) and CΓ is the Coulomb space dened in (2.14).
Lemma 2.5. e set FΓ is not empty. Moreover, for any γ P FΓ,ż
Γ
ργ “
ż
Γ
µper. (2.16)
e proof of Lemma 2.5 relies on an explicit construct of an element in FΓ, and can be read in Section 4.3.
e periodic rHF ground state energy (per unit cell) of a quasi 1D system can then be wrien as the following
minimization problem:
Iper “ inf tEper,xpγq; γ P FΓ u , (2.17)
e minimization problem similar to (2.17) under the omas-Fermi type models has been studied in [5], where
the authors proved the uniqueness of the minimizers, and justied the model by a thermodynamic limit argu-
ment. For a 3D periodic crystal, the minimization problem (2.17) has been examined in [20], where the authors
showed the existence of minimizers and the uniqueness of the density of the minimizers. e characterization
of the minimizers is given in [15, eorem 1]: the minimizer is unique and is a spectral projector satisfying a
self-consistent equation. e following theorem provides similar results for a quasi 1D system: we show that the
minimizer of (2.17) exists, and that the density of the minimizers is unique. Let us emphasize that the unit cell
of a quasi 1D system is an unbounded domain Γ, hence we need to deal with the possible escaping of electrons
in the r-direction, a situation which needs not be considered for bounded unit cells as in [20, 15].
eorem 2.6 (Existence of rHF ground state). e minimization problem (2.17) admits a minimizer γper with
density ργper belonging to L
p
per,xpΓq for 1 ď p ď 3. Besides, all the minimizers share the same density.
e proof of eorem 2.6 relies on a classical variational argument, and can be read in Section 4.4.
In order to treat the junction of quasi 1D systems in Section 3, it is useful to dene and study the mean–
eld potential Vper generated by the ground state electronic density ργper and the nuclear density µper. It is
also critical to obtain some decay estimates of Vper in the r-direction. However, for Vper satisfying Poisson’s
equation ´∆Vper “ 4pipργper ´ µperq, the Lp integrability of ργper obtained in eorem 2.6 does not imply the
decay of the mean-eld potential Vper in the r-direction, given that the Green’s function dened in (2.7) has log-
growth in the r-direction. Moreover, the uniform bound given by the energy functional (2.15) does not provide
any Lp bounds or decay property of Vper. In this perspective, we introduce the following assumption on ργper .
Remark that this assumption, which we call “summability condition” is common when treating 2D Poisson’s
equation [56, eorem 6.21].
Assumption 1. e unique ground state density ργper of the problem (2.17) satisesż
Γ
|r|ργperpx, rq dx dr ă `8. (2.18)
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With this mild summability condition (2.18) on ργper , we prove in eorem 2.7 that the highest aainable
energy (Fermi level) of electrons for a quasi 1D system in its ground state is always negative. is coincides with
the physical reality: the additional summability condition on the density is sucient to guarantee that the mean-
eld potential tends to 0 in the r-direction. If the Fermi level is non-negative, electrons can escape to innity
in the r-direction, decreasing the energy of the system, hence the system is not at ground state. Furthermore,
we are able to characterize the unique minimizer as a spectral projector of the mean-eld Hamiltonian. We
comment on Assumption 1 in Remark 2.9.
eorem 2.7 (Properties of the rHF ground state with summability condition on the density). Assume that
Assumption 1 holds for the unique ground state density ργper of the minimization problem (2.17).
1. (The integrability of mean-eld potential.) e mean-eld potential
Vper :“ pργper ´ µperq ‹Γ G
belongs to Lpper,xpΓq for 2 ă p ď `8. Moreover, Vper is continuous and tends to zero in the r-direction.
2. (Spectral properties of the mean-eld Hamiltonian.) e mean-eld Hamiltonian
Hper “ B´1
ˆż
Γ˚
Hper,ξ
dξ
2pi
˙
B “ ´1
2
∆` Vper, Hper,ξ :“ ´1
2
∆ξ ` Vper, (2.19)
is a self-adjoint operator acting on L2pR3q with domain H2 `R3˘ and form domain H1 `R3˘. ere exists
NH P N˚ which can be nite or innite, and a sequence tλnpξquξPΓ˚, 1ďnďNH such that
σess pHper,ξq “ r0,`8q, σdisc pHper,ξq “
ď
1ďnďNH
λn pξq Ă r´‖Vper‖L8 , 0q.
Moreover, the following spectral decomposition holds:
σ pHperq “ σess pHperq “
ď
ξPΓ˚
σpHper,ξq,
ď
ξPΓ˚
σdiscpHper,ξq Ď σac pHperq . (2.20)
In particular, r0,`8q Ă σesspHperq.
3. (The Fermi level is always negative.) e energy level counting function
F pκq : κ ÞÑ 1|Γ˚|
ż
Γ˚
TrL2per,xpΓq
`
1p´8,κs pHper,ξq
˘
dξ “ 1|Γ˚|
NHÿ
n“1
ż
Γ˚
1 pλnpξq ď κq dξ
is continuous and non-decreasing on p´8, 0s. e following inequality always holds:
NH “ F p0q ě
ż
Γ
µper,
which means that there are always enough negative energy levels for the electrons. Moreover, there exists
F ă 0 called Fermi level (chemical potential) such that F pF q “
ş
Γ µper “ Z , which represents the highest
aainable energy level by electrons, and can be interpreted as the Lagrange multiplier associated with the
charge neutrality condition (2.16).
4. (The uniqueminimizer is a spectral projector.) e minimizer of the problem (2.17) is unique and satises
the following self-consistent equation:
γper “ 1p´8,F spHperq “ B´1
ˆż
Γ˚
γper,ξ
dξ
2pi
˙
B, γper,ξ :“ 1p´8,F spHper,ξq. (2.21)
Furthermore, there exist positive constants CF and αF which depend on the Fermi level F , such that
0 ď ργperpx, rq ď CF e´αF |r|. (2.22)
e proof of eorem 2.7 can be read in Section 4.6.
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Remark 2.8. As the unit cell of the 1D system in the 3D space is an unbounded domain Γ, the decomposed
mean-eld HamiltonianHper,ξ does not have a compact resolvent, which is a signicant dierence compared to
the situation considered in [20, 15].
Remark 2.9. Let us comment on Assumption 1. Remark that the exponential decay of the density (2.22) implies
the summability condition (2.18). However, we were not able to directly prove (2.18). is failure is mainly
due to the lack of a priori summability bounds for the density matrices in FΓ. One might argue that we can
add the condition (2.18) to the denition of FΓ. However, the set FΓ with the condition (2.18) is not closed
for the usual weak-˚ topology when considering a minimizing sequence of (2.15). Another aempt is to use
a Schauder xed-point algorithm as in [58, 18] to prove that (2.21) admits a solution. e most crucial step is
to guarantee that there are enough negative bound states to meet the charge neutrality constraint (2.16). e
number of bound states is controlled by the decay rate of potentials. With exponentially decaying densities we
can show that [5, Lemma 2.5] there exists C P R` such that |Vperp¨, rq| ď C|r|´1. Nevertheless this condition
is not sucient to guarantee that the number of bound states is sucient, as the critical decay rate for numbers
of bound states to be nite or innite is ´|r|´2 [62, eorem XIII.6]. In other words, we do not have a uniform
bound over the Fermi level F at each xed-point iteration. On the other hand, the summability condition (2.18)
is a sucient but probably not a necessary condition for the negativity of the Fermi level and the characterization
of the minimizers. e main dicult is to control the decay of the mean-eld potential Vper in the r-direction by
just controlling the nuclear density µper, given that the Green’s function dened in (2.7) has log-growth in the
r-direction. Furthermore, dierent decay scenarios of Vper in the r-direction lead to dierent characterizations
of the spectrum of the Hamiltonian Hper: if Vper is bounded from below, and positive with log-growth when
|r| Ñ 8, one can show that the spectrum of Hper,ξ is purely discrete and the spectrum of Hper has a band
structure. e Fermi level of the system could be positive in this case. We are not able to prove the above
statements without Assumption 1.
In order to describe the junction of quasi 1D systems, more specically to guarantee that the Coulomb energy
generated by the perturbative state is nite, the integrability of the mean-eld potential provided in eorem 2.7
is not sucient in view of Lemma 3.3 below. In order to make use of this result, let us introduce a class of nuclear
densities such that the x-averaged density is rotationally invariant in the r-direction:
µper,sympx, rq “
ÿ
nPZ
Z mspx´ n, rq,
where mspx, rq is a non-negative C8c pΓq function such that
ş
R3 ms “ 1. Moreover, there exists msymp|r|q P
C8c pR2q such that
@r P R2,
ż 1{2
´1{2
mspx, rq dx ” msymp|r|q. (2.23)
Lemma 2.10. Suppose that Assumption 1 holds. Under the symmetry condition (2.23) on the nuclear density µper,
all the results of eorem 2.7 hold for the minimization problem (2.17). Besides, the mean–eld potential Vper belongs
to Lpper,xpΓq for 1 ă p ď `8.
e proof of this lemma can be read in Section 4.7. e nuclei of many actual materials can be modeled with
a smear nuclear density satisfying the condition (2.23): for instance nanotubes and polymers with rotational
symmetry in the r-direction.
3 Mean–eld stability for the junction of quasi 1D systems
In this section, we construct a rHF model for the junction of two dierent quasi 1D periodic systems. e junction
system is described by periodic nuclei satisfying the symmetry condition (2.23) with dierent periodicities and
possibly dierent charges per unit cell, occupying separately the le and right half spaces (i.e., p´8, 0s ˆ R2
and p0,`8q ˆ R2), see Fig. 2. We do not assume any commensurability of the dierent periodicities. e
junction system is therefore a priori no longer periodic, making it impossible to dene the periodic rHF energy.
Inspired by perturbative approaches when treating innitely extended systems [34, 33, 36, 35, 15], the idea is to
nd an appropriate reference state which is close enough to the actual one. Section 3.1 gives a mathematical
description of the junction system. Section 3.2 is devoted to a rigorous construction of a reference Hamiltonian
Hχ and a reference one-particle density matrix dened as a spectral projector ofHχ. In Section 3.3 we construct
a perturbative state, which encodes the non-linear eects due to the electron-electron interaction in the rHF
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approximation, and associate the ground state energy of this perturbative state to some minimization problem
in Section 3.4.
3.1 Mathematical description of the junction system
Consider two quasi 1D periodic systems with periods aL ą 0 and aR ą 0. e unit cells are respectively denoted
by ΓL :“ r´aL2 , aL2 qˆR2 and ΓR :“ r´aR2 , aR2 qˆR2 with their duals ΓL˚ :“ r´ piaL , piaL q and ΓR˚ :“ r´ piaR , piaR q.
We consider nuclear densities fullling the symmetry condition (2.23) and suppose that Assumption 1 holds for
the ground state densities of both quasi 1D periodic systems. More precisely, let mLpx, rq and mRpx, rq be
non-negative C8c functions with supports respectively in ΓL and ΓR such that
ş
R3 mL “ 1 and
ş
R3 mR “ 1.
Assume that there exist msym,Lp|r|q,msym,Rp|r|q P C8c pR2q such that
@r P R2,
ż aL{2
´aL{2
mLpx, rq dx ” msym,Lp|r|q,
ż aR{2
´aR{2
mRpx, rq dx ” msym,Rp|r|q.
Denoting byZL, ZR P Nzt0u the total charges of the nuclei per unit cells, the smeared periodic nuclear densities
are respectively dened as
µper,Lpx, rq :“
ÿ
nPZ
ZLmLpx´ aLn, rq, µper,Rpx, rq :“
ÿ
nPZ
ZRmRpx´ aRn, rq. (3.1)
e periodic Green’s functions with period ΓL and ΓR are separately dened as
GaLpx, rq “ a´1L G
ˆ
x
aL
, r
˙
, GaRpx, rq “ a´1R G
ˆ
x
aR
, r
˙
,
where Gp¨q is the periodic Green’s function dened in (2.7). One can easily verify that
´∆GaLpx, rq “ 4pi
ÿ
nPZ
δpx,rq“paLn,0q P S 1pR3q, ´∆GaRpx, rq “ 4pi
ÿ
nPZ
δpx,rq“paRn,0q P S 1pR3q.
According to the results of eorem 2.7, the following self-consistent equations uniquely dene the ground
states density matrices associated with the periodic nuclear densities µper,L and µper,R:
γper,L :“ 1p´8,LspHper,Lq, Hper,L :“ ´
∆
2
` Vper,L, Vper,L :“ pρper,L ´ µper,Lq ‹ΓL GaL ,
γper,R :“ 1p´8,RspHper,Rq, Hper,R :“ ´
∆
2
` Vper,R, Vper,R :“ pρper,R ´ µper,Rq ‹ΓR GaR ,
where the negative constants L and R are the Fermi levels of the quasi 1D systems. e junction of the quasi
1D systems are described by considering the following nuclear density conguration (see Fig.2):
µJpx, rq :“ 1xď0 ¨ µper,Lpx, rq ` 1xą0 ¨ µper,Rpx, rq ` vpx, rq, (3.2)
where vpx, rq P L6{5pR3q describes how the junction switches between the underlying nuclear densities. e
assumption v P L6{5pR3q ensures that Dpv, vq ă `8. Recall that
Dpf, gq “
ż
R3
ż
R3
fpxqgpyq
|x´ y| dx dy “
1
4pi
ż
R3
pfpkqpgpkq
k2
dk
describes the Coulomb interactions in the whole space. Once one sets the nuclear conguration (3.2), electrons
are allowed to move in the 3D space. e innite rHF energy functional for the junction system associated with
a test density matrix γJ formally reads
EpγJq “ Tr
ˆ
´1
2
∆γJ
˙
` 1
2
D pργJ ´ µJ , ργJ ´ µJq . (3.3)
Let us also introduce the Coulomb space C and its dual C1 (Beppo-Levi space [15]):
C :“  ρ P S 1pR3q ˇˇ pρ P L1locpR3q, Dpρ, ρq ă 8( , C1 :“  V P L6pR3q | ∇V P pL2pR3qq3( . (3.4)
Remark that the ground state energy of the junction system, if it exists, is innite and there is no periodicity in
this system, hence usual techniques which essentially consist in considering the energy per unit volume [20, 15]
are not applicable. We next dene a reference system such that the dierence between the junction system and
the reference can be considered as a perturbation. is perturbative approach has been used in [36, 33, 35, 15]
in various contexts. e next section is devoted to the rigorous mathematical construction of the reference state
and its rHF energy functional.
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—σ (Hper,L) —σ (Hper,R)
0 +∞
ǫR
ǫL
Figure 3: Spectrum of Hper,L, Hper,R in the non-equilibrium regime.
—σ (Hper,L) —σ (Hper,R)
0 +∞
ǫR
ǫLΣa Σb
Figure 4: Spectrum of Hper,L, Hper,R in the equilibrium regime.
3.2 Reference state for the junction system
In this section, we construct a reference Hamiltonian obtained by a linear combination of the periodic mean–
eld potentials Vper,L and Vper,R. We prove the validity of this approach by showing that the density generated
by this reference state is close to the linear combination of the periodic densities ρper,L and ρper,R.
Hamiltonian of the reference state. We introduce a class of smoothed cut-o functions. For x P R3,
consider:
X :“
!
χ P C2pR3q
ˇˇˇ
0 ď χ ď 1; χpxq “ 1 if x P
´
´8,´aL
2
ı
ˆ R2; χpxq “ 0 if x P
”aR
2
,`8
¯
ˆ R2
)
.
(3.5)
Fix χ P X , let us introduce a reference potential
Vχ :“ χ2Vper,L ` p1´ χ2qVper,R.
We will show in Section 3.4 that the choice of χ P X is irrelevant. By eorem 2.7 and Lemma 2.10 we know
that Vχ belongs to Lploc
`
R, LppR2q˘ for 1 ă p ď 8, is continuous in all directions and tends to zero in the
r-direction. By the Kato–Rellich theorem (see for example [39, eorem 9.10]), there exists a unique self-adjoint
operator
Hχ :“ ´1
2
∆` Vχ (3.6)
on L2pR3q with domain H2pR3q and form domain H1pR3q. We next show that the essential spectrum of the
reference Hamiltonian Hχ is the union of the essential spectra of Hper,L and Hper,R, which implies that the
reference system does not change essentially the unions of possible energy levels of quasi periodic systems,
and that there are no surface states which propagate along the junction surface in the r-direction. Note that
this is a priori not obvious as the cut-o function χ is r-translation invariant (hence not compact), therefore
scaering states may occur at the junction surface and escape to innity in the r-direction. Standard techniques
in scaering theory to prove this statement, such as Dirichlet decoupling [25, 41], are not applicable in our
situation since the junction surface is not compact.
Proposition 3.1 (Spectral properties of the reference state Hχ). For any χ P X , the essential spectrum of Hχ
dened in (3.6) satises
σesspHχq “ σess pHper,Lq
ď
σess pHper,Rq .
In particular, r0,`8q Ă σesspHχq and σesspHχq does not depend on the shape of the cut-o function χ P X dened
in (3.5).
e proof relies on an explicit construction of Weyl sequences associated with Hχ (see Section 4.8). Re-
mark that Proposition 3.1 also implies that the reference system essentially preserves the scaering channels of
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the underlying quasi 1D systems, since the scaering involves the purely absolutely continuous spectrum of a
Hamiltonian (see for example [28, 9, 10]). However, this does not exclude the existence of embedded eigenvalues
in the essential spectrum, which may cause additional scaering channels [63, 64]. We prove in Corollary 3.5.1
that the results in Proposition 3.1 still hold for the nonlinear junction.
Reference state as a spectral projector. Before constructing the reference state, let us discuss dierent
regimes for junction system. From eorem 2.7 we know that the chemical potentials (Fermi levels) L and
R are negative. Introduce the energy interval IF :“ rminpL, Rq,maxpL, Rqs. In view of Proposition 3.1,
assume that the essential spectrum of Hχ below 0 is purely absolutely continuous, the non-equilibrium regime
(Fig. 3) corresponds to
σacpHχq
č
IF ‰ H.
In this regime, steady state currents occur and the Landauer-Bu¨iker conductance can be calculated [8, 9, 10].
When µper,L and µper,R are identical, the junction system becomes periodic with dierent chemical potentials
L and R on the le and right half lines. In this case the ouless conductance [8] can be dened and it is given
by
CT
|σacpHχqŞ IF |
|IF |
ą 0,
for some positive constant CT . However it is not the aim of this article to discuss steady state currents for non-
equilibrium systems. We instead consider the equilibrium regime (see Fig. 4) with the following assumption.
Assumption 2. e chemical potential L and R are in a common spectral gap pΣa,Σbq (equilibrium regime, see
Fig. 4), where Σa is the maximum of the lled bands of Hper,L and Hper,R, and Σb is the minimum of the unlled
bands of Hper,L and Hper,R.
—σ (Hper,ℓ) —σ (Hper,r)
0 +∞
—σ (Hχ)
× ×××
ǫF < 0
ΣbΣa
Figure 5: Spectrum of Hper,L, Hper,R and Hχ below 0.
Assumption 2 guarantees that the Fermi level of the junction system lies in a spectral gap of Hχ in view
of Proposition 3.1, which is a common hypothesis [15, 33, 35] for 3D periodic insulating and semi-conducting
systems. We make this assumption for simplicity. Remark that with approaches proposed in [29, 30, 14] it is
possible to extend the results to metallic systems provided that the junction system is in its ground state and no
steady state current occurs.
Let us without loss of generality choose the Fermi level F “ maxpL, Rq “ sup IF and dene the reference
state γχ as the spectral projector associated with the states of Hχ below F :
γχ :“ 1p´8,F qpHχq. (3.7)
Remark that Hχ can have discrete spectrum in the gap pΣa,Σbq, with eigenvalues possibly accumulating at Σa
and Σb, and F can also be an eigenvalue of Hχ. e denition of (3.7) however excludes the possible bound
states with energy F .
e following proposition shows that the density ρχ of γχ is well dened in L1locpR3q, and is close to the
linear combination of the periodic densities ρper,L and ρper,R, the dierence decaying exponentially fast in the
x-direction as |x| Ñ 8.
Proposition 3.2 (Exponential decay of density). Under Assumption 2, the spectral projector γχ is locally trace
class, so that its density ρχ is well dened in L1locpR3q. Moreover,
χ2ρper,L ` p1´ χ2qρper,R ´ ρχ P LppR3q for 1 ă p ď 2.
13
Furthermore, denote by wa the characteristic function of the unit cube centered at a P R3. ere exist positive
constants C and t such that for all
α “ pαx, 0, 0q P R3, with either supppwαq Ă p´8, aL{2s ˆ R2 or supppwαq Ă raR{2,`8q ˆ R2,
it holds, ż
R3
ˇˇ
wα
`
χ2ρper,L ` p1´ χ2qρper,R ´ ρχ
˘
wα
ˇˇ ď Ce´t|α|.
e proof can be read in Section 4.10.
Fictitious nuclear density of the reference state. e density ρχ associated with γχ is xed once the Fermi
level F is chosen. We can therefore dene a ctitious nuclear density µχ by imposing that the total electronic
density ρχ ´ µχ generates the potential Vχ. e ctitious nuclear density µχ is given by
´∆Vχ “ 4pi pρχ ´ µχq , µχ :“ ρχ ´
`
χ2pρper,L ´ µper,Lq ` p1´ χ2qpρper,R ´ µper,Rq ` ηχ
˘
, (3.8)
where ηχ has compact support in the x-direction:
ηχ :“ ´ 1
4pi
`B2xpχ2q pVper,L ´ Vper,Rq ` 2Bxpχ2qBx pVper,L ´ Vper,Rq˘ . (3.9)
Let us emphasize that the Poisson’s equation (3.8) is dened on the whole space R3.
e nuclear density of the junction is a ctitious nuclear density plus a perturbation. Once we have
dened ctitious nuclear density, we can treat the dierence between the real nuclear density of the junction
system µJ and the ctitious nuclear density µχ as a perturbative nuclear density. By doing so we can dene
a nite renormalized energy with respect to the perturbative nuclear density. Note that this idea is similar
to the denition of the defect state in [15] for defects in crystals, and the polarization of the vacuum in the
Bogoliubov–Dirac–Fock model [36, 33, 35]. Introduce
νχ :“ µJ ´ µχ “
`
1xď0 ´ χ2
˘ pµper,L ´ µper,Rq ` `χ2ρper,L ` p1´ χ2qρper,R ´ ρχ˘` ηχ ` v. (3.10)
In order to guarantee that the perturbative state has a nite Coulomb energy, we need Dpνχ, νχq ă `8. A
sucient condition is that νχ belongs to L6{5pR3q. is motivates the following Lp-estimate on ηχ.
Lemma 3.3. e function ηχ dened in (3.9) belongs to Lp
`
R3
˘
for 1 ă p ă 6.
e proof can be read in Section 4.11. In view of Lemma 3.3 and Proposition 3.2, together with the fact
that p1xď0 ´ χ2q pµper,L ´ µper,Rq has compact support and v belongs to L6{5
`
R3
˘
, it is easy to see that νχ
belongs to L6{5
`
R3
˘
, and hence to the Coulomb space C dened in (3.4). is means that the perturbative state
generated by the nuclear density νχ has nite Coulomb energy.
Remark 3.4. Remark that the integrability of Vper provided by Lemma 2.10 is crucial to deduce Lemma 3.3.
3.3 Denition of the perturbative state
In this section we dene a perturbative state associated with the perturbative density νχ following the ideas
developed in [15]. We formally derive the rHF energy dierence between the junction state γJ and the reference
state γχ by writing γJ “ γχ `Qχ with Qχ a trial density state. In view of (3.3), we formally have
EpγJq ´ Epγχq
formallyhnlj
“ Tr
ˆ
´1
2
∆ pγχ `Qχq
˙
` 1
2
D pρJ ´ µJ , ρJ ´ µJq
´ Tr
ˆ
´1
2
∆γχ
˙
´ 1
2
D pρχ ´ µχ, ρχ ´ µχq
“ Tr
ˆ
´1
2
∆Qχ
˙
`Dpρχ ´ µχ, ρQχq ´DpρQχ , νχq ` 12DpρQχ , ρQχq
´Dpρχ ´ µχ, νχq ` 1
2
Dpνχ, νχq
“ Tr pHχQχq ´DpρQχ , νχq ` 12DpρQχ , ρQχq ´Dpρχ ´ µχ, νχq `
1
2
Dpνχ, νχq.
(3.11)
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We next give a mathematical denition of the terms in the last equality of (3.11). We expect Qχ to be a per-
turbation of the reference state γχ. More precisely, we expect Qχ to be Hilbert-Schmidt. is is usually called
the “Shale-Stinespring” condition [66], see [54, 69] for a detailed discussion. Moreover, we also expect the ki-
netic energy of Qχ to be nite. Let Π be an orthogonal projector on the Hilbert space H such that both Π and
ΠK :“ 1´Π have innite ranks. A self-adjoint compact operatorA onH is said to be Π-trace class ifA P S2 pHq
and both ΠAΠ and ΠKAΠK are in S1 pHq. For an operator A we dene its Π-trace as
TrΠpAq :“ Tr pΠAΠq ` Tr
`
ΠKAΠK
˘
,
and denote bySΠ1 pHq the associated set of Π-trace class operators. Since the reference state γχ dened in (3.7)
is an orthogonal projector on L2pR3q, we can dene associated γχ-trace class operators. For any trial density
matrixQχ, let us denote byQ``χ :“ γKχQχγKχ andQ´´χ :“ γχQχγχ, and introduce a Banach space of operators
with nite γχ-trace and nite kinetic energy as follows:
Qχ :“
 
Qχ P Sγχ1 pL2pR3qq
ˇˇ
Qχ˚ “ Qχ, |∇|Qχ P S2pL2pR3qq,
|∇|Q``χ |∇| P S1pL2pR3qq, |∇|Q´´χ |∇| P S1pL2pR3qq
(
,
equipped with its natural norm
‖Qχ‖Qχ :“ ‖Qχ‖S2 `
∥∥Q``χ ∥∥S1 ` ∥∥Q´´χ ∥∥S1 ` ‖|∇|Qχ‖S2 ` ∥∥|∇|Q``χ |∇|∥∥S1 ` ∥∥|∇|Q´´χ |∇|∥∥S1 .
By construction Trγχ pQχq “ Tr
`
Q``χ
˘ ` Tr `Q´´χ ˘. For Q to be an admissible perturbation of the reference
state γχ, Pauli’s principle requires that 0 ď γχ`Qχ ď 1. Let us introduce the following convex set of admissible
perturbative states:
Kχ :“ tQχ P Qχ | ´γχ ď Qχ ď 1´ γχu .
Remark that Kχ is not empty since it contains at least 0. Note also that Kχ is the convex hull of states in Qχ
of the special form γ ´ γχ, where γ is an orthogonal projector [15]. Furthermore, for any Qχ P Kχ a simple
algebraic calculation shows that
Q``χ ě 0, Q´´χ ď 0, 0 ď Q2χ ď Q``χ ´Q´´χ .
As mentioned in the previous section, the Fermi level F can be an eigenvalue ofHχ. ConsiderN P N˚ such that
F P pΣN,χ,ΣN`1,χs, where ΣN,χ ă ΣN`1,χ are two eigenvalues ofHχ in the gap pΣa,Σbq, and let ΣN,χ “ Σa
and ΣN`1,χ “ Σb whenever there is no such element. For any κ P pΣN,χ, F q, let us introduce the following
rHF kinetic energy of a state Qχ P Qχ:
Trγχ pHχQχq :“ Tr
´
|Hχ ´ κ|1{2
`
Q``χ ´Q´´χ
˘ |Hχ ´ κ|1{2¯` κTrγχ pQχq .
By [15, Corollary 1], the above expression is independent of κ P pΣN,χ, F q. In view of the last line of (3.11) we
introduce the following minimization problem
Eκ,χ “ inf
QχPKχ
 Eχ pQχq ´ κTrγχ pQχq( , (3.12)
where
Eχ pQχq :“ Trγχ pHχQχq ´D
`
ρQχ , νχ
˘` 1
2
D
`
ρQχ , ρQχ
˘
. (3.13)
3.4 Properties of the junction system
e following result shows that the minimization problem (3.12) is well posed and admits minimizers.
Proposition 3.5. (Existence of the perturbative ground state) Assume that Assumption 2 holds. en there
exist minimizers for the problem (3.12). ere may be several minimizers, but they all share the same density.
Moreover, any minimizer Qχ of (3.12) satises the following self-consistent equation:$&% Qχ “ 1p´8,F qpHQχq ´ γχ ` δχ,HQχ “ Hχ ` pρQχ ´ νχq ‹ | ¨ |´1, (3.14)
where δχ is a nite-rank self-adjoint operator satisfying 0 ď δχ ď 1 and Ranpδχq Ď KerpHQχ ´ F q.
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e proof is a direct adaptation of several results obtained in [15], see a short summary in Section 4.12 for
completeness. Remark that pρQχ ´ νχq ‹ | ¨ |´1 P L6pR3q by [17, Lemma 16], therefore p1 ´ ∆q´1pρQχ ´
νχq ‹ | ¨ |´1 belongs toS6 by the Kato–Seiler–Simon inequality (4.1), hence pρQχ ´ νχq ‹ | ¨ |´1 is ´∆-compact
hence Hχ-compact by the boundedness of Vχ, leaving the essential spectrum unchanged. erefore in view of
Proposition 3.1, the following corollary holds.
Corollary 3.5.1. For any χ P X , and HQχ solution of (3.14), it holds
σess
´
HQχ
¯
“ σess pHper,Lq
ď
σess pHper,Rq , σess
´
HQχ
¯č
p´8, 0s Ď σac
´
HQχ
¯
.
In particular, r0,`8q Ă σess
´
HQχ
¯
and σess
´
HQχ
¯
does not depend on the shape of the cut-o function χ P X
dened in (3.5).
e result of Proposition 3.5 can be interpreted as follows: given a cut-o function χ belonging to the class
X dened in (3.5), we can construct a reference state γχ and a perturbative ground state Qχ, the sum of which
forms the ground state of the junction system. However it is articial to introduce cut-o functions χ since there
are innitely many possible choices. In view of (3.2), the ground state of the junction system should not depend
on the choice of cut-o functions. e following theorem shows that the electronic density of the junction
system is indeed independent of the choice of the cut-o function χ.
eorem 3.6 (Independence of the reference state and uniqueness of ground state density). e ground
state density of the junction system with nuclear density dened in (3.2) under the rHF description is independent of
the choice of the cut-o function χ P X , i.e., the total electronic density ρJ “ ρχ ` ρQχ is independent of χ, where
ρχ is the density associated with the spectral projector γχ dened in (3.7), and ρQχ is the unique density associated
with the solution Qχ of the minimization problem (3.14).
e proof can be read in Section 4.13. eorem 3.6 and Proposition 3.5 together imply that
Corollary 3.6.1. e ground state of the junction system (3.2) is of the form
1p´8,F q
´
Hχ ` pρQχ ´ νχq ‹ | ¨ |´1
¯
`δχ, 0 ď δχ ď 1, Ranpδχq Ď Ker
´
Hχ ` pρQχ ´ νχq ‹ | ¨ |´1 ´ F
¯
,
and its density is independent of the choice of χ.
Remark that an extension to junctions of 2D materials may be done by similar constructions as above, see [19]
for more details.
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4 Proofs of the results
In order to simplify the notation, in Section 4.1 to 4.11 when treating the quasi 1D periodic system we denote
bySp the Schaern classSppL2per,x pΓqq for 1 ď p ď `8. Unless otherwise specied, starting from Section 4.8
we use Sp instead of SppL2pR3qq for the proofs of the junction system.
First of all, let us recall the following Kato–Seiler–Simon (KSS) inequality:
Lemma 4.1. ([65, Lemma 2.1]) Let 2 ď p ď 8. For g, f belonging to LppR3q, the following inequality holds:
‖fp´i∇qgpxq‖SppL2pR3qq ď p2piq´3{p‖g‖LppR3q‖f‖LppR3q. (4.1)
4.1 Proof of Lemma 2.1
e proof is an easy adaptation of the proof of the classical Kato–Seiler–Simon inequality (4.1) by replacing the
Fourier transform with the mixed Fourier transform F . Let us prove separately (2.6) for p “ 2 and p “ `8.
e conclusion then follows by an interpolation argument. We use the following kernel representation during
the proofs. For x “ px, rq and y “ py, r1q belonging to Γ, symbolic calculus shows that the Schwartz kernel
Kf,ξ ppx, rq, py, r1qq of the operator fp´i∇ξq acting on L2per,x pΓq formally reads
Kf,ξ
`px, rq, py, r1q˘ “ 1
2pi
`
F´1 ˝ τx´ξf
˘ `px´ yq, pr ´ r1q˘
“ 1
4pi2
ÿ
nPZ
ż
R2
eip2pinpx´yq`k¨pr´r1qqf p2pin` ξ,kq dk.
(4.2)
Let p “ 2. In view of the isometry identity (2.4), the convolution equality (2.5) and the kernel representation (4.2),
the following estimate holds
‖fp´i∇ξqg‖2S2 “
1
4pi2
ż
ΓˆΓ
ˇˇ`
F´1 ˝ τx´ξf
˘ px´ yqgpyqˇˇ2 dx dy
ď 1
4pi2
ż
Γ
|gpyq|2
ˆż
Γ
ˇˇ`
F´1 ˝ τx´ξf
˘ px´ yqˇˇ2 dx˙ dy
“ 1
4pi2
ż
Γ
|gpyq|2
ÿ
nPZ
ˆż
R2
|f p2pin` ξ,kq|2 dk
˙
dy
“ 1
4pi2
‖g‖2L2per,xpΓq
ÿ
nPZ
‖f p2pin` ξ, ¨q‖2L2pR2q,
which proves (2.6) for p “ 2. For p “ `8, it suces to prove that for any φ P L2per,x pΓq,
‖fp´i∇ξqgφ‖L2per,xpΓq ď ‖g‖L8per,xpΓq sup
nPZ
‖f pp2pin` ξ, ¨qq‖L8pR2q‖φ‖L2per,xpΓq.
By arguments similar to those used when p “ 2, we obtain by the isometry (2.4) that
‖fp´i∇ξqgφ‖2L2per,xpΓq “
ÿ
nPZ
ż
R2
|F pgφq pn,kq|2
ˇˇˇ
f
´
p2pin` ξq2 ` k2
¯ˇˇˇ2
dk
ď sup
nPZ
‖f pp2pin` ξ, ¨qq‖2L8pR2q‖gφ‖2L2per,xpΓq
ď ‖g‖2L8per,xpΓq sup
nPZ
‖f pp2pin` ξ, ¨qq‖2L8pR2q‖φ‖2L2per,xpΓq,
which is (2.6) for p “ `8. erefore, following the same interpolation arguments as in [65, Lemma 2.1] we
obtain (2.6) for 2 ď p ď `8.
4.2 Proof of Lemma 2.3
For n P Z, let us consider the 2D equation:
´∆rGn ` 4pi2n2Gn “ 2piδr“0 inS 1pR2q.
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It is well known (see for example [56, 49]) that the solution of the above equation is
Gnp|r|q “
#
´ logp|r|q, n ” 0,
K0 p2pi|n||r|q , |n| ě 1,
where K0pαq :“
ş`8
0 e
´α coshptq dt is the modied Bessel function of the second kind. erefore the Green’s
function Gpx, rq dened in (2.7) can be rewrien as
Gpx, rq “ 2
ÿ
nPZ
e2ipinxGnprq P S 1per,xpΓq. (4.3)
Applying the Laplacian operator to both sides,
´∆Gpx, rq “ 4pi
ÿ
nPZ
e2ipinxδr“0 P S 1per,xpΓq.
On the other hand, by the Poisson summation formula
ř
nPZ δx“n “
ř
nPZ e2ipinx P S 1pRq, we conclude that
the Green’s function Gpx, rq dened in (2.7) satises
´∆Gpx, rq “ 4pi
ÿ
nPZ
δpx,rq“pn,0q.
Taking the Fourier transformF on both sides of (4.3) we obtain that
FGpn,kq “ 2
4pi2n2 ` |k|2 P S
1pR3q.
Let us now give some estimates on rG dened in (2.7). Recall that there exist two positive constants C0 and C1
such that [27]
0 ď K0pαq ď
#
C0 |logpαq| , when α ď 2pi,
C1e
´αppi{2αq1{2, when α ą 2pi.
For |r| ą 1, it holds thatˇˇˇ rGpx, rqˇˇˇ ď 2C1 `8ÿ
n“1
e´2pin|r|a
n|r| ď
2C1a|r| e´2pi|r|1´ e´2pi|r| ď 2C11´ e´2pi e´2pi|r|a|r| . (4.4)
For |r| ď 1 xed, there exists N ě 1 such that N ď 1|r| ă N ` 1. In particular, for n ą N ` 1 we have
2pin|r| ą 2pi. ere exists therefore a positive constant C such thatˇˇˇ rGpx, rqˇˇˇ ď 4C0
ˇˇˇˇ
ˇ Nÿ
n“1
log p2pin|r|q
ˇˇˇˇ
ˇ` 2C1 8ÿ
n“N`1
e´2pin|r|a
n|r| ď 4C0
ˇˇˇˇ
ˇ
ż 1
|r|
1
log p2pit|r|q dt
ˇˇˇˇ
ˇ` 2C1
ż 8
2pi
e´t dt
“ 4C0|r| |logp2piq ´ 1´ |r| ` |r| logp2pi|r|q| ` 2C1e
´2pi ď C|r| .
(4.5)
Together with (4.4) we deduce that rGpx, rq P Lpper,xpΓq for 1 ď p ă 2. Note that for all r P R2zt0u, it holdsş1{2
´1{2Gpx, rq dx ” 0. Consider, for r ‰ 0,
Gpx, rq “
ÿ
nPZ
˜
1apx´ nq2 ` |r|2 ´
ż 1{2
´1{2
1apx´ y ´ nq2 ` |r|2 dy
¸
.
From [5, Equation (1.8)],
´∆ `Gpx, rq ´ 2 log p|r|q˘ “ 4pi ÿ
kPZ
δpx,rq“pk,0q P S 1pR3q,
withGpx, rq “ Op 1|r|qwhen |r| Ñ 8 by [5, Lemma 2.2]. Denoting by upx, rq “ rGpx, rq´Gpx, rqwe therefore
obtain that´∆upx, rq ” 0. As upx, rq belongs toL1locpR3q, by Weyl’s lemma for the Laplace equation we obtain
that upx, rq is C8pR3q. On the other hand, by the decay properties of rG and G, we deduce that |up¨, rq| Ñ 0
when |r| Ñ 8 uniformly in x, hence by the maximum modulus principle for harmonic functions we can
conclude that u ” 0, hence rGpx, rq “ Gpx, rq.
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4.3 Proof of Lemma 2.5
We prove this lemma by an explicit construction of a density matrix belonging toFΓ. Consider a cut-o function
% P C8c pΓq such that 0 ď % ď 1 and
ş
Γ %
2 “ 1, and dene %per “ řnPN ρp¨ ´ nq. Let ω ě 0 be a parameter to
be made precise later. Dene
γω “ B´1
ˆż
Γ˚
γω,ξ
dξ
2pi
˙
B, γω,ξ “ Aω,ξAω˚,ξ, Aω,ξ :“ 1r0,ωs p´∆ξq %per. (4.6)
It is easy to see that 0 ď γω ď 1, and that τxk γω “ γωτxk for all k P Z by construction. Let us prove that the
kinetic energy per unit cell of γω is nite. Denote by Fξpn,kq “
b
p2pin` ξq2 ` k2. By the Kato–Seiler–Simon
type inequality (2.6),ż
Γ˚
TrL2per,x
`a
1´∆ξ γω,ξ
a
1´∆ξ
˘
dξ “
ż
Γ˚
‖a1´∆ξAω,ξ‖2S2 dξ
ď 1
4pi2
ż
Γ˚
‖%per‖2L2per,xpΓq
˜ÿ
nPZ
∥∥∥∥b1` F 2ξ pn, ¨q1r0,ωs `F 2ξ pn, ¨q˘∥∥∥∥2
L2pR2q
¸
dξ ă `8.
e last estimate follows by the condition p2pin` ξq2 ` k2 ď ω implies that the sum on n is nite and the
integration on k occurs in a compact domain. Hence γω belongs to Pper,x. Let us now show that there exists
ω˚ ě 0 such that ργω˚ ´ µper P CΓ. It is easy to see that the density ργω is smooth and compactly supported in
Γ by denition. Moreover, in view of the kernel representation (4.2), the kernel KAω,ξ of the operator Aω,ξ is
KAω,ξ
`px, rq, py, r1q˘ “ 1
4pi2
ÿ
nPZ
ż
R2
eip2pinpx´yq`k¨pr´r1qq1r0,ωs
`
F 2ξ pn,kq
˘
%perpy, r1q dk.
Remark that the non-negative functionω ÞÑ şΓ˚ ´řnPZ şR2 1r0,ωs ´F 2ξ pn,kq¯ dk¯ dξ is monotonic non-decreasing
in ω, equals 0 when ω “ 0 and tends to `8 when ω Ñ `8. Hence there exists ω˚ ą 0 such thatż
Γ
ργω˚ “
1
2pi
ż
Γ˚
‖Aω˚,ξ‖2S2 dξ “
1
2pi
ż
Γ˚
‖KAω,ξ‖2L2per,xpΓˆΓq dξ
“ 1p2piq3
ż
Γ˚
ż
Γ
ż
R2
ÿ
nPZ
1r0,ω˚s
`
F 2ξ pn,kq
˘
%2perpy, rq dy dr dk dξ
“ 1p2piq3
ż
Γ˚
˜ÿ
nPZ
ż
R2
1r0,ω˚s
`
F 2ξ pn,kq
˘
dk
¸
dξ “
ż
Γ
µper ą 0.
(4.7)
is condition is equivalent toF pργω˚´µperqp0,0q “ 0. As k ÞÑ F pργω˚´µperqp0,kq isC1pR2q and bounded,
the function k ÞÑ |k|´1F pργω˚ ´ µperqp0,kq is in L2locpR2q. In view of this, there exists a positive constant C
such that
ÿ
nPZ
ż
R2
ˇˇ
F pργω˚ ´ µperqpn,kq
ˇˇ2
|k|2 ` 4pi2n2 dk ď
ż
|k|ď2pi
ˇˇ
F pργω˚ ´ µperqp0,kq
ˇˇ2
|k|2 dk
` 1
4pi2
¨˝ż
|k|ą2pi
ˇˇ
F pργω˚ ´ µperqp0,kq
ˇˇ2
dk `
ÿ
nPZzt0u
ż
R2
ˇˇ
F pργω˚ ´ µperqpn,kq
ˇˇ2
dk‚˛
ď C ` 1
4pi2
ż
Γ
ˇˇ
ργω˚ ´ µper
ˇˇ2 ă `8.
(4.8)
In view of the denition of the Coulomb energy (2.13), we can therefore conclude that
DΓpργω˚ ´ µper, ργω˚ ´ µperq ă `8.
is concludes the proof that the state γω˚ P FΓ. Hence FΓ is not empty. As any density ργ associated with
γ P Pper,x is integrable, we can conclude that (2.16) holds in view of Remark 2.4.
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4.4 Proof of eorems 2.6
Let us start by giving a convenient equivalent formulation of the minimization problems (2.17). e opera-
tor ´12∆ξ is not invertible, but the operator ´12∆ξ ´ κ is positive denite and
ˇˇ´12∆ξ ´ κˇˇ´1 is bounded for
any κ ă 0. erefore in view of the charge neutrality constraint (2.16), we rewrite the periodic rHF energy
functional (2.15) as follows:
@γ P FΓ, Eper,xpγq “ 1
2pi
ż
Γ˚
TrL2per,xpΓq
ˆ
´1
2
∆ξγξ
˙
dξ ` 1
2
DΓ pργ ´ µper, ργ ´ µperq
“ Eper,x,κpγq ` κ
2pi
ż
Γ˚
TrL2per,xpΓq pγξq dξ “ Eper,x,κpγq ` κ
ż
Γ
µper,
with
Eper,x,κpγq :“ 1
2pi
ż
Γ˚
TrL2per,xpΓq
˜ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2
γξ
ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2¸
dξ ` 1
2
DΓ pργ ´ µper, ργ ´ µperq .
e parameter κ can be interpreted as the Lagrangian multiplier associated with the charger neutrality con-
straint. erefore by xing κ ă 0, the minimization problem (2.17) is equivalent to the problem
inf
 Eper,x,κpγq; γ P FΓ ( . (4.9)
We prove the existence of minimizers and the uniqueness of the density of minimizers for the problem (4.9)
(hence of (2.17)) by considering a minimizing sequence, and show that there is no loss of compactness. is
approach is rather classical for rHF type models [20, 15, 16, 14]. But in our case we need to be careful as electrons
might escape to innity in the r-direction. We show that this is impossible thanks to the Coulomb interactions
(Lemma 4.3).
Weak convergence of the minimizing sequence. First of all it is easy to see that the functional Eper,x,κp¨q
is well dened on the non-empty set FΓ. Consider a minimizing sequence of Eper,x,κp¨q"
γn :“ B´1
ˆż
Γ˚
γn,ξ
dξ
2pi
˙
B
*
ně1
on FΓ. ere exists C ą 0 such that for all n ě 1:
0 ď
ż
Γ˚
TrL2per,xpΓq
˜ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2
γn,ξ
ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2¸
dξ ď C,
0 ď DΓ pργn ´ µper, ργn ´ µperq ď C.
(4.10)
e kinetic energy bound (4.10) together with the inequality (2.12) implies that the sequence
 ?
ργn
(
ně1 is
uniformly bounded in H1per,xpΓq hence in L6per,xpΓq by Sobolev embeddings. erefore for all n P N˚, the
density ργn belongs to L
p
per,xpΓq for 1 ď p ď 3. On the other hand, for almost all ξ P Γ˚, the operator γn,ξ is a
trace-class operator on L2per,x pΓq. As 0 ď γ2n,ξ ď γn,ξ ď 1, we obtain that
0 ď
ż
Γ˚
‖γn,ξ‖2S2 dξ “
ż
Γ˚
TrL2per,xpΓq
`
γ2n,ξ
˘
dξ ď
ż
Γ˚
TrL2per,xpΓq pγn,ξq dξ “ 2piZ.
is implies that the operator-valued function ξ ÞÑ γn,ξ is uniformly bounded in L2pΓ˚;S2q. Furthermore,
the uniform boundedness 0 ď γn,ξ ď 1 also implies that the operator-valued function ξ ÞÑ γn,ξ belongs to
L8pΓ˚;SpL2per,x pΓqqq. Combining these remarks with the uniform energy bound (4.10), we deduce that there
exist (up to extraction):
γ “ B´1
ˆż
Γ˚
γξ
dξ
2pi
˙
B, ργ P Lpper,xpΓq, Ăργ ´ µper P CΓ, (4.11)
such that γn Ý˚á γ in the following sense: for any operator-valued function ξ ÞÑ Uξ P L2pΓ˚;S2q`L1pΓ˚;S1q,ż
Γ˚
TrL2per,xpΓq pUξγnq dξ ÝÝÝÑnÑ8
ż
Γ˚
TrL2per,xpΓq pUξγq dξ. (4.12)
20
e density
ργn á ργ weakly in Lpper,xpΓq for 1 ă p ď 3.
e total density
ργn ´ µper áĂργ ´ µper weakly in CΓ.
e convergence (4.12) is due to the fact that the predual of L8pΓ˚;SpL2per,x pΓqqq is L1pΓ˚;S1q, and that
L2pΓ˚;S2q is a Hilbert space.
Remark 4.2. e convergence of γn Ý˚á γ in the sense of (4.12) can also be reformulated as the convergence in
the sense of the following weak-˚ topology:
B γnB
´1 ÝÝÝÑ
nÑ8 B γB
´1 for the weak-˚ topology of L8 `Γ˚;S `L2per,x pΓq˘˘čL2 pΓ˚;S2q . (4.13)
Denote byDper,xpΓq the functions which areC8 onR, 1-periodic in the x-direction, and have compact sup-
port in the r-direction. Denote by D1per,xpΓq the dual space of Dper,xpΓq. e following lemma guarantees that
the densities obtained by dierent weak limit processes coincide. In particular there is no loss of compactness
in the r-direction when |r| Ñ 8.
Lemma 4.3 (Consistency of densities). Denote by ργ the density associated with the density matrix γ obtained
in the weak limit (4.11). en ργ “ ργ “ Ăργ in D1per,xpΓq. In particular, ργ “ ργ as elements in Lpper,xpΓq for
1 ă p ď 3 and ργ ´ µper “Ăργ ´ µper as elements in CΓ.
We postpone the proof to Section 4.5.
e state γ is a minimizer. Let us rst show that the kinetic energy of γ obtained by the weak limit (4.12) is
nite. To achieve this, consider an orthonormal basis teiuiPN Ă H1per,xpΓq of L2per,xpΓq, and dene the following
family of operators for N P N˚:
MNξ :“
ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2 ˜ Nÿ
i“1
|eiy xei|
¸ ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2
.
An easy computation shows that for all ξ P Γ˚, the operator MNξ belongs to S2. Moreover, the function ξ ÞÑ
MNξ can be seen as an operator-valued function belonging to L2pΓ˚;S2q as Γ˚ “ r´pi, piq is a nite interval.
In view of the convergence (4.12) and by choosing Uξ “MNξ we obtain that (recalling that TrpABq “ TrpBAq
when A,B are Hilbert-Schmidt operators, and
ˇˇ´12∆ξ ´ κˇˇ1{2 γξ is Hilbert-Schmidt for almost all ξ P Γ˚)
0 ď
ż
Γ˚
TrL2per,xpΓq
˜ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2
γξ
ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2 ˜ Nÿ
i“1
|eiy xei|
¸¸
dξ
“
ż
Γ˚
TrL2per,xpΓq
`
MNξ γξ
˘
dξ “ lim
nÑ8
ż
Γ˚
TrL2per,xpΓq
`
MNξ γn,ξ
˘
dξ
“ lim
nÑ8
ż
Γ˚
TrL2per,xpΓq
˜ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2
γn,ξ
ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2 ˜ Nÿ
i“1
|eiy xei|
¸¸
dξ
“ lim
nÑ8
ż
Γ˚
Nÿ
i“1
C
ei
ˇˇˇˇ
ˇ
ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2
γn,ξ
ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2 ˇˇˇˇˇ ei
G
dξ
ď lim inf
nÑ8
ż
Γ˚
TrL2per,xpΓq
˜ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2
γn,ξ
ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2¸
dξ ď C 1,
where the last step we have used the uniform energy bound (4.10). erefore, by passing to the limit N Ñ `8,
by Fatou’s lemma we have
0 ď
ż
Γ˚
TrL2per,xpΓq
˜ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2
γξ
ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2¸
dξ
ď lim inf
nÑ8
ż
Γ˚
TrL2per,xpΓq
˜ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2
γn,ξ
ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2¸
dξ ď C 1.
(4.14)
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Remark that the bound (4.14) also implies that ?ργ belongs to H1per,xpΓq by the Homann–Ostenhof inequal-
ity (2.12). Hence ργ P Lpper,xpΓq for 1 ď p ď 3. Since ργ ´ µper is an element in CΓ by Lemma 4.3, this implies
that the charge is neutral by Remark 2.4. at is,ż
Γ
ργ “
ż
Γ
µper.
As DΓp¨, ¨q denes an inner product on CΓ, by the weak convergence (4.11) of ργn ´µper to Ăργ ´µper in CΓ and
the consistency of densities given by Lemma 4.3, we obtain that
DΓ pργ ´ µper, ργ ´ µperq ď lim inf
nÑ8 DΓ pργn ´ µper, ργn ´ µperq . (4.15)
In view of (4.14) and (4.15), we conclude that
Eper,xpγq ď lim inf
nÑ8 Eper,xpγnq,
which shows that the state γ obtained in (4.11) is a minimizer of the problem (2.17). Let us prove that all
minimizers share the same density: consider two minimizers γ1 and γ2. By the convexity of FΓ it holds that
1
2 pγ1 ` γ2q P FΓ. Moreover
Eper,x
ˆ
γ1 ` γ2
2
˙
“ 1
2
Eper,x pγ1q ` 12Eper,x pγ2q ´
1
4
DΓ
`
ργ1 ´ ργ2 , ργ1 ´ ργ2
˘
,
which shows thatDΓ
`
ργ1 ´ ργ2 , ργ1 ´ ργ2
˘ ” 0, hence all the minimizers of the problem (2.17) share the same
density.
4.5 Proof of Lemma 4.3
Equality of Ăργ and ργ . e proof follows ideas similar to the ones used for the proof of [14, Lemma 3.5]
by considering a test function in Dper,xpΓq and replacing the Fourier transform by the mixed Fourier transform
dened in (2.3). Consider a test function w P Dper,xpΓq. e weak convergence of ργn á ργ in Lpper,xpΓq with
1 ă p ď 3 implies that
xργn ´ µper, wyD1per,x,Dper,x ÝÝÝÑnÑ8 xργ ´ µper, wyD1per,x,Dper,x .
On the other hand,
xργn ´ µper, wyD1per,x,Dper,x “
ż
Γ
pργn ´ µperqw “
ÿ
nPZ
ż
R2
F pργn ´ µperq pn,kqFwpn,kq dk
“ 4pi
ÿ
nPZ
ż
R2
F pργn ´ µperq pn,kqFfpn,kq
4pi2n2 ` |k|2 dk.
(4.16)
where f “ ´ 14pi∆w. Note that f belongs to the Coulomb space CΓ dened in (2.14) since for all n P Z,
Ffpn, ¨q P L1locpR2q, and
DΓpf, fq “ 4pi
ÿ
nPZ
ż
R2
|Ffpn,kq|2
|k|2 ` 4pi2n2 dk “
1
4pi
ÿ
nPZ
ż
R2
`|k|2 ` 4pi2n2˘ |Fwpn,kq|2 dk
“ 1
4pi
ÿ
nPZ
ż
R2
|F p∇wq pn,kq|2 dk “ 1
4pi
ż
Γ
|∇w|2 ă `8.
erefore in view of (4.16), the convergence DΓ pργn ´ µper, fq ÝÝÝÑnÑ8 DΓ pĂργ ´ µper, fq implies that
xργn ´ µper, wy ÝÝÝÑnÑ8 xĂργ ´ µper, wy .
e uniqueness of limit in the sense of distribution allows us to conclude.
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Equality of ργ and ργ . Let us prove that ργ “ ργ in D1per,xpΓq. e fact that ργn á ργ weakly in Lpper,xpΓq
implies that
xργn , wy ÝÝÝÑnÑ8 xργ , wy .
erefore it suces to prove that the operator-valued function ξ ÞÑ wγn,ξ P L1 pΓ˚;S1q converges in the
following sense:
1
2pi
ż
Γ˚
TrL2per,xpΓq pwγn,ξq dξ “ xργn , wy ÝÝÝÑnÑ8 xργ , wy “
1
2pi
ż
Γ˚
TrL2per,xpΓq pwγξq dξ. (4.17)
e weak convergence (4.12) does not guarantee the above convergence since the function w does not belong to
any Schaen class. We prove (4.17) by using the kinetic energy bound (4.10), which implies that the operator-
valued function
ξ ÞÑ
ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2
γn,ξ “
˜ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2
γn,ξ
ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2¸ ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ´1{2
is uniformly bounded inL1 pΓ˚;S1q as
ˇˇ´12∆ξ ´ κˇˇ´1{2 is uniformly bounded with respect to ξ P Γ˚. Moreover,
the energy bounded (4.10) also implies that ξ ÞÑ ˇˇ´12∆ξ ´ κˇˇ1{2?γn,ξ is uniformly bounded in L2 pΓ˚;S2q.
Hence the operator-valued function ξ ÞÑ ˇˇ´12∆ξ ´ κˇˇ1{2 γn,ξ “ ˇˇ´12∆ξ ´ κˇˇ1{2?γn,ξ?γn,ξ is uniformly bounded
in L2 pΓ˚;S2q as 0 ď γn,ξ ď 1. erefore
ξ ÞÑ
ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2
γn,ξ is uniformly bounded in L1 pΓ˚;S1q
č
L2 pΓ˚;S2q ,
hence in Lq pΓ˚;Sqq for 1 ď q ď 2 by interpolation. erefore, up to extraction, the following weak conver-
gence holds: for any operator-valued function ξ ÞÑWξ P Lq1
`
Γ˚;Sq1
˘
where q1 “ qq´1 for 1 ă q ď 2,ż
Γ˚
TrL2per,xpΓq
˜
Wξ
ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2
γn,ξ
¸
dξ ÝÝÝÑ
nÑ8
ż
Γ˚
TrL2per,xpΓq
˜
Wξ
ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2
γξ
¸
dξ. (4.18)
On the other hand by the inequality (2.6) we obtain that for any ξ P Γ˚,∥∥∥∥∥w
ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ´1{2∥∥∥∥∥
Sq1
ď 1p2piq2{q1 ‖w‖Lq1per,xpΓq
˜ÿ
nPZ
ż
R2
2q
1{2
pp2pin` ξq2 ` |r|2 ` 2|κ|qq1{2 dr
¸1{q1
.
Upon choosing for example q1 “ 4, the right hand side of the above quantity is nite. erefore upon taking
Wξ “ w
ˇˇ´12∆ξ ´ κˇˇ´1{2 in (4.18) we obtain that
1
2pi
ż
Γ˚
TrL2per,xpΓq pwγn,ξq dξ “
1
2pi
ż
Γ˚
TrL2per,xpΓq
˜
w
ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ´1{2 ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2
γn,ξ
¸
dξ
ÝÝÝÑ
nÑ8
1
2pi
ż
Γ˚
TrL2per,xpΓq
˜
w
ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ´1{2 ˇˇˇˇ
´1
2
∆ξ ´ κ
ˇˇˇˇ1{2
γξ
¸
dξ “ 1
2pi
ż
Γ˚
TrL2per,xpΓq pwγξq dξ.
Hence (4.17) holds. erefore ργ “ ργ in D1per,xpΓq, which concludes the proof of the lemma.
4.6 Proof of eorem 2.7
We rst dene a mean-eld Hamiltonian associated with the problem (2.17), and then show that the Fermi level is
always negative. Moreover, the minimizer of (2.17) is uniquely given by the spectral projector of the mean-eld
Hamiltonian. In the end we show that the density of the minimizer decays exponentially fast in the r-direction.
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Properties of the mean–eld potential and Hamiltonian. We begin with the denition of a mean-eld
potential and a mean-eld Hamiltonian, and next study the spectrum of the mean-eld Hamiltonian. Consider
a minimizer γper of (2.17) with the unique density ργper P Lpper,xpΓq where 1 ď p ď 3. Dene the mean-eld
potential
Vper :“ qper ‹Γ G, qper :“ ργper ´ µper.
which is the solution of Poisson’s equation ´∆Vper “ 4piqper. Let us prove that Vper belongs to Lpper,xpΓq for
2 ă p ď `8. As µper is smooth and has compact support in the r-direction and ργper belongs to Lpper,xpΓq
for 1 ď p ď 3, hence F qperp0, ¨q belongs to L2pR2q X L8pR2q X C0pR2q by classical Fourier theory (see for
example [61] ). Moreover, as
ş
Γ |r|ργperpx, rq ă `8 by (2.18),∥∥∥∥BkF qperp0,kq∥∥∥∥
L8pR2q
“
ˇˇˇˇż
Γ
e´ir¨kr ¨ qperpx, rq dx dr
ˇˇˇˇ
ď
ˇˇˇˇż
Γ
|r| ˇˇργper ` µper ˇˇ px, rq dx dr ˇˇˇˇ ă `8. (4.19)
is implies thatF qperp0,kq isC1pR2q and bounded. Remark also thatF qperp0,0q “ 0 by the charge neutrality
and thatF qperp0, ¨q belongs to L2pR2q X L8pR2q X C0pR2q, hence for 1 ď α ă 2,ż
R2
|FVperp0,kq|α dk “
ż
R2
|F qperp0,kq|α
|k|2α dk
ď
ż
|k|ă1
|F qperp0,kq|α
|k|2α dk `
˜ż
|k|ě1
|F qperp0,kq|2α dk
¸1{2 ˜ż
|k|ě1
1
|k|4α dk
¸1{2
ă `8.
(4.20)
Remark that the mixed Fourier transformF is an isometry from L2per,x pΓq to `2
`
Z, L2
`
R2
˘˘
by (2.4). On the
other hand,
@φ P `1 `Z, L1 `R2˘˘ , ‖F´1φ‖L8pΓq “ sup
xPΓ
ˇˇˇˇ
ˇ 12pi ÿ
nPZ
ż
R2
φnpkq eip2pinx`k¨rq dk
ˇˇˇˇ
ˇ ď 12pi‖φ‖`1pZ,L1pR2qq,
By the Riesz–orin interpolation theorem (see for example [61] and [56, eorem 5.7]), we can deduce a
Hausdor-Young inequality forF´1: for 1 ď α ď 2 there exists a constant Cα depending on α such that
@φ P `α `Z, Lα `R2˘˘ , ‖F´1φ‖Lα1per,xpΓq ď Cα‖φ‖`αpZ,LαpR2qq. (4.21)
where α1 :“ α{pα´ 1q. Hence in view of (4.20) and (4.21), for 1 ď α ă 2 and 2 ă α1 “ α{pα´ 1q ď `8 there
exist positive constants Cα,1, Cα,2 and C 1α,2 such that
‖Vper‖αLα1per,xpΓq ď C
α
α‖FVper‖α`αpZ,LαpR2qq “
Cαα
2pi
ÿ
nPZ
ż
R2
|FVperpn,kq|α dk
“ C
α
α
2pi
ż
R2
|FVperp0,kq|α dk ` C
α
α
2pi
ÿ
n‰0
ż
R2
|F qperpn,kq|α
p4pin2 ` |k|2qα dk
ď Cα,1 ` C
α
α
2pi
˜ÿ
n‰0
ż
R2
|F qperpn,kq|2α dk
¸1{2 ˜ÿ
n‰0
ż
R2
1
p4pin2 ` |k|2q2α dk
¸1{2
ď Cα,1 ` Cα,2‖F qper‖α`2αpZ,L2αpR2qq ď Cα,1 ` C 1α,2‖qper‖αLqper,xpΓq ă `8,
(4.22)
where the last step we have used estimates similar to (4.21) forF and the fact that qper belongs to Lqper,xpΓq for
4{3 ă q :“ 2α{p2α ´ 1q ď 2. erefore Vper belongs to Lpper,xpΓq for 2 ă p ď `8. By the elliptic regularity
we know that Vper belongs to the Sobolev space W 2,pper,xpΓq for 2 ă p ď 3, where W 2,pper,xpΓq is the space of
functions, together with their gradients and hessians, belong to Lpper,xpΓq. Approximating Vper by functions in
Dper,xpΓq, we also deduce that Vper tends to 0 when |r| tends to innity. e mean-eld potential Vper denes a
´∆-bounded operator on L2pR3qwith relative bound zero, hence by the Kato–Rellich theorem (see for example
[39, eorem 9.10]) we know that Hper “ ´12∆` Vper uniquely denes a self-adjoint operator on L2pR3q with
domain H2
`
R3
˘
and form domain H1
`
R3
˘
. As Hper is Z-translation invariant in the x-direction,
Hper “ B´1
ˆż
Γ˚
Hper,ξ
dξ
2pi
˙
B, Hper,ξ :“ ´1
2
∆ξ ` Vper.
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Note that the decomposed HamiltonianHper,ξ does not have a compact resolvent as Γ is not a bounded domain.
It is easy to see that σ p´∆ξq “ σess p´∆ξq “ r0,`8q . On the other hand, by the inequality (2.6) we have∥∥∥∥Vper p1´∆ξq´1∥∥∥∥
S2
ď 1
2pi
‖Vper‖L2per,xpΓq
˜ÿ
nPZ
ż
R2
1
pp2pin` ξq2 ` |k|2 ` 1q2 dk
¸1{2
ă `8.
In particular Vper is a compact perturbation of ´∆ξ , and therefore introduces at most countably many eigen-
values below 0 which are bounded from below by ´‖Vper‖L8 . Denote by tλnpξqu1ďnďNH these (negative)
eigenvalues for NH P N˚ (NH can be nite or innite). en for all ξ P Γ˚,
σesspHper,ξq “ σessp´∆ξq “ r0,`8q, σdiscpHper,ξq “
ď
1ďnďNH
λn pξq .
In view of the decomposition (2.19), a result of [62, eorem XIII.85] gives the following spectral decomposition:
σess pHperq Ě
ď
ξPΓ˚
σesspHper,ξq “ r0,`8q, σdisc pHperq Ď
ď
ξPΓ˚
σdiscpHper,ξq “
ď
ξPΓ˚
ď
1ďnďNH
λn pξq .
We also obtain from [62, Item (e) of eorem XIII.85] that
λ P σdiscpHperq ô tξ P Γ˚ |λ P σdiscpHper,ξqu has non-trivial Lebesgue measure.
By the regular perturbation theory of the point spectra [44] (see also [62, Section XII.2]) and the approach of
omas [70, Lemma 1], we know that the eigenvalues λnpξq below 0 are analytical functions of ξ and cannot be
constant, so that tξ P Γ˚ |λ P σdiscpHper,ξqu has trivial Lebesgue measure, and the essential spectrum of Hper
below 0 is purely absolutely continuous. As a conclusion,
σ pHperq “ σess pHperq “
ď
ξPΓ˚
σpHper,ξq.
e Fermi level is always negative. Let us prove that the inequality NH “ F p0q ě
ş
Γ µper always holds.
e physical meaning of this statement is that the Fermi level of the quasi 1D system at ground state is always
negative when the mean-eld potential tends to 0 in the r-direction. We prove this by contradiction: assume that
F p0q ă şΓ µper, then we can always construct (innitely many) states belonging to FΓ with positive energies
arbitrarily close to 0 and they decrease the ground state energy of the problem (2.17).
Let us rst dene a spectral projector representing all the states of Hper below 0: for any ξ P Γ˚ and Hper,ξ
dened in (2.19), dene
γp´er :“ 1p´8,0spHperq, γ´per,ξ :“ 1p´8,0spHper,ξq.
erefore,
NH “ F p0q “ 1|Γ˚|
ż
Γ˚
TrL2per,xpΓq
´
γ´per,ξ
¯
dξ “
ż
Γ
ργp´er . (4.23)
e inequality that F p0q ă şΓ µper implies that
Zdiff :“
ż
Γ
µper ´NH “
ż
Γ
µper ´
ż
Γ
ργp´er P N˚. (4.24)
e condition (4.24) implies in particular thatNH ă `8, i.e., that there are at most nitely many states below 0.
Let us construct states of Hper with positive energies. ese states belonging to L2pR3q approximate the plane
waves of Hper traveling in the r-direction. For R ą 0, recall thatBR is the ball in R3 centered at 0. Consider a
smooth function tpx, rq supported in B1, equal to one in B1{2 and such that ‖t‖L2pR3q “ 1. For n P N˚, let us
dene
ψnpx, rq :“ n´3{2t
˜
px, rq ´ `n2, `n2, n2˘˘
n
¸
.
It is easy to see that ψn belongs to L2pR3q, converges weakly to 0 when n tends to innity and ‖ψn‖L2pR3q “ 1.
Moreover, as Vper tends to 0 in the r-direction, hence for any ε ą 0 there exists an integer Nε such that
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ˇˇ
Vperp¨, pn2, n2qq
ˇˇ ď ε when n ě Nε. Denote by tψn,ξunPN˚,ξPΓ˚ the Bloch decompositionB in the x-direction
(see Section 2.1 for the denition) of tψnunPN˚ which belong to L2per,x pΓq. For n ě Nε, it holds∥∥∥∥Hperψn∥∥∥∥2
L2pR3q
“ 1
2pi
ż
Γ˚
∥∥∥∥Hper,ξψn,ξ∥∥∥∥2
L2per,xpΓq
dξ
“
∥∥∥∥´n´7{2∆t
˜
¨ ´ `n2, `n2, n2˘˘
n
¸
` Vperψn
∥∥∥∥2
L2pR3q
ď 2
ˆ
1
n4
` ε2
˙
.
(4.25)
Remark that γ´per,ξHper,ξ “
řNH
n“1 PtλnpξqupHper,ξq is a compact operator, where Pt¨upHper,ξq the spectral pro-
jector of Hper,ξ . ere exists an orthonormal basis ten,ξuně1 of L2per,x pΓq with elements in H1per,xpΓq such that
γ´per,ξHper,ξen,ξ “ λnpξqen,ξ for 1 ď n ď NH , and γ´per,ξHper,ξen,ξ ” 0 for n ą NH . Let us construct test den-
sity matrices composed by all the states of Hper with negative energies and some states with positive energies.
More precisely, for N0 P N˚ to be made precise later, consider a test density matrix
γN0 “ B´1
ˆż
Γ˚
γN0,ξ
dξ
2pi
˙
B,
where
γN0,ξ :“ γ´per,ξ `
N0`Zdiffÿ
n“N0`1
p1´ γ´per,ξq |ψn,ξ yxψn,ξ|
“
`8ÿ
n“1
γ´per,ξ |en,ξ yx en,ξ| `
N0`Zdiffÿ
n“N0`1
p1´ γ´per,ξq |ψn,ξ yxψn,ξ| .
Lemma 4.4. For any N0 P N˚, the state γN0 belongs to the admissible set FΓ.
Proof. It is easy to see that 0 ď γN0 ď 1. Remark also that Ran
´
γ´per,ξ
¯
“ Span ten,ξu1ďnďNH for all ξ P Γ˚.
e density of γN0 can be wrien as
ργN0 “
1
2pi
ż
Γ˚
NHÿ
n“1
|en,ξ|2 dξ ` 1
2pi
N0`Zdiffÿ
n“N0`1
ż
Γ˚
|ψn,ξ|2 dξ.
e density ργN0 belongs to L
p
perpΓq for 1 ď p ď 3 as ten,ξuně1 and tψn,ξuně1 belong to H1per,xpΓq. Besides, in
view of (4.23), ż
Γ
ργN0 “
1
2pi
ż
Γ˚
TrL2per,xpΓq
´
γ´per,ξ
¯
dξ ` 1
2pi
N0`Zdiffÿ
n“N0`1
ż
Γ
ż
Γ˚
|ψn,ξ|2 dξ
“ NH `
N0`Zdiffÿ
n“N0`1
ż
R3
|ψn|2 “ NH ` Zdiff “
ż
Γ
µper.
(4.26)
A simple calculation shows that |∇|γN0,ξ|∇| is trace-class on L2per,x pΓq. Hence γN0 belongs to Pper,x. Let us
show that ργN0 ´ µper belongs to CΓ. Following calculations similar to the ones leading to (4.8), we only need
to prove that k ÞÑ |k|´1F pργN0 ´ µperqp0,kq is square-integrable near k “ 0 since ργN0 ´ µper belongs to
L2per,x pΓq. Remark thatF pργN0 ´ µperqp0,0q “
ş
Γ ργN0 ´ µper “ 0 andˇˇˇ
BkF pργN0 ´ µperqp0,0q
ˇˇˇ
“
ˇˇˇˇż
Γ
r
´
ργN0 ´ µper
¯
px, rq dx dr
ˇˇˇˇ
ď 1
2pi
NHÿ
n“1
ż
Γ˚
ż
Γ
|r| |en,ξ|2 px, rq dx dr dξ `
N0`Zdiffÿ
n“N0`1
ż
R3
|r| |ψn|2 px, rq dx dr
`
ż
Γ
|r|µperpx, rq dx dr ă `8,
where we have used the fact that the eigenfunctions ofHper,ξ associated with negative eigenvalues decay expo-
nentially (see [42, eorem 3.4] and [22, eorem 1]) so that
ş
Γ |r| |en,ξ|2 px, rq dx dr ă `8 for 1 ď n ď NH
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and ξ P Γ˚, and the fact that tψnuN0`1ďnďN0`Zdiff have compact support in the r-direction by denition.
ereforeF pργN0 ´ µperqp0,kq is C1 near k “ 0. e conclusion then follows by arguments similar to those
leading to (4.8) in Section 4.3.
Lemma 4.4 implies that we can construct many admissible states in FΓ by varying N0. Let us show that we
can always nd N0 such that γN0 decreases the ground state energy of (2.17) if NH ă
ş
Γ µper.
Given a minimizer γ of (2.17), simple expansion of the energy functional around minimal shows that γ also
minimizes the functional (see [15])
γ ÞÑ
ż
Γ˚
TrL2per,xpΓq pHper,ξγξq dξ
on FΓ. erefore, given N0 P N˚ we have
0 ď
ż
Γ˚
TrL2per,xpΓq pHper,ξ pγN0,ξ ´ γξqq dξ “
ż
Γ˚
TrL2per,xpΓq
´
γ´per,ξHper,ξ pγN0,ξ ´ γξq
¯
dξ
`
ż
Γ˚
TrL2per,xpΓq
´
p1´ γ´per,ξqHper,ξ pγN0,ξ ´ γξq
¯
dξ
“M `
ż
Γ˚
TrL2per,xpΓq
´
p1´ γ´per,ξqHper,ξγN0,ξ
¯
dξ ´
ż
Γ˚
TrL2per,xpΓq
´
p1´ γ´per,ξqHper,ξγξ
¯
dξ,
(4.27)
where, since 0 ď γξ ď 1 and tλnp¨qu1ďnďNH ă 0,
M :“
ż
Γ˚
TrL2per,xpΓq
´
γ´per,ξHper,ξ pγN0,ξ ´ γξq
¯
dξ “
ż
Γ˚
NHÿ
n“1
λnpξq
A
en,ξ
ˇˇˇ
1´ γ´per,ξγξ
ˇˇˇ
en,ξ
E
dξ
“
ż
Γ˚
NHÿ
n“1
λnpξq xen,ξ |1´ γξ| en,ξy dξ ď 0.
(4.28)
In view of (4.25) and by a Cauchy-Schwarz inequality, we deduce that, for N0 ě Nε:ż
Γ˚
TrL2per,xpΓq
´
p1´ γ´per,ξqHper,ξγN0,ξ
¯
dξ
“
ż
Γ˚
N0`Zdiffÿ
n“N0`1
`8ÿ
m“1
xem,ξ |Hper,ξ |ψn,ξ yxψn,ξ | em,ξy dξ
ď
ż
Γ˚
N0`Zdiffÿ
n“N0`1
˜ `8ÿ
m“1
|xψn,ξ | em,ξy|2
¸1{2 ˜ `8ÿ
m“1
|xem,ξ |Hper,ξ |ψn,ξy |2
¸1{2
dξ
“
ż
Γ˚
N0`Zdiffÿ
n“N0`1
‖ψn,ξ‖L2per,xpΓq
∥∥∥∥Hper,ξψn,ξ∥∥∥∥
L2per,xpΓq
dξ
ď 2pi
N0`Zdiffÿ
n“N0`1
ˆ
1
2pi
ż
Γ˚
‖ψn,ξ‖2L2per,xpΓqdξ
˙1{2 ˜ 1
2pi
ż
Γ˚
∥∥∥∥Hper,ξψn,ξ∥∥∥∥2
L2per,xpΓq
dξ
¸1{2
ď 2?2pi
N0`Zdiffÿ
n“N0`1
ˆ
1
n4
` ε2
˙1{2
ď 2?2piZdiff
ˆ
1
N40
` ε2
˙1{2
.
(4.29)
Moreover, by denition of γp´erż
Γ˚
TrL2per,xpΓq
´
p1´ γ´per,ξqHper,ξγξ
¯
“
ż
Γ˚
TrL2per,xpΓq
´
|Hper,ξ|1{2 p1´ γ´per,ξqγξp1´ γ´per,ξq |Hper,ξ|1{2
¯
ě 0.
(4.30)
We distinguish in the inequality (4.28) the cases M ” 0 or M ă 0. When M ” 0, the inequality (4.28) implies
that γξγ´per,ξ “ γ´per,ξ for almost all ξ P Γ˚. In view of the the inequalities (4.29) and (4.30), the inequality (4.27)
implies that,
@N0 ě Nε, 0 ď
ż
Γ˚
TrL2per,xpΓq
´
p1´ γ´per,ξqHper,ξγξ
¯
dξ ď 2?2piZdiff
ˆ
1
N40
` ε2
˙1{2
. (4.31)
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By leing N0 tend to innity, it is easy to deduce that p1 ´ γ´per,ξqγξ “ 0 for almost all ξ P Γ˚. Together with
the fact that γξγ´per,ξ “ γ´per,ξ we deduce that γξ ” γ´per,ξ for almost all ξ P Γ˚. In view of (4.23) and (4.24), by
the charge neutrality we obtain that
Zdiff “
ż
Γ
µper ´NH “
ż
Γ
ργ ´NH “ 1|Γ˚|
ż
Γ˚
TrL2per,xpΓq
´
γ´per,ξ
¯
dξ ´NH ” 0.
Hence
ş
Γ µper “ NH “ F p0q. is also implies that the minimizer of the problem (2.17) equals to γp´er when
NH “ F p0q “
ş
Γ µper and Zdiff ” 0. When M ă 0 and Zdiff ‰ 0, we can always nd ε ą 0 and N0 ě Nε such
that 2
?
2piZdiff
´
1
N40
` ε2
¯1{2 ď ´M{2. In view of the the inequalities (4.29) and (4.30), the inequality (4.27)
implies that
@N0 ě Nε, 0 ď
ż
Γ˚
TrL2per,xpΓq
´
p1´ γ´per,ξqHper,ξγξ
¯
dξ ďM{2 ă 0,
which leads to contradiction. We can nally conclude that F p0q ě şΓ µper, so that the Fermi level of the quasi
1D system is always non-positive. In the following paragraph we show that the Fermi level can be chosen to be
strictly negative.
Form of the minimizer and decay of the density of minimizers. We have already shown that if NH “
F p0q ” şΓ µper then the 1D system has a unique minimizer which is equal to γp´er. is also implies that for
almost all ξ P Γ˚, the operator Hper,ξ has NH strictly negative eigenvalues below 0, therefore we can always
choose the Fermi level F P
`
maxξPΓ˚ λNH pξq, 0
˘
. If F p0q ą şΓ µper, it is clear that there exists F ă 0
such that F pF q “
ş
Γ µper as F pκq is a non-decreasing function on p´8, 0s with range in r0, F p0qs. e form
of the minimizer and the uniqueness is a direct adaptation of [15, eorem 1] by using a spectral projector
decomposition similar to (A.2) of [15, eorem 1], that is, the unique minimizer can be wrien as
γper “ 1p´8,F spHperq “ B´1
ˆż
Γ˚
γper,ξ
dξ
2pi
˙
B “ B´1
˜ż
Γ˚
NHÿ
n“1
1pλnpξq ď F q |en,ξ yx en,ξ|
¸
B,
(4.32)
where γper,ξ :“ 1p´8,F spHper,ξq. e Fermi level F ă 0 can be considered as the Lagrange multiplier associ-
ated with the charge neutrality condition
F pF q “
ż
Γ
ργper “
ż
Γ
µper.
Once the unique minimizer is shown to be a spectral projector, we can use the exponential decay property of
the eigenfunctions of Hper,ξ in the r-direction via the Combe–omas estimate [22, eorem 1]: for almost all
ξ P Γ˚, there exist positive constant Cpξq and αpξq such that
@px, rq P Γ, @ 1 ď n ď NH , |en,ξpx, rq| ď Cpξqe´αpξq|r|.
On the other hand, the fact that
ş
Γ µper “ F pF q ă `8 implies that there exist only nitely many states of
Hper,ξ below F for all ξ P Γ˚. erefore there exist positive constants CF and αF such that
0 ď ργperpx, rq ď 12pi
ż
Γ˚
NHÿ
n“1
1pλnpξq ď F qC2pξqe´2αpξq|r| dξ ď CF e´αF |r|.
Remark that this exponential decay property coincides with Assumption 1 that
ş
Γ |r|ργperpx, rq dx dr ă `8.
4.7 Proof of Lemma 2.10
Assume that (2.23) holds, that is µperpx, rq ” µperpx, |r|q has radial symmetry in the r-direction. It is clear
that the results of eorem 2.7 hold. We employ the same notations as in eorem 2.7 in the sequel. By the
uniqueness of density, ργper enjoys the same radial symmetry in the r-direction. Recall that qper “ ργper ´µper.
Together with the facts that
ş
Γ |r|ργperpx, rq dx dr ă `8 and that µper has compact support in the r-direction.
e radial symmetry in the r-direction implies thatż
Γ
r ¨ qperpx, rq dx dr ” 0. (4.33)
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Remark also that the exponential decay of density implies that
ş
Γ |r|2|qperpx, rq| dx dr ă `8. Following cal-
culations similar to the those in (4.19), (4.20) and (4.22), it is easy to deduce that BkF qperp0,kq ” 0 and
B2kF qperp0,kq is continuous and bounded, so that FVperp0, ¨q belongs to L2pR2q, and Vper also belongs to
L2per,x pΓq. Let us prove that Vper P Lpper,xpΓq for 1 ă p ă 2 (for which we can conclude that Vper belongs to
Lpper,xpΓq for 1 ă p ď `8). Let us rewrite Vper as
Vperpx, rq “ pqper ‹Γ Gq px, rq “
´
qper ‹Γ rG¯ px, rq ` T prq, (4.34)
where
T prq “ ´2
ż
R2
qperpr1q log
`|r ´ r1|˘ dr1, qperprq :“ ż 1{2
´1{2
qperpx, rq dx.
Recall that µper has compact support in the r-direction, hence there exist positive constants Cq, αq such that
@px, rq P R3, |qperp¨, rq| ď Cqe´αq |r|, |qperprq| ď Cqe´αq |r|.
As rG belongs to Lpper,xpΓq for 1 ď p ă 2, by Young’s convolution inequality we deduce that qper ‹Γ rG belongs
to Ltper,xpΓq for 1 ď t ď `8.
It remains to prove that T prq belongs to LppR2q for 1 ă p ă 2. Let us use the partition R2 “ t|r| ď 2Ru Y
t|r| ą 2Ru for the integration domain of T prq. Note rst that log p|r|q is LtlocpR2q for 1 ď t ă `8. erefore,
by a Cauchy-Schwarz inequality, there exists a positive constant CR,1 such that for p1 “ p{pp´ 1q P p2,`8q:˜ż
|r|ď2R
|T prq|p dr
¸1{p
“ 2
˜ż
|r|ď2R
ˇˇˇˇż
R2
qperpr1q log
`ˇˇ
r ´ r1 ˇˇ˘ dr1 ˇˇˇˇp dr¸1{p
ď 2
˜ż
|r|ď2R
ˇˇˇˇ
ˇ
ż
|r1|ď3R
qperpr1q log
`ˇˇ
r ´ r1 ˇˇ˘ dr1 ˇˇˇˇˇ
p
dr
¸1{p
` 2Cq
˜ż
|r|ď2R
ˇˇˇˇ
ˇ
ż
|r1|ą3R
e´αq |r1|
ˇˇ
log
`ˇˇ
r ´ r1 ˇˇ˘ˇˇ dr1 ˇˇˇˇˇ
p
dr
¸1{p
ď 2
˜ż
|r1|ď3R
|qper|p
¸1{p ¨˝ż
|r|ď2R
˜ż
|r1|ď3R
ˇˇ
log
`ˇˇ
r ´ r1 ˇˇ˘ˇˇp1 dr1¸p{p1 dr‚˛1{p
` 2Cq
˜ż
|r|ď2R
ˇˇˇˇ
ˇ
ż
|r1|ą3R
e´αq |r1|
ˇˇ
logp|pR,Rq ´ r1|qˇˇ dr1 ˇˇˇˇˇ
p
dr
¸1{p
ď CR,1.
(4.35)
Let us look at the integration domain t|r| ą 2Ru. Remark that by the charge neutrality condition and the radial
symmetry condition (4.33), it holds, for any r ‰ 0,ż
R2
qperpr1q log p|r|q dr1 ” 0,
ż
R2
qperpr1q r
1r
|r|2 dr
1 ” 0.
Denote by
Qpr, r1q :“ log `ˇˇr ´ r1 ˇˇ˘´ log p|r|q ´ r1r|r|2 “ 12 log
ˆ
1´ 2rr
1
|r|2 `
|r1|2
|r|2
˙
´ r
1r
|r|2 .
en T prq “ ´2 şR2 qperpr1qQpr, r1q dr1. Remark that when |r| ą 2R and |r1||r| ď εR for εR ą 0 xed. A
Taylor expansion shows that there exists a positive constant C such that |Qpr, r1q| ď C |r1|2|r|2 . is motivates the
following partition of R2 given |r| ą 2R:
R2 “ BεR Y BAεR , BεR :“
"
r1 P R2
ˇˇˇˇ |r1|
|r| ď εR
*
.
Hence
T prq “ Tintprq ` Textprq, Tintprq :“
ż
BεR
qperpr1qQpr, r1qdr1, Textprq :“
ż
BAεR
qperpr1qQpr, r1qdr1.
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erefore, for 1 ă p ă 2,ż
|r|ą2R
|Tintprq|p dr ď 2Cp
ż
|r|ą2R
ˇˇˇˇ
ˇ
ż
BεR
qperpr1q |r
1|2
|r|2 dr
1
ˇˇˇˇ
ˇ
p
dr
ď 2C 1
ż
|r|ą2R
ˇˇˇˇ
ˇ
ż
|r1|ďεR|r|
e´αq |r1||r1|2dr1
ˇˇˇˇ
ˇ
p
|r|´2pdr ă `8.
(4.36)
Similarly,ż
|r|ą2R
|Textprq|p dr ď C1
ż
|r|ą2R
ˇˇˇˇ
ˇ
ż
|r1|ąεR|r|
e´αq |r1|
ˇˇ
Qpr, r1qˇˇ dr1 ˇˇˇˇˇ
p
dr
ď C1
ż
|r|ą2R
ˇˇˇˇ
ˇ
ż
|r1|ąεR|r|
e´αqεR|r|{2e´αq |r1|{2
ˇˇ
Qpr, r1qˇˇ dr1 ˇˇˇˇˇ
p
dr ă `8.
(4.37)
In view of (4.35), (4.36) and (4.37) we conclude that T prq belongs to LppR2q for 1 ă p ă 2. is leads to the
conclusion that Vper belongs to Lpper,xpΓq for 1 ă p ď `8.
4.8 Proof of Proposition 3.1
Let us emphasize that the functionχ being translation-invariant in the r-direction makes it dicult to control the
compactness in the r-direction across the junction surface. Our geometry is very dierent from the cylindrical
geometry considered in [41] for instance which automatically provides compactness in the r-direction.
e proof of σess pHper,Lq Y σess pHper,Rq Ď σesspHχq is relatively easier than the converse inclusion. Intu-
itively, the aL-periodicity (resp. aR-periodicity) implies that the Weyl sequences of Hper,L (resp. Hper,R) aer
a translation by naL (resp. naR-translation) are still Weyl sequences of Hper,L (resp. Hper,R) for any n P Z.
is suggests that one can construct Weyl sequences of Hχ by properly translating Weyl sequences of Hper,L
or Hper,R, as Hχ is a linear interpolation of Hper,L and Hper,R hence behaves like Hper,L or Hper,R away from
the junction surface. e construction of Weyl sequences of either Hper,L or Hper,R from Weyl sequences of
Hχ is much more dicult, as the support of Weyl sequences is essentially away from any compact set, making
it dicult to control their behaviors. One naive approach should be to cut-o Weyl sequences of Hχ by the
function χ in order to construct Weyl sequences of Hper,L. However, one quickly remarks that the commutator
r´∆, χs is not´∆-compact, hence it is dicult to ensure that the cut-o sequence is a Weyl sequence ofHper,L.
Another naive approach is to use a cut-o function χc which has compact support in the r-direction. However
as mentioned before, it is also dicult to ensure that the Weyl sequences leave any mass in the support of χc
as Weyl sequences essentially have supports away from any compact. We construct a special Weyl sequence of
Hχ from Hper,L (or Hper,R) by a suitable cut-o function which introduces´∆-compact perturbations to solve
this diculty.
e proof is organized as follows: we rst prove that r0,`8q Ă σesspHχq by an explicit construction of
Weyl sequences with positive energies, as r0,`8q belongs to the essential spectrum of Hper,L and Hper,R. We
next prove for any λ ă 0 such that λ P σess pHper,Lq Y σess pHper,Rq, λ also belongs to σesspHχq. Finally we
prove that σesspHχq in included in σess pHper,Lq Y σess pHper,Rq by a rather technical construction of a Weyl
sequence.
e essential spectrum σesspHχq contains r0,`8q. Recall that a sequence tψnunPN˚ is a Weyl sequence
of an operator O on L2pR3q associated with λ P R if the following properties are satised:
• for all n, ψn is in the domain of the operator O and ‖ψn‖L2pR3q “ 1;
• the sequence ψn á 0 weakly in L2pR3q;
• lim
nÑ`8‖pO ´ λqψn‖L2pR3q “ 0.
Consider a C8c pRq function fpzq supported on r0, 1s with
ş
R |f |2 “ 1, and g P CcpR2q supported on the unit
disk centered at 0 and such that
ş
R2 |g|2 “ 1. For any λ ą 0, consider a sequence of functions tψnunPN˚ dened
as follows:
ψnpx, y, zq :“ n´3{2ei
?
λzfppz ´ 2nq{nqgpx{n, y{nq.
30
It is easy to see that
ş
R3 |ψn|2 “ 1 for all n P N˚, and that ψn tends weakly to 0 in L2pR3q. On the other hand
pHχ ´ λqψnpx, y, zq “
´
´n´2f2ppz ´ 2nq{nq ´ 2i?λn´1f 1ppz ´ 2nq{nq
¯
n´3{2ei
?
λzgpx{n, y{nq
´ n´7{2ei
?
λzfppz ´ 2nq{nq p∆gq px{n, y{nq ` Vχψnpx, y, zq.
Recall also that by the results of eorem 2.7, there exists for any  ą 0 an integerN such that |Vχpx, y, 2nq| ď 
when n ě N. erefore, for n ě N, there exists a positive constant C such that
‖pHχ ´ λqψn‖L2pR3q ď
1
n2
‖f2‖L2pRq‖g‖L2pR2q `
2
?
λ
n
‖f 1‖L2pRq‖g‖L2pR2q `
1
n2
‖f‖L2pRq‖∆g‖L2pR2q
`
ˆ
n´3
ż
R2
ˆż 3n
2n
|Vχpx, y, zqfppz ´ 2nq{nq|2 dz
˙
|gpx{n, y{nq|2 dx dy
˙1{2
ď C
n
`
ˆż
R2
ż 1
0
|Vχpnx, ny, 2n` nzqfpzq|2 |gpx, yq|2 dz dx dy
˙1{2
ď C
n
` ‖f‖L2pRq‖g‖L2pR2q “
C
n
` .
is shows that tψnunPN˚ is a Weyl sequence of Hχ associated with λ ą 0. Since that 0 is an accumulation
point of σesspHχq, it holds r0,`8q Ă σesspHχq.
e union of σess pHper,Lq Y σess pHper,Rq is included in σesspHχq. Without loss of generality we prove
that a negative λL belonging to σesspHper,Lq also belongs to σesspHχq. Consider a Weyl sequence twnunPN˚ for
Hper,L associated with λL. Let us construct a Weyl sequence for Hχ from twnunPN˚ . Fix n P N˚, there exists
a sequence tvk,nukPN˚ belonging to C8c pR3q such that for all ε ą 0, there exists a Kn P N˚ such that for any
k ě Kn,
‖vk,n ´ wn‖H2pR3q ď ε. (4.38)
It is easy to see that vKn,n tends weakly to 0 in L2pR3q as n Ñ 8 since wn converges weakly to 0. As vKn,n
has compact support, for any xed n P N˚ and for m P N˚ large enough,
supp
`
τxaLmvKn,n
˘č´`r´aL{2,`8q ˆ R2˘ďBn¯ “ H, (4.39)
where Bn denotes the ball of radius n centered at 0 in R3. Remark that the above equality also ensures that
τxaLmvKn,n tends weakly to 0 in L
2pR3q when m Ñ `8 for n xed. In view of (4.38) and (4.39), we introduceĂwn :“ τxaLmnvKn,n for n P N˚ so that (4.39) is satised. is implies that Ăwn tends weakly to 0 in L2pR3q when
nÑ `8. Moreover, in view of (4.38) and by the denition of the Weyl sequence∥∥∥∥pHχ ´ λLqĂwn∥∥∥∥
L2
“
∥∥∥∥pHχ ´ λLqτxaLmnvKn,n∥∥∥∥
L2
“
∥∥∥∥pHper,L ´ λLqτxaLmnvKn,n∥∥∥∥
L2
ď
∥∥∥∥τxaLmnpHper,L ´ λLq pvKn,n ´ wnq∥∥∥∥
L2
`
∥∥∥∥τxaLmnpHper,L ´ λLqwn∥∥∥∥
L2
ď p1` ‖Vper,L‖L8 ` |λL|q
∥∥∥∥vKn,n ´ wn∥∥∥∥
H2
`
∥∥∥∥pHper,L ´ λLqwn∥∥∥∥
L2
ÝÝÝÝÑ
nÑ`8 0.
erefore the sequence Ăwn{‖Ăwn‖L2 is a Weyl sequence of Hχ associated with λL. is leads to the conclusion
that
σess pHper,Lq Y σess pHper,Rq Ď σesspHχq. (4.40)
e essential spectrum σesspHχq in included in σess pHper,Lq Y σess pHper,Rq. We prove that for strictly
negative λ P σesspHχq, it holds that λ P σess pHper,Lq Y σess pHper,Rq. e main technique is to use spreading
sequences (Zhislin sequences) [32, Denition 5.12], which are special Weyl sequences for which the supports of
the functions move o to innity. More precisely, a sequence tψnunPN˚ is a spreading sequence of an operator
O on L2pR3q associated with λ if the following properties are satised:
• for all n, ψn is in the domain of the operator O and ‖ψn‖L2pR3q “ 1;
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• for any bounded set G Ă R3, supppψnq X G “ H for n suciently large. As a consequence, ψn á 0
weakly in L2pR3q;
• lim
nÑ`8‖pO ´ λqψn‖L2pR3q “ 0.
As Vper,L and Vper,R are continuous and bounded by eorem 2.7, it holds by [32, eorem 5.14] that
σess pHθq “ tλ P C | there is a spreading sequence for Hθ and λu
with Hθ being Hχ, Hper,L or Hper,R. e results of eorem 2.7 also imply that, for any ε ą 0, there exists a
constant Rε such that
max
´
‖Vper,L1|r|ąRε‖L8pR3q, ‖Vper,R1|r|ąRε‖L8pR3q
¯
ă ε. (4.41)
Consider a spreading sequence tφnunPN˚ forHχ associated withλ ă 0. For alln P N˚, either ‖φn‖L2pp0,`8qˆR2q ě
1{2 or ‖φn‖L2pp´8,0sˆR2q ě 1{2. Without loss of generality, we assume in the sequel that there exists a sub-
sequence tφnunPN˚ such that, for n suciently large, ‖φn‖L2pp0,`8qˆR2q ě 1{2. We next construct a Weyl
sequence of Hper,R from tφnunPN˚ by constructing a special cut-o function ρ which has a non-trivial mass on
p0,`8q ˆ R2, and whose derivatives decay rapidly:
ρpxq :“
şx
´8 ηpyq dy
‖η‖L1pRq
,
where η satises the following one-dimensional Yukawa equation
´ η2 ´ λη “ e´2
?´λ|x|. (4.42)
e following lemma summarizes some properties of the cut-o function ρ.
Lemma 4.5. It holds that 0 ď ρ ď 1 and limnÑ8‖ρφn‖L2 ‰ 0. Moreover,
‖ρ2φn ` 2ρ1Bxφn‖L2 ÝÝÝÑnÑ8 0, ρχ
2 pVper,L ´ Vper,Rq P L2pR3q. (4.43)
We postpone the proof of this lemma to Section 4.9. Denewn :“ ρφn{‖ρφn‖L2 . Let us show that twnunPN˚
is a spreading sequence of Hper,R associated with λ. First of all, the sequence twnunPN˚ is well dened at least
for large n as limnÑ8‖ρφn‖L2 ‰ 0. It is also easy to see that ‖wn‖L2 “ 1 for all n P N˚. For any bounded set
G P R3, it holds supppwnq X G “ H for n suciently large as tφnunPN˚ is a spreading sequence. Note that
pHper,R ´ λqwn “ 1‖ρφn‖L2
pρ pHχ ´ λqφn `Aχφnq , (4.44)
where Aχ :“ ´12ρ2 ´ ρ1Bx ` ρχ2 pVper,L ´ Vper,Rq . As limnÑ8‖pHχ ´ λqφn‖L2 “ 0 by denition of the
spreading sequence, it follows that limnÑ8‖ρ pHχ ´ λqφn‖L2 ď limnÑ8‖pHχ ´ λqφn‖L2 “ 0. It therefore
suces to prove that (possibly up to extraction) limnÑ8‖Aχφn‖L2 “ 0. By the Kato–Seiler–Simon inequality
(4.1) we obtain that∥∥∥∥∥p1´∆q´1ρχ2 pVper,L ´ Vper,Rq
∥∥∥∥∥
S2
ď 1
2
?
pi
∥∥∥∥ρχ2 pVper,L ´ Vper,Rq∥∥∥∥
L2pR3q
.
In particular ρχ2 pVper,L ´ Vper,Rq is ´∆–compact, hence Hper,R–compact by the boundedness of Vper,R. As
the sequence Hper,Rwn is bounded in L2pR3q, the Hper,R–compactness of ρχ2 pVper,L ´ Vper,Rq implies that
ρχ2 pVper,L ´ Vper,Rqwn converges strongly to some function v P L2pR3q. On the other hand, for any f P
L2pR3q,
pv, fqL2 “ limnÑ`8
`
ρχ2 pVper,L ´ Vper,Rqwn, f
˘
L2
“ lim
nÑ`8
`
wn, ρχ
2 pVper,L ´ Vper,Rq f
˘
L2
“ 0,
where we have used the fact that wn á 0 and ρχ2 pVper,L ´ Vper,Rq P L8pR3q so ρχ2 pVper,L ´ Vper,Rq f P
L2pR3q. erefore by the uniqueness of weak limit, ρχ2 pVper,L ´ Vper,Rqwn converges strongly to v ” 0.
Together with (4.43) we conclude that limnÑ8‖Aφn‖L2 “ 0. erefore in view of (4.44), it holds
lim
nÑ8‖pHper,R ´ λqwn‖L2 “ 0.
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Hence twnunPN is a spreading sequence of Hper,R associated with λ ă 0. is implies that for any spreading
sequence of Hχ associated with λ ă 0, we can construct a spreading sequence for either Hper,L or Hper,R
associated with λ ă 0, depending on whether (up to extraction) the spreading sequence of Hχ has non-trivial
mass on
`p´8, 0s ˆ R2˘ or `p0,`8q ˆ R2˘. is allows us to conclude that
σesspHχq Ď σess pHper,Lq Y σess pHper,Rq . (4.45)
By gathering (4.40) and (4.45) we conclude that σesspHχq ” σess pHper,LqYσess pHper,Rq. In particular, σesspHχq
is independent of the function χ P X .
4.9 Proof of Lemma 4.5
e solution of the one-dimensional Yukawa equation (4.42) is
0 ă ηpxq “
ż
R
e´
?´λ|x´y|
?´λ e
´2?´λ|y| dy ď
ż
R
e´
?´λp|x|`|y|q
?´λ dy ď
2
´λe
´?´λ|x|. (4.46)
is implies that η belongs to LppRq for 1 ď p ď `8. As η ą 0 is integrable, the cut-o function ρpxq “şx
´8 ηpyq dy
‖η‖L1pRq is well dened. It is easy to see that 0 ď ρ ď 1. Since ‖φn‖L2pp0,`8qˆR2q ě 1{2 for n large enough
and ρpxq ě 12 for x ě 0, hence limnÑ8‖ρφn‖L2pR3q ‰ 0.
Let us next prove that ‖ρ2φn ` 2ρ1Bxφn‖L2 ÝÝÝÑnÑ8 0. In view of (4.46),ˇˇ
η1pxqˇˇ “ ˇˇˇˇż 8
´8
e´
?´λ|x´y|´2?´λ|y| p1xďy ´ 1xąyq dy
ˇˇˇˇ
ď 2
ż `8
´8
e´
?´λ|x´y|´2?´λ|y| dy “ 2?´ληpxq ď 4?´λe
´?´λ|x|.
Combining the above inequality with (4.46) we obtain that
‖ρ2φn ` 2ρ1Bxφn‖2L2pR3q “
‖η1φn ` 2ηBxφn‖2L2pR3q
‖η‖2L1pRq
ď 2‖η‖2L1pRq
ż
R3
´`
η1
˘2 |φn|2 ` 4η2|Bxφn|2¯
ď 32|λ|‖η‖2L1pRq
ż
R3
e´2
?´λ|¨||φn|2 ` 8‖η‖L8‖η‖2L1pRq
ż
R3
η |Bxφn|2 .
(4.47)
It suces to prove that each of the previous integrals tends to 0 when n Ñ 8. Remark that the integrands
of these terms appear when one does an explicit calculation of pη p´∆´ λqφn, p´∆´ λqφnqL2pR3q. Let us
therefore rst prove that
pη p´∆´ λqφn, p´∆´ λqφnqL2pR3q ÝÝÝÑnÑ8 0.
For this purpose, we prove that ‖η p´∆´ λqφn‖L2pR3q ÝÝÝÑnÑ8 0 strongly and p´∆´ λqφn ÝÝÝánÑ8 0 weakly in
L2pR3q. In view of (4.46), for any ε ą 0 there exists xε ą 0 such that when |x| ą xε, 0 ď ηpxq ď ε. Together
with (4.41) and the fact that tφnunPN˚ is a spreading sequence, it holds
‖ηVχφn‖2L2pR3q “
ż
Rˆt|r|ąRεu
|ηVχφn|2 `
ż
r´x0,x0sˆt|r|ďRεu
|ηVχφn|2 `
ż
r´x0,x0sAˆt|r|ďRεu
|ηVχφn|2
ď ε‖η‖2L8pRq ` ‖ηVχ‖2L8pRq
∥∥∥∥φn1r´x0,x0sˆt|r|ďRεu∥∥∥∥2
L2pRq
` ε‖Vχ‖2L8pR3q ÝÝÝÑnÑ8 0.
e above convergence allows us to conclude that
‖η p´∆´ λqφn‖L2pR3q ď ‖ηpHχ ´ λqφn‖L2pR3q ` ‖ηVχφn‖L2pR3q ÝÝÝÑnÑ8 0. (4.48)
Moreover, φn P H2pR3q ãÑ L8pR3q with continuous embedding for all n P N˚. Approximating φn by C8c pR3q
functions we deduce that lim|x|Ñ8 |φnpxq| “ 0. Furthermore, remark that for any ψ P C8c pR3q it holds
pp´∆´ λqφn, ψqL2pR3q “ pφn, p´∆´ λqψqL2pR3q ÝÝÝÑnÑ8 0,
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´σesspHχq “ σess pHper,Lq Y σess pHper,Rq
C
Figure 6: e essential spectrum of Hχ, Hper,L and Hper,R, and the contour C.
which implies the weak convergence p´∆´λqφn ÝÝÝá
nÑ8 0 by the density of C
8
c pR3q in L2pR3q. Together with
the strong convergence (4.48) and an integration by parts, this leads to,
pη p´∆´ λqφn, p´∆´ λqφnqL2pR3q “
ż
R3
η |∆φn|2 ` ηλ∆φnφn ` λη∆φnφn ` ηλ2|φn|2
“
ż
R3
η |∆φn|2 ´ λη1Bx
´
|φn|2
¯
´ 2ηλ |∇φn|2 ` λ2η|φn|2
“
ż
R3
η |∆φn|2 `
`
λη2 ` λ2η˘ |φn|2 ` 2η|λ| |∇φn|2 ÝÝÝÑ
nÑ8 0.
In view of (4.42) we have
`
λη2 ` λ2η˘ “ ´λe´2?´λ|¨| ą 0, hence the integrand of the above integral is positive.
is implies that ż
R3
e´2
?´λ|¨||φn|2 ÝÝÝÑ
nÑ8 0,
ż
R3
η |∇φn|2 ÝÝÝÑ
nÑ8 0. (4.49)
In view of (4.47) and (4.49), we deduce that ‖ρ2φn ` 2ρ1Bxφn‖2L2pR3q ÝÝÝÑnÑ8 0. Let us nally prove that
ρχ2 pVper,L ´ Vper,Rq P L2pR3q.
By denition of χ, the function ρχ2 has support in p´8, aR{2s and is equal to ρpxq when x P p´8,´aL{2q.
Remark also that (4.46) implies that
@x ă 0, ρpxq ď 1‖η‖L1
ż x
´8
2
|λ|e
´?´λ|y| dy ď 2|λ|3{2‖η‖L1
e
?´λx.
Hence, as Vper,L P Lsper,x pΓLq for 1 ă s ď 8 by eorem 2.7,ż
R3
pρχ2Vper,Lq2 “
ż
p´8,´aL{2qˆR2
pρVper,Lq2 `
ż
r´aL{2,aR{2sˆR2
pρχ2Vper,Lq2
ď
4‖Vper,L‖2L2pΓaL q
|λ|3‖η‖2L1pRq
`8ÿ
n“0
e´2
?´λaLn `
ż
r´aL{2,aR{2sˆR2
V 2per,L ă `8.
is implies that ρχ2Vper,L P L2pR3q. Similar arguments show that ρχ2Vper,R P L2pR3q, which concludes the
proof of the lemma.
4.10 Proof of Proposition 3.2
In view of Proposition 3.1, consider a contour C in the complex plan enclosing the spectrum of Hχ below the
Fermi level F without intersecting it, crossing the real axis at c ă inf t´‖Vper,L‖L8 ,´‖Vper,R‖L8u (See Fig.
6). is is possible even if F is an eigenvalue: one can always slightly move the curve C below F in order
bypass F but still enclose all the spectrum of Hχ below F . Let us introduce the following estimates, which are
useful to characterize the decay property of densities.
Lemma 4.6 (Combes-omas estimate [45, 22, 31]). Consider H :“ ´12∆ ` V with V P L8pR3q. Let p, q be
positive integers such that pq ą 3{2. en there exists ε ą 0 and a positive constant Cpp, qq such that for any
ζ R σpHq, and any pα, βq P Z3 ˆ Z3,∥∥∥∥wαpζ ´Hq´pwβ∥∥∥∥
Sq
ď Cpp, qq
ˆ
1` 1
θpζ, V q
˙4p
e´εθpζ,V q|α´β|, (4.50)
where θpζ, V q “ distpζ, σpHqq|ζ| ` ‖V ‖L8 ` 1
.
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Since Vχ belongs to L8pR3q, the following lemma is a direct adaption of [15, Lemma 1]:
Lemma 4.7. Under Assumption 2, there exist two positive constants c1, c2 such that
@ζ P C, c1p1´∆q ď |Hχ ´ ζ| ď c2p1´∆q
as operators on L2pR3q. In particular∥∥∥∥|Hχ ´ ζ|1{2p1´∆q´1{2∥∥∥∥ ď ?c2, ∥∥∥∥|Hχ ´ ζ|´1{2p1´∆q1{2∥∥∥∥ ď 1?c1 .
Moreover, pHχ ´ ζqp1´∆q´1 and its inverse are bounded operators.
Let us turn to the proof of Proposition 3.2. First of all let us show that γχ is locally trace class. Consider
% P C8c pR3q. Remark that γχ is a spectral projector. In view of Lemma 4.7, by Cauchy’s resolvent formula and
the Kato–Seiler–Simon inequality (4.1), there exists a positive constant Cχ such that
‖%γχ%‖S1 “ ‖%γχγχ%‖S1 “ ‖%γχ‖2S2 “
∥∥∥∥% ¿
C
1
2ipi
1
ζ ´Hχ dζ
∥∥∥∥2
S2
ď Cχ
∥∥∥∥% 11´∆
∥∥∥∥2
S2
ď Cχ
4pi
‖%‖2L2pR3q.
is implies that γχ is locally trace class so that its density ρχ is well dened in L1locpR3q. Let us prove
that χ2ρper,L ` p1 ´ χ2qρper,R ´ ρχ belongs to LppR3q for 1 ă p ď 2. It is dicult to directly compare
the dierence of χ2ρper,L`p1´χ2qρper,R and ρχ. We construct to this end a density operator γd whose density
ρd is equal to χ2ρper,L ` p1´ χ2qρper,R ´ ρχ:
γd :“ γd,1 ` γd,2, γd,1 :“ χ pγper,L ´ γχqχ, γd,2 :“
a
1´ χ2 pγper,R ´ γχq
a
1´ χ2. (4.51)
Remark that if γd P S1, then TrL2pR3qpγdq “ χ2ρper,L ` p1´ χ2qρper,R ´ ρχ.
e density ρd is in LppR3q for 1 ă p ď 2. e proof that ρd P LppR3q relies on duality arguments:
denoting by q “ pp´1 P r2,`8q, we prove that for any W P LqpR3q there exists some Kq ą 0 such that|TrL2pR3qpγdW q| ď Kq‖W‖Lq . By Cauchy’s formula we have
γd,1 “ 1
2pii
¿
C
χ
ˆ
1
z ´Hper,L ´
1
ζ ´Hχ
˙
χdζ,
γd,2 “ 1
2pii
¿
C
a
1´ χ2
ˆ
1
ζ ´Hper,R ´
1
ζ ´Hχ
˙a
1´ χ2 dζ.
(4.52)
Let us prove that there exists K1q ą 0 such thatˇˇ
TrL2pR3qpγd,1W q
ˇˇ ď K1q ‖W‖Lq .
It is easily shown that a similar inequality holds for γd,2. Denote by Vd :“ p1´χ2qpVper,L´Vper,Rq P L8pR3q.
Remark that the function Vdχ has compact support in the x-direction and that Vdχ belongs to LrpR3q for 1 ă
r ď `8 by eorem 2.7. For any ζ P C, the integrand of γd,1 writes
Dpζq :“ χ
ˆ
1
ζ ´Hper,L ´
1
ζ ´Hχ
˙
χ “ χ 1
ζ ´Hper,LVd
1
ζ ´Hχχ.
Remark that χ being translation-invariant in the r-direction, it is not in any Lp space in R3, which prevents us
from using the standard techniques such as calculating the commutator r´∆, χs to give Schaen class estimates
on γd,1. By writing 1 “ γper,L ` γKper,L and 1 “ γχ ` γKχ , the following decomposition holds
Dpζq “ χ γper,L
ζ ´Hper,LVd
1
ζ ´Hχχ` χ
γKper,L
ζ ´Hper,LVd
γχ
ζ ´Hχχ` χ
γKper,L
ζ ´Hper,LVd
γKχ
ζ ´Hχχ. (4.53)
By the residue theorem, ż
C
χ
γKper,L
ζ ´Hper,LVd
γKχ
ζ ´Hχχdζ ” 0. (4.54)
To estimate other terms in (4.53) we rely on the following Lemmas 4.8 and 4.9.
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Lemma 4.8. Consider a self-adjoint operator H “ ´∆ ` V dened on L2pR3q with domain H2pR2q and V P
L8pR3q. For E P RzσpHq denote by γ “ 1p´8,EspHq. en for any a, b P R, the operator p1´∆qaγp1´∆qb is
bounded. Moreover, if γ P Sk for some k ě 1, then p1´∆qaγp1´∆qb P Sk.
Proof. Similarly as in Lemma 4.7 it can be shown that for any ζ P RzσpHq the operator pζ´Hq´ap1´∆qa and
its inverse are bounded. Fix δ ą 0 and dene λ0 :“ ´‖V ‖L8 ´ δ. en λ0 R σpHq. By writing γ “ γ2, there
exists a positive constant C such that∥∥∥∥p1´∆qaγp1´∆qb∥∥∥∥
Sk
ď C
∥∥∥∥pλ0 ´Hqaγpλ0 ´Hqb∥∥∥∥
Sk
“ C
∥∥∥∥γ2pλ0 ´Hqa`b∥∥∥∥
Sk
ă `8,
as γ P Sk and γpλ0´Hqa`b is a bounded operator. e proof of the boundedness in operator norm follows the
same lines.
Lemma 4.9. For any 1 ă p ď 2, there exist positive constants dp,1 and dp,2, such that
@ ζ P C,
∥∥∥∥∥χ γper,Lζ ´Hper,LVd
∥∥∥∥∥
Sp
ď dp,1‖Vdχ‖LppR3q,
∥∥∥∥∥Vd γχζ ´Hχχ
∥∥∥∥∥
Sp
ď dp,2‖Vdχ‖LppR3q. (4.55)
Proof. Let us prove the statement for χγper,Lpζ ´ Hper,Lq´1Vd, the proof of the bound of Vdγχpζ ´ Hχq´1χ
follows similar arguments. Fix R ą 0. Recall that BR is the ball in R3 centered at 0 with radius R. Denote
by ϕR the characteristic function of BR. For any R ą 0, by the Kato–Seiler–Simon inequality (4.1) and the
boundedness of p1´∆qpζ´Hper,Lq´1 it is easy to see that ϕRχpζ´Hper,Lq´1 and pζ´Hper,Lq´1VdϕR belong
to S2. e operator γper,Lpζ ´Hper,Lqm is a bounded for any m P R in view of Lemma 4.9. erefore
ϕR
ˆ
χ
γper,L
ζ ´Hper,LVd
˙
ϕR “
ˆ
ϕRχ
1
ζ ´Hper,L
˙
γper,Lpζ ´Hper,Lq
ˆ
1
ζ ´Hper,LVdϕR
˙
P S1.
Let us rst prove that for any 1 ď p ď 2, there exists a positive constant dp,1 only depending on p such that for
any R ą 0, ∥∥∥∥∥ϕRχ γper,Lζ ´Hper,LVdϕR
∥∥∥∥∥
Sp
ď dp,1‖Vdϕ2Rχ‖LppR3q. (4.56)
We rst prove (4.56) for p “ 1 and p “ 2, and conclude by an interpolation argument for 1 ď p ď 2. Consider
p “ 1. By the cyclicity of the trace and the Kato–Seiler–Simon inequality (4.1),∥∥∥∥ϕRχ γper,Lζ ´Hper,LVdϕR
∥∥∥∥
S1
“
∥∥∥∥ϕRχ 1ζ ´Hper,Lγper,L pζ ´Hper,Lq 1ζ ´Hper,LVdϕR
∥∥∥∥
S1
“
∥∥∥∥γper,L pζ ´Hper,Lq 1ζ ´Hper,LVdϕ2Rχ 1ζ ´Hper,L
∥∥∥∥
S1
ď c
∥∥∥∥ 1|1´∆| ˇˇVdϕ2Rχˇˇ 1|1´∆|
∥∥∥∥
S1
“ c
∥∥∥∥ 1|1´∆| ˇˇVdϕ2Rχˇˇ1{2
∥∥∥∥2
S2
ď d1,1‖Vdϕ2Rχ‖L1 .
Let us next prove (4.56) for p “ 2. Use again the cyclicity of the trace and the Kato–Seiler–Simon inequality (4.1),∥∥∥∥ϕRχ γper,Lζ ´Hper,LVdϕR
∥∥∥∥2
S2
“
∥∥∥∥VdϕR γper,Lζ ´Hper,Lϕ2Rχ2 γper,Lζ ´Hper,LVdϕR
∥∥∥∥
S1
“
∥∥∥∥ γper,Lζ ´Hper,Lϕ2Rχ2 γper,Lζ ´Hper,LV 2d ϕ2R
∥∥∥∥
S1
ď c1
∥∥∥∥ϕ2Rχ2 1ζ ´Hper,Lγper,L pζ ´Hper,Lq 1ζ ´Hper,LV 2d ϕ2R
∥∥∥∥
S1
“ c1
∥∥∥∥γper,L pζ ´Hper,Lq 1ζ ´Hper,LV 2d ϕ4Rχ2 1ζ ´Hper,L
∥∥∥∥
S1
ď c2
∥∥∥∥ 1ζ ´Hper,LV 2d ϕ4Rχ2 1ζ ´Hper,L
∥∥∥∥
S1
“ c2
∥∥∥∥ˇˇVdϕ2Rχˇˇ 1ζ ´Hper,L
∥∥∥∥2
S2
ď d22,1‖Vdϕ2Rχ‖2L2 .
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By the interpolation arguments we can conclude (4.56) for 1 ď p ď 2. Remark that for 1 ă p ď 2 the following
uniform bound holds:∥∥∥∥∥ϕRχ γper,Lζ ´Hper,LVdϕR
∥∥∥∥∥
Sp
ď dp,1
∥∥Vdϕ2Rχ∥∥LppR3q ď dp,1‖Vdχ‖LppR3q.
By passing the limit RÑ `8 we can conclude the proof.
Consider W P LqpR3q for q “ pp´1 P r2,`8q. In view of (4.53), (4.54) and (4.55), by manipulations similar
to the ones used in the proof of Lemma 4.9, and the Ho¨lder’s inequality for Schaen class operators (see for
example [61, Proposition 5]), we obtain that
‖γd,1W‖S1 “
1
2pi
∥∥∥∥∥
¿
C
Dpζq dζW
∥∥∥∥∥
S1
“
∥∥∥∥∥
¿
C
χ
γper,L
ζ ´Hper,LVd
1
ζ ´HχχW ` χ
γKper,L
ζ ´Hper,LVd
γχ
ζ ´HχχW dζ
∥∥∥∥∥
S1
ď
∥∥∥∥∥
¿
C
ˆ
χ
γper,L
ζ ´Hper,LVd
˙
1
ζ ´Hχ p1´∆q
ˆ
1
1´∆χW
˙
dζ
∥∥∥∥∥
S1
`
∥∥∥∥∥
¿
C
ˆ
Wχ
1
1´∆
˙
p1´∆q γ
K
per,L
ζ ´Hper,L
ˆ
Vd
γχ
ζ ´Hχχ
˙
dζ
∥∥∥∥∥
S1
ď C‖Vdχ‖LppR3q
∥∥∥∥∥ 11´∆χW
∥∥∥∥∥
Sq
ď K1q ‖W‖LqpR3q,
(4.57)
where we have used the Kato–Seiler–Simon inequality (4.1) as well as the fact that ‖χ‖L8 “ 1. Similar estimates
hold for γd,2. We therefore can conclude that ρd “ χ2ρper,L ` p1 ´ χ2qρper,R ´ ρχ belongs to LppR3q for
1 ă p ď 2.
Decay rate in the x-direction. Let us show that the density dierence χ2ρper,L`p1´χ2qρper,R´ρχ decays
exponentially fast in the x-direction. Note that there exists NL P N such that NL ´ 1 ă aL{2 ď NL. Denote
by DaL :“ r´aL{2,`8q ˆ R2, we prove the exponential decay when supp pwαq Ă R3zDaL . Denote by
α :“ pαx, 0, 0q P pR, 0, 0q, β “ pβx, βy, βzq P Z3, βx ě ´NL.
We have
1DaL
¨˝
`8ÿ
βxě´NL
ÿ
βy ,βzPZ
wβ‚˛“ 1DaL , 1DaLVd “ Vd, αx ă ´aL2 ă ´NL ` 1 ď βx ` 1.
e above relations imply, together with (4.55), the Combes–omas estimate (4.50) and arguments similar to
ones used in (4.57), that there exist a positive constants C1 and t1 such that, for 1 ă p ď 2 and q “ pp´1 ě 2,
‖wαγdwα‖S1 “ ‖wαγd,1wα‖S1
“
∥∥∥∥∥ 12pii
¿
C
˜
wαχ
γper,L
ζ ´Hper,LVd
1
ζ ´Hχχwα ` wαχ
γKper,L
ζ ´Hper,LVd
γχ
ζ ´Hχχwα
¸
dζ
∥∥∥∥∥
S1
ď
∥∥∥∥∥ 12pii
¿
C
ˆ
wαχ
γper,L
ζ ´Hper,LVd
˙ˆ
1DaL
1
ζ ´Hχχwα
˙
dζ
∥∥∥∥∥
S1
`
∥∥∥∥∥ 12pii
¿
C
˜
wαχ
γKper,L
ζ ´Hper,L1DaL
¸ˆ
Vd
γχ
ζ ´Hχχwα
˙
dζ
∥∥∥∥∥
S1
ď K
`8ÿ
βxě´NL
`8ÿ
βy ,βzPZ
e´t1pβx´αxqe´t1|βy |e´t1|βz | ď C1e´t1|αx|.
e last step relies on the uniform distance of ζ P C to σpHχq and σpHper,Lq. Similar estimates hold when the
support ofwα is in raR{2,`8qˆR2. ere exist therefore positive constantsC and t such that ‖wαγdwα‖S1 “ş
R3 |wαρdwα| ď Ce´t|α|, which concludes the proof.
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4.11 Proof of Lemma 3.3
From the last item of the eorem 2.7 we know that Vper,L P Lpper,xpΓLq (resp. Vper,R P Lpper,xpΓRq) for 1 ă
p ď `8. Remark also that B2xpχ2q, Bxpχ2q are uniformly bounded and have support in r´aL{2, aR{2s ˆ R2. It
therefore suces to obtain the Lp-estimates on BxVper,L and BxVper,R. We treat BxVper,L, the Lp-estimates of
BxVper,R following similar arguments. First of all in view of the form of the minimizer (4.32), by the Cauchy–
Schwarz inequality
Bxρper,L “ Bx
˜
1
2pi
ż
Γ˚L
ÿ
ně1
1pλnpξq ď Lq |enpξ, ¨q|2 dξ
¸
ď 1
pi
ż
Γ˚L
˜ÿ
ně1
1pλnpξq ď Lq |Bx|en|pξ, ¨q|2
¸1{2 ˜ÿ
ně1
1pλnpξq ď Lq |enpξ, ¨q|2
¸1{2
dξ
ď 1
pi
a
Kξ,L
?
ρper,L,
whereKξ,Lpxq :“
ş
Γ˚L
ř
ně1 1pλnpξq ď Lq |Bxenpξ,xq dξ|2. We also have used the fact that |∇|f || ď |∇f | for
any complex-valued function f . In view of the potential decomposition (4.34), the term T prq does not contribute
to the x-directional derivative, hence
|BxVper,L| “
ˇˇˇ
pBx pρper,L ´ µper,Lqq ‹ ĄGaL ˇˇˇ ď ˆ 12piaKξ,L?ρper,L ` |Bxµper,L|
˙
‹
ˇˇˇĄGaL ˇˇˇ .
On the other hand, nite kinetic energy condition (2.10) implies that Kξ,L P L1per,xpΓLq. Moreover, ?ρper,L
belongs to H1per,xpΓLq hence to Lsper,xpΓLq for 2 ď s ď 6. erefore, by Ho¨lder’s inequality, for p,m ě 1:ż
ΓL
pKξ,Lρper,Lqp{2 ď
ˆż
ΓL
K
pm{2
ξ,L
˙1{mˆż
ΓL
ρ
pm{p2pm´1qq
per,L
˙pm´1q{m
,
with the conditions pm “ 2 and 2 ď pm{pm ´ 1q ď 6. is is the case for 4{3 ď m ď 2 and 1 ď p ď 3{2 so
that pKξ,Lρper,Lq1{2 belongs to Lpper,xpΓLq for 1 ď p ď 3{2. As Bxµper,L is in Lpper,xpΓLq for any 1 ď p ď `8
and ĄGaL P Lqper,xpΓLq for 1 ď q ă 2 by Lemma 2.3, we obtain by Young’s convolution inequality that BxVper,L P
Lsper,xpΓLq for 1 ď s ă 6. is allows us to conclude the lemma.
4.12 Proof of Proposition 3.5
e following statements assure that the problem (3.12) is well-dened: a duality argument shows that densities
of operators inQχ are well dened. e energy functional (3.13) is well dened and is bounded from below. e
proofs are direct adaptations of [15, Proposition 1, Lemma 2, Corollary 1 and Corollary 2].
1. For any Qχ P Qχ, it holds that QχW P Sγχ1 for W “ W1 `W2 P C1 ` L2pR3q. Moreover, there exists a
positive constant Cχ such that:
|Trγχ pQχW q | ď Cχ ‖Qχ‖Qχ p‖W1‖C1 ` ‖W2‖L2pR3qq.
Moreover, there exists a uniquely dened function ρQχ P C
Ş
L2pR3q such that
@W “W1 `W2 P C1 ` L2pR3q, Trγχ pQχW q “ xρQχ ,W1yC1,C `
ż
R3
ρQχW2.
e linear map Qχ P Qχ ÞÑ ρQχ P C
Ş
L2pR3q is continuous:
‖ρQχ‖C ` ‖ρQχ‖L2pR2q ď Cχ‖Qχ‖Qχ .
Moreover, if Qχ P S1 Ă Sγχ1 , then ρQχpxq “ Qχpx,xq where Qχpx,xq the integral kernel of Qχ.
2. For any κ P pΣN,χ, F q and any state Qχ P Kχ, the following inequality holds
0 ď c1Tr
´
p1´∆q1{2 `Q``χ ´Q´´χ ˘ p1´∆q1{2¯ ď Trγχ pHχQχq ´ κTrγχpQχq
ď c2Tr
´
p1´∆q1{2pQ``χ ´Q´´χ qp1´∆q1{2
¯
,
where c1 and c2 are the same constants as in Lemma 4.7.
38
3. Assume that Assumption 2 holds. ere are positive constants rd1, rd2, such that
EχpQχq ´ κTrγχpQχq ě rd1 `‖Q``χ ‖S1 ` ‖Q´´χ ‖S1 ` ‖|∇|Q``χ |∇|‖S1 ` ‖|∇|Q´´χ |∇|‖S1˘
` rd2 `‖|∇|Qχ‖2S2 ` ‖Qχ‖2S2˘´ 12Dpνχ, νχq.
Hence Eχp¨q ´ κTrγχp¨q is bounded from below and coercive on Kχ.
e existence and the form of the minimizers are direct adaptations of [15, eorem 2].
4.13 Proof of eorem 3.6
We prove this theorem by taking two arbitrary cut-o functions χ1, χ2 belonging to X , and prove that ρχ1 `
ρQχ1 “ ρχ2 ` ρQχ2 . For i “ 1, 2, consider the reference states associated with the Hamiltonian Hχi . Denote by
γχi the spectral projector of Hχi below F and by Qχi the solutions of (3.14) associated with χi. Consider a test
state rQ :“ γχ1 `Qχ1 ´ γχ2 . (4.58)
We show that rQ is a minimizer of the problem (3.12) associated with the cut-o function χ2, so that ρ rQ ” ρQχ2
by the uniqueness of the density of the minimizer provided by Proposition 3.5. Note that Assumption 2 and
Proposition 3.1 guarantee that there is a common spectral gap for Hχi and σesspHχ1q “ σesspHχ2q. We rst
show that the test state rQ belongs to the convex set
Kχ2 :“ tQ P Qχ2 | ´γχ2 ď Q ď 1´ γχ2u ,
hence is an admissible state for the minimization problem (3.12) associated with χ2. We next show that rQ is a
minimizer.
e test state rQ belongs to Kχ2 . We begin by proving that rQ is in Qχ2 . Let us prove that rQ is γχ2-trace
class. e following lemma will be useful.
Lemma 4.10. e dierence of the spectral projectors γχ1 ´ γχ2 belongs to Sγχ21 . Moreover,
|∇| pγχ1 ´ γχ2q P S2, pγχ1 ´ γχ2q |∇| P S2. (4.59)
Proof. By Cauchy’s resolvent formula and the Kato–Seiler–Simon inequality (4.1),
‖γχ1 ´ γχ2‖S2 “
∥∥∥∥∥ 12ipi
¿
C
pζ ´Hχ1q´1pχ21 ´ χ22qpVper,L ´ Vper,Rqpζ ´Hχ2q´1 dζ
∥∥∥∥∥
S2
ď C
∥∥∥∥p1´∆q´1pχ21 ´ χ22qpVper,L ´ Vper,Rq∥∥∥∥
S2
ď C
2
?
pi
∥∥∥∥pχ21 ´ χ22qpVper,L ´ Vper,Rq∥∥∥∥
L2
ă `8.
(4.60)
e results of Lemma 4.7 imply that |∇|pζ´Hχiq´1 is uniformly bounded with respect to ζ P C. By calculations
similar to (4.60), ∥∥∥∥|∇| pγχ1 ´ γχ2q∥∥∥∥
S2
ď c1
∥∥∥∥pχ21 ´ χ22qpVper,L ´ Vper,Rqp1´∆q´1∥∥∥∥
S2
ă `8. (4.61)
Hence pγχ1 ´ γχ2q |∇| also belongs toS2 since it is the adjoint of |∇| pγχ1 ´ γχ2q. On the other hand, as γχ1 is
a bounded operator, in view of (4.60) and by writing γχ1´γχ2 “ γKχ2´γKχ1 and using the fact that γχi`γKχi “ 1,
γKχ2 pγχ1 ´ γχ2q γKχ2 “ γKχ2γχ1γKχ2 “ pγχ1 ´ γχ2q γχ1 pγχ1 ´ γχ2q P S1,
γχ2 pγχ1 ´ γχ2q γχ2 “ ´γχ2γKχ1γχ2 “ ´pγχ2 ´ γχ1q γKχ1 pγχ2 ´ γχ1q P S1.
(4.62)
Together with (4.60) we conclude that γχ1 ´ γχ2 belongs to Sγχ21 .
e following lemma is a consequence of [33, Lemma 1] and the fact that γχ1 ´ γχ2 P S2.
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Lemma 4.11. Any self-adjoint operatorA is inSγχ11 if and only ifA is inS
γχ2
1 . Moreover Trγχ1 pAq “ Trγχ2 pAq.
e fact that Qχ1 P Sγχ11 implies that |∇|Qχ1 P S2, and Qχ1 P Sγχ21 by Lemma 4.11. In view of this
and Lemma 4.10 we know that rQ “ γχ1 ´ γχ2 ` Qχ1 belongs to Sγχ21 . e inequality (4.61) implies that
|∇| rQ “ |∇|Qχ1`|∇|pγχ1´γχ2q P S2. It remains to prove that |∇|γKχ2 rQγKχ2 |∇| P S1 and |∇|γχ2 rQγχ2 |∇| P S1.
In view of (4.58) we have
|∇|γKχ2 rQγKχ2 |∇| “ |∇|γKχ2Qχ1γKχ2 |∇| ` |∇|γKχ2 pγχ1 ´ γχ2q γKχ2 |∇|,
|∇|γχ2 rQγχ2 |∇| “ |∇|γχ2Qχ1γχ2 |∇| ` |∇|γχ2 pγχ1 ´ γχ2q γχ2 |∇|. (4.63)
We estimate (4.63) term by term. By Lemma 4.8 we know that ‖|∇|γχi‖ ď ‖|∇|p1´∆q´1‖‖p1´∆qγχi‖ ă 8.
Moreover, by writing γKχ2 “ 1´ γχ1 ` γχ1 ´ γχ2 and γχ2 “ γχ1 ` γχ2 ´ γχ1 , in view of (4.61),∥∥∥∥|∇|γKχ2Qχ1γKχ2 |∇|∥∥∥∥
S1
“
∥∥∥∥|∇|γKχ1Qχ1γKχ1 |∇| ` |∇|γKχ1Qχ1pγχ1 ´ γχ2q|∇| ` |∇|pγχ1 ´ γχ2qQχ1γKχ2 |∇|∥∥∥∥
S1
ď
∥∥∥∥|∇|γKχ1Qχ1γKχ1 |∇|∥∥∥∥
S1
`
∥∥∥∥|∇|Qχ1pγχ1 ´ γχ2q|∇|∥∥∥∥
S1
`
∥∥∥∥|∇|γχ1Qχ1pγχ1 ´ γχ2q|∇|∥∥∥∥
S1
`
∥∥∥∥|∇|pγχ1 ´ γχ2qQχ1γχ2 |∇|∥∥∥∥
S1
`
∥∥∥∥|∇|pγχ1 ´ γχ2qQχ1 |∇|∥∥∥∥
S1
ď
∥∥∥∥|∇|γKχ1Qχ1γKχ1 |∇|∥∥∥∥
S1
`
∥∥∥∥|∇|Qχ1∥∥∥∥
S2
∥∥∥∥pγχ1 ´ γχ2q|∇|∥∥∥∥
S2
`
∥∥∥∥|∇|γχ1∥∥∥∥∥∥∥∥Qχ1∥∥∥∥
S2
∥∥∥∥pγχ1 ´ γχ2q|∇|∥∥∥∥
S2
`
∥∥∥∥γχ2 |∇|∥∥∥∥∥∥∥∥Qχ1∥∥∥∥
S2
∥∥∥∥|∇|pγχ1 ´ γχ2q∥∥∥∥
S2
`
∥∥∥∥Qχ1 |∇|∥∥∥∥
S2
∥∥∥∥|∇|pγχ1 ´ γχ2q∥∥∥∥
S2
ă 8,
and similarly∥∥∥∥|∇|γχ2Qχ1γχ2 |∇|∥∥∥∥
S1
“
∥∥∥∥|∇|γχ1Qχ1γχ1 |∇| ` |∇|γχ1Qχ1pγχ2 ´ γχ1q|∇| ` |∇|pγχ2 ´ γχ1qQχ1γχ2 |∇|∥∥∥∥
S1
ď
∥∥∥∥|∇|γχ1Qχ1γχ1 |∇|∥∥∥∥
S1
`
∥∥∥∥|∇|γχ1Qχ1pγχ1 ´ γχ2q|∇|∥∥∥∥
S1
`
∥∥∥∥|∇|pγχ1 ´ γχ2qQχ1γχ2 |∇|∥∥∥∥
S1
ď
∥∥∥∥|∇|γχ1Qχ1γχ1 |∇|∥∥∥∥
S1
`
∥∥∥∥|∇|γχ1∥∥∥∥∥∥∥∥Qχ1∥∥∥∥
S2
∥∥∥∥pγχ1 ´ γχ2q|∇|∥∥∥∥
S2
`
∥∥∥∥γχ2 |∇|∥∥∥∥∥∥∥∥Qχ1∥∥∥∥
S2
∥∥∥∥|∇|pγχ1 ´ γχ2q∥∥∥∥
S2
ă 8,
From (4.62) we know that∥∥∥∥|∇|γKχ2 pγχ1 ´ γχ2q γKχ2 |∇|∥∥∥∥
S1
“
∥∥∥∥|∇| pγχ1 ´ γχ2q γχ1 pγχ1 ´ γχ2q |∇|∥∥∥∥
S1
ď
∥∥∥∥|∇|pγχ1 ´ γχ2q∥∥∥∥2
S2
ă 8,∥∥∥∥|∇|γχ2 pγχ1 ´ γχ2q γχ2 |∇|∥∥∥∥
S1
“
∥∥∥∥|∇| pγχ2 ´ γχ1q γKχ1 pγχ2 ´ γχ1q |∇|∥∥∥∥
S1
ď
∥∥∥∥|∇|pγχ1 ´ γχ2q∥∥∥∥2
S2
ă 8.
is shows that |∇|γKχ2 rQγKχ2 |∇| P S1 and |∇|γχ2 rQγχ2 |∇| P S1. In view of (4.63), this allows us to conclude
that rQ P Qχ2 . On the other hand, it is easy to see that ´γχ2 ď rQ “ γχ1 `Qχ1 ´ γχ2 ď 1´ γχ2 , which shows
that rQ belongs to the convex set Kχ2 .
e state rQ is a minimizer. We now prove that rQ is a minimizer of the problem (3.12) associated with the
cut-o function χ2. As rQ P Kχ2 , the fact that Qχ2 is a minimizer implies that
Eχ2
´ rQ¯´ κTrγχ2 ´ rQ¯ ě Eχ2 pQχ2q ´ κTrγχ2 pQχ2q . (4.64)
Dene Θ :“ rQ´Qχ2 “ Qχ1 ´Qχ2 ` γχ1 ´ γχ2 . e inequality (4.64) can therefore also be wrien as
Eχ2 pΘq ´ κTrγχ2 pΘq `D
`
ρΘ, ρQχ2
˘ ě 0. (4.65)
It is easy to see that ´1 ď Θ ď 1 and Θ belongs to Qχ2 (but not necessarily to the convex set Kχ2 ), which
also implies that the density ρΘ of Θ is well dened and belongs to the Coulomb space C (see Section 4.12).
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erefore (4.65) is well dened. Introduce another state by exchanging the indices 1 and 2 in the denition ofrQ: rrQ :“ γχ2 `Qχ2 ´ γχ1 .
Proceeding as before, it can be shown that rrQ P Kχ1 . By denition Qχ1 “ Θ ` rrQ. Since Qχ1 minimizes the
problem (3.12) associated with χ1 and
rrQ P Kχ1 ,
Eχ1
ˆ rrQ˙´ κTrγχ1 ˆ rrQ˙ ě Eχ1 ˆΘ` rrQ˙´ κTrγχ1 ˆΘ` rrQ˙ .
e above equation can be simplied as
Eχ1pΘq ´ κTrγχ1 pΘq `D
ˆ
ρΘ, ρĂ
Q
˙
ď 0. (4.66)
Let us show that the le hand sides of (4.65) and (4.66) are equal. First of all as Θ belongs to Qχ2 , we know that
Trγχ2 pΘq “ Trγχ1 pΘq by Lemma 4.11. Remark also that ρĂQ “ ρχ2 ´ ρχ1 ` ρQχ2 . By Lemma 4.11
Eχ2 pΘq ´ κTrγχ2 pΘq `D
`
ρΘ, ρQχ2
˘´ ˆEχ1pΘq ´ κTrγχ1 pΘq `DˆρΘ, ρĂQ
˙˙
“ Trγχ2 pp´∆` Vχ2qΘq ´D pρΘ, νχ2q `
1
2
D pρΘ, ρΘq ´ Trγχ1 pp´∆` Vχ1qΘq `D pρΘ, νχ1q
´ 1
2
D pρΘ, ρΘq ´ κ
`
Trγχ2 pΘq ´ Trγχ1 pΘq
˘`D `ρΘ, ρQχ2˘´DˆρΘ, ρĂQ
˙
“ Trγχ2 pp´∆` Vχ2qΘq ´ Trγχ1 pp´∆` Vχ1qΘq `D pρΘ, ρχ1 ` νχ1 ´ ρχ2 ´ νχ2q
“ Trγχ2 ppVχ2 ´ Vχ1qΘq `D pρΘ, ρχ1 ` νχ1 ´ ρχ2 ´ νχ2q .
(4.67)
We show that (4.67) is equal to zero by rst showing that pVχ2 ´ Vχ1qΘ P S1 Ă Sγχ21 . We start by showing
that p1´∆qQχi P S2. By Cauchy’s resolvent formula,
Qχi “ 12ipi
¿
C
˜
1
z ´HQχi
´ 1
z ´Hχi
¸
dζ “ Q1,i `Q2,i `Q3,i,
where
Q1,i “ 1
2ipi
¿
C
1
z ´Hχi
ˆ´
ρQχi
´ νχi
¯
‹ 1| ¨ |
˙
1
z ´Hχi
dζ,
Q2,i “ 1
2ipi
¿
C
1
z ´Hχi
ˆ´
ρQχi
´ νχi
¯
‹ 1| ¨ |
˙
1
z ´Hχi
ˆ´
ρQχi
´ νχi
¯
‹ 1| ¨ |
˙
1
z ´Hχi
dζ
Q3,i “ 1
2ipi
¿
C
1
z ´HQχi
ˆ´
ρQχi
´ νχi
¯
‹ 1| ¨ |
˙
1
z ´Hχi
ˆ´
ρQχi
´ νχi
¯
‹ 1| ¨ |
˙
1
z ´Hχi
¨
ˆ´
ρQχi
´ νχi
¯
‹ 1| ¨ |
˙
1
z ´Hχi
dζ.
Following arguments similar to the ones used in the proof of [15, Proposition 2] we obtain that
´
ρQχi
´ νχi
¯
‹ 1|¨|
belongs toL2pR3q`C1, and we can conclude that p1´∆qQχi P S2. Remark that Vχ1´Vχ2 “ pχ21´χ22qpVper,L´
Vper,Rq P L8pR3q X L2pR3q. By denition of Θ, by the Kato–Seiler–Simon inequality and use calculations
similar to (4.60)∥∥∥∥pVχ1 ´ Vχ2qΘ∥∥∥∥
S1
“
∥∥∥∥pVχ1 ´ Vχ2q pQχ1 ´Qχ2 ` γχ1 ´ γχ2q∥∥∥∥
S1
ď
∥∥∥∥pVχ1 ´ Vχ2q p1´∆q´1∥∥∥∥
S2
˜∥∥∥∥p1´∆q pQχ1 ´Qχ2q∥∥∥∥
S2
`
∥∥∥∥p1´∆qpγχ1 ´ γχ2q∥∥∥∥
S2
¸
ď 1
2
?
pi
∥∥∥∥Vχ1 ´ Vχ2∥∥∥∥
L2
˜∥∥∥∥p1´∆q pQχ1 ´Qχ2q∥∥∥∥
S2
` C
∥∥∥∥pχ21 ´ χ22qpVper,L ´ Vper,Rqp1´∆q´1∥∥∥∥
S2
¸
ă 8,
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which proves that pVχ1 ´ Vχ2qΘ belongs to S1, hence
Trγχ2 ppVχ2 ´ Vχ1qΘq “ Tr ppVχ2 ´ Vχ1qΘq .
On the other hand, by the denition of Vχi in (3.8) and νi in (3.10) for i “ 1, 2, we deduce that
Tr ppVχ2 ´ Vχ1qΘq “ D pρΘ, pρχ2 ´ µχ2q ´ pρχ1 ´ µχ1qq “ D pρΘ, ρχ2 ´ ρχ1 ` νχ2 ´ νχ1q .
e above equation implies that the quantity (4.67) equals to 0. Hence, in view of (4.65) and (4.66),
Eχ2 pΘq ´ κTrγχ2 pΘq `D
`
ρΘ, ρQχ2
˘ “ Eχ1pΘq ´ κTrγχ1 pΘq `DˆρΘ, ρĂQ
˙
” 0.
We conclude with (4.64) that
Eχ2p rQq ´ κTrγχ2 p rQq ” Eχ2pQχ2q ´ κTrγχ2 pQχ2q.
erefore rQ is a minimizer of the problem (3.12) associated with the cut-o function χ2. From eorem 3.5 we
know that ρ rQ ” ρQχ2 , which is equivalent to that ρQχ2 ` ρχ2 “ ρχ1 ` ρQχ1 . By the arbitrariness of the choice
of χ1, χ2 we deduce that ρχ ` ρQχ is independent of the cut-o function χ P X .
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