A solution framework for UAV motion strategies in uncertain dynamic environments is constructed in this paper. Considering that the motion states of UAV might be influenced by some dynamic uncertainties, such as control strategies, flight environments, and any other bursting-out threats, we model the uncertain factors that might cause such influences to the path planning of the UAV, unified as an unobservable part of the system and take the acceleration together with the bank angle of the UAV as a control variable. Meanwhile, the cost function is chosen based on the tracking error, then the control instructions and flight path for UAV can be achieved. Then, the cost function can be optimized through Q-learning, and the best UAV action sequence for conflict avoidance under the moving threat environment can be obtained. According to Bellman's optimization principle, the optimal action strategies can be obtained from the current confidence level. The method in this paper is more in line with the actual UAV path planning, since the generation of the path planning strategy at each moment takes into account the influence of the UAV control strategy on its motion at the next moment. The simulation results show that all the planning paths that are created according to the solution framework proposed in this paper have a very high tracking accuracy, and this method has a much shorter processing time as well as a shorter path it can create.
Introduction
It is not easy for an unmanned aerial vehicle (UAV) to fly autonomously in uncertain, dynamic environments; this concerns the safety of the UAV itself as well as that of the air traffic controllers. In recent years, the safety of UAVs has become a focus in the aviation realm, as unmanned aerial vehicles are used for more and more applications [1] . Related accident survey and analysis show that, because of equipment breakdown and ground operator error, unavoidable crashes make up the majority of all aviation accidents. If this kind of unavoidable aviation accident cannot be handled well, it will greatly restrict the development of UAVs [2] . How to handle this problem is still a challenge.
Path planning for UAV is a key technique in UAV navigation and automation [3, 4] . A path planning problem for UAV is defined according to the mission requirements and constraints, and then establishes a secure, feasible, and optimal flight path from the start to the target [5] . The dynamic path planning for UAV faces extreme challenges not only because there are many complicated and uncertain factors in its application environment, but also because there are strong uncertainties, magnitude fuzzy,
•
Learning and cognition in an unstructured environment. In general, learning and cognition are key behaviors of human beings. However, in unstructured environment, there is no established information for the UAV to use directly. If it wonders where to go, it must explore the environment like a person. As a result, learning and cognition become very important for UAVs to fly in such an unstructured environment.
• Real-time planning and re-planning. In fact, a preplanned flight path will not meet the demands of an actual flight for a UAV, because there would not always exist a path suitable for the UAV to fly in an unstructured environment. It must re-plan a flightworthy path according to the actual circumstances. Real-time planning and re-planning forma complex problem that involves meeting the physical constraints of the UAVs, constraints from the operating environment, constraints from the threat or no-fly zones, and other operational requirements.
• Multi-UAVs' collaborative planning and control. Multi-UAV collaborations have become a vital platform in the military field, and will also be the cutting-edge technologies in the future.
Enabling the multi-UAV effective autonomous cooperative wide area target search ability is the key to carrying out the task chain of search, attack, and evaluation, so research on such a problem has a very important military application value. To obtain an effective autonomous cooperative search, the UAV platform must be equipped with the ability of autonomous decision-making, which is dealing with these basic problems: decision-making structure, information model, decision-making method, and also dealing with two extended problems, delayed information compensating and system scale control. In the future, the above problems should be well studied and a UAV autonomous cooperative wide area target search mechanism should be established as well.
Automatic generation and calculation of flight strategy. We develop the UAV and hope it can fly autonomously without human control. As a result, unlike remote control systems in which the sensors present information in a form that is as operator-friendly as possible, in a UAV, a system platform that performs the autonomous mission usually possesses an onboard navigation system instead of sensors of various physical nature. So, the measurement results should be converted into input signals of the control system, which requires other approaches. At the same time, in an autonomous flight, the observing system should be able to search for characteristic objects in the observed landscape and give the control system their coordinates and estimate the distances between them [7] . So, it is very important to study how to produce a decision/control that can be executed directly by the onboard control system.
As far as a path planning application is concerned, not only should the direct impact of various constraints on the UAV movement be considered, but also the real-time control instructions should be calculated according to feedback information that might have an effect on the current motion state of the UAV. Furthermore, the planning system sometimes could not sense the current exact state completely because of the threats and the unknown environment as well as the error and imperfection owing to the precision of the sensors and the current position, velocity, acceleration, and poses of the UAV to be estimated according to the action strategy it adopted. As a result, not only the uncertainty of the actions but also the uncertainty of the states should be considered in the actual path planning for UAV; this happens to accord with the partially observable problem, and belongs to the category of partially observable Markov decision process theoretical research. Consequently, a dynamic path planning solution framework for UAV constructed based on Q-learning theory is suitable, and in this solution framework, we consider the effects of the uncertainty environment along with the optimal control strategy and the dynamics of the UAV together during the path planning. This is in line with the application of UAV path planning, and further improves the navigation accuracy.
The rest of this paper is organized as follows. First, some related work is introduced in Section 2. Then, Q-learning theory and a path planning model based on Q-learning strategy are described in Section 3; meanwhile, a path planning solving framework for UAV based on Q-learning strategy is constructed. In this framework, the uncertainty owning to the environment is considered as well as the effect of the movement changing after the UAV adopted the planned control strategies. Following that, the state transition of the path planning for UAV is described, the cost function is defined, and strategy creation for UAV path planning based on Q-learning theory is elaborated on in Section 4. The findings of the method proposed in this paper are illustrated with simulations and analysis in Section 5. Finally, Section 6 concludes this paper.
Related Work
There are many studies on dynamic path planning. The Voronoi map algorithm [8] is the most famous one. Although the Voronoi map algorithm can solve this kind of complicated problem and find the shortest planning path, the computational complexity increases with the complexity of the problem, and it does not handle sudden threats well. A potential field function was introduced by Khabit [9] to describe the geometrical structure of space and depict the motion planning problem accordingly. Although the artificial potential field method has a small amount of calculation and a fast planning speed, there exists a local minimum where the attraction equals the repulsion. Consequently, the path may become a trap area during planning and vibrate in a narrow channel easily. Chen's method [10] mends this bug using a tangent-plus-Lyapunov vector field in the dynamic path planning for UAV, conquering the problem of the local minimum; at the same time, this method does not take the planning influence into account, which was caused by the change incontrol strategy.
In recent years, swarm intelligent optimization algorithms including particle swarm optimization [11] , ant colony optimization [12] , and artificial bee colony algorithm [13] have emerged for path planning. These algorithms generally adopt a parallel mechanism to deal with the calculations. Although they are more suitable for solving complex continuous optimization problems, they are not quite fit for asituation in which there are multiple objective constraints and their interaction/influence. In addition, these algorithms are prone to a local minimum, or the calculation complexity increases exponentially with the size of the problem, even to the extent of leading to a combination explosion. Artificial intelligent information theory methods for motion planning problems are specifically summarized in the literature [14] . Notwithstanding, the genetic algorithm [15] , evolutionary algorithm [16, 17] , and artificial neural network algorithm [18] can handle some specific path planning applications, yet necessary compensation for the whole planning system is seldom included in these artificial intelligent algorithms because the UAV's motion state is changed by the control strategy or environmental changes are notconsidered.
In the last two or three years, many new autonomous decision-making as well as path planning methods have emerged. Lee and Bang [19] improved the particle filter(PF)-based terrain-aided navigation(TAN) method, which has been commonly used to obtain stable real-time navigation solutions in cases where the UAV operates at a high altitude. They designed a Rao-Blackwellized PF (RBPF)-based TAN, used long short-term memory (LSTM) networks to endure flat and repetitive terrains, and trained the noise covariances and measurement model of RBPF, and they confirmed that the proposed algorithm can enable more precise navigation performance than conventional RBPF-based TAN through simulations. With the development of deep learning theory, some machine learning methods have emerged one after another in UAV flight control and flight decision-making. Li [20] developed an off-policy reinforcement learning (RL) algorithm to solve optimal synchronization of multiagent systems, which is a model-free approach in that it solves the optimal synchronization problem without havingany knowledge of the agent dynamics, and it can synchronize all agents to the leader. Zhang [21] studied an optimal consensus tracking problem of heterogeneous linear multiagent systems, and found a Nashequilibrium solution by solving associated coupled Hamilton-Jacobi equations. The optimal cooperative control can be obtained by the input-output (I/O) Q-learning algorithm, and the numerical example proved that the algorithm does not rely on the model of multiagent systems. These two methods could be used to handle the multi-UAVs collaborative planning and control problem.
Recent research has also focused on decision-making, formation control, and 3D/4D path planning. For example, Zhao [22] proposed a brain-inspired decision-making spiking neural network (BDM-SNN) and applied it to decision-making tasks on UAVs. Park [23] addressed the analysis and deployment of the network infrastructure based on multiple Unmanned Air Vehicles in his new research. He modeled the generic dynamics of the network infrastructure, derived the network throughput of the infrastructure, and proposed a novel formation control algorithm that determines the location of the UAVs to maximize the efficiency of the network. Halil's [24] comparison of 3D versus 4D path planning for UAVs used empirical data and showed that the 4D approach is superior to the 3D approach, especially in complex, dynamic environments, through a series of simulations.
UAV Path Planning Model Based on Q-Learning Strategy

Q-Learning Theory
Q-learning [25] is a reinforcement learning [26] strategy adoption rule, whereby agents learn an optimal strategy, maximizing their expected reward in the repeated game. That is to say, Q-learning describes an agent that uses unsupervised training to learn about an unknown environment. In general, we call where an agent is a "state." The agent's movement from one position to another is an "action." As shown in Figure 1 , a "state" is depicted as a node, while "action" is represented by the arrows. associated coupled Hamilton-Jacobi equations. The optimal cooperative control can be obtained by the input-output (I/O) Q-learning algorithm, and the numerical example proved that the algorithm does not rely on the model of multiagent systems. These two methods could be used to handle the multi-UAVs collaborative planning and control problem. Recent research has also focused on decision-making, formation control, and 3D/4D path planning. For example, Zhao [22] proposed a brain-inspired decision-making spiking neural network (BDM-SNN) and applied it to decision-making tasks on UAVs. Park [23] addressed the analysis and deployment of the network infrastructure based on multiple Unmanned Air Vehicles in his new research. He modeled the generic dynamics of the network infrastructure, derived the network throughput of the infrastructure, and proposed a novel formation control algorithm that determines the location of the UAVs to maximize the efficiency of the network. Halil's [24] comparison of 3D versus 4D path planning for UAVs used empirical data and showed that the 4D approach is superior to the 3D approach, especially in complex, dynamic environments, through a series of simulations.
UAV Path Planning Model Based on Q-Learning Strategy
Q-Learning Theory
Q-learning [25] is a reinforcement learning [26] strategy adoption rule, whereby agents learn an optimal strategy, maximizing their expected reward in the repeated game. That is to say, Q-learning describes an agent that uses unsupervised training to learn about an unknown environment. In general, we call where an agent is a "state." The agent's movement from one position to another is an "action." As shown in Figure 1 , a "state" is depicted as a node, while "action" is represented by the arrows. The matrix R can be viewed as a reward table as shown in Figure 2 . Suppose the agent is in state 2. From state 2, the agent can go to state 3 because state 2 is connected to 3. From state 2, however, the agent cannot directly go to state 1 because there is no direct arrow connecting state 1 and 2. From state 3, it can go either to state 1 or 4 or back to 2 (look at all the arrows around state 3). If the agent is in state 4, then the three possible actions are to go to state 0, 5 or 3. If the agent is in state 1, it can go either to state 5 or 3. From state 0, it can only go back to state 4. We can put the state diagram and the instant reward values into the following reward table, "matrix R." In order to make the agent more intelligent, we add a similar matrix, "Q," to the agent as a brain, representing the memory of what the agent has learned through experience. The rows of matrix Q represent the current state of the agent, and the columns represent the possible actions leading to the next state (the links between the nodes). The matrix R can be viewed as a reward table as shown in Figure 2 . Suppose the agent is in state 2. From state 2, the agent can go to state 3 because state 2 is connected to 3. From state 2, however, the agent cannot directly go to state 1 because there is no direct arrow connecting state 1 and 2. From state 3, it can go either to state 1 or 4 or back to 2 (look at all the arrows around state 3). If the agent is in state 4, then the three possible actions are to go to state 0, 5 or 3. If the agent is in state 1, it can go either to state 5 or 3. From state 0, it can only go back to state 4. We can put the state diagram and the instant reward values into the following reward table, "matrix R." In order to make the agent more intelligent, we add a similar matrix, "Q," to the agent as a brain, representing the memory of what the agent has learned through experience. The rows of matrix Q represent the current state of the agent, and the columns represent the possible actions leading to the next state (the links between the nodes). At first, the agent starts out not knowing anything, so the matrix Q is initialized to zero. For the simplicity of explanation, we assume the number of states is known (six). If we did not know how many states were involved, the matrix Q could start out with only one element. It is a simple task to add more columns and rows in matrix Q if a new state is found. The transition rule of Q-learning is a very simple formula:
So far, according to the above formula, a value assigned to a specific element of matrix Q is equal to the sum of the corresponding value in matrix R and the learning parameter γ , multiplied by the maximum value of Q for all possible actions in the next state. The virtual agent will learn through experience, without a teacher (this is called unsupervised learning). The agent will explore from state to state until it reaches the goal. We will call each exploration an episode. Each episode consists of the agent moving from the initial state to the goal state. Each time the agent arrives at the goal state, the program goes to the next episode.
Owing to the unstructured environment, the state of the environment and the actions taken by the UAV are not fully observable. So, in this problem, we assumed that the environment constituted a partially observable Markov decision process (POMDP) [27] , which is a controlled dynamical process in discrete time useful for modeling resource control problems. Accordingly, UAV path planning is a highly complex problem, and can be described as a dynamical control process with a hidden Markov process. The following subsection bridges the gap between them.
Specification of the Motion Strategies Problems
In general, a motion strategies problem structure appears as in Figure 3 . It can be defined in a Q-learning problem by a 5-tuple like , , , ,
Markov decision model of the system, S is the state set, and A is the action set of the system. State transition function ( )
denotes the probability that the system state will transfer from s to s′ when it takes action a . Observation set Ω denotes a set that the system can be measured. Observation function
× → Ω denotes that the probability distribution of the system state can be fully observed and that the system state is transferring from s to s′ when it takes action a . At first, the agent starts out not knowing anything, so the matrix Q is initialized to zero. For the simplicity of explanation, we assume the number of states is known (six). If we did not know how many states were involved, the matrix Q could start out with only one element. It is a simple task to add more columns and rows in matrix Q if a new state is found. The transition rule of Q-learning is a very simple formula:
So far, according to the above formula, a value assigned to a specific element of matrix Q is equal to the sum of the corresponding value in matrix R and the learning parameter γ, multiplied by the maximum value of Q for all possible actions in the next state. The virtual agent will learn through experience, without a teacher (this is called unsupervised learning). The agent will explore from state to state until it reaches the goal. We will call each exploration an episode. Each episode consists of the agent moving from the initial state to the goal state. Each time the agent arrives at the goal state, the program goes to the next episode.
In general, a motion strategies problem structure appears as in Figure 3 . It can be defined in a Q-learning problem by a 5-tuple like S, A, P, Ω, O , where S, A, P denotes an observable hidden Markov decision model of the system, S is the state set, and A is the action set of the system. State transition function P : S × A → Pd(S) denotes the probability that the system state will transfer from s to s when it takes action a. Observation set Ω denotes a set that the system can be measured. Observation function O : S × A → Pd(Ω) denotes that the probability distribution of the system state can be fully observed and that the system state is transferring from s to s when it takes action a. 
The Solution Framework for UAV Path Planning Based on Q-Learning
Suppose that the state of the UAV motion is partially observed, and that there are some hidden states that can be observed in the system that satisfied the Markov attribute. Then this problem can be transformed into a Q-learning problem and described as follows.
Let s denote the position of the standard path point and the current position of the UAV, respectively; then the observation function of the system can be represented as follows:
where k H denotes the observation model and k w is the random observation error. The distribution 
Let x k = s k m k µ k σ k be the system state of the UAV path planning system at time k, where s k denotes the states of the sensors; the position, velocity, acceleration, and detection information of the flight environment are included. m k denotes the standard path for UAV, including the longitude, latitude, and altitude information of the path points.
µ k σ k represents the state of the path planning, and is a standard Kalman filter, where µ k and σ k are the posterior mean vector and covariance matrix, respectively.
If the acceleration and bank angle of the UAV are chosen as the controlled variables, then the action at time k can be represented as u k = a k φ k , where a k and φ k denote the acceleration and the bank angle at time k of the UAV, respectively. The effect of the action that the UAV adopts should be considered in the state transition of the system. Let m p k and s p k denote the position of the standard path point and the current position of the UAV, respectively; then the observation function of the system can be represented as follows:
where H k denotes the observation model and w k is the random observation error. The distribution of w k depends on the position of the UAV s p k and the position of the standard path point m p k , and the system frame of the UAV path planning based on POMDP is shown in Figure 4 . 
Suppose that the state of the UAV motion is partially observed, and that there are some hidden states that can be observed in the system that satisfied the Markov attribute. Then this problem can be transformed into a Q-learning problem and described as follows. Let 
Strategy Creation for UAV Path Planning Based on Q-Learning
For the dynamic path planning problem for UAV, the planning strategy creation should include the effect that the flight control suffered from the random environment as well as the system dynamic attribute to the control affect of the UAV. If we take the posterior distribution about the hidden state of the system calculated according to the Bayes rule as the belief state, then the optimal control strategy of the UAV dynamic path planning can be given according to Q-learning theory following Bellman's optimization principle.
The System State Transition of UAV Path Planning
The state transition of the system depends on the action strategies for the UAV under the control; the motion of the UAV must be considered accordingly during the problem solving process. Let us suppose that all the sensors are fixed up to the airframe and there are no distortions of them; then, the state updating of the sensors can be regarded as the status update after the UAV takes the action strategy.
If the state of UAV at time k is given by s k = (p k q k V k θ k ), where (p k q k ) represents the position coordinates, V k denotes the instant velocity, and θ k is the heading angle of the UAV at time k, then, the state updating of the UAV can be described as
where ψ is a mapping function that constructs the correlation between the control variables and the movement of the UAV, and can be collected by a group of simple equations that govern the UAV kinematics motion. For the sake of establishing the relationships between the control actions and the movements of the UAV, we choose the control actions as follows:
The control action u k can be deduced from the kinematics motion equations of the UAV, and the speed and the heading angle of the UAV are updated according to the flight mechanics theories as follows:
Specifically,
[v]
where V min and V max denote the minimum and maximum limits on the speed of the UAV, respectively; g is the acceleration of gravity; and T is the length of the planning time step. The position coordinates of the UAV are updated as follows:
Cost Function
The cost function is defined by the solution of mean square error between the current path and the standard path, that is, where v k is an independent and identically distributed random noise signal superimposed on the standard path information, and its value lies in the precise measurement of the sensors on board and the effect of communication noise.
The Optimal Strategy for UAV Path Planning Based on Q-Learning
Generally speaking, the target of UAV path planning problem is a minimum mean square cumulative error between the current solving path and the standard path over a given time sequence k = [0, 1, 2, · · · , H − 1], and the expected cumulative error on the time sequence can be described as
The action selection of the UAV at time k depends on the observation measurements of all the former k − 1 time. If there is an optimal action that would lead the UAV to the expected path at time k, then there is an optimal action sequence relying on the feedback of the belief state. Therefore, the cost function can be given as below:
where,
Belief state b k is the posterior probability distribution of hidden states of the UAV path planning system at time k, that is,
where
and b m k is the posterior probability distribution of the standard path information measured by the onboard sensors of the UAV.
According to Bellman's optimal principle [28] , the optimal cost function value J * H under the current given belief state b 0 can be written as
where b 1 is the random value of the belief state at the next time step, J * H−1 is the optimal cumulative cost over the time sequence [0, 1, · · · , H − 1], and E J * H−1 (b 1 )|b 0 , u denotes the conditional expectation under the given current belief state b 0 at time k = 0 and after the UAV taking the action u.
Accordingly, the optimal strategy at time k = 0 can be given as below:
Consequently, the optimal control strategy of arriving at the target path at time k is
However, in practice the second term E J * H−k−1 (b k+1 )|b k , u in the optimal control strategy π * k (b k ) (the above formula) is hard to obtain exactly; therefore, this problem needs to be transformed as follows in order to find the optimal answer.
Suppose the UAV always takes the optimal flight control strategy at every flying path point starting from time k = 0; if the optimal action sequence corresponds to the optimal cumulative cost function J * H over the time sequence [0, 1, · · · , H − 1] is u * 0 , u * 1 , · · · , u * H−1 , the covariance matrix sequence among the planned optimal path points is σ * 1 , σ * 2 , · · · , σ * H . Because the measurement of the system is related to the standard path information and the movement state of the UAV, the measurement error comes from two aspects, the estimation of the standard path and the estimation of the movement state of the UAV itself. According to the observation model, as Equation (1) shows, if the standard path information is fully observed, there is a partially observable hidden state in the current movement of the UAV. If we suppose that the observation noise of the sensors obeys zero-mean Gauss distribution, then the measurement error distribution of the system at time k is
Accordingly, the belief level of the system observation at present is
The observation model of the standard path according to the measurements from the onboard sensors of UAV is z
where I k is an identity matrix; since the standard path is determined in advance, the dynamic of the standard path can be seen as the direct measurement according to the onboard sensors relative to the UAV, that is to say, Equation (20) can be regarded as a dynamic model of the standard path superimposing the onboard sensors' measurement error. Then, according to matrix theory and stochastic process theory, we havê
Combining with Equation (2), it can be seen in Equation (19) that the covariance matrix of the system at time k + 1 depends on the measurements at that time. Since these observations cannot be measured exactly, the position of the UAV at time k + 1 can only be approximated by the measurements of the standard path at the exact time, and it needs to be adjusted according to the line of sight between the sensors and the standard path. Consequently, the minimum mean square covariance of the current planning path and the standard path, that is to say, the cost function of the path planning system, can be written as below:
Accordingly,
Consequently, the corresponding optimal control strategy of the UAV path planning based on Q-learning can be obtained with the minimum value of Equation (24) winning.
To handle the hidden state uncertainty of the UAV path planning problem, we suppose there is a% distance uncertainty and b% angle uncertainty in the observation covariance distribution w k ∼ (0, Q k (m k , s k )) of the system, and accordingly, if the position coordinates of the standard path m k at time k are (ρ k , θ k , ϕ k ), then the standard deviation between the planning path and the standard path at time k is denoted below: m err k = (ρa%, θb%, ϕb%).
If the intersection angle among the standard path point to the centroid of the UAV and the axes of the sensor is γ, then the process noise covariance matrix Q k can be calculated as below:
Obviously, the eigenvalues of the matrix Q k are ρ 2 k , θ 2 k , ϕ 2 k .
Simulation and Analysis
The simulations are executed to validate the effectiveness of the proposed method on a lab computer, with an Intel ® Core™ i3-2120 3.3 GHz CPU with 2 GHz EMS memory, Windows XP as the operating system, and Matlab R2012a involved in the verification as the development environment. To be exact, let us suppose that the original position of the UAV is at (2148 m, 28.5 • , −5 • ), the original speed is 25 m/s, and V min = 10 m/s, V max = 50 m/s. The initial distance error of the inertial system is (30 m, 30 m, 2 m), its horizontal velocity error is 2 m/s, and its angle error is 0.5 • ; furthermore, let a = 10, b = 0.2, that is to say, there is 10% distance uncertainty and 0.2% angle uncertainty in the error distribution of the system. The receding horizon control technique is adopted in order to get an optimal control sequence during the planning process. Specific speaking, six time steps corresponding to state evolutions of the system are planned at every discrete time simultaneously, but only the first control signal in the planned optimal control sequence of them is taken to act on the system, and the other five are abandoned. This process is repeated ceaselessly during the simulations; consequently, here H = 6, and the whole planning time T = 250 s.
The flight path of the UAV is shown in Figure 5 ; from the simulation results we can see that the actual path based on the Q-learning method in this paper is almost identical to the standard path.
Combined with the inertial navigation system, electronic compass, altitude indicator, and laser range finder fitted in the UAV, the combined fusion system ascertains the actual current position and state of the UAV itself according to the planning path that was obtained after the automatic pilot system manipulated the rudder plane at every discrete time. Figure 6 shows the estimated error between the planning path based on the method proposed in this paper and the standard path.
The errors in the position and the flight attitude are both greatly suppressed during the simulations by using the method proposed in this paper. From the simulation results, we can see that the estimated error of the flight altitude is less than 0.58 m, the estimated error of the angle is less than 0.04 • , and the estimated error of the velocity in the horizontal direction is less than 0.26 m/s.
Assuming that the threat is moving in a uniform straight line, the trajectory for the UAV to avoid the motion threat at different angles is given in Figure 7 , where the red track is the trajectory of the motion threat and the black track is the trajectory of the UAV. The black dots in the threat trajectory are the waypoints predicted by Q-learning that may cause the conflict, and the black arrow indicates the direction of motion of the UAV and the threat, respectively. From Figure 7 we can see that, Although there is an intersection between the black and red trajectories, the intersection is where the threat and the UAV arrive at different times, so the two trajectories do not cause a risk of collision.
of Figure 7 examines six moving threat avoidance situations at the same speed and in different directions in our method, and we list the results in Table 1 . From the statistics in Table 1 , it can be seen that the minimum relative distance planned by the method in this paper can achieve the minimum flight safety distance specified in the general rules of flight safety. The simulation results of UAV avoidance under the moving threat are given in Figure 8 . In the figure, the red triangle represents the moving threat, and the black triangle represents the UAV. The numbers on each triangle represent the position of the UAV and the threat at that moment. From the simulation, it can be seen that the "2" moment is the closest moment when the UAV might encounter with the moving threat, and they are likely to collide with each other if there is not any evasive action taken by the UAV.
The method proposed in this paper works like this: When any movement conflicts within the preplanned flight path aredetected, the detection system of the UAV would immediately turn to estimate the moving threat specifically, and determine where the conflicts might occur; then, a safe flight path is estimated in advance that would not cause flight conflicts, so it can continue to fly according to the estimated flight path. According to the measurement from its own sensors and the estimated flight path and real-time Table 1 . From the statistics in Table 1 , it can be seen that the minimum relative distance planned by the method in this paper can achieve the minimum flight safety distance specified in the general rules of flight safety. The simulation results of UAV avoidance under the moving threat are given in Figure 8 . In the figure, the red triangle represents the moving threat, and the black triangle represents the UAV. The numbers on each triangle represent the position of the UAV and the threat at that moment. From the simulation, it can be seen that the "2" moment is the closest moment when the UAV might encounter with the moving threat, and they are likely to collide with each other if there is not any evasive action taken by the UAV.
The method proposed in this paper works like this: When any movement conflicts within the preplanned flight path aredetected, the detection system of the UAV would immediately turn to estimate the moving threat specifically, and determine where the conflicts might occur; then, a safe flight path is estimated in advance that would not cause flight conflicts, so it can continue to fly according to the estimated flight path. According to the measurement from its own sensors and the estimated flight path and real-time altitude, the UAV modifies its flight state constantly so as to achieve the aim of conflict avoidance. This is exactly what is shown in Figure 8 . The UAV has re-planned the new conflict-avoiding path before the "2" moment.
Furthermore, our method was compared with Kalman fusion, which is a standard test to track apreplanned path. Figure 9 is are sult of the comparison at the same path point. Owing to the error accumulation of the inertial navigation system, drift was produced during the simulation, but our method performs better because the control strategy at every next time step is considered in creating the path planning strategy for the exact current time step.
In order to verify the performance of the proposed method, we compared it with the artificial potential field (APF) [29] , ant colony optimization (ACO) [30] , and artificial neural network (ANN) [31] , which are very popular in UAV path planning applications. Figure 10 shows the error covariance changes over time of these methods. To get a better idea of the changes, the traces of the covariance matrices were represented in a log-value coordinate form. It can be seen that the method proposed in this paper outperforms the other three. altitude, the UAV modifies its flight state constantly so as to achieve the aim of conflict avoidance. This is exactly what is shown in Figure 8 . The UAV has re-planned the new conflict-avoiding path before the "2" moment. Furthermore, our method was compared with Kalman fusion, which is a standard test to track apreplanned path. Figure 9 is are sult of the comparison at the same path point. Owing to the error accumulation of the inertial navigation system, drift was produced during the simulation, but our method performs better because the control strategy at every next time step is considered in creating the path planning strategy for the exact current time step.
In order to verify the performance of the proposed method, we compared it with the artificial potential field (APF) [29] , ant colony optimization (ACO) [30] , and artificial neural network (ANN) [31] , which are very popular in UAV path planning applications. Figure 10 shows the error covariance changes over time of these methods. To get a better idea of the changes, the traces of the covariance matrices were represented in a log-value coordinate form. It can be seen that the method proposed in this paper outperforms the other three. To make a quantified comparison, Table 2 describes the corresponding quantified results of these methods. The processing time is computed by the internal counter of the simulation PC. As can be seen in the table, the APF method can create the shortest path but needs the longest processing time. In addition, owing to the iterative process during the planning, the ACO and ANN methods require more time. It can be seen from Table 1 that the method proposed in this paper can program a shorter path compared with the ACO and the ANN method. Furthermore, what is important is that this method has an extraordinarily shorter processing time. 
Conclusions
In this paper, a dynamic path planning solution framework for UAV is proposed based on the Q-learning strategy. The effect of the uncertainty factors of the environment, as well as the feedback effect on path planning for UAV owing to the change in motion state caused by the manipulation of the automatic pilot system, is considered during the model's construction. In the process of calculation and solution, the posterior probability distribution of the hidden state is introduced due to the existence of an incomplete observation state, and the optimal control strategy of UAV path planning can be found according to the posterior distribution of the belief state. This operating and solving process is more consistent with the actual path planning problems for UAV, by which a more accurate planning path can be found, and the simulation results show the performance and validity of this method for UAV path planning.
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