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Superconducting quantum circuits, fabricated with multiple layers, are proposed to implement
perfect quantum state transfer between nodes of a hypercube network. For tunable devices such as
the phase qubit, each node can transmit quantum information to any other node at a constant rate
independent of the distance between qubits. The physical limits of quantum state transfer in this
network are theoretically analyzed, including the effects of disorder, decoherence, and higher-order
couplings.
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I. INTRODUCTION
Quantum information processing requires a large num-
ber of highly interconnected qubits. However, most
leading experimental candidates suffer from limited con-
nectivity. Typical designs involve low-dimensional net-
works with nearest-neighbor interactions, such as spins
of electrons1 or nuclei2 in solids, or atoms in optical
lattices.3 Other designs have networks of a limited num-
ber of qubits interacting through a common mode, such
as ion traps.4 In all these cases, the underlying spa-
tial arrangement leads to a minimum time for infor-
mation to be routed between the most distant qubits,
a challenge to scalability. Moving quantum informa-
tion through the computer by swap gates, or moving
the qubits themselves, are plausible but potentially slow,
error-ridden processes. More sophisticated proposals in-
clude measurement-based teleportation protocols5 and
coupling of distant qubits by photons;6 both pose addi-
tional experimental challenges. Efficient quantum rout-
ing remains a significant design problem for quantum-
computer architectures.
Superconducting circuits are a remarkable exception,
as their couplings are controlled by the fabrication
of superconducting wires. This wiring can be com-
plex, involving multiple layers (using interconnects and
crossovers),7 and thus is capable of three- or higher-
dimensional topologies. From a quantum information
perspective, this resource in connectivity can be exploited
in novel architectures,8 and can even be integrated with
other physical qubits such as atoms,9 ions,10 or polar
molecules.11 From a physics perspective, studying these
new artificial solids opens up a number of opportunities.
The simplest such study is quantum transport, partic-
ularly the coherent transfer of one qubit state to another.
As shown by Bose, state transfer in a one-dimensional
chain, using time evolution of a fixed Hamiltonian, can
efficiently distribute entanglement over large distances12
without photons or feedback. Christandl et al. studied
networks implementing perfect state transfer13 and Feder
has recently shown how to generate an infinite hierarchy
of such networks.14 One such network is the hypercube,
well-known in classical computer design,15 and even the
FIG. 1: (a) Hypercube network of dimension d = 4, with
corners labeled a and b. (b) Each node is implemented as
a current biased Josephson junction, while each connection
requires a coupling capacitor. Typical circuit parameters in-
clude Cx = 6 pF, Cc = 60 fF, Ic = 21µA, and ω0/2pi = 6
GHz. (c) Crossing lines in the network are implemented by
superconducting wires in a crossover configuration, using ei-
ther insulating material or vacuum gaps between the layers.
For sufficiently large gaps (100 nm - 1µm) the capacitance
between the wires can be made negligible. (d) A quadratic
frequency shift of each row of qubits in the hypercube is re-
quired for high-fidelity state transfer (see text).
subject of investigation by Feynman one summer years
ago.16
We propose to use multi-layered superconducting cir-
cuits of capacitively-coupled phase qubits17 to implement
hypercube quantum state transfer. Coherent manipula-
tions of single phase qubits using Rabi oscillations have
been successful in a number of recent experiments,18
while coupled systems have also been studied,19 includ-
ing full quantum state tomography of entanglement.20 In
2addition to direct coupling of two qubits, superconduct-
ing circuits allow for coupling through a third resonant
circuit. This was first demonstrated in spectroscopy ex-
periments with phase qubits coupled to a lumped-circuit
resonator21 and more recently in time-domain experi-
ments involving the active emission and absorption of a
photon in a transmission line coupling two phase qubits22
and through dispersive interactions of charge qubits with
an intermediate cavity.23
While we focus on phase qubits coupled by capacitors
in the following, our results can be readily extended to
these and other superconducting qubit designs. Previ-
ous theoretical studies of one-dimensional quantum state
transfer have been performed for both charge24 and flux25
qubits. More generally, the fundamental importance of
novel quantum transport in superconducting qubit arrays
was discussed by Levitov et al.26 Central to our multi-
dimensional circuit design is the use of long-range cou-
plings and multi-layered devices—these properties have
also been used in other recent designs for superconduct-
ing quantum computers.8
In the following sections, we first describe the design of
a phase qubit hypercube. Then, by using the tunability
of the phase qubit, we show how high fidelity state trans-
fer can be performed between any two of the 2d qubits in
the d-dimensional hypercube network. Furthermore, we
show how to correct errors due to the higher-order cou-
pling terms naturally present in the multi-qubit Hamilto-
nian. Finally, we analyze the effects of decoherence and
disordered couplings to show that this approach can be
demonstrated using existing technology.
II. PHASE QUBIT HYPERCUBE
We consider a network of capacitively-coupled phase
qubits17 (see Fig. 1), modeled as current-biased Joseph-
son junctions described by the following Hamiltonian
H = 1
2
(
2π
Φ0
)2∑
jk
pj(C
−1)jkpk−
∑
j
Φ0
2π
(Icj cos γj + Ijγj) ,
(1)
where junction j has a critical current Icj and adjustable
bias current Ij , and where Φ0 = h/(2e) is the flux quan-
tum. The dynamical variables are the phase differences of
each junction γj and their corresponding conjugate mo-
menta pj , the latter coupled by (the inverse of) the capac-
itance matrix Cjk. In the ideal case (to be relaxed in Sec.
V), all junctions have the same critical current Icj = Ic,
intrinsic capacitance Cx, and are coupled by identical ca-
pacitors Cc. The capacitance matrix then takes the form
Cjk = C(δjk−ζAjk), where C = Cx+dCc is the total ca-
pacitance of each junction, ζ = Cc/C = Cc/(Cx + dCc)
is a dimensionless coupling parameter, and Ajk is the
adjacency matrix for the d-dimensional hypercube (see
below).
By expanding the Hamiltonian in terms of the lowest
two eigenstates of each uncoupled phase qubit, and uti-
lizing a rotating wave approximation, we find
H ≈ −1
2
∑
j
~ωjZj +
1
2
∑
j<k
~Ωjk (XjXk + YjYk) (2)
where X , Y , and Z are the Pauli matrices for each qubit,
ωj ≈ (2πIc(C−1)jj/Φ0)1/2(1 − I2j /I2c )1/4, and the cou-
pling matrix is
Ωjk =
1
2
√
ωjωk
(
ζA + ζ2A2 + ζ3A3 + · · · )
jk
. (3)
The adjacency matrix can be written most efficiently
by first labeling each vertex by a binary number x with
d bits, i.e. x = x1x2 · · ·xd with each xj equal to 0 or
1. A hypercube will result if we connect vertices whose
labels differ only by one bit. Thus, the corner labeled
x = 000...0 will have d neighbors, each with a single 1 in
its label (e.g. y = 100...0). The elements Ax,y of the ad-
jacency matrix are unity whenever the labels correspond
to connected vertices, and are zero otherwise.
Using the binary labeling one can introduce a tensor-
product structure on the adjacency matrix. Letting τ be
the Pauli matrix τ = σx operating in this vertex space,
one has
A =
d∑
j=1
τj , (4)
where each term τj in the sum corresponds to the ten-
sor product of τ acting on the binary index j with the
identity matrix for every other index:
(τj)x,y = τxj ,yj
∏
k 6=j
δxk,yk . (5)
For example, the adjacency matrix of the cube (d = 3)
A =


0 1 1 0 1 0 0 0
1 0 0 1 0 1 0 0
1 0 0 1 0 0 1 0
0 1 1 0 0 0 0 1
1 0 0 0 0 1 1 0
0 1 0 0 1 0 0 1
0 0 1 0 1 0 0 1
0 0 0 1 0 1 1 0


(6)
can be broken into the the sum of
τ1 =


0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0


, (7)
3τ2 =


0 0 1 0 0 0 0 0
0 0 0 1 0 0 0 0
1 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0


, (8)
and
τ3 =


0 1 0 0 0 0 0 0
1 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 1
0 0 0 0 0 0 1 0


. (9)
An experimental implementation of this design re-
quires a fabrication process using multiple layers. The
hypercube topology can be accomplished with only pair-
wise crossing of the coupling wires. These wires can be
fabricated in a cross-over configuration, shown in Fig.
1(c), in which insulating material separates the two su-
perconducting layers. By making this separation large
enough (∼ 1µm), cross-coupling between these wires can
be reduced significantly. Multi-layered superconducting
circuits with six metallic layers have been reported.7
In addition, coupling a large number of qubits will re-
quire wires spanning multiple qubits. A long wire will
have a non-negligible inductance L, leading to a reso-
nant mode with frequency ωLC = 1/
√
LCc which could
perturb the state transfer dynamics. However, long-
range coupling of this sort has already been tested21 with
lengths approaching one millimeter, large compared to
the typical dimensions of the qubits (∼ 10µm). The cor-
responding inductance in this circuit was found to be
L ∼ 2 nH, which combined with a coupling capacitance
Cc = 30 fF leads to ωLC/2π > 20 GHz, much higher
than the qubit frequency (ω0/2π ∼ 6 GHz). This is sig-
nificantly off-resonant and thus the resonant mode will
remain in its ground state—although the nature of the
coupling will be slightly modified.21
Finally, the actual fabrication of a hypercube circuit
appears quite complex. However, the number of wires
in this design is actually quite modest. The hypercube
circuit can couple any two qubits in the same amount
of time—this is shown in the next section. This prop-
erty is shared by a completely connected set of N qubits.
However, since a d-dimensional hypercube has d 2d−1
edges,15 the hypercube requires significantly less con-
nections. Specifically, the completely connected circuit
would require N(N − 1)/2 wires (∼ 106 for N = 1024),
while the hypercube would require only (N/2) log2N
wires (∼ 5000 for N = 1024). We conclude that this is
a promising theoretical design that can be implemented,
at least for modest d, using existing technology.
III. PERFECT STATE TRANSFER
Quantum state transfer involves the preparation of an
initial state |Ψi〉 = (α|0〉+ β|1〉)a⊗|0〉rest⊗|0〉b, contain-
ing quantum information in the qubit a, and evolution
by the time-independent Hamiltonian H:
|Ψ(t)〉 = e−iHt/~ (α|0〉+ β|1〉)a ⊗ |0〉rest ⊗ |0〉b. (10)
The quantum information will propagate through the
network (the “rest”), potentially to emerge in qubit b
at time T :
|Ψ(t = T )〉 ≈ |Ψf 〉 = |0〉a ⊗ |0〉rest ⊗
(
α˜|0〉+ β˜|1〉
)
b
.
(11)
Following the work of Bose,12 the dynamics is of Eq. (2)
is restricted to the states |0) = |0 . . . 0〉 (the ground state)
and the N first-excited states |x) = Xx|0), where Xx is
the Pauli operator for the qubit at site x. Specifically,
starting with the initial state |Ψ(0)〉 = α|0) + β|a), the
time evolution given by H yields the final state
|Ψ(t)〉 = αeiφ|0) + β
∑
x
fx(t)|x), (12)
with φ = 1
2
∑
j ωjt and
fx(t) = e
iφ (exp[−i(ω +Ω)t])x,a . (13)
Here ω is a diagonal matrix (with elements ωj) and Ω the
coupling matrix given by Eq. (3). Perfect state transfer,
as described above, will occur if |fb(T )| = 1. Note that
this expression shows that for this type of state transfer
we need only work with the effective Hamiltonian for this
subspace, with the matrix form Heff = ~(ω + Ω). We
now show, using the results of Christandl et al.,13 how the
hypercube network can implement perfect state transfer
from corner to corner.
Letting a and b be the (labels for the) qubits at any
two corners of the hypercube, as in Fig. 1(a), we first set
ωj = ω0 in the qubit Hamiltonian (2) and approximate
(3) by Ωjk ≈ ζω0Ajk/2. Then, evaluating fx(t) by using
the tensor-product form of the adjacency matrix given
by Eq. (4) we find
fb(t) = e
iφe−iω0t(−i)d[sin(ζω0t/2)]d. (14)
Ignoring the overall phase φ, we find that perfect state
transfer occurs at the transfer time T = π/(ζω0) with
α˜ = α and β˜ = e−iω0T (−i)dβ. Note that for phase
qubits, the initial state can be prepared and the final
state can be verified using the state tomography tech-
niques demonstrated by Steffen et al.20
By dynamically switching the qubit frequencies into
and out of resonance, this state transfer protocol can be
extended to any pair of qubits in the hypercube. This is
done by setting ωj = ωk only if (j, k) is an edge of the
subcube of the hypercube with a and b as corners, and
|ωj−ωk| > ζωj,k otherwise. That is, this network can be
4“programmed” by tuning the qubit frequencies into reso-
nance for subcubes of the hypercube. As there are many
disjoint subcubes,15 this network allows for the transfer of
quantum information in parallel, all with similar transfer
times. This dynamical switching can be achieved by low-
frequency control of the phase qubit’s control circuit,27
and was demonstrated in a recent experiment.22
This network can be used for many tasks in quantum
information processing. By coupling each node of this
network to an additional set of “memory” qubits, this
scheme allows for the parallel execution of multi-qubit
gates between a large (2d) number of qubits. A more
promising application (from the perspective of fault tol-
erance) builds on this idea to quickly distribute entangle-
ment between multiple nodes that can then be purified
locally, and refreshed during computation. This entan-
glement can then be used for logic gates, error detection,
or other teleportation-based tasks.28
IV. HIGHER-ORDER COUPLINGS
There are many limitations to the success of this
scheme, which we now analyze. The qubit and rotating
wave approximations have been used to obtain Eq. (2).
The qubit approximation fails if higher energy states are
excited. This could occur, for example, during paral-
lel operation of subcubes, but can be avoided by suffi-
ciently large detuning.27 The rotating wave approxima-
tion should hold for sufficiently small couplings ζ < 0.1.29
A more significant error is due to the higher-order
terms in the coupling matrix Ω in Eq. (3). State transfer
succeeds by engineering the spectrum of the first-excited-
state subspace. This spectrum is determined by the ad-
jacency matrix, which for the hypercube can be mapped
to an angular momentum operator on the vertex space:
A = 2Jx.
13 Using this mapping for the phase-qubit hy-
percube, the effective Hamiltonian Heff = ~(ω +Ω) can
be written as
Heff = ~ω0(ζJx + 2ζ2J2x + · · · ), (15)
where we have ignored an overall constant (~ω0). While
Jx has a linear spectrum (leading to perfect transfer), the
higher-order terms add quadratic (and higher) terms to
the spectrum. These terms lead to an intrinsic dephasing
of the time evolution.
However, by varying the frequencies of each qubit,
one can correct for these terms by the following scheme.
First, label the rows of the d-dimensional hypercube from
0 to d (these labels are equal to the Hamming distance
of the binary label of each node from xa = 0 · · · 0).
Then, setting the frequencies for each qubit in row k to
ω0 + ω0β2(k − d/2)2 leads to the new effective Hamilto-
nian:
Heff ≈ ~ω0
(
β2J
2
z + ζJx + 2ζ
2J2x + · · ·
)
. (16)
One can then show, using perturbation theory in the
eigenstates of Jx, that the choice β2 = 4ζ
2 corrects for
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FIG. 2: Error in state transfer due to higher-order couplings.
(a) The error 1 − F as a function of coupling strength ζ,
where F is the state transfer fidelity for a d = 10 hypercube
with (circles) and without (squares) the quadratic frequency
shift. The upper (dashed) line is the function pi2d2ζ2/2, while
the lower (solid) line is 3pi2d3ζ4/8+pi2d6ζ6/8; these are found
from a perturbative solution. (b) The error 1−F as a function
of hypercube dimension d with ζ = 0.005.
the contribution of J2x to the spectrum. Thus, by simply
engineering a quadratic frequency shift across the net-
work, this lowest order error can be eliminated [see Fig.
1(d)].
We now demonstrate the effectiveness of this scheme
by calculating how the error 1−F scales as a function of ζ
and d, shown in Fig. 2. Here F = |〈Ψf |e−iHeffT/~|Ψi〉|2
is the fidelity calculated using the effective Hamiltonian,
simulating state transfer with the initial state specified
by α = 0 and β = 1. Without any correction, the
error scales as d2ζ2, shown by the dashed lines, while
the correction described above yields residual errors pro-
portional to d3ζ4 and d6ζ6, shown by the solid lines.
These curves are found by calculating the effect of the
quadratic and cubic terms of the eigenvalue spectrum on
the state transfer fidelity. These terms arise from both
the higher-order couplings omitted above (e.g. ζ3A3)
and the imposed variation of the qubit frequencies. As
these qubit frequencies can also be controlled dynami-
cally, these higher-order errors could be eliminated by
using well-known quantum control techniques.30 Never-
theless, this single correction reduces the error over two
orders of magnitude, and becomes tolerable even for large
(d ∼ 10− 20) hypercube networks.
V. DECOHERENCE
Any experimental demonstration will also encounter
the effects of decoherence and disorder. We model the
5first by a master equation for the density matrix:
∂tρ = −i[H/~, ρ] +
∑
j T
−1
1
(
σ−j ρσ
+
j − 12{σ+j σ−j , ρ}
)
+ 1
2
∑
j T
−1
φ (ZjρZj − ρ) ,
(17)
with σ±j = (Xj ∓ iYj)/2. Here we have introduced inde-
pendent energy decay (T1, also called amplitude damp-
ing) and dephasing (Tφ, also called phase damping) pro-
cesses for each qubit.30 For weak decoherence [T1, Tφ ≫
T = π/(ζω0)] we now perturbatively solve this master
equation given the initial condition ρ(0) = |Ψi〉〈Ψi|.
We first note that, given the initial condition, ρ(t) can
be written as
ρ(t) = ρ0,0(t)|0)(0|+
∑
x [ρ0,x(t)|0)(x| + ρx,0(t)|x)(0|]
+
∑
x,y ρx,y(t)|x)(y|.
(18)
Note that ρ0,0(0) = |α|2, ρ0,x(0) = αβ∗δa,x, ρx,0(0) =
α∗βδa,x, and ρx,x(0) = |β|2δa,x. The density matrix ele-
ments satisfy the differential equations:
ρ˙0,0 = T
−1
1
∑
x ρx,x = T
−1
1 (1− ρ0,0)
ρ˙0,x = iωxρ0,x + i
∑
y Ωx,yρ0,y − T−12 ρ0,x
ρ˙x,0 = −iωxρx,0 − i
∑
y Ωx,yρy,0 − T−12 ρx,0
ρ˙x,y = −i
∑
z(Ωx,zρz,y − ρx,zΩz,y)
−T−11 δx,yρx,x − 2T−12 ρx,y(1− δx,y).
(19)
The first equation in (19) can be solved directly to yield
ρ0,0(t) = 1− |β|2e−t/T1 . (20)
Using the conditions ωx = ω0 and Ωx,y ≈ ζω0Ax,y/2 as
before, we can use the results of Section III to solve the
second and third equations in (19) (with x = b)
ρ0,b(t) = αβ
∗e−t/T2e+iω0t(+i)d[sin(ζω0t/2)]
d
ρb,0(t) = α
∗βe−t/T2e−iω0t(−i)d[sin(ζω0t/2)]d, (21)
where T−12 = (2T1)
−1 + T−1φ .
The equation for ρb,b, however, cannot be solved ex-
actly. A perturbative solution can be found, but requires
a careful examination of the eigenstates of Ω and how
they are mixed by the decoherence terms. After a long
calculation31 we find
ρb,b(t) = |β|2e−t/T1
d∑
n=0
(−1)d−ngn(t) cos(ζω0t(d− n)),
(22)
where we have defined the functions
gn(t) =
⌊n/2⌋∑
p=0
d!(2− δn,d)2n−2d−2p
p!(n− 2p)!(d− n+ p)!e
−λpnt (23)
and the decay constants
λpn =
2
Tφ
(
1− 2n−d−2p (d− n+ 2p)!
p!(d− n+ p)!
)
. (24)
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FIG. 3: Probability ρb,b(t) as a function of time for state
transfer with β = 1. The symbols correspond to numerical
simulations of the master equation with ω0/2pi = 5 GHz,
ζ = 0.005, T1 = Tφ = 120 ns, for hypercubes of dimension
d = 2 (circles) and d = 10 (squares). The corresponding lines
are evaluations of the perturbative solution given by Eq. (22).
As shown in Fig. 3, this solution for ρb,b(t) compares well
to direct numerical simulations of the master equation
(17) as well as to more detailed simulations (not shown)
of a master equation for the phase qubit system involving
a large number of non-qubit states (e.g. hundreds of
states for d = 3).
Using these results we can calculate the state trans-
fer fidelity F = 〈Ψf |ρ(T )|Ψf 〉, at the transfer time
T = π/(ζω0) with |Ψf 〉 = α|0) + (−i)de−iω0Tβ|b):
F = |α|2 − |β|2e−T/T1 + 2|α|2|β|2e−T/T2
+|β|4e−T/T1∑dn=0 gn(T ). (25)
An important feature of this solution is that, so long as
the frequency ω0 and the coupling ζ remain fixed, the
state transfer fidelity has a lower bound that is indepen-
dent of the size of the network. To show this, we follow
Bose12 and consider the fidelity Favg averaged over the
Bloch sphere (the worst case can be bounded similarly):
Favg =
1
2
− 1
6
e−T/T1 +
1
3
e−T/T2 +
1
3
e−T/T1
d∑
n=0
gn(T ).
(26)
Using the fact that λpn ≤ 2/Tφ, we find that∑d
n=0 gn(T ) ≥ e−2T/Tφ and thus
Favg ≥ 1
2
− 1
6
e−T/T1 +
1
3
e−T/T2 +
1
3
e−2T/T2 . (27)
Since the transfer time T = π/(ζω0) is independent of d,
so is this bound on the fidelity. Furthermore, this simple
formula shows that the fidelity can be greater than the
classical limit12 of 2/3 for existing experimental devices.
For example, with ω0/2π = 5 GHz, ζ = 0.005, and the
decoherence times T1 = 120 ns and T2 = 80 ns,
20 we find
T = 20 ns and thus Favg ≥ 0.8.
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FIG. 4: Fidelity of state transfer due to disordered couplings.
Each point for d = 6 (circles), d = 10 (squares), and d = 16
(triangles) represents the fidelity averaged over many (10000,
1000, and 100, respectively) realizations of disordered cou-
plings (see text). The corresponding lines (solid, dashed, and
dotted) are fitted Gaussians.
Note that this bound on the fidelity is specific to our
decoherence model. If the qubit decoherence times de-
pend on the size of the circuit, this model should be
improved. Physically, the complexity of the wiring de-
sign (the cross-overs and interconnects) could introduce
significant loss using traditional dielectrics.32 However,
advanced fabrication using vacuum gaps should remove
this potential decoherence source.33 Note also that for
fixed capacitors (instead of fixed ω0 and ζ), there is
in fact a weak dependence of the transfer time on d:
T (d) ≈ T (1)[1 + (d − 1)ζ]3/2. However, for the exper-
imental parameters given above, this dependence can be
neglected for d < 20.
VI. DISORDERED COUPLINGS
No experimental circuit will have identical qubits—
there will always be some variation. This variation in
parameters is equivalent to disorder, and in this context
we might expect a blocking of transport due to Anderson
localization.34 That is, by mapping propagation through
the hypercube to an effective spin, the information trav-
els along a one-dimensional path (row by row).13 This
was studied in previous work,35 in which static disorder
was introduced into the one-dimensional effective Hamil-
tonian for perfect state transfer. There it was found that
disordered couplings play a much larger role than disor-
dered qubit frequencies, with results in agreement with
localization theory. Note that we have already allowed
the qubit frequencies to be under experimental control,
so here we only consider disordered couplings.
To simulate the effects of static disorder on multi-
dimensional state transfer, we use use the full subspace
Hamiltonian and introduce disorder into the coupling
matrix by Ωjk = ω0(ζ + zjk)Ajk/2 (the higher-order
terms are neglected here) where each zjk is a random vari-
able uniformly distributed over the range −∆ζ < zjk <
∆ζ. The transfer fidelity (with α = 0 and β = 1) is then
calculated and averaged over this uniform distribution.
The averaged fidelity is shown in Fig. 4. These results
are consistent with F ∼ e−d/ℓ, where ℓ ∼ c(∆ζ)−2. This
implies that, for very large d, transport is exponentially
suppressed due to localization. However, even a hyper-
cube of modest dimension, where localization effects are
small, can accomodate a large (2d) number of qubits. For
example, while state-of-the-art fabrication can achieve
variation of order 1% or less, Fig. 4 shows that even
for 10% variation in a network with d = 10 one still has
F > 0.95.
VII. CONCLUSION
In conclusion, we have proposed that the hypercube
network can be used to route quantum information be-
tween superconducting qubits. Using tunable phase
qubits, this network can be programmed to achieve high-
fidelity quantum state transfer between any two nodes
and allows for rapid distribution of entanglement in a
superconducting quantum computer. The dominant er-
ror mechanisms have been analyzed, including higher-
order couplings, decoherence, and disorder. Our results
indicate that using existing qubit fabrication and experi-
mental methods, a demonstration of these operations can
be performed. More generally, these initial results moti-
vate continued study of novel quantum transport in these
artificial solids.
Acknowledgments
We thank R. Simmonds, R. Ramos, and D. Schuster
for helpful comments and discussions.
∗ Electronic address: Frederick.W.Strauch@williams.edu;
Current address: Williams College, Williamstown, MA
01267
1 D. Loss and D. P. DiVincenzo, Phys. Rev. A 57, 120
(1998); J. M. Taylor, H. A. Engel, W. Du¨r, A. Yacoby,
C. M. Marcus, P. Zoller, and M. D. Lukin, Nature Physics
1, 177 (2005).
2 B. E. Kane, Nature 393, 133 (1998); L. C. L. Hollenberg,
7A. D. Greentree, A. G. Fowler, and C. J. Wellard, Phys.
Rev. B 74, 045311 (2006).
3 D. Jaksch, H.-J. Briegel, J. I. Cirac, C. W. Gardiner, and
P. Zoller, Phys. Rev. Lett. 82, 1975 (1999); G. K. Brennen,
C. M. Caves, P. S. Jessen, and I. H. Deutsch, Phys. Rev.
Lett. 82, 1060 (1999).
4 J. I. Cirac and P. Zoller, Phys. Rev. Lett. 74, 4091 (1995);
D. Kielpinski, C. Monroe, and D. Wineland, Nature 417,
709 (2002).
5 G. K. Brennen, D. Song, and C. J. Williams, Phys. Rev. A
67, 050302(R) (2003); J. P. Barjaktarevic, R. H. McKen-
zie, J. Links, and G. J. Milburn, Phys. Rev. Lett. 95,
230501 (2005).
6 J. I. Cirac, P. Zoller, H. J. Kimble, and H. Mabuchi, Phys.
Rev. Lett. 78, 3221 (1997); D. E. Browne, M. B. Plenio,
and S. F. Huelga, Phys. Rev. Lett. 91, 067901 (2003);
L. M. Duan and H. J. Kimble, Phys. Rev. Lett. 90, 253601
(2003).
7 T. Satoh, K. Hinode, H. Akaike, S. Nagasawa, and M. Hi-
daka, IEEE Trans. Appl. Supercond. 15, 78 (2005).
8 A. G. Fowler, W. F. Thompson, Z. Yan, A. M. Stephens,
B. L. T. Plourde, and F. K. Wilhelm, Phys. Rev.
B 76, 174507 (2007); F. Helmer, M. Mariantoni,
A. G. Fowler, J. von Delft, E. Solano, and F. Marquardt,
arXiv:0706.3625.
9 A. S. Sorensen, C. H. van der Wal, L. I. Childress, and
M. D. Lukin, Phys. Rev. Lett. 92, 063601 (2004).
10 L. Tian, P. Rabl, R. Blatt, and P. Zoller, Phys. Rev. Lett.
92, 247902 (2004).
11 P. Rabl, D. DeMille, J. M. Doyle, M. D. Lukin,
R. J. Schoelkopf, and P. Zoller, Phys. Rev. Lett. 97, 033003
(2006).
12 S. Bose, Phys. Rev. Lett. 91, 207901 (2003).
13 M. Christandl, N. Datta, A. Ekert, and A. J. Landahl,
Phys. Rev. Lett. 92, 187902 (2004).
14 D. L. Feder, Phys. Rev. Lett. 97, 180502 (2006).
15 J. P. Hayes and T. Mudge, Proceedings of the IEEE 77,
1829 (1989).
16 W. D. Hillis, Physics Today 42(8), 78 (1989).
17 R. C. Ramos, F. W. Strauch, P. R. Johnson, A. J. Berkley,
H. Xu, M. A. Gubrud, J. R. Anderson, C. J. Lobb,
A. J. Dragt, and F. C. Wellstood, IEEE Trans. On Appl.
Supercond. 13, 994 (2002); P. R. Johnson, F. W. Strauch,
A. J. Dragt, R. C. Ramos, C. J. Lobb, J. R. Anderson,
and F. C. Wellstood, Phys. Rev. B 67, 020509(R) (2003);
A. Blais, A. Maassen van den Brink, and A. M. Zagoskin,
Phys. Rev. Lett. 90, 127901 (2003).
18 J. M. Martinis, S. Nam, J. Aumentado, and C. Urbina,
Phys. Rev. Lett. 89, 117901 (2002); Y. Yu, S. Han, X. Chu,
S. I. Chu, and Z. Wang, Science 296, 889 (2002); M. Stef-
fen, M. Ansmann, R. McDermott, N. Katz, R. C. Bial-
czak, E. Lucero, M. Neeley, E. M. Weig, A. N. Cleland,
and J. M. Martinis, Phys. Rev. Lett. 97, 050502 (2006);
F. W. Strauch, S. K. Dutta, H. Paik, T. A. Palomaki, K.
Mitra, B. K. Cooper, R. M. Lewis, J. R. Anerson, A. J.
Dragt, C. J. Lobb, and F. C. Wellstood, IEEE Trans. Appl.
Supercond. 17, 105 (2002).
19 A. J. Berkley, H. Xu, R. C. Ramos, M. A. Gubrud,
F. W. Strauch, P. R. Johnson, J. R. Anderson, A. J.
Dragt, C. J. Lobb, and F. C. Wellstood, Science 300, 1548
(2003); R. McDermott, R. W. Simmonds, M. Steffen, K. B.
Cooper, K. Cicak, K. Osborn, S. Oh, D. P. Pappas, and
J. M. Martinis, Science 307, 1299 (2005).
20 M. Steffen, M. Ansmann, R. C.. Bialczak, N. Katz, E.
Lucero, R. McDermott, M. Neeley, E. M.. Weig, A. N.
Cleland, and J. M. Martinis, Science 313, 1423 (2006).
21 H. Xu, F. W. Strauch, S. K. Dutta, P. R. Johnson, R. C.
Ramos, A. J. Berkley, H. Paik, J. R. Anderson, A. J. Dragt,
C. J. Lobb, and F. C. Wellstood, Phys. Rev. Lett. 94,
027003 (2005).
22 M. A. Sillanpa¨a¨, J. I. Park, and R. W. Simmonds, Nature
449, 438 (2007).
23 J. Majer, J. M. Chow, J. M. Gambetta, J. Koch, B. R.
Johnson, J. A. Schreier, L. Frunzio, D. I. Schuster, A. A.
Houck, A. Wallraff, A. Blais, M. H. Devoret, S. M. Girvin,
and R. J. Schoelkopf, Nature 449, 443 (2007).
24 A. Romito, R. Fazio, and C. Bruder, Phys. Rev. B 71,
100501(R) (2005).
25 A. Lyakhov and C. Bruder, New J. Phys. 7, 181 (2005).
26 L. S. Levitov, T. P. Orlando, J. B. Majer, and J. E. Mooij,
arXiv:cond-mat/0108266.
27 F. W. Strauch, P. R. Johnson, A. J. Dragt, C. J. Lobb,
J. R. Anderson, and F. C. Wellstood, Phys. Rev. Lett. 91,
167005 (2003).
28 E. Knill, Nature 434, 39 (2005).
29 E. J. Pritchett and M. R. Geller, Phys. Rev. A 72,
010301(R) (2005).
30 L. Vandersypen and I. L. Chuang, Rev. Mod. Phys. 76,
1037 (2004).
31 F. W. Strauch, arXiv:0808.3403.
32 J. M. Martinis, K. B. Cooper, R. McDermott, M. Steffen,
M. Ansmann, K. D. Osborn, K. Cicak, S. Oh, D. P. Pap-
pas, R. W. Simmonds, and C. C. Yu, Phys. Rev. Lett. 95,
210503 (2005).
33 R. Simmonds, Private communication (2007).
34 P. A. Lee and T. V. Ramikrishnan, Rev. Mod. Phys. 57,
287 (1985).
35 G. De Chiara, D. Rossini, S. Montangero, and R. Fazio,
Phys. Rev. A 72, 012323 (2005).
