














d’aquest  projecte  es   fa  una comparació  entre  diferents  plataformes que permeten   treballar  amb
Spark.   Es   treballa   amb   la   plataforma  MareNostrum   III,   Supercomputador   del  Barcelona
Supercomputing Center, amb el Centre de Càlcul del Departament de Computadors i, finalment,
amb la plataforma en línia Databricks. 
A partir  del  coneixement  adquirit   treballant   i   testejant  amb  les  plataformes,  es  crearà  material
didàctic per a l'assignatura Supercomputers Architecture (SA) del Master  in Research Informatics
(MIRI)  i  per a  l'assignatura  Cloud Computing  (CC) del  Màster  en Enginyeria  Informàtica,  que
pertanyen a la Facultat d’Informàtica de Barcelona (FIB).
This Final Degree Project  is about a topic of current  interest.   In particular, this project  is an
introduction to the world of massive data analysis using Spark. During this project it's made a
comparison   between   different   platforms   that   can   work   with   Spark,     MareNostrum   III
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En   aquest   document   es   plasma   tot   el   treball   realitzat.  En   els   dos   primers   capítols   es   fa   una
introducció al projecte, s'hi inclou una introducció a com s’ha dut a terme la gestió del projecte:
Introducció,   estat   de   l’art,   definició   de   l'abast,   planificació   temporal,   recursos,   valoració


















tot   i   la   popularitat   que   ha   obtingut   en   els   darrers   anys,   pot   causar   confusió.  A  més,   també
s'analitzaran algunes de les tècniques que trobem per a dur a terme l’anàlisi i com treballen a la
plataforma  MareNostrum   III.   Per   acabar,   s’estudiarà   i     es   compararà   amb   una   plataforma
alternativa. 
1.1.3 Objectius del projecte
A continuació,   es   llisten   els   diferents   objectius   que   té   associats   aquest   projecte.  Al   final   s’hi
debatran quins objectius s‘han desenvolupat i en quina mesura:
­ Realitzar proves de rendiment a la plataforma MareNostrum III per a l’anàlisi Big Data en què es













estipulat   en   el   document.  Cada   fita   serà   presentada   al   director/codirector  del  projecte,   el  qual
validarà que cada una d'elles s'hagi assolit.  
Durant   tot   el   projecte   s’utilitza   el   framework  Spark,   que   serà   explicat  més   endavant.  Aquest













Els  diferents  hands­on  i  documents  de   text   realitzats  seran compartits  mitjançant   la  plataforma
Google Drive. Tot el codi que es faci serà compartit mitjançant  Github que és una plataforma de





























demand   cost­effective,   innovative   forms   of   information   processing   that   enable
enhanced insight, decision making, and process automation."[5]
L'anterior definició es pot traduir de la manera següent:  El Big Data és un seguit d'activitats de
gran quantitat  de dades,  de gran velocitat   i/o  gran varietat d'informació  que exigeixen formes




























1 Bussiness Intelligence: Intel·ligència de negocis. Aquest terme fa referència a l'estratègia empresarial que busca 
incrementar el rendiment, l'eficiència i la competitivitat del negoci mitjançant l'anàlisi de dades històriques de 
l'empresa [2.6]
2 Process Batch: Execució de processos sense supervisió humana. Es processa gran quantitat de dades en grans 
períodes de temps. 
3 Internet of Things: Xarxa formada per un conjunt d'objectes connectats a Internet que es poden comunicar entre ells


















Un   cop  vistes   les   característiques  que  perfilen  Spark,  l'ús   d'aquesta   eina  és   cada  vegada  més
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utilitzada i el Supercomputador MareNostrum III també l’ha començat a utilitzar com a framework
Big  Data.  Actualment,   s’hi   poden   executar   tasques  però   no   se  n'aconsegueix  una  escalabilitat
perfecta. L'escalabilitat perfecta és aquella en què incrementant el nombre de recursos es redueix el


























Aquest   projecte   compta   amb   diversos   obstacles   ja   previstos,   atesa   l’experiència   d'altres
investigadors que anteriorment han executat proves a la màquina.  
Un dels obstacles en la programació al Supercomputador MareNostrum III es troba en l'usuari que








































































ID.  Descripció Inici  Final  Durada  Hores de dedicació 
Tasca 1  Definició de l'abast i 
contextualització
15/09/15  22/09/15  6 dies 13 hores
Tasca 2 Planificació temporal 23/09/15  29/09/15  5 dies  11 hores
Tasca 3 Gestió Econòmica i 
sostenibilitat
29/09/15  06/10/15  5 dies  11 hores
Tasca 4 Presentació preliminar  06/10/15  09/10/15  4 dies  12 hores
Tasca 5 Document final i PPT de 
la presentació
09/10/15  16/10/15  6 dies  13 hores






(GEP – Tasca 1)
(GEP – Tasca 2)
(GEP – Tasca 3)
(GEP – Tasca 4)
(GEP – Tasca 5)
























ID Inici  Final  Durada  Dedicació  Històries
IT1 15/09/15 29/09/15 11 dies 40 hores H1, H2
IT2 30/09/15 15/10/15  11 dies 40 hores H3
IT3 16/10/15  30/10/15  11 dies 40 hores H1, H2
IT4 20/10/15  10/11/15  11 dies 40 hores H4, H5
IT5 30/10/15 16/11/15 11 dies 40 hores H3, H7
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IT6 19/11/15 03/12/15  11 dies 40 hores H6,H3
IT8 04/12/15  18/12/15  11 dies 40 hores H3, H7
IT8 21/12/15  04/01/16  11 dies 40 hores H7, H6
IT9 05/01/16  19/01/16  11 dies 40 hores H8, H9
Taula 3: Calendari d'Iteracions
ID Iteracions  Hores de dedicació  Final
H1 2 30 hores 30/10/15
H2 2 50 hores 30/10/15
H3 4 135 hores 15/10/15
H4 1 10 hores 26/10/15 
H5 1 30 hores 10/11/15 
H6 2 30 hores 03/12/15 
H7* 2 45 hores 18/12/15
H8  1 20 hores 19/01/16 












Aquest  últim bloc correspon al  fet  de revisar  l'estil  de  la memòria  i  preparar­ne la  presentació
davant del tribunal. El bloc es durà a terme del 5 de gener al 20 de gener. 
ID.  Descripció  Inici  Final  Durada  H. dedicació 



























































no   fos  possible   es   treballaria   amb   la   plataforma   cloud  alternativa  d'Amazon  AWS  o   bé  amb
Databricks. 











Producte  Unitats  Preu Unitat Vida útil Amortització  Preu





1 36.1€ ­ ­ 36.1€
Web­Cam  1 20.99€ 5 anys 1.74€ 1.74€
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Producte  Unitats  Preu Unitats Vida útil Amortització  Preu
Fedora 22 1 0€ ­ ­ 0€
LibreOffice 1 0€ ­ ­ 0€
ProjectLibre 1 0€ ­ ­ 0€
Atom  1 0€ ­ ­ 0€
Spark  1 0€ 0€
Scala 1 0€ ­ ­ 0€
Maven 1 0€ ­ ­ 0€
Github 1 0€ ­ ­ 0€











Producte  Unitats  Preu Unitats Vida útil Amortització  Preu
Cap de Projecte 150 h 20 €/h ­ ­ 3000 €












Producte  Unitats  Preu Unitat Vida útil Amortització  Preu
Electricitat 450 h 0,045 €/h ­ ­ 20,43 €
Accés a 
Internet 








Producte  Unitats  Preu Unitats Vida útil Amortització  Preu
Assistència a 
meetup's











 Història 3: Es proposa utilitzar un algorisme alternatiu al  k­means  com ara  naive Bayes.
Aquest canvi afectaria, gairebé de manera ínfima, el consum de recursos al  MareNostrum
III.






































afavoreix   a   fer   més   competitiva   la   universitat   en   l'àmbit.   Els   consumidors   d'aquest   TFG,





El  MareNostrum   té   una   despesa   elèctrica   equivalent   al   barri   barceloní   de  Les  Corts   [8].   En
qualsevol cas, a través de la realització d'aquest TFG no es reduirà la despesa elèctrica. El que sí
que s'aconseguirà  és que com Spark és més ràpid,  en comparació  amb altres frameworks (p.e..
Hadoop),   s'aconsegueix  un   rendiment   superior:  més   tasques  per  unitat  de   temps   i,  per   tant,   la
petjada ecològica millora.
Les  eines  de  maquinari  preveuen una amortització   llarga.  Quan  s'acabi  el  projecte,   l'ordinador
seguirà sent funcional per altres projectes. L'ordinador ha estat comprat en la Unió Europea i, per
tant, s'ha pagat una taxa pel correcte reciclatge una vegada l'ordinador hagi superat la seva vida útil.
Pel  que   fa  el  programari   s'ha  decidit,   sempre  que  sigui  possible,  utilitzar  programari  de   lliure
distribució, ja que aquest gasta menys recursos (allarga la vida útil de l'ordinador) que l'alternativa
comercial i, socialment, és sostenible, perquè qualsevol persona podria fer­ne ús. 























































▪ Apache Yarn:  el seu  scheduler  treballa de manera diferent. Quan arriba una nova
petició de recursos, YARN avalua els recursos disponibles i decideix quan executar­
ne el treball.
Pel que fa l'emmagatzemament   Spark  pot utilitzar diferents sistemes d'emmagatzematge:  HDFS




















































































vegada creat  el  graf  es   transmet   la   informació  de  les  diferents   tasques  al  Cluster  Manager.  El
Cluster Manager és l'encarregat de fer arribar les diferents tasques als nodes del clúster. Tal i com


























vegada es  té  construït  el  model anterior,   l'algorisme és capaç  de classificar noves dades
sense categoria d'acord a diverses taxonomies de l’exemple introduït. En aquesta llibreria
trobem   classificadors   binaris:  naive   Bayes,   regressions   logístiques,   arbres   de   decisió;




totes   les   dades  del  model.  Els   recomanadors   es   troben   estretament   relacionats   amb  els
classificadors  La  diferència,  però,   recau  en  què   la   recomanació   indica  els   elements  del
model  més   semblants  però  no  els  classifica  en  una  classe  o  en  una  altra.  Un  tipus  de













les   dades.   Per   tal   d'augmentar   la   disponibilitat   del   sistema   es   podria   comptar   amb   diversos
NameNodes, on tenen la informació de l'arbre de directoris replicada i sincronitzada. Els diferents


















Infraestructura   física:  La   infraestructura   física   amb   què   es   realitzen   les   proves   és   el
Supercomputador   MareNostrum   III.   Aquest   Supercomputador   pertany   al   Barcelona
Supercomputing  Center.  És   l'ordinador  més   potent   de   l'Estat   espanyol   i   un   dels  més   potents
d'Europa7. L'ordinador està instal∙lat a Torre Girona al Campus Nord a la Universitat Politècnica de
Catalunya. 
Cloud privat,    El cloud privat és una infraestructura en què  els  diferents nodes són lògics (la
infraestructura   es   virtualitza8).   Aquesta   màquina   pertany   al   Departament   d'Arquitectura   de
Computadors de la Facultat d'Informàtica de Barcelona. 







de  2.6  GHz.  La  memòria  màxima  amb  què   està   dotat   cada  core  és,   com a  màxim,  de  8GB.
L'emmagatzemament  és   de   2  Petabytes   (1  Petabyte   equival   a   deu   elevat   a   quinze   bytes).  La
comunicació  entre els diferents nodes es fa mitjançant  Infinband FDR10, amb una velocitat   de
transferència   de   dades   de   40GB/S   o   bé   amb  Gigabit   Ethernet,   amb   una   velocitat     d’1GB/S.
L'ordinador treballa amb el sistema operatiu Linux ­  SuSe10.[15]









Actualment,   l’ordinador  és  destinat   a   tasques  científiques   i  de   recerca.  Entre   les  quals   trobem






















































valor  de  wallclock  (temps màxim d'execució,  per defecte fixat  en quinze minuts) de l'arxiu de








A   diferència   del   Supercomputador  MareNostrum   III  en   aquesta   màquina   per   executar   les









13 Arxiu de log: arxiu que conté informació sobre l'execució.
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3.3 Cloud Públic





Finalment,   es  va  optar  per   realitzar  proves  amb  Databricks.  Aquesta   empresa   amb  seu  a  San
Francisco  va ser   fundada pels creadors de  Spark  i que dóna resposta a la demanda creixent de
clients que volen treballar amb Spark ofert com a servei (PaaS)15.






Aquesta   plataforma,   a   diferència  de   les   dues   anteriors,   es   programa  mitjançant   l'ús   d’Ipython











15 PaaS: Platform as a Service
16 Ipython Notebook: http://ipython.org/notebook.html
17 Amazon Web Services:https://aws.amazon.com/
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En   el   repositori   Github  TFG­DeploymentdeSparkalMareNostrumIII18  s'inclouen   dues   carpetes
Bluemix i Databricks que contenen els notebooks que s'utilitzen per dur a terme els experiments. En






En aquest  apartat   s'expliquen els  diferents  experiments  duts  a   terme per  avaluar   i  comparar  el
rendiment   de   la   infraestructura   física   MareNostrum   III   i   el   cloud   privat   del   Departament
d'Arquitectura de Computadors (DAC). 
En concret, s'utilitzen dos algorismes d'Aprenentatge Automàtic (de l'anglès: Machine Learning),







com  són   les   dades.  El  model   de   dades   es   construeix   a   partir   de   les   observacions   (model   no





















Els   paràmetres   d'entrada   de   l’algoritme   són   els   següents:   numofpoints:   nombre   de   punts;
numofcolums: nombre d’atributs o també anomenats com dimensions (es defineix el valor per  cada








Identificador Nodes Cores Memòria (en total) 
1 core (Seqüencial)  1 1 1GB
4 cores 4 4 4GB
8 cores 4 8 8GB



























































































S'observa  que  és  molt  més   costós  processar  un  dataset   amb molts  punts   i  poques  dimensions
(100M1d) que un de la mateixa grandària però amb pocs punts i moltes dimensions (1M100d). No

























































la  mida del  dataset  amb el  qual  es   treballa.  En aquest   tipus  de  test  es  mantenen constants  els
recursos emprats. [19]
S'analitza el  sizeup  de les dues plataformes.  Es duen a  terme els  experiments amb els  datasets
1M100d i 10M10d i s'escalen de manera gradual 2x: 2M100d i 20M10d, 4x 4M100d i 40M10d. Els
recursos són constants amb 8 cores o bé 16 cores equipats amb 1GB de memòria per  core. A la














BSC 1M100d, 8 cores
BSC 1M100d, 16 cores
BSC10M10d, 8 cores
















DAC 1M100d, 8 cores
DAC 1M100d, 16 cores
DAC 10M10d, 8 cores






En la   infraestructura virtualitzada es pot  observar  que hi  ha un comportament similar  en  les  4
execucions dutes a terme. Es pot comprovar com utilitzant un nombre més gran de recursos se’n





En aquest   apartat   es  porten  a   terme experiments  per  estudiar  quin   impacte   tenen els  diferents


















































Els experiments del  speedup,  sizeup,  scaleup  s’han realitzat amb 10 iteracions.  Tal   i  com hem











Els  experiments  que es   fan amb  l'algorisme utilitzen   tres  datasets  de  la  mateixa  mida però  de
característiques diferents. En els experiments d’scaleup i sizeup s'augmenten el nombre d’exemples









Altres  paràmetres  definits  en   les  execucions  amb naive  Bayes  són els   següents:  el  nombre  de
particions definit a 10; valor de smothing definit a 1. El conjunt de dades per a l'entrenament és del
80% i el de validació del 20%.
Els   experiments   es   fan   en   la   infraestructura   física   i   el  cloud  de   la  mateixa  manera  que   amb
l’algorisme k­means. A la taula 17 es llisten les diferents configuracions de maquinari utilitzats.
Identificador Nodes Cores Memòria (en total) 
1 cores (Seqüencial)  1 1 1GB
4 cores 4 4 4GB
8 cores 4 8 8GB
16 cores 4 16 16GB
Taula 17: Descripció de recursos
4.2.2 Speedup
S'analitza   com  millora   una   execució   afegint  més   recursos   de  maquinari  mantenint   el  dataset
constant. El  modus operandi d'aquest experiment ha estat el mateix que el seguit per executar les








































































































26  les execucions són al  cloud  privat. Es pot comprovar com en les dues infraestructures, quan









BSC 1ME100F, 8 cores
BSC 1ME100F, 16 cores
BSC 10ME10F, 8 cores












DAC 1ME100F, 8 cores
DAC 1ME100F, 16 cores
DAC 10ME10F, 8 cores








que   amb  k­means.  Aquestes  mètriques  no   serveixen  per   comparar   els   resultats   obtinguts   d'un
algorisme amb l'altre, ja que un algorisme és de clustering i l'altre algorisme és de classificació.  És
per aquest motiu que es pot observar que els temps d'execució són més baixos respecte a k­means.
































BSC 8 cores DAC 8 cores
Partition: 1 843,28 Partition: 1 348
Partition: 4 69,82 Partition: 4 114
Partition: 8  31,21 Partition: 8  90











Partition: 16  25,14 Partition: 16  44



















































que   es   duu   a   terme,   en   els   dos   casos,   en   el  mateix   temps.   En   l'últim   cas,   on   existeix  més
60



















S’ha dut a  terme un seguit  d'execucions amb aquest mètode per observar si  aporta millores en







21  Spark1.4.0 Documentation Tunning Spark : http://spark.apache.org/docs/latest/tuning.html























­   Si   el   sistema   té   menys   de   32GB   de   memòria   RAM,   es   pot   fer   servir   l'opció  –XX:
+UserCompressedOops que crea els punters de 4 bytes en  comptes de 8 bytes.
D'aquestes millores que es proposen anteriorment, com que es treballa amb la llibreria Mllib i que,
aquesta,  segurament  ja  introdueix mètodes i  tècniques per optimitzar  la memòria utilitzada pels
23 Fastutil: http://fastutil.di.unimi.it/
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Descripció:  aquest  apartat  explica quina  és   l'estructura  bàsica d'un projecte amb  Maven.
S'explica com fer un petit programa per tal que en l’apartat següent es pugui comprovar si
funciona correctament  Maven, ja que pot donar errors de compilació. En concret, s'anima













fitxers que contenen un resum dels recursos utilitzats,  temps d'execució,  etc.  En aquest  
apartat s'expliquen els diferents arxius. 
7. K­means using Mlib library


























































treball  de   final  de  grau.  Primer  de   tot   s'hi   inclouen   les   conclusions   tècniques,   les  conclusions
personals,   el   treball   futur;   les   possibles   ampliacions   per   a   aquest   projecte   i,   finalment,   la
planificació i la gestió econòmica final  del projecte.
Abans de tot, cal dir que s'han acomplert els diferents objectius plantejats en aquest projecte: 1. Dur




6.  Durant     el   desenvolupament   d'aquestes   proves,   de  manera   paral∙lela   s'han   dut   a   terme   els






el primer ja  ha estat   introduït   i   treballat  per part  dels  alumnes de l'assignatura  Supercomputers
Architecture  del màster MIRI. Per tant, podem concloure que aquest hands­on ha tingut èxit. El




­     S’ha   treballat   amb  Spark  amb   el   llenguatge   de   programació   Scala   (programació   per   al
MareNostrum III i DAC) i també en python (programació durant l’execució dels hands­on). Podem








millor   escalabilitat.   En   concret,   dels   dos   algorismes   analitzats  k­means  ofereix   una   millor
escalabilitat. Cal dir també que, en passar de treballar amb una màquina seqüencial a una màquina
distribuïda, les millores són d'un 90%.
­  En  l'apartat  d'impacte  de  disc,  xarxa   i  partició   s’han vist  algunes  de   les  parts  que  afegeixen
overhead a les execucions fetes.
­ En l'apartat Millores sembla que, en general, es milloren bastant les execucions fent servir  kryo































alternativa   proposada   a   la   història   7   a   l'apartat   1.6  Valoració   d'alternatives   i   pla   d'acció,   que
consistia a treballar amb una plataforma cloud alternativa a  Bluemix. Es va investigar amb altres





Bloc  Descripció Planificació prevista Planificació final
Bloc 0  Familiarització  01/08/15 – 15/09/15 01/08/15 – 15/09/15
Bloc I Curs de GEP.  15/09/15 – 16/10/15 15/09/15 – 16/10/15
Bloc II Desenvolupament del projecte 15/09/15 – 19/01/15 15/09/15 – 22/03/15
Bloc III Preparació de la defensa 05/01/15 – 20/01/16 28/03/15 – 11/04/16
Taula 26: Planificació final
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Producte  Unitats  Preu Unitats Vida útil Amortització  Preu
Plataforma cloud DAC  1 0€ ­ ­ 0€
Plataforma cloud 
DataBricks
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