Abstract. This note is a case study for finding universal measures for weak implicit computational complexity. We will instantiate "universal measures" by "dynamic ordinals", and "weak implicit computational complexity" by "bounded arithmetic". Concretely, we will describe the connection between dynamic ordinals and witness oracle Turing machines for bounded arithmetic theories.
Introduction
Implicit computational complexity denotes the collection of approaches to computational complexity which define and classify the complexity of computations without direct reference to an underlying machine model. These approaches are formal systems which cover a wide range, including applicative functional programming languages, linear logic, bounded arithmetic and finite model theory (c.f. [13] ). In this note we contribute to the idea of characterizing the computational complexity of such formal systems by universal measures, such that the formal systems describe exactly the same complexity class if and only if they agree in their universal measure. In general, we aim at connections which can be represented as follows: complexity class o o / / formal systems universal measure
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Many formal systems admit such kind of universal measures. For example, in case of "strong" implicit computational complexity, e.g. for number-theoretic functions which are computable by primitive recursive functionals in finite types, so-called proof-theoretic ordinals have proven useful as universal measures of proof and computation (and also consistency) strength (cf. [15] ). With respect to our general picture this situation can be represented as follows:
primitive recursive in finite types o o / / formal systems PA, ACA 0 , etc.
proof-theoretic ordinal ǫ 0
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In this note we will focus on "weak" complexity classes. By this we mean complexity classes strictly below EXPTIME. We will approach the general idea of finding universal measures by doing a case study for a particular framework of weak implicit computational complexity called bounded arithmetic. Bounded arithmetic theories are logical theories of arithmetic given as restrictions of Peano arithmetic. Quantification and induction are restricted ("bounded") in such a manner that complexity-theoretic classes can be closely tied to provability in these theories. A hierarchy of bounded formulas, Σ b i , and of theories S -oracle is one which in case of a positive answer also supplies a poly-size witness string, i.e. one whose binary length is polynomially bounded in the binary length of the query. These kind of results are extended and generalized by Pollett [16] .
It is an open problem of bounded arithmetic whether the hierarchy of theories collapses. This problem is connected with the open problem in complexity theory whether the polynomial hierarchy PH collapses -the P=?NP problem is a subproblem of this. The bounded arithmetic hierarchy collapses if and only if PH collapses provably in bounded arithmetic (cf. [12, 6, 19] ). The case of relativized complexity classes and theories behave completely differently. The existence of an oracle A is proven in [2, 18, 8] , such that the polynomial hierarchy in this oracle PH A does not collapse, hence in particular P A = NP A holds. Building on this one can show T i 2 (X) = S i+1 2 (X) [12] . Here, the relativized theories S [16] . Independently of these, and with completely different methods (see below), we have shown separation results for theories of relativized bounded arithmetic in [3, 4] . Despite all answers in the relativized case, all separation questions continue to be open for theories without set parameters.
Recently, there has been a new approach to the study of relativized theories of bounded arithmetic called dynamic ordinal analysis [3, 4] . Inspired from proof-theoretic ordinals which have their origin in Gentzen's consistency proof for PA, the proof theoretic strength of fragments of bounded arithmetic is characterized by so called dynamic ordinals. The dynamic ordinal DO(T (X)) of a relativized theory of bounded arithmetic T (X) is a set of unary number-theoretic functions which characterizes the amount of Π In this way, separation results can be obtained between those relativized theories which have been assigned different dynamic ordinals.
In this note we will connect the dynamic ordinal of some relativized theories of bounded arithmetic with the Σ The paper is organized as follows. In the following section we will review the definition of bounded arithmetic theories. The third section summarizes definition and results on dynamic ordinals. In section 4 we define witness oracle Turing machines and review results characterizing definable multivalued functions of bounded arithmetic theories by witness oracle Turing machines. In section 5 we apply the results from the previous sections to obtain the connection of dynamic ordinals and witness oracle Turing machines. The last section discusses open questions and possible extensions of these connections.
Bounded arithmetic, in the way we consider it, can be formulated as the fragment I∆ 0 +Ω 1 of Peano arithmetic in which induction is restricted to bounded formulas and Ω 1 expresses a growth rate strictly smaller than exponentiation, namely that 2 |x| 2 exists for all x, with |x| being the length of the binary representation of x, i.e. an integer valued logarithm of x. The same fragment is obtained by extending the language, and we will follow this approach (cf. [5, 11] ). Let us recall some definitions.
The language of bounded arithmetic L BA consists of function symbols 0 (zero), S (successor), + (addition), · (multiplication), |x| (binary length), ⌊ 1 2 x⌋ (binary shift right), x # y (smash, n#m := 2 |n|·|m| ), x · − y (arithmetical subtraction), MSP(x, i) (Most Significant Part) and LSP(x, i) (Less Significant Part), and relation symbols = (equality) and ≤ (less than or equal). The meaning of MSP and LSP is given by
for all x and i. Restricted exponentiation 2 min(x,|y|) can be defined by
hence we can assume that restricted exponentiation is also part of our language L BA . We often write 2 t and mean 2 min(t,|x|) if t ≤ |x| is clear from the context. Relativized bounded arithmetic is formulated in the language L BA (X) which is L BA extended by one set variable X and the element relation symbol ∈.
BASIC is a finite set of open axioms (cf. [5, 17, 9] ) which axiomatizes the non-logical symbols. When dealing with L BA (X) we assume that BASIC also contains the equality axioms for X.
Bounded quantifiers play an important rôle in bounded arithmetic. We abbreviate
The quantifiers (Q x ≤ t), (Q x < t), Q ∈ {∀, ∃}, are called bounded quantifiers.
A bounded quantifier of the form (Q x ≤ |t|), Q ∈ {∀, ∃}, is called a sharply bounded quantifier. A formula in which all quantifiers are (sharply) bounded is called a (sharply) bounded formula. Bounded formulas are stratified into levels:
is the set of all sharply bounded formulas. For Ψ is a set of formulas and m is a natural number, let Ψ -L m IND denote the schema
for all ϕ ∈ Ψ and terms t.
For m = 0 this is the usual successor induction schema and will be denoted by Ψ -IND. In case m = 1 we usually write Ψ -LIND.
The theories of bounded arithmetic under consideration are given by
Usually we do not mention BASIC and simply call this theory Σ b n -L m IND. Some of the theories have special names:
For theories S, T let S ⊆ T denote that all axioms in S are consequences of T . From the definition of the theories it immediately follows
A little bit more insight is needed to obtain
see [5, 3] for a proof. Figure 1 reflects the just obtained relations -going from left to right in the diagram means that the theory on the lefthand side of an edge is included in the theory on the righthand side. Similar definitions and results can be stated for relativized theories of bounded arithmetic.
Dynamic ordinals
In this section we summarize results on dynamic ordinals. Full proofs can be found in [4] . In this section the underlying language will always be the language L BA (X) of relativized bounded arithmetic. Theories of bounded arithmetic are axiomatized by using successor induction, where dynamic ordinals are based on order induction. In the following we will compare these two kinds of induction. Let us first fix some useful abbreviations. 
We adopt from set theory the convention of identifying numbers with the set of their predecessors, i.e. y is identified with {z : z < y}. E.g., we write y ⊆ X instead of (∀z < y)(z ∈ X).
Order induction, here denoted OInd, is logically equivalent to minimization:
It is well-known (cf. [5, 11] ) that over the base theory BASIC the schema Σ We first examine direct relations between SInd and OInd. We will often consider sets {y : A(y)} for a formula A(a), and we usually will abbreviate this set by A if the variable a is clear or unimportant. For Φ is a set of formulas, let OInd(t, Φ) denote the schema of all instances OInd(t, A) for A ∈ Φ, where OInd(t, A) is the result of replacing X in OInd(t, X) by the formula A. Similarly for SInd. When saying "let T be a theory" we always mean that T contains some weak base theory, say S 0 2 ⊆ T . Lemma 1. 1. BASIC ⊢ OInd(t, A) → SInd(t, A) for arbitrary formulas A. 2. Let Φ be a set of formulas, which is closed under bounded universal quantification, T be a theory, and t be a term. Then T ⊢ SInd(t, Φ) implies T ⊢ OInd(t, Φ).
Proof. 1. is obvious. For 2. we argue in T . Assuming T ⊢ SInd(t, Φ), A ∈ Φ and OProg(t, A) we can show t + 1 ⊆ A by induction for y up to t + 1 in y ⊆ A. ⊓ ⊔ Now we define the dynamic ordinal of an L BA (X)-theory based on OInd. Afterwards, we will characterize dynamic ordinals in terms of SInd using Lemma 1. Dynamic ordinals are sets of number theoretic functions, i.e. subsets of N N. We arrange subsets of N N by eventual majorizability:
For subsets of number theoretic functions D, E ⊆ N N we define
and from this
is a partial, transitive, reflexive ordering, ⊳ is a partial, transitive, irreflexive, not well-founded ordering, and ≡ is an equivalence relation.
Lemma 4. Let S, T be two theories in the language of bounded arithmetic and assume DO(S) = DO(T ). Then S is separated from T .
Proof. Assume f ∈ DO(T ) \ DO(S). By the definition of dynamic ordinals there is a term t(x) and a
Using the well-known big-O notation we will denote sets
for unary number-theoretic functions f and g, where id denotes the identity function, i.e. id(n) = n. We have the following crude upper bound on dynamic ordinals which is simply given by the growth rates of the functions representable by terms in the language L BA :
The language L BA includes the successor function, + and ·, which enables us to speed-up induction polynomially.
Lemma 5. Let T be a theory and Φ a set of formulas closed under substitution. Suppose T ⊢ SInd(t, Φ). Then T ⊢ SInd(p(t), Φ) for all polynomials p.
Proof. We suppose that the assumptions of the lemma hold. We prove the assertion by induction on the complexity of the polynomial p. The interesting case is that p(x) is of the form q(x)·x. Let A ∈ Φ, C(z) :≡ A(z·t) and D(u) :≡ A(c·t+u), then by assumption C, D ∈ Φ, hence by induction hypothesis SInd(q, C) and by assumption SInd(t, D). These are used to conclude SInd(p(t), A) in T .
⊓ ⊔ Lemma 6. Let T be a theory and Φ a set of formulas closed under bounded universal quantification and substitution. Suppose T ⊢ OInd(t, Φ). Then T ⊢ OInd(p(t), Φ) for all polynomials p.
Proof. Suppose T ⊢ OInd(t, Φ). Then Lemma 1.1. shows T ⊢ SInd(t, Φ). Hence T ⊢ SInd(p(t), Φ) by Lemma 5. Hence T ⊢ OInd(p(t), Φ) using Lemma 1.2. ⊓ ⊔
The last Lemma together with Lemma 1 yields For special theories these results can be rewritten as
for any positive integer c.
Order induction for higher formula complexity is connected to larger order induction by speed-up techniques. The main ingredient which formalizes this is the following jump set Jp(t, x, X):
Iterations of Jp are defined by
where | · | i is the i-fold iteration of | · |. Also, 2 m denotes the m-fold iteration of exponentiation. Using the iterated jump set we obtain the following connections:
Proof. The direction from left to right follows directly. For the other direction we would have to prove the following lemma Jp(t, x, A) ) .
⊓ ⊔
Concerning the complexity of the iterated jump we observe that
hence Theorem 7 and Theorem 8 together show
Corollary 9. Let 0 ≤ n < m or n = m = 1, and let c be some natural number,
This establishes already tight lower bounds on dynamic ordinals. Tight upper bounds on dynamic ordinals are obtained by dynamic ordinal analysis (see [3] or [4] ) for theories Σ [4] ). Altogether we obtain the following results:
, and more generally for m > 0
Thus by the previous Lemma and remarks these dynamic ordinals lead to relationships of bounded arithmetic theories which we display in Fig. 2 . Here we mean with S < T that the theories S and T are separated and S is included in the consequences of T ; with S ≡ T that S and T have the same dynamic ordinals (this does not imply that S and T prove the same consequences); and with S T that S is not included in the consequences of T .
Witness oracle query complexity
In this section we define witness oracle Turing machines and summarize how definable multivalued functions in bounded arithmetic theories are connected to witness oracle Turing machines. A Turing machine with a witness oracle Q(x) = (∃y)R(x, y) is a Turing machine with a query tape for queries to Q that answers a query a as follows: 
