Variational mode decomposition (VMD) has been widely applied to the field of machinery fault diagnosis due to its good time-frequency decomposition capability. However, the performance of the VMD for extraction of fault transient components is dependent on proper parameters in the method and is not satisfactory under noisy conditions. This paper proposes a new method, termed multi-bandwidth mode manifold (Triple M, TM), to extract the real fault transient components for fault diagnosis of rolling bearings. The new TM method unites multiple fault-related modes with different bandwidths by a nonlinear manifold learning algorithm. The modes with large bandwidths contain more fault-related information while those with small bandwidths contain less fault-unrelated components and noise. The advantages of different fault-related modes are fully used by the proposed method, leading to clear fault transients that facilitates the bearing fault detection. First, an efficiency-improved VMD method named recycling VMD (RVMD) is performed on the bearing signal repeatedly with different parameter values to obtain the fault-related modes with different bandwidths, i.e., the multi-bandwidth modes. Then, the manifold learning algorithm is carried out to extract the intrinsic manifold structure of bearing fault transient components from the multi-bandwidth modes. Finally, the bearing fault type is identified from the extracted feature with clear fault transients. The enhanced performance of the proposed method over the traditional methods is validated by a simulation analysis and two experimental applications of bearing defect identifications.
I. INTRODUCTION
Rolling bearings, which usually operate under heavy-load and high-speed conditions, are key components of many rotating machines and are usually the failure sources for machine breakdown. Therefore, fault diagnosis of rolling bearings is of great significance to prevent unexpected accidents and reduce economic losses [1] - [4] . When a fault occurs in a rolling bearing, periodic shock excitations will be generated, resulting in a vibration modulation response signal that is shown as periodic transient impulse components [5] . The transient components of the bearing with different fault locations have different periods. Thus, how to effectively The associate editor coordinating the review of this manuscript and approving it for publication was Wei Wang . extract the transient components for period calculation is a key problem in fault diagnosis of rolling bearings. However, the acquired vibration signals of rotating machinery are typically nonstationary, nonlinear, and mixed with heavy noise, adding difficulties to accurate fault detection [6] .
To address these challenges, a multitude of recent research efforts have been made to explore fault feature extraction of rolling bearings based on signal processing methods. The signal processing methods applied to the fault diagnosis of rolling bearings were reviewed in [7] . In addition, several review articles on specific signal processing methods applied to the field of machinery fault diagnosis have been reported in literature, such as stochastic resonance (SR) [8] , [9] , spectral kurtosis [10] , wavelet transform (WT) [11] , empirical mode decomposition (EMD) [12] , and variational mode decomposition (VMD) [13] . Apart from the widely used methods listed above, some new methods continue to be developed for the aim of machinery fault diagnosis, e.g. singular value decomposition (SVD) [14] , empirical wavelet transform (EWT) [15] , Infogram [16] , etc. Due to the nonstationary property of the bearing vibration signals, the signal processing methods used for bearing fault diagnosis are generally time-frequency analysis (TFA) methods. However, different TFA methods have different deficiencies. For example, the features that are not similar to the mother wavelet selected in the WT may be ignored [17] . The EMD and some of its variants are all based on recursive decompositions, during which the decomposition errors may be accumulated step by step [18] . The EWT is easily affected by heavy noise in real applications [19] .
VMD is a typical TFA method that has rigorous mathematical model and solid theoretical foundation, and has higher decomposition accuracy and fewer decomposition layers as compared with the EMD and its variants [20] , [21] . Therefore, many scholars have introduced the VMD to extract the fault transient components of rotating machines. However, the VMD is not model-adaptive in real applications; its performance heavily relies on some preset parameters [22] . Different values of the VMD parameters, including the number of decomposition modes K and the bandwidth balance parameter α, will lead to different decomposition outputs [23] . In the application of the VMD to the machinery fault diagnosis under different environments, proper parameter values are required to be determined to obtain the fault transient components. According to the literature reviewed in [13] , the current approach for the selection of the optimal parameters is the adoption of an intelligent algorithm, such as artificial fish swarm algorithm [24] , genetic algorithm [25] , particle swarm optimization (PSO) algorithm [26] , and grasshopper optimization algorithm (GOA) [27] . With proper parameter optimization algorithm and optimization index, the narrow-band fault components can be extracted and the out-of-band noise can be removed effectively by the VMD method [28] . Nevertheless, owing to the fact that the VMD is essentially a Wiener filter [29] , the optimization based VMD method is to balance the retaining of the fault-related information and the removing of the fault-unrelated components and noise, which, however, may lose some fault-related information and retain some interfering fault-unrelated components and noise. As a result, the fault transient components extracted by the VMD are incomplete and still contaminated by the noise survived within the optimized mode.
In recent years, some manifold learning methods, such as isometric feature mapping (IsoMap) [30] , locally linear embedding (LLE) [31] , and local tangent space alignment (LTSA) [32] , have been applied to extract nonlinear features due to their effectiveness in identifying low-dimensional nonlinear intrinsic structure embedded in high-dimensional data. The manifold learning methods have also been successfully applied to the area of mechanical fault diagnosis for extraction of salient condition features [33] - [38] . On one hand, the measured time series are reconstructed into a highdimensional space, where the essential characteristics of the dynamical system can be discovered more effectively. The nonlinear features reserved in the low-dimensional manifold are capable of accurate fault classification [34] . On the other hand, manifold learning can reveal the intrinsic principle manifold structure whereas discard unrelated components, which is similar to a denoising process of principle component of the measured signals [35] . Therefore, manifold learning is expected to compensate for the deficiency of traditional signal decomposition methods in in-band noise removal during the extraction of the fault transient components.
Aiming at accurate and adaptive fault detection of rolling bearings, this paper proposes a new method, called multibandwidth mode manifold (Triple M, TM), by integrating an efficiency-improved VMD method termed recycling VMD (RVMD), and the manifold learning algorithm for extraction of real fault transient components. The main contributions of this paper is given as follows. a) The proposed RVMD is able to efficiently extract a fault-related mode with a specific bandwidth balance parameter. b) The new TM method considers the fault-related modes with different bandwidths ranging from small to large, i.e., the multi-bandwidth modes, which reflects multiple bandwidth information of the machinery dynamic systems. Thus, no fault-related information is excluded, and there is no need to optimize the bandwidth balance parameter in the RVMD. c) Nonlinear manifold learning is introduced to reveal the intrinsic manifold structure of the fault transient components from the achieved multibandwidth modes, during which the in-band noise is abandoned. Therefore, the proposed TM method is expected to outperform the traditional VMD methods for fault diagnosis of rolling bearings.
The outline of this paper is as follows. Section II first reviews the fundamentals of the original VMD method and a manifold learning algorithm succinctly. Then, the details on how to produce the new TM method for enhanced fault diagnosis of rolling bearings are presented in Section III. The strategy of the RVMD is also included in this section. In Section IV, a simulation study of the proposed method is conducted. In Section V, two experimental cases with different bearing fault conditions are analyzed by the proposed method to verify its effectiveness. Finally, the conclusions are drawn in Section VI.
II. REVIEWS OF VMD AND MANIFOLD LEARNING A. VMD
VMD is a variational method, which can decompose a signal into an ensemble of meaningful sub-band signals or modes. When the number of decomposition modes K and the bandwidth balance parameters α are given, the VMD method searches the optimal solution of the variational model through iterative computations in the frequency domain to determine the center frequency and bandwidth of each mode. The kth mode u k (t) is written as:
where A k (t) and ϕ k (t) are the instantaneous amplitude and instantaneous phase of the mode, respectively. The derivative of instantaneous phase, ϕ k (t), is the instantaneous angular frequency ω k (t).
Assume that a multi-component signal f (t) is composed of K modes, and the center frequency of each mode is ω k . The constraint variational model established by the VMD method is as follows:
where δ(t) is the Dirac distribution, and * denotes the convolution operator.
In order to find the optimal solution of the constrained variational problem in (2), a quadratic penalty term and Lagrangian multipliers are introduced to transform it into an unconstrained variational problem. The mathematical model of unconstrained variational problem can be expressed as follows:
where λ(t) denotes the Lagrange multipliers, α denotes the penalty parameter of the quadratic term, namely the bandwidth balance parameter. Smaller the α is, wider the bandwidth of the modes extracted will be. To solve the problem in (3), alternate direction method of multipliers (ADMM) is used to find the optimal solution of the constrained-variation equation by constantly loop iteration. The updated formulae of the estimated mode u n+1 k (t) and its center frequency ω n+1 k are shown as follows:
whereû n+1 k (ω),f (ω) andλ n (ω) correspond to the Fourier transform of u n+1 k (t), f (t), and λ(t), respectively; n is the number of current iteration.
After each update, the modes and the corresponding center frequencies can be obtained. Subsequently, the Largrangian multiplierλ n+1 (ω) is updated by (6) .
where τ represents noise-tolerance. The above iteration is repeated until:
where ε represents a given accuracy requirement. For detailed description of the VMD, please refer to [20] . According to the VMD method described above, there are two parameters that need to be specified in advance: the mode number K and the bandwidth balance parameter α. Since the parameters are specified without any prior knowledge about the signals to be analyzed, it is difficult to set proper parameter values for the signals measured under different conditions. Some researchers have dedicated to the selection of optimal parameters through intelligent optimization algorithms for machinery fault diagnosis [24] - [27] . The essence of these studies is to obtain the optimal fault-related mode based on the screening of specific indicators. On account of that the VMD is essentially a band-pass filter, the optimal mode obtained removes the frequency contents outside the bandwidth of the mode. This, however, may exclude some faultrelated information outside the mode passband as well, and must retain the fault-unrelated components and noise inside the passband. Therefore, the optimal fault-related mode with determined VMD parameters may not reflect the real fault transient components.
B. MANIFOLD LEARNING
Manifold learning is a typical nonlinear dimensionality reduction method, aiming to discover the inherent regularity in high-dimensional data. The hypothesis of manifold learning is that, when a few independent variables jointly act in the high-dimensional space to form a manifold, the highdimensional dataset can be compressed if the internal main variables can be excavated or the manifold of the space can be effectively expanded. The hypothesis has been proved in the field of signal processing and feature extraction by applying some manifold learning algorithms to the machinery fault diagnosis [33] - [38] . Due to its robustness to parameters and superiority in principal manifold reconstruction [35] - [37] , this paper employs the LTSA as the method to reveal the characteristics of intrinsic manifolds of the fault transient components.
The main idea of the LTSA is that the local tangent space of each point is approximately constructed by its m neighboring points, and then the local coordinates of these neighbors in the local tangent space are mapped to the low-dimensional global coordinates, during which an affine error should be minimized. The minimization is finally solved by calculation of the eigenvectors of an alignment matrix B corresponding to the d smallest nonzero eigenvalues of B. The d eigenvectors constitute the low-dimensional (d-D) manifold output D O . The smaller the eigenvalue is, the lower the affine error of the manifold feature in the corresponding dimension of
withz i being the mean of Z i and e m being a column vector of m ones. Obtain the orthogonal basis V i = [g 1 , g 2 , · · · , g d ] of m-dimensional tangent space by computing d largest right singular vectors of the centralized matrix Z i −z i e T m . 2. Alignment matrix construction. Determine the 0-1 selection matrix S i according to the data set X and the neighborhood set Z i as
Compute the correlation matrix W i according to V i as
After all data points are considered by the above formulae, the alignment matrix B is constructed as
3. Global coordinates alignment. Compute the d + 1 smallest eigenvectors of B, then the d-dimensional global coordinates D O (∈ R d×N ) is obtained with its elements corresponding to the 2nd to the (d + 1)th smallest eigenvalues as
where U j+1 ∈ R N represents the jth dimensional data of output. The output data set D O is a dimensionality reduced version of the input data set X . Note the parameter d is the intrinsic dimension, which is far less than the original dimension D.
III. PROPOSED MULTI-BANDWIDTH MODE MANIFOLD
This paper intends to extract the real fault transient components for fault diagnosis of rolling bearings. Instead of searching for the optimal parameters of the VMD, this paper considers the fault-related modes corresponding to multiple bandwidth balance parameters that ranges from small to large, i.e., the multi-bandwidth modes, which constitute a high-dimensional data that are further united by the manifold learning method. On one hand, the fault-related mode with the largest bandwidth contains the most fault-related information. On the other hand, the fault-related mode with the smallest bandwidth retains the least fault-unrelated components and noise. Therefore, every dimensional data in the multibandwidth modes contribute to the extraction of real fault transient components. The multi-bandwidth modes have similar transient impulsive structure that is contaminated by different fault-unrelated components and noise. By performing the LTSA algorithm on the multi-bandwidth modes, the real fault transient components that are regarded as the nonlinear manifold embedded in the high-dimensional data are supposed to be extracted, whereas the interfering components are removed. The new method is termed multi-bandwidth mode manifold (Triple M, TM).
In the proposed TM method, the fault-related modes are selected from the results of an efficiency-improved VMD method, called recycling VMD (RVMD). Therefore, three procedures: RVMD, selection of multi-bandwidth modes, and TM feature learning are included in the proposed method. The details are described in the following subsections.
A. RVMD
The traditional VMD has a low computational efficiency, especially when the number of decomposition modes K is large, because the modes whose center frequencies have satisfied the conditions of stopping iteration will continue to be updated until the center frequencies of all the modes satisfy the conditions. A previous work of our group [39] found that one AM-FM component extracted by the VMD with a specific α has the largest bandwidth when K is set as one, under which condition the computation of the VMD has the highest efficiency. Therefore, a coarse-to-fine decomposing strategy of the VMD [39] was proposed, which first obtains a rough fault-related mode that is selected from the modes extracted one after another with K being one and an initial value of α. The rough fault-related mode is obtained efficiently and keeps the most fault-related information corresponding to the initial α. The optimal fault-related mode is further obtained by finely tuning the parameter α. Note that the optimal mode achieved still has the problems of part faultrelated information exclusion and part noise retaining.
In this paper, the proposed TM method considers the fault-related modes with multiple bandwidths, which can be obtained via the ''coarse'' decomposing strategy of the VMD for multiple values of the parameter α. This decomposing strategy for a specific α is named recycling VMD (RVMD) in this paper. In addition, the initial center frequency for each mode to be extracted by the RVMD also affects the decomposition efficiency. Usually, the initial center frequency is set as zero or a random value, which may need many iterations to reach the target mode. To further improve the decomposition efficiency, this paper sets the initial center frequency as the frequency that has the highest amplitude in the analyzed signal spectrum. Due to that the ultimate target mode is the faultrelated mode that has relatively high energy, the frequency with the highest amplitude is included in the passband of the fault-related mode with high probability, leading to a fast location of the target mode. The flowchart of the RVMD is provided in Fig. 1 . The specific steps are described as follows. 1. For the vibration signal to be analyzed, give a value for the bandwidth balance parameter α. Set the mode number K as one. Take the raw signal as the initial residual mode.
2. Initialize the center frequency for the mode to be extracted as the frequency with the largest amplitude in the spectrum of the residual mode.
3. Perform the traditional VMD on the residual mode to obtain one decomposed mode with the given parameters.
4. Subtract the mode extracted from the residual mode to form a new residual mode.
5. Recycle the new residual mode by repeating the steps 2-4 for a few times. The recycling number is set as 5 in this paper.
B. SELECTION OF MULTI-BANDWIDTH MODES
The RVMD can produce five extracted modes and five residual modes for a specific α. It is expected that the faultrelated information is included in one of the five extracted modes. However, the fault transient components with a wide bandwidth are possible to be split into different modes during the decomposition. It is also possible that no fault-related information is included in all the five extracted modes. Therefore, this paper takes all the five extracted modes and the five residual modes as the candidates for the selection of the faultrelated mode corresponding to one value of α. If the faultrelated information is not included in the first extracted mode, it must be included in at least one of the five residual modes. The ten modes obtained are evaluated by the Gini index formulated below [40] , [41] :
where eu(n) is an N -point discrete format of the envelope of a mode u(t), eu r (n)is a reordered version of eu(n), whose elements are arranged from the smallest to the largest, · 1 is the L1 norm operation. The Gini index has been verified to be a better criterion in terms of outlier resistance than the commonly used kurtosis criterion for extraction of bearing fault transients [42] . A higher GI value represents a better sparsity of the inspected mode. Therefore, the mode with the highest GI value is selected as the fault-related mode corresponding to the specific α. This paper considers the fault-related modes with multiple bandwidths. Thus, multiple values of α needs to be specified for the RVMD on the analyzed signal. In this paper, ten values of α selected uniformly from the range of [100, 5000] are used to produce ten fault-related modes with small to large bandwidths. The range [100, 5000] is usually used for the search of optimal α in the optimization based VMD methods. Finally, the multi-bandwidth modes that constitute a ten-dimensional data are obtained as:
where u i ∈ R N ×1 is a vector derived from the ith faultrelated mode in the discrete format with the length of N , MBM ∈ R 10×N .
C. TM FEATURE LEARNING
In the multi-bandwidth modes achieved in the previous subsection, the mode with smaller bandwidth contains less faultrelated components and noise, while the mode with larger bandwidth contains more fault-related information. Therefore, every mode has an advantage for the extraction of real fault transient components. The shapes of the fault transients are similar in all the modes, which can be viewed as the intrinsic manifold structure of the multi-bandwidth modes. One the contrary, the fault-unrelated components and noise are different between the modes with different bandwidths, which are random information among the high-dimensional data space. By performing manifold learning on the multi-bandwidth modes, the intrinsic manifold of the multi-bandwidth modes, i.e., the TM feature, is preserved, while the random information is abandoned. Therefore, the TM feature learned is regarded as the real fault transient components in this paper.
The LTSA algorithm introduced in Section 2.2 is adopted to learn the TM feature. The ten-dimensional data MBM in (13) is taken as the input data of the LTSA. The intrinsic dimension d is set as one according to the experience in [35] . Given a number of nearest neighbors m, the 2nd smallest eigenvalue of the alignment matrix B in (10) is the output of the LTSA as:
which is the TM feature that reflects the real fault transient components. However, the performance of the TM feature is affected by the value of m. An improper m leads to bad noise removal effect in the TM method. Since more noise survived results in higher complexity of the TM feature, permutation entropy [36] is adopted to evaluate the performance of the TM feature. The permutation entropy of U 2 with m is calculated by:
where p is the embedding dimension in the phase space reconstruction of U 2 , P i is the probability distribution of the ith permutation of the reconstruction of U 2 . A higher value of PE means more random noise is survived in the TM feature. Therefore, the TM feature with the minimum PE within a range of m is selected as the real fault transient components.
For the phase space reconstruction of U 2 in the calculation of PE, the embedding dimension p and a time delay parameter τ need to be set in advance. In this paper, we set p = 6 and τ = 3 according to [36] .
D. SUMMARY OF THE PROPOSED TM METHOD
The flowchart of the proposed TM method for bearing fault diagnosis is shown in Fig. 2 . The procedures are described briefly as follows. First, perform the RVMD on the collected bearing vibration signal repeatedly with ten different bandwidth balance parameters, which are selected equidistantly from the range of [100, 5000].
Second, select the fault-related mode of each RVMD implementation to form the multi-bandwidth modes. The candidates for the selection of the fault-related mode are all the extracted modes and resultant residual modes. And the mode with the highest GI value is selected to constitute the multi-bandwidth modes.
Third, perform the LTSA algorithm on the multibandwidth modes repeatedly with different number of nearest neighbors. Several TM features are obtained and their PE values are calculated. The TM feature with the minimum PE is selected as the real fault transient components.
Finally, identify the fault type of the bearing according to the period of the fault transients. The fault characteristic periods of different bearing faults are priori knowledge obtained according to the bearing geometric parameters and the bearing rotating speed.
IV. SIMULATION ANALYSIS
In order to verify the effectiveness of the proposed TM method for transient signal extraction, a test signal consisting of white noise and periodic impulses was simulated by considering two free vibration models with damping as follows:
where f c = 10 Hz is the fault characteristic frequency, r is the number of the impulses, A r denotes the amplitude of the rth impulse, which is fixed as 1, τ r is used to simulate the randomness caused by slippage for the rth impulse, which is subject to a discrete uniform distribution and the initial phase is ranged among (−π, π], ξ (t) denotes the additional Gauss white noise, s(t) denotes a single fault transient component with two resonance frequencies, and the specific definition is shown in (17) .
where ζ = 0.1 is the damping ratio, f n1 = 200 Hz and f n2 = 500 Hz denote the two resonance frequencies. A total number of 2000 samples were used for analysis. The signal-to-noise ratio (SNR) of the simulated signal is −7 dB. Fig. 3 shows the waveforms, spectra and envelope spectra of the simulated pure and noisy signals. The pure signal in Fig. 3(a) consists of exponentially decaying pulses that last a short period of time and repeat every 0.1 s. They are almost covered by the strong background noise in the noisy signal.
The spectrum of the pure signal contains two resonance bands. The spacing of the frequencies in the resonance bands is the fault characteristic frequency f c . However, the resonance bands are corrupted by the noise in the spectrum of the noisy signal. The fault characteristic frequency is weakened by the background noise in the envelope spectrum of the noisy signal, thus is not easy to be detected.
The proposed TM method is introduced to analyze the simulated noisy signal. First, the RVMD is repeatedly carried out on the signal with 10 different bandwidth balance parameters. After 5 times of recycling in each RVMD, all the decomposed modes and residual modes are considered as the objects of evaluation by the Gini index to locate the target mode. The spectra of the 5 decomposed modes with α being 5000 are presented in Fig. 4 , where the background spectrum is of the original noisy signal. The center frequency of the first model is close to one of the resonance frequency 200 Hz of the simulated signal, proving that the transient components are preferentially extracted by the RVMD. The other resonance band centered at 500 Hz is not extracted in the five decomposed modes, but is contained in the residual modes. Then, ten target modes with different bandwidths are obtained, which constructs a ten-dimensional data of multibandwidth modes. Fig. 5 shows the waveforms and spectra of the first, fifth and tenth target modes sorted in ascending order of GI values. The commonality of these modes is that they contain the same transient impulsive components which are repeated periodically in the waveforms and equally spaced in the spectra, like a solid manifold structure, while the inband noise of the target modes is obviously different. Due to that the mode containing the most fault-related information is selected as the target mode in terms of one specific α, the resonance band centered at 500 Hz which has relatively small energy is not contained in any of the target modes. In order to preserve the solid skeleton structure and remove the random information, the multi-bandwidth modes are processed by the LTSA finally. The minimum permutation entropy criterion is used to automatically select the proper neighborhood size m. Fig. 6 shows the relationship between the PE value of the learned signal and the neighborhood size, where the neighborhood size m varies from 10 to 40, which is a range according to the experience in [36] . As depicted in Fig. 6 , when m = 26, the PE exhibits its minimal value. Therefore, m = 26 is selected as the optimal neighborhood size. The corresponding TM feature is presented in Fig. 7(a) , which preserves the transient components and removes much of the noise, hence can represent the real transients as compared to Fig. 3(a) .
As comparisons, the simulated noisy signal is also analyzed by three traditional methods, including the VMD method optimized by the PSO algorithm [26] , which is termed PSO-VMD for short, the EMD method [12] , and the Infogram method [16] . In the PSO-VMD method, to guarantee consistency of the comparison, the bandwidth balance parameter α varies from 100 to 5000, and the number of modes K varies from 3 to 6. The waveforms of the optimal target modes obtained by the PSO-VMD and the EMD methods are provided in Figs. 7(b) and (c), respectively. The waveform of the result obtained by the Infogram method is shown in Fig. 7(d) , in which the target frequency band is among the range of [125, 250] Hz. It can be found that the in-band noise in Figs. 7(b)-(d) weakens the discrimination of the transient pulses. This is because the VMD, EMD and Infogram are essentially band-pass filters, thus cannot remove the in-band noise. In contrast, the noise in Fig. 7(a) is almost wiped off and the periodic feature of the transients is clearly discovered by the proposed method. The multibandwidth modes obtained by the RVMD are also united by the singular value decomposition (SVD) method [14] and another manifold learning algorithm, viz. the LLE algorithm [31] . The two methods are named RVMD-SVD and RVMD-LLE, respectively. The two results are shown in Figs. 7(e)-(f). The result by the RVMD-SVD method contains more in-band noise as compared to other results, as can be seen in Fig. 7(e) . The in-band noise in the result by the RVMD-LLE method is still heavy. Therefore, the LTSA algorithm is better than the SVD and LLE algorithms for TM feature learning.
To quantitatively describe the superiority of the TM method, the Gini index is also used for evaluation of the performance of different methods. The GI values are presented in the corresponding results in Fig. 7 . It can be seen that the result by the proposed TM method achieves the highest GI value, indicating that the proposed TM method outperforms the other five methods in extraction of transient components.
In addition, in order to quantitatively describe the efficiency of the RVMD as compared to the traditional VMD, one update of the central frequency of a decomposed mode is defined as one calculation cycle. When analyzing the simulated noisy signal by using the RVMD with α being 100, the number of calculation cycle is counted as 132. In contrast, when analyzing the same signal by using the traditional VMD with K being 5 and α being 100, the number of calculation cycle is counted as 375. Therefore, the RVMD is much more efficient than the traditional VMD when decomposing the same number of modes. The reason lies in that the RVMD decomposes one mode after another, by which the update of one mode is immediately stopped when its center frequency has satisfied the stopping condition, and the initial center frequency is customized for each mode, leading to a fast convergence of the center frequency of the mode.
V. EXPERIMENTAL VERIFICATION
To verify the effectiveness of the proposed method in practical applications in enhanced fault diagnosis of rolling bearings, the bearing data from two experiments are analyzed in this section. 
A. BEARING DATA OBTAINED FROM A FAILURE-PRESET TEST 1) A BRIEF DESCRIPTION OF THE TEST STAND
We have built a simplified bearing test stand to prove the effectiveness of the proposed TM method, as illustrated in Fig. 8 . The test rig consists of an induction motor, a shaft coupling to the motor, two bearings supporting the shaft, and a spring-loaded device as a radial loader. The tested bearing whose type is N306E was installed at the right end of the shaft. In order to simulate different bearing faults, a single slit defect having a width of 0.5 mm was created on the outer-race and inner-race separately by an electric discharge machining. When the shaft rotating speed was 1464.6 RPM under a noisy surrounding environment, the acoustic signal of the test bench was measured by placing a microphone (Model: INV9206) near the tested bearing. The sampling frequency of the data acquisition system was set to be 20 kHz. In this condition, the characteristic periods of the bearing outer-race and inner-race defects are calculated to be T O = 0.010 s and T I = 0.007 s, respectively. 
2) BEARING OUTER-RACE DEFECT IDENTIFICATION
The bearing acoustic signal with the outer-race defect is first analyzed. The waveform, spectrum and envelope spectrum of the original signal are displayed in Fig. 9 . The transient impulses are seriously corrupted by the background noise in the waveform, and the spectrum and envelope spectrum contains much noise. In order to accurately locate the fault position of the bearing, the RVMD method is applied on the signal repeatedly until ten target modes with different bandwidths are obtained. The spectra of the five decomposed modes when α = 5000 are presented in Fig. 10 . The major high-energy regions in the original signal are successively extracted by the RVMD method. The waveforms and spectra of the first, fifth and tenth target modes sorted in ascending order of GI values are illustrated in Fig. 11 . It can be seen that the center frequencies of the target modes are almost the same whereas the bandwidths are different. The fault FIGURE 11. Waveforms and spectra of the (a) first, (b) fifth and (c) tenth target modes sorted in ascending order of GI values obtained by the RVMD with different bandwidth balance parameters for the signal in Fig. 9 . transient components can be observed in all the modes, and the in-band noise is variable due to the change in bandwidth. When applying the manifold learning to reduce the dimensionality of the achieved high-dimensional multi-bandwidth modes, the permutation entropy index is used to select the optimal neighborhood value. As depicted in Fig. 12 , when m is 26, the PE exhibits its minimal value. The waveform of the optimal TM feature in the low-dimensional space is given in Fig. 13(a) , where the in-band noise is largely suppressed by the LTSA. The average period of the transients is 0.0103 s, which is close to T O = 0.010 s, indicating that the bearing has a defect in the outer raceway.
As comparisons, the noisy signal is also analyzed by the PSO-VMD, EMD, Infogram, RVMD-SVD and RVMD-LLE methods. The results are shown in Figs. 13(b )-(f). All of them contain heavy in-band noise. The GI values of all the results are calculated and shown in Fig. 13 . The result by the proposed TM method achieves a much higher GI value, proving its enhanced fault identification capability.
3) BEARING INNER-RACE DEFECT IDENTIFICATION
To further confirm the enhanced performance of the proposed method in bearing defect identification, the bearing acoustic signal with the inner-race defect is also analyzed. The waveform, spectrum and envelope spectrum of the signal are displayed in Figs. 14(a) , (b) and (c), respectively. The transient impulsive components are almost covered by the heavy noise in the waveform, and the fault characteristic frequency is smeared by the noise in the envelope spectrum. The RVMD is applied to obtain the multi-bandwidth modes. The spectra of the decomposed modes by the RVMD with α = 5000 are presented in Fig. 15 . The waveforms and the spectra of the first, fifth and tenth target modes sorted in ascending order of GI values are illustrated in Fig. 16 . The first target mode is the residual mode obtained in the fourth recycling, and the fifth and tenth garget modes are the residual modes obtained in the fifth recycling. By comparing Figs. 15 and 16(b) , it can be found that the fault-related information is not extracted in the RVMD implementation in Fig. 15 with limited recycling, because it is very weak as compared to the background noise. Fortunately, the fault-related mode can still be obtained because the residual modes are also considered as the candidates for target mode extraction in this paper. The permutation entropy index is used to select the best neighborhood value when applying manifold learning to extract the nonlinear inherent structure from the high-dimensional multi-bandwidth modes. As shown in Fig. 17 , when m = 21, the PE exhibits its minimal value. The final result of the TM feature is given in Fig. 18(a) . The results of the PSO-VMD, EMD, Infogram, RVMD-SVD and RVMD-LLE methods are shown in Figs. 18(b)-(f) for comparisons. The in-band noise is much less in the TM feature than in the other results, indicating that the TM feature is more proper for bearing defect identification. The average period of the transients in Fig. 18(a) is 0.0068 s, which is close to T I = 0.007 s, proving that the bearing has a defect in the inner raceway.
The GI values of all the results in Fig. 18 are calculated and provided in the corresponding figures. The result in Fig. 18(a) achieves the highest GI value, demonstrating again that the proposed TM method has a great enhanced performance for bearing defect identification.
B. BEARING DATA OBTAINED FROM A RUN-TO-FAILURE TEST 1) A BRIEF DESCRIPTION OF THE TEST STAND
In order to simulate the actual defect propagation process, a bearing run-to-failure test was carried out on a specially designed test stand, as illustrated in Fig. 19 . Four Rexnord ZA-2115 double row bearings were installed on a shaft and the rotation speed was kept constant at 2000 RPM driven by an AC motor coupled to the shaft via rub belts. A radial load of 6000 lbs. was applied onto the shaft and bearings by a spring mechanism. A PCB 353B33 High Sensitivity Quartz ICP Accelerometer was mounted on the housing of each bearing. The vibration data of the bearings were collected every 20 minutes by a National Instruments DAQ Card-6062E data acquisition card combined with the National Instruments LabVIEW software. The data sampling rate and the data length were set as 20 kHz and 20480 points, respectively. A severe outer-race fault was found in the Bearing 1 at the end of one test. Based on the geometry of the tested bearing and the rotating speed, the characteristic period of the bearing outer-race defect is calculated to be T O = 0.004 s. For more details on this experiment, please refer to [43] .
2) BEARING INCIPIENT DEFECT IDENTIFICATION
The bearing data with incipient outer-race defect is analyzed in this paper [39] . The waveform, spectrum and envelope spectrum of the measured signal are shown in Fig. 20 . The fault-induced impulses are so weak to be identified from the large background noise in the waveform, and the envelope spectrum also contains much noise. The proposed TM method is applied to process the signal. Fig. 21 displays the spectra of the five decomposed modes by the RVMD method with α being 5000. Ten fault-related modes with different bandwidths are obtained by changing the value of α, among which the waveforms and spectra of the first, fifth and tenth modes sorted in ascending order of GI values are illustrated in Fig. 22 . All the three modes in Fig. 22 are the residual modes obtained in the first recycling. Comparing Figs. 21 and 22(c), we can see that the fault-related mode in Fig. 22(c) contains the frequency contents of the second to fourth decomposed modes in Fig. 21 , indicating that the faultrelated mode with a wide bandwidth is over-decomposed by the RVMD method. Nevertheless, the complete fault information is still obtained in the proposed method because the residual modes are retained for target mode selection. The curve of permutation entropy PE vs. the neighborhood size m in the LTSA on the signal in Fig. 20 is depicted in Fig. 23 . The PE of the learned TM feature is the smallest when m = 38. The waveform of the optimal TM feature is given in Fig. 24(a) , where the transient components are preserved while the noise is greatly suppressed. As comparisons, the signal in Fig. 20 is also analyzed by the other five methods mentioned previously. The resultant waveforms are shown in Figs. 24(b)-(f), where the in-band noise is still heavy in all the five results. The GI values of the signals in Fig. 24 are shown in the corresponding figures. The GI value of Fig. 24(a) is much higher than those of other figures, demonstrating the outstanding advantages of the proposed TM method in retaining transient components and removing noise.
VI. CONCLUSION
This paper has proposed a new TM method by performing nonlinear manifold learning on the multi-bandwidth modes obtained via the RVMD method for fault diagnosis of rolling bearings. The major contribution of the proposed method is that the fault-related modes with different bandwidths are united nonlinearly, by which the real fault transient components are extracted without optimization of the parameters in the traditional VMD method. The RVMD method is more efficient than the VMD method for obtaining the fault-related modes, because the mode number is kept as one and the initial center frequency for the mode to be extracted is set as the frequency with the highest amplitude. All the decomposed modes and residual modes of the RVMD are the candidates for the selection of the fault-related mode corresponding to a specific bandwidth balance parameter, which guarantees the acquirement of the fault-related mode and the completeness of the acquired fault-related mode. The proposed TM method comprehensively considers the uniformity of the fault-related information and the diversity of the fault-unrelated components and noise in the multibandwidth modes, thus is superior to the traditional signal processing methods in fault-related information preserving and in-band noise suppressing. Experimental results have verified the enhanced performance of the proposed method in defect identification of rolling bearings as compared to the traditional signal processing methods. The results also indicated that the LTSA is better than the LLE in TM feature learning. A future work would be the investigation of other manifold learning methods that have better performance than the LTSA in TM feature learning.
