Abstract The level of a given mRNA or protein exhibits significant variations from cell-to-cell across a homogeneous population of living cells. Much work has focused on understanding the different sources of noise in the geneexpression process that drive this stochastic variability in gene-expression. Recent experiments tracking growth and division of individual cells reveal that cell division times have considerable inter-cellular heterogeneity. Here we investigate how randomness in the cell division times can create variability in population counts. We consider a model by which mRNA/protein levels in a given cell evolve according to a linear differential equation and cell divisions occur at times spaced by independent and identically distributed random intervals. Whenever the cell divides the levels of mRNA and protein are halved. For this model, we provide a method for computing any statistical moment (mean, variance, skewness, etcetera) of the mRNA and protein levels. The key to our approach is to establish that the time evolution of the mRNA and protein statistical moments is described by an upper triangular system of Volterra equations. Computation of the statistical moments for physiologically relevant parameter values shows that randomness in the cell division process can be a major factor in driving difference in protein levels across a population of cells.
Introduction
Single-cell measurements reveal that the level of a protein or mRNA inside an individual cell can vary significantly across a genetically-identical population of cells exposed to the same environment [7, 12, 14, 21, 29, 31, 32] . This stochastic variability has been shown to play a key role in cellular decisionmaking [5, 26, 39, 43] , information processing [24] , and buffering populations from hostile changes in the environment [6, 11, 23, 42] . Much theoretical and experimental work has investigated how different sources of noise in the gene expression process drive intercellular variability in protein levels. More specifically, these sources include random prompter transitions between different transcriptional states and stochastic birth-death of individual mRNA transcripts and protein molecules [8, 13, 19, 20, 22, 28, 30, [36] [37] [38] 41 ]. Here we focus on an alternative mechanism for explaining gene-expression variability: randomness in cell division times. Living cells grow and divide, at which point the quantities of mRNAs and proteins are approximately divided equally between daughter cells. Since cell division times can vary from cell-to-cell [17, 34, 40, 44] , we investigate its role in driving variability in the level of a given mRNA or protein.
To quantify the contribution of random timing in cell division to the observed variability in level of a protein/mRNA, a deterministic gene expression model is considered where all other sources of noise are absent. In particular, the time evolution of cellular mRNA and protein levels are modeled by a standard set of linear differential equations. Cell divisions occur at times spaced by independent and identically distributed random intervals and when the cell divides both mRNA and protein levels are halved (assuming symmetric division). Our goal is to obtain explicit expressions for the statistical moments (mean, variance, skewness, etc.) of the mRNA/protein population counts in terms of model parameters (mRNA transcription rate, protein half-life, etc.) and the probability distribution of the intervals between cell divisions.
To this effect, we show that the statistical moments of the mRNA and protein levels can be explicitly obtained from the solution to an upper triangular system of Volterra equations. By studying the asymptotic behavior of these Volterra equations, one can provide expressions for the asymptotic moments of mRNA and protein levels, unveiling their dependence on model parameters. In the special case of Erlang distributed cell division intervals we show that the statistical moments can alternatively be described by differential equations, leading to a simpler method to obtain equivalent expressions for the statistical moments.
We provide a numerical example with physiologically relevant parameter values and an experimentally obtained distribution for the cell division times. We use our results to study how cell-to-cell variability in protein levels varies with decreasing variability in the cell division times. Our results show that the randomness in the cell division process can be a major factor in driving intercellular difference in the level of a protein.
The remainder of the paper is organized as follows. The problem formulation including the stochastic model of gene-expression is presented in Section 2. In Section 3 we provide a method to compute the statistical moments for this model. In Section 4 we provide a numerical example and in Section 5 we discuss the results providing also possible directions for future work.
Stochastic model and problem formulation
In gene-expression, the mRNA count at time t in a cell, denoted by m(t), and the protein count at time t in a cell, denoted by p(t), can be described by the following linear system of differential equationṡ
for a time interval [T, T + ǫ), ǫ > 0, in which there are no cell divisions [1] . The constant k m is the mRNA transcription rate and γ m is the mRNA degradation rate. Each mRNA produces proteins at a translation rate k p and these molecules degrade at a constant rate γ p . We assume that k m , k p , γ m , and γ p are positive.
Let the times at which the cell divides be denoted by {t k } k∈N . Then (1) holds for t ∈ R ≥0 \{t k } k∈N for an initial time T = 0. Let also t 0 := 0. At division times {t k } k∈N the mRNA and protein counts are halved, i.e.,
where we use u(t − k ) to denote the limit from the left of a function u at t k . The time intervals between these cell division times, {h k := t k+1 − t k } k∈N0 , are assumed to be independent and identically distributed and described by a given probability distribution, with finite mean µ and finite covariance σ.
The goal of the present work is to obtain the statistical moments of the mRNA and protein levels, i.e.,
where E[.] denotes the expected value, and the corresponding asymptotic values, as t → ∞, provided that the limits exist. Computing (3) allows us to quantify variability using the coefficient of variation of mRNA and protein levels. For a random variable a the coefficient of variation is defined as
where µ a := E[a] denotes the expected value and
a denotes the standard deviation. The coefficient of variation of mRNA and protein levels are denoted by CV m(t) and CV p(t) respectively. Note that this measure is also considered in previous studies [30] . Our results shall allow us to assess how the variability in the inter-division times, measured by
influence the variability in mRNA and protein counts. Moreover, computing (3) enables us to provide further information on the distribution of the mRNA and protein by computing skewness and kurtosis defined as
respectively, where a denotes a random variable. SK m(t) and SK p(t) denote skewness of mRNA and protein levels, respectively, and KU m(t) and KU p(t) denote kurtosis of mRNA and protein levels, respectively. Note that the third and fourth order centered moments in (5), can be computed via the uncentered moments, e.g.,
a . Note also that one can estimate the coefficient of variation, skewness, and kurtosis of mRNA and protein levels from experimental data. Hence such data can be compared with the expressions we shall provide by computing (3) to validate and estimate the parameters of the model (1) .
In order to guarantee that the limits as t → ∞ exist for (3) we assume that the probability distribution of the intervals between divisions admits a probability density function, denoted by f , and that its support (the smallest closed set whose complement has probability zero) is an interval in the nonnegative real line. In fact we can establish the following result, proved in the appendix.
Proposition 1 Suppose that the probability distribution of the intervals between divisions admits a density f and that f (τ ) > 0 in τ ∈ (h,h), and
j ], and lim t→∞ E[m(t) i p(t) j ] exist for every i, j ∈ N and every non-negative initial conditions m 0 , p 0 .
A simple distribution for which the limits as t → ∞ for (3) do not exist is a single point mass at a given point h, in which case the intervals between divisions are constant t k+1 − t k = h, ∀ k∈N . Then the evolution of (8) is deterministic and the mRNA and protein levels oscillate indefinitely in a given bounded set. Note however that most distributions of interest to model the cell division intervals (Erlang, lognormal, uniform, etc) comply with the assumptions of Proposition 1.
Main results
In Section 3.1 we show how to compute any statistical moment
for any time t ∈ R ≥0 . By considering i = 0, j > 0, and i > 0, j = 0, and taking the limit as t tends to infinity we will be able to obtain the desired asymptotic moments of mRNA and protein levels. In Section 3.2 we apply this method to provide explicit expressions for the two first asymptotic statistical moments of the mRNA level. In Section 3.3 we consider the special case of exponential and Erlang distributed intervals between divisions, providing a simpler method to compute statistical moments for these special cases.
Method for computing statistical moments
The key to our approach for computing (6) is to stack all the monomials p(t) i m(t) j , i + j ≤ n of order less or equal than a given arbitrary n ∈ N into a vector x(t) ordered in a special way. To this effect, let y q ∈ R q+1 contain the q + 1 monomials of a given order q ∈ N ordered in increasing exponent associated with m(t), i.e.,
where
Let also y 0 (t) := 1 for every t ∈ R ≥0 . Then x(t) is defined as
where we omit the dependence on n. Note that x(0) = x 0 where
and that x(t) ∈ R r , where
The next lemma establishes that the time evolution of x(t) can be obtained from the solution to a special impulsive system. We denote by I j the identity matrix with dimensions j × j, where the subscript indicating the dimension is dropped whenever clear from context.
Lemma 1
The vector x(t) satisfies the following impulsive systeṁ
where the intervals between consecutive transition times {t k+1 − t k } k∈N0 are distributed according to f , and the matrices A and J are described by
. . , n}, are described by
and B 0 := 0.
Proof The proof follows from the definition of x(t), given in (7), and noticing that for non-negative integers i and j
and
The system (8) is an impulsive renewal system in the sense of [3] , [4] with the key feature that A is an upper-triangular matrix and J is a diagonal matrix. The crucial aspect of (1) that enables this feature is its cascade structure: mRNA generates protein, but the protein generation does not impact on the mRNA level. The fact that we include the 0th moment y 0 (t) = 1 in x(t) allows us to describe the statistical moments x(t) by a linear system of equations (8) instead of an affine one.
As in [3] , [4] we can obtain E[x(t)] from the solution to a Volterra equation. In fact, the solution to (8) is described by
for ℓ = max{k ∈ N 0 : t k ≤ t}, and hence we have
We show next that Φ(t) satisfies a Volterra equation.
Lemma 2
The matrix Φ(t) satisfies the following Volterra equation
Proof Conditioning (12) on the time of the first jump t 1 , we obtain
and S 1 (t − s) is the transition matrix of (8) from s = t 1 to t, which depends on the intervals between divisions after the first division {h k : k ≥ 1}. Due to the assumption that the intervals between transitions are independent and identically distributed we have E[S 1 (t)] = Φ(t). Thus, partitioning (15) using (16) we obtain (13).
Due to the fact that A is upper triangular and that J is diagonal, (13) is an upper triangular system of Volterra equations. Equation (13) can in some cases be solved analytically (cf. [15] ) by recursively solving scalar Volterra equations. Instead, one can use a numerical method to solve (13) (see [25] ). A simple numerical method is to approximate the integral by a quadrature formula (e.g. a simple trapezoidal rule) at equally spaced points jh ∈ [0, t], where h is the discretization step, i.e.,
where the quadrature weights are denoted by q ℓ . Then Φ(jτ ) can be obtained iteratively from (17) . Note that this numerical method can easily incorporate distributions of the cell division intervals described from histograms, which is typically the case when these distributions are obtained experimentally (see, e.g., [17] ).
An alternative analytical method to solve (13) is to use Laplace transforms. In fact, letΦ
for z ∈ C for which the Laplace transforms exist. In the next result we provide a method to obtain the expressions forK(z),Ĥ(z) andΦ(z) (and hence alsô x(z)) in terms off
Note that if z is realf (z) is the moment generating function of f . Let α j = A jj , 1 ≤ j ≤ r denote the diagonal elements of A and consider the following r partitions of A indexed by j: for j = 1,
and for j = r,
is an upper-triangular matrix whose entries can be obtained recursively from the entries ofK
Furthermore, if the diagonal entries of A assume different values, then
The assumption in the last part of Lemma 3 that the diagonal entries of A assume different values is equivalent to assuming that there does not exist non-negative integers i, j, both less than n, such that iγ m = jγ p . This can be concluded by noticing that the diagonal entries of A take the form −(kγ m +ℓγ p ), for non-negative integers k, ℓ such that k+ℓ ≤ n. We assume this merely for the sake of simplicity since it guarantees that A is diagonalizable. If such assumption is not met we can obtain the desired Laplace transforms using the Jordan block decomposition of A, but the expressions are more intricate.
Proof Taking Laplace transforms on both sides of (11) and (13), and using well-known properties of Laplace transforms (see [15, Sec. 3 .8]), we obtain (20) andΦ
respectively. Since A is an upper-triangular matrix and J is a diagonal matrix, K(z) andĤ(z) are upper-triangular and this implies that the solution to (24) , Φ(z), is also upper-triangular and can be obtained from (21) . From (21) and it is clear thatΦ(z) exists whenK(z) andĤ(z) exist and from (20) it is clear thatx(z) exists whenΦ(z) exists. From (18) and the fact that the eigenvalues of A coincide with its diagonal entries, which are less or equal than zero, we see that each of the entries ofK(z) andĤ(z) is the Laplace transform of linear combinations of functions taking the form e αt f (t) for α ≤ 0 and e βt r(t) for β ≤ 0, respectively. HenceK(z) andĤ(z) exist in {z ∈ C|Re(z) > 0}.
To obtain (22) we note that the eigenvalues of A, α j , 1 ≤ j ≤ r, are simple under the assumption that the diagonal entries assume different values; the right eigenvector associated with the eigenvalue α j is given by
and the associated left eigenvector is given by
Thus, A = r k=1 α j v j w ⊺ j which implies that
Then (22) follows by noticing that This result can be used to obtain the time-evolution of the moments by taking Laplace inverse transforms, although this is useful only if the expressions for the Laplace transforms have known inverse. This is the case, e.g., when f corresponds to an exponential or Erlang distribution (see [33, p. 182 
]).
More important to the present work is that Lemma 3 leads to the desired expressions for the asymptotic moments. In fact, having obtainedx(z) we can make use of the final value theorem for Laplace transforms (see, e.g., [9] ) to obtain expressions for the asymptotic value of x. The obtained expressions are summarized in the next result. Note thatK(0) andĤ(0) can be decomposed asK
where r(s) is defined in (14) .
Theorem 1 Suppose that the probability distribution of the intervals between divisions satisfies the assumptions of Proposition 1. Then
Note that (I − M K ) is an upper-triangular matrix and hence one can easily obtain an expression for (
and consider the partitionsK
We can now use the final value theorem (see [9] , [16, p. 91] 
where we used the fact that lim z→0 Theorem 1 is one of the main results of the paper since it characterizes the asymptotic behaviour of the statistical moments (3). As we shall discuss in the sequel (see Remark 1) we could not have derived this theorem if we had considered the asymptotic behaviour of the embedded Markov chains x(t k ) or
Furthermore, it has the following implication: since from (22) we conclude thatK(0) andĤ(0) depend only onf (−α j ), 1 ≤ j ≤ r, the dependency of the statistical moments of order n of the state of (8) on the distribution between transitions is encapsulated in the moment generating function of the distribution evaluated only at the negative value of the diagonal entries of A. This can for example be seen in the explicit expression for the first two statistical moments of the mRNA level, which we give in the next section (see Theorem 2 below).
3.2 Expressions for the first two moments of the mRNA level Lemma 3 and Theorem 1 allow us to obtain exact expressions for the moments of mRNA and protein levels. However, deriving these expressions analytically requires in general excessively long derivations and thus it is preferable to use symbolic computation. We illustrate next the analytical procedure by deriving the expression for the first moment of the mRNA level, presenting also the expression for the second moment. In a supplementary file we derive the expressions for the first and second moments of the protein level, presenting also the procedure to obtain the expression for the second moment of the mRNA level. Theorem 2 The following holds
) .
Proof To prove (32) it suffices to consider x(t) = [m(t) 1] ⊺ , which satisfies (8) for
Then from (22) we obtain
and from (29) we obtain
), which is (32) .
From the expressions provided in Theorem 2, we can compute the asymptotic values of the coefficients of variation of the mRNA level. For example if the distribution of the intervals between divisions is exponential with mean µ and rate λ :
The asymptotic coefficient of variation for the level of mRNA is then given by
whereγ m := γm λ . We can then conclude that when the distribution of cell division intervals is exponential the asymptotic coefficients of variation of mRNA level lie in the interval
where the upper bounds correspond to limit values as γ m become small with respect to the cell division rate λ, i.e.,γ m → 0, and the lower bounds corresponds to limit values as γ m becomes large with respect to the cell division rate, i.e.,γ m → ∞. We shall derive the coefficient of variation of protein levels for the special case of exponentially distributed intervals between divisions, using a different approach, presented in the next section. Such approach also provides an alternative method to obtain the statistical moments of mRNA and protein levels for Erlang distributed cell-division intervals.
Remark 1
The expressions provided in Theorem 2 can be used to confirm that (31) holds in general. We restrict ourselves to the expected value of the mRNA level, one of the components of vector x. From (8) we conclude that the mRNA level immediately after two consecutive divisions are related by
Taking expected values on both sides of the equations we can conclude that
We have that lim k→∞ E[m(t k )] exists under the conditions of Proposition 1, which is evident from the proof of this proposition given in the appendix.
Assuming that it exists we conclude from (36) that it is given by
, which is different from (32) . Since m(
which is also different from (32).
Exponential and Erlang distributions
In this section we show that when the distribution of the intervals between divisions is an exponential distribution with mean µ and rate λ =
or more generally an Erlang distribution with mean µ and shape κ ∈ N,
where λ = 1 µ , the statistical moments can be obtained by solving linear differential equations. Note that this is simpler than solving the Volterra equation (13) , which is required in the general case, and also facilitates the computation of asymptotic moments. While considering an exponential distribution is not biologically relevant, by properly choosing the shape parameter an Erlang distribution we will be able to accurately fit experimental data, as we shall see in Section 4. Still considering exponential distributions is relevant from a mathematical point of view and it allows us to compare the mRNA and protein counts obtained in this case with other biological relevant distributions.
The result for exponential distributions is given next.
Theorem 3 When f corresponds to an exponential distribution with mean µ = 1 λ the solution to (13) coincides with the solution to the linear differential equationΦ
where u is the unique vector such that
Proof When f is exponential (13) boils down to
By inspection we conclude that Φ(0) = I r . The solution to this equation Φ is continuous (cf. [15, Th. 17, Ch. 3] ) and this implies that the right-hand side of (41) is differentiable, which in turn implies that Φ is differentiable. The derivative with respect to t of the first term in the right-hand side of (41) is given by
where in the last equality we used integration by parts. Hence differentiating (41) we obtain
which is (38) . To prove (39) note that the solution to (38) is Φ(t) = e which is (39) and since the last component of x(t) is equal to one for every positive time t we conclude (40) .
Theorem 3 provides a simple method to compute the asymptotic moments: it requires only to compute the kernel of the matrix (A + λ(J − I)). By doing this when n = 2 we can conclude that
. (43) In fact, for n = 2 one can check that
where m 2,∞ , m ∞ are given in (34) . The asymptotic coefficient of variation of protein levels are then given by
whereγ p := γp λ . From this expression we conclude that
For Erlang distributions we have the following result, analogous to Theorem (3). Let
where Φ(t) is defined in (12) and for 2 ≤ ℓ ≤ κ let Φ ℓ (t) be defined recursively as
Theorem 4 When f corresponds to an Erlang distribution with mean µ = 1 λ and shape κ the solution to (13) coincides with Φ κ (t) defined in (45), (46) and the Φ ℓ (t), 1 ≤ ℓ ≤ κ, can be obtained from the linear differential equation
Proof We can establish that (49) by induction. It holds for ℓ = 1 and assuming it holds for a given ℓ − 1 < κ, we can replace the right-hand side of (49) in the right-hand side of (46) obtaining (49) when ℓ is replaced by ℓ + 1. Then, it is clear by uniqueness of solution to (13) that Φ κ (t) = Φ(t). The differential equation (47) follows from differentiating (46) using similar arguments to the ones used in the proof of Theorem 3 to obtain (42) 
Numerical Results
For a particular cell type, recent experiments have approximated the distribution for the time intervals between cell divisions as a lognormal distribution with mean µ = 9.3 hours and standard deviation 2.54 hours [17, Fig. 1D ]. For the gene-expression model (1) we consider the following parameters normalized by the mean cell division time µ = 9.3 hours:
These values imply a 10-hour and a 2-hour protein and mRNA half-life, respectively. We use the results of the present paper to compute the first two steady-state moments of mRNA and protein levels, and the corresponding steady-state coefficients of variation. This gives
A coefficient of variation of 0.2364 corresponds to a standard deviation that is about 24% of the mean, showing significant heterogeneity in protein levels can be generated by randomness in the cell division process. Since our results also allow us to compute statistical moments of higher order we can also compute skewness and kurtosis. This gives A negative skewness for the mRNA level indicates that the corresponding probability distribution of mRNA leans to values smaller than the mean, and a positive skewness for the protein level indicates that the corresponding probability distribution leans to values larger than the mean. Figure 1 depicts the transitory behavior of mRNA and protein levels starting from initial zero values. The plot for the mean values and corresponding standard deviations is obtained by using a numerical method [25] to solve the Volterra equation (13) when n = 2. Note that the convergence to the steady state values is fast, i.e., the mean mRNA and protein values are already very close to the asymptotic values after a time corresponding the three times the mean inter-division interval. Two different realizations of the time evolution are also shown in Figure 1 .
Next, we investigate how the moments vary with the distribution. We assume that instead of the log-normal distribution considered above, the distribution of the intervals between divisions corresponds to an Erlang distribution with shape κ and we analyze how the shape of the distribution affects the coefficient of variation. We approximate the log-normal distribution above by an Erlang distribution. The coefficient of variation squared (CV 2 ) of the lognormal distribution is given by (2.54/9.3) 2 = 1/13.406. Since the CV 2 of the Erlang distribution is 1/κ, an Erlang distribution with κ ≈ 13 provides a good approximation. This approximation is illustrated in Figure 3 . The fact that this is indeed a good approximation can be confirmed by computing the steady state second order moments and coefficients of variation leading to The values are in fact very similar to (52). Also, one can plot the mean mRNA and protein levels starting at zero levels and show that they are almost coincident with those of Figure 3 . Figure 2 show analogous plots to Figure 1 but for exponentially distributed division intervals with normalized rate λ = 1, which corresponds to an Erlang distribution with shape κ = 1. Note that the realizations are now very different from the case of log-normal distributed division intervals, and the plots shows Note that the coefficients of variation are much larger from the previous case, considering log-normal distributed cell division intervals (see (52)).
In Figure 4 we plot mRNA/protein means and CV for Erlang distributed cell division times with a unit mean and increasing shape parameter κ (which corresponds to decreasing variability of the Erlang distribution since CV 2 f = 1 κ ). The moments first sharply decrease with increasing κ but then saturate to a lower limit for larger values of κ. Note that such value is different from zero, although the probability that cell-division intervals take values close to the mean approaches one as κ → ∞. However, for each fixed κ even a small uncertainty on the inter-division intervals creates a large uncertainty on expected moments as t → ∞.
Discussion and Future Work
Genome-wide quantification of protein half-lives has revealed that many gene encode stable proteins are not actively degraded but diluted through the process of cell division [35] . Variations in cell-division time between otherwise identical cells is bound to generate intercellular differences in the copy numbers of stable proteins. To quantify these intercellular differences we considered a renewal model of gene expression where mRNA/protein levels evolve deterministically, and reduce by half every time the cell divides into daughter cells. Stochasticity enters our model through the time interval between cell division, which is assumed to be an arbitrary random variable. We provided a method to obtain both the time-evolution and steady-state statistical moments of the mRNA/protein levels.
We have shown how to obtain explicit analytical expressions for the steadystate moments (see Theorem 1 and 2). Analytical expressions were useful in understanding how stochastic variability is connected to underlying model parameters. In particular, our results show that as the time interval between cell divisions becomes more deterministic, the moment dynamics becomes more oscillatory and both steady-state means/CV converge to lower values. Formulas reported here would be useful in quantifying how much of the observed expression variability in a gene of interest can be attributed to random cell division versus the inherent stochasticity in the transcription/translation processes. Calculations using distributions obtained from experiments reveals that for a typical gene that encodes an unstable mRNA but stable protein (protein half-life = mean cell division time), randomness in the cell division process can be a significant factor in creating intercellular variability in protein levels (standard deviation in protein level was 25% of the mean level). Note that this variability would be even higher for stable mRNAs or proteins with longer half-lives.
As many proteins are present at low-copy numbers inside cells two additional sources of noise come into play: stochastic birth-death of individual mRNA/protein molecules and ii) stochastic partitioning of molecules between daughter cell at the time of cell division which could be modeled by a binomial distribution [18] . An important direction of future work will be to consider more complex models of gene-expression that incorporate all these different sources of noise. Such models will enable a systematic understanding of their contributions to the observed variability in protein/mRNA levels. . In fact, one can conclude from (1) that if the initial mRNA and protein counts do not belong to I 1 then (m(t k ), p(t k )) ∈ I 1 after a sufficiently large time k ∈ N with probability one. Moreover if (m(0), p(0)) ∈ I 1 then (m(t), p(t)) ∈ I 1 for every time t ∈ R ≥0 . In particular z 1 ∈ I 1 . Now, if z 1 ∈ I 1 then z k ∈ I k where the sets I k , k ∈ N are defined recursively I k+1 = {M(y, h)|y ∈ I k , h ∈ (h,h)}, ∀k ∈ N.
From (53) we conclude that I k+1 ⊆ I k , ∀k ∈ N, and we can also conclude that ∩ ∞ k=0 I k has non-empty interior. Choose then an open set A in ∩ ∞ k=0 I k . By construction the Markov chain z k is irreducible (see [27, Ch. 4] ) with respect to the indicator function of set A, which is equivalent to saying that one can reach any open set in A for any initial condition z 1 ∈ I 1 . One can also conclude that for any initial condition z 1 ∈ I 1 , the state z k , k ∈ N, visits the set A in infinite number of times and that the Markov chain is aperiodic meaning that it does not take values in disjoint sets visited periodically. This implies that the chain is Harris recurrent (see [27, Ch. 9] ) and admits a unique invariant measure π MC (which can be made a probability measure by properly scaling since the chain takes values in a bounded set) and, from the aperiodic ergodic theorem (cf. [27, p. 309]), we have for any initial condition z 1 ∈ I 1 and for any open set B ⊆ I 1 , where P n (y, B) := Prob(z n+1 ∈ B|z 1 = y) for n ∈ N. Using the results in [2] , one can prove that the process w(t) := (m(t), p(t), ξ(t)) where ξ(t) := t − t N (t) , N (t) := max{k ∈ N 0 : t k ≤ t} is the time since the last division, is a Piecewise deterministic process in the sense of [10] . Then z k is the so called imbedded Markov chain of this process and using the connection between stationary distribution of the embedded chain and of the piecewise deterministic process [10] one can conclude that the piecewise deterministic process also has an invariant distribution π P D . Then for any function g(m, p) = m n1 p n2 , n 1 , n 2 ∈ N, we have lim t→∞ E[g(m(t), p(t))] = g(m, p)π P D (dw), w = (m, p, τ ), which concludes the proof.
