The majority of electronic markets worldwide employ limit order books, and the recently emerging exchanges for cryptocurrencies pose no exception. With this work, we empirically analyze whether commonly observed empirical properties from established limit order exchanges transfer to the cryptocurrency domain. Based on the literature, we establish a structured methodological framework to conduct analyses in a systematic and comprehensive way. We then present results from a unique and extensive limit order data set acquired from major cryptocurrency exchanges for the currency pair Bitcoin to US Dollar. We recover many observations from mature markets, such as a symmetry between the average ask and the average bid side of the order book, autocorrelation in returns on the smallest time scales only, volatility clustering and the timing of large trades. We also observe some idiosyncrasies: The distributions of trade size and limit order prices deviate from commonly observed patterns. Also, we find limit order books to be relatively shallow and liquidity costs to be relatively high when compared to established markets.
Introduction
With this paper, we aim to empirically characterize limit order books (LOBs) from several Bitcoin exchanges, and to examinine stylized facts typically observed at a large range of traditional markets. Cryptocurrency markets are of academic interest for several reasons: Leaving technological advances aside, cryptocurrency markets represent a unique opportunity to study properties of an emerging market for a largely unregulated asset, which does not (yet) "fulfill the main properties of a standard currency" (Bariviera et al. 2017) . It is, therefore, of interest to contrast the extensive body of results on traditional limit order exchanges with analyses on cryptocurrency exchanges.
Despite the unprecedented ease of access to high-frequency and rich market data from cryptocurrency exchanges using their open interfaces, we found only a single study employing LOB data: Donier and Bouchaud (2015) focus on the role of liquidity in market crashes. Donier and Bonart (2015) use trade data to reconstruct "metaorders" and investigate the price impact of these orders. Other works focus on stylized facts of price time series (Bariviera et al. 2017; Brandvold et al. 2015; Chan et al. 2017; Chu et al. 2017; Easwaran et al. 2015; Zargar and Kumar 2019; Zhang et al. 2018) or the liquidity at the best bid and best ask-see Dimpfl (2017) and Dyhrberg et al. (2018) .
Clearly, there is a vast body of literature on LOBs in traditional markets. For a comprehensive survey of literature on LOBs for traditional assets we refer to Gould et al. (2013) . We review further works when we present our methodology and results. In one of the first empirical works on LOBs, Biais et al. (1995) report a symmetry in the average shape of the LOB from the Paris Bourse, and find that incoming orders are most likely placed close to the current price. In contrast, depth is largest further away from the current price. When analyzing conditional probabilities of certain events, they find that market participants place orders within the bid-ask spread when volume at the quotes is high or the bid-ask spread wide. Both Bouchaud et al. (2002) and Zovko and Farmer (2002) study the arrival rates of limit orders at the Paris Bourse and the London Stock exchange as a function of the price difference to the current price, and find that it follows a power law. Focusing on levels deeper in the LOB, Gomber et al. (2015) study liquidity costs for large volumes and their reaction after liquidity shocks in the form of large trades. Gopikrishnan et al. (2000) focus on statistics of trades from LOBs for many major US stocks, and report power laws in the distribution of trade size. Other works assess the price impact of limit orders, i.e., the change in price following a limit order. Bouchaud (2009) provides an overview of the concept. Cont et al. (2014) empirically demonstrate that short-term returns are mainly driven by order flow imbalances.
With this paper, we contribute to close the research gap in the cryptocurrency domain and make the following contributions:
1. Structured framework for analyzing limit order book data: First, following the literature, we establish a structured framework for the extraction of empirical properties from LOB data and trade flows. The substantial body of literature addressing LOB data from established exchanges serves as a baseline for our work as well as other studies addressing cryptocurrencies. 2. Recovery of common qualitative facts: Second, using a large-scale limit order data set, we can confirm that many empirical observations from more mature markets also transfer to major exchanges for the BTC/USD currency pair, most notably:
• Symmetric average limit order book: We recover the commonly observed symmetry between the bid and the ask side of the time-averaged LOB.
• Dispersion of liquidity: Liquidity is dispersed over many levels of the order book, and small values of depth at the best bid and ask occur with highest probability.
•
No autocorrelation in lower-frequency returns:
We do not observe significant autocorrelation in the series of returns on time scales from minutes to days.
Negative autocorrelation in tick-level returns (bid-ask bounce):
The series of trade-to-trade price changes exhibits negative autocorrelation in the first lags.
• Volatility clustering: The autocorrelation of volatility measures exhibits significant positive values even after multiple days.
• Non-normality of returns: The distribution of returns on different time scales shows heavy tails and deviates strongly from the normal distribution.
• Timing of large trades: Trades of large size seem to be executed when liquidity costs are relatively low.
• Power tails in trade size distribution: For trades larger than the minimum order size, we recover a power tail in the distribution of trade size. 3. Idiosyncratic observations: Third, we can identify the following key idiosyncrasies:
• Relatively shallow limit order book: Despite narrow bid-ask spreads, liquidity costs increase rapidly once higher volumes are traded. This finding is consistent with Bitcoin traders being retail traders rather than institutional investors.
• Weak intraday patterns: Depending on the exchange, we observe either absent or weak intraday patterns in liquidity costs and weak patterns in trade frequency and size. Contrary to traditional markets, there is continuous trading at cryptocurrency exchanges, and our results might indicate a superposition of automated trading and worldwide market participation.
• Frequent minor trades: Many trades are of very small size, i.e., close to the minimum size increment. Unlike most traditional assets, Bitcoin can be traded in increments of 10 −8 BTC with typical minimum order sizes in the order of 10 −3 BTC. These two limits and the predominance of retail trading seems to explain the very broad empirical distribution of trade size with a minimum at the minimum size increment.
• Broad distribution of limit order prices: A large part of limit order volume and changes thereof is located very far away from the current price. Possible reasons are the unlimited lifetime of orders at cryptocurrency exchanges, the speculative placement of orders far away from the current price and the absence of regulatory limits such as price caps for submitted orders.
The remainder of this paper is structured as follows: In Section 2, we provide a brief overview of cryptocurrency exchange market structure. Our data set is described in Section 3. We cover our methodology in Section 4 and embed analyses from the literature in a comprehensive framework, which then also guides the presentation of our results in Section 5. We conclude in Section 6.
Cryptocurrency Exchange Market Structure
There are several ways to acquire cryptocurrencies: First, units of a cryptocurrency can be earned through the process of mining, e.g., by contributing computing power to append blocks to the block chain (compare Böhme et al. (2015) for an introductory review). Second, cryptocurrencies can be used as form of payment, and be obtained by offering goods or services. Third, cryptocurrencies can be exchanged for traditional currencies and other cryptocurrencies at several exchange platforms, which are operated by private companies. Although the Bitcoin network itself is largely decentralized and the technical setup for an exchange is relatively straightforward, there are drivers that force exchanges to a small number of countries. Regulatory requirements and the need for a secure infrastructure limit the number of exchanges (Böhme et al. 2015) . In addition, the origin of an investor determines a preference for certain base currencies, which in turn constitutes a preference for the exchange's place of business.
Cryptocurrency exchanges come in several varieties: brokers offering exchange at fixed prices, direct peer-to-peer exchange venues and trading platforms similar to conventional currency or stock exchanges. In this paper, we focus on currency exchanges operating LOBs, which are also used by most traditional markets worldwide (Gould et al. 2013) . In this respect, cryptocurrency limit order exchanges replicate common features from their traditional counterparts: Traders express their intention by submitting orders with a price limit and a fixed amount, which are then matched with other orders to yield transactions or are transferred to the LOB. One prominent difference to conventional exchanges is that cryptocurrency exchanges operate continuously and thus do not hold opening or closing auctions often found at (hybrid) stock exchanges.
In Table 1 , we exemplarily compare several cryptocurrency exchanges along several dimensions for the currency pair Bitcoin (BTC) against US Dollar (USD). We list the availability of several special order types: Stop orders (also called stop-loss or take-profit orders) are executed once previously set conditions on the current price are met. Fill-or-kill orders are to be executed either immediately to the full requested quantity or canceled. Immediate-or-cancel orders are executed immediately and to the largest extent possible, and not transferred to the LOB. Hidden orders (also called iceberg orders) are not shown with their full quantity in the publicly visible order book and serve to hide liquidity. The table also lists the range of fees to be paid at the exchanges. Most exchanges charge fees following a fee schedule depending on traded volume, and differ between taker and maker fees, which we list separately: Maker fees are paid for trades following the provision of liquidity (e.g., after posting a new limit order), and taker fees are charged on trades taking liquidity out of the market by submitting some immediately executed order. We also list fees payable when withdrawing or depositing traditional fiat currency. The listed resolution parameters specify the smallest price increment (tick size) and the smallest order size (minimum order size). 
Data
We select data from several different exchanges, and focus on the BTC/USD market, which is the leading cryptocurrency pair by traded volume and order book depth. For this currency pairs, we determine the largest exchanges by volume and collect data from BitFinex, Bitstamp and Coinbase 1 .
We retrieve data from selected exchanges and for selected currency pairs by directly connecting to the exchange's application programming interface (API). We collect both transactions (trades) and limit order data. For trades, we record the timestamp of the transaction, its volume, price and a buy/sell flag. The collected limit order data contains the limit order book depth at all price steps. Our data set comprises data from 2 December 2017 to 12 October 2018, i.e., close to one calendar year and covers the time of peak interest in cryptocurrencies with the highest ever achieved prices and high volatility, as well as a time of relatively stable prices. In total, we have obtained over 140 GB of raw data.
To prepare limit order data for further analyses, we first reconstruct the state of the LOB at a minutely sampling frequency. We restore LOBs to the largest depth available during the time of retrieval via the exchange's API. For example, we reconstruct roughly 450 thousand states of the LOB for our evaluation period and the BitFinex BTC/USD market. Finally, we aggregate order books to extract relevant measures. 
Methodology
We continue by describing the methodology for our study. Section 4.1 introduces the basic notation used throughout the remainder of this paper. Then, Sections 4.2 and 4.3 detail our approach for extracting the empirical properties of cryptocurrency data.
Basic Notation
Our notation builds upon the mathematical description of LOBs introduced by Gould et al. (2013) . The atomic building block of a limit order exchange is the limit order denoted by the vector x = (p x , ω x , t x ). In case of a positive volume ω x > 0 (negative volume ω x < 0), the order is a sell-order (buy-order), expressing the intention to sell (buy) no more than |ω x | of the traded asset at a price of at least p x (no more than p x ). t x denotes the time of submission of the order. Limit orders usually need to adhere to some discretization of price (tick size) and quantity (lot size) imposed by the exchange. A special case of the limit order is the market order. It constitutes the commitment to sell at any price (therefore, p x = −∞) or buy at any price (hence, p x = ∞). Upon order submission, the trade matching algorithm of the exchange checks whether the newly submitted order can be matched with active limit orders, i.e., if the limit price p x to sell (buy) is below the limit price of any buy-order (above the limit price of any sell-order). A matched order leads to a transaction (trade) denoted by M = (p M , ω M , t M ). Herein, |ω M | is the amount traded, and p M is the price of the transaction. The sign of ω M is determined by the order initiating the trade. A partial execution of orders may lead to a trade covering only a fraction of the initial order, leaving the remainder in the LOB. An order enters the order book if it has not been fully executed and its execution flags do not specify a differing behavior. Orders in the LOB are called active and remain active until they are canceled, matched or expire. We denote the set of orders in the LOB at time t as L(t). The bid side B(t) at time t contains all buy-orders, i.e., B(t) = {x ∈ L(t) | ω x < 0}. Similarly, the set of sell orders (ask side) is defined as A(t) = {x ∈ L(t) | ω x > 0}. The evolution of an order book state L(t 1 ) to another order book state L(t 2 ), t 2 > t 1 is driven by the flow of incoming orders {x t | t 1 < t ≤ t 2 }.
Hence, we can have two different approaches to analyze the evolution of LOBs: First, we can either look at the series of snapshots of the (static) state of the LOB, sampled at a ∆t-second timescale. Second, alternatively, analyses can cover the (dynamic) flow of limit orders {x i } leading to changes of the order book or the resulting flow of trades {M i }. Both perspectives are used in the literature, and for the sake of a clear structure of the remainder of this paper, we use this differentiation and practical considerations to guide our methodology and the presentation of results. Consequently, we first describe the statistics of static LOB states L(t) in Section 4.2. In the subsequent Section 4.3, we turn to the analysis of order flows {x i } and the resulting flow of transactions {M i }.
Measures of the Static Limit Order Book
We first focus on derived measures of the static LOB at some time t, i.e., L(t). In other words, we consider some function f which we apply to the static state of the LOB, i.e., f (L(t)). Most of the quantities introduced in this section are visualized in Figure 1 . One of the most important properties of L(t) is its depth profile, which is the total available limit order volume at a given price p and is given by
for the bid side, and similarly for the ask side. We write the i-th best price of the ask side (bid side) as a i (t), i ∈ {1, . . . , |A(t)|} (b i (t), i ∈ {1, . . . , |B(t)|}). The total order volume at level i is given by q a i (t) = n a (a i (t), t) and q b i (t) = n b (b i (t), t), respectively. The first ask-side level a 1 (t) = min x∈A(t) p x is the best ask price of the order book, and b 1 (t) = max x∈B(t) p x is the best bid price. The average of best ask and best bid price is the mid price given by m(t) = (a 1 (t) + b 1 (t)) /2. The difference between the best ask and the best bid price is the bid-ask spread, i.e., s(t) = a 1 (t) − b 1 (t). Similarly, we can define the volume-weighted average price (VWAP) function for the imaginary immediate execution of a market order of size ω, assuming no other orders interfere at the same instant:
Herein, the index i iterates over price levels in a price-ordered fashion, and we assume that the order book is deep enough to provide the requested volume ω. The definition for the bid-side VWAP function v b (ω, t) is analogous.
To increase the comparability of different order books at different times, it is common practice to consider prices relative to the current mid price. We define the transformation of a price p(t) to the relative price scale asp(t) = (p(t) − m(t))/m(t). In this scale, the relative bid-ask spread is given bỹ s(t) =ã(t) −b(t). The bid-ask spread often serves as a measure of market liquidity, as it quantifies the liquidity premium one needs to pay for immediately executing a trade by submitting a market order. However, it is only an accurate estimate for the liquidity premium for order volumes smaller than the order book depth at the best bid/best ask price. To correctly valuate the liquidity cost for a given volume ω, we can similarly define the two-sided VWAP spread asṽs(ω, t) =ṽ a (ω, t) −ṽ b (ω, t). We split further analyses on measures of the static LOB into three canonical subgroups: First, we can perform cross-sectional descriptive statistics in the sense that we ignore the time series nature of the data. Second, we can take the time series nature of the derived measures into account and study their evolution over time. Third, we can evaluate descriptive statistics of derived measures subject to some condition. 3 Table 2 provides an overview of the analyses which we describe in the following, and includes the commonly observed fact under investigation as well as relevant references from works focusing on traditional limit order markets.
2 Two-sided in this case refers to both the bid and the ask side of the order book, and is used for comparability to the (two-sided) bid-ask spread. Please note that this is equal to the exchange liquidity measure (XLM) of Gomber et al. (2015) . 3 To keep the three groups canonical, the third group is limited to conditions other than the own past of the data, i.e., the time series, which was already addressed in the second group. (3) and (4)) and time-averaged relative price differences between adjacent steps of the LOB (∆ã, ∆b) i (Equation (5)) Biais et al. (1995) , Cao et al. (2009) and Potters and Bouchaud (2003) U Gamma-distributed depth at best bid and best ask Unconditional empirical distribution of the total volume (depth) at the best bid (or ask), i.e., {q a 0 (t)} t and {(q b 0 (t)} t
Bouchaud et al. (2002) U
Hump-shaped mean depth profile
Empirical distribution of the time-averaged volume from the depth profile (q a i (t) and q b i (t)) as a function of the (relative) price difference to the ask or bid price Bouchaud et al. (2002) , Potters and Bouchaud (2003) and Gu et al. (2008) U Increase in liquidity costs beyond the best bid/ask Unconditional distribution of the relative bid-ask spread {s(t)} t and the relative VWAP spread {ṽs(ω, t)} t Gomber et al. (2015) U Heavy tails of mid-price returns
Unconditional distribution of mid-price returns {r(t, ∆t)} t analyzed with kurtosis estimates and Hill estimator (Equations (10) and (11)) Hill (1975) , Balanda and MacGillivray (1990) and Lux and Marchesi (2000) TS
No autocorrelation of returns
Autocorrelation of logarithmic mid-price returns C(n) (Equation (8)) Lux and Marchesi (2000) and Cont (2001) TS
Volatility clustering
Autocorrelation of absolute or squared logarithmic mid-price returns, i.e., the functions C 1 (n) and C 2 (n), respectively (Equation (9) We can now introduce cross-sectional statistics of measures based on the static LOB L(t). We start from a set of T LOB states {L(t)} T t=1 and derive the corresponding set of values of some measure f , i.e., { f (L(t))} T t=1 . In a first set of analyses, we consider distributional characteristics of the values of f . Thereby, we focus on two important measures for liquidity costs, namely on the relative bid-ask spread ( f =s) and on the two-sided VWAP spread for different order volumes ω ( f =ṽs). The second set of analyses considers the average depth profile, where we average over all states L(t) of the LOB at different points in time t. We first define the time-averaged relative ask (bid) price of LOB step i, i.e.,
Following Biais et al. (1995) , we consider the time-averaged cumulated depth up to a step i, i.e.,
The vectors ã,b, q a , q b i represent the time-averaged shape of the cumulated LOB. A different definition is used by Bouchaud et al. (2002) to discuss the average shape of the LOB: They consider the time-averaged distribution of non-cumulated volume q a i (or q b i ) as a function of the difference in price to the current bid or ask. Complementing the analyses of the average shape of the order book, we also consider time-averaged differences between the relative price at level i and level i + 1, i.e.,
Time Series Properties of Limit Order Book Measures
Instead of considering cross-sectional properties of the LOB state L(t), we can consider the time series of values of some measure f , i.e., ( f (L(t))) T t=1 . Our analyses will focus on measures of liquidity costs (relative bid-ask spreads and the two-sided VWAP spread f =ṽs) and the mid price m. Also, we consider logarithmic mid-price returns on the time scale ∆t given by
We calculate the log-realized volatility rv(t 1 , t 2 , ∆t) between times t 1 and t 2 as
Following Cont (2001), we also compute the autocorrelation function of logarithmic mid-price returns and the k-th power of absolute logarithmic mid-price returns, i.e.,
Herein, n denotes the lag, and corr is the sample correlation function. Tails of the distribution of mid-price returns are analyzed in terms of two kurtosis measures and a tail index estimator. As kurtosis metrics we consider the empirical fourth standardized moment (henceforth: m 4 , compare Bacon (2008)) and a second metric based on Balanda and MacGillivray (1990) , using quantiles (henceforth: γ p,q ). The computation of γ p,q is as follows:
Please note that F −1 denotes the quantile function and p and q are p-quantiles. If the underlying distribution F is symmetric, then we can use γ p=0.025,q=0.125 to measure heavy tails (Büning 1991) . To measure deviation from normality we compute the excess version of both metrics, i.e., γ e p=0.025,q=0.125 = γ p=0.025,q=0.125 − 1.706 and m e 4 = m 4 − 3. A time series is classified as platykurtic if the excess metric of interest is smaller than zero, mesokurtic if the excess metric is equal to zero and leptokurtic if the excess metric is larger than zero. Thereby, for both metrics larger positive values are associated with heavier tails, while smaller negative values indicate lighter tails. Financial time series are typically leptokurtic (Cont 2001) .
The tail index is a measure of the frequency of extreme returns (Lux and Marchesi 2000) and is estimated with a Hill estimator (Hill 1975) . As a prerequisite to compute the Hill estimator the time series must be descendingly ordered, i.e., r mid n ≥ · · · ≥ r mid n−a ≥ · · · ≥ r mid 1 . Thereby, r mid n denotes the largest mid-price return in the time series and r mid 1 the smallest. The number of observations included in the tail analysis solely depends on the value for a. In recent decades a large body of literature has focused on how to determine a. 4 Following Lux and Marchesi (2000) and Kelly and Jiang (2014) , we set a to a fixed percentage p of data points, namely 10, 5 and 2.5 percent. Given the ordered time series, we can compute the Hill estimator with the following equation (Lux and Marchesi 2000) :
Statistics of Conditional Limit Order Book Measures
In the third category, we subsume many analyses from the literature which evaluate measures of the static LOB conditional on some condition C. Following our notation, we evaluate order book measures f for the subset given by C, i.e., consider the set { f (L(t)) | L(t) ∈ C}. We investigate the intraday dynamics of liquidity measures to test for commonly observed patterns-see, among others, McInish and Wood (1992) , Biais et al. (1995) , Danielsson and Payne (2001) , Ranaldo (2004) and Gomber et al. (2015) . In this case, C selects only those order book states from a given hour of the day, and we evaluate mean bid-ask spreads ( f =s) and VWAP spreads ( f =ṽs). Another class of studies covers the concept of market resiliency, which we define in the sense of Foucault et al. (2005) and Gomber et al. (2015) as the recovery of market liquidity following liquidity shocks, and which is considered to be one of the main characteristics of liquid markets (Black 1971; Kyle 1985) . We follow several previous studies (compare, for example, Degryse et al. (2005) , Large (2007) , Cummings and Frino (2010) and Gomber et al. (2015) ) and analyze the evolution of market liquidity around large trades in a conditional event study: We condition the analysis onto a set of selected events E C , which is given by the set of trades with exceptionally large volume, and transform the timestamp t of a LOB state L(t) to the event time scale τ of event e, i.e., calculate τ = t − t e . We then consider the average avg of a measure f over all LOB states that are a time difference τ away from a selected trade e ∈ E C :
In the analyses presented in this paper,f evaluates averages of the bid-ask spread and the VWAP spread around large trades.
Dynamics of the Limit Order Book: Order and Trade Flows
We now turn to the analysis of the two event streams translating one static state of the LOB L(t 1 ) to a subsequent state L(t 2 ): the flow of limit orders {x i } leading to changes of the order book and the resulting flow of trades {M i }. We use the index i to count limit order or trade events, while index t refers to the wall-clock time. We directly observe trades with information
with the traded amount |ω M |, the execution price p M and its time t M . The sign of ω M is determined by the order initiating the trade. In contrast, we are unable to observe every single limit order between LOB states at different times. Nevertheless, we can compute the change in depth profile between order book states sampled at times t and t + ∆t as the absolute change in limit order depth at a given price p, i.e., ∆n
for the bid side, and similarly for the ask side. For newly submitted or canceled limit orders that are not executed, ∆n b (p, t) corresponds to the net limit order volume flow between t and t + ∆t. The limit order volume flow close to the current price is underestimated as some orders are executed in between.
As for static LOB measures, we use three canonical subgroups (unconditional, time series and conditional properties) to structure our analyses. Table 3 provides an analogous overview of analyses with commonly found facts from other works. Table 3 . Overview of commonly found facts and supporting analyses on trades and limit orders. Type refers to the class of analysis and is one of U (unconditional statistic), TS (time series statistic) and C (conditional statistic). Autocorrelation of the series of trade price changes C tp (n) (Equation (15)) Cont (2001) Several authors study the frequency of limit orders and their size as a function of the price difference to the current bid or ask (among others, Bouchaud et al. (2002) , Potters and Bouchaud (2003) and Gu et al. (2008) ). To analyze the limit order flow as a function of price using available data, we consider the time-averaged absolute change in limit order depth as a function of price, which is for the bid side given by
and analogously for the ask side (∆n a (p)). Another class of works studies the empirical frequency distribution of transaction sizes, for example Gopikrishnan et al. (2000) , Maslov and Mills (2001) and Mu et al. (2009) . We repeat these analyses with the available cryptocurrency data and consider distributional properties of the series of trade size, i.e., {ω M i }.
Time Series Properties
To evaluate the evolution of trade properties, we sample trade data onto lower timescales by considering some trade statistics f T of all transactions between time t 1 and t 2 , i.e., the set {M i | t 1 ≤ t M i < t 2 }. We consider the average trade size, the total trade volume as well as trade counts (i.e., the trade frequency).
Time series of changes in trade price are known to exhibit autocorrelation for the first few lags (compare, for example, Cont (2001) and Russell and Engle (2010) ). We therefore define the series of changes between trade prices, i.e., ∆p i = p M i+1 − p M i , and compute its autocorrelation as
Similarly, we analyze the autocorrelation in the series of trade sizes by considering
Statistics of Conditional Trade Measures
Similar to the analysis of intraday patterns of liquidity costs, we consider average properties of cryptocurrency transactions conditional on the hour of the day (trade frequency, total traded volume, average trade size). Biais et al. (1995) and Danielsson and Payne (2001) perform similar analyses.
Results
Following the methodology outlined in the previous section, we now present results for the cryptocurrency exchange BitFinex and the currency pair BTC/USD. We focus our analyses on this exchange as it has the highest trading volume in the time period of our study. We also evaluate data for the currency pair BTC/USD for the second and third largest exchange (Coinbase and Bitstamp), and compare the results to check robustness. Parts of those results are included in the appendix, and we discuss major differences in the following. Most LOB measures are unlikely to be stationary, and might therefore differ with market phases. To check robustness in this regard, we divide our data into a subperiod of high volatility (SP1 from 2 December 2017 to 7 May 2018) and a subperiod with relatively stable prices (SP2 from 7 May 2018 to 12 October 2018). 5 We first analyze statistics of measures of the static LOB in Section 5.1, which we divide into three parts to separately discuss unconditional, time series and conditional statistics. In Section 5.2, we analyze the dynamics of LOBs.
Analysis of the Static Limit Order Book

Descriptive Statistics of Unconditional Limit Order Book Measures
We first present unconditional descriptive statistics of measures of the static LOB, and begin by discussing the average shape of the LOB.
Time-averaged depth profile: Figure 2a displays the time-averaged cumulated depth profile of the LOB, i.e., plots the quantities (ã,b, q a , q b ) i (Equations (3) and (4)) for the first 25 limit orders of each side, on a relative price scale. Table 4 presents further descriptive statistics of the prices and volumes of the first ten steps of the depth profile. We make the following observations:
1. Symmetry between bid and ask side: There is a high degree of symmetry in the average depth profile of the bid and the ask side: Average prices exhibit very similar absolute values, and depths agree surprisingly well at corresponding steps i. This symmetry is well-known for limit order stock markets (see, for example, Biais et al. (1995) , Potters and Bouchaud (2003) and Cao et al. (2009) ). 2. Dispersion of liquidity: The liquidity provided at the best bid or the best ask price is only a very small part of overall liquidity, and the incremental liquidity provided by each level deeper in the LOB is comparably small. Biais et al. (1995) observe this pattern for equity data from the Paris Bourse, and we find that it is very pronounced in the Bitcoin market: The average level contributes an additional volume of 2 BTC (corresponding to roughly 20000 USD). These small depths may be driven by the fact that the cryptocurrency markets are still dominated by retail trading activity, and that there is still potential for further institutional market making activities-see Chaparro (2017) and Arnold (2018) . Furthermore, we find that the average volume at the best ask/bid is triple the volume contributed by levels deeper in the book, which contrasts with Biais et al. (1995) who point out that it is slightly lower. 3. Approximately linear price schedule: In agreement with Biais et al. (1995) , we observe that the price schedule, i.e., the dependence of the price on demanded or offered quantity, can be approximated very well by linearity and is weakly concave. The concavity seems to be a consequence of an unequal spacing of average price levels rather than a consequence of increasing average volume at each price level. To analyze this in detail, Figure 2b displays the average relative spread between adjacent price levels ∆ã, ∆b i (Equation (5)) as function of the level number i. The bid and the ask side of the LOB behave very similarly. The largest average difference in price is found directly after the best bid/best ask and amounts to roughly 1.2 bp, which is larger than the average bid-ask spread (0.97 bp). This value then declines to lower values and remains constant at roughly 0.7 bp for higher price levels (i ≥ 15). 6 The first 25 price levels in the static LOB are therefore denser further away from the bid-ask spread. We might interpret this observation as a consequence of the execution of market orders reducing the limit order volume at the center of the LOB. Orders deeper in the book are less likely to be executed, leading to more densely spaced price levels on average.
Robustness checks: The observed symmetry between bid and ask side of the LOB and the roughly linear price schedule holds also for subperiods SP1 and SP2 (compare the light gray lines in Figure 2a) as well as for the Coinbase and Bitstamp exchanges (compare Figure A1 in the Appendix A) . Surprisingly, for Coinbase, the price schedule is convex, and consequently, the average price spread between LOB levels increases with i. Distribution of volume at the (best) bid and ask: Figure 3 shows the joint distribution of volume at the best bid and the best ask (q b 1 and q a 1 , respectively). We calculate the common logarithm of the volume in units of the minimum order size (0.002 BTC, compare Table 1 ) and calculate the histogram. The empirical distribution shares the main characteristic properties with the results by Bouchaud et al. (2002) for the Paris Bourse: First, the empirical distributions agree very well and fit to a Gamma distribution p(q 1 ) ∝ q γ−1 1 exp (−q 1 /θ) with a shape parameter γ ≈ 0.28 ≤ 1 and a scale parameter θ ≈ 10.94 BTC. From the fit to the Gamma distribution follows that the most probable volume at the best bid or best ask is zero, but the expected value is rather large. Second, the distribution deviates from the Gamma distribution for specific, equally spaced values: Apparently, there is a number preference for the order size, which gets apparent for smaller depth values, where it is more likely that only a single limit order provides the complete depth. Preferred values seem to be 0.1 BTC, 0.5 BTC, and especially 1.0 BTC. Third, the distributions of the bid and the ask side are very similar (not shown).
Robustness checks: Despite differences in estimated parameters γ and θ, we find the empirical distribution for subperiods SP1 and SP2 to be very similar. When comparing results to those of the Coinbase and Bitstamp exchanges, we find that the volume at the best bid and best ask is considerably lower (compare Tables A1 and A2 in the Appendix A) for both exchanges. The distribution seems to be 6 The question arises whether these results are a consequence of the limited price increment of the exchange. With average mid prices in the order of 10,000 USD and a price increment of 0.1 USD, we obtain a technical limit for relative price differences of 0.1 bp, which is still one order of magnitude larger than the observed average price differences. largely affected by a trader's preference for certain order sizes and is not well described by the Gamma distribution, which might be a consequence of a much smaller trading volume at these exchanges. Broad distribution of limit order prices and hump-shaped average order book: Several authors have reported empirical time-averaged limit order volumes as a function of the price difference to the current bid or ask (see Bouchaud et al. (2002) , Potters and Bouchaud (2003) and Gu et al. (2008) ). Figure 4 presents the density of limit order depth q a i (or q b i ) as a function of relative pricep (Figure 4 ), which we estimate using a kernel density estimator with bandwidth 0.25 bp. We identify the following main characteristics:
1. Global maximum at (best) bid and ask: Consistent with the findings from the time-averaged cumulated depth profile, we find the global maximum of volume at the current bid or ask of the LOB. This structure resembles the finding by Potters and Bouchaud (2003) for the SPY exchange-traded fund at Island ECN, where maximum limit order volume is found at the best bid and ask.
2. Maximum away from current price: There is a second, local maximum further away from the current bid (or ask), which we locate at relative prices in the order ofp ≈ 1%. We find the location of this maximum to be roughly symmetric between the ask and bid side of the order book. Both Bouchaud et al. (2002) and Gu et al. (2008) report a maximum in the average shape of the LOB located several ticks deep in the order book, yielding a hump-shaped average order book. In contrast to data from the Bitcoin exchange, this maximum is in relation closer to the current price. 3. Broad distribution of time-averaged volume: Bouchaud et al. (2002) find that orders are placed as far as 50 percent away from the current mid price; however most limit order volume is located within the first 100 ticks surrounding the current price, consistent with the analyses of Potters and Bouchaud (2003) and Gu et al. (2008) . In contrast, we find a very broad distribution of volume around the current mid price, which extends with significant shares of the total limit order volume to up to 100 percent of the current mid price, and for the case of ask orders even further. To gain a better understanding of our results, we refer to the work by Roşu (2009) , who models the hump-shaped volume distribution as an equilibrium: On the one hand, traders are optimistic that limit orders placed away from the current price will eventually execute at a favorable price. On the other hand, they fear that limit orders too far away from the current price will never be executed. Following this picture, there seems to be a pronounced optimism in Bitcoin markets that limit orders far away from the current price will eventually match, which may seem likely for market participants in the light of highly volatile prices. In addition, Bitcoin markets do not close during night, and limit orders can have unlimited lifetime, leading to significant limit order volume at highly speculative prices far away from the current mid price. Bitcoin markets are unregulated, with exchanges, to our knowledge, not imposing any restrictions that limit orders need to be placed within a fixed bandwidth around the current mid price. This stands in contrast to more mature markets, where such conditions may be imposed-see Interactive Brokers (2019). The observed second local maximum might therefore correspond to the hump observed in other markets, but much further away from the current price.
Robustness checks: The general shape of the average limit order depth is similar for different subperiods of data (compare Figure 4) . Results from other exchanges are generally consistent with these results.
Liquidity costs: Knowledge of the full depth profile of the LOB at any time t allows to determine the liquidity premium for the virtual immediate execution of a market order of size |ω|. This is particularly interesting since liquidity costs make up an important part of transaction costs, which are critical, e.g., for the profitability of high-turnover statistical arbitrage strategies. Table 5 reports descriptive statistics of the VWAP spread 7ṽ s(ω, t) for different volumes ω and the bid-ask spreads. We find an average bid-ask spread of 0.97 bp with a distribution skewed towards lower bid-ask spreads (median spread of 0.16 bp, skewness ≈ 17). For a similar time period but different exchanges, Dyhrberg et al. (2018) find comparable average quoted bid-ask spreads ranging from 0.54 bp to 7.8 bp and point out that these are "significantly lower than the average quoted (effective) spread [...] of stocks on the NYSE" (Dyhrberg et al. 2018, p. 141) . However, taking into account liquidity deeper into the order book, we find that liquidity costs rise fast for larger volumes ω: Two-sided VWAP spreads for 1 BTC are on average twice as high as the bid-ask spread, and rise by roughly one order of magnitude (8.37 bp) for a volume of 10 5 USD, which still is a relatively small amount for traditional institutional investors. When compared to a similar analysis by Gomber et al. (2015) , the depth of the LOB beyond the best bid or ask is limited: For DAX stocks, the ratio between liquidity costs for 10 6 EUR and the bid-ask spread is between 5 and 12, whereas we find a value of roughly 41.
Robustness checks: When considering subperiods of data, we find that average liquidity costs for small volumes depend on the current market phase (also compare Section 5.1.2). In SP1, liquidity is on a generally higher level, but the scaling of liquidity costs with volume is similar. The scaling of liquidity costs with volume is even more extreme for the second largest exchange (Coinbase): With 0.20 bp, the bid-ask spread is narrower on average (compare Table A3 ), which might be a consequence of the smaller price increment of 0.01 USD. However, liquidity costs rise fast, and assume values similar to the BitFinex exchange for larger volumes. The ratio between liquidity costs for 10 6 USD and the bid-ask spread is at 282.
Time Series Characteristics of Statistics
We now turn to the study of time series properties of selected measures of the static LOB. Non-normal return distribution: Figure 5 displays the evolution of the last mid-price m(t) of the day, as well as the daily realized volatility (Equation (7)). Besides the expected non-stationarity of this time series, we observe high volatility with double-digit percentage price changes during the first months of our data. This picture is reinforced by the descriptive statistics of mid-price returns r mid (t, ∆t) in Table 6 , for different time scales ∆t. Both positive and negative daily logarithmic returns have extremal values close to 20 percent. Median and mean returns are close to zero. Daily returns are slightly skewed to the left, minutely returns are slightly skewed to the right.
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The reported VWAP spreads are upper bounds as BitFinex allows hidden limit orders which might provide further liquidity. Next, we will evaluate the tail index estimates. Table 7 summarizes the results of the tail analysis for minutely and daily data. For the Hill estimator H p (Equation (11)) to be meaningful, approximately 2000 observations are needed (Lux and Marchesi 2000) , and we therefore do not show Hill estimates for daily data (313 observations). Our tail index estimates range between 1.94 and 3.67, which is in line with the literature. Smaller estimates indicate heavier tails. Estimates for the tail index smaller than four are associated with infinite fourth moments making m 4 unreliable. Thus, we show excess kurtosis values m e 4 but do not interpret them. A typical pattern for stocks can also be found in our context, namely that the tail index estimator increases with the number of observations considered as being in the tails (Lux and Marchesi 2000) . Our results provide evidence that mid returns exhibit heavy tails, i.e., the probability of extreme events is higher compared to a normal distribution. For the case where we do not distinguish between the two tails of the distribution (columns "both"), this can be seen from the quantile-based excess kurtosis metric γ e p=0.025,q=0.125 close to 0.6. 8 The Hill estimates between 2.05 and 2.90 (∆t = 1 min) as well as 2.27 and 3.30 (∆t = 1 h) point into the same direction. According to both metrics, we can draw the following further conclusions: First, minute data have heavier tails than hourly data, i.e., excess kurtosis values are larger, and Hill estimates smaller. Second, the left tail is heavier than the right tail for minute data and vice versa for hourly data. The latter holds true independent of the number of observations declared as tail. In a recent contribution, Zhang et al. (2018) use the m 4 kurtosis metric and the Hill estimator to analyze the tails of eight cryptocurrencies, among them Bitcoin. For two years of daily returns, computed from closing prices, the authors point out that all examined cryptocurrencies exhibit heavy tails. Overall, we can reproduce the stylized facts on the empirical distribution of returns as summarized by Cont (2001) : The distribution of mid-price returns 8 There is only weak skewness (Table 6 ) giving no indication that the symmetry assumption underlying the metric is violated. has a sharp peak centered around zero and exhibits fat tails, and is therefore insufficiently described by the normal distribution.
Robustness checks: We recalculate tail measures for subperiods of the data (columns "SP1" and "SP2" in Table 7 ). The patterns for SP1 are in line with those observed for the SP1 and SP2. Also, we find similar tail patterns when comparing results to those obtained for the Coinbase and Bitstamp exchange. 
Autocorrelation of returns and volatility clustering:
We check the common fact that "price movements in liquid markets do not exhibit any significant autocorrelation" (Cont 2001, p. 229) , and compute the autocorrelation function of mid-price returns C mid (n) on different time scales (Table 8) : We find a small positive autocorrelation of 0.0343 on the minute time scale for a lag of one minute. Turning to daily data, we do not find significant structure in the autocorrelation, which is confirmed by the Ljung-Box test (Ljung and Box 1978) with the null hypothesis of no autocorrelation. 9 Table 8 . Autocorrelation of logarithmic, absolute and squared returns. We compute the autocorrelation functions C mid (n), C mid 1 (n) and C mid 2 (n) for different lags n, different time scales ∆t and different subperiods. We obtain a p-value of 0.6340. Given the large sample sizes for minutely and hourly data, applying the Ljung-Box test is not meaningful, because even the smallest estimated autocorrelation is significant (Lux and Marchesi 2000) .
On the other hand, nonlinear functions of returns are known to show significant autocorrelation, which is referred to as volatility clustering (Cont 2001) . As for a wide range of other markets, we find that the autocorrelation of squared returns is positive and decays slowly with the lag n. Following several other authors, we fit a power law C mid 2 (n) ∼ n −β and obtain coefficients of β ≈ 0.16 and β ≈ 0.24 for the decay of autocorrelation on the minutely and hourly time scale, respectively, which is at the lower end of the range given by Cont (2001) (β ∈ [0.2, 0.4] ). The effect size of autocorrelation in squared and absolute returns decreases with the frequency. For absolute and squared daily returns, we test the null hypothesis of no autocorrelation using the Ljung-Box test (Ljung and Box 1978) , which we can reject (p-value of 0.0000). Our findings for daily data are in line with Zhang et al. (2018) . The authors report for all eight analyzed cryptocurrencies that autocorrelation decays at a fast rate for returns and slowly for absolute returns. In addition, they found significant volatility clustering.
Robustness checks: The subperiod analysis for SP1 and SP2 (panels "SP1" and "SP2" in Table 8 ) reveals that the general results for the full time period carry over to the subperiods. When comparing results with other exchanges, we obtain a similar picture.
Evolution of liquidity costs: Figure 6 displays the evolution of the daily averages of the relative bid-ask spreads(t) and the VWAP spreadṽs(ω, t) for virtual market orders of different sizes ω. We make the following observations: First, the bid-ask spreads(t) varies over approximately one order of magnitude from 3 bp in late 2017/early 2018 to roughly 0.3 bp after May 2018. This stark change is in line with the evolution of the average weekly bid-ask spread for several Bitcoin exchanges found by Dyhrberg et al. (2018) . Second, we find that the variation in the level of liquidity costs for higher volumes is less pronounced: For example, the VWAP spreadṽs(ω, t) for a value of 10 6 USD remains-in relation to the bid-ask spread-closer to the long-term average value of 39.62 bp. Third, the analysis shows that the costs of liquidity provision are higher in times of high Bitcoin price and high volatility: The linear correlation coefficients between the daily closing price are ρ ≈ 0.73 for the bid-ask spread and ρ ≈ 0.21 for the VWAP spread for 10 6 USD.
Robustness checks: We find that results from the exchanges Coinbase and Bitstamp exhibit a similar evolution of liquidity cost measures (compare Figure A2 in the Appendix A). 
Conditional Statistics of the Limit Order Book
Finally, we present two selected analyses based on conditional statistics of measures of the static LOB, namely intraday patterns of liquidity costs and liquidity resiliency.
Intraday patterns of liquidity costs: A common result for limit order markets is that the bid-ask spread has a U-shaped intraday pattern: McInish and Wood (1992) find for NYSE data that averaged bid-ask spreads are highest at the beginning and the end of the trading day. Similar results have been obtained for a foreign exchange market (Danielsson and Payne 2001) , the Swiss Stock Exchange (Ranaldo 2004 ) and the Paris Bourse (Biais et al. 1995) . Gomber et al. (2015) demonstrate that VWAP spreads are approximately doubled near the start and end of the continuous trading session for Xetra-traded DAX stocks. Figure 7 displays the change of the average hourly distribution of the bid-ask spreads(t) and liquidity costsṽs(ω, t) for 10 BTC and 10 6 USD relative to the mean value at the BitFinex BTC/USD market. We observe that average liquidity cost measures vary only slightly across the day (with relative changes of a few percent) with no clearly visible pattern. 10 Dyhrberg et al. (2018) make the same observation for averaged bid-ask spreads from three Bitcoin markets and attribute this to the continuous trading at every hour of the day at cryptocurrency markets. In addition, we conjecture that these results could be explained by a worldwide market participation leading to a superposition of intraday patterns from different time zones and the presence of automated trading, such that no clear picture can emerge. We display the relative deviation from the mean value of the average hourly distribution of the bid-ask spreads(t) and liquidity costsṽs(ω, t) for 10 BTC and 10 6 USD, with the hour of the day given in the local exchange time zone (Hong Kong time).
Robustness checks: As expected, the observed average hourly changes in liquidity are not robust when considering subperiods of data, which supports the conclusion of absent intraday patterns. We find a clear but weak U-shaped intraday pattern in liquidity costs for the Bitstamp exchange (compare Figure A3 in the Appendix A), which could be due to a focus of trading activity on the European market. 11 In contrast, we observe larger variations at the Coinbase exchange, but no universal pattern emerges when comparing bid-ask spread and liquidity costs for higher volumes. Overall, we observe a mixed picture: Hourly average liquidity costs differ largely between cryptocurrency exchanges, and pronounced patterns known from established markets are largely absent.
Liquidity resiliency and timing of large trades: We now characterize the recovery of limit order liquidity after liquidity shocks, and analyze whether large trades are timed in the sense that they occur when liquidity is high. We examine average liquidity costs (precisely, the relative bid-ask spread f =s and VWAP spread f =ṽs) as a function of the event time τ in temporal vicinity of large trades (Equation (12)). We consider the one percent largest trades (N = 510,584) to obtain sufficient statistics. Figure 8 displays results for the bid-ask spread and the VWAP spreads for 10 5 USD and 10 6 USD. Compared to relevant literature, we make the following observations: 1. Recovery of the bid-ask spread: We first consider the typical speed at which liquidity recovers after a large trade. We find that the average bid-ask spread increases to roughly 2 bp directly following the trade and subsequently recovers to its pre-event value of about 1 bp (Figure 8a ). We fit an exponential decay functions(τ) ∼ exp(−τ/T) to estimate the decay time constant as T ≈ 8.3 s (corresponding to a half-life of T 1/2 ≈ 5.8 s). Surprisingly, this is well in line with the finding of Cummings and Frino (2010) for large block trades of interest rate futures at the Sydney Futures Exchange: Considering only the largest block trades, they find that excess bid-ask spreads after the largest block purchases recover to a normal level on a time scale of approximately 7 s. They find that recovery is faster for the largest trades. Similarly, Large (2007) estimates a half-life time of about 20 s for a stock at the London Stock Exchange. 2. Recovery of liquidity beyond the (best) bid and ask: For liquidity provided from deeper levels of the LOB, we find that liquidity does not quite recover to pre-event levels in the considered time window of 300 s (compare Figure 8b,c) . Gomber et al. (2015) find that "it takes longer to restore large depth than to restore a small spread" (Gomber et al. 2015, p. 67) . They estimate that it takes about four minutes to restore liquidity costs for 10 5 EUR. For similar volumes (Figure 8b ) we observe that average liquidity after the trade still differs slightly from pre-trade values. 3. Pre-trade liquidity increase and timing of large transactions: For average liquidity costs for 10 5 USD and 10 6 USD, we find-at first quite surprisingly-that liquidity increases prior to a large trade. This effect is observed in time windows of 2-3 min preceding the trade. Gomber et al. (2015) report a very similar finding for the evolution of the average exchange liquidity measure: Liquidity costs for 10 5 EUR and DAX stocks decrease over an interval of about three minutes before large trades. Noticing that the increase in liquidity takes place on the side of the market where the trade occurs, they interpret this effect in terms of timed large transactions: Market participants prefer to execute large trades when liquidity is exceptionally high, and the execution of large trades relatively cheap. Our results indicate that the timing of large transactions is also present in Bitcoin markets.
Robustness checks:
We obtain similar results for subperiods SP1 and SP2 of our data. To check that results are not driven by clusters of trades, we follow Gomber et al. (2015) and redo calculations for all large trades that are not followed by other large trades within 15 min. We observe very similar results and conjecture that our results are not dominated by the clustering of trades. When comparing results to the exchange Coinbase (compare Figure A4 in the Appendix A), we observe similar patterns in the recovery of liquidity. However, results are different for the smallest exchange in our sample (Bitstamp), where we observe an increase of liquidity costs after the trade. These results could be due to a market maker or some other idiosyncrasy of the exchange, for example the generally lower liquidity or differences in trade and order sizes.
Analysis of the Dynamics of the Limit Order Book: Order and Trade Flows
Unconditional Descriptive Statistics of Trades and Order Book Changes
We next present unconditional descriptive statistics of measures of the dynamic LOB, i.e., properties of trades and the limit order flow, and begin by discussing the distribution of trade size.
Distribution of trade size: Table 9 lists descriptive statistics of the price p M and size ω M of all trades in our sample (N = 51,058,356). There seems to be a large amount of retail trading: With a median trade value of roughly 634 USD (0.0752 BTC), most trades are comparably small. Figure 9 displays the rich structure in the distribution of trade size ω M , for which we observe the following:
1. Two regimes separated by the minimum order size: The distribution of trade size exhibits a large jump at the minimum order size of 0.002 BTC, and separates two regimes: For smaller trades, trade frequency increases with trade size, but exhibits discontinuities. For larger trade sizes, the distribution exhibits a convex plateau and a power tail for trades larger 1 BTC. 2. Power-law dependence of volume for large trades: For trade sizes exceeding the minimum order size, the empirical distribution of trade size agrees well with results from the literature: Similar to the results of Mu et al. (2009) , the empirical distribution of trade sizes larger than the minimum order size fits well to a q-Gamma distribution
with parameters β ≈ 10 −4 , θ ≈ 5.28 · 10 −2 and q ≈ 1.41. The asymptotic tail exponent of this distribution is given by α = 1 q−1 − β − 1 ≈ 1.44. Gopikrishnan et al. (2000) and Maslov and Mills (2001) find power tails with comparable values for US stock markets (α = 1.53 ± 0.07) and the NASDAQ (α = 1.4 ± 0.1). 3. Significant share of trades smaller than the minimum order size: A large share of trades has a size smaller than the minimum order size. We interpret these results in the light of a minimum order size increment (10 −8 BTC) much smaller than the minimum order size (0.002 BTC), leading to trade sizes much smaller than the minimum order size. For example, an ask order with initial volume 0.0021 BTC could be partially matched with a bid order of 0.002 BTC, leaving a small ask order active that could subsequently lead to a trade of size 0.0001 BTC. 4. Number preference: Mu et al. (2009) reported that traders seem to prefer certain numbers for order sizes, which also manifests in the distribution of trade size. Similarly, we observe peaks in trade frequency for certain sizes, for example at 0.01 BTC, 0.02 BTC, 0.1 BTC, 0.5 BTC and 1 BTC.
Contrary to traditional equity markets investigated in the literature, minimum order size and the order size increment differ largely for cryptocurrency markets due to the divisibility of Bitcoin, leading to the observation a different trade size distribution.
Robustness checks: The shape of the empirical distribution of trade size is robust with respect to considering subperiods SP1 and SP2 of our data. We obtain very similar empirical distributions for the other two exchanges, albeit slightly different minimum order sizes (compare Table 1 ). Figure 9 . Distribution of trade size. We plot the empirical distribution of trade size ω M in log-log scale. The line corresponds to a fit to the q-Gamma distribution.
Distribution of changes in limit order depth: Next, we consider the flow of limit order volume to and from the LOB. In Figure 10 , we plot the time-averaged empirical density of changed limit order volume in the LOB, i.e., ∆n b (p) and ∆n a (p) (Equation (14)) on a price scale relative to the current mid price. We make the following observations:
1. Power tail away from the current price: Further away from the current mid price, the changed limit order volume declines rapidly. Figure 10 includes dashed straight lines with a slope of roughly −2.8, and the empirical density in log-log axes declines at a roughly similar rate. Power tails in the distribution of order frequency as a function of the difference to the price have been found before (compare, for example, Bouchaud et al. (2002) , Zovko and Farmer (2002) and Potters and Bouchaud (2003) . These analyses consider all incoming orders, whereas we consider the total change in depth in the LOB. Therefore, a different distribution close to the mid price would be expected. 2. Constant changed order volume near the current price: We find a roughly constant density in changed limit order volume up to a relative price of 1 percent. We may cautiously conclude that this finding is still consistent with the literature: Several authors (for example, Bouchaud et al. (2002) , Zovko and Farmer (2002) and Potters and Bouchaud (2003) ) found that most orders arrive at the current bid or ask price. These orders are, however, executed immediately or with high profitability, and thus cannot be observed in our analysis, leading to the observed plateau in the distribution of changed limit order volume. Orders arriving further away from the current price are less likely executed and lead to persistent changes in limit order depth, which we observe in our analysis. 3. Peaked activity away from the current price: Quite surprisingly, we see distinct peaks in changed order volume at relative prices of 4 and 6 percent. These could be the consequence of speculative order placement or the traders' preference for certain round order prices.
These results are well in line with the previously found broad distribution of limit order volume (compare Section 5.1.1). Specifically, we conjecture that speculative order placement plays an important role in these markets, which is-in contrast to established markets-not restricted by exchanges or regulators by imposing caps on order prices.
Robustness checks: The distributions of LOB changes for all subperiods in Figure 10 are similar, and we find generally consistent results for the other exchanges. Figure 10. Distribution of changed limit order volume. We plot the time-averaged empirical density of changed limit order volume in the limit order book (Equation (14)) on a relative price scale. The three plots correspond to different four-week periods of our data. The dashed lines have a slope of −2.8.
Time Series Characteristics of Trade Properties
Evolution of trading volume and trade size: Figure 11 displays the evolution of daily averages of the trade size, the number of trades and the cumulated volume (compare Section 4.3.2). We make the following observations: First, both the number of trades and cumulated volume are higher during the phase of comparably high prices. Second, peaks in cumulated volume and trade frequency coincide with peaks in volatility of the mid price (compare Figure 5) . Third, the average trade size is relatively stable, and decreases in the high-price phase, which might be a consequence of increased retail trading due to higher interest in cryptocurrencies. Autocorrelation of trade price changes and sizes: While return time series on time scales of minutes to days do typically not possess any significant autocorrelation, high-frequency return time series are found to have negative autocorrelation at the first lags. This is attributed to the bid-ask bounce, i.e., the oscillation of trade prices between prices of the bid side of the LOB and prices at the ask side (Cont 2001; Russell and Engle 2010) . Table 10 lists values of the autocorrelation function of trade price changes C tp (n) (Equation (15)). We observe negative autocorrelations C tp (n) in the first lags, and C tp (1) ≈ −0.18 is comparable in size with results by Russell and Engle (2010) . When looking at sell and buy trades separately, we find that C tp (1) drops to roughly −0.08, which is consistent with autocorrelations being driven mainly by the bid-ask bounce. Results for the autocorrelation function of trade sizes C size (n) (Equation (16)) exhibit positive values in the order of 0.12, which does not depend on whether we include all trades or only sell or buy trades.
Robustness checks: We obtain similar results when repeating the analyses for subperiods of data (panels SP1 and SP2 of Table 10 ). Autocorrelation functions for trade price changes and trade sizes behave similarly for the other Bitcoin exchanges. Table 10 . Autocorrelation of trade properties. We compute the autocorrelation functions of trade price changes C tp (n) and trade sizes C size (n) for lags n = 1, . . . , 10. We show results for all trades, for ask-initiated trades (ω M > 0) and bid-initiated trades (ω M < 0) separately. 
Conditional Statistics Across All Trades
Intraday patterns of trading activity:
We now analyze intraday patterns in trading activity. Contrary to commonly found patterns in the bid-ask spread, results from the literature differ depending on the market, and range from U-shaped patterns for stocks at the Paris Bourse (Biais et al. 1995) to M-shaped patterns in data from an FX market (Danielsson and Payne 2001) . Figure 12 displays the average trade size and trade frequency conditional on the hour of the day. We make the following observations: First, we find some weakly visible patterns and a similarity between the average trade size ω M and the number of trades. Second, we find the trade frequency to vary in the order of 10 percent during the day. Third, we observe a slightly lower average trade size during night time.
Robustness checks: Similar patterns can be observed for the other exchanges (compare Figure A6) . Here, we find that the trade frequency is highest in the afternoon and lowest during night (or morning hours) in the local time zone of the exchange. Nevertheless, there is a strong trading activity baseline for all exchanges, which might indicate that large cryptocurrency exchanges for the US Dollar attract market participants from all over the world, or that trading is to a large degree automated. 
Conclusions
In this work, we have empirically characterized limit order books and resulting trades from major cryptocurrency exchanges, thereby using a structured and comprehensive framework of analyses and commonly observed facts derived from the literature. We have focused on the presentation of descriptive statistical facts, which we have compared to commonly found facts from established exchanges. Also, we have provided possible qualitative interpretations for our findings. Limit order data from cryptocurrency exchanges exhibit many of the properties found for other limit order exchanges, for example a symmetric average limit order book, autocorrelation of returns only at the tick level and the timing of large trades. In contrast, we have found that cryptocurrency exchanges exhibit a relatively shallow limit order book with quickly rising liquidity costs for larger volumes, many small trades and an extended distribution of limit order volume far beyond the current mid price. Further research could focus on the origin of order placements further away from the current mid price and on the source of the differences in curvature of the average limit order book, as well as on comparisons to limit order exchanges allowing to trade between two cryptocurrencies. Figure A3 . Intraday dynamics of liquidity costs. We display the relative deviation of the average hourly distribution of the bid-ask spreads(t) and liquidity costsṽs(ω, t) for 10 BTC and 10 6 USD from the mean value. (a) Coinbase BTC/USD market. The hour of the day is given in San Francisco time; (b) Bitstamp BTC/USD market. The hour of the day is given in Berlin time. 
