Large-scale logistics systems operate under uncertainties of schedule, cost, environmental impacts, reliability, and others rendering it critical for system operations to consider emergent and future conditions involving markets, technologies, environment, and organizations. Business process modeling is used widely to document the activities of an enterprise. Successful analysis of business processes requires explicit accounting for and evaluation of sources of potential disruptive risk. Previous research in the journal integrated risk identification to business process models. This paper creates a framework that evaluates the schedule disruption potential of identified sources of risk in logistics systems with the modeling of the associated business processes. The framework is demonstrated on a scheduling process at a marine container port. The methods first described in this paper should be integrated to software applications that diagram and analyze business processes of large-scale systems.
INTRODUCTION
Aguilar-Saven 1 defines the term business process as "the combination of a set of activities within an enterprise with a structure describing their logical order and dependence whose objective is to produce a desired result." A business process consists of a group of activities and actions that are used to achieve the goals and objectives of an organization. 2 Complexity is inherent in the design and change of business processes, and modeling is a main tool to deal with this complexity. 3, 4 Models are used to describe existing systems and to assess the expected performance and feasibility of proposed systems. 5 For a model to be clear enough to help people understand the business process, it should be formal and comprehensive, but simple enough so that the model can be built in a short time.
Building systems for the future poses challenges for all owners and operators. Disruptions of technology, economics, environment, security, organizations, policy, and society must be understood and appreciated to ensure reliability, sustainability, and resilience of infrastructure systems. Infrastructure is frequently built to last for decades or centuries and different methods and perspectives are necessary to evaluate decisions in the near term, mid-term, and long term.
Stakeholders, ranging from individuals to companies to multinational organizations, have multiple shared and conflicting aims, which evolve over time and must be considered when negotiating and planning current and future priorities.
The following sections describe and demonstrate a framework for identifying sources of risk and evaluate their potential to disrupt schedules in a business process model. It is recommended that the framework be integrated with other systems engineering methodologies such as optimization, simulation, and scenario analysis. It evaluates sources of risk based on existing statistics, such as differences of means and variances, as well as proposing a new disruption measure.
The framework can be adapted for a variety of scheduling applications such as for airlines, manufacturing, construction, healthcare, and others. The remainder of the paper is organized as follows. Section 2 is a review of relevant background and literature. Section 3 is a description of the framework for integrating schedule risk identification and evaluation of schedule disruption potential to business process modeling.
In Section 4, the framework is demonstrated for a container port on the United States East Coast. Section 5 is a discussion, including limitations of the current approach. The paper concludes with Section 6, a summary of findings and direction for further research and methodology development.
BACKGROUND
A process model is critical for the optimization of business processes and has a main role in creating a process-oriented environment. 6, 7 Many attempts have been made to develop a standard for creating business process models, the most successful of which is the integrated definition (IDEF). 8 This method originated in 1981 as a part of the U.S. Air Force program for integrated computer-aided manufacturing (ICAM). 5, 9 IDEF is a graphical language that identifies the functions that are performed, the different elements required to perform these functions, and the efficiency of the analyzed system. 3, 5 The IDEF methodology can be used by enterprises to model and analyze different types of processes and activities. 10 Risk identification 11 serves the purpose of eliciting sources of risk present in a system. Subsequent risk analysis focuses on the implications of the sources of risk to the life cycle of the system. This analysis traditionally takes into account the consequences of the realization of a particular risk scenario, the likelihood of its occurrence, or a combination of the two. 12 Scenario planning has been useful in exploring sources of risk in complex systems where probabilities are not known or derived from expert opinions and subject to cognitive bias. 13 Scenario analysis has been used in freight transportation planning where rapid industry changes render historical data useless. 14 In other cases, such preparation for unprecedented large-scale high consequence but low probability events, a variety of policies and responses can be explored using scenarios. 15, 16 In contrast to traditional risk analysis focusing on probabilities and consequences, scenario-based preferences has focused on quantifying the influence of scenarios on priorities. [17] [18] [19] [20] Quantifying the disruptions of various sources of risk to a schedule or plan is addressed in scenario-based preferences by comparing prioritizations or timelines and using statistical measures such as Spearman rank correlation 20 or Kendall Tau-b coefficient. 21 The disruption measure is aimed at highlighting which sources of risk most change the schedule. To generalize the idea, a disruption function can be defined as a mapping from two schedules, Z i and Z j , to a one or more (total of n) disruption measures:
The disruption measures are based on the outputs of the schedule which can be a disruption in cost, time, location, need for resources, among others. This paper introduces a new disruption measure, drawing from set theory and probability theory, and applies it to the scheduling of vessels at a maritime container port.
Measuring the disruption (alternatively called dissimilarity, divergence, etc.) between two sets or probability distributions has been studied for a variety of applications. The overlap coefficient is defined as the ratio of the intersection of two sets (or probability distributions)
by the smaller of sets (minimum of the distributions). 22 Examples of use are comparing income distributions in economic analysis 23 and population migration. 24 The Jaccard index is defined as the size of the intersection of two sets divided by the size of the union. The index is used in a variety of fields, such as measuring eco-diversity, 25 default risk analysis of enterprises by analyzing interdependencies, 26 F I G U R E 1 IDEF modeling format to be extended by adding sources of risk and disruption potential and author cocitation analysis. 27 Both the overlap coefficient and the Jaccard index can be formulated for either sets or probability distributions. Kullback-Leibler divergence 28 is a measure of divergence from one probability distribution to another, using the logarithm of the ratio of the two distributions. The measure can be used to estimate the information gain from using one probability instead of another. In contrast to many of the measures described, the proposed disruption measure can be interpreted visually directly by Venn diagrams. For simulation results, the measure is a formulated directly as a proportion of iterations for a disrupted scenario that fall outside the outcome set for the baseline. On the other hand, Kullback-Leibler divergence or Jaccard index do not have a similar straightforward interpretation.
The developed methods are demonstrated on a vessel scheduling business process. The process is a two-dimensional scheduling problem allocating vessels a location and time. The methods are inspired in part by, and can be extended to other two dimensions schedules, including the scheduling construction activities, which has been researched in detail. 29, 30 Risk analysis of construction workspace planning by identifying time-space conflicts has been proposed. 31 In environmental sciences, policies of restoration and conservation of ecosystems and natural environments have been prioritized in time and space by selecting appropriate locations at appropriate times given funding availability. [32] [33] [34] 
METHODOLOGY

Existing method of business process modeling
Lambert et al. 3 describe a methodology that integrates risk identification and business process modeling through an extension of IDEF modeling that incorporates sources of risk in business processes. This methodology is built on the well-known IDEF modeling. Figure 1 shows the fundamental elements of IDEF represented by boxes and connecting arrows. A box is used to represent an activity where the meaning of the arrows varies depending on where they point to. The meaning of the four arrows used in this methodology is as follows 9 :
1. Input: describes the objects or data that are transformed by the activity into output.
2.
Output: describes the objects or data produced by an activity.
3.
Control: describes the conditions needed to produce correct output.
4.
Mechanism: describes the means used to perform an activity. Now, let A represent the set of activities in the IDEF model:
The subscript k is used here to represent a unique index of an activity, while K represents the total number of activities included in the IDEF model. Since the total number of inputs, controls, mechanisms, outputs, sources, and disruption potentials of risks can be different from one activity to another, each n in the following sets will have a different subscript k.
1.
Let W represent the set of inputs of an activity in the IDEF model:
The subscript i is used to represent a unique index of an input for activity a k , while n w k is used to represent the total number of inputs for activity a k .
2.
Let C represent the set of controls of an activity in the IDEF model:
The subscript j is used to represent a unique index of a control for activity a k , while n c k is used to represent the total number of controls for activity a k .
3.
Let M represent the set of mechanisms of an activity in the IDEF model:
The subscript l is used to represent a unique index of a mechanism for activity a k , while n m k is used to represent the total number of mechanisms for activity a k .
4.
Let Z represent the set of outputs of an activity in the IDEF model:
The subscript p is used to represent a unique index of an output for activity a k , while n z k is used to represent the total number of outputs for activity a k .
Since the output of any IDEF model depends mainly on the type of activity, inputs, controls, and mechanisms associated with this activity (as can be seen in Figure 1 ) and from the above described algebraic representation, the output function h of any activity can be written as:
Unfortunately, this formulation of the output function ignores the possible disruptions of an activity. These disruptions can be described as sources of risk. In order to account for the different sources of risk that disrupt the activity, the methodology developed by Lambert et al. 3 added a fifth arrow pointing to the clipped lower-left box corner as can be seen in Figure 2 . 
}.
The subscript q is used to represent a unique index of a source of risk for activity a k , while n s k is used to represent the total number of sources of risk for activity a k .
Proposed extension to illuminate schedule risk
After the introduction of the sources of risk S, the output function h can be rewritten as follows:
With this modification, the output of the IDEF model not only depends on the type of activity, inputs, controls, and mechanisms, but also depends on the sources of risk associated with the activity.
Although the above-described methodology accounts for the sources of risk, it fails to consider the potential disruptions associated with such risks. To improve this methodology, a sixth arrow originating from the clipped upper-right box corner and pointing outward is added as can be seen in Figure 3 .
6.
Let Y represent the set of disruption potential to an activity in the IDEF model:
, where
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Layout of container port. The following sections will describe the business process of allocating a series of vessels to terminals (l 1 , l 2 , l 3 ) such that total cost is minimized
The subscript r is used to represent a unique index of a disruption potential (due to a source of risk) for activity a k , while n y k is used to represent the total number of disruption potentials for activity a k .
After this modification, the output function can be written as follows:
The risk assessment approach is presented in four parts. First is 
Background for a demonstration
This section provides additional background for the demonstration of the framework extension. International trade has been estimated to account for close to a third of the United States economy. 35 Marine ports handle a majority of imports and exports and play an important role in a healthy economy. A study in the state of Virginia found in 2013 that the economic impact of activities of the Port of Virginia was 60 million USD and the port supported over 370,000 jobs or over 9% of the state workforce. 36 Furthermore, container shipping is projected to sharply increase in the coming decades. 37 Challenges of higher volumes, larger ships, and more frequent extreme weather events, mean that data analytics must be leveraged effectively. 38
Deterministic scheduling
This section describes a mixed-integer linear optimization to model a schedule. The formulation is presented for berth planning of vessels but can be adjusted to other types of scheduling. The formulation assigns a time and berthing location to each vessel considered for a given time period. Figure 4 provides a sample port layout with multiple terminals. In this case, it is assumed that arrival time, container volume, and handling time is fixed and known. Further inputs are the unit-costs of handling containers by mode of further transportation (truck or rail)
at each berthing location. These vary due to different equipment and availability of rail connections. In addition to the berthing time and location, the total cost of berthing vessels, the sum of delays over the time period, and the utilization at each of the locations is recorded. The notation for the optimization problem is described below.
Input variables to the model:
• n: identifier of vessel.
• t: identifier of time period.
• p: identifier of berthing location.
• f: identifier of handling modes.
• a n : requested arrival time of vessel n.
• d n : handling time of vessel n.
• TEU nm : number of containers on vessel n of mode m.
• g pm : cost per container at location p for mode m.
• c np = TEU nm g pm ': cost of berthing vessel n at location p.
• MAX p : maximum container volume handled over time horizon at location p.
Decision variables:
• z np : z np = 1 if vessel n is berthed at position p, z np = 0 otherwise.
• t n : berthing time of vessel n.
• x nk : x nk = 1 if vessel n finishes before vessel k starts, x nk = 0 otherwise.
• y nk : y nk = 1 if vessel n is berthed at a lower indexed position than vessel k, y nk = 0 otherwise.
System outputs:
• C: total cost of berthing all vessels.
• Q: total delays of vessels.
• u p : utilization of location p over the time period.
The objective is to minimize the cost of berthing all vessels subject to constraints (i) − (vii):
Constraint (i) ensures that each vessel is scheduled. Constraints
(ii) − (iv) make sure there is no overlap between vessels, that is, two vessels are at the same location at the same time, where B is a large integer. It requires there to be one time period between a vessel leaving a berth and the next being berthed. Constraint (v) requires finishing handling all vessels within the time period. Constraints (vi) and (vii)
ensure that vessels are scheduled after their arrival time and no later than a threshold value after the arrival time, respectively.
Stochastic scheduling
The optimization model presented above assumes that inputs are known and does not include any uncertainty about inputs or outputs.
In 
Risk identification
The input distributions in the stochastic evaluation of schedules come from historical data. Often there are reasons to anticipate sources of risk that will result in conditions different from the past. Scenario analysis can be useful to explore the implications of sources of risk that concern stakeholders. The sources can be external, such as weather and flood events or surges in shipping volumes before holidays, or internal, such as planned berth closure for construction and maintenance. A scenario combining two or more sources of risk, for example, a slowdown due to weather in addition to a partial closure for construction, can be analyzed using the same methods.
Schedule disruption
The schedule disruptions pertaining to each source of risk are eval- • Y(A, B) = 1 when the sets of possible outcomes (A and B) are disjoint.
• Y(A, B) = k ∈ [0, 1] when the proportion of possible outcomes B that are not shared with possible outcomes A is k.
These properties are satisfied by the following definition:
In cases where possible outcomes are a finite set of real numbers, it can be necessary to round outcomes, or bin them, such that an intersection is meaningful. The intervals to which outcomes are rounded 
DEMONSTRATION OF METHODS
This section demonstrates how schedule risk is essential in systems modeling. Table 1 and Figure 6 describe how notation introduced in Sections 3.1 and 3.2 supports the demonstration.
Maritime container ports are a critical node in global supply chains as transportation of goods over long distances is in large part carried out by cargo vessels. 35 The ports need to operate through disruptions at global levels (climate, macroeconomic trends, technological innovations, etc.) and regional levels (extreme weather events, local-level funding, demographic shifts, seasonal supply and demand). There is a need to increase the efficiencies of operations and find innovations that allow ports to achieve their missions and improve functionality with fewer resources. Ports across the world are searching for innovative methods to finance operations, optimize land use, and diversify cargo types they handle.
Vessel scheduling at ports has been studied in operations research literature due to its mathematical structure. 41, 42 The aim of the "berth allocation problem" is to find a combination of berthing times and locations at a quay that optimizes an objective function. Stahlbock and Voss 43 and Bierwirth and Meisel 44 give an extensive overview of operations research methods used and classify different problem structures. Uncertainty in vessel berthing problems 45 has been addressed by Monte Carlo simulation 46, 47 and sensitivity analysis of parameters. 48 The methodology developed in this paper is demonstrated for a business process at the Port of Virginia, USA. The port handles container throughput of over 2 million 20-foot-equivalent units (TEUs) at three container terminals. The containers are moved to onward destinations by trucks, rail, or barge. Incoming vessels typically carry cargo scheduled to go on each of the modes. Due to different equipment and labor costs and rail connection availability at the terminals, the unitcost of handling a container varies by both terminal and mode. The objective of the deterministic scheduling is to assign vessels to terminals such that total system cost is minimized, respecting the difference in costs between terminals and modes.
The modified business process methodology, described earlier in this paper, is used as an outline for assessment of schedule disruptions at the port. The IDEF model encompasses three activities: Service Agreement, Berth Allocation, and Operations. These activities have one external input, two internal inputs, five external controls, five external mechanisms, two external outputs, two internal outputs, six sources of risk, and three disruption potentials. Figure 6 shows the business process model incorporating the risk identification.
This demonstration will focus on the Berth Allocation process. Of the three business processes, it has a significant analytical component and the greatest opportunity for improvement using systems engineering and risk analysis. The process is controlled by two constraints: the availability of labor and equipment, and service requirements of the ocean carriers. Three mechanisms are used for the scheduling: mixedinteger optimization, simulation, and scenario analysis. The model includes sources of risk that can disrupt the business process, such as temporary capacity constraints, fluctuations in demand, and others.
The outputs of the scheduling are used to inform decision making and planning for operations.
Deterministic scheduling
The system is modeled in discrete time and discrete locations. 44 The time horizon of the analysis is one week since most vessels run on a Table 2 describes the cost of handling a container at each terminal by mode.
TA B L E 2
The remaining input variables come from a sample schedule which contains estimates of arrival times, handling times, and container volume by mode for each vessel. A total of 31 vessels (n 1 , … , n 31 ) are scheduled. The maximum allowed difference between vessel arrival and berthing is set to three time periods (12 hours).
The results for the deterministic schedule are summarized in Table 3 . The utilization of terminals differs significantly and can be attributed to the differences in handling cost at the terminals, as l 1 has the lowest average cost and l 3 the highest. The system delay of 148 hours for a week of operations yields an average delay of 4.5 hours per vessel.
Stochastic scheduling
Port operations involve various uncertainties. To account for these uncertainties, a Monte Carlo simulation study is conducted. Three input variables are modeled as random variables: vessel arrival times, container volume, and handling time of vessels. Historical data is used This variations component is drawn from a piecewise linearly fitted distribution, based on two years of arrival data. Figure 7 illustrates the distribution.
Container volume is modeled by fitting a distribution for each of the 31 vessels. Handling times are then modeled as linearly dependent on volume, with a normally distributed error term. Figure 8 illustrates the linear relationship and it is described mathematically as:
The simulation is run 500 times and the following performance metrics are observed: system cost, system delays, and terminal utilizations.
The outputs are shown in Figures 9 and 10 . Calculating 95% confidence intervals, the output means are shown in Table 4 .
Terminal l 3 utilization has a different distribution shape than the rest of the performance metrics. In a large portion of iterations, terminal l 3 utilization is less than 1% but on rare occasions goes upwards to 10%. When sources of risk are introduced in the next section, it is demonstrated that terminal l 3 has the ability to absorb parts of disruptions, resulting in utilization distributions closer to the baseline distributions for terminals l 1 and l 2 .
F I G U R E 9
Distributions of output system cost and delay for a run of 500 iterations of Monte Carlo simulation F I G U R E 1 0 Distributions of output utilizations for the three terminals
Risk identification
The shipping industry is under increasing pressure to operate more efficiently and be resilient to changes in demand, markets, technology, and the environment. The expansion of the Panama Canal has created opportunities for larger vessels to serve global routes. 49 Larger vessels require deeper ports and ports around the globe are challenged to update their facilities while maintaining an acceptable service level.
Based on review of trade literature [50] [51] [52] and discussions with shipping professionals, three sources of risk along with the baseline scenario are considered. Table 5 describes the sources of risk. Source 1, sc 1 , explores the implications of higher container volumes being handled at the port. This is a representation of both annual cycles, such as increased imports before holidays, as well as longer term trends. Source 2, sc 2 , represents partial closure of the facility due to construction, accidents, or other planned and unplanned outages. It is implemented by having one berth position at terminal l 2 , rather than two as in the baseline. Source 3, sc 3 , is a combination of sc 1 and sc 2 which represents a condition where both volumes are high and operating capacity is limited. Figure 11 illustrates the system cost distribution for the four scenarios.
Schedule disruptions
The cost is higher for sc 1 and sc 3 than for the baseline and sc 2 . This is not surprising, since cost is modeled as a function of volume and sc 1 and sc 3 have 30% more volume than the baseline and sc 2 . Also, sc 1 and sc 3 have a larger variance and the distance between the maximum and minimum values are approximately twice as large as for the baseline and sc 2 . Figure 12 shows the distributions for system delays. These are closer to one another than the cost distributions and not much can be The distributions of utilization at terminal l 1 are shown in Figure 13 .
TA B L E 5 Sources of risk for vessel scheduling
Source name Description
For each of the sources of risk, sc 1 − sc 3 , the distribution is shifted toward higher utilization compared to the baseline. The distinction between sc 1 and sc 3 , where cost is higher, and sc 2 is however not apparent from the figure.
In a similar manner, Figure 14 shows the utilization distributions for terminal l 2 . In this case, the utilization is on average highest for the baseline and shifts toward lower utilization when a source of risk is introduced. Finally, Figure 15 shows the utilization at terminal l 3 . Here there is some correlation with the cost distributions. Scenarios sc 1 and sc 3 have significantly higher utilizations than the baseline and sc 1 , which still has higher utilization than the baseline. This can imply that during disruptions, particularly involving increased volumes, terminals l 1 and l 2 cannot easily accommodate the demand.
Terminal l 3 can act as a backup terminal during such disruptions. This behavior has been confirmed to be known among site operators.
The sample results above allow drawing conclusions from visual inspection of histograms. Qualitative results, such as "performance metric has a higher mean under the influence of sc X than in baseline"
or "variance of performance metric is larger under the influence of sc X than in baseline," are important. However, it can also be beneficial to quantify the difference in the distributions, beyond the This means to berth vessels when they arrive such that there is minimal waiting in the waters outside port facilities. This challenge is implemented by imposing a constraint on delay times, such that each vessel has to be berthed within 12 hours of its arrival. Another approach is to implement some form of multiobjective optimization.
Many methods for multiobjective optimization exist including the epsilon constraint method. 53, 54 It states that any optimization problem with k objectives can be written as a single objective problem and k − 1 constraints. In this case, the delay constraint can be transformed into an objective and a cost constraint imposed. Using the disruption coefficient introduced in this paper, the cost and delay objectives can be compared and the disagreement between them quantified.
The disruption measure has some properties of proper distance metrics, such as nonnegativity and triangular inequality. In its general set formulation, the measure is not symmetric, that is Y (A, B) ≠ Y(B, A) in general. An instance where the set formulation is asymmetric is when the two sets have different cardinalities. The measure can also be formulated for probability distributions, f A and f B :
In this case, the measure is symmetric since it only depends on the minimum of the two distributions. This means that in the application to container ports, switching the baseline scenario with the disrupted scenario would not change the result.
There are limitations to the proposed methodology. The first pertains to the completeness of the business process model. Identifying all possible sources of risk a system is exposed to is impossible and thus the resulting disruption potentials are not fully comprehensive. To balance this limitation, techniques such as risk identification using hierarchical holographic modeling, 55 and risk filtering and ranking 11, 56 The business process modeling, including the extension of including a risk identification and evaluation of disruption potential, can be applied to a variety of systems. However, the particular method used for measuring disruption potential can vary from system to system. In part, this is influenced by the different goals and objectives of different systems. 57 In this paper, the disruption potential is measured using a disruption coefficient. This is consistent with recent systems engineering literature on risk analysis involving schedule disruptions and evolving stakeholder preferences. 58,59
CONCLUSION
The methods and results presented in this paper are of interest to researchers in the field of risk analysis, systems engineering, logistics, and operations research, as well as enterprises that schedule activities that are upset by stochasticity and evolving operating conditions. Table 7 
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