In a general framework, given a set of articles and their received citations (time periods of publication or citation are not important here) one can define the impact factor (IF) as the total number of received citations divided by the total number of publications (articles). The uncitedness factor (UF) is defined as the fraction of the articles that received no citations.
Introduction
The Garfield-Sher impact factor [GARFIELD, 1955 [GARFIELD, , 2001 ] is, perhaps, the indicator with the largest impact in informetrics. Essentially (and that is all we need in this paper) it is very simply P C IF =
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Scientometrics 76 (2008) where P denotes the total number of publications (articles) and where C denotes the total number of citations to these articles. Of course one has to give information on the used publication period and citation period in order to be able to calculate (1) explicitely (for the Garfield-Sher impact factor, for each year x, the citation period is this year x and the publication period is determined by the years x-1 and x-2 (together) but, as said, this is of no importance here). It is surprising that such a simple measure (IF being the average number of citations per article) -more than 40 years after its introduction -keeps on attracting papers devoted to the impact factor. We will not go into the different variants of the definitions of impact factors involving different citation and publication periods (we refer to FRANDSEN & ROUSSEAU [2005] or INGWERSEN & AL. [2001] for this -see also references therein) but we will focus here on the understanding of journal impact factors in relation with other indicators. A good example of this is given in VAN LEEUWEN & MOED [2005] where, e.g., the relation of I with the so-called "uncitedness factor" U is studied. The uncitedness factor is, simply, the fraction of uncited papers. Here we suppose, very generally, that we have a set of papers which are (or are not) cited in a certain fixed, but unspecified, time period. In short, we suppose to have a general information production process (IPP) where we have sources (articles) and items (citations to these articles) (see [EGGHE, 2005] ).
In VAN LEEUWEN & MOED [2005] , the functional relation between IF (as ordinate) and U (as abscissa) is found to be decreasing, a very logical fact. But there is more at stake here. Figure 1 (reprinted with permission from Springer, Dordrecht, the Netherlands, to whom our sincerest thanks), (one of the IF(U) relations given in VAN LEEUWEN & MOED [2005] ) shows a very typical form, which is refound in all the graphs given in VAN LEEUWEN & MOED [2005] : first the curve is convexly decreasing followed by a concave decrease, hence a "horizontal" S-shape also implying a fast decrease around U = 0 and U = 1. That such a shape is refound in all the examples produced in VAN LEEUWEN & MOED [2005] cannot be a coincidence and needs an explanation. This is the topic of this paper.
One of the referees wanted a comment on the importance of the problem. In itself, the relation U→IF(U) is not so important in scientometrics. It is clear that the relation should be decreasing. But, since in VAN LEEUWEN & MOED [2005] , all these relations have the typical S-shape as in Figure 1 , this cannot be a coincidence. Furthermore, as far as I am aware of, such an S-shape is only encountered here: first a convex decrease, followed by a fast concave decrease. Explaining such a shape is hence a logical (small) step in the development of this field. One cannot hide some mathematical explanations for scientometric regularities from the researchers in this field. Another possible interest in this regularity is that, in a certain field, the impact factor can be predicted by the uncitedness factor. Using a very simple model for the size-frequency function f(n) = the number of articles with n = 0,1,2,3,... citations, supposed to be decreasing in n, we indeed prove that the functional relation IF = IF(U) is of the form described above and illustrated in Figure 1 .
Proof of the relation between the impact factor IF and the uncitedness factor U in general systems
Let us have a general system in which we have articles that are (or are not) cited. Let P denote the total number of articles and let C denote the total number of citations. What we need is a size-frequency function f(n), describing the number of articles with n citations, n = 0,1,2,... . In this article, however, we will take n as a continuous variable,
The most classic function for f is Lotka's law (see [EGGHE, 2005] 
Scientometrics 76 (2008) but it is clear that (2) does not cover the case n = 0 (which is crucial in this paper since we deal with the uncitedness factor). One could use (as was also done in [ROUSSEAU, 1997] ), for α ≥ 1
for n ≥ 0, but for this function I was not able (the calculations being too intricate) to complete the calculations for IF and U and hence I could not recover the IF(U) functionality. In [REDNER, 2005] and [BURRELL, 2007] , even more complicated models for f(n) are presented which cannot be used, I assume, in the present context. The least we can say is that these models are decreasing: f(n) is decreasing in n. This is also what one can expect in most practical cases. The simplest decreasing function, that is positive on n∈[0, D] is the linear one as in Equation (4):
Although (4) will not be the right model for f(n) I think that, if we can show, using (4), a graph as in Figure 1 for the relation between IF and U, we then have a first explanation of this regularity and hence we have a mathematical understanding of the relation between the impact factor IF and the uncitedness factor U. This is what we will do in the sequel.
With (4) we have
The number of articles that have at least one citation will be expressed by c P :
Note that, in this model,
stands for the number of articles with less than 1 citation, approximating (but not equalling) the number of uncited articles. 
By (1) we have, using also (5) and (6):
Formula (9) in (8) yields
If we take the minus sign in (10) then U→0 implies IF→0 which cannot be the case. In fact, with the minus sign in (10) we find that IF is increasing in U (which is readily seen), which is impossible (formula (10) with the minus sign is an imported solution). Hence we only keep the plus sign in (10) yielding
Now IF is a decreasing function of U: Result (14) might be surprising since one would expect that the lowest value of IF should be 0. But one should not forget that we approximated the uncitedness factor by the fraction U of "lowly cited" papers, i.e. for which n∈ [0, D] and this explains the positive number in (14). Now we will check the double derivative of IF with respect to U in order to check the shape of Figure 1 . We have
where 
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The denominator of (15) is positive. Now, for U = 0, X equals X = 4>0 while for U = 1, X equals X = -1/4 < 0. This shows that the graph U→IF(U) starts convexly and ends concavely: this is so because (15) attains all values between the positive value in U = 0 and the negative value in U = 1 (using the fact that (15) hence we have shown that the graph of the function U→IF(U), i.e. the functional relation between the impact factor and the uncitedness factor is as in Figure 2 . This is clearly the same shape as the one of the cloud of points in Figure 1 , hence explaining this regularity.
Open problems
It remains to explain the shape of Figure 1 for a more realistic size-frequency function f. Also one needs to investigate this relation where U is exactly the uncitedness factor. Yet we think it is interesting to recover the shape of Figure 1 for the relation between the impact factor and the fraction of "lowly cited" articles.
