Phylogeny reconstruction is the process of inferring evolutionary relationships from molecular sequences, and methods that are expected to accurately reconstruct trees from sequences of reasonable length are highly desirable. To formalize this concept, the property of fast-convergence has been introduced to describe phylogeny reconstruction methods that, with high probability, recover the true tree from sequences that grow polynomially in the number of taxa n. While provably fast-converging methods have been developed, the neighbor-joining (NJ) algorithm of Saitou and Nei remains one of the most popular methods used in practice. This algorithm is known to converge for sequences that are exponential in n, but no lower bound for its convergence rate has been established. To address this theoretical question, we analyze the performance of the NJ algorithm on a type of phylogeny known as a 'caterpillar tree'. We find that, for sequences of polynomial length in the number of taxa n, the variability of the NJ criterion is sufficiently high that the algorithm is likely to fail even in the first step of the phylogeny reconstruction process, regardless of the degree of polynomial considered. This result demonstrates that, for general n-taxa trees, the exponential bound cannot be improved.
Introduction
Phylogeneticists employ evolutionary models to interpret observed molecular sequence data as a series of divergences from unknown ancestral sequences. A variety of methods and algorithms have been developed to implement these models, and researchers are left with a wealth of options in choosing the phylogenetic method that best suits their needs with respect to modelling complexity, computational efficiency, and interpretability. There are advantages and disadvantages to each of the major classes of methods, and no particular algorithm has emerged as a clear 'winner' in the phylogenetic research community. However, there are certain properties that are considered to be important attributes for any phylogeny reconstruction method: computational efficiency, consistency, and robustness. And, because biologists are often limited in the amount of sequence data that is available for their studies, methods that are expected to reconstruct trees accurately from sequences of practical length are highly desirable.
The distance-based neighbor-joining (NJ) algorithm, introduced by Saitou and Nei in 1987 [1] , offers an intuitive, computationally efficient process for phylogeny reconstruction. It is easy to implement and runs quickly on large datasets, making it a popular choice for practicing biologists. In addition, the method is known to be consistent, meaning that, in the limit as the observed sequence length tends to infinity, the NJ criterion will always be minimized for a pair of neighboring leaves (see Durbin et al. [2] for a proof of this theorem). Atteson [3] has established conditions under which NJ will perform well from a matrix of estimated distances: if the difference between the true and estimated distances is bounded by half the length of the shortest edge in a tree T, then NJ will correctly reconstruct the topology of T. But how long must sequences be to guarantee that the estimated distances will, with high probability, meet this criterion? Atteson also briefly addressed this question, deriving a bound that guarantees the accurate reconstruction of general n-taxa trees from sequences that are of exponential length in the maximum distance between any two leaves in the tree.
In 1999, Huson et al. [4] introduced a new standard for evaluating the convergence rates of phylogeny reconstruction algorithms. The authors defined a method to be fast-converging under a model of evolution if the method could, with high probability, accurately recover the topology of any model tree from sequences that grow only polynomially in the number of leaves. Huson et al. described an approach for creating fast-converging algorithms from existing distance methods known as the Disk-Covering Method (DCM) [4] [5] [6] , proving that 'DCM-boosted' methods were fast-converging under the Jukes-Cantor model. Additional research refined DCM by developing methods which meet a more general criterion known as absolute fast-convergence [7, 8] .
After introducing these fast-converging methods, the researchers performed simulations to evaluate the performance of DCM-boosted algorithms relative to NJ and other popular methods. While finding that the provably fast-converging methods out-performed NJ for some trees, Nakhleh et al. [8] also reported that, in some cases, NJ offered significant improvements in accuracy over fast-converging methods, and other studies reported minimal differences between NJ and fast-converging methods on large subsets of the tree space [9, 4, 10] . While none of these simulation studies evaluated sufficiently long sequences to realistically compare polynomial and exponential convergence rates, these experimental results led to the suggestion that Atteson's exponential convergence bound for NJ was 'probably loose' [4] . However, because no immediate extension of the proof of fast-convergence of DCM-boosted methods was applicable to NJ, the question remained: Is the original neighbor-joining algorithm a provably fast-converging method?
To address this issue, we investigate the performance of the NJ algorithm for sequences of polynomial length, analyzing the asymptotic behavior of the method on a phylogeny known as a 'caterpillar tree'. Our approach focuses on the first step of the caterpillar reconstruction process, comparing the variability of the NJ criterion to its expected value. We find that this signal-tonoise ratio converges to 0, demonstrating that polynomial length sequences are insufficient to guarantee accurate performance of the NJ algorithm. In Section 2 we provide necessary background, in Section 3 we summarize our findings, and we close the paper with a discussion of the theoretical and practical implications of this analysis in Section 4. Detailed proofs of Theorems in Section 3 are provided in Appendix A.
Background
We begin with necessary definitions and background to motivate and support our analysis. We provide a brief overview of distance-based methods and the Jukes-Cantor model for sequence evolution, and then review the NJ algorithm. Finally, we introduce the 'caterpillar tree' and discuss our approach for analyzing the performance of the NJ method using this model tree.
Distance-based methods and the Jukes-Cantor model
The term 'distance-based' describes a class of methods that reconstruct phylogenies from a matrix of pairwise distances d ij , where d ij denotes the distance between leaves i and j. Phylogenetic researchers employing distance-based methods must assume that the matrix of pairwise distance estimates provides sufficient information for the accurate reconstruction of the evolutionary relationships among the taxa considered. This is a strong assumption, and it is clear that the choice of distance estimation method will have a considerable impact on the resulting phylogeny. There are several methods for estimating distances, some of which allow for the differential weighting of certain types of substitutions in general DNA sequences [11, 12] , and others that specifically model the evolution of protein coding regions [13, 14] . The appropriateness of various assumptions has been evaluated using some known or experimentally generated phylogenies [15] [16] [17] , and several statistical procedures have been introduced for choosing among evolutionary models in practice (see Posada and Buckley [18] for a recent overview of these methods). Most theoretical analyses, however, focus on the Jukes-Cantor [19] model. The central assumptions of the model are as follows:
(i) The equilibrium frequency of each of the four nucleotides {A, C, G, T} is equal to 1 4 .
(ii) Every type of substitution is equally likely. With these assumptions, the model is fully described by the following instantaneous rate matrix R:
For a random variable X representing a nucleotide evolving according to the Jukes-Cantor model, we have, for any specified time t,
For any pair of sequences S i and S j of length L, the proportion of positions at which the two sequences differ is given by the Hamming distance
Under the Jukes-Cantor model, this proportion provides an estimate for the expected Hamming distance p = p t for any position along the sequence. Interpreting the product of substitution rate and time as a measure of 'distance' (that is, d = rt) and inverting Eq. (1), we have
As p approaches the value of 3 4 (the expected probability of observing a difference between completely unrelated sequences at any position), the distance d between the two sequences becomes infinitely large.
While most short distances can be easily estimated under this model, it is clear that, for any pair of sequences with estimated Hamming distancep P 3 4 , the Jukes-Cantor distance estimated will be undefined. This issue presents practical problems for researchers attempting to construct distance estimates from limited amounts of DNA, since most distance-based phylogeny reconstruction algorithms will fail to produce a tree when even a single pairwise distance estimate is undefined for a set of sequences. While one would ideally avoid this problem by acquiring enough sequence data to compute extremely precise distance estimates, sufficiently long sequences are often not available for distantly related taxa. For this reason, undefined Jukes-Cantor distances are typically 'corrected' and assigned a large value. This value is generally at least as large as the maximum welldefined distance estimate observed for the set of sequences, and may be determined either as a function of the observed estimates (known as a 'fix factor' [20] ) or simply arbitrarily assigned [21] .
The neighbor-joining algorithm
The neighbor-joining (NJ) algorithm reconstructs a phylogeny from n sequences by iteratively joining the pairs of leaves i and j which minimize the criterion
where d ij is the distance between sequences i and j. Once a pair of leaves is selected to join, a node m connecting this pair is added to the tree. For all nodes k 5 {i, j}, the distance d mk is then defined to be
and the distances d im and d jm are given by
The leaves i and j are subsequently removed from the distance matrix and replaced with the new node m, and the NJ criterion matrix D is recomputed for the new set of n À 1 leaf nodes. The algorithm continues to join pairs of leaves until only two leaves i and j remain, and these are connected with edge length d ij to complete the phylogeny.
The caterpillar tree
The term 'caterpillar tree' is used to describe a phylogeny in which n taxa are connected to a single spine (see Fig. 1(a) ). If we consider a simplified 'legless' caterpillar in which the n taxa are connected in sequence by edges of equal length d e , then the distance between a pair of taxa i and j on a caterpillar tree is simply given by jj À ijd e , the number of edges separating the pair (see Fig. 1(b) ). Since the longest pairwise distance d 1,n = (n À 1)d e , Atteson's bound would require sequence lengths to be exponential in n to guarantee asymptotic convergence. For this reason, the caterpillar tree provides a useful model for exploring the performance of the NJ method for sequences of polynomial length. 
Method for analyzing the asymptotic stability of NJ
It is clear from the structure of the caterpillar tree that there are only two pairs of leaves that are separated by a single node, leaves 1 and 2 and leaves n À 1 and n. Thus, the only way that the NJ algorithm can correctly reconstruct the caterpillar is by joining either of these two pairs of leaves on the first step of the process. On subsequent steps, the algorithm must continue to work its way in towards the center of the caterpillar until the tree is fully reconstructed. If, at any time, a pair of non-neighboring leaves are joined, then the NJ algorithm will fail. To illustrate this concept, consider a simple caterpillar tree with 4 leaves. Leaf 1 is a neighbor to leaf 2, and leaf 3 is a neighbor to leaf 4, but leaf 2 is not a neighbor to leaf 3. There are four ways to correctly reconstruct the tree, all of which begin by either joining leaves 1 and 2 or leaves 3 and 4 on the first step (see Fig. 2 ).
For general caterpillar trees with n leaves, the first step of the neighbor-joining process will incorrectly join a pair of non-neighboring leaves unless the NJ criterionD ij is minimized by either D 1;2 orD nÀ1;n . By symmetry,D 1;2 andD nÀ1;n are identically distributed random variables, and so we focus our attention on the behavior ofD 1;2 . For the NJ criterion to be minimized for the neighboring sequences S 1 and S 2 , we must haveD 1;2 6D i;j for all pairs of non-neighboring sequences S i and S j . Thus, if we consider a single pair of non-neighboring sequences S g n and S g n þ1 , the probability that the NJ criterion is not minimized byD 1;2 will clearly be at least as large as the probability thatD 1;2 >D g n ;g n þ1 . Choosing g n to be sufficiently large that the estimatesp 1k andp g n ;k are nearly independent for all k (that is, g n = n c for any c 2 ð0;
Þ), we analyze the asymptotic properties of the random variable D n ¼ ðD g n ;g n þ1 ÀD 1;2 Þ. 
Modelling details
To further simplify the analysis, we reduce the complexity of observed sequences to consist of binary strings, so that the relationship between the expected Hamming distance and the JukesCantor distance now becomes
Þ (this is known as the CavenderFarris model [22, 23] ). For this additive model, the true distance between taxa i and j, i < j, is given by (j À i)d e , and thus the expected Hamming distance will be equal to 1 2 ð1 À ð1 À 2p e Þ jÀi Þ where p e is the true probability of observing a mutation on a single edge.
In this setting, it is clear that for distant sequences (where j is much larger than i), the expected Hamming distance p ij will approach the critical value of 1 2 exponentially fast as j À i increases. On the other hand, for observed sequences that are only polynomially long, a calculation with the Binomial distribution shows that the variance ofp ij approaches 0 at most only polynomially fast. A normal approximation to the Binomial then shows that, for pairs of taxa (i, j) separated enough so that jÀi log n ! 1, the probability P fp ij > 1 2 g converges to 1 2 . That is, with probability approaching 1 2 for each distantly separated pair of sequences, the standard distance estimate will be undefined.
Thus, we can easily conclude that if one does not allow for the correction of undefined distance estimates, NJ will fail to reconstruct the caterpillar tree for large values of n. The question of whether correction of undefined distances can enable NJ to succeed is more subtle. To address this, we allow for the correction of such values by assigning the maximum observable value for the sequence length L n to any undefined distance. Assume, for definiteness, that L n is an even integer. We define the value of corrected distances to be d w , where
We note that our results do not depend upon this particular choice, although we do assume that any 'corrected' distance values will be at least as large as the maximum well-defined pairwise distance estimate for a given set of sequences.
Results
To analyze the behavior of the random variable D n , we derive bounds for its expectation and variance. We find that, for sequences of polynomial length in n, the signal-to-noise ratio of D n asymptotically approaches 0: that is, the standard deviation of the distribution of D n grows more quickly that its mean. This implies that, in the limit, observed values of D n are equally likely to be positive or negative, and in the latter case the algorithm would incorrectly join the pair of nonneighboring leaves. Detailed proofs of the expectation and variance bounds are provided in Appendix A.
Derivation of an upper bound for the expectation of D n
Let the notationd i. ¼ P n k¼1d i;k . For any value g n , the expectation of D n ¼D g n ;g n þ1 ÀD 1;2 is equal to
and, because we have defined d 1;2 ¼ d e ¼ d g n ;g n þ1 , the above expression reduces to
ÞÞ. ð5Þ
If sufficiently long sequences were available to guarantee accurate estimation of the distances d 1,k and d g n ;k for all values of k, then the expectation of the sums of differences D k would approach
where d e denotes the length of a single edge on the caterpillar tree. However, for sequences of polynomial length, we find that the expectation of the sums of differences D k and D 0 k will be significantly smaller.
To bound this expectation, we divide the sums into three segments. The first includes those terms for which k 6 g n + 1, the second includes terms for which k is greater than (but relatively close to) g n + 1, and the remaining segment includes the terms for which k is significantly larger than g n . We denote the length of the middle segment by b n and let b n = n b for some b 2 ð0;
Þ. With this approach, we derive the following bound: Theorem 1. For n sequences of length L = n s for any fixed s,
for g n > 2 and b 2 ð0;
Þ.
Derivation of a lower bound for the variance of D n
By definition,
To analyze this expression, we first show that, because d 1;2 ¼ d e ¼ d g n ;g n þ1 can be estimated with great precision by sequences of polynomial length, the variance of ðd g n ;g n þ1 Àd 1;2 Þ converges to 0 for sequences of length L n = n s . It follows from this result that the covariance terms involving ðd g n ;g n þ1 Àd 1;2 Þ also converge to 0 for polynomial length sequences (see Lemma 14) . Therefore, we focus our attention on the expression
where
When k is significantly larger than g n , both p 1,k and p g n ;k are so close to 1 2 that the true proportion of differences between sequences 1 and k cannot be accurately estimated by L n = n s positions (in other words, we have
). In this case, where g n = n c for any c 2 ð0;
Þ, the estimatesd 1;k andd g n ;k are likely to be 'corrected' to the value d w with probability close to 1 2 , and, because g n is large, the estimatesd 1;k andd g n ;k are nearly independent. Because of this inability to precisely estimate the parametersp 1;k andp g n ;k when k is large, the variability of the difference terms ðd 1;k Àd g n ;k Þ is considerable, and Theorem 2 provides a lower bound for the variance of each term:
Theorem 2. For k > g n and for n sequences of length L = n s for any fixed s, if g n = n c for any c 2 ð0; 1 2 Þ; then
With this result, for k > g n + b n we have
where c b;s;n ¼ ð
Þ 2 as n ! 1, and therefore
Now we consider the covariance terms in Eqs. (7) and (8). If we assume that the contribution of the covariance terms is positive, then we may easily bound the standard deviation of D n using Inequality (9) . However, given that the covariance terms may be negative, thereby reducing the variance, we derive bounds for these terms which account for their largest possible impact. We find upper and lower bounds for the covariance of each pair of distances in Lemma 9, establishing that for all sequences S i , S j , S k , and S l , Covðd i;j ;d k;l Þ P 0. We recognize, then, that each covariance term is bounded below:
We employ this fact to derive bounds for the covariance terms in Theorem 3 and Corollary 4.
Corollary 4
These inequalities demonstrate that, even in the most extreme case, the contribution of the covariance terms is negligible relative to the overall variance. Aggregating the preceding results, we derive the following lower bound:
Þ and sequences of length L n = n s ,
Relationship between expectation and variance results
Reviewing the inequalities derived in Sections 3.1 and 3.2, we see that, for any b 2 (0, 1) and for any c 2 ð0;
for sequences of polynomial length n s , while
Ignoring constants and those terms which converge to 0, we take the ratio of the expectation inequality and the standard deviation inequality:
This ratio will approach 0 in the limit as n ! 1 for any b; c 2 ð0;
Þ, indicating that, for a wide range of possible values of g n , the variability of the difference ðD g n ;g n þ1 ÀD 1;2 Þ is increasing much more rapidly than its expected value. Furthermore, if we assume that the distribution of D n is reasonably well-behaved, then
Discussion
By analyzing the random variable D n ¼ ðD g n ;g n þ1 ÀD 12 Þ, we have shown that the NJ criterion is likely to be minimized by a pair of non-neighboring leaves when polynomial length sequences are considered. Our results demonstrate the vulnerability of the method to the impact of large numbers of imprecise distance estimates, as reflected in the asymptotic behavior of the signal-to-noise ratio of D n . It is therefore apparent that polynomial length sequences will be insufficient to guarantee phylogenetic accuracy for at least one class of trees, and that Atteson's exponential bound cannot be improved in general.
Our theoretical result should not necessarily be perceived as an indictment of the value of NJ as a practical phylogeny reconstruction method. The caterpillar tree considered here represents an extreme case, rarely (if ever) encountered in a realistic biological setting. As demonstrated by numerous simulation studies that have considered more typical trees (including [24] [25] [26] [27] ), NJ does in fact perform quite well with reasonably short sequence lengths.
The difficulties in phylogeny reconstruction demonstrated by the present analysis are not simply a failing of the NJ algorithm but rather arise from an interaction between the NJ algorithm and the 'fast-convergence' criterion. The criterion of fast convergence requires consideration of trees whose number of taxa tends to infinity while maintaining a fixed positive lower bound on the edge lengths in the tree. This in turn forces the existence of ever more remotely separated pairs of taxa. More natural alternative asymptotic formulations of the process of biologists collecting data on more and more species might assume a bounded time since the root of the tree, in which case the minimum branch length of the tree would approach 0 as n ! 1. Characterizing the performance of algorithms including NJ in such a framework is an area for further research.
More practically, the results presented in this analysis demonstrate the problems that can arise when sequence lengths are insufficiently long to estimate large distances with precision. For any phylogeny involving very distantly related taxa, it is to be expected that a significant number of pairwise distance estimates will be inaccurate or undefined, and our analysis demonstrates that NJ is highly susceptible to these errors. The insights drawn from this study are therefore not restricted to the artificial special case of the caterpillar topology, but rather can be extended to a much larger class of phylogeny reconstruction problems.
Appendix A. Proofs for expectation and variance bounds
The following Lemma is employed in Proof of Theorem 1.
Lemma 6
X n k¼g n þb n þ1
Eððd 1;k Àd g n ;k Þ þ ðd 2;k Àd g n þ1;k ÞÞ < lnðnÞ p e sn s ð1 À 2p e Þ b n .
Proof of Lemma 6. For integers
Then for any k > g n , we have
For a single position r, let Y 1k,r = 1 if S 1,r 5 S k,r , 0 otherwise, and let Y g n k;r ¼ 1 if S g n ;r 6 ¼ S k;r , 0 otherwise. It follows that Y 1k;r and Y g n k;r are dependent Bernoulli (p 1,k ) and Bernoulli (p g n ;k ) random variables. For 1 6 l 6 L n , define X ðlÞ 1k ¼ P l r¼1 Y 1k;r , and X
and, by properties of the total variation distance (see Section A.1)
P ðY 1k;r ¼ j; Y g n k;r ¼ iÞ À P ðY 1k;r ¼ i; X g n k;r ¼ jÞ .
ðA:3Þ
Let p 1k;g n k ði; jÞ ¼ P ðY 1k;r ¼ i; Y g n k;r ¼ jÞ, and let q 1k;g n k ði; jÞ ¼ P ðY 1k;r ¼ j; Y g n k;r ¼ iÞ for i, j 2 0, 1. Assume, without loss of generality, that sequence S 1,r = 0 for all positions r. We bound the distance P i;j jp 1k;g n k ði; jÞ À q 1k;g n k ði; jÞj. Because p 1k;g n k ði; iÞ ¼ q 1k;g n k ði; iÞ, we need only evaluate one of the two cases where i 5 j (by symmetry, jp 1k;g n k ð1; 0Þ À q 1k;g n k ð1; 0Þj ¼ jp 1k;g n k ð0; 1Þ À q 1k;g n k ð0; 1Þj). The probability p 1k;g n k ð1; 0Þ ¼ P ðY 1k;r ¼ 1; Y g n k;r ¼ 0Þ is given by p 1k;g n k ð1; 0Þ ¼ P ðS 1;r ¼ 0; S g n ;r ¼ 1; S k;r ¼ 1Þ ¼ p 1;g n ð1 À p g n ;k Þ ð A:4Þ and the probability q 1k;g n k ð1; 0Þ ¼ P ðY 1k;r ¼ 0; Y g n k;r ¼ 1Þ is given by q 1k;g n k ð1; 0Þ ¼ P ðS 1;r ¼ 0; S g n ;r ¼ 1; S k;r ¼ 0Þ ¼ p 1;g n p g n ;k .
ðA:5Þ
It follows that
ðA:6Þ
and with this bound we have, for each k,
ðA:7Þ
Summing over all of the terms, we find E X n k¼g n þb n þ1d for sequences of length L n = n s . To bound the expectation of the sum of differences ðd 2;k Àd g n þ1;k Þ, we note that for any k > g n + 1 Proof of Theorem 1. By definition, for any g n > 2, the expectation ofD g n ;g n þ1 ÀD 12 is equal to
Àd g n þ1. ÞÞ ðA:11Þ
by the equality of d 12 and d g n ;g n þ1 .
To derive the result, we divide the terms into three regions. The first region is defined for k 2 [1, g n + 1], the second region is defined by k 2 [g n + 2,g n + b n ] where b n = n b for any b 2 ð0; 1 2 Þ, and the final region includes those terms for which k > g n + b n .
For the first region we find that
Eððd 1;k Àd g n k Þ þ ðd 2;k Àd g n þ1;k ÞÞ ¼ 0; ðA:12Þ
an intuitive result that is easily verified by direct calculations. For the remaining terms, we first consider those terms for which k is relatively close to g n , with k 2 [g n + 2,g n + b n ]. In this region, the mutation probabilities p 1k ¼ 1 2 ð1 À ð1 À 2p e Þ kÀ1 Þ > 1 2 ð1 À ð1 À 2p e Þ g n Þ, and because g n = n c it is clear that, for sequences of polynomial length, many estimatesp 1;k andp 2k will be greater than or equal to 1 2 . However, some of the mutation probabilities p g n ;k will not be large in this region, and we can expect, for k close to g n , that the distance estimatesd g n ;k andd g n þ1;k will be well-defined and, therefore, less than the maximum value d w . To account for this behavior in our analysis, we bound the expectation by assuming that all estimatesd 1;k andd 2;k are assigned the maximum value
2 Þ, while all estimatesd g n ;k andd g n þ1;k are well-defined. It follows that, for sequences of length L n = n s for any s > 1,
Eððd 1;k Àd g n ;k Þ þ ðd 2;k Àd g n þ1;k ÞÞ < X g n þb n k¼g n þ2 ðd H À Eðd g n ;k ÞÞ þ ðd H À Eðd g n þ1;k ÞÞ < 2b n d H < b n s lnðnÞ.
ðA:13Þ
In the region for which k > g n + b n , the distances d 1k and d g n ;k are both sufficiently large that, for sequences of polynomial length, the distributions ofp 1;k andp g n ;k are nearly identical. We find that the expectation of the differences ðd 1;k Àd g n ;k Þ and ðd 2;k Àd g n þ1;k Þ is negligible in this region, decreasing to 0 with n as established in Lemma 6. Aggregating these results, an overall upper bound is given by 
Proof of Lemma 7. To establish this result, we first show that P ðp ij P
. Note that, for any well-defined estimatep ij ,
i;r 6 ¼ S j;r Þ $ BðL n ; p ij Þ. Assume, with-out loss of generality, that L n is an even integer. Then
where d ffiffiffi ffi L n p n e denotes the smallest integer greater than ffiffiffi ffi L n p n . Let X 0 be a binomial random variable with size L n and probability
Of all binomial random variables with size L n and
h , the distribution of X 0 has the smallest variance. Thus, the maximum value of the probability mass function of X 0 , which is achieved at its expected value, is greater than the maximum value achieved by any other binomial random variable of size L n on the interval With this result, we have
for all s P 1 and n P 4, and it follows directly that
. Then, for even integers L n , the maximum pos-
Þ; and so we may conservatively bound the expectation ofd ij with the expression
ðA:21Þ
The final result follows from simplifying the expression for sequences of length L n = n s . h Þ, then
Proof of Lemma 8. For any k > g n , the probability P ðp 1;k < 1 2
Because X 1k and X g n k will be nearly independent for large k, we derive a bound by analyzing the difference between the joint probability and the product of the marginal probabilities,
ðA:23Þ
and thus
where, for sequences of length L n = n s and g n = n c for c 2 ð0;
Þ,
for all p e > 0. h Proof of Theorem 2. For any pair of observationsd 1;k andd g n ;k , let the variable Y k be defined as follows:
Conditioning on Y k , we have Varðd 1;k Àd g n ;k Þ ¼ EðVarðd 1;k Àd g n ;k jY k ÞÞ þ VarðEðd 1;k Àd g n ;k jY k ÞÞ P VarðEðd 1;k Àd g n ;k jY k ÞÞ. ðA:27Þ
We recall Inequality (A.7) in the Proof of Lemma 6 which states that, for sequences of length L n = n s for any integer s, for k > g n , Eðd 1;k Àd g n ;k Þ 6 sn s ð1 À 2p e Þ kÀg n lnðnÞ and, since d 1k P d g n k for all g n > 1; Eðd 1;k Àd g n ;k Þ P 0. By definition,
ðA:28Þ
Because Eðd 1;k Àd g n ;k Þ P 0 and Eðd 1;k jp 1;k < 1 2
ðA:29Þ
By Lemma 7, we have, for
lnð2Þ,
ðA:30Þ
Substituting this inequality into (A.29), it follows that: 
Proof of Lemma 9. We first establish the upper bound. Define the distance function d(i) as in Proof of Lemma 6. Then
ðA:32Þ
Þ for all i and j, we have
The lower bound follows from Proposition 10.
Proposition 10. For any sequence length L n and any sequences S a , S b , S c , and S d with a 6 b 6 c 6 d,
Proof of Proposition 10. To establish this result, we apply a classic result from Lehmann [28] .
Definitions
(1) A pair of random variables X and Y are said to be positively quadrant dependent if P(X P x, Y P y) P P(X P x)P(Y P x) for all x, y. Let F 1 denote the family of all distributions F satisfying this property. (2) Two real-valued functions r and s of n arguments are said to be concordant for the ith coordinate, if, considered as functions of the ith coordinate (with all other coordinates held fixed), they are monotone in the same direction.
We state the relevant portion of Lehmann's results: Y 1 ) , . . . , (X n , Y n ) be independent pairs of random variables with joint distributions F 1 , . . . , F n . Let r and s be functions of n variables and let
Then ðX ; Y Þ 2 F 1 if, for each i, F i 2 F 1 and r, s are concordant for the ith coordinate. Furthermore, provided the expectations E(X) and E(Y) exist, ðX ; Y Þ 2 F 1 ) EðXY Þ P EðX ÞEðY Þ.
For each position i in sequences S a and S b , let X ab;i ¼ I ðS a;i 6 ¼s b;i Þ . Let
We first establish that ðX ac;i ; X bd;i Þ 2 F 1 and ðX ad;i ; X bc;i Þ 2 F 1 . For binary random variables X and Y, we need only check that P(X = 1, Y = 1) P P(X = 1)P(Y = 1) to establish that ðX ; Y Þ 2 F 1 . In the first case, we have P ðX ac;i ¼ 1;
Taking the difference and simplifying, we find that
for all sequences S i and S j . And in the second case, we have
Noting that the concordance condition is trivially satisfied, it follows from Lehmann's Theorem that: ðrðX ac;1 ;...; X ac;L n Þ; rðX bd;1 ;...; X bd;L n ÞÞ 2 F 1 and ðrðX ad;1 ; ...;X ad;L n Þ; rðX bc;1 ; ...; X bc;L n ÞÞ 2 F 1 .
And sinced ij ¼ rðX ij;1 ; . . . ; X ij;L n Þ for all sequences S i and S j , we see that ðd ac ;d bd Þ 2 F 1 and ðd ad ;d bc Þ 2 F 1 to complete the proof. h Lemma 11 (Total variation distance bounds). For three sequences S a , S b , and S c with a < b < c,
For four sequences S a , S b , S c , and S d with a < b < c < d,
ðivÞ max
Sketch of Proof of Lemma 11. For a single position r, let Y ij;r ¼ 1 fS i;r 6 ¼S j;r g for all sequences S i and S j . It follows that, for i 6 j 6 k, Y ij,r , Y ik,r , and Y jk,r are dependent Bernoulli random variables with respective success probabilities p ij , p ik , and p jk . By Properties 1 and 2 of the total variation distance for functions of independent and identically distributed random variables, if
ðA:35Þ It therefore suffices to establish bounds for a single position r in each case. We provide the details of the calculation for Inequality (i) to illustrate the approach. In this case, we wish to bound , we have
Lemma 12
Proof of Lemma 12. When 1 6 l < k 6 g n + 1, the distance estimatesd 1;k andd l;g n þ1 will be highly correlated when l is small (close to 1) and k is close to g n + 1. To account for these terms, we first derive a conservative bound for those terms for which l < for some positive constant c < g n :
l¼1
; ðA:39Þ
where the final inequality stems from the fact that the maximum value ford 1;
Þ. For the remaining terms, we have by Lemmas 9 and 11. To simplify the preceding inequalities, we bound the sums over l so that the remaining terms may be written as geometric series in k. It follows that 
ðA:43Þ
For the second inequality, we consider terms for which 1 6 l < g n + 1 < k. We follow the identical approach, first deriving a conservative bound for those terms for which l 6 g n c and k P ðcÀ1Þg n c and then simplifying the remaining terms to derive the inequality X n k¼g n þ2
ðA:44Þ
Since Inequalities (A.43) and (A.44) hold for any integer c 2 [2, g n À 1], we choose c = 2 for convenience to derive the final results. h
Lemma 13
X n k¼g n þ2 X n l¼g n þ1
Proof of Lemma 13. We first consider the terms in the summation for which 1 < g n + 1 < k 6 l. In this region, the distances d 1k and d g n þ1;l partially overlap, and some correlation between the distance estimates is expected. Applications of Lemmas 9 and 11 give the inequality X n k¼g n þ2
ðA:45Þ
We now consider the terms with 1 < g n + 1 6 l < k. In this region, the correlations between estimatesd 1;k andd g n þ1;l are weakened by the large distance between sequences S 1 and S g n . Again applying Lemmas 9 and 11 and bounding as above, we derive the inequality
Proof of Theorem 3. From Lemma 9,
ðA:47Þ The proof then consists of deriving the following bounds:
To establish the first inequality, we divide the sum into sections and bound each case. Because the derivation of Inequality (A.49) is nearly identical to that of Inequality (A.48), the result is stated without proof.
In the first region, we consider terms with either 1 6 k 6 g n + 1 6 l or 1 6 k 6 l 6 g n + 1. The distance estimatesd 1;k andd g n þ1;l are independent in either case, and thus
ðA:50Þ
We bound the remaining regions in Lemmas 12 and 13. These results, in combination, cover all of the n 2 terms in the sum P n k¼1 P n l¼1 Covðd 1;k ;d g n þ1;l Þ, and so we derive the overall bound
for g n = n c with c > 0. h Sketch of Proof of Corollary 4. We summarize the result for the first inequality. By Lemma 9,
Cov ðd 1;k ;d g n ;l Þ þ Covðd g n ;k ;d by the independence ofd 1;k andd g n ;l for k < g n < l and k < l < g n . And following the Proof of Lemma 13, we find that Proof of Lemma 14. Beginning with the variance ofd g n ;g n þ1 Àd 12 , we see that, because the random variablesd g n ;g n þ1 andd 12 are independent and identically distributed Vard g n ;g n þ1 Àd 12 ¼ Vard g n ;g n þ1 þ Vard 12 ¼ 2Vard 12 .
Define X 12 to be a random variable which counts the number of observed differences between sequences 1 and 2. Then X 12 follows a Binomial distribution with size L n and probability p 12 , and, for large values of L n , the proportion of differencesp 12 
ðA:59Þ
Because Varðd g n ;g n þ1 Àd 12 Þ ¼ Oðn Às Þ, we need only show that the variance of ðd 1. Àd g n . Þ and ðd 2. Àd g n þ1. Þ is not growing at a rate greater than or equal to n s to establish the overall convergence of the covariance terms. To bound Varðd 1. Àd g n . Þ, we see that
Vard g n ;k À 2 X n k¼1 X n l¼1 Covd 1;k ;d g n ;l
Vard g n ;k
by the positivity of the covariance of all pairs of distances as established in Lemma 9. Bounding each variance term by the largest possible value (d w ) 2 , we have 
