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ABSTRACT 
Self-Adaptation as a vision promises to enable software systems 
which can autonomously adapt to changes of their context and 
requirements. Thus, it facilitates the autonomous evolution of 
the software without manual intervention. However, in practice 
we cannot expect that all systems with self-adaptation are 
developed anew and that all their behavioral aspects are handled 
in an autonomous manner. Instead an evolutionary approach 
leading from today’s systems to partially self-managed systems 
is required. To enable such a path, we explore in this paper what 
a conceptual model and processes for self-adaptation should 
look like using the current practice in ITIL Change Management 
as initial reference point. We define the required responsibilities 
and a generic conceptual object model and map them to the ITIL 
Change Management roles to evaluate the similarities and 
differences. Moreover, the implications for the co-existence of 
self-adaptation and Change Management are discussed. Finally, 
examples for self-adaptive systems are used to exemplify our 
concept.  
Keywords 
Self-adaptation, change management, ITIL, process, 
responsibilities, artifacts, architecture centric evolution. 
1. INTRODUCTION 
The vision of self-adaptation (SA) is that software systems can 
autonomously adapt themselves to context changes and handle 
changes of the requirements on their own. Hence, self-
adaptation would permit, in principle, the autonomous evolution 
of the software without the need for manual intervention.  
However, in practice nearly no system is developed anew and it 
will not be possible and wanted to handle all aspects of the 
evolution autonomously without human supervision. Therefore, 
an evolutionary approach is required, rather than a revolutionary 
one, leading from today’s systems to systems where some 
aspects are subject to self-adaptation.  
Hence, we suggest using a conceptual model for self-adaptation 
and the well-known Change Management (CM) [1][2] process 
of IT Infrastructure Library (ITIL)  [5] as a starting point.  
We will present a conceptual model for self-adaptation 
capturing the concepts and overall interweaving process of self-
adaptation. Thus, understanding what self-adaptation in 
software engineering is or could be about. Such a conceptual 
process shall encompass activities and stages that a self-adaptive 
system should undertake, as well as illustrate the dependencies 
between these stages. Constructing such a conceptual model, 
should thus assist in the overall understating of which activities 
affect which other activities.  
During setting up such a conceptual framework, one can notice 
strong similarities between the required automated process of 
self-adaptation, and the existing semi-manual process of Change 
Management of ITIL. Consequently, several questions emerge: 
• What are the differences between system changes as they 
are managed today with approaches such as ITIL and 
system adaptation? 
• What are the ITIL activities, roles, issues and concerns that 
also exist in the SA? What are the mismatched or missing 
elements between ITIL and the ones of SA? 
• Can the above comparisons inspire a holistic conceptual 
model and process for self-adaptation? Can we map some 
of the existing activities in the SA domain into the 
proposed conceptual process to show the validity of the 
proposed model? 
• If so, then what is the degree of automation and level of 
tool support for the activities, roles, issues and concerns in 
CM, and what is the potential for automation of their SA 
counterparts? 
This work does not presume to encompass all of SA specific 
domains. Meaning, this conceptual SA reference process, should 
have several different implementations, which can influence one 
another, by conducting gap analysis relevant to the conceptual 
process. Since this paper presents an ongoing research, 
contribution for improvements of the process are highly 
appreciated. 
Additionally, building an evolutionary approach to SA from the 
comparison with ITIL CM, implies that not all of the manual 
activities of CM can, or should be automated. Our basic 
assumption is that the synergetic CM and SA will co-exist and 
incrementally improve, while being constrained by culture, 
organization, business and environmental forces. 
This paper is organized as follows. We first review the needs of 
self-adaptation (Section 2) and then present our conceptual 
reference model consisting of: a process, its activities, involved 
roles and responsibilities, as well as artifacts (Section 3). In 
Section 4 we introduce the change management of ITIL. 
Subsequently, in Section 5, we compare our conceptual model 
for self-adaptation and Change Management, as well as discuss 
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their potential co-existence. Section 6 presents our conclusions 
and final arguments. 
2. SELF-ADAPTATION NEEDS 
The concept of self-adaptation is inspired on biological systems, 
where organisms adapt to react to either internal problem 
conditions or external stimulus, such as changes in their 
environment. These self-adaptations may produce temporary 
changes or long lasting ones, resulting in the evolution of such 
organisms. Work on evolutionary computing has been using 
these ideas to support evolutionary algorithms since the early 
1990s  [4] [8]. These same abstractions were later brought into 
software engineering by autonomic computing. 
In the context of our work, SA of a software system is an 
approach aimed at enabling system’s adaptation at run-time 
such that it continuously delivers the best possible services, 
even in the presence of changing needs and/or environment. 
This entails considering both functional and non-functional 
expectations, while providing system fault tolerance, supporting 
system optimizations, as well as enabling system evolution on 
the fly. This includes the extraction of obsolete features as well 
as the realization of new ones.  
The main goals of self-adaptation can be summarized as: 
1. To enable continuous service provisioning required by 
the context in a satisfactory fashion, even in the presence 
of environmental changes. 
2. Optimize the delivered service within given quality 
margins. This limits the acceptable level of system 
service disruption during and after self-adaptation while 
leaving room for short-term reduction of services for the 
sake of long-term benefits. 
The essential ingredients of a SA system can best be explained 
via the reference architecture for self-managed and adaptive 
systems depicted in Fig 1 and presented in  [6]. Supplementary 
to the regular system and its behavior we have the Change-
Management and the Goal Management layers. The Change 
Management layer executes pre-compiled plans depending on 
the observed status of the system. The Goal Management layer 
intervenes when the Change Management layer fails to perform 
as intended and thus requests a change plan, or when the context 
and goals of the system change in a way that requires a new 
change plan. 
 
 
Fig 1. Reference architecture for self-adaptive systems  [6] 
Adaptation occurs when certain conditions or indicators are 
triggered. Key Performance Indicators (KPI) and Key Quality 
Indicators (KQI) define these triggers. Even a simple goal as 
“keep the lights on” requires constant adaptation. Every change 
has direct and indirect economic costs, meaning, it should be 
evaluated prior to being activated, relevant to other system 
drives. System Adaptation must balance the overall cost and 
return on investment. This is the essence of the relations 
between ITIL Change Management process, and Self-
Adaptation. The focus is not on the actual adaptation of a 
component or a system, rather the economic balancing of the 
overall changes. 
3. CONCEPTUAL SELF-ADAPTATION 
REFERENCE PROCESS  
The above reference architecture (see Fig 1) suggests a high-
level overview of how self-adaptation ought to be supported in 
self-adaptive systems. We believe that the approach required to 
implement Self-Adaptation is to leverage on the concepts of 
control loop systems. 
Our proposed conceptual self-adaptation reference process is 
comprised of two major processes that iteratively interact (see 
Figure 2). The inner Adaptation Process addresses the bottom 
two layers of the reference architecture, namely component 
control and change management; whereas the outer Evolution 
Process is more directly linked to the goal management layer.  
Note that the evolution of the goals themselves has not been 
described here. It should be thought of in the same terms as the 
ones used for discussing system adaptation. In other words, we 
use recursion to consider evolution/adaptation at the various 
levels.  
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Figure 2. Self-Adaptation Reference Process   
3.1 The Adaptation Process 
The basic adaptation process for a single adaptable element 
contains: sense, trigger, select adaptation rules, and change. This 
inner process will be termed the “adaptation process” and will 
be further explained shortly. We believe that all of these steps 
can be fully automated, thus supporting self-adaptation. Yet it 
should be noted that at times external approval of chosen 
adaptation may be required. 
In the reference architecture of Figure 2 the inner process relates 
to the feedback loop composed of monitoring the system’s 
status at the component control layer, the activities of the 
Change Management layer in choosing a strategy, and the 
corresponding change actions initiated by the change 
management layer. 
The adaptation process activities are: 
Sense – This activity is considered to be an ongoing one that 
continuously monitors data. It is well-known as “instrumenting” 
a system to observe a specific property. The property values are 
submitted to registered observers. Moreover, in some cases, the 
sensors are composite ones, reflecting a combination of 
simplistic measurements. This ability is crucial for maintaining 
abstractions and reducing complexity of the managed system. 
Trigger – This activity actuates the conditional change process. 
The triggering is a result of Key Performance Indicators (KPI). 
These KPIs are combinations of measurements (provided by the 
Sense activity) and associated thresholds. The thresholds are 
usually a ratio scalar between an actual measurement and a 
normalization value. However, it is important to distinguish that 
some changes might be triggered as self-autonomous entities, 
and some will require synchronization with external 
environment entities. This may require a range of procedures 
that will differ in the type of triggering behavior depending on 
the KPI(s) involved. 
Thus, the Change activity might be activated immediately, or 
postponed until being approved by the Evolution process.  
Consequently, each triggered change, will have several statuses: 
immediate, postponed, to be approved and approved. If the 
change is autonomous, it will set the immediate status, and will 
be executed in the next change mode. If it is depending on other 
considerations, it should be indicated as “to be approved” or 
“postponed” depending on the severity of the required change, 
and will not be executed in the next Change state, rather on the 
next synchronized Evolution Process, as elaborated in the next 
paragraphs. Meaning, that a candidate change, might need to 
maintain its state, until timed-out, or flagged as approved.  
Select Adaptation Rules – When a change is being approved, the 
system should select a well-known tested remedy, i.e., an 
adaptation rule, which is a resolution policy for a single 
adaptation request. This rule, pre-prepared in the evolution 
external process, is selected from an arsenal of approved rules. 
The repository of the approved rules, is modified during the 
external periodic Evolution process, representing the system 
over all evolution considerations (including priorities, 
scheduling, and approvals).  
Change – This is the actual execution of the change activity. It 
contains a workflow engine that can control the progress of the 
change, maintain the change states in case there is a need for 
rollback, and generate audit logs and reporting information for 
the Aggregating Metrics activity. Furthermore, the workflow 
engine should provide orchestrated changes (Complex Change 
Management), or just a single scheduled one. In an orchestrated 
one, the engine should be able to attach several single changes, 
and define a change batch process. In its simple form, the engine 
should merely control scheduling of non-dependent operations. 
Nevertheless, any coordinated changes should be carefully 
managed and considered as a transactional set. This requires 
maintaining transactions ACID principles (Atomicity, 
Consistency, Integrity, and Durability).  
3.2 The Evolution Process 
The outer process may be executed for a single or multiple 
occurrences of the inner one. The steps encompassed in the 
outer process are: Aggregate Metrics, Analyze, Evolve 
Adaptation Rules, and Adjust and Synchronize the inner 
Adaptation Process parameters. This process is considered to be 
the “Evolution Process” of the inner “adaptation” process”. In it, 
some of the elements can be automated, and some, due to 
external constrains, should not, or cannot. 
The outer process relates to the Goal Management layer in the 
reference architecture of Fig 1. Its feedback loop is built by: 
observing the status; evaluating external criteria and statistics; 
changing, adding, or removing plans that trigger change actions; 
and coordinating multiple changes. 
The evolution process activities are: 
Aggregate Metrics – In order to provide analysis capabilities in 
the Analyze stage, aggregation of the audit logs and the status of 
the overall changes is required. This is equivalent to other 
domains such as the activity of DB warehouse construction, in 
which data is accumulated in a timely fashioned, in order to 
assist the diagnostics phase. 
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Analyze – This diagnostics activity provides an optimization 
opportunity, whether conducted by humans or computing units. 
Common examples might be Dashboards and Reports, Business 
KPIs constructed in a higher level of abstraction for decision 
makers, and mostly, showing actual or expected Return on 
Investments (ROI) value of the conducted, planned, and 
futuristic changes. Moreover, in this stage, prioritization and 
scheduling of “pending” or “to be approved” changes is 
considered. Some of the requested changes may also be 
cancelled during this stage. All the scheduling decisions are 
integrated in a temporal policy for the next process of evolution 
(see the Reflection and the Change activities). 
Evolve Adaptation Rules – This activity is primarily targeted for 
architects and designers of the next generation policies and 
remedies, that is, the new adaptation rules. Initiated by the 
decision-makers’ resolutions, the system designers, or an 
automated entity for that matter, evolve the system by Creating, 
Removing, Updating, or Deleting (CRUD) the adaptation rules. 
This step of purifying the system behavior is crucial. Otherwise, 
the system will accumulate old rules that should not be 
considered. These old rules will remain in the archiving 
repositories for trend analysis, but will not be dynamically 
allocated. 
Reflection – In this activity, both the ongoing changes and the 
new analysis decisions reflected in the new adaptation rules, 
merge. Simply put, this is a synchronization step, in which the 
workflow can readapt its tasks, the rule repositories can be 
updated, the sensors array are re-adjusted (installed or 
removed), new KPIs are aligned to the sensors and 
fundamentally the entire system and the adaptation process 
artifacts evolve. 
3.3 Roles and Responsibilities 
In order to provide a more complete explanation of the activities 
involved in our conceptual model we discuss here the roles 
involved in both processes with their corresponding 
responsibilities. 
3.3.1 The Adaptation Process 
The Adapted Entity is the managed element that needs to adapt 
in the system. It holds the actual payload that drives the business 
for which the system exists. All the other roles relate to it by 
measuring its properties, or those of its environment. 
The Sensors are instrumentations inserted in the self-adaptive 
system and its context, enabling the collection of metrics related 
to the system’s operation and reflecting its status. Specifically, 
those metrics that may generate an understating of the Adapted 
Entity or its surrounding.  
The Monitors evaluate the metrics gathered by the Sensors 
against fault-tolerance, optimization, and evolution drivers 
detecting the presence of adaptation needs. These can be 
automated in many cases, or include external human 
intervention. 
The Strategists can be connected to multiple Monitors and are 
responsible for selecting a set of adaptation rules that could be 
used for self-adapting the system given the currently detected 
adaptation needs. 
The Analyst evaluates the adaptation rules suggested by the 
Strategists for their potential benefits. This includes: (1) 
simulating the adaptation for analysis of immediate 
consequences; (2) determining the architectural elements or 
system services that would be directly or indirectly affected by 
the adaptation rule; and (3) estimating the return on investment 
(ROI) of the adaptation. I.e. considering what would be the 
expected profit by implementing the change, what would be the 
cost of the change (in terms of services denied or affected 
during and after the change), and what would be the profit if the 
system was left as is. The ROI considerations must be time 
dependent. Occasionally, delaying adaptations for a few 
seconds, minutes, hours or days, yields a different ROI from 
what it would have been if the adaptation had been enacted 
immediately. The results from this analysis are then used to 
derive the required change on the basis of its benefit 
preconditions. The Analyst doesn’t aim at a point solution, but 
rather to compute a globally optimal solution.   
Based on the results from the analysis, the Approver decides 
whether to let the system self-adapt using the best ranked 
(collection of) adaptation rule(s). This particular role can be 
implemented by a mix of automated reasoning and human 
intervention as needed. 
The Planner defines a change plan using approved adaptation 
rule(s) with associated priority, timeliness (hard deadline and 
time stamps in which priorities should escalate), precondition 
for adaptation to be enacted (system state and observed usage 
status), as well as the architectural elements impacted directly 
and indirectly. 
The actual scheduling of adaptation is the responsibility of the 
Scheduler. It maintains a queue of adaptation plans for 
execution according to their given priorities and timeliness 
constraints. It detects when entries become invalid by checking 
whether their preconditions for execution still hold and that 
architectural elements involved have not been impacted by other 
previous adaptations. Every time an entry becomes invalid, the 
Scheduler reiterates with the Monitors, Strategist, Analyst and 
so on, to ensure that if the particular adaptation need still exists 
then it gets properly addressed reflecting the new context. The 
Scheduler is also responsible for ensuring that enough time 
elapses between adaptations such that the system is able to 
stabilize and deliver services, thus avoiding system thrashing. 
The Dispatcher is responsible for executing the actual self-
adaptations according to the adaptation queue. 
The responsibility of the Recorder is that of logging all 
information that lead to the consideration of an adaptation, the 
options considered, the various corresponding choices made, 
and the results observed. This provides crucial support for the 
Evolution Process. 
3.3.2 The Evolution Process 
The roles and responsibilities within the evolution process are 
conceptually very similar to those of the adaptation process. 
However, they produce different artifacts, and might require 
human involvement. The Adapted Entity of the evolution 
process refers to the actual artifacts used in the adaptation 
process. These include the fault tolerance and optimization 
adaptation drivers, as well as the repository of possible 
adaptation rules. 
The Sensors refer to the instrumentation of the self-adaptive 
system, its context, and the adaptation process itself. They 
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define what needs to be logged by the Recorder of the 
adaptation process. 
The Monitors here observe how the self-adaptation is being 
applied to detect where adjustments are needed. 
Strategists in the evolution process observe the issues that the 
Monitors encounter, decide what Adapted Entities from the 
evolution process need to be evolved, and suggest one or more 
possible strategies for doing so. This is likely to be performed 
by humans. 
The evolution process Analysts evaluate the suggestions by the 
Strategists and decide which aspects to adopt and when. Once 
again, this is very likely to require the involvement of humans. 
The Approver, Planner, Scheduler and Dispatcher of the 
evolution process also have the same responsibilities as in the 
adaptation process, with differences in the actual artifacts 
involved. Yet, they possibly have a slightly different balance 
between automated and manual procedures to apply. 
Logging information leading to evolution here is also extremely 
important for traceability, to be used for learning and evolving 
the evolution process itself. This is also performed by a 
Recorder. 
3.4 Process Artifacts 
Several artifacts must be present in order to support the 
activities contained in the self-adaptation process. We introduce 
them here in their most generic form. 
Model of the Running System – Observed model of the system 
as it is running, its architectural elements and their 
configuration. This can be thought of as reflection at the system 
level. This information is required for monitoring and analysis 
in both processes. 
Metrics – These include metrics on system’s and the individual 
Adapted Entities’ quality of services. They can be resource 
consumption, response time, availability, number of transactions 
successfully completed (with associated type), and number of 
transactions failed. Moreover, they can include metrics on 
system usage – such as numbers of users of various types, types 
of transactions taking place, financial value of earned business, 
and value of business lost (failed transactions). These are 
collected by sensors and used to drive the adaptation of the 
running system (The Adaptation Process) and by Key 
Performance Indications (KPI) consumed by the analysis 
framework in the Evolution Process. Note that for metrics 
relating to entities outside our control we may need to rely on 
predefined Service Level Agreements, our observations of their 
quality of service, information provided by a trusted third party, 
or a combination of these. 
Fault Tolerance and Optimization Drivers – These represent 
utility functions for various qualities. Their goal is to identify 
whether we need to optimize, whether we must optimize, and 
whether we can tolerate some degradation. They can be 
provided by humans in the Evolution Process and/or be a 
function of profit models. They are used to detect tuning in 
existing adaptation needs. 
Evolution Drivers – New or changed requirements or system-
context that necessitate changes to the system. These can also be 
provided by humans in the Evolution Process and/or be a 
function of profit models. They are used to detect adaptation 
evolution needs. 
Repository of Possible Adaptation Rules – This is a catalogue of 
adaptation rules that can be selected to be enacted. They include 
preconditions needed for their adoption, the actual changes that 
they entail, and their corresponding impact on the various 
system utility functions. This is defined in the Evolution Process 
and used in the Adaptation Process for analysis and actually 
performing the adaptation. The adaptations patterns might be 
considered as best practices recommendations, evaluated on 
previous experience. 
Warehousing and Auditing the Adaptation Process – Audit 
Logs, and aggregated information (metrics) is collected while 
the system runs (in the Adaptation Process), and while it is 
being improved (in the Evolution Process). An example might 
be the decisions taken in the Adaptation Process, along with the 
given alternatives, and the context in which they take place. The 
logs might include statistical measurements, and evaluation 
criteria, that will later on be used for learning and for evolving 
the system. 
Adaptation Queue – There may be multiple occurrences of the 
Adaptation Process taking place simultaneously. Yet not all 
adaptations can or should take place simultaneously. 
Dependencies may exist between adaptations in the form of 
shared elements, as well as in the order in which they take place. 
Different adaptations may also have varying levels of priority 
and/or of timeliness requirements for execution. It should also 
be noted that we must allow the system to stabilize after one 
adaptation before starting the next in order to avoid the situation 
where the system is continuously adapting and never delivering 
any services. Hence queuing and scheduling adaptations for 
execution is a must. It is to be noted that depending on the 
degree of centralization a single or multiple queues might result. 
3.5 Examples 
The first example that we will use for validating our conceptual 
model relates to the approach for self-healing presented 
elsewhere  [10]. The example addresses the repair of component 
based architectures which employ fault tolerance patterns and 
describes how a good tradeoff between a fast emergency 
reaction and a slow optimal reaction can be achieved. 
In the adaptation process, rules are triggered to cope with 
presumably crashed components by providing a fast emergency 
reaction. The strategy rule controls a local Adapted Entity by 
adjusting the architecture along the lines of the options offered 
by the employed fault-tolerance patterns by placing new 
instances of the crashed components on other nodes. There are 
no additional roles such as the Analyst and Approver involved. 
Only a simple Scheduler and Dispatcher are involved which 
ensure the sequential resolution of the detected problems. 
For the case of a simple node crash detected by a Monitor with 
the help of some Sensors, the adaptation process will first result 
in a fast emergency reaction. This reaction will re-deploy all 
crashed components on other available nodes. The Strategist 
selects a single rule to correct the Adapted Entity, without the 
support of the Analyst and Approver. A simple Scheduler and 
Dispatcher are implicitly involved to maintain the integrity of 
the installation process. Depending on the pre-planned 
redundancy, there is a temporal reduced dependability, which 
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might cause a transient failure in the relevant part of the 
application.  
The drawback of such local ad-hoc repairs is gradual 
architecture degradation. Thus, overtime, less optimal with 
respect to the given dependability goals. Therefore, in the 
evolution process a slower but nearly optimal reallocation is 
derived. The Strategist, Analyst, Approver and Planner roles of 
the evolution process are manifested by the constraint solver, 
which determines a nearly optimal solution from a set of 
constrained alternatives. Moreover, the solver balances the 
tradeoffs between costly re-deployment, and architecture 
degradation. In this case, the slow constraint solver evolves the 
system overtime, optimizing the temporal degradation, and 
improving architecture dependability. 
Another example  [9] addresses service-oriented architectures by 
using simple Adaptation Rules to trigger a to crash repair. A 
stochastic model of the architecture is used in the Evolution 
Process to determine optimal parameters for the monitoring 
period of the Monitors of the Adaptation Process. The case 
illustrates how the Evolution Process optimizes the Adaptation 
Process based on a given reliability and availability goals, 
rather than the system itself.  
In a larger scale example of a system of autonomous rail-based 
shuttles, a number of individual autonomous shuttles cooperate 
to optimize their behavior  [3]. Therefore, they exchange 
information about their context directly or by local proxies. In 
this case the Adaptation Process is interwoven with the context 
data. Consequently, the exchange of data can be seen as a 
decentralized realization of the Evolution Process while the 
Adaptation relates to the local processing of the available 
context information.  
4. CHANGE MANAGEMENT PROCESS 
Started at the 1980s and matured throughout the 1990s, 
Information Technology Infrastructure Library (ITIL)  [5] in it’s 
current version 3.0, defines a framework that major vendors are 
aligning their products lines with slight modifications. Thus, 
ITIL has become the de-facto one of the main lead in best 
practices for IT Service Management. We will consider its 
Change Management part [2] as the reference point to our SA 
process 
ITIL is a set of guidelines developed by the United Kingdom’s 
Office of Government Commerce (OGC). It is a set of published 
methodologies, process oriented, for managing IT services 
mainly in enterprise and mid-size organizations. In its essence, 
ITIL is not a fixed infrastructure support, rather a framework, 
which enables the freedom to expand and adapt as needed. 
Meaning, there is not a single implementation for ITIL, it is a 
reference process, or reference architecture for its conceptual 
holistic approach to IT service management (ITSM).  
The ITIL recommendations for IT Service Management (ITSM) 
are concerned with the Delivery and Support of IT services that 
are appropriate to the business requirements of an organization. 
It aligns people, process and assets to support the operational 
needs of the business. 
4.1 Process Goals 
The Change Management (CM) [2] process goals of ITIL are 
driven by two main forces: 
1. To provide efficient and error free implementation of 
changes to assets and process. 
2. To minimize the level of service disruption. 
Thus, some of the common issues that CM as well as SA are 
dealing with are: 
1. Unpredictability of the change. 
2. Mitigating failed and aborted changes  
3. Sub-optimized scheduling of the change. 
4. Lack of closure on the change process,  
5. Repetitions of mistakes without evolving the system. 
6. Conflicts between several correlated changes. 
4.2 Process 
The ITSM Service Support domain [5] process implementation 
of ITIL consists of Change Management, Configuration 
Management, Release Management, Incident and Problem 
Management. 
CM activities are abstracted into several categories: request for 
proposal analysis, prioritize, categorize, build schedule, test, 
approve/change schedule, and execute change. Within these 
layers, inner activities exist such as: goal identification, change 
formulation plan, approvals, dependencies detection, risk 
analysis, success criteria, resources allocation, scheduling, 
execution, progress monitoring, completion validation, 
production implementation, actual vs planed change analysis, 
documentation, configuration Management DB (CMDB) and 
assets repository state update, notification, reporting and 
closure. 
The change process metrics collected can be the number of 
changes per period and type, number of changes completed on 
schedule, number of changes aborted by period of time, and 
average change duration according to type. These metrics may 
be used to supervise change management such as analyze 
whether the changes that have been recently implemented have 
contributed to perceived improvements on the services delivered 
and ROI. 
4.3 Roles and Responsibilities 
Humans are the key players in CM, specifically for decision 
making. In current CM systems, most of the change execution is 
automated, however, the overall process management is driven 
by humans, assisted by reporting and decision making tools. 
The roles are the requestor of the change, the sponsor, the 
beneficiary, the approver, the Change Advisory Board (CAB), 
the implementation team, the change manager, the process 
owner, and affected users. Some of the roles responsibilities are 
detailed and mapped into SA in the next section. 
4.4 Assets 
ITIL changed assets are known as configuration items (CI). 
They are stored in a CMDB [7], shared by all ITIL services. 
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CI contains information (data) on the assets, and the process of 
CM defines types of changes that require different monitoring 
strategies and adjustments to the process. These are “like for 
like replacement”, “comparable replacement”, “upgrade” and 
“downgrade (remove and add)”, “addition”, “removal”, 
“modification (meta data, configuration)”, “new”, and “move”. 
5. RELATION BETWEEN SA AND CM 
In the previous sections we have discussed similarities between 
our conceptual SA process and the established CM process. In 
the following we will highlight the main differences between the 
two, and subsequently discuss for which aspects a co-existence 
between SA and CM seems feasible and where are suitable 
interfaces. 
5.1 Main Differences 
Many similarities between supporting SA and CM exist; 
however, some are not straightforward. Both aim at improving 
the quality of the services delivered in an economically 
justifiable manner, while minimizing service level disruption. 
However, their specific underlying objectives do differ. Both 
optimize a system with respect to some quality goals that reflect 
new or changed requirements. However, Changes targeted to 
remove errors from a system, while Adaptations focus towards 
tolerate faults and at times succeeding at removing errors. Fault-
tolerance in adaptations implies differences in timing constrains. 
Fault-tolerance requires immediate reactions to unwanted 
events, whereas all other aspects may tolerate some delays. That 
said, SA aims to provide the continuous provisioning of service 
while incorporating automated changes directly in the running 
system. CM can accept off-line changes as well, which are later 
on deployed on the production environment. This contrast leads 
to three main issues that must be carefully considered: 
• Changes successful  implementation; 
• Effects of concurrent multiple changes/adaptations; 
and 
• Large numbers of changes/adaptations side effects 
As adaptations in SA take place on the running system, they are 
difficult to test. Although simulations can be performed, they 
cannot fully predict the implications. In CM, full actual vs. 
planed change analysis can be performed, and mitigation plan 
can be activated. 
In both SA and CM we may have dependable multiple 
adaptations/changes simultaneously. Hence, the detection of 
causal dependency is important. In CM, these relations are 
detected by humans, hopefully when analyzing the respective 
change impacts – dependencies detection – prior to their actual 
scheduling for implementation, or, in the worst case, during 
testing of the scheduled changes – completion validation – prior 
to releasing a new version of the system with the changes 
incorporated. In SA, multiple adaptations may be occurring 
simultaneously unbeknownst to one another. In heavily 
centralized control of SA, the planner and the scheduler are 
responsible to address known preconditions for adaptations and 
track for changes in architectural elements of concern to 
individual adaptations. Even in such cases, unexpected emergent 
behavior from adaptations enacted may occur. These must be 
addressed in a specialized way, with no counterpart in CM. 
In SA system thrashing is a real danger. If systems’ adaptations 
are not carefully addressed we may have a system that is 
continuously adapting and never delivering any services. Such a 
problem does not exist in the context of CM. 
The main implications for SA requires to: (1) identify the 
preconditions of adaptations; (2) identify the architectural 
elements of concern for individual adaptations; (3) monitor the 
impact of adaptations; and (4) avoid system thrashing.. 
5.2 Roles and Responsibilities 
Naturally, the purpose of self-adaptation is to adopt automatic 
control mechanisms that will apply to assets. Meaning, we have 
to map the responsibilities fulfilled by people in CM onto 
responsibilities in SA which are operating automatically. 
The Sensors determine which data sources, whether digital, 
analog, or message based, are examined. The Sponsors of CM 
match to the required sensing capabilities of the SA system as 
well as the executed Monitors. In CM, the Sponsor might 
delegate the request for change to the Requestor. Accordingly, 
we can restrict the match considered here to the Sensors as the 
also required monitoring can be mapped to the related 
Requestors. 
The Monitors are responsible for triggering the need for 
adaptation. Therefore, they match the Requestor of the change 
in CM that initiates the request to change, i.e., the request to 
adapt. A Monitor may further indirectly relate to a sponsor for 
whom the requestor is in charge and the beneficiary whose 
interests seem to require an adaptation. 
The Implementation team in CM is responsible for suggesting 
how the change should be implemented. In SA the role is 
manifested by the Strategists, which select appropriate 
adaptations. 
The group of all Analyzers evaluates the level of likely success 
of the change, and its likely overall benefits. The possible 
Beneficiaries in CM are reflected by the Analyzer roles that 
evaluate proposed adaptations concerning known metrics which 
are relevant for the Beneficiaries. 
The Approver will employ the Analyzers to reason about the 
financial (cost), logical (business value) and technical (ability to 
change) benefits of a proposed adaptation. The Approver in CM 
is therefore directly reflected in the SA responsibility Approver.  
The Planer looks not only at a single adaptation but takes all 
current proposed adaptations into account. The Change 
Advisory Board (CAB) in CM is simply put, a large set of 
additional Approvers, which impact one another, and might 
cause a change of direction for a single approver, based on the 
dependencies between changes. Therefore, both responsibilities 
are related and reflect aspects handled by the Scheduler in SA. 
As the responsibilities for the evolution process are the same, a 
similar mapping on the CM responsibilities is possible. In 
addition, the Process Owner in CM responsible for optimizing 
the overall cost of the change and its alignment with the 
business needs can be identified as the overall organizer of the 
evolution cycle. The Change Manager in CM evolution can be 
seen as the organizer of the adaptation process. 
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The Affected Users in CM refer to the linked systems and 
processes that might be affected by the change, but are not 
considered to be the beneficiaries of the change. These roles are 
not directly linked to a running SA process, but are reflected by 
external measurements that are highlighted by the Sensors of 
both SA processes. 
5.3 The Question of Co-Existence 
Contemplating on the potential for automation of the SA 
counterparts of the CM activities and roles, is and where a co-
existence of both seems feasible. 
An obvious case is an automated adaptation process and a 
manual evolution process. In this case the evolution can provide 
guidance to the continuous operating autonomous adaptation 
loop. Another option seems to be the vertical co-existence of an 
automated evolution process for known aspects of the evolution 
and a manually operated evolution process for more demanding 
cases. 
The conceptual model indicates further that also a horizontal co-
existence might be an option where for a given aspect only 
specific activities of the evolution process are automated. While 
the automated measurement and analysis of the system and 
adaptation behavior seems more feasible than its manual 
counterpart, often the definition of new SA rules or plans seem 
out of reach. Therefore, the analysis output can serve as a good 
interface to a traditional change management. Naturally, only 
when supported by automatic relation between the 
measurements and analysis and the CM sponsors, requestors, 
and beneficiaries.  
6. CONCLUSIONS 
We explored in this paper what a conceptual model and 
processes for self-adaptation should look like, defined the 
required roles and responsibilities, along with the various 
process artifacts. We mapped them onto the current practice in 
ITIL change management, evaluating similarities and 
differences. Also the implications for the co-existence of self-
adaptation and change management and the potential for 
optimization for the different activities have been discussed.  
The presented results are first steps into the proposed direction. 
The conceptual model requires more validation on examined 
examples and the co-existence has to be evaluated in case 
studies in a more concrete level. However, we hope that this 
paper stimulates further investigations. Namely, what route 
towards self-adaptive systems should we take? Should we 
examine the new evolutionary or shall we remain in a 
revolutionary approach? 
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