Abstract. We characterize the hyperbolic horseshoe locus and the maximal entropy locus of the Hénon family defined on R 2 . More specifically, we show that (i) the two parameter loci are both connected and simply connected (by adding their corresponding one-dimensional loci), (ii) the closure of the hyperbolic horseshoe locus coincides with the maximal entropy locus, and (iii) their boundaries are identical and piecewise real analytic with two analytic pieces. The strategy of our proof is first to extend the dynamical and the parameter spaces over C, investigate their complex dynamical and complex analytic properties, and then reduce them to obtain the conclusion over R. We also employ interval arithmetic together with some numerical algorithms such as set-oriented computations and the interval Krawczyk method to verify certain numerical criteria which imply analytic, combinatorial and dynamical consequences.
Introduction and Statements of Results
The creation of Smale's horseshoe has been one of the most fundamental topics in the study of dynamical systems for several decades. Since horseshoes are known to be the key to understand the chaotic dynamics, it is natural to ask how they are created in bifurcation procedures. Among many aspects of the creation of horseshoes, we focus on the last bifurcation problem, which asks when and how a horseshoe is completed. Equivalently, the problem is to investigate the topological and geometric structure of the the parameter locus where the maps exhibit horseshoes, and to determine the dynamics of the maps from its boundary.
This article is devoted to the problem with respect to the celebrated Hénon family [H] :
f a,b : (x, y) −→ (x 2 − a − by, x) defined on R 2 . By restricting ourselves to this very concrete dynamical system, we can obtain an almost complete answer to the problem as described below. Let us begin by recalling some known facts on the Hénon family. When b = 0 is fixed and a is large enough, f a,b is a hyperbolic horseshoe on R 2 , i.e. the restriction of f a,b to its nonwandering set is uniformly hyperbolic and is conjugate to the full-shift with two symbols [DN] . It is known that the topological entropy of f a,b satisfies 0 ≤ h top (f a,b ) ≤ log 2 for any (a, b) ∈ R × R × [FM] . In particular, when f a,b is a hyperbolic horseshoe on R 2 , it attains the maximal entropy h top (f a,b ) = log 2 among the Hénon maps.
We are thus led to introduce the hyperbolic horseshoe locus:
is a hyperbolic horseshoe on R 2 as well as the maximal entropy locus:
f a,b attains the maximal entropy log 2 .
Note that H × is open and M × is closed in R × R × (since h top (f a,b ) is a continuous function of (a, b); see [Mi] ), hence H × ⊂ M × . The goal of this paper is to characterize these two loci.
Main Theorem. There exists an analytic function a tgc : R × → R from the b-axis to the a-axis of the parameter space R × R × for the Hénon family f a,b with lim b→0 a tgc (b) = 2 so that (i) (a, b) ∈ H × iff a > a tgc (b), (ii) (a, b) ∈ M × iff a ≥ a tgc (b). Moreover, when a = a tgc (b), the map f a,b has exactly one orbit of either homoclinic (b > 0) or heteroclinic (b < 0) tangencies of stable and unstable manifolds of suitable saddle fixed points. [EM] (note that the sign of b is opposite to the original one) where the graph of a tgc is implicitly figured out by the right-most wedge-shaped curve. It would be interesting to know if a tgc is monotone both on {b > 0} and on {b < 0} as clearly seen in Figure 1 .
Here we note that for the case |b| < 0.06, the claim of our main theorem has been already proved by Bedford and Smillie [BS2] . To extend their result to all values of b, we need to introduce new topological ideas and elaborate rigorous numerical tools. This enables us to prove some global properties of the loci. To state them let us add their corresponding onedimensional loci to H × and M × , i.e. let us put
As a consequence of Main Theorem, we obtain
Corollary. Both H and M are connected and simply connected, H = M and ∂H = ∂M.
As far as we know, this is the first result concerning the global topology of parameter loci for the real Hénon family. Note that in the complex Hénon family, the complex hyperbolic horseshoe locus H × C , i.e. the set of parameters (a, b) ∈ C × C × for which f a,b is a hyperbolic horseshoe on C 2 , is not simply connected. In fact, it is easy to show that the fundamental group of H × C contains Z by considering its monodromy representation to the shift automorphism group π 1 (H × C ) → Aut({0, 1} Z , σ) and, moreover, its image contains an element of infinite order (see [A2] ). It is an interesting question to ask if H × C is connected. Let us compare the above results with the case of a piecewise affine model for the Hénon map, called the Lozi family L a,b : (x, y) → (1−a|x|+by, x). In [I1, ISa] we have shown that the closure of the hyperbolic horseshoe locus coincides with the maximal entropy locus, and their boundaries are piecewise algebraic with two algebraic pieces. It is also conjectured [ISa] that the boundary of the zero-entropy locus for the Lozi family is piecewise algebraic with countably many algebraic pieces when b > 0. We hence conjecture that the boundary of the zero-entropy locus for the Hénon family is piecewise real analytic (see also page 19 of [GT] ). This conjecture has been solved for b close to zero by using the renormalization method for Hénon-like maps (see Corollary 4.5 in [CLM] ).
To conclude the introduction we mention a few comments on the proof of Main Theorem. The basic strategy of our proof is to extend the dynamical space as well as the parameter space over C and investigate their complex dynamical and complex analytic properties as in [BS1, BS2] . There are, however, some new ingredients in our proof. Below we briefly discuss two most significant ones among them.
The first one is a new system of boxes. In [BS2] , Bedford and Smillie have constructed a family of three bidisks in C 2 called boxes based on puzzle pieces for the Chebychev polynomial p(z) = z 2 − 2 which lies on the degenerated limit b = 0 of ∂H = ∂M. It turns out that this construction works only when |b| is close to zero (see Appendix C) . Therefore, we introduce a new family of "non-perturbative" boxes with respect to certain projective coordinates based on the trellis formed by invariant manifolds in R 2 . This enables us to verify several numerical criteria for all values of b, which is the basis of this article. However, there are two trade-offs of this new choice; one is that the new boxes can not be computed algebraically in terms of the parameter and another is that the combinatorics of the transitions between the new boxes is more complicated than in [BS2] . Due to these reasons, the numerical criteria on the topological behavior of boxes become much harder to verify. To overcome this difficulty we introduce rigorous interval arithmetic [Mo] and check several numerical criteria.
The second one is the introduction of numerical tools such as set-oriented computations [DJ] and the interval Krawczyk method [N] . The former is an algorithm to generate a sequence of outer approximations of an invariant set in terms of the map to iterate. It is used to compute the rigorous enclosure of invariant manifolds of the map with very high accuracy, which is the key to exclude the occurrence of unnecessary tangencies. The latter is a modification of the well-known Newton's root-finding method. It is used to guarantee the existence of non-real periodic orbits of f a,b for (a, b) in a certain parameter region, which yields that the topological entropy on R 2 is non-maximal. We note that, in the process of our proof, we need to consider the fourth iteration of the Hénon map. This amounts to a polynomial of degree 16 and its large expansion factor increases computational error drastically. Therefore, the rigorous computation of invariant manifolds and the zeros of such polynomial with respect to certain projective coordinates, where its parameter varies over a small region in the parameter space, is not at all an immediate task. More on this issue will be discussed in Appendix B.3.
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Quasi-Trichotomy in Parameter Space
2.1. Preliminaries. Since the inverse map f −1 a,b of f a,b is affinely conjugate to f a/b 2 ,1/b , it is sufficient to consider the parameter region {(a, b) ∈ R × R × : 0 < |b| < 1 + ε} for any ε > 0.
Let us define a aprx : {−1 − ε ≤ b ≤ 1 + ε} −→ {a ∈ R} as the piecewise affine interpolation of the data given in Table 1 below. This is a piecewise affine approximation of the function a tgc . Let δ > 0 be arbitrary small and let
where Re(b) (resp. Im(b)) denotes the real (resp. imaginary) part of b ∈ C. Note that I ± contains the degenerate case b = 0 as well. Then, the function a aprx extends to
and its real slice F ± R ≡ F ± ∩ R 2 . We will show that F + ∪ F − forms a "complex neighborhood" of ∂H and ∂M, and F + R ∪ F − R forms a "real neighborhood" of ∂H and ∂M. For (a, b) ∈ F + R ∪ F − R , let p 1 ∈ R 2 (resp. p 3 ∈ R 2 ) be the unique fixed point in the first (resp. third) quadrant and let p 2 ∈ R 2 (resp. p 4 ∈ R 2 ) be the unique periodic point of period two in the second (resp. fourth) quadrant. We note that these points are welldefined in the case b = 0 as well. The points p i then analytically continue into C 2 for all (a, b) ∈ F + ∪ F − which we denote again by
1 In practice, we may suppose ε = δ = 0 since all the criteria concerning I ± are given by open conditions. 2.2. Projective boxes. In this section we introduce the notion of projective boxes in C 2 . This is a generalization of rigid bidisks, but it is more flexible and useful throughout this article. Let u ∈ C 2 and let L u be a complex line in
u is the unique complex line through u parallel to L u . Let π u : C 2 u → L u be the projection with respect to the focus u ∈ C 2 , i.e. for x ∈ C 2 u we let L be the unique complex line containing both u and x, then π u (x) is defined as the unique point L ∩ L u . We call u the focus of the projection π u (see Figure 2) . Let u and v be two focuses and let L u and L v be two complex lines in general position in C 2 such that u / ∈ L u and v / ∈ L v . We call the pair of projections (π u , π v ) the projective coordinates with respect to u, v, L u and L v . Evidently, the Euclidean coordinates correspond to the case u = (0,
For a proof, see Proposition 4.6 in [I2] . Given a quadrilateral Q in R 2 and some additional data, we can construct a projective box as follows. Let v 1 , v 2 , v 3 and v 4 be the vertices of Q (named in the clockwise order) and assume that the segments v 1 v 2 and v 3 v 4 are close to vertical and v 2 v 3 and v 4 v 1 are close to horizontal. Let u be the focus obtained as the unique intersection point of the lines containing v 1 v 2 and v 3 v 4 respectively, and let v be the unique focus obtained as the unique intersection point of the lines containing v 2 v 3 and v 4 v 1 respectively. Let L u ≡ {y = 0} be the x-axis of C 2 and L v ≡ {x = 0} be the y-axis of C 2 . These define projective coordinates (π u , π v ). Let p x ∈ R (resp. q x ∈ R) be the x-coordinate of the intersection of the real line containing v 1 v 2 (resp. v 3 v 4 ) and the x-axis, and p y ∈ R (resp. q y ∈ R) be the y-coordinate of the intersection of the real line containing v 4 v 1 (resp. v 2 v 3 ) and the y-axis. We may assume p x > q x and p y > q y .
call it a projective box associated with Q (see Figure 3) . 
Figure 5. Points in the trellis (dots) and the quadrilaterals {Q
For (a, b) ∈ F + , 4 projective boxes {B 
in R 2 by connecting them by straight segments (see (i) of Figure 4 ). When (a, b) ∈ F + R ∩{b = 0}, we compute 7 points in the trellis generated by
, and define 4 quadrilaterals {Q
in R 2 by connecting them by straight segments and by fattening them slightly (see (ii) of 
in C 2 are defined as follows. When (a, b) ∈ F − R ∩ {b = 0}, we compute 14 points in the trellis generated by W u (p 3 ), W s (p 1 ) and W s (p 3 ), and define 5 quadrilaterals {Q Figure 5 ). When (a, b) ∈ F − R ∩ {b = 0}, we compute 8 points in the trellis generated by
, and define 5 quadrilaterals {Q
We choose 33 points (a, b) ∈ F + R (resp. 65 points (a, b) ∈ F − R ), compute the coordinates of the points in the trellis for f a,b and interpolate these data to all (a, b) ∈ F ± R (see Figure 15 in Appendix C) . Next apply the above procedure to construct a family of boxes {B ± i } for all (a, b) ∈ F ± . Finally we divide F + R into 1,600,000 pieces (resp. F − R into 80,000,000 pieces) and check several conditions rigorously (in Appendix B.2, we will discuss the subdivision of the parameter space in more detail). Note that each box B ± i depends continuously on (a, b) ∈ F ± . This kind of boxes has been first used to study the combinatorial properties of the real Hénon maps in [BS2] and also employed to construct the first example of a non-planar hyperbolic Hénon map in [I2] as well as certain combinatorial objects called the Hubbard trees in [I3] .
2.3. Quasi-trichotomy. Let (π u , π v ) be the projective coordinates for the projective box B ± j . First recall the following definition from [HO, ISm] . Definition 2.3. We say that f :
is proper of degree d, where ι is the inclusion map.
More checkable condition can be given as follows [I2] . Let us write B 
The purpose of this subsection is to show Theorem 2.4 (Quasi-Trichotomy). Choose + or −. Then, for b ∈ I ± we have either
Notice that a and b are required to be complex numbers and b can vanish in the case (ii). The three cases (i), (ii) and (iii) may have overlaps and this is why we put "quasi" in the label. Proofs of all the three claims employ computer assistance with rigorous error bounds. In the following we present how the proofs can be reduced to rigorous computations via some theoretical considerations (for more technical points, see Appendix B).
Proof. The proof of Theorem 2.4 (Quasi-Trichotomy) goes as follows. (i) Non-maximal entropy. First recall Theorem 10.1 in [BLS] which claims that h top (f a,b | R 2 ) = log 2 if and only if every periodic point of f a,b :
To prove (i), thanks to this theorem, it suffices to show that for all (a, b) ∈ R × R × with b ∈ I ± and a ≤ a aprx (b) − χ ± (b), there exists a periodic point of f a,b in C 2 \ R 2 .
For a small enough, this can be done by hand; namely, if a < −(b + 1) 2 /4, we can show that the two fixed points of f a,b are away from R 2 by solving the quadratic equation defining the fixed point of the map.
For the rest of parameter values, the existence of a non-real periodic point is established by rigorous numerics. In fact, we can show that for all (a, b) ∈ R × R × with b ∈ I ± and −(b + 1) 2 /4 ≤ a ≤ a aprx (b) − χ ± (b), there exists a periodic point of period 7 in C 2 \ R 2 . Here we first use Newton's method to find an approximate periodic point and then its existence is rigorously proven by the interval Krawczyk method (see Appendix B.3). This proves (i).
(ii) Crossed mappings. We check that (f a,b , {B ± i }) satisfies the (BCC) for (a, b) ∈ C × C with b ∈ I ± and |a − a aprx (b)| ≤ χ ± (b) by rigorous numerics. This implies (ii). (iii) Hyperbolic horseshoes. It remains to show that f a,b is a hyperbolic horseshoe on R 2 for (a, b) ∈ R × R × with b ∈ I ± and a ≥ a aprx (b) + χ ± (b).
For a large enough, this step can be done by hand; it can be shown [O] that if a > 2(1 + |b|) 2 , then f a,b is a hyperbolic horseshoe on R 2 (see also [ISm] ).
For the rest of parameter values 2(1 + |b|) 2 ≥ a ≥ a aprx (b) + χ ± (b) our claim has been already proven by rigorous numerics combined with set-oriented algorithms in [A1] (see also Appendix B.3). The key step there was to prove the uniform hyperbolicity of the map. To avoid the difficulty in defining unstable and stable directions, we introduced a weaker notion of hyperbolicity called quasi-hyperbolicity. Let f : M → M be a smooth map on a differentiable manifold M and Λ ⊂ M a compact invariant set of f . We denote by T Λ the restriction of the tangent bundle T M to Λ. An orbit of Df | T Λ : T Λ → T Λ is said to be trivial if it is contained in the zero section of T Λ.
Definition 2.5. We say that f is quasi-hyperbolic on Λ if the restriction Df | T Λ : T Λ → T Λ has no non-trivial bounded orbit. It is known that quasi-hyperbolicity is strictly weaker than uniform hyperbolicity. However, when the invariant set Λ is the chain recurrent set of the map, these two notion of hyperbolicity coincides (see Theorem 2.3 of [A1] ). Therefore, to show the uniform hyperbolicity of f a,b on its chain recurrent set R(f a,b ), it suffices to show the quasi-hyperbolicity on R(f a,b ). We note that quasi-hyperbolicity is a topological condition with respect to Df , and thus much more tractable than uniform hyperbolicity. With the help of rigorous numerics combined with set-oriented algorithms, the quasi-hyperbolicity on R(f a,b ) is proven for 2(1 + |b|) 2 ≥ a ≥ a aprx (b) + χ ± (b). Since the proof of Corollary 6 in [A2] shows that the non-wandering set of f a,b is contained in R(f a,b ), f a,b is a hyperbolic horseshoe on R 2 . This completes the proof of (iii). Figure 6 illustrates the parameter region of our interest. On the shaded regions, we can show that the Hénon map is uniformly hyperbolic on its chain recurrent set [A1] . The solid curve close to the largest shaded region (corresponding to the real full horseshoe region) indicates the boundary of the region where we can rigorously show the existence of a periodic point in C 2 \ R 2 ; thus we know that the topological entropy on R 2 is strictly less than log 2 if (a, b) is on this curve, or located on the left side of it. Therefore, the actual tangency curve a = a tgc (b) is trapped in the narrow gap between the solid curve and the largest shaded region.
3. Dynamics and Parameter Space over C Throughout this section we assume (a, b) ∈ F + ∪ F − and basically consider the complex dynamics f a,b : C 2 → C 2 .
3.1. Admissibility. Let K = K a,b be the set of points whose both forward and backward orbits by f a,b are bounded and call it the filled Julia set of f a,b . Write
Proof. Using rigorous computation we first check
As was seen in the proof of Theorem 2.4 (Quasi-Trichotomy), we know that f a,b is a hyperbolic horseshoe on R 2 for any (a, b) ∈ R × R × satisfying a > 2(1 + |b|) 2 , therefore h top (f a,b | R 2 ) = log 2 follows. By Theorem 10.1 of [BLS] , this yields K a,b ⊂ R 2 . Hence, the above numerical check is reduced to a computation in R 2 and so its cost is cheap. Then, we use the semi-continuity of (a, b) → K a,b , continuity of (a, b) → B i and the (CMC) to conclude K a,b ⊂ B ± for all (a, b) ∈ F ± ∩ {b = 0}.
Let us write Σ + ≡ {0, 1, 2, 3} and Σ − ≡ {0, 1, 2, 3, 4}. Define
and call its element a forward admissible sequence with respect to T ± . Also define
and call its element a backward admissible sequence with respect to T ± . Finally, we set
and call its element a bi-infinite admissible sequence with respect to T ± . Below, 0 means either · · · 00 or 00 · · · , and 43 means · · · 4343.
in for n ≥ 0 (resp. for n ≤ 0) is called a forward itinerary (resp. backward itinerary) of z.
First consider the case (a, b) ∈ F + .
Proposition 3.2. Let (a, b) ∈ F + ∩ {b = 0}. Then, for any z ∈ K a,b there exists a bi-infinite admissible sequence (i n ) n∈Z ∈ S + so that f n (z) ∈ B + in holds for all n ∈ Z. Proof. The proof goes in the same spirit as (i) of Theorem 4.23 in [I2] . For I ∈ {0}, {1}, {2}, {3}, {0, 1}, {0, 2}, {0, 3}, {1, 2}, {1, 3}, {2, 3} we set
A sequence of transitions · · · → B
→ · · · (also denoted as · · · → I n−1 → I n → I n+1 → · · · ) is said to be allowed if there exists a point z ∈ n∈Z f n (B + ) so that f n (z) ∈ B
+
In holds for all n ∈ Z. The following claims can be verified by using rigorous computation.
are not allowed. By (iv), the transitions {0} → {1, 2} and {0} → {1} are not allowed. By (v), the transitions {3} → {2} and {3} → {1, 2} are not allowed. By (vi), the transitions {2} → {0} and {2} → {0, 3} are not allowed. By (vii), the transitions {1} → {0, 3} and {1} → {3} are not allowed. Hence, there are 19 allowed transitions: {0} → {0}, {0} → {0, 3}, {0} → {3}, {0} → {2, 3}, {0} → {2}, {0, 3} → {2}, {0, 3} → {1, 2}, {0, 3} → {1}, {3} → {1}, {2, 3} → {2}, {2, 3} → {1, 2}, {2, 3} → {1}, {2} → {3}, {2} → {2, 3}, {2} → {2}, {1, 2} → {0}, {1, 2} → {0, 3}, {1, 2} → {3} and {1} → {0}. The proof of the following claim is easily supplied, hence omitted. Lemma 3.3. Let I → I ′ be one of the 19 allowed transitions listed above. Then, (1) for any i ′ ∈ I ′ there exists i ∈ I so that (i, i ′ ) ∈ T + holds, and (2) for any i ∈ I there exists i
Take a point z ∈ K a,b . Then, there exists a unique I n so that f n (z) ∈ B + In for any n ∈ Z. We set N ≡ {n ∈ Z : card(I n ) = 1}. Assume first that N = ∅. Then, the only possibility is (1) and (2) of Lemma 3.3 yield that there exists i n ∈ I n for n ∈ Z so that (i n ) n∈Z ∈ S + holds. Assume next that N = ∅ and sup N = +∞. We may suppose inf N = −∞ (the proof for the case inf N > −∞ is similar). Let · · · < n k−1 < n k < n k+1 < · · · (k ∈ Z) be the elements of N . For any k ∈ Z we apply (1) of Lemma 3.3 to the transition I n k −1 → I n k and next to I n k −2 → I n k −1 until we arrive at I n k−1 → I n k−1 +1 . This determines i n k−1 ∈ I n k−1 , . . . , i n k ∈ I n k for any k ∈ Z, hence (i n ) n∈Z ∈ S + . Assume finally that N = ∅ and sup N < +∞. Let N ≡ sup N . We can determine i n ∈ I n for any n ≤ N as in the previous case. Note that card(I N ) = 1 and card(I n ) = 2 hold for all n > N . Then, the only possibilities for the transitions
In each of these three cases we can successively apply (2) of Lemma 3.3 to determine i n for n > N . Hence (i n ) n∈Z ∈ S + , and this proves Proposition 3.2.
we set
The following claims can be verified by using rigorous computation.
4 . We then see that there are 23 allowed transitions:
and {1} → {2}. The proof of the following claim is easily supplied, hence omitted.
Lemma 3.5. Let I → I ′ be one of the 23 allowed transitions listed above. Then, (1) for any i ′ ∈ I ′ there exists i ∈ I so that (i, i ′ ) ∈ T − holds, and (2) for any i ∈ I there exists i
Take a point z ∈ K a,b . Then, there exists a unique I n so that f n (z) ∈ B − In for any n ∈ Z. We set N ≡ {n ∈ Z : card(I n ) = 1}. Assume first that N = ∅. Then, the only possibility is (1) and (2) of Lemma 3.5 yield that there exists i n ∈ I n for n ∈ Z so that (i n ) n∈Z ∈ S − holds. Assume next that N = ∅ and sup N = +∞. We may suppose inf N = −∞ (the proof for the case inf N > −∞ is similar). Let · · · < n k−1 < n k < n k+1 < · · · (k ∈ Z) be the elements of N . For any k ∈ Z we apply (1) of Lemma 3.5 to the transition I n k −1 → I n k and next to I n k −2 → I n k −1 until we arrive at I n k−1 → I n k−1 +1 . This determines i n k−1 ∈ I n k−1 , . . . , i n k ∈ I n k for any k ∈ Z, hence we have (i n ) n∈Z ∈ S − . Assume finally that N = ∅ and sup N < +∞. Let N ≡ sup N . We can determine i n ∈ I n for any n ≤ N as in the previous case. Note that card(I N ) = 1 and card(I n ) = 2 hold for all n > N . Then, the only possibilities for the transitions
In each of these three cases we can successively apply (2) of Lemma 3.5 to determine i n for n > N . Hence (i n ) n∈Z ∈ S − , and this proves Proposition 3.4.
3.2. Encoding in C 2 . In this subsection we decompose the complex stable and unstable manifolds of some saddle points in C 2 according to the projective boxes {B
terms of the boxes is problematic. For this, let us recall a notion from [I2] .
With this notion we prove the next claim.
The following claim can be verified by using rigorous numerics.
3 is a crossed mapping of degree two satisfying the (OCC), hence is of horseshoe type, i.e. B
3 )) has two connected components and the restriction of f 2 to each component is of degree one.
Take a horizontal disk
) consists of two horizontal disks (resp. one horizontal disk) of degree one in B − 3 by the discussion above. Choose the one containing the fixed point p 3 and call it D 1 . We repeat this procedure to obtain a sequence of horizontal disks D n of degree one in B − 3 . By Lambda Lemma, D n converges to V u loc (p 3 ) in the Hausdorff topology, hence V u loc (p 3 ) is a horizontal disk of degree one in B − 3 . Now we define "special pieces" of V u/s (p i ) as follows. For (a, b) ∈ F + , set
which is a degree one complex vertical disk in B − 2 , and finally we define V u 434124
). These varieties are called the special varieties. To deal with the last one, it is useful to consider
). Note that these varieties are well-defined even for the case b = 0.
Proof. We verify the following claim by using rigorous numerics.
Numerical Check D. Let (a, b) ∈ F − . Then, one of the following (i) and (ii) holds;
Since
2 is a crossed mapping of degree one, the case (i) yields that
2 is a crossed mapping of degree two satisfying the (OCC), hence is of horseshoe type. In the case of (ii) we immediately obtain the same conclusion. Hence, in both cases we obtain Proposition 3.8.
In particular, when (a, b) ∈ F − ∩ {b = 0}, the special variety V u 434124 (a, b) − consists of either (i) mutually disjoint two horizontal disks of degree two in B − 4 , (ii) mutually disjoint one horizontal disk of degree two and two horizontal disks of degree one in B Definition 3.9. We define
and call them the complex tangency loci.
Let us write
The purpose of this section is to show 
Proof of (i). When we write B
. To prove Theorem 3.10 (Tin Can), it is sufficient to show
Note that the boxes B + i as well as the maps π u and ϕ depend continuously on (a, b) ∈ ∂ v F + .
To achieve this, we introduce certain "neighborhoods" of the special varieties V s
310
(a, b) + and V u 023 (a, b) + as follows. Choose a large N ≥ 1 and write
. Similarly, choose a large M ≥ 1 and write
2 As seen in Figure 7 , the piece V s 310
(a, b) + of the stable manifold V s (p1) is "curvy" when b is close to 1.
Hence, we choose a smaller D
The above construction immediately implies
). Lemma 3.11 and Numerical Check E yield (3.1), which finishes the proof of (i).
Proof of (ii). As in the previous case, one can choose a smaller
To prove the theorem, it is sufficient to show
Choose a large N ≥ 1 and write 
. Then, as in the previous case,
Proof. Recall the proof of Proposition 3.7. It is easy to see that the horizontal disk D n in the proof is contained in V n above, so the conclusion follows.
Lemma 3.12 and Numerical Check E' yield (3.2), which finishes the proof of (ii). 
, and for a backward admissible sequence of the form
Note that these subvarieties are well-defined even for the case b = 0. Since f −1 : B 
Note that these varieties are well-defined even for the case b = 0. Since f −1 : B By extending Definition 4.4, the notion of horizontal and vertical curves can be defined to ones in the right-hand side and the left-hand side in an obvious way. It can be also extended to the ones in the closures of the right-hand side and the left-hand side (these notions will be used in Propositions 4.8 and 4.11 below).
Next we define the notion of sign pairs of a crossed mapping. Choose an admissible transition (i, j) ∈ T ± . Assume first that the degree of the crossed mapping f :
is also a crossed mapping of degree one. First, take an oriented horizontal curve C of degree one in B ± i,R from the right boundary to the left boundary of B ± i,R . Then, f R (C) ∩ B ± j,R is an oriented horizontal curve of degree one in B ± j,R . Hence it is a curve either from the right boundary to the left boundary or from the left boundary to the right boundary of B ± j,R . In the first case we associate ε u ≡ + and in the second case we associate ε u ≡ −.
Next, take an oriented vertical curve C of degree one in B Hence it is a curve either from the lower boundary to the upper boundary or from the upper boundary to the lower boundary of B ± i,R . In the first case we associate ε v ≡ + and in the second case we associate ε v ≡ −. When the degree of the crossed mapping f : Proof. If (a, b) ∈ F + R ∩ {b > 0}, then the sign pairs are given by (ε u , ε v ) = (+, +) for (i, j) = (0, 0), (ε u , ε v ) = (−, −) for (i, j) = (0, 2), (ε u , ε v ) = ( * , * ) for (i, j) = (0, 3), (ε u , ε v ) = (+, +) for (i, j) = (1, 0), (ε u , ε v ) = (−, −) for (i, j) = (2, 2), (ε u , ε v ) = ( * , * ) for (i, j) = (2, 3) and (ε u , ε v ) = (−, −) for (i, j) = (3, 1). These claims obviously hold when b > 0 is close to zero. Since the boxes vary continuously with respect to (a, b) ∈ F + R ∩ {b > 0}, they hold for any (a, b) ∈ F + R ∩ {b > 0}. By using this list, it is easy to show that the claims (i), (v), (vi) and (vii) hold.
To prove the rest of the claims we first consider the case b > 0 close to zero and then use the continuity argument. When b > 0 close to zero, the y-coordinate of any point in B In this subsection we show that a condition on the intersection between special varieties controls a certain global dynamical behavior. Below card(X) means the cardinality of a set X counted without multiplicity. Let us write K R ≡ K a,b ∩ R 2 . To globalize this statement, we need Lemma 4.9. We have
where I runs over all forward admissible sequences of the form I = i 0 i 1 · · · i n 0 ∈ S + fwd , and
where J runs over all backward admissible sequences of the form J = 0j −n · · · j −1 j 0 ∈ S + bwd . Proof. This is an easy consequence of Proposition 3.2.
As a consequence of this lemma we show that the special intersection determines the nonexistence of tangencies between W u (p 1 ) and 
we can find a backward admissible sequence of the form 
2,R is a horizontal curve of degree one in B − 2,R and is contained in lower(B − 2,R ) for any backward admissible sequence of the form
,R is a horizontal curve of degree one in B − 3,R and is contained in upper(B − 3,R ) for any backward admissible sequence of the form The proof of the following lemma is identical to the case (a, b) ∈ F + R ∩ {b > 0}. Lemma 4.12. We have
where I runs over all forward admissible sequences of the form I = i 0 i 1 · · · i n 0 ∈ S − fwd , and
where J runs over all backward admissible sequences of the form J = 43j −n · · · j −1 j 0 ∈ S − bwd . As a consequence of this lemma we show that the special intersection determines the nonexistence of tangencies between W u (p 3 ) and
there is no tangency between W u (p 3 ) and W s (p 1 ).
Synthesis: the Proof of Main Theorem
In this section we integrate the ideas developed in the previous sections to finish the proof of Main Theorem. To achieve this we analyze more carefully the complex tangency loci T ± and their real sections. 5.1. Maximal entropy. The purpose of this subsection is to show that the intersections of certain special pieces of W u/s (p i ) characterize the Hénon maps with maximal entropy. Namely, we obtain
Before proving this theorem, let us recall the following facts. In Theorem 10.1 of [BLS] it has been shown that, for f = f a,b : C 2 → C 2 with (a, b) ∈ R × R × , the condition:
(1) h top (f R ) = log 2 is equivalent to (2) for any saddle periodic point p ∈ C 2 , we have
Let us consider a stronger condition:
(2') for any saddle periodic points p, q ∈ C 2 , we have
Lemma 5.2. The condition (2') is equivalent to (2), hence to (1).
Proof. Since we know that (2) implies (1) and (2') implies (2), it is enough to show that (1) implies (2'). Suppose that (1) holds. By Theorem 10.1 of [BLS] we see that the filled Julia set of f is contained in R 2 . Since every point in V u (p) ∩ V s (q) has forward and backward bounded orbits, the condition (2') follows. (a, b) 
(a, b) + holds. Hence f N +1 (q) ∈ R 2 and this implies q ∈ R 2 . It follows that V u (p 1 ) ∩ V s (p 1 ) ⊂ R 2 , and so h top (f R ) = log 2 thanks to Theorem 10.1 of [BLS] .
Next consider the case (a, b) ∈ F − R ∩ {b < 0}. Choose any point q ∈ V u (p 3 )∩ V s (p 1 ) with q = p 1 and assume that card(W s counted with multiplicity. By the assumption we see that the two points do not belong to R 2 , hence V u (p 1 ) ∩ V s (p 1 ) has elements outside R 2 . It follows from Theorem 10.1 of [BLS] that h top (f a,b | R 2 ) < log 2 holds.
When (a, b) ∈ F − R ∩ {b < 0}, we must analyze the heteroclinic intersection V u (p 3 ) ∩ V s (p 1 ). However, thanks to Lemma 5.2, the above argument works in this case as well. This finishes the proof of Theorem 5.1 (Maximal Entropy).
A similar characterization for the maps which are hyperbolic horseshoes on R 2 in terms of the intersections of special pieces will be given in Theorem 5.8 (Hyperbolic Horseshoes).
Degenerate case.
In this subsection another definition of the special varieties is given to analyze the local complex analytic property of the tangency loci T ± . Below we let p 3 ≡ (z 3 , z 3 ) be the unique fixed point of f a,b in B
The following construction can be adopted to the other fixed point
We generalize this definition to any backward admissible sequence of the form
consists of two connected components with disjoint closures. Proof. Since one can verify
(a, b) − and since Ψ a,b is injective, Proposition 3.8 yields that Ω 43412 (a, b) has two connected components with disjoint closures.
We next examine the case b = 0. Let (a, 0) ∈ F − ∩ {b = 0}. Let ϕ a : C → C be the linearization of p a (z) = z 2 − a with ϕ a (0) = z 3 and ϕ ′ a (0) = 1. Since it satisfies p a (ϕ a (z)) = ϕ a (λz) where
where we write
y,i with respect to the standard Euclidean coordinates. As before, one can verify Ψ a,0 (Ω 43412 (a, 0)) = V u 43412 (a, 0) − , but Ψ a,0 is no more injective. Hence we have to show
consists of two connected components with disjoint closures. Proof. Below, we essentially follow the proof of Lemma 4.4 in [BS2] . First recall that the crossed mapping f 2 a,0 : B
3 of degree two satisfies the (OCC). This means that p 2 a : 
. This result will be useful in the discussion below.
Let c ∈ Ω loc (a, 0) be the unique point so that ϕ a (c) = 0. Then, by the above computation
Since ϕ a is univalent on Ω loc (a, 0), one sees p ′ a (ϕ a (z/λ)) = 0, hence ϕ a (z/λ) = 0 and z = λc. It follows that z = λc is the unique critical point of ϕ a in λΩ loc (a, 0). This implies that Ψ a,0 (z) = (ϕ a (z), ϕ a (z/λ)) has no critical point in λΩ loc (a, 0).
The above calculation also shows
c) = 0, hence one has ϕ ′ a (λ 2 c) = 0 and ϕ ′ a (λ 3 c) = 0. Conversely, if we assume z ∈ λ 3 Ω loc (a, 0) and ϕ ′ a (z) = 0, then once again by the above computation
. This implies z = λ 2 c, λ 3 c, and hence z = λ 2 c, λ 3 c are the only critical points of Ψ a,0 in λ 3 Ω loc (a, 0). Now, 
(a, 0) − is a covering of degree two thanks to Numerical Check D. Since one can check λ 2 (λΩ loc (a, 0) ∩ Ψ Proposition 5.5. We have the following properties of T ± .
(i) T ± is a complex subvariety of F ± .
(ii) T − is reducible, i.e. one can write T − = T (iii) Thanks to Theorem 3.10 (Tin Can), the condition A ∩ (∂D × E) = ∅ in Lemma A.1 is satisfied. Hence it follows that pr + : T + ∩ {b = 0} → I + ∩ {b = 0} is a proper map. Since T + is non-empty, its degree is at least one. Below we prove that the degree is at most one.
For this, we consider the quadratic family in one variable p a (x) = x 2 − a. Its critical value is c(a) = −a. One of the fixed points of p a is q(a) = (1+ √ 1 + 4a)/2. Letq(a) = −(1+ √ 1 + 4a)/2, which satisfiesq(a) = q(a) and p a (q(a)) = q(a). For all a 0 > 0, an easy computation shows
Let U s and U u be open sets in C containing α ∈ C, and let ϕ s a,b : U s → C 2 and ϕ u a,b : U u → C 2 be the uniformization of the special varieties V s 310 (a, b) + and V u 023 (a, b) + respectively so that ϕ s 2,0 (α) = ϕ u 2,0 (α) is the unique tangency for b = 0. Since π x • ϕ s a,0 (α) =q(a) and π x • ϕ u a,0 (α) = c(a) hold, the previous computation implies that
has negative real part for any z ∈ C close to α and any b ∈ I + ∩ {b = 0} close to zero. This yields that V u
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(a, b) + makes a tangency with V s
310
(a, b) + at most once when b is fixed near 0 and a changes. It follows that the degree of pr + : T + ∩ {b = 0} → I + ∩ {b = 0} is one. The proof for pr − : T − i ∩ {b = 0} → I − ∩ {b = 0} is similar. This proves (iii) for the case b = 0. Now we prove the general case. Since pr + : T + ∩ {b = 0} → I + ∩ {b = 0} is degree one, it follows from Proposition A.3 that T + ∩ {b = 0} is a complex submanifold of F + ∩ {b = 0}. Hence, there exists a holomorphic function κ + from I + ∩ {b = 0} to the complex a-axis whose graph coincides with T + ∩ {b = 0}. Theorem 3.10 (Tin Can) tells that κ + is locally bounded near b = 0, hence b = 0 is a removable singularity of κ + . By letting κ + (0) = 2, we obtain a holomorphic function κ + defined on all of I + to the a-axis whose graph coincides with T + . It follows that pr + : T + → I + is proper of degree one and hence T + is a complex submanifold of F + . Similarly we obtain a holomorphic function κ (ii) Take b * ∈ (−ε, 1 + ε) and consider (a * , b * ) ≡ (pr + ) −1 (b * ) ∈ T + . If it does not belong to T + R , then its complex conjugate belongs to T + but different from (a * , b * ), and both are mapped to b * by pr + , contradicting to (iii) of Proposition 5.5. Hence pr 
follows from (5.2) and Theorem 5.1 (Maximal Entropy). Together with Theorem 2.4 (QuasiTrichotomy) for (a, b) outside F − R ∩ {b < 0}, we obtain (ii) of Main Theorem. Next, let us prove that a tgc satisfies (i) of Main Theorem. By (ii) of Main Theorem, we see As a consequence of this proof, we obtain a characterization for the maps which are hyperbolic horseshoes in terms of the special intersections.
Compare the above result with Theorem 5.1 (Maximal Entropy).
Appendix A. Analyticity of Loci Boundary
In this appendix we collect some basic definitions and facts on complex subvarieties (analytic subsets) which are essential in the proof of Main Theorem. Moreover, we take this opportunity to quote a proof of Lemma 1.1 in [BS0] , which is in fact missing in its published version [BS2] . We refer to [C] for the generalities on complex subvarieties.
Below X and Y are assumed to be Hausdorff and locally compact topological spaces. We start with a simple criterion for a projection to be proper, which is used in the proof of Proposition 5.5. For a proof, see 3) in page 29 of [C] .
Lemma A.1. Let D ⊂ X and E ⊂ Y be subsets with D compact and let A be a closed subset in D × E. Let π : D × E → E be the projection. Then, the restriction of the projection π : A → E is proper iff A ∩ (∂D × E) = ∅, where the closure of A is taken in X × Y .
Let Ω ⊂ C n be a domain. Recall the following notion. Definition A.2. A subset A ⊂ Ω is called a complex subvariety (or an analytic subset) of Ω if for each point a ∈ A there exist a neighborhood U of a and finitely many holomorphic functions f i (i = 1, . . . , N ) on U so that A ∩ U is the set of common zeros of f i .
The next fact is crucial in the proof of Proposition 5.5 in Subsection 5.2. Proposition A.3. Let U ⊂ C n and U ′ ⊂ C m be open subsets and let π : U × U ′ → U ′ be the projection. Assume that A ⊂ U × U ′ is an analytic subset and π : A → U ′ is proper of degree one. Then, A is a complex submanifold in U × U ′ and π : A → U ′ is biholomorphic.
Appendix B. Some Comments on Numerics
Throughout this paper rigorous numerics with computer assistance was essential to complete the proof of Main Theorem. The claims whose proofs required computer assistance are; (i) of Theorem 2.4 to find certain periodic points of f a,b in C 2 , (ii) of Theorem 2.4 to verify the crossed mapping condition, (iii) of Theorem 2.4 to verify the quasi-hyperbolicity of f a,b , and Numerical Checks A, B, C, D, E and E' in Section 3. This appendix is devoted to explain the main ideas of the numerical algorithms that enable us to accomplish the computer assisted proofs of these claims. The whole source code is available at http://www.math.sci.hokudai.ac.jp/~zin/locus/ as well as some specific data necessary for the computation. Table 2 . The data for boxes at (a, b) = (5.7, 1.0). Figure 13 . The four real quadrilaterals at (a, b) = (5.7, 1.0). B.1. Data for boxes. In this subsection we present some sample data to define projective boxes which is actually used in our computation. Table 2 shows the data of the boxes for (a, b) = (5.7, 1.0). Each pair (tx [k] , ty[k]) defines a point t k ∈ R 2 and thus 16 points in R 2 are defined in the table. The points t 4i , t 4i+1 , t 4i+2 and t 4i+3 form the four vertices of the quadrilateral Q + i (i = 0, 1, 2, 3). The geometric configuration of these four quadrilaterals is shown in Figure 13 (see also (i) of Figure 4) .
We then fatten these quadrilaterals Q + i in R 2 to obtain the associated projective boxes B + i in C 2 in the following way. Below, we always take L u = C × {0} and L v = {0} × C and choose P X > 0 and Q X < 0 (in practice, P X is chosen to be p x of Q onto L u via π u determines two points q x and p x with q x < p x (see Figure 3) . Define the ellipse E u,i to be the set of u ∈ L u satisfying B.2. Parameter space. In this subsection, we discuss how to construct the system of boxes for all parameter values in question and why and how to subdivide the parameter space.
Initially, the box system described in the previous section is constructed for some selected parameter values of the form (a,
R where k and j are integers. This step is basically done by hand; we carefully look at numerically drawn pictures of the trellis generated by f a,b with such parameters (a, b) and extract the coordinates of their intersection points appeared in Figure 4 and Figure 5 , and find several additional data to define the projective boxes so that they satisfy the crossed mapping condition by trial-and-error. Then the data of the boxes for other parameter values in F ± R is defined by liner interpolations among these selected parameter values; the horizontal (along a-axis) interpolation is done first, and then another interpolation is done along line segments parallel to the piecewise linear graph of a aprx . For a complex parameter (a, b) ∈ F ± , the same boxes are used as the ones for its real part (Re(a), Re(b)) ∈ F ± R . Now we discuss the subdivision in the parameter space. First of all, we remark that to complete our proof, we must check numerical conditions for uncountably many parameter values using computers of only finite computational power (together with their round-off errors). This is the fundamental reason why the proof involves the interval arithmetic and subdivision of the parameter space. In our rigorous computations, instead of computing the image of a point (x, y) by the map f a,b , we always consider rectangles X, Y, A, B ⊂ C containing x, y, a and b respectively, and focus on the set: The set F A,B (X, Y ) itself is not computable in general, but with the interval arithmetic, we can construct a product of closed intervals F A,B (X, Y ) that rigorously contains F A,B (X, Y ) and hopefully not too much larger than it. This interval-based approach enables us to check uncountably many conditions with a finite number of evaluation. That is, once we have an inclusion F A,B (X, Y ) ⊂ Z for some Z, this immediately implies that f a,b (x, y) ∈ Z for all x ∈ X, y ∈ Y , a ∈ A and b ∈ B. Of course, the rectangles X, Y, A, B should not be too large for the inclusion to hold.
In practice, it often happens that even when F A,B (X, Y ) ⊂ Z does not hold, there are coverings {A i } i of A and {B j } j of B by sub-rectangles such that we can show F A i ,B j (X, Y ) ⊂ Z for all pairs of i and j. In this case, we still have the same conclusion; namely, f a,b (x, y) ∈ Z for all x ∈ X, y ∈ Y , a ∈ A and b ∈ B. Thus, we want to subdivide the parameter space into smaller pieces as possible as our computational power allows.
The subdivision we use is constructed as follows. First we subdivide F ± R using small parallelograms with two edges parallel to the a-axis and two other edges parallel to the graph of a aprx . For each parallelogram, we make the smallest rectangle containing it. Finally by taking the product of these rectangles and a subdivision of Im(b) axis by small intervals, we have a covering of F ± by products of intervals as desired. The size of subdivision elements in F + is at most 0.005, 0.01 and 0.001 for Re(a), Im(a) and Re(b) directions, respectively. For F − , it is at most 0.001875, 0.01 and 0.0005. Depending on parameters and conditions to be checked, we sometimes subdivide a subdivision element into further smaller pieces. This happens typically in Numerical Check E' in which we must deal with the fourth iteration of the Hénon map.
B.3. Numerical tools. Here we discuss two distinguished numerical algorithms. One is the set-oriented algorithms which is used for rigorously bounding dynamical objects such as the Julia set, invariant manifolds, etc. The purpose of introducing the other method, the interval Krawczyk method, is to establish the existence of periodic points with very high accuracy.
(i) Set-oriented algorithms. In the set-oriented algorithms, as the name suggests, we compute the time evolution of sets in the phase space instead of computing the orbit of each point [DJ] . We first discretize the phase space and the map acting on it, and then the information of the discretized dynamics will be encoded by a directed graph.
Let f : R n → R n be a dynamical system and R ⊂ R n a compact set on which we want to know the behavior of f . Consider a finite rectangular grid on R and assume that R decomposes into into smaller rectangles R = i∈I R i where I is the index set. By applying the interval arithmetic, we can find a subset I i ⊂ I for each i ∈ I such that f (R i ) ⊂ j∈I i R j rigorously holds. The set j∈I i R j is a rigorous outer approximation of the actual image f (R i ), which is hopefully not too large provided the interval arithmetic works well. For polynomial maps such as the Hénon map we can safely assume the outer approximation is fine enough.
Then we construct a directed graph G by the following rule. The vertices of G is just I. We put an edge from i ∈ I to j ∈ I if and only if j ∈ I i . The graph G can be understood as a combinatorial representation of the dynamics of f and in fact has a very nice property; if x ∈ R i and f (x) ∈ R j then there must be an edge of G from i to j. Thus, if there is no edge from i to itself, then it immediately implies that there is no fixed point of f in R i .
The maximal invariant set Inv(f, R) ≡ n∈Z f n (R) also has a combinatorial counterpart in G. A path in G is a consecutive sequence of edges (multiple appearance of an edge is allowed). Let V ±∞ (G) be the set of vertices v of G such that there exists a bi-infinite path through v. Then, the inclusion:
holds. This is exactly how we construct rigorous outer approximations of the Julia set. Now we explain how to use G to construct an outer approximation of invariant manifolds, which we use in the verification of Numerical Checks E and E'. Recall that pieces of invariant manifolds are defined by nested sequences of the iterations of boxes, for example, V s loc (p 1 ) = B (ii) Interval Krawczyk method. Below we review the ideas behind the interval Krawczyk method. Basically, it is obtained as a modification of the well-known Newton's root-finding method adapted to the interval arithmetic. Let g : R n → R n be a smooth map. The Newton's method for solving g(x) = 0 is given by N g (x) = x − (Dg(x)) −1 g(x).
In general, however, it is not easy to check that Dg(U ) is invertible for a small neighborhood U of x due to the wrapping effect of interval arithmetic.
To overcome this difficulty, we modify the Newton's method as follows. For any invertible matrix A, let us define the modified Newton's method as N g,A (x) = x − Ag(x).
If the condition N g,A (Ω) ⊂ int(Ω) were verified for the product set Ω ⊂ R n of n closed intervals, there would exist a unique x * ∈ Ω with g(x * ) = 0. In practice, A will be a numerical approximation of (Dg(x)) −1 for some x ∈ Ω. The point here is that A is not an interval matrix; it is just an usual matrix of real numbers. We can thus avoid taking the inverse of an interval matrix. However, since
it turns out that the condition N g,A (Ω) ⊂ int(Ω) always fails.
To improve this circumstance, Rudolf Krawczyk introduced the following idea in 1969 (see equation (13) in page 177 of [N] ). Fix a base-point x 0 ∈ Ω. Then, the interval mean-value theorem yields With this operator we obtain the next result which is useful to show (i) of Theorem 2.4 (Quasi-Trichotomy). For a proof, see Theorem 5.1.8 of [N] .
Proposition B.2. If K g,A (Ω) ⊂ int(Ω) holds for some A, there exists a unique x * ∈ Ω so that g(x * ) = 0.
This method of finding zeros of equations can immediately be applied to the problem of finding periodic points of a dynamical systems f : R n → R n , since a periodic point x of period k is nothing more than a zero of the equation f k (x) − id(x) = 0. However, when k is large or when the expansion of the map is strong, we can not hope this simple paraphrase works well. This is because the interval Ω is expanded significantly in the unstable direction of f and thus the inclusion K f k −id,A (Ω) ⊂ int(Ω) is very likely to fail. In this case, we further rephrase the equation as follows. Let x 1 , x 2 . . . , x k ∈ R n be unknowns and consider the set of k equations:
f (x 1 ) = x 2 , f (x 2 ) = x 3 , . . . , f (x k ) = x 1 .
Obviously, the zeros of this system are the periodic points of period k. The new equation is, although its dimension is k times larger than the original equation, usually much easier to solve with the interval Krawczyk method since here we do not take the iteration of the map. See [TW] for more detailed discussion on the application of the interval Krawczyk method to dynamical systems.
