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In recent years, convection-allowing models (CAMs) and ensembles have 
become more prominent in both research and operational settings. However, it largely 
remains unclear how to leverage computing resources to maximize forecast quality and 
value at convection-allowing resolution. In this thesis, two research components are 
designed to address questions regarding convection-allowing ensemble design and the 
optimal use of computing resources.  
The first component uses data from the 2010 and 2011 NOAA Hazardous 
Weather Testbed Spring Forecasting Experiments (HWT SFEs) to compare next-day 
probabilistic severe weather forecasts derived from simulated updraft helicity (UH) 
from three Advanced Research Weather Research and Forecasting (ARW-WRF) model 
configurations: a 4-km deterministic CAM; an equivalently-configured 1-km 
deterministic CAM; and an 11-member, 4-km convection-allowing ensemble. Results 
from this component suggest that creating a convection-allowing ensemble at relatively 
coarse grid-spacing may be a better use of computing resources than reducing the grid-
spacing of a deterministic CAM.  
The second research component uses data from the 2016 Community Leveraged 
Unified Ensemble (CLUE), which was assembled during the 2016 HWT SFE, to 
compare the spread and skill of mixed- and single-physics convection-allowing 
ensemble forecasts of 2-m temperature, 2-m dewpoint temperature, 500-mb 
geopotential height, and hourly accumulated precipitation at a variety of spatial scales. 
Up to 36-hour forecasts are analyzed. Results from this component indicate that, 
although the mixed-physics ensemble tends to produce forecasts with greater spread and 
slightly greater skill, the differences between the two ensemble forecasts are generally 
xv 
 
small, especially at larger spatial scales and when the ensembles are well-calibrated. 
Model developers may therefore wish to consider implementing a single- rather than a 
mixed-physics ensemble operationally, given the similar performance but smaller 
maintenance costs of the single-physics ensemble.  
1 
 
Chapter 1: General Introduction 
 
1. Introduction 
Recent advances in computing power have led to the implementation of high-
resolution numerical weather prediction (NWP) models capable of explicitly simulating 
convection without a convective parameterization scheme. These models, known as 
“convection-allowing models” (CAMs), are frequently used in the arena of severe storm 
forecasting, where they have been found to give forecasters useful information 
regarding storm mode, initiation, and evolution (Kain et al. 2006; Done et al. 2004).  
Since 2004, the NOAA Hazardous Weather Testbed Spring Forecasting 
Experiment (HWT SFE; formerly called the NOAA/NSSL Spring Program) has 
provided a venue for researchers and forecasters to discuss and test the utility of CAMs 
and CAM applications. For example, HWT SFEs have explored the impact of 
horizontal grid spacing on model skill and value (e.g., Kain et al. 2008; Schwartz et al. 
2009), investigated the use of simulated updraft helicity as a severe weather proxy 
(Kain et al. 2008, Sobash et al. 2011), and evaluated the overall usefulness of CAMs 
and convection-allowing ensembles to severe weather forecasters (e.g., Kain et al. 2006, 
Coniglio et al. 2010). These HWT SFEs—as well as studies from outside the annual 
HWT SFEs (e.g., Done et al. 2004, Schwartz et al. 2015b, Schwartz et al. 2017, etc.)—
have collectively demonstrated that CAMs and convection-allowing ensembles provide 
skillful and useful forecast guidance.  
Nevertheless, questions about how to optimally design convection-allowing 
models and ensembles (given the limitations of current computational resources) 
remain. For example: How much forecast quality and value is gained by further 
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decreasing the grid spacing of a deterministic CAM beyond 4 km (e.g., Kain et al. 2008; 
Schwartz et al. 2009, Schwartz et al. 2017)? How do relatively-coarse resolution CAM 
ensemble forecasts compare to relatively fine-resolution deterministic CAM forecasts? 
What is the optimal configuration of a CAM ensemble (Roebber et al. 2004, Duda et al. 
2014, Johnson and Wang 2017), and how do ensemble specifications (e.g., the presence 
or absence of multiple microphysics schemes within an ensemble) impact ensemble 
spread and skill?   
The purpose of this thesis is to utilize datasets from the 2010, 2011, and 2016 
NOAA Hazardous Weather Testbed Spring Experiments (HWT SFEs) to determine how 
best to leverage computational resources and to deduce how CAM and CAM ensembles 
may be configured for optimal use in short-term (i.e., up to next-day) weather 
forecasting. 
 
2. Research background 
a) A brief history of electronic NWP: From ENIAC- to CAM-derived forecasts  
Electronic NWP dates to the early 1950s, when Charney et al. (1950) integrated 
the barotropic vorticity equations forward in time using the Electronic Numerical 
Integrator and Computer (ENIAC). These early forecasts were slow (a 24-hour forecast 
took approximately 24 hours to produce) and operated at relatively coarse spatial and 
temporal resolutions: they used 736-km horizontal grid spacing and time steps of up to 
3 hours (Charney et al. 1950). Moreover, strictly speaking, the “forecasts” were 
hindcasts, since they were made for past atmospheric states. However, rapid increases in 
computing power allowed the Swedish Military Weather Service to implement the first 
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real-time forecasts in Stockholm in 1954 (e.g., Bolin 1955; Bergthorsson et al. 1955). 
As computing power increased further, forecasts were made with shorter time 
steps, increasingly sophisticated physical parameterizations, and finer horizontal and 
vertical resolution (Bushby 1986). By the mid-1960s, NWP became capable of 
analyzing fields other than pressure and vertical velocity; for example, Bushby and 
Timpson (1967) used a research model with 40-km horizontal grid spacing and 10 
vertical levels to study precipitation and dynamic processes near fronts. Operational 
models, too, gradually began to function with lower horizontal grid spacing and 
increasing complexity. For example, in the 1970s, they gained the ability to integrate the 
full equations of motion (Lynch 2008; Bauer et al. 2015); meanwhile, the grid spacing 
of the National Centers for Environmental Prediction (NCEP) operational model 
decreased from 190.5 km in the 1970s (Limited-area Fine-mesh Model; Petersen and 
Stackpole 1989) to 30 km in 1994 (National Meteorological Center Mesoscale Eta 
Model; Black 1994).  
In the 1990s, the prospect of explicitly resolving thunderstorms numerically 
became conceivable (e.g., Lilly 1990). The results of Weisman et al. (1997), who 
simulated squall lines using varying model grid spacing, suggested that convective 
systems could be explicitly simulated (i.e., simulated without the use of a convective 
parameterization scheme) at a grid spacing as coarse as 4 km. During the Bow-Echo 
and Mesoscale Convective Vortex Experiment (BAMEX), it was shown that 4-km grid 
spacing models run without convective parameterization could be useful for predicting 
convection operationally (Done et al. 2004). Indeed, it was found that the explicit 4-km 
forecasts of convection better predicted convective mode and the number of daily 
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mesoscale convective systems compared to forecasts created using a 10-km grid 
spacing model with parameterized convection (Done et al. 2004). Given the results of 
Done et al. (2004), the 2004 Storm Prediction Center–National Severe Storms 
Laboratory Spring Program decided to test the value of CAMs to human forecasters 
(Kain et al. 2006). It was found that the CAMs helped forecasters better predict 
convective initiation, evolution, and mode (Kain et al. 2006). Due to these demonstrated 
benefits of CAMs (e.g., Kain et al. 2006; Done et al. 2004), CAMs have recently been 
implemented operationally (e.g., the High Resolution Rapid Refresh (HRRR) model; 
Benjamin et al. 2016). However, while CAMs offer skillful and useful forecast guidance 
for fields related to convection (e.g., simulated low-level reflectivity, UH, etc.), 
deterministic CAMs provide no information about forecast uncertainty. By contrast, 
ensembles aim to account for uncertainties in model parameterizations and initial 
conditions (Roebber et al. 2004).  
 
b) Weather prediction using ensembles 
 Early conceptions of ensemble forecasting can perhaps be traced to Poincare 
(1914), who recognized that, for non-linear systems, adding small perturbations to a 
forecast’s initial conditions could drastically alter the forecast; indeed, Poincare (1914) 
postulated this this behavior could be responsible for limiting predictability (Bauer et al. 
2015). One of the first to study forecast uncertainty in the context of NWP was 
Thompson (1957), who conducted an analysis of how initial forecast errors grow with 
time. In a similar vein, Lorenz (1963) found that if the present and past states of a non-
periodic system are not completely known, the skill of a forecast will deteriorate with 
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time. Using a 28-variable atmospheric model, Lorenz (1965) showed that small errors in 
initial conditions will grow to large errors over time. Given his finding, Lorenz (1965) 
conceived of running multiple simulations, each with slightly different initial 
conditions, to determine the range of possible future atmospheric states. Building on the 
work of Lorenz (1965), Epstein (1969a) advocated an ensemble approach to forecasting 
to account for initial condition uncertainty; he noted that the time series of the ensemble 
mean forecast behaved differently than the time series of any individual ensemble 
member. Epstein (1969b) found that, relative to a deterministic forecast, an ensemble 
forecast had a lower mean square error, extended the range of time for which the 
forecast was useful, and provided probabilistic information that could help convey the 
forecast’s uncertainty. Leith (1974) used random perturbations (i.e., a Monte Carlo 
procedure) to create ensemble forecasts and, like Epstein (1969b), found that ensemble 
mean forecasts outperformed any individual ensemble member.  
 The promise of ensemble forecasting ultimately led to the use of ensembles 
operationally. Indeed, both the European Center for Medium-Range Weather Forecasts 
(ECMWF) and the U.S. National Meteorological Center (NMC) started operational 
forecasting in December 1992 (Toth and Kalnay 1993; Tracton and Kalnay 1993; 
Molteni et al. 1996). The implementation of ensembles operationally signaled a 
transition from a deterministic to a probabilistic forecasting approach as well as a shift 
in the goal of NWP: instead of merely optimizing forecast skill, the aim was to 
additionally optimize the utility of NWP products (Tracton and Kalnay 1993). While 
ensembles in the 1990s and early 2000s were generally used to create medium- to long-
range forecasts, ensembles gradually began to operate at finer resolution and shorter 
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time scales (Roebber et al. 2004). For example, in 2007, the Center for Analysis and 
Prediction of Storms (CAPS) began running a real-time, 10-member convection-
allowing ensemble with 4-km grid spacing out to 33 hours as part of the 2007 NOAA 
HWT SFE (Xue et al. 2007; Schwartz et al. 2010). These 4-km convection-allowing 
forecasts showed promise for convective-related fields, such as simulated composite 
reflectivity (Xue et al. 2007), accumulated precipitation, and probability of precipitation 
(Schwartz et al. 2010). Indeed, using data from the 2007 HWT SFE, Clark et al. (2009) 
found that a 5-member convection-allowing ensemble produced better precipitation 
forecasts than a 15-member convection-parameterizing ensemble.  
The promise of fine-resolution convection-allowing ensembles has fostered 
ideas of their use in operations. For example, Stensrud et al. (2009) conceived of using 
convection-allowing ensembles to produce probabilistic warnings for tornadoes, hail, 
flash floods, and damaging winds as part of the Warn-On-Forecast initiative. Currently, 
experimental convection-allowing ensembles, such as the Storm Scale Ensemble of 
Opportunity (SSEO; Jirak et al. 2012) and the National Center for Atmospheric 
Research Ensemble Prediction System (NCAR EPS; Schwartz et al. 2015a) are being 
run and evaluated for eventual use in operations. A recent study by Schwartz et al. 
(2017) supports the eventual use of 1-km grid spacing convection-allowing ensemble 
forecasts once sufficient computing power becomes available.  
Nevertheless, ensembles generally remain under-dispersive (i.e., the observation 
routinely falls outside of the “envelope” of ensemble member solutions), and questions 
about optimal ensemble configuration remain (e.g., Roebber et al. 2004; Duda et al. 
2014; Johnson and Wang 2017). A first attempt to address these questions was made 
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during the 2016 HWT SFE with the Community Leveraged Unified Ensemble (CLUE; 
Clark et al. 2016), a convection-allowing ensemble made up of 65 members contributed 
from a variety of organizations, including the National Severe Storms Laboratory 
(NSSL), the Center for Analysis and Prediction of Storms (CAPS), the University of 
North Dakota, NOAA’s Earth Systems Research Laboratory/Global Systems Division 
(ESRL/GSD), and the National Center for Atmospheric Research (NCAR). All 
ensemble members had similar specifications (e.g., 3-km horizontal grid spacing, 0000 
UTC initialization on weekdays, domain covering the contiguous United States 
(CONUS), etc.) to allow for controlled experiments with various ensemble subsets. One 
aim of this thesis is to use data from the 2016 CLUE to determine how the inclusion of 
multiple microphysics and planetary boundary layer (PBL) schemes impact the spread 
and skill of a convection-allowing ensemble at various spatial scales.  
   
3. Research questions and hypotheses 
 Two research components have been designed and implemented to meet the goal 
of the thesis, which is to determine how convection-allowing models and ensembles 
may be optimally used and designed. The first component uses data from 63 days of the 
2010-2011 NOAA HWT SFEs to compare next-day probabilistic severe weather 
forecasts derived from three convection-allowing WRF-ARW model configurations: a 
deterministic configuration with 4-km horizontal grid spacing, a deterministic 
configuration with 1-km horizontal grid spacing, and an 11-member ensemble with 4-
km grid spacing. As in Sobash et al. (2011), large values of simulated updraft helicity 
are used as a proxy for severe weather reports, and these severe weather proxies are 
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spatially smoothed to create probabilistic severe weather forecasts. The second 
component uses data from 23 days of the 2016 NOAA HWT SFE to compare the spread 
and skill of two 3-km grid spacing convection-allowing ensembles: a 9-member 
“mixed-physics” ensemble containing multiple microphysics and planetary boundary 
layer (PBL) parameterizations and a 10-member “single-physics” ensemble containing 
only one microphysics scheme and one PBL scheme. For both the mixed- and single-
physics ensembles, spread is examined at varying spatial scales and for four different 
variables, including: 2-m temperature, 2-m dewpoint temperature, 500-mb height, and 
hourly accumulated precipitation. Meanwhile, ensemble skill is also evaluated at 
varying spatial scales for hourly and 6-hourly precipitation forecasts. 
 The primary research question (Q1) associated with the first research component 
is:  
 
Q1: For next-day, all-hazards severe weather forecasts derived from simulated UH, 
which of the following two approaches results in forecasts with higher quality and 
value: reducing the horizontal grid spacing of a deterministic CAM from 4 km to 1 km, 
or adding members to create a 4-km, 11-member CAM ensemble?  
 
The hypothesis (H1) associated with Q1 is as follows: 
 
H1: While both the 1-km deterministic CAM and the 11-member, 4-km ensemble will 
provide greater forecast quality relative to the 4-km deterministic CAM, more quality 
and value will be gained by creating the 4-km ensemble than by reducing the horizontal 
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grid spacing from 4 km to 1 km.  
 
To test H1, probabilistic next-day severe weather forecasts from each of the three model 
configurations are tested and evaluated using metrics such as area under the relative 
operating characteristic curve (AUC), attributes diagrams, and performance diagrams. 
Individual-day forecasts are also evaluated objectively and subjectively.  
The primary research questions (Q2 and Q3) associated with the second 
component are:   
 
Q2: For each of the four variables mentioned above (i.e., hourly accumulated 
precipitation, 2-m temperature, 2-m dewpoint temperature, and 500-mb height), will the 
spread (i.e., variance) of the mixed-physics ensemble forecasts be greater than that of 
the single-physics ensemble forecasts at any/all spatial scales? 
 
Q3: Will the mixed-physics ensemble produce more skillful hourly precipitation 
forecasts relative to the single-physics ensemble at any/all spatial scales?  
 
The hypotheses (H2 and H3) corresponding to Q2 and Q3 are:  
 
H2: In general, the variance of the mixed-physics ensemble forecasts will be greater 
than the variance of the single-physics ensemble forecasts for the low-level variables 
(i.e., 2-m temperature and 2-m dewpoint temperature) and hourly accumulated 
precipitation but not for 500-mb height. However, as the spatial scale increases, the 
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variance of the mixed- and single-physics forecasts will become increasingly similar for 
all four variables.  
 
H3: Because of its greater member diversity, the mixed-physics ensemble will produce 
more skillful 6-hourly precipitation forecasts than the single-physics ensemble at 
smaller spatial scales. Additionally, the mixed-physics ensemble will demonstrate skill 
at a smaller scale relative to the single-physics ensemble. As the spatial scale increases, 
the skill of the mixed- and single-physics ensemble forecasts will be increasingly similar.  
 
To test H2, the variance of each ensemble is computed for forecast hours 1-36 at spatial 
scales ranging from 3 km to 720 km for each of the four variables mentioned in H2. To 
test H3, 6-hourly precipitation forecasts from each ensemble are created and evaluated 
for forecast hours 1-36 at spatial scales ranging from 3 km to 720 km using fractions 
skill score (FSS), AUC, and attributes diagrams.  
 
4. Thesis Organization 
Two papers are developed to test the above research questions and hypotheses. 
Each paper is assigned to a separate thesis chapter and is designed to function as a 
standalone journal article. The first paper, Comparison of Next-Day Probabilistic Severe 
Weather Forecasts from Coarse- and Fine-Resolution CAMs and a Convection-
Allowing Ensemble, has been accepted for publication by Weather and Forecasting and 
makes up Chapter 2. The second paper, Spread and Skill in Mixed- and Single-Physics 
Convection Allowing Ensembles at Different Spatial Scales, is intended to form the 
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basis of a future journal article and is assigned to Chapter 3. Finally, Chapter 4 provides 
a general discussion of both papers, directly addresses the research questions and 
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Given increasing computing power, an important question is whether additional 
computational resources would be better spent reducing the horizontal grid spacing of a 
convection-allowing model (CAM) or adding members to form CAM ensembles. The 
present study investigates this question as it applies to CAM-derived next-day 
probabilistic severe weather forecasts created by using forecast updraft helicity as a 
severe weather proxy for 63 days of the 2010 and 2011 NOAA Hazardous Weather 
Testbed Spring Forecasting Experiments. Forecasts derived from three sets of Weather 
Research and Forecasting model configurations are tested: a 1-km deterministic model; 
a 4-km deterministic model; and an 11-member, 4-km ensemble. Forecast quality is 
evaluated using relative operating characteristic (ROC) curves, attributes diagrams, and 
performance diagrams, and forecasts from five representative cases are analyzed to 
investigate their relative quality and value in a variety of situations.  
While no statistically significant differences exist between the 4-km and 1-km 
deterministic forecasts in terms of area under ROC curves, the 4-km ensemble forecasts 
offer weakly significant improvements over the 4-km deterministic forecasts over the 
entire 63-dataset. Further, the 4-km ensemble forecasts generally provide greater 
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forecast quality relative to either of the deterministic forecasts on an individual day. 
Collectively, these results suggest that, for purposes of improving next-day CAM-
derived probabilistic severe weather forecasts, additional computing resources may be 
better spent on adding members to form CAM ensembles than on reducing the 
horizontal grid spacing of a deterministic model below 4 km. 
 
1. Introduction 
The prospect of increasing a numerical weather prediction model’s forecast skill 
by decreasing its horizontal grid spacing has interested scientists for some time (e.g., 
Lilly 1990; Brooks et al. 1992; Weygandt and Seaman 1994; Mass et al. 2002). This 
interest is evidenced, in part, by the decrease in horizontal grid spacing of the United 
States operational North American Mesoscale (NAM) Model from 80-km in 1993 to 
12-km in 2001 (Kain et al. 2008) and the advent of the 3-km grid spacing High 
Resolution Rapid Refresh (HRRR) model (Benjamin et al. 2016). As increasing 
computing power has permitted models to operate with finer horizontal resolution, it 
has become clear that 4-km is about the maximum grid spacing that can still produce 
the dominant circulations in mid-latitude mesoscale convective systems without having 
to use convective parameterization (e.g., Weisman et al. 1997, Done et al. 2004). These 
models run without convective parameterization are typically referred to as convection-
allowing models, or CAMs. 
Decreasing horizontal grid spacing has generally led to clear improvements in 
forecast skill at convection-parameterizing resolutions (e.g., Mass et al. 2002). 
Decreasing from convection-parameterizing to convection-allowing grid spacing has 
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also led to clear improvements, especially for fields related to convection (e.g., Clark et 
al. 2009, 2010, 2012b; Weisman et al. 2008; Done et al. 2004). However, further 
decreasing the grid spacing of a convection-allowing model has provided mixed results. 
For example, Kain et al. (2008) compared 4-km and 2-km Weather Research and 
Forecasting-Advanced Research WRF (WRF-ARW) model forecasts for simulated 
lowest-level reflectivity, hourly precipitation, and hourly updraft helicity fields during 
the 2005 NOAA Hazardous Weather Testbed Spring Forecasting Experiment (HWT 
SFE), finding that while the finer resolution forecasts tended to produce more 
convective detail, they added no significant quality or value relative to the coarser 
resolution forecasts. Schwartz et al. (2009) obtained a similar result when comparing 4- 
and 2-km WRF-ARW simulated 1-km above ground level reflectivity and 1-h 
accumulated precipitation forecasts during the 2007 NOAA HWT SFE. Likewise, Clark 
et al. (2012b) noted that participants in the 2010 HWT SFE gave similar subjective 
ratings to 1-km and 4-km CAM forecasts of deep convection.  
Meanwhile, Johnson et al. (2013), who studied 4- and 1-km 30-h forecasts of 1-
h accumulated precipitation over 91 days of the 2009-2011 NOAA HWT SFEs, found 
that the 1-km forecasts had a significantly greater median of maximum interest relative 
to the 4-km forecasts but noted that the two sets of forecasts had similar object-based 
threat scores. When the 1-km forecasts were mapped onto a 4-km grid, the two forecast 
configurations had similar verification scores, suggesting that the 1-km forecasts were 
superior predominantly on scales not fully resolvable with 4-km grid spacing (Johnson 
et al. 2013). Interestingly, Roberts and Lean (2008), who used the Met Office Unified 
Model to compare precipitation forecasts from runs with 12-, 4-, and 1-km horizontal 
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grid spacing, found that the 1-km forecasts outperformed the 4- and 12-km forecasts for 
all scales greater than 15 km. With this said, Roberts and Lean (2008) used a modified 
form of convective parameterization for their 4-km run, and they focused on forecast 
time periods of 7 hours or less, when differences between the 4- and 1-km forecasts 
may not yet have been dominated by large-scale errors (e.g., Schwartz et al. 2009; 
Potvin and Flora 2015). VandenBerg et al. (2014) compared storm motion forecasts 
from models with 1- and 4-km horizontal grid spacing and concluded that the 1-km 
storm motion forecasts may offer some improvements over the 4-km forecasts, noting 
that—at least when viewed relative to environmental flow and for short-lived storms—
mean storm speeds produced by the 1-km model were significantly closer to the 
observed mean storm speeds. Potvin and Flora (2015) studied the impact of varying 
horizontal model resolution on idealized supercells, concluding that—at least in an 
idealized framework and at short (i.e., on the order of 1-h) time scales—4-km horizontal 
grid spacing was too coarse to reliably resolve key supercell processes, since storms 
tended to decay prematurely and have large track errors. However, Potvin and Flora 
(2015) noted that their 3-km grid spacing simulations typically resolved important 
operational features, such as low-level rotation tracks, while their 1-km simulations had 
the ability to resolve rapid changes in low-level rotation. For a single case of convection 
over the central U.S. on 26 May 2008, Xue et al. (2013) found that 1-km grid spacing 
forecasts subjectively outperformed the corresponding 4-km forecasts in terms of storm 
structure and intensity. 
Given mixed findings on the benefits of decreasing horizontal grid spacing 
beyond about 4 km, an open question is whether additional computing power should be 
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spent on increasing horizontal resolution or on adding ensemble members to improve 
forecasting skill. Indeed, an ensemble may provide an advantage over a similarly-
configured deterministic model by accounting for forecast uncertainties related to errors 
in initial conditions and model parameterizations (e.g., Wandishin et al. 2001). 
However, it is currently unknown how the skill of an ensemble at coarser—but still 
convection-allowing—resolution would compare to that of a similarly-configured 
deterministic model with finer grid spacing. The present study seeks to address this 
question as it applies to next-day probabilistic severe weather forecasts derived from 
forecast updraft helicity (UH).  
UH has been identified as an important severe weather forecasting parameter. 
For example, Kain et al. (2008) used large values of hourly UH to successfully identify 
mesocyclones during the 2005 SFE, and Kain et al. (2010) developed a strategy for 
calculating temporal maximum UH by tracking the largest values occurring at any time 
step between model output times, thus accounting for the rapid evolution in convective 
storms. Hereafter, UH refers to the hourly maximum quantity (i.e., the maximum UH 
value at any time step between hourly output times). Sobash et al. (2011), inspired by 
the perceived correspondence between large values of UH and severe weather reports 
during the 2008 SFE, treated “extreme” values of simulated UH as “surrogate” severe 
weather reports. Applying a spatial smoother to these surrogate reports, Sobash et al. 
(2011) created a field of surrogate severe probabilistic forecasts (SSPFs) that provided 
skillful and useful guidance for severe weather forecasters. Clark et al. (2012c) and 
Clark et al. (2013) investigated whether simulated UH track lengths corresponded with 
observed tornado track lengths, finding that simulated UH track lengths showed some 
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skill as proxies for tornado track lengths particularly during the spring months and 
particularly when the storm environment was used to filter the UH tracks associated 
with elevated and/or high-based storms. While most previous research has focused on 
deterministic UH forecasts, Sobash et al. (2016b) investigated the effect of using a 30-
member CAM ensemble to create day-1 and day-2 SSPFs over a 32-day period 
coinciding with the Mesoscale Predictability Experiment (Weisman et al. 2015). Sobash 
et al. (2016b) found that the ensemble SSPFs were more skillful and reliable relative to 
the deterministic SSPFs on the mesoscale but not necessarily for larger scales. 
This paper builds on the work of Sobash et al. (2011) and Sobash et al. (2016b) 
by investigating how a reduction in grid spacing from 4- to 1- km and the creation of a 
4-km ensemble influences the quality and value (e.g., Murphy 1993) of next-day SSPFs 
derived from forecast UH fields. The study is organized as follows: section 2 details the 
model specifications and the methodology used for this study; section 3 provides the 
results and examines five case study days; section 4 summarizes and discusses the 
results; and section 5 outlines potential future work. 
 
2. Methods 
a) Model specifications 
 During the 2010 and 2011 HWT SFEs, the Center for Analysis and Prediction of 
Storms (CAPS) ran a 26-member Storm-Scale Ensemble Forecast (SSEF) system with 
4-km grid spacing (Clark et al. 2012a). The present study analyzes model output from 
the control member of this SSEF system, an equivalent 1-km version of this control 
member, and a subset of 11 ensemble members for a total of 63 days (38 days from 
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2010 and 25 days from 2011) over the 2010 and 2011 SFEs (Table 2.1)
1
. Both the 4-km 
and 1-km deterministic models and all 11 members of the ensemble subset use the 
ARW-WRF model (Skamarock et al. 2008) dynamic core and have 51 vertical levels. 
The domain of all models covers the contiguous United States, although the analysis 
domain is restricted to the eastern two-thirds of the United States (Fig. 2.1). Analyses 
from the 0000 UTC 12-km NAM are used as the background for both deterministic 
models. Then, WSR-88D data are assimilated along with surface and upper air 
observations using the Advanced Regional Prediction System three-dimensional 
variational data assimilation and cloud analysis system (ARPS 3DVAR; Xue et al. 2003, 
Gao et al. 2004). The subset of 11 SSEF members was chosen for the ensemble because 
hourly maximum updraft helicity was available from these members (7 of the 26 
                                                 
1
 Three of the days in the 63-day dataset—26 May 2010, 27 April 2011, and 29 April 2011—contain 
missing data from at least one ensemble member. Each of the three days is assessed on a case-by-case 
basis to determine how to appropriately handle the analysis for each day. 26 May 2010 has one forecast 
hour missing from two different ensemble members. Data from the 28
th
 forecast hour is missing from the 
arw_m5 member, and data from the 26
th
 forecast hour is missing from the arw_m6 member. Given that 
these forecast hours are late in the forecast period (and therefore likely do not contain the maximum UH 
over the entire period), and given that only one forecast hour is missing from only two of eleven 
ensemble members, the missing data is neglected. In the case of 27 April 2011, data is missing from all 
forecast hours for the arw_m13 member. Given that only one of 11 ensemble members is missing, the 
decision is made to include 27 April 2011 in the dataset but to evaluate the data as having come from a 
10-member ensemble instead of an 11-member ensemble. In the case of 29 April 2011, two ensemble 
members, the arw_m5 and the arw_m12 members, contain missing data for the final six forecast hours. 
Given that only two SPC storm reports occurred in the contiguous U.S. on this day and that both occurred 




members that did not use the ARW dynamic core did not produce hourly maximum 
UH), and these were the only members that accounted for both model and analysis error 
with mixed-physics and perturbed initial conditions and lateral boundary conditions 
(ICs/LBCs), respectively. The other members shared the same set of ICs/LBCs or LBCs 
to study various IC perturbation methods, the impact of radar data assimilation, and 
physics sensitivities. Thus, this set of members was less diverse and tended to cluster 
around the arw_cn member solution. The ensemble IC/LBC perturbations are derived 
from evolved (through 3-h) perturbations of 2100 UTC NCEP operational Short-Range 
Ensemble Forecast (SREF; Du et al. 2006) system members and added to the ARPS 
3DVAR analyses. Corresponding SREF forecasts are used for LBCs. Full model 
specifications are provided in Table 2.2. 
One notable difference between the 2010 and 2011 forecasts is forecast length: 
the models produced 30-h forecasts in 2010 but 36-h forecasts in 2011. Hence, for 2010 
the 18-h period from 12z to 6z on the next day is investigated (12-30 h forecast times), 
while for 2011 the 24-h period from 12z to 12z on the next day is examined (12-36 h 
forecast times). Because the primary goal is to assess next-day severe weather forecast 
guidance—and because the Storm Prediction Center’s (SPC’s) Day 1 Convective 
Outlook forecasts span from 12z to 12z—output from the first twelve forecast hours 
after model initialization is ignored for both forecasts.  
 
b) Producing SSPFs from UH 
As in Sobash et al. (2011, 2016b), extreme values of 2-5 km UH are treated as 
surrogate severe weather reports (SSRs). 2-5 km UH is computed using the following 
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formula, as in Kain et al. (2008) and Sobash et al. (2011):  
 
UH  =  ∑ wζ∆z̅̅ ̅̅ ̅̅ ̅
z=5000m
z=2000m
= (wζ2,3̅̅ ̅̅ ̅̅ ̅ +  wζ3,4̅̅ ̅̅ ̅̅ ̅ +  wζ4,5̅̅ ̅̅ ̅̅ ̅) × 1000                        (1), 
 
where w is vertical velocity (in ms
–1
), ζ is vertical vorticity (in s
–1
), and ∆z is the 
vertical distance between computation levels (here, 1000m). The subscripts indicate the 
bottom and top computational levels (in km), and the overbars denote an average over 
the layer between the two given computational levels. 
 SSPFs are derived from SSRs using the following methodologies for 
deterministic and ensemble simulations: First, the maximum UH value that occurred at 
each grid box over the entire 18-h (for 2010) or 24-h (for 2011) period of interest is 
found for the 4- and 1-km models each day. These maximum daily UH values are 
remapped to an 80-km grid using the maximum UH from all of the finer-resolution grid 
points falling within the 80-km grid boxes. Remapping to an 80-km grid is done to 
match the verification scales used by the SPC and to reduce the computational expense 
of creating the SSPFs. It should be noted that the SSPFs produced by remapping to an 
80-km grid are very similar to those produced on the native 4- or 1-km grids using a 40-
km radius of influence when the same 4- and 1-km thresholds are used on both the 
native and 80-km grids. Remapping to the coarser grid is therefore done to save 
computation time. After remapping, a UH threshold is applied to produce a binary field, 
with 1s assigned to points equal to or exceeding the UH threshold and 0s assigned to all 








 are used for 
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the 4-km data since these represent typical extreme values based on subjective 
experience and previous research (e.g., Kain et al. 2008; Sobash et al. 2011, 2016b). 
Because UH is grid spacing dependent (i.e., increasing resolution results in higher UH), 
the same thresholds could not be similarly applied to the 1-km UH data. Instead, UH 
values at equivalent percentiles for each of the thresholds used for the 4-km data are 
found for the 1-km data. The percentiles are computed using the distributions of UH 
from all cases after remapping the maximum values to the 80-km grid. This procedure 
ensures that the number of SSRs in the 1- and 4-km forecasts are similar, thus 
minimizing the impact of differences in biases. The percentiles are computed separately 
for 2010 and 2011 data because it was thought that the forecast length difference 
between the two years (30-h in 2010 vs. 36-h in 2011) might cause the characteristics of 
the distributions to be slightly different. Indeed, the 1-km UH values from 2011 are 
usually higher than 2010. Table 2.3 lists the UH thresholds used for the 4-km data, their 
percentiles, and the UH value from the 1-km data at each of these percentiles for 2010 
and 2011. Lastly, as in Sobash et al. (2011), a Gaussian kernel is applied to the binary 
field to produce forecast probabilities using the formula:  
 











)2]                        (2), 
 
where f is the probability value at a given grid point, N is the total number of grid points 
containing a SSR, 𝑑𝑛 is the distance from the grid point to the point of the nth SSR, and 
𝜎  is the standard deviation of the Gaussian kernel (hereafter referred to as the spatial 
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smoothing parameter). Sobash et al. (2011) found that 𝜎  = 160-km and 𝜎  = 200-km 
produced the best reliability for the smallest UH thresholds tested. Herein, 𝜎  = 120-km 
is used because it produces reliable forecasts for some of the larger UH thresholds 
examined and because resolution is not sacrificed as much as with larger 𝜎  values (i.e., 
more frequent larger probabilities can occur). To produce SSPFs from the 11-member 4-
km ensemble, a similar procedure is used. However, after UH from each member is 
remapped to the 80-km grid and a specified threshold is applied, the ratio of members 
that exceed the threshold is calculated for each point. Then, the Gaussian smoother is 
applied to produce the SSPF field. Note that creating the ensemble SSPF field using this 
procedure is identical to creating the field by averaging the individual SSPFs from each 
ensemble member (Sobash et al. 2016b). For the ensemble SSPFs, 𝜎  is varied from 60- 
to 120-km in 30-km increments to identify the optimal value of 𝜎  in the ensemble 
framework.  
   
c) Verification 
 To verify the SSPFs, archived observed storm reports (OSRs) are obtained from 
the SPC website. These OSRs include reports of wind 58 miles per hour or greater, hail 
measuring 1 inch or greater in diameter, and tornadoes. The OSRs are filtered to include 
only those that fall within the designated forecast time periods. Hence, OSRs from 12z 
to 6z on the following day are considered for 2010, and OSRs from 12z to 12z on the 
following day are considered for 2011. As with the SSRs, a binary 80-km grid of OSRs 
is constructed. Grid boxes with at least one OSR are assigned a value of 1, while all 
other grid boxes are assigned a value of 0. Relative operating characteristic (ROC) 
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curves (Mason 1982), attributes diagrams (Hsu and Murphy 1986), and performance 
diagrams (Roebber 2009) are constructed to help evaluate the quality of the SSPFs.  
 ROC curves plot probability of detection (POD), defined as: 
 
POD  =    
hits
hits + misses
                        (3), 
 
against probability of false detection (POFD), defined as: 
 
POFD  =    
false alarms
false alarms + correct negatives
                        (4), 
 
Herein, POD and POFD are computed at specified levels of probability: 1%, 2%, 5%, 
10%, 15%, 20%, 25%, 30%, 35%, 40%, 45%, 50%, 55%, 60%, 65%, 70%, 75%, 80%, 
85%, 90%, and 95% to create the ROC curves. Each probability level is used to convert 
the probabilistic forecasts into binary (e.g., “yes”/“no”) forecasts; grid boxes meeting or 
exceeding the given probability level are considered to be “yes” forecasts at that 
probability level. One method of determining forecast quality from a ROC curve is by 
assessing the area under the ROC curve (AUC; e.g., Marzban 2004), a single-number 
metric that measures a forecast’s ability to discriminate between the occurrence and 
non-occurrence of an observed event (e.g., Mason and Graham 2002). In the present 
case, an observed event is defined as the occurrence of an OSR within a given 80-km 
grid box. An AUC value of 1.0 indicates a perfect forecast, while an AUC value of 0.5 
or less represents a random forecast. An AUC value of 0.70 is typically considered to 
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represent the lower limit of skill for probabilistic forecast systems (Buizza et al. 1999; 
Sobash et al. 2011). In the present study, AUC values are computed over the entire 63-
day dataset as a means of evaluating the overall performance of each of the three 
forecasts. AUC values are also computed over individual days to evaluate the 
performance of each individual daily forecast. In both cases, a trapezoidal 
approximation is used to compute AUC (Wandishin et al. 2001).   
While ROC curves and AUC values assess a forecast’s ability to discriminate 
between the occurrence and non-occurrence of events, these metrics do not give 
information about a forecast’s bias (e.g., Wilks 2001). For this reason, attributes 
diagrams, which contain information about forecast bias, make good complements to 
ROC curves. Attributes diagrams plot observed relative frequency against forecast 
probability; herein, the attributes diagrams are made using the same levels of 
probability used for the ROC diagrams. Reliable forecasts are those in which the 
forecast probabilities correspond to the observed relative frequencies; therefore, points 
that fall along a diagonal line of slope 1 from the lower-left to upper-right of the 
diagram (called the perfect reliability line) are said to have perfect reliability. Points that 
fall above (below) the perfect reliability line represent under- (over-) forecasts. In 
addition to the perfect reliability line, attributes diagrams display horizontal and vertical 
lines at the sample climatological frequency (abbreviated herein as “sample 
climatology”), which is found by taking the total number of “yes” observations (i.e., 
occurrences of severe weather) divided by the total number of forecasts in all forecast 
bins. The horizontal sample climatology line is also referred to as the no resolution line, 
since points along this line have no resolution. Attributes diagrams also contain a no 
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skill line, located halfway between the perfect reliability and no resolution lines. Points 
along the no skill line do not contribute to the Brier skill score for a reference forecast 
of climatology. Meanwhile, points falling between the vertical sample climatology line 
and the no skill line contribute positively to the Brier skill score, since these points are 
closer to perfect reliability line than they are to the no resolution line (Wilks 1995).  
Performance diagrams plot POD against success ratio (SR), defined as: 
 
SR =  1 −  
false alarms
hits +  false alarms
                        (5), 
 
In addition, performance diagrams give information about a forecast’s bias, defined as: 
 
bias =  
hits + false alarms
hits +  misses
                        (6), 
 
and critical success index (CSI), defined as:  
 
CSI =  
hits
hits +  misses + false alarms
                        (7), 
 
since POD and SR both depend on bias and CSI (Roebber 2009). Herein, POD, SR, 
bias, and CSI are computed at the same 21 probability levels mentioned previously to 
produce the performance diagrams. Indeed, each of the 21 probability levels from a 
given forecast is explicitly plotted on a performance diagram; therefore, the diagrams 
are useful for users who wish to determine the probability level that yields a certain 
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value of POD, SR, bias, or CSI for a given forecast. Performance diagrams are also 
useful for comparing multiple forecasts. Since POD, SR, bias, and CSI are all optimized 
at 1.0, points that lie closer to the upper right-hand corner of a performance diagram 
represent more skillful forecasts (Roebber 2009).  
A resampling technique outlined by Hamill (1999) is used to test for significant 
differences in aggregate AUC between the three forecast sets over the entire dataset. A 
resampling significance test is chosen because the AUC depends on contingency table 
elements, and small changes in contingency table elements may produce large changes 
in the AUC (Hamill 1999). Therefore, more common significance tests, such as the 
paired t-test, may be inappropriate to use in this case. Conceptually, the resampling 
technique builds a null distribution of the difference in the aggregate AUC between two 
forecast sets (e.g., the 1-km deterministic forecast set and the 4-km deterministic 
forecast set) by repeated random sampling of the contingency table elements of those 
forecast sets (Hamill 1999). The actual difference in aggregate AUC (computed by 
subtracting the aggregate AUC of the second forecast from the aggregate AUC of the 
first forecast) is compared to the null distribution to determine whether or not the 
difference in aggregate AUC between the two sets of forecasts is significant. 
 To build a null distribution of aggregate AUC differences between two forecast 
sets, two separate lists of contingency table elements are created. To start, contingency 
table elements are obtained from each of the two forecast sets for each of the 63 days in 
the dataset. The elements of each of the 63 days from the first forecast set (forecast set 
1) are assigned to list 1, while the elements of each of the 63 days from the second 
forecast set (forecast set 2) are assigned to list 2. Next, for each of the 63 days in the 
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dataset, it is randomly determined whether the two lists will exchange contingency table 
elements for a given day. After the procedure is completed for all 63 days, the aggregate 
AUC is computed for lists 1 and 2, respectively. Finally, the difference between the 
aggregate AUC from list 1 and the aggregate AUC from list 2 is computed. This entire 
procedure is repeated 1000 times in order to form a null distribution of aggregate AUC 
differences. Finally, the actual aggregate AUC difference is compared to the null 
distribution to determine significance. If the actual aggregate AUC difference exceeds 
the 97.5
th
 percentile or falls beneath the 2.5
th
 percentile of the null distribution, the AUC 
difference between the two forecast sets is deemed to be significant at the 95% level. 
 
3. Results 
a) Comparing 1-km and 4-km deterministic forecasts 
 ROC curves for the 1- and 4-km deterministic forecasts at each UH threshold 




 for the 4-km forecasts and the corresponding 
1-km values for the 1-km forecasts) suggest that the lower UH threshold forecasts have 




 4-km forecasts 








for 2011) 1-km forecasts have the greatest 













 for 2011) 1-km forecasts have the lowest AUC values (Fig. 2.2).  Hereafter, 
to simplify the analysis, the 4-km UH threshold values are used to additionally refer to 
the corresponding 1-km UH thresholds in the text and figures (refer to Table 2.3 for the 
equivalence). For a given UH threshold, the 1-km deterministic forecasts have greater 
AUC values than the 4-km deterministic forecasts; this pattern holds for all five 
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thresholds. The greatest difference between the 1-km deterministic AUC and the 4-km 




.  However, for all five UH 
thresholds examined, the AUC differences are not significant at the 95% level (Table 
2.4).  





 forecasts represent over-forecasts at nearly all forecast probabilities; moreover, 




 forecasts fall slightly below the no skill line for many 
of the probabilities, indicating that the forecasts contribute negatively to the Brier skill 




 forecasts, by contrast, fall near the line of 
perfect reliability, although these forecasts slightly under-forecast at low probabilities 




 forecasts slightly under-








 forecasts display a 
greater degree of under-forecasting.  
For a given UH threshold, the reliability of the 1-km deterministic forecast is 
generally quite similar to the reliability of the 4-km deterministic forecast (Fig. 2.3a). 
However, the 1-km and 4-km reliabilities diverge slightly for the two higher UH 




) at higher forecast probability bins. These 
bins contain relatively few forecasts and therefore must be interpreted cautiously, since 
a single data point can exert undue influence on the reliability values (Fig. 2.3b). 
On the performance diagrams, the lower threshold forecasts fall closer to the 
upper-right corner of the diagram than the higher threshold forecasts, indicating that—
for a given probability—the lower threshold forecasts have greater values of CSI 
relative to the higher threshold forecasts (Fig. 2.4). For a given UH threshold, the 1-km 
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deterministic forecast demonstrates slightly greater skill than the 4-km deterministic 
forecast, as evidenced by the 1-km forecast’s higher POD, SR, and CSI compared to the 
corresponding 4-km forecast. Nonetheless, the differences are generally slight, 
consistent with the lack of significance in AUC between the 1-km and 4-km forecasts. 
The performance diagrams also show that, for a given model forecast, bias and CSI 
values are optimized at lower probability levels as the UH threshold is increased.  
 
b.) Comparing the deterministic and 4-km ensemble forecasts 
 The forecast quality of the 1-km and 4-km deterministic models is compared to 
that of an 11-member 4-km ensemble to determine the effect of adding ensemble 
members on forecast skill. Because of the finding in the previous subsection that the 




 UH threshold 




 forecasts are analyzed for the 4-km deterministic and 
ensemble comparison. 





similar ROC curves (Fig. 2.5). The AUC for each curve exceeds 0.80, indicating that all 
forecasts show considerable skill. The 4-km deterministic forecast has the lowest AUC 
(0.838), while the 4-km ensemble forecast with 𝜎  = 90 km has the greatest AUC 
(0.874).  At the 95% level, a (weakly) significant difference in AUC exists between the 
4-km deterministic forecast and the ensemble forecasts with 𝜎  = 90 km and 𝜎  = 120 
km (Table 2.5).  No statistically significant differences are found between the 1-km 
deterministic forecast and any of the ensemble forecasts. 
 While the three ensemble forecasts (i.e., 𝜎  = 60, 90, 120 km) have similar ROC 
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curves and AUC values, the ensemble forecasts do have notably different reliability. The 
ensemble forecast with 𝜎  = 120 km has the best reliability, as its curve in the attributes 
diagram lies closest to the perfect reliability line (Fig. 2.6a). This result makes sense, 
given that the 𝜎  = 120 km ensemble forecast benefits from a high degree of spatial 
smoothing as well as ensemble smoothing. As a result, the 𝜎  = 120 km ensemble 
forecast has fewer high (i.e., ≥ 0.60) probabilities compared to the other ensemble and 
deterministic forecasts (Fig. 2.6b), which helps to reduce over-forecasting bias. 
However, even the 𝜎  = 120 km ensemble forecast has a tendency to over-forecast at 
nearly all probabilities. All three ensemble forecasts’ curves on the attributes diagram 
mostly reside above the no-skill line, representing at least a slight improvement over 
either of the deterministic forecasts.  
 The performance diagrams indicate that the three ensemble forecasts have 
similar skill levels, as the ensemble forecast points are clustered very close to each other 
and are located about the same distance from the upper right-hand corner of the plot 
(Fig. 2.7). The 1-km deterministic forecast has less skill than any of the ensemble 
forecasts but greater skill than the 4-km deterministic forecast. These results corroborate 
the implications of the ROC curves and the AUC analysis; namely, that over the entire 
63-day dataset, the ensemble forecasts have greater skill than the 1-km deterministic 
forecast, which in turn has greater skill than the 4-km deterministic forecast. For the 
five sets of forecasts examined, the performance diagrams indicate that a probability 
level of 40-50% optimizes bias, while a probability level of 35-40% optimizes CSI.  
 
c) Comparing the AUC for individual days 
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 For 61 of the 63 days in the dataset, individual-day AUC is computed from the 
1-km deterministic, 4-km deterministic, and the 4-km ensemble forecasts (𝜎  = 90 km) 




 UH threshold. No AUC is computed for 29 April 2011 or 4 May 
2011 because no OSRs occurred inside of the analysis domain for those days, resulting 






 ). For each of the 61 days analyzed, the 4-
km deterministic AUC is subtracted from the 1-km deterministic AUC and the 4-km 
ensemble AUC, respectively, to obtain two distributions, which describe how the 1-km 
deterministic and 4-km ensemble forecasts perform relative to the 4-km deterministic 
forecasts. When the daily 4-km deterministic AUC is subtracted from the corresponding 
daily 1-km deterministic AUC, the distribution peaks just to the right of the zero line, 
indicating that, for most days, the 1-km deterministic model gives a slightly better 
forecast (in terms of AUC) than the 4-km deterministic model (Fig. 2.8a). The 
distribution has a small left tail, suggesting that the 4-km deterministic model performs 
notably better than the 1-km deterministic model for only a handful of days; the vast 
majority of the data points are located to the right of the zero line. When the daily 4-km 
deterministic AUC is subtracted from the corresponding daily 4-km ensemble AUC, the 
distribution peaks to the right of the zero line and has a long right tail, indicating that 
the ensemble performs better—and sometimes substantially better— than the 4-km 
deterministic forecast on the vast majority of the days (Fig. 2.8b). Interestingly, when 
the daily 1-km deterministic AUC is subtracted from the corresponding daily 4-km 
ensemble AUC, the distribution looks similar to that in Fig. 2.8b: it peaks to the right of 
the zero line and has a right tail (Fig. 2.8c), suggesting that the ensemble performs 
objectively better than the 1-km deterministic forecast as well as the 4-km deterministic 
32 
 
forecast on the majority of days in the analysis period.  
Five days that span the distributions given in Figs. 2.8a,b are chosen for 
individual analysis. These days include: 11 May 2010, 15 June 2010, 7 June 2011, 18 
May 2011, and 27 April 2011. The analysis of these individual days offers insight into 
what (if any) additional forecast quality and/or value can be gained by either reducing 
horizontal grid spacing from 4-km to 1-km or by adding members to form 4-km 
convection-allowing ensembles on a given day. The five case study examples are 
presented below: 
 
1) 11 MAY 2010 
 On 11 May 2010— the day for which the 4-km ensemble forecast (AUC = 
0.805) performed best relative to the 4-km deterministic forecast (AUC 0.564) in terms 
of AUC—the threat of severe weather existed across multiple regions. A weakening 
surface cyclone, located over southern Iowa at 1200 UTC, tracked east-northeastward 
and brought storms to the Ohio Valley around 0000 UTC on 12 May 2010. Meanwhile, 
low-level southerly flow from the Gulf of Mexico helped to destabilize a broad region 
of the Central Plains. Despite weak large-scale forcing, several severe-hail-producing 
storms formed in western Oklahoma before 0200 UTC on 12 May 2010. A cluster of 
severe storms also formed in eastern Missouri and western Kansas around 0300 UTC 
along a warm front. Additionally, several storms formed in northeastern Colorado ahead 
of an eastward-moving upper-level low during the evening hours; however, no observed 
severe weather was associated with these storms. 
 Interestingly, the three model configurations produced drastically different 
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forecasts on this day: the 1-km deterministic forecast (AUC = 0.561) highlighted 
regions near Missouri, Oklahoma, and Colorado for severe weather; the 4-km 
deterministic forecast highlighted Colorado but focused its secondary threat area on 
Ohio and surrounding states; while the 4-km ensemble showed lower severe 
probabilities in Colorado and gave non-zero severe probabilities over a region 
extending from western Kansas to eastern Ohio (Fig. 2.9a-c). OSRs were located in 
southwestern Kansas, northwestern Oklahoma, central Kansas, central Ohio, and 
western Pennsylvania, while no OSRs occurred in Colorado. Of the three forecasts, the 
4-km ensemble forecast produced the greatest AUC on this day, as it had the lowest 
probabilities in northeastern Colorado (which reduced its POFD) and had non-zero 
severe probabilities over the three main regions where reports did occur (which 
increased its POD). While it is important to realize that probabilistic forecasts should be 
evaluated over multiple cases, this one case does suggest that ensembles can offer 
enhanced forecast quality not only by identifying regions of potential severe weather 
missed by a deterministic model, but also by reducing the magnitude of over-done 
deterministic severe probabilities.  
 
2) 15 JUNE 2010 
On 15 June 2010—the day for which the 1-km deterministic forecast (AUC = 
0.763) performed objectively best relative to the 4-km deterministic forecast (AUC = 
0.669)—a mid-level trough propagated northeastward into central Illinois, where a 
warm, moist air mass coincided with an environment containing 25-40 knots of 1000-
500-mb wind shear. The shortwave trough initiated convection in eastern Missouri 
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around 1730 UTC, and this convection subsequently moved northeastward, producing a 
multitude of severe wind and hail reports in Illinois, Indiana, and western Ohio. 
Meanwhile, broad southerly flow resulted in moist and unstable conditions throughout 
much of the Southeastern United States. Although large-scale forcing for ascent and 
vertical wind shear were both weak in this region, numerous pulse storms formed, 
resulting in many severe wind reports. 
Two main differences existed between the three forecasts on this day: the 
distribution (and magnitude) of the higher-end severe probabilities in central Illinois 
and the spatial coverage of the non-zero severe probabilities in the southeastern U.S. 
(Fig. 2.9d-f). Relative to the 4-km deterministic forecast, the 1-km deterministic 
forecast had greater severe probabilities in Illinois and gave a more continuous threat 
area in central Illinois. Additionally, the 1-km deterministic forecast introduced more 
non-zero severe probabilities into portions of the Southeastern U.S. relative to the 4-km 
deterministic forecast. The 4-km ensemble forecast (AUC = 0.864), meanwhile, 
maintained > 0.50 severe probabilities over central Illinois but completely filled in the 
Southeastern U.S. with non-zero severe probabilities, perhaps as a result of ensemble 
smoothing. The ensemble forecast was therefore rewarded with a greater POD and AUC 
relative to either deterministic forecast (although the ensemble’s lower-magnitude 
severe probabilities in the Texas Panhandle, where no OSRs were located, may have 
also helped to elevate the ensemble’s AUC over that of the two deterministic models). 
This case suggests that the 4-km ensemble forecast can potentially offer improvements 
in forecast quality relative to the 1-km deterministic forecast even on days when the 1-




3) 7 JUNE 2011 
7 June 2011 marked the day on which the 4-km deterministic forecast (AUC = 
0.784) performed best relative to the 1-km forecast (AUC = 0.657). In the northern 
Plains, a 500-mb shortwave trough and the left exit region of a 300-mb jet tracked 
northeastward through the Dakotas, producing severe weather in south-central North 
Dakota during the early evening. During the overnight hours, storms fired in southern 
Wisconsin ahead of a cold front associated with a surface-low tracking northeastward 
through northern Minnesota. Farther eastward, strong θe advection and an unstable 
environment helped sustain a pre-existing mesoscale convective system as it tracked 
southward through Ohio, West Virginia, Virginia, and North Carolina. Along the Gulf 
Coast, numerous pulse storms formed in an environment of abundant moisture and 
instability; these storms produced a number of severe wind and hail reports.  
Two main differences existed between the forecasts on this day: the magnitude 
and orientation of the higher-end severe probabilities near Pennsylvania and the spatial 
extent of the severe probabilities in southern Texas (Fig. 2.9g-i).  
Relative to the 4-km deterministic and 4-km ensemble (AUC = 0.797) forecasts, 
the 1-km deterministic forecast focused its higher-end severe probabilities in 
Pennsylvania farther east, where fewer storm reports occurred. The 4-km ensemble had 
lower-magnitude severe probabilities in Pennsylvania relative to the two deterministic 
models, but its orientation of 0.3 severe probabilities more closely matched the 
orientation of the observations. In southern Texas, where no storm reports were 
observed, the 1-km deterministic forecast produced a much larger area of non-zero 
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severe probabilities relative to the 4-km deterministic and 4-km ensemble forecasts. The 
three forecasts generally had similar forecast probabilities over the Southeastern U.S 
and the Upper Midwest.  
Given that the three forecasts all highlighted similar regions for severe weather 
on this day, the forecasts likely all had similar value. It is notable, however, that the 4-
km ensemble forecast had a slightly greater AUC than the 4-km deterministic forecast 
on the day when the 4-km deterministic forecast performed best (in terms of AUC) 
relative to the 1-km deterministic forecast.  
 
4) 18 MAY 2011 
  18 May 2011 represented the day on which the 4-km ensemble forecast (AUC = 
0.882) performed objectively worst relative to the 4-km deterministic forecast (AUC = 
0.912). Two upper-level troughs dominated the flow pattern on this day: one in the 
western U.S. and one in the eastern U.S. During the late afternoon, storms formed in 
eastern Colorado, which was located downstream of an upper trough and in the left exit 
region of a 300-mb jet. Later in the evening, storms also fired in west-central Kansas as 
a weak local vorticity maximum pivoted northeastward through the state and strong 
southerly winds helped increase low-level moisture. Perhaps due to a lack of large-scale 
forcing for ascent, no storms ultimately formed along the dryline in the Texas 
Panhandle region. Downstream of the trough over the eastern U.S., storms formed in 
the early afternoon, producing severe weather in Pennsylvania, West Virginia, 
Maryland, and Virginia. 
 The biggest difference between the three forecasts on this day was the ensemble 
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forecast’s large region of ≥ 0.02 probabilities in Texas, Missouri, and Arkansas (Fig. 
2.9j-l), which perhaps resulted from ensemble smoothing. Since OSRs never occurred 
in these states, the ensemble forecast had a large POFD relative to the deterministic 
forecasts. The ensemble forecast also produced slightly lower magnitudes of severe 
probability in the northeastern U.S., where OSRs were located, which decreased its 
POD relative to either deterministic forecast.   
 Given the ensemble forecast’s inferior POFD and POD, this case shows that the 
quality of an ensemble forecast does not always exceed that of a deterministic forecast. 
Nevertheless, objectively, the ensemble’s AUC is only about 0.030 lower than the 4-km 
deterministic forecast’s AUC on the “worst day” for the ensemble relative to the 4-km 
deterministic forecast. This difference is small compared to the 0.241 difference in AUC 
between the 4-km ensemble and 4-km deterministic forecasts on 11 May 2010.  
 
5) 27 APRIL 2011 
 27 April 2011 is chosen for individual analysis because it represents a “high-
impact” day. In fact, this was one of the longest and deadliest tornado outbreaks in U.S. 
history. According to the SPC, some 937 severe reports—including 292 tornado 
reports— occurred over the contiguous U.S.  Storms formed downstream of an upper 
trough and ahead of a cold front in the Southeastern U.S., where strong low-level 
southerly flow coincided with abundant vertical wind shear.  
All three forecasts demonstrated considerable skill, as all three forecasts had 
AUC values greater than 0.93. The 1-km and 4-km deterministic forecasts were nearly 
identical and matched the observations quite well (Fig. 2.9m-o). The ensemble forecast 
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differed slightly from the deterministic forecasts, most notably by extending the region 
of ≥ 0.40 severe probabilities farther southward into south-central Mississippi, 
Alabama, and Georgia. The ensemble’s southward shift of the higher severe 
probabilities likely contributed to its higher AUC relative to the two deterministic 
forecasts’ AUC.  
Because the shape of the three forecasts’ higher-end (i.e., ≥ 0.40) severe 
probabilities was very similar, the forecasts had similar quality—and likely similar 
value—on this day. This case is important because it illustrates that all three model 
configurations—including the ensemble—can produce high-sharpness forecasts.  
 
4. Summary and discussion 
Maximum hourly 2-5 km updraft helicity (UH) forecasts from a 4-km grid 
spacing model, an equivalently configured 1-km grid spacing model, and an 11-member 
4-km grid spacing ensemble are remapped to an 80-km grid and used to produce next-
day probabilistic severe weather forecasts for 63 days of the 2010 and 2011 NOAA 
HWT SFEs. As in Sobash et al. (2011), extreme values of UH are treated as surrogate 
severe weather reports (SSRs). SSRs are smoothed spatially using a two-dimensional 
isotropic Gaussian smoother to create probabilistic severe weather forecasts.  










 threshold not only gives the largest AUC for each of the three forecast 
configurations but also produces the greatest difference in AUC between the three 




 threshold yields the most reliable 
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 producing under-forecasts 
(over-forecasts). These results are consistent with Sobash et al. (2011), who found that a 




 (the smallest tested) gave the largest 




 produced the most reliable forecasts. 
Ensemble surrogate severe weather probabilistic forecasts (SSPFs) are created 
by calculating, at each grid point, the fraction of ensemble members exceeding the 




 for the ensemble forecasts) and then 
smoothing these values spatially using a Gaussian smoother. Three values of 𝜎  are 
tested for the ensemble SSPFs (𝜎  = 60, 90, and 120 km). The 𝜎  = 90 km forecast 
produces the best AUC, although varying the spatial smoothing parameter has only a 
slight impact on forecasts’ AUC values for the three values analyzed. Varying the spatial 
smoothing parameter has a larger impact on forecasts’ reliability values: the 𝜎  = 120 
km forecast gives the best reliabilities but still over-forecasts. These results agree with 
Sobash et al. (2011, 2016b), who found that increasing the spatial smoothing parameter 
had little effect on a forecast’s AUC but resulted in a general progression from over-
forecasting, to near-perfect reliability, to under-forecasting. Such a finding suggests that 
a value of 𝜎  could be found to optimize the ensemble forecast’s reliability. However, 
increasing the spatial smoothing parameter beyond 120 km is not attempted or analyzed 
here since the ensemble is presumed to account for some of the spatial uncertainty in 
the SSRs (e.g., Sobash et al. 2016b), eliminating the need to test spatial smoothing 
parameter values beyond those tested for the deterministic forecasts (i.e., 𝜎  = 120 km). 
A 2-sided resampling hypothesis test is conducted to test for significance 
between the 4- and 1-km deterministic forecasts and between the 4-km deterministic 
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. Results suggest that 
while no significant difference in AUC exists between the 4- and 1-km deterministic 
forecasts, a weakly significant difference in AUC exists between the 4-km deterministic 
and 4-km forecasts (with the 4-km ensemble forecasts having the greater AUC). No 
significant difference is found between any of the three model configurations at the four 




), since, as the 




, the three sets of forecasts produce 
increasingly similar AUC values. 
The lack of significant difference between the 4-km and 1-km deterministic 
forecasts agrees with Kain et al. (2008), who, qualitatively, observed a lack of dramatic 
differences in the forecast UH fields between the 4-km and 2-km horizontal grid-
spacing models in the 2005 NOAA HWT SFE. The results of the present study also 
agree with Schwartz et al. (2009), who found that the models with 4- and 2-km grid-
spacing showed similar skill in forecasting heavy rainfall and convective evolution, but 
who noted that the 2-km forecasts generally contained more realistic-looking convective 
features than the 4-km forecasts. 
The non-significant difference between the 4-km and 1-km deterministic 
forecasts appears to contradict the findings of Roberts and Lean (2008). However, as 
suggested in Schwartz et al. (2009), Roberts and Lean (2008)’s use of a modified 
convective parameterization scheme with their 4-km grid spacing model and their focus 
on time periods of 7 hours or less may help explain the differences in findings between 
that study and the present study. At greater than 7-hour time scales, for example, it is 
possible that large-scale errors may become more important, thus rendering the 4-km 
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and 1-km deterministic forecasts similar. Therefore, it is possible that a significant 
difference in AUC between the 4- and 1-km deterministic forecasts would exist at 
shorter forecast lead times while no significant difference in AUC exists for next-day 
forecasts.  
The present study’s finding of a weakly significant difference between the 4-km 
ensemble and 4-km deterministic forecasts generally agrees with the results of Sobash 
et al. (2016b), who found that SSPFs produced from a 30-member ensemble had 
significantly greater fractions skill scores (FSSs) compared to the SSPFs produced from 
either of two deterministic forecasts for smaller (i.e., mesoscale) spatial scales. While 
the present study does not analyze FSS at a variety of spatial scales, subjective 
inspection of the present study’s individual case studies suggests that—despite some 
noteworthy exceptions—many of the differences between the 4-km deterministic, 1-km 
deterministic, and 4-km ensemble forecasts occur on the mesoscale. One potential 
reason for the ensemble forecasts’ superior performance relative to the 4-km 
deterministic forecasts could be the two types of smoothing used to create the ensemble 
forecasts (i.e., spatial and ensemble smoothing) compared to just the spatial smoothing 
used to create the deterministic forecasts. Indeed, when no spatial smoothing is applied 
to the ensemble probabilities, the ensemble AUC is reduced to, approximately, 0.832 
over the entire dataset (not shown), compared to an AUC of 0.874 produced by the 𝜎 = 
90 km ensemble. Sensitivity tests (not shown) reveal that the AUC is maximized for the 
𝜎 = 90 km ensemble forecasts.  
To demonstrate the range of day-to-day variation in skill between the three sets 
of forecasts, five days were selected for individual case study analysis: 11 May 2010, 15 
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June 2010, 7 June 2011, 18 May 2011, and 27 April 2011. In general, it is found that the 
4- and 1-km deterministic forecasts exhibit similar quality (as measured by individual-
day AUC) to each other, while the 4-km ensemble forecasts routinely provide enhanced 
quality relative to either deterministic forecast. Notably, even on days when the 
ensemble forecast is inferior, the quality of the ensemble forecast tends to remain close 
to that of the deterministic forecasts. Interestingly, it is found that neither the number of 
daily SPC storm reports nor the SPC 1200 UTC day-1 convective outlook categories 
serve as good predictors for determining whether the 1-km deterministic or 4-km 
ensemble forecast will outperform the 4-km deterministic forecast on a given day (not 
shown).  
 Herein, only a single ensemble configuration is used to create the ensemble 
forecasts. While an ensemble with more members could have been used, previous 
research has found that increasing the number of members in an ensemble provides 
diminishing returns to the ensemble’s skill (e.g., Clark et al. 2011, Sobash et al. 2016b, 
Schwartz et al. 2014), suggesting that adding members to the 11-member ensemble may 
not significantly improve forecast skill. It is more difficult to predict how the presence 
of multiple dynamic cores and/or multiple physics parameterizations influences the skill 
of an ensemble. Previous research has suggested that multi-core and multi-physics 
ensembles generally have enhanced spread and forecast skill relative to single-core and 
single-physics ensembles, respectively (e.g., Eckel and Mass 2005, Berner et al. 2011). 
Therefore, it is possible that a multi-core, multi-physics ensemble could perform better 
than the ensemble used herein relative to the two deterministic models, while a single-
core, single-physics ensemble could perform worse. However, these results are certainly 
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not guaranteed; increasing an ensemble’s spread by introducing members with multiple 
cores or physics parameterizations does not necessarily improve the ensemble’s forecast 
skill or reliability, especially if the ensemble is not properly calibrated for bias (Eckel 
and Mass 2005). Moreover, the benefits of a mixed- vs. single-physics ensemble may 
depend on situational factors, such as the amount of large-scale forcing for ascent 
(Stensrud et al. 2000), or potentially even on the time and spatial scales of the forecast. 
More work is needed to determine the optimal configuration of CAM ensembles.  
 
5. Future work 
Given the abundance of remaining questions, many potential avenues exist for 
future work. One such avenue, as mentioned above, is to investigate how the 
configuration of the ensemble (e.g., multi- vs. single-core and mixed- vs. single-
physics) influences the ensemble’s skill relative to either deterministic forecast. Another 
path is to determine how specific regimes, mesoscale scenarios (e.g., dominant 
convective mode, convective trigger, etc.) and/or seasons influence the relative skill of 
the three forecast configurations. Such knowledge would be invaluable, as it could 
focus forecasters’ attention on the forecast model(s) most likely to deliver the greatest 
quality for a given situation. Future work may additionally wish to examine the three 
forecast sets’ relative skill at varying lead times and/or for other types of forecasts, such 
as those involving precipitation or specific severe weather hazards. Finally, future work 
may investigate more complex metrics for diagnosing the probability of next-day severe 
weather events. For instance, UH may be combined with other parameters to create a 
more skillful next-day forecast (e.g., Gallo et al. 2016), or a form of UH other than 2-5 
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km UH may be tested (e.g., Sobash et al. 2016a). It is possible that these other metrics 
may produce higher-quality forecasts, which in turn could alter the relative quality and 
value of the 1-km deterministic, 4-km deterministic, and 4-km ensemble forecasts.  
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Table 2.2 Deterministic model and ensemble member specifications. An asperand (@) denotes 
deterministic models used for both 2010 and 2011. A single asterisk (*) denotes ensemble 
members that were part of both the 2010 and 2011 ensembles. A double asterisk (**) denotes 
ensemble members that had different land surface models for 2010 and 2011 but were otherwise 
the same for both years. A pound sign (#) denotes ensemble members that were part of the 2010 
ensemble only, while an ampersand (&) denotes ensemble members that were part of the 2011 
ensemble only. NAMf refers to the 12-km NAM forecast, and ARPSa refers to the Advanced 
Regional Prediction System three-dimensional variational data assimilation (Xue et al. 2003; 
Gao et al. 2004). Elements in the ICs column followed by a “+” or “-” denote SREF 
perturbations added or subtracted from the ICs of the arw_cn member. Ensemble member 
boundary layer schemes included: Mellow-Yamada-Janji?́? (MYJ; Mellor and Yamada 1982; 
Janji?́? 2002), Yonsei University (YSU; Noh et al. 2003), Mellor-Yamada-Nakanishi-Niino 
(MYNN; Nakanishi 2000, 2001; Nakanishi and Niino 2004, 2006), and quasi-normal scale 
elimination (QNSE; Sukoriansky et al. 2006). Ensemble member microphysics schemes 
included: Thompson et al. (2004), WRF single-moment 6-class (WSM6; Hong and Lim 2006), 
WRF double-moment 6-class (WDM6; Lim and Hong 2010), Ferrier et al. (2002), Milbrandt 
and Yau (2005; M-Y), and Morrison et al. (2005). All ensemble members used the Rapid 
Radiative Transfer Model longwave radiation scheme (RRTM; Mlawer et al. 1997) and the 
Goddard shortwave radiation scheme (Chou and Suarez 1994). Land surface models included 













0.9821775 (2010) 248.8906 (2010) 
0.9811282 (2011) 280.6609 (2011) 
50 
0.9930652 (2010) 467.4218 (2010) 
0.9927213 (2011) 505.1666 (2011) 
75 
0.9967307 (2010) 670.5211 (2010) 
0.9967047 (2011) 718.7805 (2011) 
100 
0.9985068 (2010) 893.3596 (2010) 
0.9983788 (2011) 935.0260 (2011) 
125 
0.9993252 (2010) 1158.1796 (2010) 
0.9990868 (2011) 1098.2116 (2011) 
 
Table 2.3 4-km and 1-km equivalent UH threshold values. 2010 percentile and 1-km 


















(1-km AUC) –  
(4-km AUC) 
Difference 
(1-km AUC) – 
(4-km AUC) 
2.5 Percentile,  
97.5 percentile 
25 0.860 0.838 0.022 -0.0326, 0.0342 
50 0.782 0.775 0.007 -0.0487, 0.0516 
75 0.715 0.708 0.007 -0.0630, 0.0552 
100 0.655 0.651 0.004 -0.0585, 0.0559 
125 0.608 0.602 0.006 -0.0537, 0.0494 
 
Table 2.4 Results from the 2-sided resampling hypothesis test between the 1-km and 4-
km deterministic forecasts. None of the (1-km AUC) – (4-km AUC) differences 
fall outside of the range given in the final column, indicating that none of the 







(4-km Det. AUC) – 
(Model/Ens. AUC) 
Difference 
(4-km Det. AUC) –  
(Model/Ens. AUC) 
2.5 percentile, 97.5 percentile 
4-km Ens., 
Sigma = 60 
km 
0.872 -0.0340 -0.0363, 0.0345 
4-km Ens., 
Sigma = 90 
km 
0.874 -0.0360* -0.0359, 0.0340 
4-km Ens., 
Sigma = 120 
km 
0.872 -0.0340* -0.0335, 0.0357 
4-km Det. 0.838 N/A N/A 
 
Table 2.5 Results from the 2-sided resampling hypothesis test between the 4-km 




















































Figure 2.2 Relative operating characteristic curves for the 1-km (solid) and 4-km 






















(violet) on the 4-km grid. Here, as in the text, the 4-km UH threshold values are 
used to additionally refer to the corresponding 1-km UH values to simplify the 




Figure 2.3 (a) Attributes diagrams for the 1-km (solid) and 4-km (dashed) deterministic 





















 (violet) on the 4-
km grid. Here, as in the text, the 4-km UH threshold values are used to 
additionally refer to the corresponding 1-km UH values to simplify the analysis. 
The solid black line indicates the line of perfect reliability, the long dashed line 
indicates the no-skill line, and the short dashed lines represent sample 
climatological frequency (abbreviated as sample climatology). (b) Number of 
forecasts per forecast probability bin for the 1-km (solid) and 4-km (dashed) 
deterministic models. The colors represent the same UH thresholds as in (a). 
































Figure 2.4 Performance diagrams for 1-km (solid lines with filled points) and 4-km 
(dashed lines with open points) deterministic models for UH threshold values 





















 (violet) on the 4-km grid. Here, as in the text, the 4-
km UH threshold values are used to additionally refer to the corresponding 1-km 




 forecasts, the following 21 
probability levels are plotted: 1%, 2%, 5%, 10%, 15%, 20%, 25%, 30%, 35%, 
40%, 45%, 50%, 55%, 60%, 65%, 70%, 75%, 80%, 85%, 90%, and 95%. A 
subset of these probability levels are plotted for the remaining 8 forecasts, since 
these forecasts never produce 95% severe probabilities. The first and last 
probability level is labeled for each forecast. Solid black lines indicate lines of 


















Figure 2.5 Relative operating characteristic curves for 1-km deterministic (dark red), 4-
km deterministic (blue), 𝜎 = 60-km 4-km ensemble (green), 𝜎 = 90-km 4-km 
ensemble (goldenrod), and 𝜎 = 120-km 4-km ensemble (red) forecasts. All 




 on the 4-km 




Figure 2.6 (a) Attributes diagrams for 1-km deterministic (dark red), 4-km deterministic 
(blue), 𝜎 = 60-km 4-km ensemble (green), 𝜎 = 90-km 4-km ensemble 
(goldenrod), and 𝜎 = 120-km 4-km ensemble (red) forecasts. All forecasts use 




 on the 4-km grid. The solid 
black line indicates the line of perfect reliability, the long dashed line indicates 
the no-skill line, and the short dashed lines represent sample climatological 
frequency (abbreviated as sample climatology). (b) Number of forecasts per 
forecast probability bin for 1-km deterministic (dark red), 4-km deterministic 
(blue), 𝜎 = 60-km 4-km ensemble (green), 𝜎 = 90-km 4-km ensemble 
(goldenrod), and 𝜎 = 120-km 4-km ensemble (red) forecasts. Note the 



















Figure 2.7 Performance diagrams for 1-km deterministic (dark red), 4-km deterministic 
(blue), 𝜎 = 60-km 4-km ensemble (green), 𝜎 = 90-km 4-km ensemble 
(goldenrod), and 𝜎 = 120-km 4-km ensemble (red) forecasts. All forecasts use 




 on the 4-km grid. Except for 
the 𝜎 = 120-km 4-km ensemble forecasts, which produced no 95% or greater 
probabilities, each of the five forecasts have the following 21 probability levels 
plotted: 1%, 2%, 5%, 10%, 15%, 20%, 25%, 30%, 35%, 40%, 45%, 50%, 55%, 
60%, 65%, 70%, 75%, 80%, 85%, 90%, and 95%. The first and last probability 
level is labeled for each forecast. Solid black lines indicate lines of constant CSI, 





















Figure 2.8 (a) Histogram showing the distribution of 1-km deterministic AUC – 4-km 
deterministic AUC for individual days. Positive (negative) values on the x-axis 
indicate days on which the 1-km deterministic forecast had a greater (lower) 
AUC than the 4-km deterministic forecast. The labeled arrows indicate where 
the five case study days fall in the distribution. All forecasts use the UH 




 on the 4-km grid. (b) Histogram showing 
the distribution of 4-km ensemble (𝜎 = 90-km) AUC – 4-km deterministic AUC 
for individual days. Positive (negative) values on the x-axis indicate days on 
which the 4-km ensemble forecast had a greater (lower) AUC than the 4-km 
deterministic forecast. The labeled arrows indicate where the five case study 




 UH threshold. (c) 
Histogram showing the distribution of 4-km ensemble (𝜎 = 90-km) AUC – 1-km 
deterministic AUC for individual days. Positive (negative) values on the x-axis 
indicate days on which the 4-km ensemble forecast had a greater (lower) AUC 
than the 1-km deterministic forecast. The labeled arrows indicate where the five 




























Figure 2.9 Probabilistic severe weather forecasts (shaded) for the (a) 1-km deterministic 
forecast, the (b) 4-km deterministic forecast, and the (c) 4-km ensemble forecast 
(𝜎  = 90-km) for 11 May 2010. Black hatching denotes 80-km grid boxes that 
contain at least one observed storm report. All forecasts use the UH threshold 




 on the 4-km grid. (d)-(f), (g)-(i), (j)-(l), and 
(m)-(o) same as (a)-(c) but for 15 June 2010, 7 June 2011, 18 May 2011, and 27 




Chapter 3: Spread and Skill in Mixed- and Single-Physics Convection Allowing 
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Chapter Introduction 
In Chapter 2, next-day probabilistic severe weather forecasts derived from an 
11-member, 4-km grid-spacing WRF-ARW ensemble were found to be significantly 
different than those derived from a 4-km WRF-ARW deterministic model in terms of 
aggregate AUC over 63 days from the 2010-2011 Spring Forecasting Experiments. 
Notably, the members of the ensemble in Chapter 2 used one common dynamic core, 
perturbed initial and lateral boundary conditions (ICs/LBCs), and multiple microphysics 
and boundary layer parameterizations. An important question is how sensitive the 
results obtained in Chapter 2 are to the configuration of the ensemble used. Indeed, this 
question merits some brief discussion, as it will help motivate the study and results 
presented later in this chapter.  
At convection-parameterizing resolution, multi-model ensembles have generally 
been found to enhance forecast spread and skill relative to single-model ensembles 
(e.g., Eckel and Mass 2005, Stensrud et al. 2000, Wandishin et al. 2001). Multi-model 
ensembles may provide advantages at convection-allowing resolution as well. For 
example, when comparing subsets from the Community Leveraged Unified Ensemble 
(CLUE) during the 2016 HWT SFE, Jirak et al. (2016) found that the 7-member multi-
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core Storm Scale Ensemble of Opportunity (SSEO) and a 10-member multi-core 
ensemble generally had the two greatest fractions skill scores (FSSs) and areas under 
the relative operating characteristics curve (AUCs) for probabilistic forecasts of ≥ 40 
dBZ 1-km above-ground level (AGL) reflectivity. Relative to the multi-core ensemble 
subsets, the single-core subsets had lower AUCs and generally lower FSSs, especially 
during hours of peak convection in the afternoon (i.e., 1900-2300 UTC; Jirak et al. 
2016). Additionally, Johnson and Wang (2012), who compared single- and multi-model 
ensembles during the 2009 HWT SFE, found that a multi-model convection-allowing 
ensemble could provide an advantage over a single-model ensemble for neighborhood 
forecasts at lead times greater than 24 hours. Collectively, these findings suggest that, 
had a multi- instead of a single-model ensemble been used in Chapter 2, the skill of the 
ensemble may have been increased, resulting in a larger difference between the 
ensemble and 4-km deterministic configuration forecasts.   
The results obtained in Chapter 2 may also be sensitive to the ensemble’s use of 
perturbed vs. unperturbed ICs/LBCs. For example, Kong et al. (2014) found that a 
convection-allowing ensemble with perturbed ICs/LBCs and mixed physics (i.e., 
multiple microphysics and boundary layer parameterizations) generated substantially 
greater spread compared to a convection-allowing ensemble using unperturbed 
ICs/LBCs and mixed physics. Similarly, Clark et al. (2010) found that, in a 4-km grid-
spacing convection-allowing ensemble, perturbed ICs/LBCs generally accounted for a 
large portion of the forecast variance for most forecast fields studied. Given these 
findings, it is likely that using an ensemble with unperturbed ICs/LBCs in Chapter 2 
would reduce ensemble spread, making the forecast from each ensemble member more 
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similar to that of the ensemble’s control member. Since the control member of the 
ensemble also serves as the 4-km deterministic model configuration, it is likely that 
using unperturbed ICs/LBCs would reduce the difference between the ensemble and 4-
km deterministic configuration forecasts in Chapter 2.  
The impact of using a single- instead of a mixed-physics convection-allowing 
ensemble is more uncertain. While previous research at both convection-parameterizing 
and convection-allowing resolution has found that mixed-physics ensembles produce 
more forecast spread and skill for fields related to convection (e.g., precipitation and 
simulated low-level reflectivity) compared to single-physics ensembles (e.g., Stensrud 
et al. 2000; Duda et al. 2014; Johnson et al. 2017), the benefits of using a mixed- over a 
single-physics ensemble may depend on situational factors, including the amount of 
large-scale forcing for ascent (Stensrud et al. 2000) and possibly the spatial scale of the 
forecast. For nocturnal convection events, Johnson and Wang (2017) found relatively 
small—although significant—differences in forecast spread and skill between mixed- 
and single-physics convection-allowing ensemble configurations. Subjectively, these 
differences were often subtle and were manifest in a variety of ways. For example, 
depending on the case, the mixed-physics configurations could have more members 
predicting nocturnal convective initiation events, different convective structures of 
initiating storms, and/or greater areal coverage of convection compared to the single-
physics configuration. Despite these differences, the mixed- and single-physics 
configurations generally forecast convection over the same regions. It is therefore 
unclear how the use of a mixed- or single-physics configuration would impact the 
results obtained in Chapter 2. In a broader context, it is unclear how mixed- and single-
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physics ensemble configurations compare in terms of forecast spread and skill at a 
variety of spatial scales and forecast hours. This question is addressed in the following 
chapter for multiple forecast fields, including: 2-m temperature, 2-m dewpoint 




Spread and skill of mixed- and single-physics convection-allowing ensemble 
forecasts are investigated at a variety of spatial scales. Forecast spread is assessed for 2-
m temperature, 2-m dewpoint, 500-mb geopotential height, and hourly accumulated 
precipitation both before and after a bias-correction procedure is applied. Time series 
indicate that the mixed-physics ensemble forecasts generally have greater variance than 
comparable single-physics forecasts. While the differences tend to be relatively small, 
they are greatest at the smallest spatial scales and when the ensembles are not calibrated 
for bias. Interestingly, while differences between the mixed- and single-physics 
ensemble variances are smaller for the larger spatial scales, variance ratios suggest that 
the mixed-physics ensemble generates more spread relative to the single-physics 
ensemble at larger spatial scales. Given that, at larger spatial scales, the variance values 
are quite small, variance differences may be more appropriate to consider than ratios. 
Forecast quality is evaluated for hourly and 6-hourly accumulated precipitation 
using mean square error, fractions skill score, area under the relative operating 
characteristic curve, and attributes diagrams. Generally, little difference in skill is found 
between the mixed- and single-physics forecasts. The greatest differences arise for the 
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largest precipitation thresholds and during the late afternoon and evening, when 
precipitation is maximized climatologically, suggesting the mixed-physics ensemble 
may provide the greatest relative benefit in situations when moderate/heavy 
precipitation is more likely. 
Overall, given that mixed- and single-physics ensembles have similar spread and 
skill, developers may prefer to implement single- as opposed to mixed-physics 
convection-allowing ensembles in operations.   
 
1. Introduction  
Over the past decade, advances in computing power have enabled numerical 
weather prediction (NWP) forecasts from fine-resolution convection-allowing 
ensembles. As early as 2007, the Center for Analysis and Prediction of Storms (CAPS) 
began running an experimental 10-member, 48-hour ensemble with 4-km grid spacing 
over the contiguous United States (CONUS) to facilitate the prediction of severe 
weather during the 2007 NOAA Hazardous Weather Testbed Spring Forecasting 
Experiment (HWT SFE; Xue et al. 2007). This convection-allowing ensemble produced 
skillful and useful forecasts of composite reflectivity, accumulated precipitation, and 
probability of precipitation (Xue et al. 2007; Schwartz et al. 2010; Clark et al. 2009). 
More recent HWT SFEs have evaluated other convection-allowing ensembles, 
including the 7-member Storm Scale Ensemble of Opportunity (SSEO; Jirak et al. 
2012), as well as various applications of convection-allowing ensembles, including their 
use to create probabilistic all-hazards severe weather forecast guidance (Kain et al. 
2008; Sobash et al. 2011), tornado pathlength forecasts (Clark et al. 2013) and 
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probabilistic tornado forecasts (Gallo et al. 2016). Outside of the HWT SFEs, 
convection-allowing ensemble systems, such as the National Center for Atmospheric 
Research Ensemble Prediction System (NCAR EPS; Schwartz et al. 2015a), are being 
run experimentally and evaluated for use in operations.  
In general, ensembles can offer benefits over deterministic models because they 
account for uncertainties in initial conditions (ICs) and model physics (e.g., Roebber et 
al. 2004; Leutbecher and Palmer 2008; Clark et al. 2009). However, convection-
allowing ensembles show unique promise because they not only account for these 
uncertainties, but each of their members—by virtue of their fine grid spacing—is able to 
explicitly simulate convection, which has been shown to result in better predictions of 
convective mode and evolution (e.g., Kain et al. 2006; Done et al. 2004). Indeed, while 
it has long been known that ensemble mean forecasts tend to outperform forecasts from 
similarly-configured deterministic models at convection-parameterizing resolution (e.g., 
Epstein 1969a; Leith 1974; Clark et al. 2009), recent evidence suggests that convection-
allowing ensembles tend to outperform deterministic models at convection-allowing 
resolution as well (e.g., Coniglio et al. 2010, Loken et al., 2017; Schwartz et al., 2017).  
Despite the promise of convection-allowing ensembles, much is still unknown 
about their optimal configuration (e.g., Roebber et al. 2004; Romine et al. 2014; Duda 
et al. 2014; Johnson and Wang 2017). One problem is that the vast majority of 
convection-allowing ensembles are under-dispersive (i.e., observed events routinely fall 
outside of the forecast probability density function (PDF)), especially for precipitation 
fields (e.g., Clark et al. 2008, 2010; Romine et al. 2014). Many previous studies have 
investigated methods to increase ensemble spread at convective-parameterizing 
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resolutions, including perturbing initial conditions (e.g., Toth and Kalnay 1993, 1997; 
Molteni 1996) and using multiple models (e.g., Wandishin et al. 2001; Hou et al. 2001; 
Ebert 2001; Eckel and Mass 2005) and physics parameterizations (e.g., Stensrud et al. 
2000; Gallus and Bresch 2006). More recent work has studied the impact of 
incorporating multiple planetary boundary layer (PBL) and/or microphysics schemes 
within convection-allowing ensembles (e.g., Schwartz et al. 2010; Duda et al. 2014; 
Johnson and Wang 2017), generally finding that mixed-microphysics and mixed-PBL 
ensembles result in improved ensemble spread and skill. For example, during the 2015 
Plains Elevated Convection at Night (PECAN) experiment, Johnson and Wang (2017) 
found that both of two mixed-physics convection-allowing ensembles—which used a 
variety of microphysics and PBL schemes—produced better nocturnal precipitation and 
non-precipitation forecasts compared to a single-physics ensemble, which used just 
Thompson microphysics (Thompson et al. 2004) and the Mellor-Yamada-Nakanishi-
Niino (MYNN; Nakanishi 2000, 2001; Nakanishi and Niino 2004, 2006) PBL. The 
mixed-physics ensembles in Johnson and Wang (2017) generally produced better 
subjective forecasts of nocturnal convection as well: relative to the single-physics 
ensemble, they reduced nocturnal mesoscale convective system (MCS) location errors, 
produced improved storm structures in nocturnal initiating convection, and had more 
members forecast observed nocturnal convective initiation. That multiple microphysics 
and PBL parameterizations can improve forecasts related to convection is unsurprising; 
previous research has found simulated thunderstorms to be quite sensitive to 
microphysics parameterizations (e.g., Gilmore et al. 2004; van den Heever and Cotton 
2004; Snook and Xue 2008). However, it is currently unknown—especially for 
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convective-allowing ensembles—whether the benefits of using multiple microphysics 
and PBL parameterizations are apparent only at relatively small spatial scales. Given 
that larger spatial scales are associated with greater predictability (Lorenz 1969), it is 
possible that accounting for the uncertainties in modeled microphysics and PBL may 
matter less for larger spatial scales, where predictability is already relatively high. For 
example, it is possible that, while a mixed-physics ensemble improves the precise 
placement of forecast convective systems and produces better forecasts of storm 
structure, the overall forecasts (e.g., the general location of forecast precipitation-
producing systems) provided by a mixed- and single-physics convection-allowing 
ensemble may not be drastically different at synoptic (or larger meso-) scales. It is also 
possible that the relative benefits (i.e., superior forecast spread and skill) of using 
multiple microphysics and PBL parameterizations may depend on the variable of 
interest (e.g., mass-related or low-level variables, Clark et al. 2010) and/or forecast 
hour/time of day. Given that ensembles with only one microphysics and one PBL 
scheme are easier for model developers to maintain, it is important to determine if and 
when a single-physics convection-allowing ensemble can perform nearly as well as a 
mixed-physics ensemble.  
For this task, the present study uses data from the 2016 Community Leveraged 
Unified Ensemble (CLUE; Clark et al. 2016), a collection of 65 ensemble members 
with similar specifications and post-processing methods contributed by a variety of 
organizations (e.g., the National Severe Storms Laboratory (NSSL), the Center for 
Analysis and Prediction of Storms (CAPS), the University of North Dakota, NOAA’s 
Earth Systems Research Laboratory/Global Systems Division (ESRL/GSD), and the 
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National Center for Atmospheric Research (NCAR)) during the 2016 HWT SFE. 
Forecast spread (i.e., variance) is analyzed for 2-m temperature, 2-m dewpoint 
temperature, 500-mb height, and hourly accumulated precipitation at a variety of spatial 
scales; forecast skill is evaluated for hourly and 6-hourly accumulated precipitation. Up 
to 36-hour forecasts are considered.  
The remainder of this paper is organized as follows: section 2 details the 
methods used, section 3 presents the results, section 4 summarizes and discusses the 
results, and section 5 concludes the paper by considering implications for ensemble 
design and offering suggestions for future work.    
 
2. Methods 
(a) Dataset  
The 65-member CLUE was run for 24 days during the 2016 NOAA HWT SFE, 
which spanned from early May to early June. Herein, 36-hour forecast data from two 
2016 CLUE subsets is analyzed for 23 days of the 2016 NOAA HWT SFE (Table 3.1; 
note that 24 May 2016 is excluded from analysis since not all members had data 
available on that day). The two ensemble subsets examined include a 9-member CAPS 
subset with multiple microphysics and PBL schemes (henceforth referred to as the 
mixed-physics ensemble) and a 10-member CAPS subset with only Thompson 
microphysics and the Mellor-Yamada-Janjic (MYJ) PBL scheme (henceforth referred to 
as the single-physics ensemble). All members from both ensemble subsets operate at 3-
km horizontal grid spacing over a domain covering the contiguous U.S. (Fig. 3.1); 
further, all members contain 1680 grid points in the east-west direction and 1152 grid 
points in the north-south direction, have perturbed initial and lateral boundary 
67 
 
conditions (ICs/LBCs), and use the Noah land surface model (Chen and Dudhia 2001) 
and the Advanced Research Weather Research and Forecasting dynamic core. 
Initialization for all members is done on weekdays using analyses from the 0000 UTC 
12-km North American Model (NAM). Radar (WSR-88D) data and surface and upper-
air observations are assimilated using the Advanced Regional Prediction System three-
dimensional variational data assimilation and cloud analysis system (ARPS 3DVAR; 
Xue et al. 2003, Gao et al. 2004; Clark et al. 2016). Specifications for both ensemble 
subsets are summarized in Table 3.2. Notably, both the mixed- and single-physics 
ensembles use one common member (core01), since it is the control member of both 
subsets. The mixed-physics ensemble contains 9 members instead of 10 since data from 
core02 was unavailable throughout the analysis period.  
 
(b) Evaluating ensemble spread 
 To determine ensemble spread, forecast variance is computed for four 
variables—2-m temperature, 2-m dewpoint temperature, 500-mb height and hourly 
accumulated precipitation—for forecast hours 0-36 using equation (B7) in Eckel and 







∑(em,i −  e̅m)






where M is the number of forecast-observation data pairs (which, here, includes the 
number of non-overlapping spatial windows in the domain over each of the 23 days in 
the analysis), n is the number of ensemble members, em,i is the value of the ith 
ensemble member at m, and ?̅?𝑚 is the ensemble mean at m. To assess the impact of 
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spatial scale, variance is calculated for square neighborhoods of varying sizes using the 
“upscaling” method (Ebert 2009), which assigns the mean of the finer-resolution grid 
boxes making up a given neighborhood to that neighborhood. In this study, 11 
neighborhood sizes are analyzed. The neighborhoods contain: 1, 2, 4, 8, 16, 24, 48, 96, 
144, 192, and 240 grid boxes per side. Since all ensemble members operate at 3-km 
horizontal grid spacing, the 11 neighborhoods measure, respectively, 3-, 6-, 12-, 24-, 
48-, 72-, 144-, 288-, 432-, 576-, and 720-km on each side. Only neighborhoods falling 
completely within the analysis domain are included in the variance calculations, and the 
“upscale” averaging is done prior to computing the ensemble mean. The difference 
between the mixed- and single-physics ensemble variance (i.e., mixed-physics variance 
– single-physics variance) and the ratio of single-physics ensemble variance to mixed-
physics ensemble variance (i.e., single-physics variance/mixed-physics variance) are 
also computed.  
 Because systematic biases from each ensemble member contribute to forecast 
spread but not to forecast uncertainty (since systematic biases are not uncertain; e.g., 
Eckel and Mass 2005; Clark et al. 2011; Clark et al. 2010), a probability matching 
technique (Ebert 2001; Clark et al. 2010) is used to eliminate systematic biases among 
the ensemble members. This technique assigns the probability distribution function 
(PDF) of one dataset to another dataset to eliminate bias. Herein, because the core01 
member serves as the control member of both the mixed- and single-physics ensemble, 
the PDF of the core01 is assigned to each of the other ensemble members. Hence, after 
probability matching, all ensemble members contain the same bias (i.e., the bias of the 
core01 member). Unlike in Clark et al. (2010), the PDF of the observations is not 
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assigned to each ensemble member since the primary purpose of this portion of the 
study is to evaluate ensemble spread (as opposed to skill), and using the PDF of the 
core01 member—which is already appropriately gridded for analysis—is much more 
convenient than using an observational dataset. As done with the raw dataset, bias-
corrected variance difference (i.e., bias-corrected mixed-physics variance – bias-
corrected single-physics variance) and the ratio of bias-corrected single-physics 
ensemble variance to mixed-physics ensemble variance (i.e., bias-corrected single-
physics variance/bias-corrected mixed-physics variance) are computed. 
Bad data, manifest as an unphysical “spike” in variance, are noted at several 
forecast hours in both the raw (i.e., non-bias-corrected) and bias-corrected 2-m 
temperature and 2-m dewpoint temperature fields. In the raw dataset, bad variance 
values occur: in the 2-m temperature data at forecast hour 23 (for the mixed-physics 
ensemble) and forecast hour 33 (for both the mixed- and single-physics ensembles) and 
in the 2-m dewpoint temperature data at forecast hour 33 (for both the mixed- and 
single-physics ensembles). In the bias-corrected dataset, bad variance values occur: in 
the 2-m temperature data at forecast hour 28 (for both the mixed- and single-physics 
ensembles) and in the 2-m dewpoint data at forecast hour 24 (for the mixed-physics 
ensemble) and at forecast hour 33 (for both the mixed- and single-physics ensembles). 
In each case, the bad variance is replaced by the mean variance from the forecast hour 
immediately preceding and immediately following the bad data.  
 
(c) Evaluating ensemble skill  
While ensemble spread is analyzed for four variables (2-m temperature, 2-m 
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dewpoint temperature, and hourly accumulated precipitation), hourly and 6-hourly 
accumulated precipitation are chosen to evaluate ensemble skill; these variables are 
chosen due to the relative ease of verification (i.e., due to the existence of an 
observational dataset at the desired scales of verification). NCAR/EOL Stage IV 
precipitation data (Lin 2011) are treated as “truth” and used to evaluate the ensemble 
precipitation forecasts. The Stage IV data are produced on an approximately 4.8-km 
polar stereographic grid with 1121 east-west grid points and 881 north-south grid 
points; therefore, a neighborhood budget method is used to remap the data to a 3-km 
Lambert conformal grid with 1680 east-west grid points and 1152 north-south grid 
points to match the grid used by the forecasts. The remapped Stage IV data are used for 
verification and are compared against the raw precipitation forecasts from the mixed- 
and single-physics ensembles. Metrics used for verification include: mean square error 
(MSE; e.g., Eckel and Mass 2005), fractions skill score (FSS; Roberts and Lean 2008), 
area under the relative operating characteristics curve (AUC; e.g., Marzban 2004), and 
attributes diagrams (Hsu and Murphy 1986).  
Mean square error (MSE), a traditional point-to-point verification metric, is 
computed for hourly accumulated precipitation for forecast hours 1-36 using equation 
(B6) in Eckel and Mass (2005): 
 






 ∑ (e̅m −  om)





where n is the number of ensemble members, M is the number of forecast-observation 
pairs (which includes the number of non-overlapping spatial windows in the domain 
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over each day in the analysis), e̅m is the ensemble mean at m, and om is the observation 
at m. Equation (2) is used for ensembles of finite size. MSE for the mixed- and single-
physics ensemble forecasts is computed over the same 11 square-shaped neighborhoods 
(i.e., ranging from 1 to 240 grid boxes per side) used to compute the variance. As with 
the variance computations, upscaling (Ebert 2009) is applied to find each ensemble 
member’s forecast value at each neighborhood. Then, the ensemble mean is calculated. 
Upscaling of the Stage IV observation data is used to produce the omvalues in equation 
(2). Mixed- and single-physics ensemble MSE, as well as the difference between 
mixed- and single-physics ensemble MSE (i.e., mixed-physics ensemble MSE – single-
physics ensemble MSE), are plotted against time for forecast hours 0-36.  
Given its design to be computed over a variety of neighborhoods, FSS is useful 
for determining forecast skill at a variety of spatial scales. Unlike some other forecast 
evaluation metrics (e.g., area under the relative operating characteristics curve), FSS 
depends on bias; more biased forecasts always produce lower FSS values at large 
spatial scales and usually produce lower FSS values at small spatial scales (Mittermaier 
and Roberts 2010). FSS can be expressed mathematically as: 
 
FSS = 1 −  
1
M










                        (3), 
 
where M is the number of forecast-observation pairs (which includes the number of 
overlapping spatial windows in the domain over each day in the analysis), Fm is the 
ensemble mean forecast fraction at m, and Om is the observed fraction at m. Herein, FSS 
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is computed for accumulated hourly precipitation for forecast hours 1-36 using 0.10-, 
0.25-, 0.50-, 0.75-, and 1.00-inch precipitation thresholds. Forecasts (observations) 
meeting or exceeding the threshold are considered to be “yes” forecasts (observations). 
Ten square neighborhoods are examined to determine how FSS varies with spatial 
scale; these neighborhoods consist of, respectively: 1, 2, 3, 4, 6, 8, 12, 16, 24, and 48 
grid boxes per side. Again, since each grid box measures 3-km per side, the ten 
neighborhoods correspond to spatial scales of, respectively: 3-, 6-, 9-, 12-, 18-, 24-, 36-, 
48-, 72-, and 144-km. Mixed- and single-physics ensemble FSS is plotted against 
spatial scale for each of the five precipitation thresholds at forecast hours 1, 12, 24, and 
36. Additionally, to determine how FSS varies with time, a time series of mixed- and 
single-physics ensemble FSS is plotted for forecast hours 1-36 for each of the 10 spatial 
scales for the 0.10-inch threshold forecasts.  
A skillful baseline FSS score is given by: 
 
FSSuseful = 0.5 +
f0
2
                        (4), 
 
where f0 represents the fractional coverage of “yes” forecasts over the entire domain 
(and—in this case—over all days in the analysis; Roberts and Lean 2008). Note that 
FSSuseful, as given in equation (4), is equivalent to FSSuniform in Roberts and Lean 
(2008). The smallest scale for which FSS = FSSuseful is considered to be the smallest 
useful scale (i.e., the scale at which the forecast contains useful information; Roberts 
and Lean 2008).  
 Finally, area under the relative operating characteristics curve (AUC; e.g., 
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Marzban 2004), which measures a forecast system’s ability to discriminate between 
events and non-events (e.g., Mason and Graham 2002), is used to verify 6-hour 
accumulated precipitation forecasts. AUC values greater than or equal to 0.70 are 
considered skillful in an ensemble framework (Buizza et al. 1999). 6-hourly 
accumulated precipitation forecasts and observations are created, respectively, by 
summing the hourly precipitation forecasts and the Stage IV hourly observation data 
over 6-hour periods ending at 0600 UTC, 1200 UTC, 1800 UTC, and 0000 UTC. The 
same five precipitation thresholds used in the FSS analysis are used in the AUC 
computations to convert the quantitative precipitation (QPF) forecasts into binary 
forecasts. In each ensemble member, grid boxes that meet or exceed the given threshold 
are assigned a value of 1, while all other grid boxes are assigned a value of 0. Next, at 
each grid box, the ratio of ensemble members containing a 1 to the number of members 
containing a 0 is computed. This fraction is smoothed using a 2-dimensional kernel 
density function (e.g., Brooks et al. 1998, Sobash et al. 2011, Loken et al. 2017) with 
varying degrees of spatial smoothing. Standard deviations from 1.5-km to 72-km are 
tested. Note that this is essentially the same procedure used by Loken et al. (2017) to 
produce probabilistic severe weather forecasts using forecast updraft helicity (Chapter 
2). AUC is then computed by summing contingency table elements (i.e., hits, misses, 
false alarms, and correct negatives; e.g., Loken et al. 2017 (Chapter 2)) over all grid 
boxes in the domain and over all days in the analysis. As in Loken et al. 2017, 
probability of detection (POD; equation 3 in Loken et al. 2017) and probability of false 
detection (POFD; equation 4 in Loken et al. 2017) are computed at the following levels 
of probability: 1, 2, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55, 60, 65, 70, 75, 80, 85, 90, 
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and 95%. Grid boxes meeting or exceeding the given probability level are considered to 
be “yes” forecasts, while other grid boxes are considered to be “no” forecasts at the 
given probability level.  
Because AUC does not give information about forecast reliability (Wilks 2001), 
attributes diagrams (Hsu and Murphy 1986) are used to assess forecast reliability. 
Attributes diagrams, which plot observed relative frequency against forecast 
probability, are used principally to assess the impact of spatial smoothing on reliability 
at each of the five precipitation thresholds and at each of the four 6-hour forecast 
periods.   
 
3. Results 
(a) Ensemble spread 
1) RAW DATA 
 For each of the four variables analyzed (i.e., 2-m temperature, 2-m dewpoint 
temperature, 500-mb height, and hourly accumulated precipitation), the smallest 
(largest) spatial scales generally have the greatest (lowest) variances at a given forecast 
hour (Fig. 3.2a-d). This finding makes sense. As the spatial scale (i.e., size of the 
neighborhood) increases, the variance becomes less sensitive to small, local differences 
between ensemble members because of the increased spatial averaging. Physically, it 
also makes sense that the smallest scales will have the greatest variances, since smaller 
eddies are more difficult to predict and are therefore associated with more uncertainty 
(e.g., Lorenz 1969). 
Consistent with the findings of Clark et al. (2010), a diurnal-cycle is noted in the 
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2-m temperature, 2-m dewpoint, and hourly precipitation variance time series (Fig. 
3.2a,b,d). The hourly precipitation time series (Fig. 3.2d) contains the most well-defined 
diurnal cycle; local maxima in variance exist around forecast hours 4 and 25, while 
local minima exist near forecast hours 16 and 36 for most spatial scales. Less well-
pronounced diurnal cycles are seen in the 2-m temperature and 2-m dewpoint variance 
time series (Fig. 3.2a,b). Both variables have a local maximum around forecast hour 24 
and a local minimum around forecast hour 12 for most spatial scales. For each of the 
three variables, the amplitude of the diurnal cycle decreases as spatial scale increases. 
As in Clark et al. (2010), the 500-mb height variance time series does not exhibit a 
diurnal cycle. 500-mb height variance generally increases with time, with the variance 
increasing faster for the smaller spatial scales. 
Variance difference plots (Fig. 3.3a-d) indicate that the mixed-physics ensemble 
nearly always generates greater variance than the single-physics ensemble at a given 
spatial scale and forecast hour for a given variable. However, the difference between the 
mixed- and single-physics ensemble variance generally decreases as spatial scale 
increases for all four variables.  
While the difference between the mixed- and single-physics variances for 500-
mb height generally increases with time (for all spatial scales), the difference in 
variances depends more on the diurnal cycle for the other three variables. For example, 
for 2-m temperature, the difference in variance is locally maximized around forecast 
hour 10 and again around forecast hour 26, while the differenced is minimized around 
forecast hour 18 (Fig. 3.3a). For 2-m dewpoint, the difference is locally maximized 
around forecast hour 24 and locally minimized shortly thereafter, around forecast hour 
76 
 
26 (Fig. 3.3b). For hourly precipitation, the difference in variance has two sharp local 
maxima: one around forecast hour 4 and another, slightly smaller one, around forecast 
hour 25. Between these local maxima is a local minimum in variance around forecast 
hour 16 (Fig. 3.3c). 
Ratios of   
single−physics ensemble variance
mixed−physics ensemble variance
   are computed to determine how the 
proportion of spread generated by the mixed-physics ensemble varies with time (Fig. 
3.4a-d). While the 500-mb height variance ratios remain approximately constant with 
time and do not differ dramatically with spatial scale (Fig. 3.4c), the variance ratios 
from the other fields have more noticeable variations with time and spatial scale. For 
example, the 2-m temperature ratios reach a local maximum at approximately forecast 
hour 18 (Fig. 3.4a), indicating that, proportionally, the mixed-physics ensemble 
contributes less variance at that time than at other forecast hours. The 2-m dewpoint and 
hourly precipitation ratios also vary with time, although with much less well-defined 
local maxima and minima (Fig. 3.4b,d). Despite these variations, it should be noted that, 
for all four variables, the variance ratios generally remain below 1.0 for the vast 
majority of spatial scales and forecast hours, signifying that the mixed-physics 
ensemble generally produces more spread, proportionally, relative to the single-physics 
ensemble.  
Interestingly, for the 2-m temperature, 2-m dewpoint temperature, and hourly 
accumulated precipitation fields, the variance ratio is smallest—indicating that the 
mixed-physics generates proportionally more spread—for the largest spatial scales (Fig. 
3.3a,b,d). Thus, even while the difference between the mixed- and single-physics 
variances is lowest for the largest spatial scales (Fig. 3.2a,b,d), the proportion of 
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variance created by the mixed-physics ensemble is largest—at least for these three 
variables. 
 
2) BIAS-CORRECTED DATA 
 While the bias-corrected (Fig. 3.5a-d) and raw (Fig. 3.2a-d) time series generally 
have similar shapes, the raw variances tend to be slightly greater than the bias-corrected 
variances at a given forecast hour. This finding is expected, given that the bias-
correction procedure removes some of the “artificial” spread that results from 
systematic biases among the ensemble members (Clark et al. 2010). The reduced spread 
in the bias-corrected time series is most clearly seen in the 500-mb height variances 
(Fig. 3.5c; fig. 3.2c).  
 The greatest difference between the raw and bias-corrected variance time series 
exists for the hourly precipitation field. In the bias-corrected hourly precipitation time 
series, the single-physics ensemble variance is greater than the mixed-physics ensemble 
variance at most hours for spatial scales from 3- to 24-km (Fig. 3.5d); this result is in 
direct contrast to the raw time series, in which the mixed-physics ensemble always 
generates greater spread relative to the single-physics ensemble for all spatial scales and 
at all forecast hours (Fig. 3.2d).  
 The bias-corrected differences between the mixed- and single-physics ensemble 
forecast variances are explicitly shown in Fig. 3.6a-d. Comparing the raw (Fig. 3.3d) 
and bias-corrected (Fig. 3.6d) variance difference time series for hourly precipitation, it 
is directly seen that—for the bias-corrected data—the single-physics ensemble 
contributes more spread than the mixed-physics ensemble for at least some forecast 
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hours at spatial scales from 3- to 72-km, while—for the raw data—the mixed-physics 
ensemble always contributes more spread than then the single-physics ensemble, 
regardless of forecast hour or spatial scale. Interestingly, a general comparison of the 
raw and bias-corrected variance difference time series indicates that the mixed-physics 
– single-physics variance difference is generally lower for the bias-corrected data than 
for the raw data. This finding makes sense given that the mixed-physics ensemble likely 
contains more systematic biases—and thus more artificial spread (Clark et al. 2010)—
than the single-physics ensemble simply by virtue of its greater microphysics and PBL 
diversity. Thus, removing the systematic biases from both ensembles would be expected 
to reduce the variance of the mixed-physics ensemble more than the variance of the 
single-physics ensemble, leading to a decrease in the variance differences.  
 While the variance differences are generally lower after the bias-correction 
procedure is applied, the bias-corrected variance ratios (Fig. 3.7a-d) are generally 
similar to the corresponding raw variance ratios (Fig. 3.4a-d), at least for the 2-m 
temperature, 2-m dewpoint, and 500-mb height variables. The similar ratios in the raw 
and bias-corrected datasets perhaps occur because, while the bias-corrected data 
generally have lower differences between the mixed- and single-physics variances, they 
also have lower overall variances, resulting in similar ratios. The raw (Fig. 3.4d) and 
bias-corrected (Fig. 3.7d) hourly precipitation variance ratios, however, are noticeably 
different since the single-physics ensemble generates more variance than the mixed-
physics ensemble in the bias-corrected dataset but not in the raw dataset.  
 




 At a given forecast hour, MSE is greater for smaller spatial scales (Fig. 3.8a); 
this result is expected given that MSE is a point-to-point verification metric, and smaller 
spatial scales reduce the probability of a perfect correspondence between the forecasts 
and observations, leading to larger objective errors (but not necessarily larger subjective 
errors; Ebert 2008, 2009). For most spatial scales, the time series of MSE is bimodal: 
local maxima exist around forecast hours 3 and 24, while local minima exist around 
forecast hours 15 and 36. For most spatial scales (i.e., for those less than and equal to 
144 km), the difference between mixed- and single-physics MSE is maximized around 
forecast hour 3 and then drops to near 0 by forecast hour 7 (Fig. 3.8b). Interestingly, the 
MSE difference is seldom negative for most spatial scales and forecast hours, 
suggesting that the mixed-physics ensemble forecasts have slightly more errors than the 
single-physics ensemble forecasts. Nonetheless, aside from the first 6 forecast hours 
(and even inside the first 6 forecast hours at larger spatial scales), the difference 
between the mixed- and single-physics MSE is quite small.  
 
2) FSS 
At spatial scales from 3- to 144-km and for forecast hours ranging from 1 to 36, 
the 0.10-inch precipitation threshold forecasts yield the greatest FSS, while the FSS 
progressively decreases (at a given spatial scale) as the precipitation threshold is 
increased to 0.25-, 0.50-, 0.75-, and 1.00-inch (Fig. 3.9a-d). For forecast hours 1, 12, 24, 
and 36, the mixed- and single-physics ensembles produce similar FSS values for a given 
precipitation threshold. Interestingly, the single-physics ensemble tends to give slightly 
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greater FSS values than the mixed-physics ensemble (for the vast majority of 
precipitation thresholds) at forecast hours 1 and 12, while the mixed-physics ensemble 
tends to give slightly greater FSS values than the single-physics ensemble at forecast 
hours 24 and 36. Nonetheless, the differences in mixed- and single-physics ensemble 
FSS (for a given spatial scale) are small at all forecast hours and all spatial scales 
examined.  
As expected, at all four forecast hours, FSS increases as spatial scale increases. 
However, it should be noted that, by forecast hour 24, all of the hourly precipitation 
forecasts—with the sole exception of the mixed-physics, 0.10-inch threshold forecast 
(which just barely exceeds FSSuseful for the 144-km spatial scale)—fall below the 
threshold for useful skill (i.e., FSSuseful) for all spatial scales examined. By forecast hour 
36, all forecasts are well below FSSuseful for all spatial scales analyzed.   
Since the 0.10-inch threshold is found to produce the greatest FSS values at a 
given spatial scale and forecast hour, a time series of FSS is constructed using that 
threshold (Fig. 3.10). The time series shows that, at all spatial scales, FSS decreases 
rapidly within the first several hours of the forecast and then continues to decrease more 
gradually. Both the 3-km mixed- and single-physics forecasts drop below FSSuseful after 
forecast hour 2, while the 144-km mixed- and single-physics forecasts do not 
permanently dip below FSSuseful until around forecast hour 30. Importantly, for a given 
spatial scale and forecast hour, the mixed- and single-physics ensembles produce 
similar FSS values. That is, with everything held constant (i.e., constant precipitation 
threshold, forecast hour, etc.), the mixed- and single-physics ensembles are skillful out 
to approximately the same forecast hour and down to approximately the same spatial 
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scale.   
 
3) AUC FROM 6-HOUR PROBABILISTIC PRECIPITATION FORECASTS
 In general, AUC is maximized for the 6-hour period ending at 0600 UTC 
(henceforth denoted as F06) and minimized for the 6-hour period ending at 0000 UTC 
(henceforth denoted as F00; Fig. 3.11a-d). For a given threshold and forecast period, the 
mixed-physics ensemble generally gives greater AUC values than the single-physics 
ensemble, although the mixed- and single-physics AUC values are typically quite 
similar. With less spatial smoothing, the 0.10-inch precipitation threshold forecasts are 
generally superior (Fig. 3.11a); however, as more spatial smoothing is applied, the AUC 
values of all forecasts examined become increasingly similar. More spatial smoothing 
also increases the AUC of all forecasts.  
The impact of varying the standard deviation of the Gaussian kernel (henceforth 
referred to as the spatial smoothing parameter) is assessed explicitly in Fig. 3.12a-d. For 
all four forecast periods examined, AUC increases relatively rapidly as the spatial 
smoothing parameter is increased from 1.5- to 12-km and then increases more gradually 
as the spatial smoothing parameter is further increased to 72-km. The larger 
precipitation threshold forecasts appear to benefit more from additional spatial 
smoothing relative to the smaller precipitation threshold forecasts.  
 
4) ATTRIBUTES DIAGRAMS 
 Varying the spatial smoothing parameter directly influences forecast reliability. 
With the smallest amount of spatial smoothing examined (i.e., when the spatial 
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smoothing parameter is set to 1.5 km), all five precipitation threshold forecasts tend to 
under-forecast at lower forecast probabilities but over-forecast at higher probabilities; 
this result applies to both the mixed- and single-physics ensembles (Fig. 3.13 a-e). As 
the precipitation threshold is increased, a larger proportion of the probabilities are 
under-forecast and fewer probabilities are over-forecast. A similar effect occurs as the 
spatial smoothing parameter is increased for a given precipitation threshold: all 
probabilities tend in the under-forecasting direction. That is, as the spatial smoothing 
parameter is increased, probabilities that were already under-forecast become more 
under-forecast, probabilities that had near-perfect reliability become slightly under-
forecast, and probabilities that were over-forecast become less over-forecast (or even 
slightly under-forecast). This result makes sense given that greater spatial smoothing 
tends to increase the number of extremely low-probability (i.e., < 0.20) forecasts and 
decrease the number of the higher probability forecasts (Fig. 3.14a-e). Because the 
observed relative frequency does not change as the spatial smoothing parameter of the 
forecast is varied, fewer forecasts in a given probability bin results in a progression 
toward under-forecasting.  
 For all values of the spatial smoothing parameter, the reliability curves from the 
mixed- and single-physics ensembles are very similar. For the vast majority of spatial 
smoothing parameter values and for the vast majority of forecast probabilities, the 
single-physics forecasts tend slightly in the direction of under-forecasting relative to the 
mixed-physics forecasts, but the difference between the mixed- and single-physics 
reliability curves is very slight.  
For both the mixed- and single-physics ensembles, no value of the spatial 
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smoothing parameter examined optimizes reliability at all forecast probabilities. 
However, for each precipitation threshold, the mean distance from the line of perfect 
reliability seems to be minimized with the lower values of the spatial smoothing 
parameter. This is an interesting result because of the finding that more spatial 
smoothing results in greater AUC values. Hence, there appears to be a tradeoff between 
forecast reliability and discrimination ability (i.e., AUC) as the forecasts are 
increasingly smoothed: less-smoothed forecasts appear to have better reliability but a 
worse ability to discriminate between the occurrence and non-occurrence of a 
precipitation event greater than or equal to a given threshold.  
Forecast reliability is similar for all four forecast periods (Fig. 3.15 a-d). 
Nonetheless, the F00 forecasts appear to be slightly more reliable than the other forecast 
periods, since—relative to the corresponding forecasts at F06, F12, and F18—the most-
smoothed forecasts at F00 tend to be closer to the line of perfect reliability at the highest 
forecast probabilities and the less-smoothed forecasts tend to be slightly closer to the 
line of perfect reliability at the low forecast probabilities. These results make sense 
given that, compared to the other forecast periods, the F00 period contains slightly more 
forecasts in the lowest probability bins (which suffer from under-forecasting bias) and 
slightly less forecasts in the higher probability bins (which suffer from over-forecasting 
bias; Fig. 3.16a-d). However, it should be noted that, while the F00 period enjoys 
slightly greater reliability relative to the other forecast periods, it has lower AUC 
values.  
As found during the analysis across the five precipitation thresholds, mixed- and 
single-physics ensemble forecasts are found to have similar reliability curves for a given 
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spatial smoothing parameter and a given forecast period.  
 
4. Summary and discussion  
 This study investigated how the spread and skill of mixed- and single-physics 
convection-allowing ensemble forecasts varied with forecast hour and spatial scale. 
Ensemble forecast spread was examined for four variables—2-m temperature, 2-m 
dewpoint temperature, 500-mb height, and hourly accumulated precipitation—using 
both raw and bias-corrected variance time series for forecast hours 0-36. Meanwhile, 
ensemble skill was evaluated for hourly and 6-hourly accumulated precipitation 
forecasts. These forecasts were created—and assessed—in a variety of ways. First, 
ensemble mean hourly quantitative precipitation forecasts were evaluated at a variety of 
spatial scales using traditional MSE (adjusted for an ensemble of finite size). Next, 
binary (i.e., yes/no) hourly precipitation forecasts were created using 0.10-, 0.25-, 0.50-, 
0.75-, and 1.00-inch thresholds; these were evaluated for forecast hours 1-36 at a variety 
of spatial scales using FSS. Finally, probabilistic 6-hourly precipitation forecasts were 
created at each of the above five thresholds by spatially smoothing raw ensemble 
probabilities (i.e., the fraction of ensemble members meeting or exceeding the 
threshold) at each grid point; varying values of the spatial smoothing parameter (from 
1.5- to 72-km) were tested. Discrimination ability was measured using AUC, while 
reliability was assessed using attributes diagrams.  
 When the raw ensemble data were examined, the mixed-physics ensemble was 
found to have greater variance than the single-physics ensemble for all four variables 
studied at nearly all forecast hours (from 0-36) and spatial scales (from 3- to 720-km). 
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However, the differences in variance were generally greatest at the smallest spatial 
scales and decreased as spatial scale increased. One explanation for this finding is that, 
as the spatial scale of the analysis is increased, precipitation systems occupy a smaller 
fraction of each analysis neighborhood. This is significant because the two ensembles’ 
different representation of microphysics uncertainty only impacts each ensemble’s 
forecast where convection exists; therefore, less fractional coverage of convection 
within each neighborhood implies less difference between the two ensemble forecasts. 
Another explanation is that localized differences in the two ensembles’ forecast fields 
(for any of the four variables) tend to get averaged out as larger neighborhoods are 
considered.  
 Interestingly, while the variance differences suggested that the mixed-physics 
and single-physics ensemble spread became increasing similar at larger spatial scales, 
the variance ratios suggested that, proportionally, the mixed-physics ensemble provided 
greater spread at the larger spatial scales compared to the smaller spatial scales, at least 
for the 2-m temperature, 2-m dewpoint temperature, and hourly accumulated 
precipitation fields (the 500-mb height variance ratios were generally quite similar at all 
spatial scales and forecast hours). This result was surprising. It indicated that, for the 2-
m temperature, 2-m dewpoint, and hourly precipitation fields, the mixed-physics 
ensemble variance decreased less than the single-physics ensemble variance as spatial 
scale increased. Nevertheless, at large spatial scales, where the variance ratio was the 
lowest, the variance of both ensembles was quite small. This finding suggests that 
perhaps more weight should be given to the variance differences as opposed to the 
variance ratios when comparing the mixed- and single-physics ensemble variances at 
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the larger spatial scales.  
 To remove the impact of systematic biases on the ensemble variance, a bias-
correction procedure based on probability matching was applied (Ebert 2001; Clark et 
al. 2010); the PDF of each ensemble member was replaced with the PDF of the core01 
member, since this member was present in both the mixed- and single-physics 
ensembles. As in Clark et al. (2010), the bias-corrected variances were generally lower 
than the corresponding raw variances, which makes sense given that probability 
matching reduces the “artificial” ensemble spread from systematic biases (Clark et al. 
2010; Eckel and Mass 2005). The bias-corrected differences between the mixed- and 
single-physics ensemble variance were also lower than the corresponding raw variance 
differences, probably because the mixed-physics ensemble contained more systematic 
biases than the single-physics ensemble and therefore experienced a greater reduction in 
variance after calibration. The smaller variance differences after calibration suggest that 
bias-correction may reduce some of the spread benefits provided by the mixed-physics 
ensemble relative to the single-physics ensemble. With that said, the proportion of 
variance generated by the mixed- compared to the single-physics ensemble generally 
remained similar both before and after bias-correction. One notable exception was for 
the hourly accumulated precipitation field, which had a noticeable shift toward higher 
variance ratios (i.e., more relative variance generated by the single-physics ensemble) at 
all spatial scales after the bias-correction procedure was applied. In fact, the variance 
ratio even exceeded 1 (indicating the single-physics ensemble generated more spread 
relative to the mixed-physics ensemble) at many forecast hours and spatial scales. That 
the precipitation variance and variance ratios were noticeably different before and after 
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the bias-correction procedure was applied suggests that a large portion of the forecast 
precipitation variance in each ensemble (and at all spatial scales) can be attributed to the 
magnitude of the precipitation forecast and not merely the placement of precipitation 
systems.  
 Ensemble skill metrics generally indicated that the mixed- and single-physics 
ensembles had similar skill at most forecast hours and spatial scales examined. Aside 
from the first few forecast hours, the two ensembles’ MSE values were very similar at 
all neighborhoods. Similarly, FSS values from the binary precipitation forecasts at each 
of the five thresholds were generally similar for the mixed- and single-physics 
ensembles. The greatest difference between the mixed- and single-physics FSSs 
occurred around forecast hour 24 (i.e., around 0000UTC), when precipitation variance 
was found to be maximized, both in this study and in Clark et al. (2010). Indeed, 
previous studies (e.g., Dai et al. 1999; Wallace 1975; Easterling and Robinson 1985) 
have shown that summertime precipitation is generally maximized during the late 
afternoon in the southeastern and western U.S. and during the late evening and early 
morning in the Great Plains. Therefore, there may be greater benefit to using the mixed-
physics ensemble during the late afternoon and evening periods, when accounting for 
uncertainties in model microphysics and PBL parameterizations may be more important 
due to the greater climatological probability of precipitation. Nevertheless, even during 
the evening hours, the FSS values depended much more on the precipitation threshold 
used to create the forecast than the use of mixed- or single-physics parameterizations. 
Moreover, the mixed- and single-physics FSSs were generally similar at all spatial 
scales examined.  
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 To account for uncertainties in time, the same 5 thresholds were used to create 
6-hourly probabilistic precipitation forecasts. For all four forecast periods and at all five 
precipitation thresholds, the mixed-physics forecasts generally had slightly greater 
AUC. The greatest differences between the mixed- and single-physics AUC occurred 
for the larger precipitation thresholds and the late afternoon and early evening forecast 
periods. Again, these findings indicate that the mixed-physics ensemble may offer the 
most benefit to the single-physics ensemble in situations where heavy—or at least 
moderate—rainfall is more probable, which makes sense, as the microphysics 
parameterizations within each ensemble explicitly influence the structure and evolution 
of simulated convection. Interestingly, the degree of spatial smoothing did not have 
much influence on the relative skill of the mixed- and single-physics ensemble 
forecasts, which perhaps implies that the two ensemble forecasts differed more on the 
magnitude/character (i.e., convective vs. stratiform nature) of the forecast precipitation 
than its location. This finding is interesting because it supports Johnson and Wang 
(2017)’s finding that their mixed-physics ensembles more accurately predicted storm 
structure relative to their single-physics ensemble, but it also contradicts their 
observation that the two mixed-physics ensembles tended to reduce errors in forecast 
precipitation location relative to the single-physics ensemble. Perhaps differences in 
forecast precipitation location between the two ensembles are slight and matter less 
when spatial smoothing is applied to create the ensemble forecasts.  
 Both the mixed- and single-physics ensembles had similar forecast reliability 
curves at a given value of the spatial smoothing parameter; however, at nearly all values 
of spatial smoothing and all forecast probabilities, the single-physics ensemble tended 
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slightly more toward under-forecasting relative to the mixed-physics ensemble. One 
possible explanation for this finding is that the single-physics ensemble perhaps had less 
systematic bias—and therefore less spread—than the mixed-physics ensemble, which 
made it slightly more difficult for the single-physics ensemble to meet or exceed the 
given precipitation thresholds. Interestingly, for both the mixed- and single-physics 
ensembles, a tradeoff was noted between forecast discrimination ability and reliability: 
forecasts with greater (smaller) AUC values had worse (improved) reliability. Given 
this finding, forecast developers should consider the needs of users to determine an 
optimal degree of spatial smoothing for the ensemble forecasts.  
 
5. Conclusion: Implications for convection-allowing ensemble design and future 
work 
 Overall, for the vast majority of forecast hours for all four variables studied, the 
mixed-physics ensemble seems to provide slightly greater ensemble spread relative to 
the single-physics ensemble, especially at smaller spatial scales and especially if the 
ensemble is not calibrated for bias. This result is consistent with previous work that has 
found multiple microphysics and PBL parameterizations can be an important way to 
generate spread in convection-allowing ensembles (e.g., Johnson et al. 2017; Clark et al. 
2010). However, as the spatial scale of interest is increased, and as systematic bias is 
taken into account, the mixed- and single-physics ensemble variances generally become 
more similar.  
The mixed-physics ensemble also appears to produce slightly more skillful 
precipitation forecasts than the single-physics ensemble, especially for larger 
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precipitation thresholds, and especially for late afternoon and evening periods, when 
precipitation tends to be maximized climatologically over much of the contiguous U.S. 
during late spring and early summer. It is possible that, especially for periods when 
heavy or moderate rainfall is likely, the mixed-physics ensemble may provide better 
guidance of convective structure relative to the single-physics ensemble.  
Nevertheless, the differences between the mixed- and single-physics ensembles’ 
spread and skill are generally small, especially when systematic biases are taken into 
account (i.e., the ensemble is well-calibrated) and at larger spatial scales. It must be 
noted that, while a mixed-physics ensemble provides slightly greater spread and skill 
relative to a single-physics ensemble, a single-physics ensemble is easier for model 
developers to maintain. Therefore, especially if a well-calibrated single-physics 
convection-allowing model could be developed, the small forecast advantages of using 
a mixed-physics ensemble may not outweigh the maintenance advantages of using a 
single-physics ensemble in operations.   
With that said, this study has a number of important shortcomings that should be 
addressed before a final recommendation to model developers can be made. Most 
notably, this study did not determine whether any of the differences in spread or skill 
between the mixed- and single-physics ensemble forecasts were statistically significant. 
Additionally, while a variety of statistic measures of ensemble spread and skill were 
analyzed, the raw forecast fields from each ensemble were not examined; therefore, 
subjective differences between the two ensemble forecasts remain unassessed. Future 
work should, at minimum, address these two limitations before any decisions are made 
about the configuration of convection-allowing ensembles in an operational setting. 
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Mixed- and single-physics ensemble forecasts should also ideally be compared for more 
variables over more seasons. 
Even after the above limitations are addressed, many avenues exist for future 
work. For example, while the mixed-physics ensemble in this study consisted of both 
multiple microphysics and multiple PBL parameterizations, it would be interesting to 
assess the individual impact of multiple microphysics and PBL parameterizations on 
ensemble spread and skill. Doing so would provide greater insight into precisely when 
and why the mixed- and single-physics ensembles perform similarly in terms of spread 
and skill. Additionally, given that the present study only used the raw data when 
computing ensemble forecast skill, future work may wish to evaluate the mixed- and 
single-physics ensemble forecasts after calibrating both ensembles for bias. Such an 
analysis would help determine how much of the mixed-physics ensemble’s superior 
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Table 3.1 Dates from the 2016 NOAA HWT SFE included in the dataset (23 dates; note 
that 24 May 2016 is not used in the analysis since not all ensemble members had 




Ens. Member IC BC Microphysics PBL 
core01
a,b
 NAMa+3DVAR NAMf Thompson MYJ 
core03
a
 core01+arw-p1_pert arw-p1 P3 YSU 
core04
a
 core01+arw-n1_pert arw-n1 MY MYNN 
core05
a
 core01+arw-p2_pert arw-p2 Morrison MYJ 
core06
a
 core01+arw-n2_pert arw-n2 P3 YSU 
core07
a
 core01+nmmb-p1_pert nmmb-p1 MY MYNN 
core08
a 
core01+nmmb-n1_pert nmmb-n1 Morrison YSU 
core09
a
 core01+nmmb-p2_pert nmmb-p2 P3 MYJ 
core10
a
 core01+nmmb-n2_pert nmmb-n2 Thompson MYNN 
s-phys-rad02
b
 core01+arw-p1_pert arw-p1 Thompson MYJ 
s-phys-rad03
b
 core01+arw-n1_pert arw-n1 Thompson MYJ 
s-phys-rad04
b
 core01+arw-p2_pert arw-p2 Thompson MYJ 
s-phys-rad05
b
 core01+arw-n2_pert arw-n2 Thompson MYJ 
s-phys-rad06
b
 core01+arw-p3_pert arw-p3 Thompson MYJ 
s-phys-rad07
b
 core01+nmmb-p1_pert nmmb-p1 Thompson MYJ 
s-phys-rad08
b
 core01+nmmb-n1_pert nmmb-n1 Thompson MYJ 
s-phys-rad09
b
 core01+nmmb-p2_pert nmmb-p2 Thompson MYJ 
s-phys-rad10
b
 core01+nmmb-n2_pert nmmb-n2 Thompson MYJ 
Table 3.2 Mixed- and single-physics ensemble member specifications (adapted from Clark et al. 2016). A 
superscript “a” denotes use in the mixed-physics ensemble, while a superscript “b” denotes use 
in the single-physics ensemble. NAMa and NAMf denote the 12-km NAM analysis and forecast, 
respectively. 3DVAR refers to the Advanced Regional Prediction System three-dimensional 
variational data assimilation and cloud analysis (Xue et al. 2003; Gao et al. 2004). Elements in 
the IC column ending with “pert” are perturbations from a 16-km 3-h Short-Range Ensemble 
Forecast (SREF; Du et al. 2014) member. Elements in the BC column after the first row refer to 
SREF member forecasts. Ensemble microphysics schemes include: Thompson (Thompson et al. 
2004), Predicted Particle Properties (P3; Morrison and Milbrandt 2015), Milbrandt and Yau 
(MY; Milbrandt and Yau 2005), and Morrison (Morrison et al. 2005). Ensemble boundary layer 
schemes include: Mellow-Yamada-Janji?́? (MYJ; Mellor and Yamada 1982; Janji?́? 2002), Yonsei 
University (YSU; Noh et al. 2003), and Mellor-Yamada-Nakanishi-Niino (MYNN; Nakanishi 
2000, 2001; Nakanishi and Niino 2004, 2006). 
94 
 
Figure 3.1 Analysis domain of the 2016 Community Leveraged Unified Ensemble 







Figure 3.2 Raw variance time series for mixed- (solid) and single-physics (dashed) 
ensemble forecasts of (a) 2-m temperature, (b) 2-m dewpoint temperature, (c) 
500-mb height, and (d) hourly accumulated precipitation. For each forecast 
variable, eleven spatial scales are shown: 3- (black), 6- (pink), 12- (purple), 24- 
(light blue), 48- (dark blue), 72- (light green), 144- (dark green), 288- (yellow), 








































Figure 3.3 Time series of raw variance differences (mixed-physics variance – single 
physics variance) for forecasts of (a) 2-m temperature, (b) 2-m dewpoint 
temperature, (c) 500-mb height, and (d) hourly accumulated precipitation. For 
each forecast variable, eleven spatial scales are shown: 3- (black), 6- (pink), 12- 
(purple), 24- (light blue), 48- (dark blue), 72- (light green), 144- (dark green), 





Figure 3.4 Time series of raw variance ratios (single-physics variance/mixed-physics 
variance) for forecasts of (a) 2-m temperature, (b) 2-m dewpoint temperature, 
(c) 500-mb height, and (d) hourly accumulated precipitation. For each forecast 
variable, eleven spatial scales are shown: 3- (black), 6- (pink), 12- (purple), 24- 
(light blue), 48- (dark blue), 72- (light green), 144- (dark green), 288- (yellow), 
432- (orange), 576- (red), and 720-km (dark red). The black dashed line denotes 












Figure 3.5 Bias-corrected variance time series for mixed- (solid) and single-physics 
(dashed) ensemble forecasts of (a) 2-m temperature, (b) 2-m dewpoint 
temperature, (c) 500-mb height, and (d) hourly accumulated precipitation. For 
each forecast variable, eleven spatial scales are shown: 3- (black), 6- (pink), 12- 
(purple), 24- (light blue), 48- (dark blue), 72- (light green), 144- (dark green), 













Figure 3.6 Time series of bias-corrected variance differences (mixed-physics variance – 
single physics variance) for forecasts of (a) 2-m temperature, (b) 2-m dewpoint 
temperature, (c) 500-mb height, and (d) hourly accumulated precipitation. For 
each forecast variable, eleven spatial scales are shown: 3- (black), 6- (pink), 12- 
(purple), 24- (light blue), 48- (dark blue), 72- (light green), 144- (dark green), 












Figure 3.7 Time series of bias-corrected variance ratios (single-physics variance/mixed-
physics variance) for forecasts of (a) 2-m temperature, (b) 2-m dewpoint 
temperature, (c) 500-mb height, and (d) hourly accumulated precipitation. For 
each forecast variable, eleven spatial scales are shown: 3- (black), 6- (pink), 12- 
(purple), 24- (light blue), 48- (dark blue), 72- (light green), 144- (dark green), 
288- (yellow), 432- (orange), 576- (red), and 720-km (dark red). The black 








Figure 3.8 (a) Mixed- (solid) and single-physics (dashed) ensemble mean square error 
(MSE) time series for 3- (black), 6- (pink), 12- (purple), 24- (light blue), 48- 
(dark blue), 72- (light green), 144- (dark green), 288- (yellow), 432- (orange), 
576- (red), and 720-km (dark red) spatial scale, and (b) MSE difference (mixed-
physics MSE – single-physics MSE) time series for the same neighborhoods as 
















Figure 3.9 Mixed- (solid) and single-physics (long dashes) ensemble fractions skill 
score as a function of spatial scale at (a) forecast hour 1, (b) forecast hour 12, (c) 
forecast hour 24, and (d) forecast hour 36. In each case, 0.10- (red), 0.25- 
(yellow), 0.50- (light blue), 0.75- (dark blue), and 1.00-inch (purple) 
precipitation threshold forecasts are shown. FSSuseful values (short dashes) are 










Figure 3.10 Mixed- (solid) and single-physics (dashed) ensemble fractions skill score 
time series for 3- (pink), 6- (purple), 9- (light blue), 12- (dark blue), 18- (light 
green), 24- (dark green), 36- (yellow), 48- (orange), 72- (red), and 144-km (dark 









Figure 3.11 Area under the relative operating characteristics curve (AUC) for mixed- 
(solid with filled circles) and single-physics (dashed with filled triangles) 0.10- 
(red), 0.25- (yellow), 0.50- (light blue), 0.75- (dark blue), and 1.00-inch (purple) 
6-hour accumulated precipitation threshold forecasts using a spatial smoothing 
parameter of (a) 1.5 km, (b) 24.0 km, (c) 48.0 km, and (d) 72.0 km. AUC values 
are shown for the 6-hour periods ending at 0600 UTC (F06), 1200 UTC (F12), 








Figure 3.12 Area under the relative operating characteristics curve (AUC) for mixed- 
(solid) and single-physics (dashed) 0.10- (red), 0.25- (yellow), 0.50- (light blue), 
0.75- (dark blue), and 1.00-inch (purple) 6-hour accumulated precipitation 
threshold forecasts as a function of the spatial smoothing parameter for the 6-












Figure 3.13 Attributes diagrams for mixed- (solid) and single-physics (dashed) 
ensemble 6-hour precipitation forecasts ending at 0600 UTC using a threshold 
of (a) 0.10 inches, (b) 0.25 inches, (c) 0.50 inches, (d) 0.75 inches, and (e) 1.00 
inch. In each case, forecasts produced using a spatial smoothing parameter of 
1.5- (pink), 12- (purple), 24- (light blue), 36- (light green), 48- (yellow), 60- 
(orange), and 72-km (red) are shown. Additionally, the line of perfect reliability 
(black solid), no skill (black long dashed), and lines of sample relative 






Figure 3.14 Number of forecasts per probability bin for mixed- (solid) and single-
physics (dashed) ensemble 6-hour precipitation forecasts ending at 0600 UTC 
using a threshold of (a) 0.10 inches, (b) 0.25 inches, (c) 0.50 inches, (d) 0.75 
inches, and (e) 1.00 inch. In each case, forecasts produced using a spatial 
smoothing parameter of 1.5- (pink), 12- (purple), 24- (light blue), 36- (light 
green), 48- (yellow), 60- (orange), and 72-km (red) are shown. Note the 





Figure 3.15 Attributes diagrams for mixed- (solid) and single-physics (dashed) 
ensemble 0.10-inch-threshold 6-hour accumulated precipitation forecasts for 
periods ending at (a) 0600 UTC, (b) 1200 UTC, (c) 1800 UTC, and (d) 0000 
UTC. In each case, forecasts produced using a spatial smoothing parameter of 
1.5- (pink), 12- (purple), 24- (light blue), 36- (light green), 48- (yellow), 60- 
(orange), and 72-km (red) are shown. Additionally, the line of perfect reliability 
(black solid), no skill (black long dashed), and lines of sample relative 






Figure 3.16 Number of forecasts per probability bin for mixed- (solid) and single-
physics (dashed) ensemble 0.10-inch-threshold 6-hour accumulated precipitation 
forecasts for periods ending at (a) 0600 UTC, (b) 1200 UTC, (c) 1800 UTC, and 
(d) 0000 UTC. In each case, forecasts produced using a spatial smoothing 
parameter of 1.5- (pink), 12- (purple), 24- (light blue), 36- (light green), 48- 





Chapter 4: General Conclusion 
1. General discussion  
Over the past 30 years, convection-allowing models have evolved from a 
theoretical idea (e.g., Lilly et al. 1990) to an operational reality (e.g., the High 
Resolution Rapid Refresh (HRRR) model; Benjamin et al. 2016). Numerous studies 
have demonstrated the benefits that CAMs provide to forecasters, relative to 
convection-parameterizing models; these include a greater ability to predict storm 
mode, initiation, and evolution (e.g., Kain et al. 2006; Done et al. 2004; Weisman et al. 
2008; Schwartz et al. 2009). More recently, convection-allowing ensembles have also 
shown promise for forecasting fields related to convection, such as precipitation (e.g., 
Schwartz et al. 2010; Clark et al. 2009; Schwartz et al. 2017). However, many questions 
regarding the optimal configuration of CAMs and convection-allowing ensembles have 
remained. For example, previous studies (e.g., Kain et al. 2008; Schwartz et al. 2009; 
Roberts and Lean 2008; Potvin and Flora 2015) have disagreed on how much additional 
forecast quality and value can be gained by reducing the horizontal grid spacing of a 
deterministic CAM beyond 4-km. Additionally, it has remained unclear how to choose a 
set of convection-allowing ensemble members to reduce under-dispersion and 
maximize ensemble skill (e.g., Roebber et al. 2004; Romine et al. 2014; Duda et al. 
2014; Johnson and Wang 2017). Solutions to these problems have the potential to 
provide more efficient use of computing resources as well as increased NWP forecast 
skill. These benefits, in turn, have motivated research initiatives, such as the annual 
NOAA Hazardous Weather Testbed Spring Forecasting Experiment (HWT SFE), to 
investigate optimal design and configuration of CAMs and convection-allowing models. 
Indeed, the goal of this thesis was to use data from the 2010, 2011, and 2016 HWT 
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SFEs to determine how to best configure convection-allowing models and ensembles 
for up to next-day severe weather prediction, given current computing resources. Two 
research components were designed to meet this goal. The first component compared 
next-day probabilistic severe weather forecasts from three WRF-ARW model 
configurations during the 2010 and 2011 HWT SFEs: a 4-km grid-spacing deterministic 
CAM; an equivalently-configured 1-km deterministic CAM; and an 11-member, 4-km 
grid-spacing convection-allowing ensemble. The second research component used data 
from the 2016 Community Leveraged Unified Ensemble (CLUE) during the 2016 HWT 
SFE to compare the spread and skill of a 9-member mixed-physics ensemble and a 10-
member single-physics ensemble.  
The research question (Q1) and hypothesis (H1) associated with the first 
research component are, as proposed in Chapter 1: 
 
Q1: For next-day, all-hazards severe weather forecasts derived from simulated UH, 
which of the following two approaches results in forecasts with higher quality and 
value: reducing the horizontal grid spacing of a deterministic CAM from 4 km to 1 km, 
or adding members to create a 4-km, 11-member CAM ensemble?  
 
H1: While both the 1-km deterministic CAM and the 11-member, 4-km ensemble will 
provide greater forecast quality relative to the 4-km deterministic CAM, more quality 
and value will be gained by creating the 4-km ensemble than by reducing the horizontal 




Given the results of, for example, Roberts and Lean (2008), VandenBerg et al. 
(2014), and Potvin and Flora (2015), it was expected that the deterministic 1-km grid-
spacing forecasts would provide some additional forecast quality relative to the 
deterministic 4-km grid-spacing forecasts. However, based on the results of Kain et al. 
(2008) and Schwartz et al. (2009), who found no gains in quality or value for low-level 
reflectivity and hourly precipitation forecasts from reducing CAM grid-spacing from 4- 
to 2-km, it was expected that the 1-km grid-spacing forecasts would provide less 
additional forecast quality than the 4-km grid-spacing ensemble forecasts. The 
ensemble forecasts were hypothesized to give the greatest additional forecast value and 
quality relative to the 4-km deterministic forecasts; this hypothesis was based on 
previous studies (e.g., Stensrud et al. 1999; Wandishin et al. 2001; Grimit and Mass 
2002) that found ensemble mean forecasts could exceed the skill of higher-resolution 
deterministic forecasts at convective-parameterizing resolution.   
Over the aggregate 63 cases examined, the 4-km ensemble forecasts had the 
greatest area under the relative operating characteristics curve (AUC) of the three sets of 
forecasts. The difference in AUC between the 4-km ensemble forecasts and the 4-km 




 on the 4-km grid as the threshold) was 
statistically significant at the 95% level. The ensemble forecasts also had slightly better 
reliability relative to either deterministic forecast. Notably, the 1-km deterministic 
forecasts had greater—but not significantly greater AUC—relative to the 4-km 
deterministic forecasts. H1 was therefore generally supported, with the caveat that the 
1- and 4-km deterministic forecasts had AUC values that were not significantly 
different. Additionally, analysis of individual cases suggested that the 4- and 1-km 
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deterministic forecasts routinely offered comparable forecast value, while the 4-km 
ensemble forecasts had the ability to provide greater value relative to either 
deterministic forecast.  
The two research questions (Q2, Q3) and hypotheses (H2, H3) associated with 
the second research component are, as proposed in Chapter 1: 
 
Q2: For each of the four variables mentioned above (i.e., hourly accumulated 
precipitation, 2-m temperature, 2-m dewpoint temperature, and 500-mb height), will the 
spread (i.e., variance) of the mixed-physics ensemble forecasts be greater than that of 
the single-physics ensemble forecasts at any/all spatial scales? 
 
Q3: Will the mixed-physics ensemble produce more skillful hourly precipitation 
forecasts relative to the single-physics ensemble at any/all spatial scales?  
 
H2: In general, the variance of the mixed-physics ensemble forecasts will be greater 
than the variance of the single-physics ensemble forecasts for the low-level variables 
(i.e., 2-m temperature and 2-m dewpoint temperature) and hourly accumulated 
precipitation but not for 500-mb height. However, as the spatial scale increases, the 
variance of the mixed- and single-physics forecasts will become increasingly similar for 
all four variables.  
 
H3: Because of its greater member diversity, the mixed-physics ensemble will produce 
more skillful 6-hourly precipitation forecasts than the single-physics ensemble at 
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smaller spatial scales. Additionally, the mixed-physics ensemble will demonstrate skill 
at a smaller scale relative to the single-physics ensemble. As the spatial scale increases, 
the skill of the mixed- and single-physics ensemble forecasts will be increasingly similar.  
 
In general, for 2-m temperature, 2-m dewpoint temperature, and hourly 
accumulated precipitation, the mixed-physics ensemble was expected to generate 
greater variance than the single-physics ensemble; this hypothesis was based on 
previous research that suggested multiple microphysics and PBL parameterizations 
could enhance convection-allowing ensemble spread for a variety of variables (e.g., 
Clark et al. 2010, Johnson and Wang 2017). However, the multiple microphysics and 
PBL parameterizations were not expected to dramatically increase the spread of the 
500-mb geopotential height field, since the mixed-physics ensemble only differed from 
the single-physics ensemble in terms of microphysics parametrizations—which only 
impact the forecast in the vicinity of precipitation systems—and PBL schemes, which 
only impact the simulated lowest levels. Additionally, Clark et al. (2010) noted that 
mass-related fields had a smaller proportion of their spread generated due to mixed-
physics compared to low-level fields. For all four variables, it was expected that the 
mixed- and single-physics ensembles would have more similar variances as the spatial 
scale of the forecast was increased, since it was expected that localized differences 
between the two ensembles—resulting from differences in their PBL and microphysics 
representations—would be averaged out at the larger scales.  
While greater ensemble spread is not always associated with greater ensemble 
skill (e.g., Eckel and Mass 2005), in this case the mixed-physics ensemble’s better 
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ability to account for the uncertainty in microphysics was expected to lead to its 
production of more skillful precipitation forecasts relative to the single-physics 
ensemble. This expectation was partially based on findings that simulated 
thunderstorms are very sensitive to microphysics parameterizations (e.g., Gilmore et al. 
2004; van den Heever and Cotton 2004; Snook and Xue 2008). Based on the 
importance of microphysics parameterizations in simulating storm structure and 
evolution, it was thought that the mixed-physics ensemble—which had superior 
microphysics representation—would demonstrate skill down to smaller spatial scales 
than the single-physics ensemble. Again, the mixed- and single-physics ensembles were 
expected to have similar skill at larger spatial scales, as small errors in precipitation 
location became less important.  
For the 23 cases examined, it was found that the mixed-physics ensemble 
generally produced greater variance than the single-physics ensemble for all four 
variables examined. This was nearly always true for the raw (i.e., uncalibrated) 
ensembles and was generally true for the bias-corrected ensembles. The biggest 
exception to this finding was for bias-corrected hourly precipitation; the single-physics 
ensemble had greater variance over multiple forecast hours for spatial scales up to 72 
km. For both the raw and bias-corrected data, the differences between the mixed- and 
single-physics ensemble variances tended to be reduced as the spatial scale was 
increased. Hence, H2 was mostly supported. However, even for the 500-mb height 
field, the mixed-physics ensemble was found to generate more variance than the single-
physics ensemble across all forecast hours.  
 Precipitation skill was generally similar between the forecasts. Fractions skill 
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score (FSS) tended to be similar at all spatial scales and at all forecast hours. While the 
single-physics ensemble had slightly greater FSSs at most forecast hours, the mixed-
physics ensemble had greater—but not substantially greater—FSSs around forecast 
hour 24. For the 6-hourly accumulated precipitation forecasts, the mixed-physics 
ensemble nearly always had greater AUC values than the single-physics ensemble. 
These differences in AUC tended to be greatest for forecast periods in the late afternoon 
and evening and for the largest precipitation thresholds, suggesting that the mixed-
physics ensemble had the greatest relative skill for heavy/moderate rainfall and during 
periods when rainfall is climatologically maximized. However, the differences in AUC 
between the mixed- and single-physics ensembles were generally small. Moreover, the 
differences were not largely affected as the spatial scale was increased. Therefore, H3 
was mostly unsupported.  
 
2. Recommendations for future research 
 One limitation of the findings presented in this thesis is that both research 
components were conducted using data restricted to the spring season (i.e., late April to 
mid-June). Other seasons have different dominant flow regimes and precipitation and 
severe weather climatologies (e.g., Kelly et al. 1985; Markham 1970), which may 
impact the results obtained in each research component. A variety of preliminary 
investigations seem to bear this out. For example, Row and Correia (2014) found that 
forecast UH-derived surrogate severe weather forecasts from the SSEO performed 
worse in August than during the springtime. Meanwhile, Hitchens et al. (2016) found 
that day-1 convective outlooks generated from forecast UH performed best in the spring 
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and summer and worse in the fall and winter. Therefore, it is recommended that future 
studies use an expanded dataset that includes the entire calendar year to determine if the 
results obtained herein generalize to the summer, fall, and winter seasons.  
 Additionally, while the two research component presented herein provided 
numerous objective measures of forecast skill, it is recommended that future research 
also include a component to measure subjective skill and value to forecasters. Although 
the subjective value of a forecast can be partially inferred through the analysis of 
individual forecast fields for each model configuration on a given day (or time), it is 
possible that the forecasts are used differently than anticipated. For example, it is 
possible that two forecasts, which produce different forecast fields with different 
objective skill scores, ultimately provide the same guidance to an operational forecaster. 
In such a case, despite the objective skill metrics, it may make sense to implement the 
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