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1 
INTRODUCTION 
The enrollment trends in the colleges and universities of the United 
States have shown a significant increase over the past several years. 
Because of this and also because of the public's realization that some 
college training is necessary in most fields the role of the community 
colleges and junior colleges in higher education has become increasingly 
important over the past decade. 
It is well established that there is a wide spectrum of abilities of 
students in the community colleges (1, p. 22). The basis for this is 
that most of the public junior or community colleges have an "open door" 
policy concerning admissions. Generally, any student who has completed a 
high school program will be accepted at these colleges. As a result of 
such a policy the role of counseling and guidance becomes paramount. The 
collection and analysis of personal background data supplies the institu­
tions with information that enables them to look at the student as an 
individual. Entrance examinations, high school course background and 
grades, along with high school rank help in determining the student's 
ability and also his probability of success in the community college. 
A number of studies have been performed to predict junior college 
success and many have been done to predict four year college and universi­
ty success. A large number of these studies have involved the correlation 
of either the high school grade point average or the high school rank and 
general college success as measured by the college grade point average or 
the successful completion of a college program. Others have included such 
variables as intelligence tests, psychological tests, and aptitude tests 
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for prediction purposes. An article by Durflinger (2) summarizes a great 
many of these studies. Relatively few investigations, however, have been 
done in the field of differential prediction which involves the predic­
tion of success in a specific course, such as physics. Very few studies 
of this type have been conducted in the area of science, particularly for 
a first course in physics at the college level. It would appear that 
studies of this sort would be of greater value to the cozmunity college 
counselor advising in a college transfer program than a general prediction 
study. If a counselor was advising in a particular academic area where a 
physics course was required some knowledge of the student's likely success 
in physics would be of considerable value. Such knowledge would also aid 
the high school counselor in advising the student who plans to take 
college physics sometime in the future since he would be aware of the 
significance of various high school courses. Therefore, it would seem 
likely that if the significant background variables for success could be 
determined for an area such as physics, more effective counseling and 
guidance would result at both the high school and college levels. This 
resulting efficiency in guidance in the area of physics might possibly 
lead to greater student satisfaction from a first course in college 
physics. The overall result could contribute to a greater enrollment in 
college physics by qualified students who have developed a fear of physics. 
Since a declining enrollment in college physics over the past decade or so 
has been noted (3), such a result would be welcomed. 
Most community colleges offer two varieties of physics courses: 
general physics and engineering physics. General physics is intended for 
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those students who intend to pursue pharmacy, dentistry, medicine, biology, 
or the liberal arts. Engineering physics is intended for those students 
who plan to major in engineering, physics, mathematics, or chemistry. 
Since these courses cover the same material but at different levels of 
mathematical sophistication, each must be treated separately. 
Definitions 
The terminology used in this study will now be defined. 
The "first term course in physics" at the community college level 
refers to the first semester physics course at all the community colleges 
that participated in this study with the exception of one college that 
operated on the quarter system for the last year of the period included 
in the study. 
The "criterion variable" or "dependent variable" is defined in this 
study to mean the grade received in the first course in general or 
engineering physics. The letters A, B, C, D, and F represent the grades 
that were possible. The ranking is in descending order of excellence. 
The numerical values assigned to these grades are A = 4, B = 3, C = 2, 
D = 1 and F =" 0. 
The "independent variables" are those variables used in the predic­
tion of the criterion variable. The term "independent" applied to these 
variables does not necessarily imply that there exists no correlation 
among them, 
"Success in physics" refers to the criterion variable as a measure 
of success. Thus the grade received in community college physics was 
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used to determine success. 
The "prediction of success" means the prediction of the criterion 
variable. 
"ACT" refers to the American College Testing program. 
Purposes of the Study 
The purposes of the study were: 
To determine if the following student background variables were 
statistically significant for the prediction of success in a first course 
in both general and engineering physics at the community college level: 
1) Age of the student at the time the community college physics 
course was taken 
2) College classification (freshman or sophomore) 
3) Sex 
4) High school class size 
5) High school class rank 
6) Number of semesters of high school algebra 
7) Number of semesters of high school geometry 
8) Number of semesters of high school advanced mathematics 
9) Number of semesters of high school general science 
10) Number of semesters of high school biology 
11) Number of semesters of high school chemistry 
12) Number of semesters of high school physics 
13) Number of semester hours of freshman mathematics 
14) Freshman mathematics average grade 
15) Number of semester hours of college calculus 
16) Number of semester hours of general college chemistry. 
To determine if the various scores of the American College 
Testing (ACT) program were statistically significant for the prediction 
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of success In a first course In both general and engineering physics at 
the community college level. 
To develop suitable multiple linear regression equations for the 
purpose of predicting success in a first course In both general and 
engineering physics at the community college level. 
This study considered those students who took a first course in 
general physics or engineering physics during the period September, 1964 
to June, 1968 in the following Iowa community colleges: 
1) Boone Junior College, Boone 
2) Iowa Central Community College - Webster City Campus 
3) Iowa Central Community College - Fort Dodge Campus 
4) Iowa Central Community College - Eagle Grove Campus 
5) Ellsworth College, Iowa Falls 
6) North Iowa Area Community College, Mason City 
7) Marshalltown Community College, Marshalltown 
8) Iowa Lakes Community College - Estherville Campus 
9) Iowa Western Community College - Clarinda Campus 
10) Eastern Iowa Community College - Clinton Campus 
11) Eastern Iowa Community College — Muscatine Campus 
12) Southeastern Iowa Conanunity College - Burlington Campus 
13) Emmetsburg Community College, Emmetsburg 
14) Southeastern Iowa Community College - Keokuk Cançus. 
All of these institutions offer a two year college transfer program. 
Limitations of the Study 
This study was limited to the students who took a first term course 
in general physics or engineering physics at the above community colleges 
in Iowa during the period September, 1964 to June, 1968. This study was 
limited further to include only those students who graduated from a high 
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school located in the United States and whose high school records were on 
file in the Office of Student Records at the community colleges. 
The study was limited to the first term so that it would include 
those students who received a failing grade (F) the first term and 
did not take physics during the second term, and to include those students 
who for some other reason did not take physics during the second term. 
Only those variables that were involved in the student's background 
prior to taking physics in the community college were used in this study. 
This was done in order to be able to predict success in physics before 
the student actually enrolled in the course. 
Certain independent variables were chosen for this study in order 
to determine if they were related to the criterion variable, namely, the 
grade received in the physics course. However, the results of this study 
are not intended to exclude other variables that were not considered and 
could possibly be related to success in community college physics nor are 
the relationships between the criterion variable and several of the 
independent variables used in this study meant to be the only relation­
ships that can be developed from the variables that were considered. 
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REVIEW OF THE LITERATURE 
No attempt will be made to review all of the literature that has 
accumulated through the years concerning either the prediction of college 
success in general or the prediction of success in some particular area 
or course at the college level. However, mention will be made of the 
more recent general and differential prediction studies in order to 
observe the trends in this area of research. A review of this sort should 
also be of aid in justifying the selection of the appropriate variables 
included in the present study. 
General Prediction Studies 
General prediction studies received much impetus in the early 1920's 
with the advent of standardized testing instruments. Since one of the 
purposes of these tests was to determine whether or not a student should 
be admitted into a college program it was a logical extension to determine 
the reliability of these tests in predicting college success. Macpnail 
(4) summarized most of these early studies. 
In 1934 Segel (5) surveyed a number of studies dealing with the cor­
relation between certain criteria and general success in college. He 
found that the median correlation coefficient between general college 
success and general tests of mental ability to be 0.44 and the median 
correlation between general college success and high school grade point 
average to be about 0.55. 
After reviewing the literature of the period 1934 to 1943, 
Durflinger (2) reported that in his investigation of 75 studies 
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correlating freshman college grades with either the high school grade 
point average, general achievement test scores, or intelligence test 
scores the following median coefficients of correlation (r) resulted; 
for high school grade point average, r = 0.55; for the general achieve­
ment test scores, r = 0.475; for the intelligence test scores, r = 0.52. 
Smith (6) reported in 1941 that in studying students at Stockton 
Junior College, Stockton, California, she was able to obtain a correla­
tion coefficient between college grade point average and high school 
grade point average of 0.70. 
Garrett (7) in 1944 investigated the high school records of some 200 
graduates of a high school in Ohio who later attended 52 different 
colleges and reported that the high school grade point average was the 
best single predictor of the first semester grade point average in 
college giving a correlation of 0.67. 
By using multiple correlation analysis Butsch (8) in 1939 obtained 
a multiple correlation coefficient of 0.65 between the first semester 
college grade and the three variables of high school class rank, the 
American Council on Education Psychological Examination score, and the 
Iowa High School Content Examination score. 
McCormick and Asher (9) reported in 1964 that in most prediction 
studies certain predictor variables showed a consistent validity. The 
correlations of the freshman college grade point average with high school 
grade point average were generally around 0.56, with intelligence tests 
about 0.45, and with tests of general achievement around 0.49. 
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Differential Prediction Studies 
Since the percentage of college age students actually attending 
college has been on the increase over the past few years the importance 
of counseling and guidance in a specific area or course has been noted. 
For this reason an urgent need has been felt for prediction studies of a 
differential nature. However, of the many relatively recent studies of 
this type that have been reported, only a small number have been in the 
natural science area. 
Reference will now be made to several differential prediction 
studies in this area with particular emphasis on the work that has been 
done in physics. 
Spector (10), in 1966, reported a study in which he grouped junior 
college students at Phoenix College into 10 curricular areas, one of 
which was termed "engineering and science", for the purpose of relating 
the college grades of these students after the first, second, and fourth 
semesters with the following six variables: 
1) Social-economic status 
2) High school rank in class 
3) Cooperative English Test C-2 score 
4) Mathematics aptitude score (developed by the Phoenix College 
Department of Mathematics) 
5) Nelson-Denny Reading Test (Form A) score 
6) Henmon-Nelson Test of Mental Ability (Form A) score. 
The high school class rank was found to be the best predictor of the 
average college grade at the end of the first and second semester for the 
engineering and science students. The coefficients of correlation were 
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0.42 and 0.51 respectively. At the end of four semesters, however, the 
best predictor of the engineering and science group was the mathematics 
test score with a correlation of 0.41. All the correlation coefficients 
were significant at the 0.01 level. 
Multiple linear regression equations were developed using all six 
of the variables for the engineering and science group for all three 
periods. The multiple correlation coefficients were as follows: 0.60 
at the end of the first semester, 0.61 at the end of the second semester, 
and 0.52 at the end of the fourth semester. 
Hendricks, Koelsche, and Bledsoe (11) reported in 1963 on a study 
made to determine whether high school courses in chemistry, physics, and 
advanced mathematics had any influence on grades obtained in first quarter 
chemistry at the University of Georgia. Since all of the students 
involved in the study (200 freshmen) had taken the Scholastic Aptitude 
Test of the College Entrance Examination Board Battery the SAT mathematics 
and verbal scores were also included as variables. 
Some of the conclusions based upon the findings of this study were: 
1) College students with or without credit in high school chemistry 
showed relatively equal achievement in first quarter college 
chemistry. 
2) College students having credit in advanced mathematics courses 
from high school but without credit in high school chemistry 
showed significantly greater achievement in college chemistry 
than those without such credit. 
3) College students with high school credits in both advanced 
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mathematics and chemistry showed significantly greater achieve­
ment than those without this combination of background courses. 
4) College students with credit in high school physics and advanced 
mathematics but not chemistry achieved higher grades in college 
chemistry than those with credit in chemistry only. 
5) Sex was not significant as a factor in achievement in college 
chemistry. 
6) The best predictors of success in college chemistry work were a 
student's high school average and his achievement on the 
mathematical portion of the Scholastic Aptitude Tests. 
Lindner (12) in 1966 reported on a study that made use of the 
American College Testing (ACT) program scores along with certain high 
school background factors to predict first semester chemistry grades. 
The sample was limited to first semester freshman students at Wisconsin 
State University, LaCrosse, Wisconsin, who had completed the first 
semester of college chemistry between 1963 and 1966. These students were 
divided into seven groups so that a measure was available for each student 
on every variable included in the group. Two of these groups included 
the entire sample and five were of relatively narrow application. The 
mean multiple correlation coefficient for the two groups with general 
application was 0.58 which was significant at the 0.05 level. The multi­
ple correlation coefficient for the remaining five groups ranged from 
0.48 to 0.62. 
The following represent some of the variables that appeared signifi­
cant for prediction in one or more of the seven groups: 
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1) Standing in high school class 
2) Size of the high school class 
3) Semesters of high school chemistry 
4) Age of the student at the time of enrollment 
5) ACT mathematics score 
6) ACT social studies score 
7) ACT composite score. 
Kruglak and Keller (13) in 1950 used multiple linear regression 
analysis to predict achievement in sophomore engineering physics at the 
University of Minnesota. It was hoped that such a study would aid in 
the selection of students for an accelerated section in physics. The 
criterion variables used in this study were: 
1) Final quarter grades in each of the three quarter sequence 
2) Raw score on the Cooperative Physics Test for College Students, 
Forms E and F. 
The following independent variables were used: 
1) High school percentile rank converted to a T-score 
2) Raw score on the American Council on Education Psychological 
Examination 
3) Raw score on the Cooperative English Test, Form OM 
4) Honor point ratio in the Institute of Technology mathematics 
courses in the freshman year 
5) Honor point ratio in the Institute of Technology chemistry courses 
in the freshman year 
6) Total honor point ratio in all Institute of Technology courses 
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taken in the freshman year 
7) The previous quarter course grade in the physics course. 
The best single predictor for the grade received in the first quarter 
physics course was the total honor point ratio which showed a correlation 
of 0.70. The best single predictor for the second quarter grade was the 
first quarter grade which gave a correlation of 0.64 and the best 
predictor for the third quarter grade was the second quarter grade which 
yielded a correlation of 0.62, It was noted in the report that achieve­
ment as measured by the Cooperative Physics tests could not be reliably 
predicted in terms cf the independent variables employed in this sample 
because of the low correlations which existed between it and these 
variables. 
Several multiple linear regression equations were developed for the 
first quarter physics course but they did not appear to increase the 
predictive value. 
The report concluded by recommending that similar studies in other 
schools be initiated. 
In 1962 Bolte (14) reported on a study in which multiple linear 
regression analysis was used to determine the importance of certain back­
ground variables as predictors of success in the first course in college 
physics. The sample consisted of 923 students who had taken the first 
course in physics at the State University of Iowa during the years 1956 
to 1960. The grade received in this course was used as the criterion 
variable and the following independent variables were used: 
1) College classification when taking the first course in physics 
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2) Number of semesters of high school algebra 
3) Number of semesters of high school geometry 
4) Number of semesters of high school trigonometry 
5) Number of years of high school chemistry 
6) Number of years of high school physics 
7) High school grade point average 
8) High school rank in class 
9) Number of semester hours of freshman college mathematics 
10) Number of semester hours of college calculus 
11) Number of semester hours of college chemistry 
12) Size of high school graduating class. 
The following were some of Bolte's more significant results and 
conclusions : 
1) The best single predictor of success in a first course in college 
physics was the student's high school grade point average with a 
correlation coefficient of 0.438. 
2) Students who had courses in high school physics and chemistry as 
well as advanced courses in high school mathematics received 
appreciably higher grades in the first course in college physics 
than students who had not had the courses. 
3) A course in high school physics was a statistically significant 
predictor of success in a first course in college physics, that 
is, a course in high school physics was an asset to students of 
college physics. 
4) High school mathematics was not a significant predictor of 
15 
success in the first course in college physics. 
5) The five variables which remained as significant predictors of 
success in the first course in college physics listed in their 
order of importance were: 
a) High school grade point average 
b) Number of semester hours of college chemistry 
c) Number of semester hours of college calculus 
d) Number of semester hours of freshman college mathematics 
e) Number of years of high school physics. 
6) The multiple correlation coefficient for the five significant 
variables listed above was 0.469 and was statistically significant 
at the 0.05 level. 
Woodward (15) likewise in 1962 reported on a study whose purpose was 
to investigate relationships between achievement in a first course in 
college physics and various factors in high school backgrounds, certain 
aspects of college records, and scores on various standardized tests. 
The standardized tests used in his study were the Pre-Engineering Ability 
Test, the Cooperative Algebra Test, the American Council on Education 
Psychological Examination, and the Kuder Preference Record. 
The sample consisted of 156 students who took the first course in 
college physics during the first semester of the academic year 1956-1957 
at Oklahoma State University. 
Some of Woodward's findings and conclusions were: 
1) Correlations between various phases of the high school work and 
the first course in college physics were low. The highest of 
these was 0.347 with high school physics. 
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2) The highest correlation for any of the four standardized tests 
used was for the ?re-Engineering Ability Test with a coefficient 
of 0.446. The Cooperative Algebra Test also showed a high 
correlation with a coefficient of 0.432. 
3) The best predictors of achievement were the college cumulative 
average and the college mathematics average. 
Fulwood (16) in 1965 reported on a similar investigation in which 
the sample consisted of 456 students who took introductory physics at the 
University of Georgia between 1963 and 1965. He found that high school 
average, the high school advanced mathematics grade, and the Scholastic 
Aptitude Test mathematical score were all very significantly related to 
the college physics grade. However, he reported that the factor of 
having taken physics in high school was not related to achievement in 
college physics. 
Sachtleben (17) in 1967 completed a study to determine high school 
and college background factors which made a significant contribution to 
success in first semester college physics offered at private liberal arts 
colleges. His sample included 620 students who had taken general physics 
and 308 students who had taken engineering physics at six private liberal 
arts colleges located in the middle west (five were located in Iowa) 
during the years 1960 to 1965. Each of the two types of physics courses 
was treated separately. The independent variables considered for both 
types of physics were as follows: 
1) Sex of student 
2) Size of high school class 
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3) Converted rank (out of 1,000) 
4) Semesters of high school algebra 
5) Semesters of high school geometry 
6) Semesters of advanced high school mathematics 
7} ^ o^^ al semesters of high school mathematics 
8) Semesters of high school biology 
9) Semesters of high school chemistry 
10) Semesters of high school physics 
11) SAT verbal score 
12) SAT mathematics score 
13) SAT intermediate mathematics score 
14) SAT advanced mathematics score 
15) SAT chemistry score 
16) SAT physics score 
17) College classification 
18) Semester hours of college freshman mathematics 
19) Average freshman mathematics grade 
20) Semester hours of general college chemistry 
21) Semester hours of advanced college chemistry 
22) Total semester hours of college chemistry. 
Multiple linear regression analysis was then used to determine those 
variables that were significant at the 0.05 level. 
Sachtleben divided students for each course into five groups so that 
a measure was available for each student on every variable included in 
the group. One group considered only freshmen; another group only 
sophomores; and the remaining three groups consisted of students of all 
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college classifications. 
The mean multiple correlation coefficients for the groups which 
included students of all college classifications was 0.42 for general 
physics, and 0.29 for engineering physics. Multiple correlation coeffi­
cients of 0.45 and 0.68 were found for freshmen and sophomores enrolled 
in general physics respectively. Multiple correlation coefficients of 
0.34 and 0.58 were found for freshmen and sophomores enrolled in 
engineering physics. 
Some of the conclusions made concerning this study were: 
1) High school class size and semesters of algebra, geometry, 
biology, and chemistry did not appear as significant variables in 
any group for either general or engineering physics. 
2) High school rank, the number of semesters of high school physics, 
and the number of semesters of advanced mathematics appeared as 
significant predictors for general physics but of these only high 
school rank appeared as a significant predictor for two groups 
of engineering physics. 
3) The SAT mathematics score was a significant predictor for general 
and engineering physics. 
4) The SAT verbal score appeared as significant for the group of 
engineering physics students who were well prepared in science 
and mathematics. 
5) Sex was a significant variable favoring the male students in two 
general physics groups, 
6) For sophomore students, the average freshman mathematics grade 
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was a highly significant predictor for general and engineering 
physics. 
7) The prediction equation derived from the composite sample was 
still useful when applied to a subsample representing data from 
a single college. 
The effects of background variables selected from data available on 
a student's high school and college transcripts along with the four sub-
scores of the American College Testing program were studied by Witten (18) 
in 1967 in an attempt to determine which ones had significant predictive 
value for success in the first semester general physics course offered 
at state "teacher training type" colleges. Multiple regression techniques 
were applied to a sample of 735 individuals from five teacher training 
institutions located in the south central United States. 
The 735 individuals consituting the sample were divided into eight 
groups of interest. Three groups were of general application while the 
remaining groups were somewhat limited in usefulness. 
Some of the conclusions reached in this study were; 
1) The greatest predictive accuracy was for the group which included 
all 505 sophomore, junior and senior students which yielded a 
multiple correlation coefficient of 0.63. 
2) The multiple correlation coefficients for the eight groups ranged 
from 0.38 to 0.63. 
3) Each of the four ACT subtest scores appeared as significant 
predictors in at least one group with the ACT mathematics score 
being a highly significant predictor variable for five of the 
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eight groups. 
4) Age was of some predictive value while sex was not. 
5) An overall grade point average, especially the college, was a 
much better predictor of success than grades earned in specific 
courses. 
6) Total semester hours of college work, semester hours of college 
chemistry and the number of semesters of high school physics, 
chemistry and geometry each had some predictive value. 
7) The distribution of grades earned in college physics by the 
population represented by the sample appeared to be independent 
of a student's intended major. 
Critique of the Reviewed Literature 
Much research has been done over the past 50 years in the prediction 
of college success but only over the past few years have differential 
prediction studies been attempted at the college level. 
One notes several weaknesses of the early studies in each area. 
First, many of the studies dealt with samples that were too small to 
attempt a statistical analysis with any degree of efficiency. Second, a 
considerable number of investigations have been reported in the literature 
in which only a correlation coefficient between two variables was cited 
without making a test of significance to determine if the correlation 
coefficient was indeed statistically significant. Third, a large number 
of the early studies generally based success in college or a specific 
course area on one variable instead of several. This was due primarily 
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to the large amount of calculations necessary to correlate several 
variables, of a large sample, with a criterion variable. The situation, 
of course, has been remedied with the advent of the computer which can 
calculate multiple regression coefficients and regression equations in a 
matter of seconds. 
One also notes, upon reviewing the literature covering the last 
50 years, the appearance of many different variables as new standardized 
tests were developed. It must be concluded that this trend should 
continue as a result of new achievement tests, changes at both the high 
school and college levels in course content and teaching methods, and, 
of course, changes in the students themselves. Hence there will always 
be a need to develop new correlations and new prediction equations and 
because of this one should be especially cautious in applying the results 
of a relatively old study to a contemporary situation. 
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EXPERIMENTAL METHOD 
Selection of the Sample 
The first step in a study of this kind is to select a representative 
sample of community college students who have completed a first course in 
college physics. Initially it was the author's intent to include in this 
study all the public community colleges in Iowa that have offered a 
course in physics for the past several years. After consulting the Iowa 
Educational Directory (19) for the 1967-1968 school years it was found 
that 16 community colleges qualified. A letter of introduction was sent 
to the campus dean of each of these colleges requesting his cooperation 
and participation. However, as a result of this communication it was 
discovered that two of the 16 colleges could not provide a high school 
record for all the students who had taken a college physics course at 
their institution for the past several years. Since the high school 
record was needed to provide some of the background variables contemplated 
for this study it was decided to eliminate these schools from the study. 
After this initial correspondence the following 14 public community 
colleges in Iowa were selected to participate in this study: Boone 
Junior College, Boone; Iowa Central Community College - Webster City 
Campus; Iowa Central Community College — Fort Dodge Campus; Iowa Central 
Community College - Eagle Grove Campus; Ellsworth College, Iowa Falls; 
North Iowa Area Community College, Mason City; Marshalltown Community 
College, Marshalltown; Iowa Lakes Community College - Estherville Campus; 
Iowa Western Community College - Clarinda Campus; Eastern Iowa Community 
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College - Muscatine Campus; Eastern Iowa Community College - Clinton 
Campus; Southeastern Iowa Community College - Burlington Campus; 
Southeastern Iowa Community College - Keokuk Campus; and Emmetsburg 
Community College, Emmetsburg. 
In addition to the above criterion, four additional criteria were 
used to select a sample of students from the selected institutions: 
1) The student must have completed and received a grade of A, B, C, 
D, or F in a first course of general physics or engineering 
physics. 
2) The first course in physics must have been taken at one of the 
community colleges participating in the study. 
3) The physics grade must have been earned during the period 
September, 1964 to June, 1968. 
4) The student must have graduated from a high school located in the 
United States. 
The first criterion excluded from the sample any student who withdrew 
from a physics course and received either a WP (withdrew passing) mark or 
a WF (withdrew failing) mark. The first criterion also took into account 
two types of physics courses that are offered by the community colleges. 
Both types of physics courses cover the same material but at different 
levels of mathematical sophistication. The general physics course is 
intended primarily for students in dentistry, biology, pharmacy, medicine, 
or liberal arts students with an interest in physics. The engineering 
physics course is intended primarily for those students planning to major 
in engineering, physics, mathematics, or chemistry. Because of these 
24 
differences between the two types of courses it was decided to treat them 
separately. Of the 14 community colleges participating in this study 
13 of them offer a general physics course. However, two of these 
colleges offered it for two of the four years included in this study. 
Nine of the 14 community colleges offer an engineering physics course 
but two of these colleges did not offer it for all the four years of the 
study. One of the two offered engineering physics for three years and 
the other for two years. 
The second criterion was included to insure that no transfer student 
who had taken a first course in physics elsewhere was included in the 
sample. 
The third criterion provided a time interval sufficiently long to 
obtain a reasonably large sample. 
The last criterion provided for a common pre-college educational 
background and eliminated students who attended a high school in a 
foreign country whose similarity to an American high school could be 
questioned. 
An examination of the catalogs of each institution indicated that 
the course content was essentially the same for both the general physics 
and the engineering physics at all the community colleges. One possible 
exception, however, should be mentioned. At one of the community 
colleges both the general physics and the engineering physics were 
offered on a quarter hour basis for the academic year 1967-1968 only. 
The student sample for that year consisted of 12 students in general 
physics and 11 in engineering physics. The rest of the community colleges 
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operated on a semester system for the years included in the study. For 
these colleges that operated on the semester system the first course in 
both types of physics covered the topics of mechanics, heat, and sound. 
For the single college that operated in the quarter system for the last 
year included in the study the first course in both types of physics 
covered only the mechanics. It was decided to include this community 
college in the sample when it was observed that all but one of the 10 
students who continued into the second quarter of general physics 
attained the same grade for both quarters and all but two of the nine 
students who continued into the second quarter attained the same grade 
for both quarters of engineering physics. Also, it has been the author's 
experience, based on several years of teaching these two courses, that 
the grade was fairly well determined by the student's performance in 
mechanics which occupies the major portion of the courses. 
For the first course in general physics, all of the 13 community 
colleges offered a four or five hour course. This included three or four 
lecture periods per week and two to four hours of laboratory each week. 
Generally an understanding of elementary algebra was assumed and some 
trigonometry was used throughout the course. 
For the first course in engineering physics all of the nine community 
colleges offered a five hour course. This generally included three or 
four lectures per week, a two to three hour laboratory and frequently a 
recitation section. It was assumed that a student had either taken an 
elementary calculus course or was concurrently enrolled in one. 
The names of the texts used in each physics course were obtained for 
the purpose of insuring that the level and content of the courses were 
constant both for all the colleges included in the sample and for the 
four year period covered by the study. Fortunately, the number of differ-
enc books available for use as college physics texts is relatively small. 
It was discovered that all of the community colleges that offered 
general physics used similar texts and frequently the same texts were 
used. The situation vas the same for the colleges that offered engineering 
physics. 
Selection of the Variables 
It would have been most difficult and cumbersome to have considered 
every possible background variable for a student in the sample. Hence 
it was necessary to establish some criteria for the selection of the 
background variables to be used in a study of this sort. The criteria 
established were: 
1) The variable must have been recorded on the student's high school 
or college transcript or, as was sometimes the case for college 
entrance examinations, included in the student's college file. 
2) The variable must have been expressible as a numerical value. 
3) The variable must have been available for many of the students 
who made up the sample. 
4) The variable must have been related to some degree with the 
criterion variable which was the grade received in college physics. 
The most questionable of the criteria listed above was the last. 
This criterion was dependent somewhat on the author's personal opinion 
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based on several years of teaching college physics. However, the 
variables selected for this study included some that were found to be 
statistically significant in other similar investigations. 
It was of interest in this study to determine if there was any 
effect between success in community college physics and the courses 
taken in science and mathematics at the high school level. One might 
suspect that any exposure to a science course could affect a student's 
outcome in college physics. Also, since physics requires some mathemati­
cal competence, it would not be surprising to expect a dependency on 
the amount and kind of mathematics taken in high school. Therefore, 
high school science and mathematics courses were selected as variables. 
Most four year colleges and universities require some sort of 
entrance examinations. The same is true for the community colleges. In 
Iowa, all the community colleges presently require that a student take 
the American College Testing (ACT) program examination. The study 
conducted by Witten (18) showed that ACT scores can be used as variables 
in predicting the success of four year college students in physics. For 
this reason and also since one of the purposes of taking this examination 
is for student guidance, it was included as a variable in this study. It 
should be noted that the ACT examination consists of four subtests which 
are English, mathematics, social studies, and natural science. These 
four subscores plus the composite score were used as variables. 
As was mentioned in Review of the Literature, many studies, including 
Smith (6) and Spector (10) included either the high school grade point 
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average or high school rank in class as strong predictors of success in 
college. Therefore, these were selected as variables. 
High school class size was likewise used as a variable since it 
was reported by Lindner (12) to be a significant variable for college 
success in chemistry but was found to be nonsignificant by Bolte (14) and 
Sachtleben (17) in college physics. 
Sex was selected as a variable since Sachtleben (17) reported that 
men achieve greater success than women in college physics while Witten 
(18) reported that sex was not a significant predictor of success in 
college physics. 
The age of the student was also included because Lindner (12) found 
that older students do better in college chemistry than younger ones. 
Witten (18) found the same situation to be true for college physics 
students taking physics at four year institutions. One might expect this 
variable to be more relevant to a study at the community college level 
than at the four year college or university level because of the wider 
age spectrum at the two year college. 
Certain variables at the college level can be considered to be 
related to success in community college physics. Therefore, if a student 
had taken freshman mathematics, calculus, general chemistry, or advanced 
chemistry prior to enrollment in community college physics these were 
recorded as variables. They were recorded as variables regardless of 
the particular community college, four year college, or university in 
which they were taken. It was also possible that a freshman student 
might have taken one or several of these courses during a previous summer 
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school session. 
Based on the above considerations the following data were obtained 
and recorded on a work-sheet: 
1) Type of physics course 
2) Physics grades for the first and second terms of community 
college physics 
3) Age of student at the time the college physics was taken 
4) College classification (freshman or sophomore) 
5) Sex of the student 
6) High school class size 
7) High school rank in class 
8) High school grade point average 
9) Semesters of high school algebra 
10) Semesters of high school geometry 
11) Semesters of high school advanced mathematics 
12) Semesters of high school general science 
13) Semesters of high school biology 
14) Semesters of high school chemistry 
15) Semesters of high school physics 
16) ACT English standard score 
17) ACT mathematics standard score 
18) ACT social studies standard score 
19) ACT natural science standard score 
20) ACT composite standard score 
21) Semester hours of freshman mathematics 
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22) Grades in freshman mathematics 
23) Semester hours of college calculus 
24) Grades in college calculus 
25) Semester hours of general college chemistry 
26) Grades in general college chemistry 
27) Semester hours of advanced college chemistry 
28) Grades in advanced college chemistry. 
Since only the factor of having taken a certain course in high school 
science and mathematics was of concern, the grades received by the students 
in these courses were not recorded. However, the academic quality of the 
students' high school background was considered on a more general basis 
by including their high school rank and grade point average. 
It should be noted that only those variables that dealt with the 
student's background prior to taking community college physics were 
recorded. This was done in order to make the results of greater value 
for the counseling of students and to allow for the prediction of a 
student's performance before enrolling in a community college physics 
course. 
Some clarification must be made concerning the variables involving 
high school mathematics, freshman mathematics and advanced college 
chemistry. The variable listed as "semesters of high school algebra" 
included elementary algebra and advanced algebra. The variable listed as 
"semesters of high school geometry" included both plane and solid geometry. 
The variable listed as "semesters of high school advanced mathematics" 
included analytical geometry, elementary calculus, trigonometry and modern 
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algebra. The variable listed as "semester hours of freshman mathematics" 
included all college mathematics courses taken prior to college calculus. 
The variable listed as "semester hours of advanced college chemistry" 
included qualitative analysis, quantitative analysis and organic chemistry 
taken after general college chemistry. 
In recording the semesters of high school science no attempt was 
made to differentiate between conventional courses and special courses 
such as PSSC Physics, CHEM Study and BSCS Biology, since most of the high 
school transcripts that were examined gave no indication of the students 
who had taken these special courses. 
The physics grade was obtained from the class lists for each type 
of physics course. The ACT scores, high school records and previous 
college training for all the students listed on the class lists were 
obtained from the Office of Student Records at each of the community 
colleges. 
Criterion Variable 
The first term physics grade was used as the dependent or criterion 
variable in this study. This grade at each of the community colleges was 
generally based on two or three tests during the term plus a laboratory 
evaluation, scores on assigned problems and a final examination. 
It was decided net to include the second term physics grade as a 
criterion variable and use only the first term grade as the criterion 
variable so that the sample would include those students who received a 
failing grade (F) the first term and did not take physics the second term 
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and to include those students who for some other reason did not take 
physics the second term. 
One might question whether differences existed among the various 
institutions. The sources of these differences between the community 
colleges could have been many. They could have involved such items as 
grading differences, differences in content emphasis, instructor differ­
ences, differences in available laboratory facilities, the use of 
different textbooks, and differences in the class size. All of these 
differences could have resulted in grading fluctuations among the 
community colleges. As a result of this ft was felt that the effects of 
the individual colleges should be considered whenever there was a suffi­
cient number of students from each community college involved in the 
total student sample. This "sufficient number" represented a subjective 
judgment since no statistical guidelines have universal acceptance. For 
this study, the effects of individual community colleges on the criterion 
variable were considered in the statistical analysis if there were ten or 
more students in the sample from each of the participating colleges. 
Independent Variables 
During the period in which these data were collected no decision had 
been made concerning what independent variables would be considered for 
the statistical analysis. One had to first determine if enough of the 
students in the sample possessed a certain variable listed above to merit 
consideration. 
After all the data were recorded it was noted that very few high 
school transcripts gave the high school grade point average but nearly 
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all gave the relative rank in class along with the high school graduating 
class size. Since this was the case it was decided to use only the 
relative rank in class and to dismiss any student from the total sample 
who did not possess this variable. It was also decided to compute a 
"revised rank" so that this variable would correlate positively with the 
criterion variable. This revised rank was computed by the Iowa State IBM 
360-65 computer as follows: the relative rank was subtracted from the 
high school class size and this difference divided by the high school 
class size. This result was then multiplied by 1,000 and only the first 
three digits used. Therefore, the revised rank ranged from 0 to 999 with 
the result that students who ranked high in their high school class had 
a high revised rank score. 
It was likewise noted, after these data were collected, that very 
few students had taken advanced college chemistry prior to enrolling in 
physics. Therefore, this variable was not used in the analysis. 
It was further discovered that relatively few students possessed 
grades in college calculus and general college chemistry. Therefore, 
these variables were also excluded from the statistical analysis. However, 
the semester hours of college calculus and general college chemistry could 
be used as variables since if a student had not taken one or more of 
these courses he would be considered to have zero semester hours for the 
variable (or variables) . 
The final list of selected independent variables is presented below 
along with the numerical values assigned to a variable where it was neces­
sary to convert the variable to a coded form. 
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1) Type of physics course (general physics = 1, engineering physics 
= 2)  
2) Age of the student at the time the community college physics 
course was taken 
3) College classification (freshmen = 1, sophomores = 2) 
4) Sex (men = 0, women = 1) 
5) High school class size 
6) Revised rank 
7) Semesters of high school algebra 
8) Semesters of high school geometry 
9) Semesters of high school advanced mathematics 
10) Semesters of high school general science 
11) Semesters of high school biology 
12) Semesters of high school chemistry 
13) Semesters of high school physics 
14) ACT English standard score 
15) ACT mathematics standard score 
16) ACT social studies standard score 
17) ACT natural science standard score 
18) ACT composite standard score 
19) Semester hours of freshman mathematics 
20) Freshman mathematics average grade 
21) Semester hours of college calculus 
22) Semester hours of general college chemistry. 
It should be emphasized at this point that the independent variables 
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considered in this study may not be the only ones that are related to 
success in community college physics. As was mentioned earlier in the 
discussion of the criteria for the selection of these variables some 
subjective judgment on the part of the author was used. 
These variables and the criterion variable, along with a student 
identification number, were punched onto IBM cards. Thus the above list 
contains all the independent variables that were available to be sub­
mitted to the IBM 360-65 computer for multiple linear regression analysis. 
Since it was the purpose of this study to evaluate the above 
independent variables for the prediction of success in community college 
physics and to develop suitable equations to do this by applying multiple 
linear regression analysis, some of the fundamental theory of this 
analysis will be discussed. 
Multiple Linear Regression Analysis 
Multiple linear regression analysis is appropriate when one desires 
to use two or more independent variables to predict a dependent variable 
or criterion variable. The term independent variables does not imply 
that these variables are not correlated with one another. 
Snedecor and Cochran (20, p. 381) list three principal uses of 
multiple linear regression analysis: 
1) Constructing an equation in the X's [independent variables] that 
gives the best prediction of the values of Y [criterion variable] 
2) When there are many X's finding the subset that gives the best 
linear prediction equation 
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3 )  . . .  to  d i s c o v e r  w h i c h  v a r i a b l e s  a r e  r e l a t e d  t o  Y  a n d ,  .  .  .,  t o  
rate the variables in order of importance. 
The statistical model on which multiple linear regression is based is; 
" o^ ®1^ 1. 2^^ 2. il 1 
where Y is the criterion variable, the X's are the independent variables, 
the 3's are the regression coefficients, and is the error term. The 
i's range from one to the number of members in the population. 
The assumptions of the model are: 
1) The x's are fixed (no variance) and measured without error 
2) At each (X^ , X^ , ...» X^ ) point, Y is distributed normally with 
mean + 
3) The e's are independent of one another (and are normally 
2 distributed with a mean of zero and a variance of a ). 
The above model (using the B's) represents the situation when the 
entire population is considered. Normally, however, (as was the case for 
this study) only a sample from the population can be used since it is 
not always possible to examine all the members who make up the population. 
As a result of this one can only make estimates of the B's. These 
estimates of the 3 values will be represented by the letter b with the 
appropriate subscript. 
?! - to + tl%li + + + 
where i ranges from 1 to n = number of individuals in the sample. 
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Since Y is to represent the best possible estimate of Y, it is 
customary to minimize the sum of squares of the differences (Y^  - Y^ ) = d^ . 
This is referred to as a "least squares fit". Hence we desire to minimize 
the following quantity which will be called Q. 
Q = Z (Y - Y )2 = Z (Y - b - b X - - b,X. 
i=l i=l ° i i 
In order to minimize this quantity the partial derivatives with 
respect to each b value must be obtained and set equal to zero. This 
leads to k + 1 equations. 
The simultaneous solution of these k + 1 equations are calculated to 
give the b^ , b^  values which will make Q a minimum. 
The magnitudes of the b values do not indicate their relative 
importance in the prediction equation because, in general, the independent 
variables will not involve comparable values. Hence a large b value does 
not necessarily indicate a high level of importance in the regression 
equation. 
When one finds the prediction equation it is desirable to have an 
indication of its accuracy. Such an indication of accuracy is provided 
by the square of the multiple correlation coefficient (or the multiple 
correlation coefficient) defined as 
r2 
n 
Z (Y. 
i=l 
- T)^  
n 
Z 
i=l 
"2 
i^ 
n 
Z (Y 
i=l 
- Y)^  
n 
Z 
i-1 
2 
i^ 
where Y is the mean value of the criterion variable scores. 
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If the prediction equation is of no value then the best estimate of 
_ 2 
Y is the mean Y and R " 0. If the prediction equation is perfect for 
 ^ 2 2 
predicting Y then Y • y  a n d  R "1. Hence the R coefficient varies from 
0 to 1. The square root of this quantity is called the multiple correla­
tion coefficient and gives the correlation between the predicted values 
and the actual values of the criterion variable (or between the criterion 
variable Y and the X variables used in the prediction equation). It 
likewise ranges from 0 to 1. 
2 
The same analysis can be made by looking at the values of Zy and 
^2 
Zy if one notes that the relation between them is 
z yZ - z yZ + Z d^  
1-1 ^  1-1 ^  1-1 ^  
2 2^ 
where Zy is called the total sum of squares, Zy the sum of squares due 
2 
to regression, and Zd the residual or error sum of squares. It should 
be noted at this point that each of these quantities has a certain number 
2 2 
of degrees of freedom associated with it: Zy has n - 1, Zd has 
^2 
n - k - 1, and Zy has k degrees of freedom. 
2 2 
If the prediction equation is of no value then Zy - Zd with 
2^ 
Zy - 0. Hence R - 0. If the prediction equation is perfect there is 
2 2^ 
no error and Zy - Zy with the result that R - 1. 
The test of statistical significance of the R value is made by an F 
test. The F value is calculated as 
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z y^ /k 2 
P _ regression mean square  ^ 1=1 _ R ,n-k-1. 
residual mean square n « ,2k 
E dJ/n-k-1 
1=1 
and is distributed with k and n-k-1 degrees of freedom. 
This statistic was used in the study to test the hypothesis that the 
true value of R is zero. The procedure is to choose an appropriate level 
of significance, say the 0.05 level, and then compare the calculated F 
value to a tabled F value at this level and with k and n-k-1 degrees of 
freedom. If the calculated F is less than the tabled F the hypothesis 
that the population value of R is zero is accepted with the result that 
the regression equation is of no value. If the calculated F is greater 
than the tabled F the hypothesis is rejected and the regression equation 
is of some value in the prediction of the criterion variable. 
One must also perform a similar test for each of the b values 
(regression coefficients) to see if they are different from zero. The 
procedure is similar except that in this study a t test was used. 
In this case the hypothesis is that some population regression coefficient, 
say is equal to zero. If the calculated t is greater than the tabled 
value of t at the 0.05 level of significance and with n-k-1 degrees of 
freedom, the hypothesis is rejected. If the opposite is the case, the 
hypothesis is accepted. This situation implies that the independent 
variable associated with 6^  does not contribute significantly to the 
prediction of the criterion variable. The equation for the calculated t 
is 
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where s, is called the standard error of b.. 
i^ 
A discussion of this statistic and its application to multiple linear 
regression analysis along with a discussion of the F statistic is given 
by Snedecor and Cochran (20). 
It was necessary for some of the analysis of this study to represent 
the community colleges by so-called "dummy variables". The reason for 
including the colleges in the analysis was to observe what effect their 
inclusion had on the prediction equation that resulted from an analysis 
in which they were not included. If the inclusion of the community 
colleges resulted in a statistically significant increase in R then there 
were differences among the community colleges. 
The community colleges were represented by dummy variables by 
defining the variable X representing the community college among N 
total colleges as follows: 
X = 1 if the student attended college j, 
= -1 if the student attended college N, 
= 0 otherwise, 
where j ranged from 1 to N - 1. 
The necessity for using N - 1 variables to represent N community 
colleges resulted from the fact that there were really only N - 1 
independent variables among the community colleges. If, for example, it 
was known that a student did not attend N - 1 community colleges he must 
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have attended the Since the computer made use of matrix algebra in 
solving the simultaneous equations involved in multiple linear regression 
analysis a singular matrix would result if N variables were used. 
The above selection of variables to represent the community colleges 
was, in effect, placing the following condition on the sum of the 
regression coefficients associated with these colleges: 
N 
Z b =0 
j-1 ""j 
where b was the regression coefficient for the j community college and 
""j 
j ranged from 1 to N. 
Therefore, the b value was calculated for the community college 
by calculating 
b  ^  — b  —  b  —  # » * * #  " b  
 ^ 1^ *^ 2 %-l 
The resulting prediction equation for the community college has 
the form 
- ho + bl=l + + + bcj 
Hence, from the above equation one observes that in this type of 
analysis, the effects of the various community colleges on the criterion 
variable were felt only on the intercept term (b^  + b^  ) and that the 
regression coefficients (aside from b and b ) were the same for all the 
° ""j 
community colleges. 
An excellent discussion on dummy variables is given by Draper and 
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Smith (21, pp. 134-142). 
Before concluding this discussion on multiple linear regression 
analysis it should be noted that it is customary to give the inter-
correlations between the variables used in the analysis. The correlation 
coefficient between two variables X, and X is 1 m 
I 1 m / n „ n „ 
where x, = X^  - X, and x = X - X . 
h "i  ^ m. m 
These correlation coefficients are calculated for each pair-of 
variables involved in the analysis including the criterion variable and 
are usually presented in matrix form. Obviously this matrix is symmetric 
slace rx x = r^  % . 
1 m ml 
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EXPERIMENTAL RESULTS 
Dividing the Sample into Various Categories for Analysis 
The sample was drawn from students who had taken either general or 
engineering physics at the 14 community colleges during the period 
September, 1964 to June, 1968. Based on the various criteria presented 
in the previous chapter 900 students were selected for the final sample. 
Of these 900 students, 579 had taken general physics and 321 had taken 
engineering physics. Each of these two groups was treated separately. 
In analyzing data of this kind by using multiple linear regression 
analysis, it was necessary that each student have a measure on each of 
the particular variables considered. Hence when the variables involving 
the ACT scores were considered only those students who had taken the ACT 
test were used. Likewise, when the average grade received in freshman 
mathematics was used, only those students from the sample that had a 
grade recorded in freshman mathematics could be considered. 
Because of the above condition, three categories for both general 
physics and engineering physics were chosen. The sets of variables used 
for these six categories were selected from the list of variables given 
in the previous chapter. Every sample member of a particular category 
must have had a measure for every variable included in the category. It 
should be noted, however, that the various categories overlapped in that 
membership in one category did not necessarily exclude membership in 
another. 
After a sample was chosen for membership in a category, based on the 
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above criterion, it was examined to make sure that there was some variance 
for each variable. If one of the variables included in the category 
was fairly homogeneous for the sample it was excluded. There were only 
two cases in which a variable had to be eliminated because of a lack of 
sufficient variance. The variable "sex" in the categories involving the 
engineering physics students was eliminated because it was noted that 
only 9 of the 321 students who took engineering physics were women. The 
variable "college classification" in the categories involving both the 
general physics and engineering physics students who had an average grade 
in freshman mathematics recorded was eliminated since only 4 (of 277) 
freshman students had taken a freshman mathematics course prior to 
enrolling in general physics and only 1 (of 179) freshman student had 
taken a freshman mathematics course prior to enrolling in engineering 
physics. 
The categories, which were numbered one to six, are defined as 
follows: 
Category 1: Included all the students of the sample who took general 
physics. The variables considered in this category involved 
high school and college background but excluded the ACT 
scores and the average freshman mathematics grade. 
Category 2: Included all the students of the sample who took engineer­
ing physics. The variables considered in this category were 
the same as for Category 1 except that the variable of "sex" 
was removed since most of the sample involved male students. 
Category 3: Included only the students from the sample who took general 
physics and had ACT scores. The variables considered in 
this category were the same as those in Category 1 with the 
addition of the five ACT scores. 
Category 4: Included only the students from the sample who took engineer­
ing physics and had ACT scores. The variables considered in 
this category were the same as those in Category 2 with the 
addition of the five ACT scores. 
Category 5 : Included the general physics students of Category 3 who had 
taken freshman mathematics and had an average grade recorded 
in this course. Therefore the variables considered in this 
category were the same as for Category 3 except that the 
variable "college classification" was removed and the 
variable "freshman mathematics average grade" was added. 
Category 6: Included the engineering physics students of Category 4 who 
had taken freshman mathematics and had an average grade 
recorded in this course. Therefore the variables considered 
in this category were the same as for Category 4 except that 
the variable "college classification" was removed and the 
variable "freshman mathematics average grade" was added. 
Table 1 shows the number of students from each community college in 
the six categories. 
Results of a General Nature 
Table 2 shows the college classifications of students in general and 
engineering physics at the time of enrollment along with the average grades 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
Men 
Women 
Total 
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Number of students from each college for the various 
categories 
Categories 
1 2 3 4 5 6 
42 40 16 
16 16 16 16 8 7 
41 18 38 17 4 1 
34 26 — 16 
34 41 33 40 15 22 
74 76 72 74 36 38 
57 42 53 41 31 21 
49 14 46 14 28 5 
32 — 25 21 
73 71 52 
58 41 58 39 22 19 
44 40 44 40 15 33 
25 23 13 • 1 — 
33 — 33 — 33 
534 312 503 305 265 173 
45 9 9 _J:2 6 
579 321 545 314 277 179 
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Table 2. Community college classification and average physics grade of 
students enrolled in physics 
General physics Engineering physics 
Class Number of Per- Average Number of Per- Average 
students cent grade students cent grade 
Freshman 179 30.91 2.1061 55 17.13 2.2546 
Sophomore 400 69.09 2.2550 266 82.87 2.1654 
Total 579 100.00 2.2089 321 100.00 2.1806 
of the students in these two classifications. This table shows that most 
students took general and engineering physics in their sophomore year. 
This is not unexpected since many of these students lacked adequate 
mathematical preparation when first enrolling at the community college. 
It is also observed that students who did take engineering physics in 
their first year had a higher average grade in physics. This result 
might indicate that the better students took engineering physics in their 
freshman year. 
Tables 3 and 4 show the distribution of grades by college in general 
and engineering physics. From these tables one observes that there were 
some grading fluctuations between the various community colleges. 
However, one must not conclude from these tables alone that actual grading 
differences did exist. It might well be that the observed grading 
differences were justified by the quality of students at each of the 
community colleges. Only when the effects of the individual colleges 
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Table 3. Distribution of grades by college in general physics 
Number of students 
allege A B C D F Total Average 
1 7 9 12 9 5 42 2.0952 
2 2 4 5 2 3 16 2.0000 
3 0 12 25 4 0 41 2.1951 
4 6 14 12 2 0 34 2.7058 
5 2 9 12 9 2 34 2.0000 
6 7 21 31 12 3 74 2.2297 
7 10 12 20 12 3 57 2.2456 
8 3 13 28 3 2 49 2.2448 
9 6 8 13 3 2 32 2.4062 
10 6 17 40 8 2 73 2.2328 
11 7 14 17 13 7 58 2.0172 
12 3 13 15 11 2 44 2.0909 
13 1 10 9 5 0 25 2.2800 
Total 
Percent 
60 156 239 93 31 579 
10.36 26.94 41.28 16.06 5.36 100.00 
2.2089 
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Table 4. Distribution of grades by college in engineering physics 
Number of students 
College A B C D F Total Average 
2 2 6 6 1 1 16 2.4375 
3 0 2 15 1 0 18 2.0555 
5 3 11 14 10 3 41 2.0243 
6 7 23 34 9 3 76 2.2894 
7 8 6 14 10 4 42 2.0952 
8 2 1 10 1 0 14 2.2857 
11 4 8 17 9 3 41 2.0243 
12 4 9 13 12 2 40 2.0250 
14 7 8 13 5 0 33 2.5151 
Total 37 74 136 58 16 321 2.1806 
Percent 11.53 23.05 42.37 18.07 4.98 100.00 
(taken as a group) were included in the multiple linear regression 
analysis could some decision be reached concerning grading differences. 
However, even if this analysis showed that the community colleges 
differed in grading, it must be emphasized that the analysis was merely 
equating the students of each community college on the background variables 
used in the analysis. Hence some of the grading differences could perhaps 
be justified by some other variables (such as student motivation) that 
were not considered. 
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Table 5 shows the relationships between student success in general 
and engineering physics and the high school background variables of 
physics, chemistry, and advanced mathematics. It can be seen that 
students who took a course in physics, chemistry, or advanced mathematics 
achieved better success in physics, in each case, than students without 
Table 5. Success in community college physics relative to certain 
factors of high school background 
High school variable 
General physics Engineering physics 
Number of 
students 
Average 
grade 
Number of 
students 
Average 
grade 
Students with physics 419 2.3031 291 2.2199 
Students without physics 160 1.9625 30 1.8000 
Students with chemistry 445 2.2719 287 2.2229 
Students without chemistry 134 2.0000 34 1.8235 
Students with adv. math. 350 2.2943 285 2.2350 
Students without adv. math. 229 2.0785 36 1.7500 
physics, chemistry, or advanced mathematics. Again, however, this table 
cannot be used to indicate that the reason for the better achievement in 
physics was due to a particular background variable. It could well be 
that another variable (or variables) played an equally great, or greater, 
part in the determination of success in physics. 
Statistical Analysis of the Sample 
The data for the six categories were presented to the IBM 360-65 
computer at Iowa State University for multiple linear regression analysis. 
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The multiple linear regression program was written by Professor Howard W. 
Jespersen of the Computer Science Department of Iowa State University. 
Before presenting the results of the analysis a brief discussion of the 
procedures used in the analysis is in order. 
Before making a computer run for a particular category all the data 
cards to be used in the run were removed from the main deck. These data 
were then run on all the variables included in the category. The computer 
output for this first run (and all the succeeding runs) consisted of the 
following: 
1) Sums, means, raw sums of squares, corrected sums of squares and 
root mean squares (standard deviations) for all the variables 
2) Correlation matrix for all the variables and the inverse matrix 
(used by the computer to calculate the regression coefficients) 
for the variables used in the run 
3) Regression coefficients (b values), standard errors of the regres­
sion coefficients (s^ 's), and the t values for the variables used 
in the run 
4) The analysis of variance which included the regression sum of 
squares, residual sum of squares, total sum of squares, regression 
mean square, residual mean square (along with their degrees of 
freedom) and the F value 
2 5) The square of the multiple regression coefficient (R ) and the 
multiple regression coefficient (R). 
After the first run was made using all the variables in the particu­
lar category, the t values of the regression coefficients and the 
correlation matrix were examined to determine which variables should be 
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dropped from consideration in the second computer run. This examination 
procedure consisted of the following steps. 
1) The variables whose t values were relatively small were excluded 
from consideration in the next computer run. 
2) For the variables whose t values were relatively large but not 
large enough to be statistically significant at the 0.05 level, 
the correlation matrix was examined as follows: 
a) If a variable showed a high correlation with the criterion 
variable but low correlations with the variables that were 
significant at the 0.05 level, it was included in the follow­
ing run. 
b) If a variable showed relatively low correlation with the 
criterion variable and low correlations with the variables 
that were significant at the 0.05 level and those variables 
selected in part a above, it was generally retained for the 
next run. 
c) If a variable showed high correlations with the variables that 
were significant at the 0.05 level and those variables 
selected in parts a and b above, it was dropped from considera­
tion in the next run. 
It should be noted that this examination procedure served only as a 
guide in the selection of the variables to be included in the subsequent 
run. 
After the second computer run was completed an F test for loss was 
made to determine whether the variables that were excluded from the first 
run were actually nonsignificant. If the loss was not significant at the 
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0.05 level the above process was repeated for the next run. 
This process was repeated in other runs until all the variables 
(based on their t values) were significant at the 0.05 level. After these 
significant variables were determined further runs were made, dropping one 
significant variable at a time and testing for loss, to verify that these 
variables were indeed all necessary for prediction purposes in the 
regression equation. 
It should be noted that after each run was completed an F test was 
made (at the 0.05 level) to determine if the multiple regression coeffi­
cient (R) was statistically greater than zero for the population. Also 
each run that was made in determining the final set of significant 
variables was tested for loss on all the preceding runs. If one of the 
runs showed a significant loss with any of the preceding runs this indi­
cated that one or more of the variables that were dropped ir the preceding 
runs should have been included. Hence one had to backtrack by making 
other runs including some of the variables that were previously dropped. 
In the computer runs made for the six categories the above situation 
never occurred. Hence only the F test for loss between the initial and 
final runs will be given for each of the six categories in the tables 
that follow. 
After the significant prediction variables were found for each of 
the first four categories an additional computer run was made for each 
of these categories including the community colleges as dummy variables. 
If the "test for loss" of the community colleges as variables for one of 
these categories (made by comparing this run with the final run in which 
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the community colleges were not included) indicated that by not consider­
ing the community colleges as variables a statistically significant loss 
in predictive ability resulted this meant that differences existed among 
the community colleges when the significant variables for this category 
were considered. This showed that the general regression equation for 
the category was not appropriate for all the community colleges that 
contributed to the category. Hence the results of this computer run 
which included the community colleges were used to develop equations for 
each community college. This procedure could not be followed for 
Categories 5 and 6 since some of the community colleges contributed less 
than ten students to the student samples considered in these categories. 
The six correlation matrices for the variables used in each of the 
six categories are given in the Appendix A. 
Tables 6 to 13 deal with Category 1. This category included all 
the general physics students of the sample. Table 6 shows the variables 
that were included in this category. 
Table 7 is the analysis of variance for all the 15 independent vari­
ables of Category 1. The F test shows that the R value of 0.4798 was 
significant at the 0.01 level. Note that (*) indicates a significance at 
the 0.05 level and (**) indicates a significance at the 0.01 level in all 
the tables. 
Table 8 shows the order in which the nonsignificant variables of 
Category 1 were deleted along with the R value after each deletion run. 
Table 9 shows that the final R value of 0.4704 was still significant at 
the 0.01 level and Table 10 indicates that the removal of the 10 variables 
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Table 6. Means and standard deviations for the variables of Category 1 
[Number of usable students • 579] 
Variable Mean Standard 
deviation 
1. Physics grade 2.2089 1.0083 
2. Age of student 19.2556 1.2928 
3. College classification — — 
4. Sex ~ 
5. High school class size 182.5699 164.6704 
6. Revised rank 623.9654 218.7602 
7. Sem. of high school algebra 3.7461 0.6331 
8. Sem. of high school geometry 1.9689 0.4507 
9. Sem. of high school adv. math. 1.0518 0.9173 
10. Seat. of high school general science 1.4024 0.9256 
11. Sem. of high school biology 1.6925 0.7291 
12. Sem. of high school chemistry 1.5336 0.8443 
13. Sem. of high school physics 1.4455 0.8969 
14. Sem. hrs. of freshman mathematics 3.2936 3.6072 
15. Sem. hrs. of college calculus 1.0141 2.1991 
16. Sem. hrs. of gen. college chemistry 3.6989 3.9616 
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Table 7. Analysis of variance for all the variables of Category 1 
Source 
Degrees of 
freedom 
Sum of 
squares 
Mean 
square 
Regression 
Residual 
Total 
15 
563 
578 
135.3228 
452.3904 
587.7132 
9.0215 
0.8035 
11.2272** 
R = 0.4798 
0.05(1.72) 
(15,563) \ 0.01(2.12) 
Table 8. Order of deletion of variables and R values for Category 1 
Variable(s) R after deletion 
4, 7, 10, 11, 12 0.4793 
3, 14, 16 0.4772 
9 0.4752 
15 0.4704 (final R) 
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Table 9. Analysis of variance for the significant variables of 
Category 1 
Source 
Degrees of 
freedom 
Sum of 
squares 
Mean 
square F 
Regression 5 130.0924 26.0184 32.5784** 
Residual 573 457.6208 0.7986 
Total 578 587.7132 
R = 0.4704 
-
0.05(2.23) 
(^5,573) " ^ 0.01(3.06) 
Table 10. Test for loss of the deleted variables of Category 1 
Source 
Degrees of 
freedom 
Sum of 
squares 
Mean 
square F 
Regression (15 var.) 15 135.3228 
Regression (5 var.) 5 130.0924 
Loss (10 var.) 10 5.2304 0.5230 0.6509 
Residual 563 452.3904 0.8035 
Total 578 587.7132 
0.05(1.85) 
(^10,563) " Co.01(2.37) 
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Table 11. Regression coefficients along with their standard errors and 
t values for the significant predictor variables of 
Category 1 
Variable b value 
S tandard 
error of b t value 
6, Revised rank 2 ,0031xl0~^  1.7329x10"^  11.5592** 
2. Age of student 7 .7222x10"^  2.9365x10"^  2.6297** 
13. Sem. of H.S. physics 1 .0863x10"^  4.2457x10"^  2.5585* 
-4 -4 5. H.S. class size -5 .2359x10 2.2859x10 -2.2905* 
8. Sem. of H.S. geom. 
-1 .7477x10"^  8.3885x10"^  -2.0834* 
b = -2.4521x10 ^  
o 
0.05(1.960) 
(^573)" ^ 0.01(2.576) 
Table 12. Analysis of variance for the variables found to be 
significant in Category 1 including the colleges 
Degrees of Sum of Mean 
Source freedom squares square F 
Regression 17 145.7342 8.5726 10.8811** 
Residual 561 441.9790 0.7878 
Total 578 587.7132 
R = 0.4979 
0.05(1.67) 
(^17,561) " ^0.01(2.04) 
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Table 13. Test for loss of colleges from the variables found to be 
significant in Category 1 including the colleges 
Degrees of Sum of Mean 
Source freedom squares square F 
Regression (17 var.) 17 145.7342 
Regression (5 var.) 5 130.0924 
Loss (12 var.) 12 15.6419 1.3035 1.6546 
Residual 561 441.9790 0.7878 
Total 578 587.7132 
2(12,561) " 
0.05(1.77) 
0^.01(2.21) 
did not produce a significant loss. 
In Table 11 the five significant variables of Category 1 are 
presented in their order of importance based on the t values. This 
table indicates that the best single predictor for Category 1 was the 
revised rank. However, the age of the student at the time of enrollment 
in general physics was likewise a highly significant predictor. 
The prediction equation for Category 1 where Y is the predicted 
grade and the X's are the independent variables used in this prediction 
is 
Y = -2.4521x10"^  + 7.7222x10~^ X2 - 5.2359xlO"S^  + 2.0031xl0"^ X^  
-1.7477xlO~^ g + 1.0863xl0"lx^ 2' 
Therefore, to predict a grade for a student in Category 1, it is 
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necessary to substitute the measures (as defined) for these five 
variables. 
The analysis thus far has not taken into account the effects of the 
community colleges. In other words, the community colleges have not been 
included as variables in the analysis. 
Table 12 gives the analysis of variance for the five predictor 
variables including the 13 community colleges that offered general 
physics. This table shows that when the 13 community colleges were 
included as variables the multiple regression coefficient was still 
significant at the 0.01 level, but Table 13 shows that nothing was gained 
in the prediction equation by including the colleges. Hence, for Category 
1, the effects of the individual community colleges taken as a group were 
nonsignificant. This means that the equation just presented, which was 
developed by considering the sample excluding the colleges, is appropri­
ate for all of the 13 community colleges. 
Tables 14 to 21 deal with Category 2. This category included all 
the engineering physics students of the sample and involved the same 
variables as for Category 1 except for "sex" which was removed. 
Table 14 shows the variables that were included in this category. 
Table 15 is the analysis of variance for all the 14 independent 
variables of Category 2. The R value of 0.4594 was significant at the 
0.01 level. 
Table 16 shows the order in which the nonsignificant variables of 
Category 2 were removed including the R value after each deletion run. 
Table 17 shows that the final R value of 0.4335 was still significant at 
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Table 14. Means and standard deviations for the variables of Category 2 
[Number of usable students = 321] 
Standard 
Variable Mean deviation 
1. Physics grade 2 .1806 1 .0209 
2. Age of student 19 .3271 1 .3814 
3. College classification — — 
4. High school class size 187 .8691 150 .0924 
5. Revised rank 713 .2928 192 .8665 
6. Sem. of high school algebra 3 .9127 0 .3515 
7. Sem. of high school geometry 2 .0093 0 .3111 
8. Sem. of high school adv. math. 1 .6542 0 .6722 
9. Sem. of high school general science 1 .4859 0 .9017 
10. Sem. of high school biology 1 .5825 0 .8102 
11. Sem. of high school chemistry 1 .7850 0 .6328 
12. Sem. of high school physics 1 .8130 0 .5830 
13. Sem. hrs. of freshman mathematics 4 .5928 4 .3271 
14. Sem. hrs. of college calculus 2 .3049 3 .6323 
15. Sem. hrs. of gen. college chemistry 5 .7554 3 .6749 
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Table 15. Analysis of variance for all the variables of Category 2 
Degrees of Sum of Mean 
Source freedom squares square F 
Regression 14 70.3966 5.0283 5.8477** 
Residual 306 263.1236 0.8598 
Total 320 333.5202 
R = 0.4594 
0.05(1.74) 
f (14.306) •<0-0H2.17) 
Table 16. Order of deletion of variables and R values for Category 2 
Variable(s) R after deletion 
6,7,9,10,11,13,15 0.4554 
3,8 — - 0.4499 
14 0.4444 
4 0.4335 (final R) 
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Table 17. Analysis of variance for the significant variables of 
Category 2 
Degrees of Sum of Mean 
Source freedom squares square F 
Regression 3 62.6813 20.8937 24.4548** 
Residual 317 270.8389 0.8543 
Total 320 333.5202 
R = 0.4335 
0.05(2.65) 
(^3,317) " ^ 0^.01(3.88) 
the 0.01 level and Table 18 indicates that the removal of the 11 variables 
did not produce a significant loss. 
In Table 19 the three significant predictor variables of Category 2 
are presented in their order of importance. This table shows that the 
best single predictor for success in this category was the revised rank. 
All three of the significant predictor variables of Category 2 were like­
wise significant variables for Category 1. The size of the high school 
class and the semesters of high school geometry did not appear as 
significant variables for Category 2. 
The prediction equation for Category 2 is 
Y = -1.2211 + 7.5995xl0~^ X2 + 2.2458xl0~^ X^  + 1.8263xl0~^ Xj^ 2 • 
Table 20 gives the analysis of variance for the three predictor 
variables including the nine community colleges that offered engineering 
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Table 18, Test for loss of the deleted variables of Category 2 
Source 
Degrees of 
freedom 
Sum of 
squares 
Mean 
square F 
Regression (14 var.) 14 70.3966 
Regression (3 var.) 3 62.6813 
Loss (11 var.) 11 7.7153 0.7041 0.8131 
Residual 306 263.1236 0.8598 
Total 320 333.5202 
0.05(1.83) 
(^11,306) 0^.01(2.34) 
Table 19. Regression coefficients along with their standard errors and 
t values for the significant predictor variables of 
Category 2 
Variable 
5. Revised rank 
12. Sem. of H.S. physics 
2. Age of student 
Standard 
b value error of b t value 
2.7327x10"^  8.2183** 
8.9329xl0~^  2.0445* 
3.8338xl0~^  1.9821* 
2.2458x10"^  
1.8263x10"! 
7.5995x10"^  
b = -1.2211 
o 
0.05(1.960) 
*^ (317) " ^  0.01(2.576) 
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Table 20. Analysis of variance for the variables found to be 
significant in Category 2 including the colleges 
Degrees of Sum of Mean 
Source - freedom squares square F 
Regression 11 73.2867 6.6624 7.9109** 
Residual 309 260.2335 0.8421 
Total 320 333.5202 
R = 0.4687 
(11,309) 
0.05(1.83) 
0^.01(2.34) 
physics. This table shows that when the nine community colleges were 
included as variables the multiple regression coefficient was still 
significant at the 0.01 level, but Table 21 shows that nothing was gained 
in the prediction equation by including the colleges. Hence, for 
Category 2, the effects of the individual community colleges taken as a 
group were nonsignificant. This means that the equation above is appro­
priate for predicting student success for a student in Category 2 for 
all of the nine community colleges. 
Tables 22 to 30 deal with Category 3. This category included only 
the students from the sample who took general physics and had ACT scores. 
The variables considered in this category were the same as those in 
Category 1 with the addition of the five ACT scores. 
Table 22 shows the variables that were included in Category 3. 
Table 23 is the analysis of variance for all the 20 independent 
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Table 21. Test for loss of colleges from the variables found to be 
significant in Category 2 including the colleges 
Degrees of Sum of Mean 
Source freedom squares square F 
Regression (11 var.) 11 73.2867 
Regression (3 var.) 3 62.6813 
Loss (8 var.) 8 10.6054 1.3259 1.5745 
Residual 309 260.2335 0.8421 
Total 320 333.5202 
0.05(1.98) 
(^8,309) " 0.01(2.60) 
variables of Category 3. The R value of 0.5381 was significant at the 
0.01 level. 
Table 24 shows the order in which the nonsignificant variables were 
removed including the R value after each deletion run. Table 25 shows 
that the final R value of 0.5256 was still significant at the 0.01 level 
and Table 26 indicates that the removal of the 14 variables did not 
produce a significant loss. 
In Table 27 the six significant predictor variables of Category 3 
are presented in their order of importance. This table shows that the 
best single predictor for success in this category was the revised rank. 
However, the ACT natural science score, the age of the student at the 
time of enrollment in general physics, and the number of semesters of 
high school geometry were also highly significant predictors of success. 
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Table 22. Means and standard deviations for the variables of 
Category 3 [Number of usable students » 545] 
S tandard 
Variable Mean deviation 
1, Physics grade 2.1944 1 .0122 
2. Age of student 19.2073 1 .2393 
3. College classification — 
4. Sex —— — 
5. High school class size 187.1853 166 .1930 
6. Revised rank 625.5486 219 .7980 
7. Sem. of high school algebra 3.7541 0 .6228 
8. Sem. of high school geometry 1.9743 0 .4489 
9. Sem. of high school adv. math. 1.0678 0 .9160 
10. Sem. of high school general science 1.3944 0 .9296 
11. Sem. of high school biology 1.6807 0 .7406 
12. Sem. of high school chemistry 1.5449 0 .8370 
13. Sem. of high school physics 1.4477 0 .8939 
14. Sem. hrs. of freshman mathematics 3.2757 3 .5927 
15. Sem. hrs. of college calculus 1.0438 2 .2324 
16. Sem. hrs. of general college chemistry 3.6746 3 .9708 
17. ACT English 20.3743 3 .8800 
18. ACT mathematics 25.4642 4 .5401 
19. ACT social studies 23.4110 4 .9109 
20. ACT natural science 24.5211 4 .8760 
21. ACT composite 23.5431 3 .6610 
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Table 23. Analysis of variance for all the variables of Category 3 
Degrees of Sum of Mean 
Source freedom squares square F 
Regression 20 161.4500 8.0725 10.6835** 
Residual 524 395.9334 0.7555 
Total 544 557.3834 
R = 0.5381 
0.05(1.60) 
f (20,524) " <^0.01(1.9^ 
Table 24. Order of deletion of variables and R values for Category 3 
Variable(s) R after deletion 
3,4,7,9,10,11,16,21 0.5347 
12,17,19 0.5319 
13,14 0.5289 
15 0.5256 (final R) 
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Table 25. Analysis of variance for the significant variables of 
Category 3 
Source 
Degrees of 
freedom 
Sum of 
squares 
Mean 
square F 
Regression 6 154.0077 25.6679 34.2344 
Residual 538 403.3757 0.7497 
Total 544 557.3834 
R = 0.5256 
0.05(2.12) 
(^6,538) " '^ 0.01(2.85) 
Table 26. Test for loss of the deleted variables of Category 3 
Source 
Degrees of 
freedom 
Sum of 
squares 
Mean 
square F 
Regression (20 var.) 20 161.4500 
Regression (5 var.) 6 154.0077 
Loss (14 var.) 14 7.4423 0.5316 0.7036 
Residual 524 395.9334 0.7555 
Total 544 557.3834 
0.05(1.72) 
(^14,524) " ^To.01(2.12) 
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Table 27. Regression coefficients along with their standard errors and 
t values for the significant predictor variables of 
Category 3 
Standard 
Variable b value error of b t value 
6. Revised rank 1. 6363x10* -3 1 .9756x10" -4 8. 2824** 
20. ACT natural science 3. 4617x10" -2 8 .9236x10" -3 3. 8793** 
2. Age of student 8. 5306x10" -2 3 .0610x10" -2 2, 7868** 
8. Sem. of H.S. geom. -2. 3551x10" -1 8 .5308x10" -2 -2. 7606** 
18. ACT mathematics 2. 5904x10' -2 1 .0092x10" -2 2. 5666* 
5. H.S. class size -4. 6099x10' -4 2 .2593x10" -4 -2. 0403* 
b = -1.4248 
o 
0.05(1.960) 
*^ (538) " 01(2.576) 
One can observe from this table that the variable involving the 
semesters of high school physics, which was a significant variable in 
Category 1, has been replaced by the ACT natural science and mathematics 
scores. 
The prediction equation for Category 3 is 
Y = -1.4248 + 8.5306x10"- 4.6099xl0~^ X, + 1.6363xlO"\-2 D o 
- 2.3551xlO"^ Xg + 2.5904xl0"^x g^ + 3.4617x10~^ X2q -
Table 28 gives the analysis of variance for the six predictor 
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Table 28. Analysis of variance for the variables found to be 
significant in Category 3 including the colleges 
Degrees of Sum of Mean 
Source freedom squares square F 
Regression 18 171.4453 9.5247 12,9813** 
Residual 526 385.9381 0.7337 
Total 544 557.3834 
R = 0.5546 
0.05(1.67) 
F (18,526) <^ 0.01(2.04) 
variables including the 13 community colleges that offered general 
physics. This table shows that when the 13 community colleges were 
included as variables the multiple regression coefficient was still 
significant at the 0.01 level, but Table 29 shows that by not considering 
the individual community colleges as a group a statistically significant 
loss of predictive ability occurred at the 0.05 level. This indicates 
that grading differences existed among the 13 community colleges when the 
six variables of Table 27, which were found to be significant by consider­
ing the sample without including the community colleges as variables, 
were used as predictor variables. Therefore, a regression equation, 
using the six variables, should be given for each of the 13 community 
colleges. This means that the regression equation for a particular 
community college is a significantly better predictor of success for 
those students in Category 3 at this college than the general prediction 
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Table 29. Test for loss of colleges from the variables found to be 
significant in Category 3 including the colleges 
Source 
Degrees of 
freedom 
Sum of 
squares 
Mean 
square F 
Regression (18 var.) 18 171.4453 
Regression (6 var.) 6 154.0077 
Loss (12 var.) 12 17.4376 1.4531 1.9805* 
Residual 526 385.9381 0.7337 
Total 544 557.3834 
0.05(1.78) 
(^12,526) " \ 0.01(2.23) 
equation for Category 3 presented above. 
The prediction equation for the community college (for Category 
3) has the form 
 ^^  ^ o ^  °2^ 2 8^*8 1^8^ 18 2^0*20 
where j ranges from 1 to 13. 
From this equation one observes that the effects of the various 
community colleges on the criterion variable were felt only on the 
intercept term (b + b ) and that the regression coefficients (even 
j 
though they might be different from those of the general regression equa­
tion for Category 3 above) were the same for all the community colleges. 
Table 30 gives the regression coefficients for both the six predictor 
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Table 30. Regression coefficients along with their standard errors and 
t values for the significant predictor variables of 
Category 3 including the colleges 
Variable b value 
Standard 
error of b t value 
6. Revised rank 1.6990x10"^  1.9779x10"^  8 .5896 
20. ACT natural science 3.9397x10"^  9.0521x10"^  4 .3522 
2. Age of student 7.9015x10"^  3.1033x10"^  2 .5461 
8. Sem. of H.S. geom. -2.5298x10"! 9.0776x10"^  -2 .7869 
18. ACT mathematics 2.8342x10"^  1.0165x10"^  2 .7881 
5. H.S. class size -3.2490x10*4 2.4541X10~4 -1 .3239 
College b value 
c 
1 1.4314x10"! 
2 -1.8783x10"! 
3 3.1633x10"^  
4 5.1345x10"! 
5 1.4876x10"! 
6 -3.3905x10"^  
7 1.2923x10"! 
8 -1.9887x10"! 
9 2.2557x10"^  
10 2.9650x10"^  
11 -1.4733x10"! 
12 -3.4946x10"! 
13 -7.4331x10"^  
b - -1.4985 
o 
0.05(1.960) 
(^526) " <^ 0.01(2.576) 
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variables and the community colleges. Therefore, the prediction equation 
for the community college (for Category 3) is 
Y = -1.4985 + 7.9015x10~^ X2 - 3.2490xl0"^ X^  + 1.6990xl0"\^  
- 2.5298xlO~^ Xg + 2.8342xlO~^ X^ g + 3.9397x10~^ X2q + b^  
where j ranges from I to 13 and the values of b are given in Table 30. 
""j 
Tables 31 to 38 deal with Category 4. This category included only 
the students from the sample who took engineering physics and had ACT 
scores. The variables considered were the same as those of Category 3 
except the variable "sex" was removed. 
Table 31 shows the variables that were included in Category 4. 
Table 32 is the analysis of variance for all the 19 independent 
variables of Category 4. The R value of 0.4862 was significant at the 
0.01 level. 
Table 33 shows the order in which the nonsignificant variables were 
removed including the R value after each deletion run. Table 34 shows 
that the final R value of 0.4490 was still significant at the 0.01 level 
and Table 35 indicates that the removal of the 17 variables did not 
produce a significant loss. 
In Table 36 the two significant predictor variables of Category 4 
are presented in their order of importance. This table shows that both 
the revised rank and ACT natural science score were highly significant 
predictor variables. It can be seen that the variables semesters of high 
school physics and the age of the student at the time of enrollment in 
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Table 31. Means and standard deviations for the variables of 
Category 4 [Number of usable students = 314] 
Standard 
Variable Mean deviation 
1. Physics grade 2 .1942 1 .0160 
2. Age of student 19 .2961 1 .3511 
3. College classification — — 
4. High school class size 189 .4745 150 .5937 
5. Revised rank 716 .5445 192 .0800 
6. Sem, . of high school algebra 3 .9140 0 .3515 
7. Sem. . of high school geometry 2 .0095 0 .3145 
8. Sem, . of high school adv. math. 1 .6592 0 .6748 
9. Sem. . of high school general science 1 .4808 0 .9050 
10. Sem. 1 of high school biology 1 .5732 0 .8167 
11. Sem. . of high school chemistry 1 .7866 0 .6312 
12. Sem. of high school physics 1 .8089 0 .5888 
13. Sem. hrs. of freshman mathematics 4 .5964 4 .3417 
14. Sem. hrs. of college calculus 2 .3235 3 .6615 
15. Sem. hrs. of general college chemistry 5 .7538 3 .6923 
16. ACT English 21 .4617 3 .8849 
17. ACT mathematics 28 .2356 4 .0972 
18. ACT social studies 24 .2675 4 .5757 
19. ACT natural science 26 .3407 3 .9769 
20. ACT composite 25 .2898 3 .4310 
76 
Table 32. Analysis of variance for all the variables of Category 4 
Degrees of Sum of Mean 
Source freedom squares square F 
Regression 19 76.4084 4.0214 4.7917** 
Residual 294 246.7412 0.8392 
Total 313 323.1496 
R = 0.4862 
0.05(1.62) 
(^19,294) "<^ 0.01(1.97) 
Table 33. Order of deletion of variables and R values for Category 4 
Variable(s) R after deletion 
6,7,8,10,11,13,15,17,18,20 0.4821 
4,16 0.4693 
2,3 0.4567 
9 0.4555 
12 0.4530 
14 0.4490 (final R) 
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Table 34. Analysis of variance for the significant variables of 
Category 4 
Source 
Degrees of 
freedom 
Sum of 
squares 
Mean 
square F 
Regression 2 65.1679 32.5839 39.2803** 
Residual 311 257.9817 0.8295 
Total 313 323.1496 
R = 0.4490 
0.05(3.04) 
(^2: ,311) "<^ 0.01(4.71) 
Table 35. Test for loss of the deleted variables of Category 4 
Source 
Degrees 
freedom 
Sum of 
squares 
Mean 
square F 
Regression (19 var.) 19 76.4084 
Regression (2 var.) 2 65.1679 
Loss (17 var.) 17 11.2405 0.6612 0.7879 
Residual 294 246.7412 0.8392 
Total 313 323.1496 
0.05(1.69) 
(^17,294) ""X 0.01(2.09) 
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Table 36. Regression coefficients along with their standard errors and 
t values for the significant predictor variables of 
Category 4 
Variable b value 
Standard 
error of b t value 
5. Revised rank 1 .7799x10"^  2.8957x10"^  6.1468** 
19. ACT natural science 5 .0108x10"^  1.3985x10*2 3.5828** 
b = -4.0106x10""^  
o 
0.05(1.960) 
(^311) " 0.01(2.576) 
Table 37. Analysis of variance for the variables found to be 
significant in Category 4 including the colleges 
Source 
Degrees of 
freedom 
Sum of 
squares 
Mean 
square F 
Regression 10 74.9076 7.4907 9.1431** 
Residual 303 248.2420 0.8192 
Total 313 323.1496 
R = 0.4814 
0.05(1.87) 
(^10,303) " 0.01(2.41) 
79 
Table 38. Test for loss of colleges from the variables found to be 
significant in Category 4 including the colleges 
Degrees of Sum of Mean 
Source freedom squares square F 
Regression (10 var.) 10 74.9076 
Regression (2 var.) 2 65.1679 
Loss (8 var.) 8 9.7397 1.2175 1.4862 
Residual 303 248.2420 0.8192 
Total 313 323.1496 
0.05(1.98) 
(^8,303) " "xT 0.01(2.60) 
engineering physics, which were significant variables in Category 2, have 
been replaced by the ACT natural science score in Category 4. 
The prediction equation for Category 4 is 
Y = -4.0106x10"^  + 1.7799xlO"^ X^  + 5.0108xl0"^ X^ g . 
Table 37 gives the analysis of variance for the two predictor 
variables including the nine community colleges that offered engineering 
physics. This table shows that when the nine community colleges were 
included as variables the multiple regression coefficient was still 
significant at the 0.01 level, but Table 38 shows that nothing was gained 
in the prediction equation by including the colleges. Hence, for 
Category 4, the effects of the individual community colleges taken as a 
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group were nonsignificant. This means that the equation above is 
appropriate for a student in Category 4 for all the nine community 
colleges. 
Tables 39 to 43 deal with Category 5. This category included the 
general physics students of Category 3 who had taken freshman mathematics 
and had an average grade recorded in this course. The variables 
considered were the same as Category 3 except that the variable "college 
classification" has been removed and the variable "freshman mathematics 
average grade" has been added. 
Table 39 shows the variables that were included in Category 5. 
Table 40 is the analysis of variance for all the 20 independent 
variables of Category 5. The R value of 0.6359 was significant at the 
0.01 level. 
Table 41 shows the order in which the nonsignificant variables were 
removed including the R value after each run. Table 42 shows that the 
final R value of 0.6105 remained significant at the 0.01 level, and 
Table 43 indicates that the removal of the 15 variables did not produce 
a significant loss. 
In Table 44 the five significant predictor variables of Category 5 
are presented in their order of importance. This table shows that the 
best single predictor for success in this category was the freshman 
mathematics average grade. However, the high school class size, the ACT 
natural science score, and the revised rank were also highly significant 
predictors of success. It should be noted that the number of semester 
hours of freshman mathematics was also a significant predictor of success 
for this category of students who all had some freshman mathematics. 
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Table 39. Means and standard deviations for the variables of 
Category 5 [Number of usable students = 277] 
Standard 
Variable Mean deviation 
1. Physics grade 2 .1841 1 .0243 
2. Age of student 19 .5018 1 .2412 
3. Sex 
— 
— 
4. High school class size 168 .7292 155 .0646 
5. Revised rank 614 .0613 206 .6573 
6. Sem. of high school algebra 3 .7581 0 .6161 
7. Sem. of high school geometry 1 .9963 0 .3946 
8. Sem. of high school adv. math. 1 .0649 0 .9105 
9. Sem. of high school general science 1 .4765 0 .9030 
10. Sem. of high school biology 1 .6678 0 .7456 
11. Sem. of high school chemistry 1 .5595 0 .8259 
12. Sem. of high school physics 1 .3935 0 .9209 
13. Sem. hrs. of freshman mathematics 6 .3848 2 .2786 
14. Freshman mathematics average grade 2 .3460 0 .9345 
15. Sem. hrs. of college calculus 1 .5231 2 .2425 
16. Sem. hrs. of gen. college chemistry 5 .3971 3 .6602 
17. ACT English 20 .0613 3 .5823 
18. ACT mathematics 25 .2274 4 .2103 
19. ACT social studies 23 .2346 4 .7524 
20. ACT natural science 24 .3104 4 .8241 
21. ACT composite 23 .3068 3 .4224 
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Table 40. Analysis of variance for all the variables of Category 5 
Degrees of Sum of Mean 
Source freedom squares square F 
Regression 20 117.1277 5.8563 8.6921** 
Residual 256 172.4824 0.6737 
Total 276 289.6101 
R = 0.6359 
(20,256) <2 
0.05(1.62) 
01(1.97) 
Table 41. Order of deletion of variables and R values for Category 5 
Variable(s) R after deletion 
2,3,10,16,17,18,19,21 0.6338 
6,9 0.6300 
8,11 0.6224 
12,15 0.6166 
7 0.6105 (final R) 
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Table 42. Analysis of variance for the significant variables of 
Category 5 
Degrees of Sum of Mean 
Source freedom squares square F 
Regression 5 107.9712 21.5942 32.2179** 
Residual 271 181.6389 0.6702 
Total 276 289.6101 
R = 0.6105 
0.05(2.26) 
(^5,271) "^ ^^ 0^.01(3.11) 
Table 43. Test for loss of the deleted variables of Category 5 
Source 
Degrees of 
freedom 
Sum of 
squares 
Mean 
square F 
Regression (20 var.) 20 117.1277 
Regression (5 var.) 5 107.9712 
Loss (15 var.) 15 9.1565 0.6104 0.9060 
Residual 256 172.4824 0.6737 
Total 276 289.6101 
(^15,256) 
0.05(1.74) 
0^.01(2.17) 
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Table 44. Regression coefficients along with their standard errors and 
t values for the significant predictor variables of 
Category 5 
Standard 
Variable b value error of b t value 
14. Fresh, math. avg. gr. 3.9072x10"! 5 .9734x10"^  6.5410** 
4. H.S. class size -1.1905x10"^  3 .2352x10"^  -3.6798** 
20. ACT natural science 3-. 9667x10"^  1 .0823x10"^  3.6649** 
5. Revised rank 8.8329x10"^  2 .7628x10"^  3.1970** 
13. Sem. hrs. of fresh. 4.5603x10*2 2 .1635x10"^  2.1077* 
math. 
b = -3.2956x10 ^  
o 
0.05(1.960) 
*^ (271) " 0.01(2.576) 
This was not the situation in either Categories 1 or 3 which included 
students who had no freshman mathematics background. 
The prediction equation for Category 5 is 
Y = -3.2956x10"^  - 1.1905xl0"\, + 8.8329xl0~\. 4 J 
+ 4.5603xl0"^ X^  ^+ 3.9072xl0~^ X^  ^+ 3.9667X10~^ X2q . 
No analysis was made including the coiranunity colleges since two of 
the community colleges had less than 10 students in Category 5. 
Tables 45 to 50 deal with Category 6. This category included the 
engineering physics students of Category 4 who had taken freshman 
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mathematics and had an average grade recorded in this course. The 
variables considered were the same as Category 4 except that the variable 
"college classification" was removed and the variable "freshman 
mathematics average grade" was added. 
Table 45 shows the variables that were included in Category 6. 
Table 46 is the analysis of variance for all the 19 independent 
variables of Category 6. The R value of 0.6416 was significant at the 
0.01 level. 
Table 47 shows the order in which the nonsignificant variables were 
removed including the R value after each run. Table 48 shows that the 
final R value of 0.6103 remained significant at the 0.01 level, and 
Table 49 indicates that the removal of the 15 variables did not produce 
a significant loss. 
In Table 50 the four significant predictor variables of Category 6 
are presented in their order of importance. Again, this table shows 
that the best single predictor for success in this category was the 
freshman mathematics average grade. But the ACT natural science score 
and the revised rank were also highly significant predictors of success. 
The ACT mathematics score had a negative b value but its simple correla­
tion with the criterion variable was positive (see Table 58 of Ap­
pendix A). The intercorrelations between this variable and the other 
three significant variables of Category 6 were responsible for its 
negative b value in the prediction equation. 
The prediction equation for Category 6 is 
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Table 45. Means and standard deviations for the variables of 
Category 6 [Number of usable students = 179] 
Standard 
Variable Mean deviation 
1. Physics grade 2 .1173 1 .0719 
2. Age of student 19 .6536 1 .6084 
3. High school class size 167 .9441 146 .2872 
4. Revi sed rank 687 .6927 198 .8318 
5. Sem. of high school algebra 3 .8826 0 .4141 
6. Sem. of high school geometry 2 .0167 0 .3262 
7. Sem. of high school adv. math. 1 .5586 0 .7425 
8. Sem. of high school general science 1 .4748 0 .9320 
9. Sem. of high school biology 1 .6424 0 .7684 
10. Sem. of high school chemistry 1 ,8044 0 .5909 
11. Sem. of high school physics 1 .7765 0 .6318 
12. Sem. hrs. of freshman mathematics 8 .0631 2 .2445 
13. Freshman mathematics average grade 2 .5794 0 .8975 
14. Sem. h'-s. of college calculus 0 .8307 1 .5737 
15. Sem. hrs. of general college chemistry 7 .0670 2 .7072 
16. ACT English 20 .8156 4 .1966 
17. ACT mathematics 27 .2793 4 .2413 
18. ACT social studies 23 .8212 4 .7901 
19. ACT natural science 25 .9720 4 .0550 
20. ACT composite 24 .6927 3 .6149 
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Table 46. Analysis of variance for all the variables of Category 6 
Degrees of Sum of Mean 
Source freedom squares square F 
Regression 19 84.2047 4.4318 5.8559** 
Residual 159 120.3316 0.7568 
Total 178 204.5363 
R = 0.6416 
(19,159) 
0.05(1.71) 
01(2.12) 
Table 47. Order of deletion of variables and R values for Category 6 
Variable(s) R after deletion 
6,7,8,9,11,14,15,16,18,20 0.6350 
2,3 0.6291 
5 0.6277 
12 0.6178 
10 0.6103 (final R) 
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Table 48. Analysis of variance for the significant variables of 
Category 6 
Degrees of Sum of Mean 
Source freedom squares square F 
Regression 4 76.2070 19.0517 25.8320** 
Residual 174 128.3293 0.7375 
Total 178 204.5363 
R = 0.6103 
(4,174) 
0.05(2.43) 
01(3.44) 
Table 49. Test for loss of the deleted variables of Category 6 
Source 
Degrees of 
freedom 
Sum of 
squares 
Mean 
square F 
Regression (19 var.) 19 84.2047 
Regression (4 var.) 4 76.2070 
Loss (15 var.) 15 7.9977 0.5332 0.7045 
Residual 159 120.3316 0.7568 
Total 178 204.5363 
0.05(1.76) 
(^15,159) '"^ 0.01(2.20) 
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Table 50. Regression coefficients along with their standard errors and 
t values for the significant predictor variables of 
Category 6 
Variable b value 
Standard 
error of b t value 
13. Fresh, math. avg. gr. 5 .2772x10" -1 8. 5585x10"^  6. 1661** 
19. ACT natural science 6 .8462x10" -2 1. 8264x10"^  3. 7485** 
4. Revised rank 1 .0864x10" -3 4. 0446x10"^  2. 6862** 
17. ACT mathematics -4 .9106x10" -2 1. 8497x10"- -2. 6547** 
b = -4.2961x10 
o 
-1 
(174) 
0.05(1.960) 
0.01(2.576) 
Y = -4.2961x10 ^  + 1.0864x10"V + 5.2772x10 _ 4 13 
- 4.9106xl0"^ X^  ^+ 6.8462xlO"^ X^ g . 
Here again no analysis was made including the community colleges 
since three of the community colleges had less than 10 students in 
Category 6. 
This chapter has presented a multiple linear regression analysis for 
each of the six categories of the sample along with suitable regression 
equations for the purpose of predicting success in community college 
physics. The prediction equation that was developed for a particular 
category should be applied only to students who have a measure available 
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on every variable (both significant and nonsignificant) included in the 
category. Then the predicted grade can be found by substituting the 
significant variables into the regression equation. 
Before concluding this chapter it should be noted that the standard 
error of an individual Y value for a particular category can be approxi­
mated by the square root of the residual mean square as given in the 
analysis of variance for the significant variables for the category (as 
given in Tables 9, 17, 25, 28, 34, 42, and 48). This approximation will 
slightly underestimate the true standard error (see Appendix B). 
This approximate standard error (s) is useful in determining the 
accuracy of a predicted grade for an individual student. Thus, for 
example, the probability that the actual grade of an individual student 
will lie between Y-s and Y+s, where Y is the predicted grade, is about 68 
percent. 
91 
DISCUSSION 
Some of the results of the previous chapter will be discussed and 
compared to the results of similar studies. 
Of all the variables included in this study, as listed on page 34, 
some did not appear as statistically significant variables for prediction 
in any category. These variables were; 
1) College classification 
2) Sex 
3) Semesters of high school algebra 
4) Semesters of high school advanced mathematics 
5) Semesters of high school general science 
6) Semesters of high school biology 
7) Semesters of high school chemistry 
8) ACT English score 
9) ACT social studies score 
10) ACT composite score 
11) Semester hours of college calculus 
12) Semester hours of general college chemistry. 
Bolte (14, p. 67) found that college classification was not a 
significant variable for the prediction of success in general physics at 
the State University of Iowa. Sachtleben (17, p. 115) found that college 
classification was a significant predictor of success in general physics 
but not in engineering physics in six liberal arts colleges. However, 
the student's age at the time of enrollment in physics was not included 
as a variable in his study. In the present study college classification 
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did not appear significant in either general or engineering physics but 
student age was significant in two categories of general physics and one 
category of engineering physics. 
Sachtleben (17, p. 116) found that men do significantly better than 
women in general physics but Witten (18, p. 103) reported that sex was 
not a significant variable for success in general physics at five state 
teachers colleges. Lindner (12, p. 103) also found that sex was a non­
significant variable in the prediction of success in a first course in 
college chemistry at Wisconsin State University. It should be noted, 
however, that in the present study sex was included as a variable only 
in the general physics categories. Sex did not appear to be a signifi­
cant variable in these categories but this must be qualified by noting 
that this variable was fairly homogeneous in favor of the men. 
Sachtleben (17, p. 112) reported that semesters of high school 
biology, algebra, and chemistry were all insignificant predictors of 
success in both general and engineering physics. Bolte (14, p. 67) 
likewise found that courses in high school algebra and chemistry were 
nonsignificant variables for determining success in general physics. 
However, Witten (18, p. 110) found semesters of high school chemistry to 
be significant for success in general physics. Witten (18, p. 106), 
Bolte (14, p. 67), and Fulwood (16) all reported finding that courses in 
high school advanced mathematics were nonsignificant for success in 
general physics but Sachtleben (17, p. 115) found that the number of 
semesters of high school advanced mathematics was a significant predictor 
variable for success in both general and engineering physics. 
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All of the ACT subscores were significant variables for success in 
general physics according to Witten (18, p. 106). 
Witten (18, p. 106) did not find that the number of semester hours 
of college calculus was a significant predictor but he along with 
Sachtleben (17, p. 114), Bolte (14, p. 53), and Fulwood (16) did report 
finding that the number of semester hours (or courses) in college 
chemistry was a significant variable in the prediction of success in 
general physics at the college level. 
The variables that were found significant for prediction in the 
various categories are summarized in Table 51. The odd numbered cate­
gories (1, 3, and 5) involved the general physics students and the even 
numbered categories (2, 4, and 6) dealt with the engineering physics 
students. 
Categories 1 and 3 were the most general categories of general 
physics since the restriction of a student having had a freshman 
mathematics course (and having had a grade recorded for this course) did 
not apply. The significant variables found for one or both of these 
categories were: 
1) Revised rank 
2) Age of the student 
3) High school class size 
4) Semesters of high school geometry 
5) Semesters of high school physics 
6) ACT mathematics score 
7) ACT natural science score. 
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Table 51. Frequency of occurrence of significant predictor variables 
Va riable 
No. of 
categories 
including 
this var. 
Frequency 
of 
occurrence 
as 
significant 
Categories 
1. Revised rank 6 6 1,2,3,4,5,6 
2. Age of student 6 3 1,2,3 
3. High school class size 6 3 1,3,5 
4. Sem. of H.S. geometry 6 2 1,3 
5. Sem. of H.S. physics 6 2 1,2 
6. ACT mathematics 4 2 3,6 
7. ACT natural science 4 4 3,4,5,6 
8. Sem. hrs. of fresh, math. 6 1 5 
9. Fresh, math. avg. grade 2 2 5,6 
The revised rank appeared as the most significant variable in both 
Categories 1 and 3. This result agrees with the findings reported by 
Sachtleben (17, p. 114) and Bolte (14, p. 78). Witten (18, p. 110) and 
Fulwood (16) both reported that high school grade point average was a 
highly significant predictor of success in general physics. It would be 
expected that the high school rank and grade point average would correlate 
highly with each other since they both represent general success at the 
high school level. 
The age of the student at the time of enrollment in general physics 
was found to be a highly significant predictor of success in both 
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categories. This would indicate that the maturity of community college 
students was an important factor for success in general physics. This 
result agrees with that found by Witten (18, p. 110). 
The size of the high school graduation class was found to be a 
significant predictor for both categories. The regression coefficient 
was negative in both situations. Also the correlation between this 
variable and the general physics grade was negative for these categories 
(see Tables 53 and 55 of Appendix A). This indicates that students from 
a small high school were more successful in general physics than students 
from a large high school. A possible interpretation of this result 
might be that the better students of small (rural) high schools were 
more likely to attend the local community colleges than were the better 
students of large (urban) high schools. 
The number of semesters of high school geometry was a significant 
variable for Categories 1 and 3. Here again the b value in both cases 
was negative. Also the correlation between the number of semesters of 
high school geometry and the general college physics grade was negative 
for these categories (see Tables 53 and 55 of Appendix A). One possible 
reason for this could be that students who took more than the usual two 
semesters of geometry did so at the expense of not taking a high school 
advanced mathematics or physics course. Both high school advanced 
mathematics and high school physics appeared to be more relevant to 
success in general college physics than a course in solid geometry since 
the simple correlations of these two variables with the criterion variable 
was relatively large in magnitude compared to that of geometry. 
Semesters of high school physics was found to be a significant 
96 
variable for Category 1. This is in keeping with the results reported 
by Sachtleben (17, p. 114), Witten (18, p. 53), and Fulwood (16). 
The ACT mathematics score was a significant predictor variable for 
Category 3. This test measures the ability to solve practical quantita­
tive problems (22, p. 2). Witten (18, p. 110) reported that this 
variable was significant in his study. 
The ACT natural science score was found to be a highly significant 
variable in Category 3. This test measures the student's reasoning and 
problem solving skills in the natural sciences (22, p. 3). This result 
also agrees with Mitten's (18, p. 110) investigation. 
Category 5 included only those students who had taken a freshman 
mathematics course and had a grade recorded for this course. The 
significant variables found for this category listed in their order of 
importance, were: 
1) Freshman mathematics average grade 
2) High school class size 
3) ACT natural science score 
4) Revised rank 
5) Semester hours of freshman mathematics. 
The freshman mathematics average grade was the best predictor vari­
able for this category having a t value almost twice as large as the 
second most important variable of high school class size. Sachtleben (17, 
p. 101) also found that this variable was the best predictor for success 
in general physics for a group of students similar to those of Category 5. 
The ACT natural science score and the revised rank were also highly 
significant variables for this category. 
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It should be noted that Category 5 included both the freshman 
mathematics average grade and the number of semester hours of freshman 
mathematics as significant variables. This might indicate that a 
reasonably strong mathematics background (aside from calculus) was 
beneficial for success in general physics in the community colleges. 
Categories 2 and 4 were the most general categories of engineering 
physics since the restriction of a student having had a freshman 
mathematics course (and having had a grade recorded for this course) did 
not apply. The significant variables found for one or both of these 
categories were: 
1) Revised rank 
2) Age of the student 
3) Semesters of high school physics 
A) ACT natural science score. 
The revised rank appeared as the most significant variable for 
predicting success in engineering physics in both of these categories. 
This variable was significant at the 0.01 level in both cases. Sachtleben 
(17, p. 117) found that high school rank was the only significant predictor 
variable for engineering physics when the Scholastic Aptitude Test (SAT) 
scores were excluded from consideration. 
The age of the student at the time of enrollment in engineering 
physics was a significant predictor variable in Category 2. However, 
its t value was the smallest of the three variables that appeared signifi­
cant in this category. It should be recalled that the age of the student 
was a highly significant variable for success in general physics when the 
general Categories 1 and 3 were considered. This would seem to indicate 
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that the maturity of the community college student was an important 
factor for success in general physics but somewhat less important for 
engineering physics. 
The number of semesters of high school physics was found to be a 
significant variable for prediction in Category 2. 
The ACT natural science score was found to be a highly significant 
variable in Category 4. 
In Category 4 only two variables appeared significant but both these 
variables (revised rank and ACT natural science score) were significant 
at the 0,01 level. 
Category 6 included only those students who had taken a freshman 
mathematics course and had a grade recorded for this course. The sig­
nificant variables found for this category, listed in their order of 
importance, were: 
1) Freshman mathematics average grade 
2) ACT natural science score 
3) Revised rank 
4) ACT mathematics score. 
The freshman mathematics average grade and the ACT natural science 
score were the best predictors in this category. The revised rank was 
also a highly significant variable. 
The ACT mathematics score showed a negative regression coefficient 
with a highly significant t value for this category. However, as was 
noted in the previous chapter, it correlated positively with the 
criterion variable. 
Table 52 summarizes the Initial and final multiple regression 
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Table 52. Category size, initial and 
for all the categories 
final correlation coefficients 
Category Category size Initial R Final R 
1 579 0.4798 0.4704 
2 321 0.4594 0.4335 
3 545 0.5381 0.5256 
4 314 0.4862 0.4490 
5 277 0.6359 0.6105 
6 179 0.6416 0.6103 
coefficients for each category. This table shows that for the general 
physics categories (1, 3, and 5) an increase in accuracy of prediction 
results if the ACT scores were considered and a further increase in 
accuracy exists if a student had taken a freshman mathematics course. 
This same situation is observed for the engineering physics categories 
(2, 4, and 6) except that very little (if any) accuracy was gained by 
including the ACT scores in going from Category 2 to Category 4. 
The three purposes of this study, as given in the Introduction 
Chapter seem to have been accomplished. The regression equations for 
each of the six categories were presented. Four categories included the 
ACT subscores and composite score as variables and several of these sub-
scores proved to be significant in the prediction of general and 
engineering physics success. The importance of each significant 
predictor variable in each category was indicated by a t value. 
The general applicability of the regression equations developed in 
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this study is somewhat unclear. It appears that the equations developed 
for Categories 1, 2, and 4 are applicable to every community college 
included in the study and, hence, by statistical inference, could be 
applied to other community colleges similar to the ones included in this 
study. The criteria for determining the similarity of a community college 
with those of this study would include a comparison of the means and 
standard deviations of the independent variables included in a category. 
In Category 3, which dealt with general physics students who had ACT 
scores, it was found that the regression equation developed was not 
applicable to the individual community colleges. Therefore, an equation 
was developed for each community college included in the sample for this 
category. However, an equation is appropriate to an individual community 
college only as long as similar conditions to those that were present 
over the time period included in the study exist. For example, if only 
one instructor was at a particular community college during the period 
covered by the study, the regression equation for this college only holds 
as long as this instructor remains. For this reason it would appear that 
the general equation developed for Category 3 would be of greater value 
to a community college s conditions at the college change. 
The multiple linear regression equations for Categories 5 and 6 could 
not be tested for general application since some of the colleges con­
tributed very little to the experimental sample in these categories. How­
ever, the results of the analysis for these two categories may be applied 
to an individual community college included in this study (or other 
similar institutions not included in the study) if one notes that the 
multiple regression coefficient, which indicates the accuracy, might be 
somewhat different at the college. 
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SUMMARY 
Purposes 
The purposes of the study were: 
To determine if the following student background variables were 
statistically significant for the prediction of success in a first course 
in both general and engineering physics at the community college level: 
1) Age of the student at the time the community college physics 
course was taken 
2) College classification (freshman or sophomore) 
3) Sex 
4) High school class size 
3) High school class rank 
6) Number of semesters of high school algebra 
7) Number of semesters of high school geometry 
8) Number of semesters of high school advanced mathematics 
9) Number of semesters of high school general science 
10) Number of semesters of high school biology 
11) Number of semesters of high school chemistry 
12) Number of semesters of high school physics 
13) Number of semester hours of freshman mathematics 
14) Freshman mathematics average grade 
15) Number of semester hours of college calculus 
16) Number of semester hours of general college chemistry. 
To determine if the various scores of the American College 
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Testing (ACT) program were statistically significant for the prediction 
of success in a first course in both general and engineering physics at 
the community college level. 
To develop suitable multiple linear regression equations for 
the purpose of predicting success in a first course in both general and 
engineering physics at the community college level. 
Method of Procedure 
Multiple linear regression analysis was used in this study. The 
criterion or dependent variable was the first term grade received in 
either the general physics or engineering physics course. The independ­
ent or predictor variables were the student background variables listed 
above along with the five ACT test scores. Each type of community 
college physics course (either general physics or engineering physics) 
was treated separately. 
An IBM 360-65 computer was used in the analysis and all tests of 
significance were made at the 0.05 and 0.01 levels. 
The sample consisted of those students who had completed a first 
course in general or engineering physics at fourteen public community 
colleges in Iowa during the period September, 1964 to June, 1968. How­
ever, not all of the community colleges offered both types of courses. 
The fourteen public community colleges that participated in this 
study were: Boone Junior College, Boone; Iowa Central Community College -
Webster City Campus; Iowa Central Community College - Fort Dodge Campus; 
Iowa Central Community College - Eagle Grove Campus; Ellsworth College, 
Iowa Falls; North Iowa Area Community College, Mason City; Marshalltown 
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Community College, Marshalltown; Iowa Lakes Community College -
Estherville Campus; Iowa Western Community College - Clarinda Campus; 
Eastern Iowa Community College - Muscatine Campus; Eastern Iowa Community 
College - Clinton Campus; Southeastern Iowa Community College -
Burlington Campus; Southeastern Iowa Community College - Keokuk Campus; 
and Emmetsburg Community College, Emmetsburg. 
The final sample consisted of 579 general and 321 engineering physics 
students. The sample was divided into six categories, three for each of 
the two types of physics courses. Two categories (one for each physics 
course) included the entire sample, another two categories included all 
the students who had ACT scores, and the remaining two included those 
students who had ACT scores and a freshman mathematics grade. 
The community colleges were included as independent variables for 
four of the categories after the significant predictor variables for 
these categories were found in order to determine if differences existed 
among the colleges when these significant variables were considered. 
The multiple correlation coefficients ranged from 0.4704 to 0.6105 
for general physics and 0.4335 to 0.6103 for engineering physics. All 
were significant at the 0.01 level. 
The following list includes some of the results of this study: 
1) High school rank was a highly significant predictor for all six 
categories. 
2) The age of the student was significant for both general and 
engineering physics. 
3) High school size was a significant variable, contributing nega­
tively to the regression equations, for all the categories of 
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general physics. 
4) The nunber of semesters of high school geometry was significant, 
contributing negatively to the regression equations, for two 
categories of general physics. 
5) The number of semesters of high school physics was a significant 
variable for both general and engineering physics. 
6) The ACT mathematics score was a significant variable for both 
general and engineering physics. 
7) The ACT natural science score was a highly significant variable 
for both general and engineering physics. 
8) The freshman mathematics average grade was found to be a highly 
significant variable for both general and engineering physics. 
9) The number of semester hours of freshman mathematics was a 
significant predictor for the category of general physics which 
included only those students who had taken freshman mathematics 
and had ACT scores. 
10) Differences existed among the community colleges for the category 
of general physics which included all the students who had ACT 
scores. 
11) Sex was not a significant variable for any of the general physics 
categories. It should be noted that this variable was not 
included in the categories involving engineering physics since 
the engineering physics sample consisted of relatively few women. 
12) The following variables were not found to be significant for 
either general or engineering physics: number of semesters of 
high school algebra, advanced mathematics, general science. 
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biology, and chemistry; college classification; number of 
semester hours of college calculus and general college chemistry; 
ACT English, social studies, and composite test scores. 
Recommendations for Further Study 
It is evident that much more additional research of this nature 
needs to be attempted at community colleges in other states or other 
parts of the country. A comparison of the results of such studies would 
also be interesting. Maybe some variable, such as the size of the high 
school graduating class, will prove to be a predictor unique to local 
community colleges. 
Another area of additional research could involve the application of 
the results of this study to community colleges in Iowa and surrounding 
states that were not included in the study. It would likewise be 
interesting to see how the results of the present study apply at the 
community colleges included in the sample after a period of time has 
elapsed. 
A further area of research could involve the determination of how 
well the results of this study apply to the prediction of student success 
in physics at the four year colleges and universities of Iowa and the 
surrounding states. The results of such a study might give a further 
insight into the differences (if any) between the community college 
physics students and the four year college and university physics 
students. 
It is hoped that the results of this study will prove to be of some 
value in the guidance of community college students in Iowa who plan to 
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pursue some program in which a course in physics is necessary. Also, it 
is hoped that this study can serve as a catalyst for much needed research 
in the area of differential prediction at the community college level. 
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APPENDIX A 
Ill 
Table 53. Correlation matrix for 
page 55 
the variables of Category 1 listed on 
1 2 3 4 5 
1. 1.0000 
2. 0.0585 1.0000 
3. 0.0683 0.3870 1.0000 
4. 0.0742 -0.1174 -0.0989 1.0000 
5. -0.0963 -0.1082 -0.1141 0.1002 1.0000 
6. 0.4315 -0.1173 -0.0208 0.2521 0.0299 
7. 0.0670 -0.1214 0.0269 -0.0365 0.0232 
8. -0.0618 -0.1259 -0.0794 -0.0373 0.0888 
9. 0.1529 -0.1614 -0.0315 -0.0485 0.0621 
10. 0.0191 0.0310 0.1133 0.0202 -0.0962 
11. -0.0137 -0.0578 -0.0002 -0.0546 -0.1236 
12. 0.1126 -0.1632 0.0112 0.0687 -0.0455 
13. 0.1551 -0.0894 -0.0469 -0.1227 -0.0637 
14. 0.0476 0.2221 0.5989 -0.1006 -0.1100 
15. 0.1584 0.1335 0.3003 -0.0782 -0.0543 
16. 0.1223 0.1656 0.5987 -0.1034 -0.0694 
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Table 53. (Continued) 
6 7 8 9 10 
1. 
2 .  
3. 
4. 
5. 
6 .  
7. 
8 .  
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
1.0000 
0.1549 
0.0589 
0.2503 
-0.0280 
-0.0205 
0.2268 
0.1624 
-0.0270 
0.1593 
0.0920 
1.0000 
0.1905 
0.3444 
-0.0527 
0.0405 
0.2248 
0.2971 
0.0631 
0.0969 
0.0357 
1.0000 
0.1294 
-0.1773 
-0.0081 
0.0346 
0.1113 
0.0769 
0.0092 
-0.0237 
1.0000 
-0.0042 
0.0239 
0.2166 
0.2515 
-0.0084 
0.1844 
0.0708 
1.0000 
-0.0625 
-0.0340 
-0.0080 
0.0434 
0.0946 
0.1059 
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Table 53. (Continued) 
11 12 13 14 15 16 
1. 
2 .  
3. 
4. 
5. 
6 .  
7. 
8.  
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
1.0000 
0.0759 
0.0352 
-0.0004 
-0.0849 
-0.0372 
1.0000 
0.3159 
0.0279 
0.0205 
0.1325 
1.0000 
0.0027 
0.0717 
0.0834 
1.0000 
0.0903 
0.3951 
1.0000 
0.2891 1.0000 
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Table 54. Correlation matrix for the variables of Category 2 listed on 
page 61 
1 2 3 4 5 
1. 1.0000 
2. O.OxdS 1.0000 
3. -0.0329 0.3356 1.0000 
4. -0.0789 -0.1761 -0.2122 1.0000 
5. 0.4113 -0.1924 -0.1093 0.0768 1.0000 
6. 0.0702 -0.4172 -0.0188 0.0649 0.1554 
7. -0.0053 0.0583 -0.0129 -0.0699 0.0071 
S. 0.1369 -0.3018 -0.0741 0.0738 0.2212 
9. -0.0685 0.0601 0.0893 -0.0768 -0.1170 
10. 0.0348 -0.0228 -0.0302 -0.2139 0.0491 
11. 0.1183 -0.1552 -0.0108 -0.1222 0.1370 
12. 0.1199 -0.1178 -0.0608 0.0190 0.0653 
13. -0.0741 0.2548 0.4776 -0.1753 -0.0852 
14. 0.1066 -0.0468 0.2457 0.0280 0.0950 
15. -0.0190 0.1992 0.6862 -0.1481 -0.0766 
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Table 54. (Continued) 
6 7 8 9 10 
1. 
2 .  
3. 
4. 
5. 
6 .  
7. 
8 .  
9. 
10. 
11. 
12. 
13. 
14. 
15. 
1.0000 
0.0075 
0.3215 
-0.0433 
0.0473 
0.1402 
0.1946 
-0.0941 
0.0544 
-0.0076 
1.0000 
-0.0742 
0.1063 
0.0403 
-0.0215 
-0.0248 
0.0609 
-0.0717 
-0.0035 
1.0000 
-0.1395 
-0.0249 
0,2361 
0.2811 
-0.1199 
0.1329 
-0.0442 
1.0000 
-0.1021 
0.0084 
0.0069 
-0.0432 
0.0961 
0.1247 
1.0000 
0.1475 
0.0195 
0.1386 
-0.1235 
-0.0044 
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Table 54. (Continued) 
11 12 13 14 15 
1. 
2 .  
3. 
4. 
5. 
6 .  
7. 
8.  
9. 
10. 
11. 1.0000 
12. 0.2295 1.0000 
13. 0.0433 -0.0493 1.0000 
14. -0.0054 0.0291 -0.4963 1.0000 
15. 0.0015 -0.0147 0.4001 0.2435 1.0000 
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Table 55. Correlation matrix for the variables of Category 3 listed 
page 67 
on 
1 2 3 4 5 6 7 
1. 1.0000 
2. 0.0411 1.0000 
3. 0.0610 0.3848 1.0000 
4. 0.0805 -0.1206 -0.1133 1.0000 
5. -0.0918 -0.0852 -0.0955 0.1176 1.0000 
6. 0.4568 -0.1191 -0.0212 0.2595 0.0338 1.0000 
7. 0.0614 -0.1148 0.0283 -0.0517 0.0290 0.1477 1 .0000 
8. -0.0699 -0.1060 -0.0742 -0.0448 0.0856 0.0449 0 .1483 
9. 0.1404 -0.1484 -0.0183 -0.0440 0.0545 0.2558 0 .3418 
10. 0.0043 0.0437 0.1114 0.0106 -0.0818 -0.0318 -0 .0608 
11. -0.0126 -0.0699 -0.0012 -0.0613 -0.1211 -0.0261 0 .0447 
12. 0.1285 -0.1570 0.0249 0.0914 -0.0596 0.2395 0 .2011 
13. 0.1535 -0.1121 -0.0686 -0.1294 -0.0496 0.1542 0 .2773 
14. 0.0317 0.2229 0.6092 -0.1104 -0.1029 -0.0410 0 .0474 
15. 0.1682 0.1339 0.3103 -0.0766 -0.0575 0.1626 0 .1019 
16. 0.1228 0.1712 0.6039 -0.0960 -0.0631 0.0954 0 .0122 
17. 0.3105 -0.1595 -0.0755 0.2011 0.0277 0.5049 0 .1416 
H
 
00
 
0.3279 -0.1184 -0.0545 0.0326 -0.0027 0.4708 0 .3329 
19. 0.3248 -0.0805 0.0009 0.0950 0.0146 0.4398 0 .1076 
20. 0.3440 -0.1490 -0.0670 0.0284 -0.0595 0.3984 0 .1070 
21. 0.4040 -0.1529 -0.0626 0.1076 -0.0082 0.5650 0 .2110 
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Table 55. (Continued) 
8 9 10 11 12 13 14 
1. 
2 .  
3. 
4. 
5. 
6 .  
7. 
8. 1.0000 
9. 0.1205 
10. -0.1959 
11. -0.0026 
12. 0.0080 
13. 0.0928 
14. 0.0671 
15. 0.0030 
16. -0.0408 
17. 0.0467 
18. 0.2061 
19. 0.0373 
20. 0.0733 
21. 0.1125 
1.0000 
-0.0121 
0.0374 
0.2010 
0.2456 
-0.0248 
0.1994 
0.0701 
0.2380 
0.3937 
0.1662 
0.2258 
0.3179 
1.0000 
-0.0524 
-0.0287 
-0.0227 
0.0271 
0.1017 
0.1022 
-0.0176 
-0,0570 
-0.0493 
-0.0231 
-0.0388 
1.0000 
0.0795 
0.0441 
0.0087 
-0.0789 
-0.0358 
0.0282 
-0.0329 
0.0786 
0.1286 
0.0681 
1.0000 
0.3121 
0.0181 
0.0233 
0.1287 
0.2597 
0.2487 
0.2182 
0.3136 
0.3153 
1.0000 
-0.0299 
0.0648 
0.0830 
0.1360 
0.2612 
0.1489 
0.2327 
0.2457 
1.0000 
0.0899 
0.3971 
-0.0657 
-0.0258 
-0.0297 
-0.0457 
-0.0544 
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Table 55. (Continued) 
15 16 17 18 19 20 21 
1. 
2 .  
3. 
4. 
5. 
6 .  
7. 
8.  
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
19. 
20. 
21. 
1.0000 
0.3047 
0.0535 
0.1310 
0.0748 
0.1216 
0.1194 
1.0000 
-0.0104 
0.0374 
0.1359 
0.0979 
0.0851 
1.0000 
0.4638 
0.5847 
0.5598 
0.7929 
1.0000 
0.3889 
0.4685 
0.7209 
1.0000 
0.6851 
0.8266 
1.0000 
0.8488 1.0000 
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Table 56. Correlation matrix for the variables of Category 4 listed on 
page 75 
1 2 3 4 5 6 7 
1. 1,0000 
2. 0.0045 1.0000 
3. -0.0458 0.3378 1.0000 
4. -0.0791 -0.1634 -0.2021 1.0000 
5. 0.4107 -0.1838 -0.1071 0.0700 1.0000 
6. 0.0738 -0.4305 -0.0155 0.0615 0.1431 1.0000 
7. -0.0058 0.0610 -0.0130 -0.0708 0.0067 0.0075 1.0000 
8. 0.1341 -0.3059 -0.0677 0.0646 0.2140 0.3205 -0.0749 
9. -0.0637 0.0582 0.0831 -0.0775 -0.1259 -0.0604 0.1073 
10. 0.0425 -0.0356 -0.0315 -0.2107 0.0589 0.0498 0.0408 
11. 0.1246 -0.1429 -0.0070 -0.1276 0.1329 0.1474 -0.0219 
12. 0.1263 -0.1294 -0.0620 0.0226 0.0719 0.1982 -0.0246 
13. -0.0773 0.2542 0.4774 -0.1702 -0.0959 -0.0913 0.0613 
14. 0.1017 -0.0395 0.2458 0.0270 0.0919 0.0507 -0.0720 
15. -0.0272 0.1910 0.6838 -0.1407 -0.0758 -0.0090 -0.0035 
16. 0.2046 -0.2465 -0.1350 0.0684 0.4770 0.1695 -0.0873 
17. 0.2391 -0.3422 -0.2481 0.0712 0.4471 0.2271 -0.0067 
18. 0.2664 -0.1059 -0.1396 0.0417 0.4903 0.0521 -0.0129 
19. 0.3235 -0.1265 -0.1012 -0.0845 0.3786 0.1376 -0.0281 
20. 0.3055 -0.2453 -0.1635 0.0029 0.5226 0.1823 -0.0411 
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Table 56. (Continued) 
8 9 10 11 12 13 14 
1.  
2 .  
3. 
4. 
5. 
6 .  
7. 
8 .  
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
19. 
20. 
1.0000 
-0.1441 
-0.0212 
0.2338 
0.2859 
0.1162 
0.1331 
0.0393 
0.1833 
0.3850 
0.1600 
0.1220 
0.2663 
1.0000 
-0.1061 
0.0124 
0.0051 
-0.0400 
0.0956 
0.1253 
-0.1388 
-0.1427 
-0.0983 
0.0209 
-0.1006 
1.0000 
0.1513 
0.0159 
0.1405 
-0.1216 
-0.0046 
0.0542 
0.0216 
0.0076 
0.1659 
0.0226 
1.0000 
0.2338 
0.0408 
-0.0018 
0.0103 
0.2123 
0.2023 
0.2532 
0.2089 
0.2868 
1.0000 
-0.0495 
0.0308 
-0.0149 
0.1923 
0.3259 
0.1542 
0.2789 
0.2963 
1.0000 
-0.4987 
0.3972 
-0.1430 
-0.1732 
-0.0623 
-0.0639 
-0.1322 
1.0000 
0.2446 
0.1206 
0.0953 
0.0551 
0.0579 
0.1191 
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Table 56. (Continued) 
15 16 17 18 19 20 
1 .  
2 .  
3. 
4. 
5. 
6 .  
7. 
8 .  
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16.  
17. 
18. 
19. 
20. 
1.0000 
-0.0840 
-0.1843 
-0.0597 
-0.0373 
-0.0840 
1.0000 
0.4785 
0.5464 
0.5214 
0.7413 
1.0000 
0.4825 
0.4674 
0.7169 
1.0000 
0.5970 
0.7576 
l.OOOO 
0.7275 1.0000 
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Table 57. Correlation matrix for the variables of Category 5 listed on 
page 81 
1. 
2 .  
3. 
4. 
5. 
6 .  
7. 
8 .  
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
19. 
20. 
21. 
1.0000 
0.0040 
0.0484 
-0.2649 
0.4130 
0.0077 
-0.1059 
0.0687 
0.0184 
0.0614 
0.1176 
0.1726 
0.1102 
0.4973 
0.1391 
0.0989 
0.2813 
0.2742 
0.3096 
0.3374 
0.3776 
1.0000 
-0.0576 
-0.0478 
-0.0510 
-0.1060 
-0.0776 
-0.1572 
0.0283 
-0.1794 
-0.1371 
0.0263 
-0.0051 
-0.0159 
0.0895 
-0.0577 
-0.0754 
-0.0843 
-0.0655 
-0.1223 
-0.0995 
1.0000 
0.1266 
0.1984 
0.0549 
-0.0431 
-0.0933 
0.0055 
0.0473 
0.1137 
-0.1297 
-0.0516 
0.1207 
-0.1052 
-0.0377 
0.0757 
-0.0579 
0.0642 
0.0305 
0.0380 
1.0000 
-0.0777 
0.0873 
0.1210 
0.0920 
-0.0414 
-0.0070 
-0.0970 
-0.0623 
0.0108 
-0.1143 
0.1534 
-0.0644 
-0.1166 
-0.0753 
-0.1685 
-0.1671 
-0.1665 
1.0000 
0.1196 
0.0076 
0.1815 
0.0444 
0.0407 
0.2008 
0.0685 
0.0205 
0.4603 
0.1029 
0.1602 
0.4270 
0.3682 
0.3260 
0.2922 
0.4519 
1.0000 
0.1156 
0.3316 
-0.0981 
0.0138 
0.2313 
0.2386 
0.1202 
0.1144 
-0.0634 
-0.0247 
0.1840 
0.2713 
0.0764 
0.0485 
0.1814 
1.0000 
0.0813 
-0.1070 
-0.0041 
-0.0049 
0.0338 
0.1184 
-0.0261 
0.2326 
-0.0492 
0.0591 
0.1270 
-0.0266 
-0.0184 
0.0357 
Table 57, (Concinued) 
8 9 10 11 12 13 14 
1. 
2 .  
3. 
4. 
5. 
6 .  
7. 
8. 
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
19. 
20. 
21. 
1.0000 
-0.0070 
0.0106 
0.2261 
0.2286 
-0.0549 
0.2258 
0.2326 
0.0894 
0.2076 
0.3553 
0.0660 
0.1884 
0.2587 
1.0000 
-0.0439 
-0.0090 
0,0090 
-0.1278 
-0.1187 
0.1096 
0.0445 
-0.0416 
-0.0210 
-0.0380 
0,0341 
-0.0029 
1.0000 
0.1499 
0.0644 
0.0640 
-0.0164 
-0.1180 
-0.0001 
0.1297 
-0.0174 
0,1775 
0,2222 
0.1707 
1.0000 
0,3620 
0.0311 
0,1152 
0,0325 
0,1700 
0,2394 
0.2779 
0.2424 
0.3554 
0.3466 
1.0000 
0.0940 
0.1360 
0.0879 
0.1792 
0.1080 
0.1833 
0.1055 
0.2105 
0.1926 
1.0000 
0.0216 
-0.3388 
0.0343 
0.0349 
0.0444 
0.0113 
-0.0036 
0.0130 
1.0000 
0.1410 
0.0450 
0.2567 
0.3791 
0.2232 
0.1929 
0.3321 
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Table 57. (Continued) 
15 16 17 18 19 20 21 
1. 
2 .  
3. 
4. 
5. 
6 .  
7. 
8 .  
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
19. 
20. 
21. 
1.0000 
0.1767 
0.0332 
0.0857 
0.0347 
0.1133 
0.0856 
1.0000 
0.0010 
0.0448 
0.1963 
0.1717 
0.1390 
1.0000 
0.4846 
0.4954 
0.5473 
0.7748 
1.0000 
0.3611 
0.4187 
0.7095 
1.0000 
0.6914 
0.7999 
1.0000 
0.8446 1.0000 
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Table 58. Correlation matrix for the variables of Category 6 listed on 
page 86 
1 2 3 4 5 6 7 
1. 
2 .  
3. 
4. 
5. 
6 .  
7. 
8 .  
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
19. 
20. 
1.0000 
0.0432 
-0.1509 
0.4375 
0.0565 
0.0586 
0.0795 
-0.0392 
-0.0443 
0.0009 
0.0887 
0.0100 
0.5270 
-0.0168 
0.0263 
0.2346 
0.1818 
0.2929 
0.3355 
0.3066 
1.0000 
-0.1072 
-0.1628 
-0.4830 
0.0968 
-0.3310 
0.0354 
-0.0553 
-0.2431 
-0.1098 
-0.0765 
-0.0282 
-0.0868 
-0.0923 
-0.2351 
-0.3160 
-0.0584 
-0.0756 
-0.2068 
1.0000 
-0.0970 
0.0647 
-0.0970 
0.0157 
—0.0664 
-0.1895 
-0.1261 
0.0069 
-0.0643 
-0.0814 
-0.1261 
—0.0644 
0.0465 
0.0024 
-0.0278 
-0.1668 
-0.0723 
1.0000 
0.1798 
0.0907 
0.2118 
-0.0837 
0.0488 
0.1637 
0.0334 
0.2419 
0.5164 
-0.1882 
0.0376 
0.4308 
0.4369 
0.4434 
0.3578 
0.4811 
1.0000 
0.0562 
0.3605 
-0.1023 
0.0440 
0.2271 
0.1998 
0.0098 
0.0219 
-0.0849 
0.0321 
0.1976 
0.3002 
0.0602 
0.1385 
0.2159 
1.0000 
-0.0389 
0.1769 
0.0688 
0.0754 
0.0728 
0.1213 
0.0818 
-0.1695 
0.0432 
-0.0018 
0.1021 
0.0882 
0.1065 
0.0901 
1.0000 
-0.1582 
0.0567 
0.2248 
0.3155 
0.1301 
0.2898 
0.0155 
0.0531 
0.1829 
0.4515 
0.1941 
0.1564 
0.3050 
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Table 58. (Continued) 
8 9 10 11 12 13 14 
1. 
2 .  
3. 
4. 
5. 
6 .  
7. 
8.  
9. 
10. 
11. 
12. 
13. 
14. 
15. 
16. 
17. 
18. 
19. 
20. 
1.0000 
-0.1695 
0.0573 
-0.0478 
-0.1087 
-0.0558 
0.1229 
0.0643 
-0.1513 
-0.1446 
-0.0841 
-0.0247 
-0.1048 
1.0000 
0.1421 
0.0197 
0.1825 
-0.0783 
-0.0039 
0.0818 
0.0317 
0.0653 
0.0131 
0.1590 
0.0088 
1.0000 
0.2434 
0.0390 
0.0430 
0.0427 
0.0820 
0.2346 
0.2797 
0.3270 
0.3541 
0.3688 
1.0000 
0.0282 
0.1801 
0.1165 
0.0830 
0.1496 
0.4008 
0.2243 
0.2651 
0.3190 
1.0000 
0.1863 
-0.5041 
0.0905 
0.1059 
0.2455 
0.1340 
0.1154 
0.1699 
1.0000 
-0.1220 
-0.0366 
0.2034 
0.3813 
0.2969 
0.2130 
0.3842 
1.0000 
0.1112 
-0.0418 
-0.1020 
-0.0309 
-0.0115 
-0.0077 
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Table 58. (Continued) 
15 16 17 18 19 20 
1 .  
2 .  
3. 
4. 
5. 
6 .  
7. 
8 .  
9. 
10. 
11. 
12. 
13. 
14. 
15. 1.0000 
16. 0.0142 1.0000 
17. 0.0032 0.4754 1.0000 
18. 0.0734 0.5469 0.4762 1.0000 
19. 0.0661 0.5121 0.4617 0.6120 1.0000 
20. 0.0672 0.7302 0.6985 0.7433 0.7004 1.0000 
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APPENDIX B 
Estimating the standard error of an individual 
Y by the square root of the residual mean square 
The formula for the standard error of a predicted value of Y for 
. . , is, in matrix notation given values of X^ , 
®Y 1 + - + [Xj X J rc] i ; 
where s is the square root of the residual mean square, n is equal to the 
number of students, - X., and [C] is the inverse of the [X'X] 
matrix where [X'] is the transpose of the [X] matrix. It should also be 
noted that 
( 
[X] 
11 
12 
i -in 
2^ 
The term under the square root is usually approximately equal to 1 
(this is the case for all six categories), hence the s term dominates the 
equation. Because of this the standard error of a predicted value of an 
individual Y is approximately equal to the square root of the residual 
mean square. 
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APPENDIX C 
Listing of some of the textbooks used by the community colleges 
during the four year period Included in the study 
The textbooks used for general physics included the following: 
1) Sears, F. W. and Zemansky, M. W. College physics. 2nd ed. Reading, 
Mass., Addison-Wesley Publishing Co., Inc. 1960. 
2) Bueche, F. Principles of physics. New York, N.Y., McGraw-Hill Book Co. 
1965. 
3) White, Harvey E. Modern college physics. 5th ed. Princeton, N.J., 
Van Nostrand. 1966. 
4) Miller, Franklin, Jr. College physics. New York, N.Y., Harcourt, Brace 
and World, Inc. 1959. 
The textbooks used for engineering physics included the following: 
1) Sears, F. W. and Zemansky, M. W. University physics. 3rd ed. 
Reading, Mass., Addison-Wesley Publishing Co., Inc. 1964. 
2) Halliday, D. and Resnick, R. Physics. New York, N.Y., John Wiley and 
Sons, Inc. 1962. 
