I. INTRODUCTION
The linking of sensory inputs across multiple receptive fields is a fundamental task of sensory processing. ' Such linkage is necessary to identify distinct objects, segment them from each other, and separate them from background.
The theoretical issues raised by this processing have been difficult to approach within the framework of most current neural-network models. This difficulty originates from using only the levels of activity in individual neurons to encode information. It has been suggested by von der Malsburg and Schneider' that global properties of stimuli are identified through correlations in the temporal firing patterns of different neurons. This concept gained support from a recent series of experiments by Eckhorn and co-workers and Gray, Singer, and co-workers, who showed that neurons in the cat primary visual cortex can exhibit oscillatory responses that are coherent over relatively large distances, and are sensitive to global properties of stimuli.
Before describing the model, we summarize the current status of experimental results that are relevant to our work ( Fig. 1) . (i) Neurons that respond to moving, oriented bars have a periodic component in their spiking output. The average period, approximately 20 -30 ms, appears to be the same for different neurons and is independent of the orientation of the stimulus.
(ii) The activity of neurons with overlapping receptive fields can be synchronized by the presentation of a single, oriented bar. The synchronization is fairly insensitive to the orientation preferences of the neurons [ Fig. 1(a) ].
(iii) Neurons with separate receptive fields will fire in synchrony only if bars that simultaneously pass through the individual fields have similar orientation. Interestingly, this occurs even though the coherent activity of neu- rons that share the same receptive field is largely independent of the orientation of the stimulus [Figs. 1(b) and 1(c)].
(iv) The strength of the synchronization of the activity of neurons with different receptive fields is significantly enhanced by the use of a single, long bar that extends across several fields, rather than two discontinuous, short bars. (v) The outputs of neurons with different receptive fields are not synchronized if the two stimuli move in opposite directions, even for neurons that respond vigorously to both directions of motion. (vi) There are no substantial phase shifts in the temporal coherence for any of the experimental paradigms.
The existence of temporal synchronization over relatively large distances in the cortex suggests that, already in primary visual areas, the processing of information is a cooperative process that involves neurons with different receptive fields. The global aspects of this process challenge the classical notion that processing in the primary visual areas is essentially confined to segregated groups of neurons with discrete receptive fields (see also Ref. 9 ).
Oscillations in neuronal activity in the visual cortex and their potential role in computation have been the topic of much recent investigation. ' Many of these works address the possible mechanisms that are responsible for the generation of cortical oscillations. ' The discrimination of visual stimuli based on their relative orientation was studied by Sporns et The interactions between the neuronal phases are assumed to encode information about the position and orientation of the stimulus. We postulate that they depend on the level of activity of the pre-and post-synaptic cell in a Hebb-like manner, i.e. , J(r, r ') = V(r) W(r, r ') V(r '), (2.4) V(r) = I (r), (2.5) as assumed in our previous work. ' However, as will be evident later, computational and sensitivity issues may require the use of a nonlinear relation. The term W'(r, r ') specifies the architecture of the connections and is independent of the external stimulus.
We assume an architecture for the network in which neurons are grouped into clusters, analogous to hypercolumns in the primary visual cortex (e.g., Refs. 29 and 30). The neurons in each cluster respond to a stimulus in a common receptive field. They are labeled by the spatial coordinates of the cluster, denoted R, and their preferred orientation 0, which is assumed to be uniformly distributed within each cluster (Fig. 3) .
Each neuron interacts with cells in the same cluster via short-range connections 8'RR(9, 9'), taken as 8'RR(9, 9') = Fs(9 9'), -s (2.6) where X is the total number of neurons in the cluster.
Neurons in different clusters interact via long-range connections WRR. ( 9, 9' ), taken as O'RR (9, 9')= FL(B 9'), RWR' .
-(2.7)
We have assumed for simplicity that 8'RR. (9, 9') does not depend on the spatial separation between the clusters.
The function Fs( 9 9') determines the f-eature specificity where V(r) is a function of I (r), the average firing rate of the neuron [(2.1) (3.2) and Xo is the total number of neurons in the cluster for which the value of VR (8) The ability of the network to discriminate between stimuli of different orientations is given by the dependence of JRR on the orientation of the stimulus to the Rth cluster relative to that for the R'th cluster. We define this difference as 60o, where b. 00 -= 00(R) -00(R ') . (3.3) RR ' (~00 )
The relation between JRR. and 60o is readily seen by rewriting (3. [(3.10) and (A4)]. (b) The contribution of the activity of each neuron to the interaction between neuronal phases [(3.11) ]. (c) The effective interaction between a pair of clusters for the connectivity in (a) [(3.12) ]. where the Heaviside function e{x) is 1 if x )0 and zero otherwise, and I o is a threshold parameter. The threshold is chosen to be I o= -, ' in (3.14). In all cases considered in this work, a =0 and thus CRR ( 0, 0',~) = ( cos [pR( 0, t ) pR, ( 0'-, t +~) ] ) and ERR, (0, 0', r) =0. (4.4) 
IV. AN%.I.YSIS DF THE MADEL
The sum over 0' includes all neurons X in a cluster. The sum over R' includes only clusters that are activated by the stimulus. These equations can be written in the from PR(0 t)=PR(0 t)+kR(t) BE (4.7) where the energy function E is (4.9) where 6$R(0) measures the phase of each neuron relative to QR, the average phase of its cluster. Inspection of (4.6) shows that~B5$R(0)/Bt~has a value on the order of Mean geld equationsNeglecting terms of order e, the dynamics of a single cluster are described by The order parameters MR(0) and i)'jR are defined by (4.14) Ps )Vs VR(8)MR (8) Ji(x) are the modified Bessel function of zero and first order, respectively. In deriving the above equations we assumed that there are no phase shifts within a cluster, i.e. , 1ttR is independent of 0. This may not be true if Fs(0 -0') has a strong inhibitory component.
In general, MR(0) can be found by self-consistently solving (4.14) and (4. 15) for a given Fs(0 0'). In the fol--lowing analysis, we restrict ourselves to the simple choice of uniform excitatory connections within a cluster, i.e, , Fs(0 0')=1 .
- (4.16) For this case, MR (0) In the limit of large X, the right-hand side of (4.13 (3.14) , is shown in Fig. 6 (a). The form of mR(0) for several levels of noise is shown in Fig. 6 
Autocorrelation functions
The value of mR(0) measures the temporal coherence of the individual neurons. Specifically, the long-time limit of the autocorrelation function [(4.3) ] is Neglecting terms of order e and using mean-field theory, the equations for 5$R(0, t ) reduce to 5$R(0, t ) =JR(0, t ) -WsMVR(0)sin[5(b~(0, t )] . (4.22) mR(0) =&(ps WsMR VR (0) (4.24) When the level of noise is below T~, the autocorrelation function decays from its initial value CR(0, 0)=1 to its long-time limit mR(0). This limiting value can be evaluated by numerical integration of (4.22 ). An approximate solution, valid for values of mR (0) [(3.14) ], for which Tc =0.12. (b) The dependence of the long-time limit of the average phase ma{0) = (cos5$R(0) ) [(4.18 [(4.10) ] is the addition of a term g (tR) . However, if one shifts all the phases of the neurons in the cluster by a global phase (tR), whose time derivative is gR(t), the equations of the shifted variables are identical to those of (4.10) . This implies that the effect of a uniform cluster noise is to multiply the correlation functions found without this noise [(4.24) and (4.26 (Fig. 7) 
Numerical results
We carried out numerical simulations of the phase equations for the case of two clusters, each simulated by a short bar. The parameters for these simulations were identical, when appropriate, to those for the numerical simulation for one cluster (Figs. 7 -9 ). We calculated the global phase PR(t) [(4.13)] for each cluster. The crosscorrelation CRR, (r) [(4.34) ] was calculated from the time dependence of the global phases, averaged over an interval of 2 X 10 /T&, for three values of b. oo (Fig. 11) Fig. 12 . The enhancement of the coherence with increasing values of K is pronounced for Xc (1 (Fig. 12) Fig. 13(a) ], or in a discontinuous manner, representing two distinct objects [ Fig. 13(b) ]. The total angle spanned by the stimulus 60o is the same for both arrangements. These results were derived from numerical simulations of (4.6) , using the parameters given in the legend to Fig. 10 Fig. 13(a) (Fig. 14) . To incorporate both direction and orientation, we define the tuning curves on the interval from 0 to 2m. rather than from 0 to m. Neurons that encode both direction and orientation have a single peak in their tuning curve. In contrast, neurons that encode only orientation have two peaks in their tuning curve, at 0 and 0+~. For simplicity, the double-peaked tuning curves are described as the sum of the tuning curves of two directional sensitive cells, one peaked at 0 and the other at 0+~.
There are three sets of long-range connections that may exist in this system. One corresponds to the connections between cells that are orientation selective but are insensitive to directions, i.e. , FI (8 9) [(2.7)], and -has a periodicity of vr. A second, designated FL(8 -8'), de- scribes the connections between cells that are sensitive to direction and has a periodicity of 2~. A third type describes the connections between neurons that are sensitive to direction and those that are not. These connections are taken to be zero, a simplification that will not effect the essence of our conclusions.
We consider the effective interaction for two experimental paradigms (Fig. 15) 
where a, and a2 are positive constants [ Fig. 15(a) ]. The interaction JR/. has a period of rr, as required for stationary stimuli.
The second paradigm involves moving stimuli. The most general form of the effective interaction for this case, denotJRi7'=Wl 2 I f d8d8'VR(8)[a3FL(9 -8')+a4FI'(8 8')]VR (8')- The interaction JRR" has a period 2m, as required. However, the contribution from Fl (8 -8') has periodicity m. Thus if FL (8 -9') has a maximum at 8 -8'=0, its contril bution to JRR" will result in a maximum in JzR" for both 50O=O and~. This will tend to synchronize clusters when the bars move in opposite directions through their respective receptive fields. An advantage of our phenomenological approach is that the description of the temporal and spatial coherence in the neurons involves few parameters, e.g. , the scales of short-range and long-range connection strength and the level of noise. These parameters can, in principle, be determined from the amplitude and time dependence of the measured correlation functions. Furthermore, there are predicted relationships among the correlation functions [(4.27) and (4.33) ]. An In order to achieve dependence of the coherence between the phases of a pair of neurons phases on the orientation of their respective stimuli, the coupling between the phases must depend on their levels of activity. We have modeled this dependence in a Hebb-like manner (2.4). However, the levels of activity, as represented by the tuning curves, are typically relatively broad. Our analysis implies that a simple linear dependence of the connections on each activity level, i.e. , V(r) = I (r) [(2.5) ], leads to relatively poor and computationally uninteresting discrimination for the case of purely excitatory connections (Appendix A). In the present work, we achieve an enhanced discrimination by adopting a highly nonlinear dependence of the connections on the average local levels of activity. The particular nonlinearity we chose was a threshold function, so that only neurons whose activity is above a minimum, substantial value can contribute to the interaction [(3.14) ]. An alternate possibility is to assume that the interactions depend on a power of the local activity, e.g. , J(r, r ') = I "(r) W(r, r ')I "(r ') with n )1. The The angular range of this interaction is roughly twice the width of the neuronal tuning curve [ Fig. 4(b) ].
Within the framework of a linear relationship between VR(0) and I R(0), a sharp dependence of JRR on b, 00 for forms of VR(0) that decay smoothly to zero requires the use of inhibitory as well as excitatory long-range connections. For the exponential form of VR (0) Ch, von der Malsburg and %. Schneider, Biol. Cybern. 54, 29 (1986).
