We prove the following result: A generic hyperplane section of the complement of a complex essential hyperplane arrangement has non-trivial higher homotopy groups.
is surjective.
The key ingredient for our proof of Theorem 2 is affine Lefschetz theorem of Hamm, which asserts that M(A) is homotopic to a finite ℓ-dimensional CW complex with which (ℓ − 1)-skelton is homotpic to U ∩ M(A). We obtain (ℓ − 1)-dimensional spheres in U ∩ M(A) as the boundaries of the ℓ-dimensional cells. And we show that these spheres generate the twisted homology group H ℓ−1 (U ∩ M(A), L), which is not zero for a generic local system L, using vanishing theorems.
Further, if the arrangement A is K(π, 1), that is, higher homotopy groups π k (M(A)) (k ≥ 2) are vanishing, then π k (U ∩ M(A)) = 0, k = 2, · · · , ℓ − 2.
Thus π ℓ−1 (U ∩ M(A)) is the first nonzero homotopy group. By Whitehead's theorem, π ℓ−1 (U ∩ M(A)) is isomorphic to H ℓ−1 ((U ∩ M(A))˜, Z), where (U ∩ M(A))˜is the universal covering. This fact enable us to obtain a precise presentation of π ℓ−1 (U ∩ M(A)) for a K(π, 1) arrangement A, see [DP1, DP2, PS] .
We note that as Randell proved in [Ra1] , the Hurewicz homomorphism
for the trivial constant sheaf is a zero map when j ≥ 2. So it is essential to consider the twisted version of the Hurewicz map.
Topology of complements
The cell decompositions of affine varieties or hypersurface complements are well studied subject. Let f ∈ C[x 1 , · · · , x ℓ ] be a polynomial and D(f ) := {x ∈ C ℓ | f (x) = 0} be the hypersurface complement defined by f .
Theorem 3 (Affine Lefschetz Theorem [Ha] ) Let U be a sufficiently generic hyperplane in C ℓ . Then, (a) The space D(f ) has the homotopy type of a space obtained from
Suppose i ℓ−1 is also isomorphic. Then as noted by A. Dimca ([DP1] , [Ra] ), the number of ℓ-dimensional cells attached would be equal to the Betti number b ℓ (D(f )) and the chain boundary map ∂ :
of the chain complex associated to the cell decomposition is equal to zero.
However in the case of hyperplane arrangements, homology groups and homomorphisms i p are deicribed in combinatorial terms of intersection poset. Let us recall some notation. Let A be a finite set of affine hyperplanes in C ℓ ,
be the set of nonempty intersections of elements of A with reverse inclusion
and the characteristic polynomial χ(A, t) by
Let E 1 = H∈A Ce H and E = ∧E 1 be the exterior algebra of E 1 , with p-th
Definition 4 Let I(A) be the ideal of E(A) generated by
The Orlik-Solomon algebra A(A) is defined by A(A) = E(A)/I(A).
Theorem 5 (Orlik-Solomon [OS] ) Fix a defining linear form α H for each H ∈ A. Then the correspondence e H → d log α H induces an isomorphism of graded algebras:
And the Betti numbers are given by
From the above description of cohomology ring of M(A), we have:
Theorem 6 Let A be a hyperplane arrangement in C ℓ and U be a hyperplane generic to A.
Proof. It is easily seen from the genericity that
In particular a generic intersection preserves the part of rank ≤ ℓ − 1.
. Now the theorem is the dual of this isomorphisms. Using these results inductively, the complement M(A) of the hyperplane arrangement A has a minimal cell decomposition. 
Proof of the main theorem
Let A be a hyperplane arrangement in C ℓ , U be a hyperplane generic to A and i : M(A) ∩ U ֒→ M(A) be the inclusion. Now we assume that A is essential, i.e. A contains linearly independent ℓ hyperplanes H 1 , · · · , H ℓ ∈ A.
Lemma 8 The Euler characteristic of M(A) ∩ U is not equal to zero, more precisely,
Given a hyperplane H ∈ A, we define A ′ = A \ {H} and A ′′ = A ′ ∩ H. Then characteristic polynomials for these arrangements satisfy an inductive formula:
By Theorem 5, the Euler characteristic χ(M(A)) of the complement is equal to χ(A, 1). Proof of the Lemma 8. From (1) and definition of the characteristic polynomial, we have
The proof of the lemma is by induction on the number of hyperplanes. If |A| = ℓ, A is linearly isomorphic to the Boolean arrangement, i.e. one defined by {x 1 · x 2 · · · x ℓ = 0}, for a certain coordinate system (x 1 , · · · , x ℓ ). In this case, χ(A, t) = (t − 1) ℓ , and we have (−1) ℓ−1 χ(M(A) ∩ U) = 1. Assume that A contains more than ℓ hyperplanes. We can choose a hyperplane H ∈ A such that A ′ = A \ {H} is essential. Then A ′′ = A ′ ∩ H is also essential, and obviously U is generic to A ′ and A ′′ . Thus we have
Before proving a theorem, let us recall the definition of local system homology. Let M be a manifold with universal covering M . A rank one local system L is given by a one-dimensional representation ρ : π 1 (M, * ) → C * of the fundamental group π 1 (M, * ). Then the twisted chain complex is defined as
with the boundary map
Let Σ be a simply connected closed manifold. Given a continuous map g : Σ −→ M, there exists a liftg : Σ −→ M of g since Σ is simply connected. Theng determines a cycle [g] 
If we fix base points * ∈ Σ and * ∈ M and a germ of flat section t ∈ L * at * ∈ M, we obtain a map
In particular, since the sphere S p is simply connected for p ≥ 2, we obtain the following generalization of the Hurewicz map,
From Theorem 3 (a) we may identify, under homotopy equivalence, M(A) with an ℓ-dimensional finite CW complex of which
We denote the attaching maps of ℓ-cells by φ k :
Let L be a rank one local system over M = M(A). For our purposes, it suffices to prove that h(
. It is a place to recall the vanishing theorem of homology groups for "generic" or non-resonant rank one local system L. Suppose that the local monodromy action for L at the hyperplane H is given by the multiplication by exp(2π √ −1λ H ). Let P ℓ be the projective space, which is a compactification of our vector space V . The projective closure of A is defined as
A subspace X ∈ A ∞ is called dense if (A ∞ ) X is not the product of two non-empty arrangements.
For a generic local system, the dimensions of local system homology groups are known by the following theorem. ( [ESV, Ko, STV, Yu] ).
Theorem 9 Assume L is a local system such that for dense subspace X,
be the twisted chain complex associated with the CW decomposition for M(A). Then from condition (2), the twisted chain complex for M(A) ∩ U is obtained by a truncation of (3) as
It is easily seen that if L is generic in the sense of Theorem 9, then the restriction i * L is also generic. Applying Theorem 9 to (3), only the ℓ-th homology survives. Similarly, only the (ℓ − 1)-st homology survives in (4), furthemore, from Lemma 8, H ℓ−1 (M(A) ∩ U, i * L) = 0. Thus we conclude that
is surjective. Since map (5) is defined by
{h(φ k )} k=1,···,b generate H ℓ−1 (M(A) ∩ U, i * L). This completes the proof of Theorem 2.
