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Abstract
The purpose of this article is to establish Jackson-type inequality in the polydiscs UN of CN for
holomorphic spaces X, such as Bergman-type spaces, Hardy spaces, polydisc algebra and Lipschitz
spaces. Namely,
Ek(f,X)
(−→1/k, f,X) ,
where Ek(f,X) is the deviation of the best approximation of f ∈ X by polynomials of degree at
most kj about the jth variable zj with respect to the X-metric and (−→1/k, f,X) is the corresponding
modulus of continuity.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction
Jackson’s theorem (see [4]) is an important result in the theory of approximation treat-
ing the deviation of the best approximation of a function by polynomials. It has been
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established for various classes of functions and for moduli of continuity of arbitrary order
(see [4,17,9,15,2,6,7,14,16]). In this paper we are concerned with an extension of Jack-
son’s theorem to holomorphic function spaces in the unit polydiscs. This is motivated by
the following well-known versions of Jackson’s theorem in the complex unit disc due to
Storozhenko [12,13], Sewell [11], and Jackson [8], respectively.
Theorem 1.1 (Storozhenko [12,13]). Let f ∈ Hp(U), the Hardy space in the complex unit
disc U with 0 < p < ∞, then for any k ∈ N we have
inf
Pk∈Mk
‖f − Pk‖Hp(U) C(p) sup|h|1/k supz∈U |f (e
ihz)− f (z)|,
whereMk denotes the set of all polynomials of degree at most k.
Theorem 1.2 (Sewell [11]). Let f ∈ A(U), the disc algebra, then
inf
Pk∈Mk
max
z∈U |f (z)− Pk(z)|C sup|h|1/k supz∈U
|f (eihz)− f (z)|.
Theorem 1.3 (Jackson [8]). Let f ∈ Lip(U), the Lipschitz space, then
inf
Pk∈Mk
max
z∈U |f (z)− Pk(z)| = O
(
1
k
)
.
Theorem 1.1 has been extended by Colzani [3] to the unit polydisc with the polynomial
spaces Mk replaced by Mk(UN), the polynomial spaces of degree k ∈ N in UN . In [1],
Anderson et al. considered the generalization of Theorem 1.3 to Jordan domains of the
complex plane.
The main purpose of this article is to extend Theorems 1.2 and 1.3 to the case of poly-
discs. Moreover, many other holomorphic spaces are also considered, such as Bergman-
type spaces, Hardy spaces and Sobolev spaces. Instead of the polynomial approximation in
Mk(UN) considered by Colzani, we shall consider further the approximation in Wk(UN)
of vector degree, i.e., the set of all polynomials whose degree about the jth variable’s are at
most kj for each j = 1, . . . , N . Here the degree k is a vector k = (k1, . . . , kN).
2. Preliminaries
Let UN be the unit polydisc of CN with the Shilov boundary T N (see [10]). For any
z = (z1, . . . , zN) ∈ CN , if we denote
‖z‖max = max
j=1,...,N |zj |,
then UN is the unit ball with respect to the above norm.
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We shall use the following abbreviated notations. We write
km =
N∏
j=1
kmj ,
−→1/k =
(
1
k1
, . . . ,
1
kN
)
,
−→
 = (11, . . . , NN)
for any k = (k1, . . . , kN) ∈ NN ,  = (1, . . . , N),  = (1, . . . , N), and non-negative
integer m. We also write d = d1 · · · dN . For any multi-index  = (1, . . . , N), we
denote || = 1 + · · · + N , z = z11 · · · zNN , and by  > 0 we mean that each component
j > 0. In polar coordinates we write z = r with r ∈ IN def= [0, 1)N and  ∈ T N .
For any non-negative functions f and g, we write fg, if there exists a positive constant
C such that f Cg. Analogously, we also write f ∼ g if fg and gf .
To consider the holomorphic Jackson’s theorem in polydiscs, our approach is to construct
the best approximation of polynomials with a kind of complexmeasures on T N , whose total
variations are given by generalized Jackson’s kernels:
T

k (	)
def=

 sin
k	
2
sin
	
2


2
.
For generalized Jackson kernels, we need the following results:
Lemma 2.1 (See DeVore et al. [4, p. 203]). Let k, ∈ N.
(A) There exists constants Cl,(k), such that the generalized Jackson Kernel
T

k (	) =
(k−1)∑
l=0
Cl,(k) cos l	.
(B) For each  ∈ N,
Bk,
def=
∫ 

−

T

k (	) d	 ∼ k2−1
as k → +∞; and there is a constant C for which
1
Bk,
∫ 

0
	uT k (	) d	Ck−u, u = 0, 1, . . . , 2− 2.
Lemma 2.2. Let  > 1 and k = (k1, . . . , kN) ∈ NN , then∫
[−
,
)N
N∏
j=1
∣∣∣T kj (j )
∣∣∣ (‖k‖max + 1) d = O(k2−1).
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Proof. For any x ∈ [0, 

2
], we have | sin kjx|kj | sin x| and sin x 2
x. Denote t = 2,
then ∫
[−
,
)
∣∣∣∣∣ sin
kj
2 j
sin j2
∣∣∣∣∣
t (|j kj | + 1) dj
= 2
∫
[0, 

kj
)
∣∣∣∣∣ sin
kj
2 j
sin j2
∣∣∣∣∣
t (
j kj + 1
)
dj + 2
∫
[ 

kj
,
)
∣∣∣∣∣ sin
kj
2 j
sin j2
∣∣∣∣∣
t (
j kj + 1
)
dj
2
∫
[0, 

kj
)
ktj
(
j kj + 1
)
dj + 2
t
∫
[ 

kj
,
)
−tj
(
j kj + 1
)
dj
= 2
(

2
2
kt−1j + 
kt−1j
)
+ 2
t
[
kj
t − 2 (k
t−2
j − 1)
2−t +
1
t − 1 (k
t−1
j − 1)
1−t
]
= O(kt−1j ).
Since
‖k‖max + 1 = |j0kj0 | + 1
N∏
j=1
(|j kj | + 1)
for some j0, we have∫
[−
,
)N
N∏
j=1
∣∣∣∣∣ sin
kj
2 j
sin j2
∣∣∣∣∣
t
(‖k‖max + 1) d

∫ 

−

· · ·
∫ 

−

N∏
j=1
∣∣∣∣∣ sin
kjj
2
sin j2
∣∣∣∣∣
t
N∏
j=1
(|j kj | + 1) d1 · · · dN
=
N∏
j=1
∫
[−
,
)
∣∣∣∣∣ sin
kjj
2
sin j2
∣∣∣∣∣
t
(|j kj | + 1) dj = O(kt−1).
This completes the proof. 
Now we introduce the required normalized complex measure dk () on [−
,
)N . We
ﬁx a > 0 and deﬁne
dk () = iNC kN
N∏
j=1
(j e
ij )1−kj
[
1− (j eij )kj+1
1− j eij
]a+1
d,
where
C
k
N =
N∏
j=1
(2
iAakj )
−1,
Aakj =
(kj + a)
(kj )(a + 1) .
Then dk () are normalized measures on [−
,
)N for any  ∈ (0, 1]N and k ∈ NN .
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There are two important facts related to these measures. One is that the total variation of
dk
def= dk () for  = (1, . . . , 1) is given by the generalized Jackson kernels; in fact, by
direct calculation we have
d|k| = |C kN |
N∏
j=1
T
a+1
2
kj
(j ) d.
The other is that the associated operators Pk
Pk[f ](z) =
∫
[−
,
)N
f (eiz) dk (), z ∈ UN, (2.1)
will provide the best approximation of polynomials.
Lemma 2.3. Let f be holomorphic on UN and  ∈ (0, 1]N .
(A) Pk[f ](z) is a polynomial of degree at most |k| −N ; moreover its jth variable’s degree
is at most kj − 1, j = 1, . . . , N ; Pk[1] ≡ 1.
(B) Pk[f ](z) has another integral formula:
Pk[f ](z) = C kN
∫
T N
f (z)
N∏
j=1

−kj
j (1− j )−(a+1) d (2.2)
for any  ∈ (0, 1)N .
Proof. We ﬁrst prove assertion (B). For any  = (1, . . . ,N) ∈ (0, 1)N , we can rewrite
(2.1) as
Pk[f ](z) = C kN
∫
T N
f (z)
N∏
j=1

−kj
j

1− kj+1j
1− j


a+1
d. (2.3)
Notice that the item in the brackets is a polynomial of  for k = (k1, . . . , kN) ∈ NN , so
that the integrand is holomorphic in { ∈ UN : j = 0, j = 1, . . . , N}.
From the binomial series (1− )a+1 = 1+∑∞l=1 blwl for any |w| < 1, we have
(1− kj+1j )a+1 = 1+
∞∑
l=1
bl
(kj+1)l
j , |j | < 1,
so that the integrand in (2.3) can be split into two parts
f (z)
N∏
j=1

−kj
j

1− kj+1j
1− j


a+1
= f (z)
N∏
j=1

−kj
j (1− j )−(a+1) +
∞∑
l=1
f (z)
N∏
j=1

−kj
j (1− j )−(a+1)bl
(kj+1)l
j .
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Since the second term is holomorphic in UN , its integral over T N vanishes, so that the
ﬁrst item produces formula (2.2).
To prove (A), write z ∈ CN in the form z = (z′, zN) where z′ ∈ CN−1. Now we apply
formula (2.2), write the integral over ′T N−1 × NT in iterated form, and then apply the
residue theorem to the integral over NT to obtain
Pk[f ](z) = C
∫
′T N−1
N−1∏
j=1

−kj
j (1− j )−(a+1) Res
(
g(N), 0
)
d′, (2.4)
where
g(N) = f (z)−kNN (1− N)−(a+1).
From the multiple power series f (z) =∑∞0 bz and the binomial series
(1− j )−(a+1) =
∞∑
l=0
(l + a + 1)
l!(a + 1) 
l
j
we have
g(N)= f (z)−kNN (1− N)−(a+1)
=
∞∑
1,...,N=0
b(1z1)
1 · · · (NzN)N −kNN
∞∑
l=0
(l + a + 1)
l!(a + 1) 
l
N
=
∞∑
1,...,N ,l=0
b(1z1)
1 · · · (N−1zN−1)N−1zNN (l + a + 1)
l!(a + 1) 
N−kN+l
N .
Thus,
Res
(
g(N), 0
)
=
∑
N+l=kN−1
b(1z1)
1 · · · (N−1zN−1)N−1zNN (l + a + 1)
l!(a + 1) ,
which is a polynomial of degree at most kN − 1 with respect to the variable zN .
From (2.4), we know that Pk[f ](z) is a polynomial of zN with degree at most kN − 1. In
view of the symmetry of the variables zj , the proof is complete. 
In [3], Colzani considered the approximation of polynomials from the space Mk def=
Mk(UN) with scalar degree in UN . In this article we shall consider the best approximation
by polynomials with vector degrees. More precisely, for any semi-normed space X on UN
with semi-norm ‖ · ‖X, we deﬁne the best approximation of f of order k by X as
Ek(f,X)
def= inf
Qk∈Wk
‖f −Qk‖X,
where Wk
def= Wk(UN) is the polynomial space of vector degrees, i.e., the set of all poly-
nomials whose degree about the jth variable’s are at most kj for each j = 1, . . . , N .
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The degree of approximation is provided by the moduli of continuity and the moduli of
smoothness.
Deﬁnition 2.4. Let X be a semi-normed space on UN with semi-norm ‖ · ‖X. For any
f ∈ X, and  = (1, . . . , N) > 0, we deﬁne the modulus of continuity of f as
(, f,X) def= sup−−−−−→|	′ − 	′′|∈I,N
∥∥∥f (ei	′z)− f (ei	′′z)∥∥∥
X
,
where
−−−−−→|	′ − 	′′| = (|	′1 − 	′′2|, . . . , |	′N − 	′′N |), I,N = [0, 1)× · · · × [0, N) and ei	
′
z =
(ei	
′
1z1, . . . , ei	
′
nzn).
Deﬁnition 2.5. Let X be a semi-normed space on UN . For any f ∈ X, l ∈ N, and  ∈
[0,∞), we deﬁne the slice modulus of smoothness of order l on X of f as
l (, f,X)
def= sup
0h
sup
∈UN
∥∥∥lhf ()∥∥∥X ,
where the higher differences are deﬁned as
lhf () = hl−1h f () =
l∑
m=0
(−1)l−m
(
l
m
)
f (eimh).
To study Jackson’s theorem on UN , we need the following key lemma:
Lemma 2.6. Let X be a semi-normed space on UN and f ∈ X, then for any k ∈ NN
Ek(f,X)(
−→1/k, f,X)
provided the following two conditions hold:
(A) There exists s > 0 such that s(−→, f,X)(‖‖max + 1)s(−→ , f,X) for any ,  ∈
[0,∞)N .
(B) For any m ∈ NN , there exists polynomial Gm of degree at most s1(mj − s2) with
respect to the jth variable, where s1 and s2 are two absolute constants inN, such that
‖Gm − f ‖X(−−→1/m, f,X).
Proof. Fix k = (k1, . . . , kN) ∈ NN . We take mj = [kj /s1] + s2 then s1(mj − s2)kj , so
that there exists a polynomialGm of degree at most s1(mj − s2)kj with respect to the jth
variable. By assumption, we get
‖Gm[f ] − f ‖sX  s
(−−→1/m, f,X)

(∥∥∥∥ km
∥∥∥∥
max
+ 1
)
s
(−→1/k, f,X)s (−→1/k, f,X) ,
where k/m = (k1/m1, . . . , kN/mN).
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Since Ek(f,X) = infQk∈Wk
‖f −Qk‖X, it follows that
Ek(f,X) ‖Gm[f ] − f ‖X .
Combining the above results, we have
Ek(f,X)
(−→1/k, f,X) ,
which completes the proof. 
The preceding lemma concerns the approximation of polynomials with vector degrees.A
similar result also holds in the scalar case, in which the modulus of smoothness with higher
orders is involved.
Lemma 2.7. Let X be a semi-normed space, f ∈ X and l ∈ N. Then for any k ∈ N,
Ek(f,X)l (1/k, f,X),
provided the following two conditions hold:
(A) There exists s > 0 such that sl (, f,X)(+ 1)sl (, f,X) for any ,  ∈ [0,∞).
(B) there exists a polynomial Gn of total degree at most s1(n − s2), where s1 and s2 are
two absolute constants inN, such that ‖Gn − f ‖Xl (1/n, f,X).
3. Bergman-type spaces
In this section, we consider the polynomial approximation in Bergman-type spaces. The
main result of this section is Theorem 3.5.
LetH(UN) be the set of all holomorphic functions inUN. For any Lebesgue measurable
function f in UN , the integral means are deﬁned by
Mq(r, f )=
[ ∫
T N
|f (r)|q dN()
]1/q
, 0 < q < +∞,
M∞(r, f )= sup
∈T N
|f (r)|,
where dN() is the normalized surface measure on T N .
Let 0 < p < ∞ and  = (1, . . . , N) > 0. We consider the weighted measure
dm(z) =
N∏
j=1
(1− |zj |2)−1+pj dm(z),
where dm is the normalized Lebesgue measure in UN . The weighted Bergman space
L
p,
a (U
N) is then deﬁned to be the set of all holomorphic functions f ∈ H(UN) with
‖f ‖Lp,a (UN ) =
(∫
UN
|f (z)|p dm(z)
)1/p
< +∞.
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The Bergman-type spaceHp,q,(UN) is the set of all f ∈ H(UN) for which ‖f ‖Hp,q,(UN )
<+∞, where
‖f ‖Hp,q,(UN ) =
(∫
IN
M
p
q (r, f ) dr
)1/p
,
‖f ‖H∞,q,(UN ) = sup
r∈IN
N∏
j=1
(1− r2j )jMq(r, f ).
Here dr denotes the weighted measure on IN
dr =
N∏
j=1
(1− r2j )−1+pj dr.
When p = q, Hp,q,(UN) turns out to be the weighted Bergman space Lp,a (UN).
Let Pm[f ] be the polynomial given by formula (2.1) for any f ∈ H(UN). If we consider
the following measure on [−
,
)N :
d,,am ()
def= |C mN |
N∏
j=1

(1−mj )
j (1− j )−1
N∏
j=1
T
(a+1)
2
mj+1 (j ) d (3.1)
for any 0 < j < 1,  > 0, and a > 0, then we have the following estimates:
Lemma 3.1. For any 0 < 1, m = (m1, . . . , mN) ∈ NN, and f ∈ H(UN),
|Pm[f ](z)− f (z)|
∫
[−
,
)N
∣∣∣f (eiz)− f (z)∣∣∣ d,,am (). (3.2)
Proof. It is well known that if g ∈ Hp(U) and 0 < p1 then for any 0 < r < 1 (see [5])(∫ 

−

∣∣∣g(rei	)∣∣∣ d	)p(1− r)p−1 ∫ 

−

∣∣∣g(ei	)∣∣∣p d	. (3.3)
By Lemma 2.3, we ﬁnd that for any  ∈ (0, 1)N
Pm[f ](z)− f (z) =
∫
[−
,
)N
[
f (eiz)− f (z)
]
dm(), (3.4)
where
dm() = dM,N() def= iNC mN
N∏
j=1
(j e
ij )1−mj
[
1− (j eij )mj+1
1− j eij
]a+1
d.
Disregarding the constant, we have
dm,N() = (NeiN )1−mN
[
1− (NeiN )mN+1
1− NeiN
]a+1
d
′
m,N−1(
′) dN,
where  = (′,N) and  = (′,N).
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To deal with the integral over [−
,
)N in (3.4), we ﬁrst rewrite it as an iterated integral
and then consider it as the integral over [−
,
). Therefore,
|Pm[f ](z)− f (z)|
∫
[−
,
)
|g(ei, z)| dN,
where g(ei, z) equals to
∣∣∣∣
∫
[−
,
)N−1
[f (eiz)− f (z)] d′m,N−1(′)
∣∣∣∣1−mNN
∣∣∣∣1− (NeiN )mN+11− NeiN
∣∣∣∣
a+1
.
Let h(ei, z) denote the integral
∫
[−
,
)N−1
[f (eiz)− f (z)]
[
1− (NeiN )mN+1
1− NeiN
]a+1
d
′
m,N−1(
′).
Then g(ei, z) = 1−mNN |h(ei, z)|, so that
|Pm[f ](z)− f (z)|1−mNN
∫
[−
,
)
|h(ei, z)| dN.
Since h(ei, z) is a holomorphic function of N = NeiN inA(U) for any ﬁxed z ∈ UN ,
we can invoke inequality (3.3). The resulting integral over [−
,
)N−1 can be dealt with
the same procedure as above. Finally, we can deduce that
|Pm[f ](z)− f (z)|
∫
[−
,
)N
∣∣∣f (eiz)− f (z)∣∣∣ d,,am (),
as desired. 
Lemma 3.2. Assume 0 <  1 and (a + 1) > 2. Then for any m ∈ NN and j =
1− 1
mj
(j = 1, . . . , N),
∫
[−
,
)N
(‖m‖max + 1) d,,am () = O(1) as m → ∞.
Proof. Recall that
d,,am ()=|C mN |
N∏
j=1

(1−mj )
j (1− j )−1
N∏
j=1
T
(a+1)
2
mj+1 (j ) d.
By Lemma 2.2, we have∫
[−
,
)N
(‖m‖max + 1)
N∏
j=1
T
(a+1)
2
mj+1 d = O
(
m(a+1)−1
)
.
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Observing that
N∏
j=1
(1− j )−1 = m−(−1), (1−mj )j ∼ 1 and
|C mN | ∼

 N∏
j=1
Aamj


−
∼

 N∏
j=1
maj


−
= m−a,
we obtain the desired result. 
Now we can show that Condition (A) in Lemma 2.6 holds for Bergman-type spaces.
Lemma 3.3. Let 0 < p, q∞, s = min{1, p, q}, f ∈ Hp,q,(UN), then
s(
−→
, f,Hp,q,(UN))(‖‖max + 1)s(, f,Hp,q,(UN)).
Proof. By Deﬁnition 2.4,
(
−→
, f,Hp,q,(UN)) = sup−−−−−→|	′ − 	′′|∈I,N
∥∥∥f (ei	′z)− f (ei	′′z)∥∥∥
Hp,q,(UN )
.
Assume
−−−−−→|	′ − 	′′| ∈ I,N and take m = [‖‖max]. Then
|	′j − 	′′j | < ‖‖maxj < (m+ 1)j , j = 1, 2, . . . , N.
For simplicity, we only consider the case 	′j < 	
′′
j for any j = 1, 2, . . . , N . The other
cases can be proved in the same way. We take an equidistant partition of I	′′,N\I	′,N =
[	′1, 	′′1)× · · · × [	′N, 	′′N), i.e.,
[	′j , 	′′j ) =
m⋃
l=0
[	l,j , 	l+1,j ),
where 	l,j = 	′j +
l
m+ 1 (	
′′
j − 	′j ), j = 1, 2, . . . , N. Denote 	l = (	l,1, . . . , 	l,N ), then
−−−−−−→|	l − 	l+1| ∈ I,N .
Denote s = min{1, p, q}. We claim that
∥∥∥f (ei	′z)− f (ei	′′z)∥∥∥s
Hp,q,(UN )

m∑
l=0
∥∥∥f (ei	l z)− f (ei	l+1z)∥∥∥s
Hp,q,(UN )
. (3.5)
With this claim, we have∥∥∥f (ei	′z)− f (ei	′′z)∥∥∥s
Hp,q,(UN )
 (m+ 1)s(, f,Hp,q,(UN))
 (‖‖max + 1)s(, f,Hp,q,(UN)).
Hence, by Deﬁnition 2.4,
s(
−→
, f,Hp,q,(UN))(‖‖max + 1)s(, f,Hp,q,(UN)).
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It remains to prove claim (3.5). We need only to consider the case 0 < p, q < ∞, since
the case of p = ∞ or q = ∞ follows from the limit process. Notice, that for 0 < r < 1
∣∣∣f (rei	′z)− f (rei	′′z)∣∣∣  m∑
l=0
∣∣∣f (rei	l+1z)− f (rei	l z)∣∣∣ .
When 1q < +∞, it follows from Minkowski’s inequality that
Mq
(
r, f (ei	
′
z)− f (ei	′′z)
)

m∑
l=0
Mq
(
r, f (ei	l+1z)− f (ei	l z)
)
. (3.6)
If 0 < q < 1, we have
M
q
q
(
r, f (ei	
′
z)− f (ei	′′z)
)

m∑
l=0
M
q
q
(
r, f (ei	l+1z)− f (ei	l z)
)
, (3.7)
since (|a| + |b|)q |a|q + |b|q for any (a, b) ∈ C2.
We split the discussion into four cases:
(i) 1p < +∞, 1q < +∞.
From Minkowski’s inequality and (3.6), we get
∥∥∥f (ei	′z)− f (ei	′′z)∥∥∥
Hp,q,(UN )

m∑
l=0
∥∥∥f (ei	l z)− f (ei	l+1z)∥∥∥
Hp,q,(UN )
.
(ii) 0 < q < 1, 0 < qp < +∞.
Since
p
q
1, from (3.7) and Minkowski’s inequality we obtain
∥∥∥f (ei	′z)− f (ei	′′z)∥∥∥q
Hp,q,(UN )

m∑
l=0
∥∥∥f (ei	l z)− f (ei	l+1z)∥∥∥q
Hp,q,(UN )
.
(iii) 0 < q < 1, 0 < pq1.
Since p/q1, we have (|a| + |b|)p/q |a|p/q + |b|p/q , so that (3.7) implies∥∥∥f (ei	′z)− f (ei	′′z)∥∥∥p
Hp,q,(UN )

∫
IN
[
m∑
l=0
M
q
q
(
r, f (ei	l z)− f (ei	l+1z)
)] pq
dr

m∑
l=0
∥∥∥f (ei	l z)− f (ei	l+1z)∥∥∥p
Hp,q,(UN )
.
(iv) 0 < p < 1, 1q < +∞.
Since p/q1, by (3.6) we have∥∥∥f (ei	′z)− f (ei	′′z)∥∥∥p
Hp,q,(UN )
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
∫
IN
[
m∑
l=0
M
q
q
(
r, f (ei	l z)− f (ei	l+1z)
)] pq
dr

m∑
l=0
∥∥∥f (ei	l z)− f (ei	l+1z)∥∥∥p
Hp,q,(UN )
. 
InHardy spacesHp(UN),which consist of allf ∈ H(UN) such that supr∈[0,1)N Mp(r, f )
is ﬁnite, we have the following similar conclusion:
Lemma 3.4. Let f ∈ Hp(UN), 0 < p < +∞, s = min{1, p}, then
s(
−→
, f,Hp(UN))(‖‖max + 1)s(, f,Hp(UN))
for any  = (1, . . . , N) > 0,  = (1, . . . , N) > 0.
With the above preparation we can establish the main result of this section.
Theorem 3.5. Let 0 < p, q +∞, f ∈ Hp,q,(UN), then for any k = (k1, . . . , kN) ∈
NN ,
Ek(f,H
p,q,(UN))
(−→1/k, f,Hp,q,(UN)) .
Proof. Let Pm[f ] be the polynomial in (2.1) and let s = min{1, p, q}. We claim that
‖Pm[f ] − f ‖sHp,q,(UN ) 
∫
[−
,
)N
∥∥∥f (eiz)− f (z)∥∥∥s
Hp,q,(UN )
d,s,am (). (3.8)
We need only to prove (3.8) for 0 < p, q < ∞, since the remaining cases can be proved
by suitable modiﬁcation. Set  = s in (3.2), take the q/sth power, then integrate over T N ,
and apply Fubini’s theorem to yield
Msq (r, Pm[f ] − f ) 
∫
[−
,
)N
Msq
(
r, f (eiz)− f (z)
)
d,s,am ().
The claim then follows from Minkowski’s inequality.
From (3.8), we have
‖Pm[f ] − f ‖sHp,q,(UN ) 
∫
[−
,
)N
s
(
¯, f,Hp,q,(UN)
)
d,s,am (),
where ¯ denotes the vector (|1|, . . . , |N |).
Pick a > 0 such that s(a + 1) > 2. By Lemmas 3.3 and 3.2 we obtain
‖Pm[f ] − f ‖sHp,q,(UN )
s
(−−→1/m, f,Hp,q,(UN)) ∫
[−
,
)N
(‖m‖max + 1) d,s,am ()
s
(−−→1/m, f,Hp,q,(UN)) . (3.9)
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Applying Lemmas 2.6, 3.3, and 2.3, we ﬁnally get
Ek(f,H
p,q,(UN))
(−→1/k, f,Hp,q,(UN)) . 
4. Sobolev space
Let 0 < p, q +∞,  > 0, m ∈ Z+. The function f ∈ H(UN) is said to belong
to the Sobolev space Wmp,q,(UN) if Df ∈ Hp,q,(UN) for any  = (1, . . . ,N) ∈ ZN+
with ||m, where
D = 
||
z11 · · · zNN
.
For the Sobolev spaces, we have the following Jackson’s theorem:
Theorem 4.1. Let 0 < p∞, 1q∞ and let m be a non-negative integer. If f ∈
Wmp,q,(U
N), then for any k ∈ N
Ek(f,H
p,q,(UN))
∑
||=m
1
km
· 
(
1
k
,Df,Hp,q,(UN)
)
.
We need some lemmas before proving Theorem 4.1.
Lemma 4.2. Let g ∈ H(UN) and 0 < p, q∞, then for any  ∈ (0,∞)N
(, g,Hp,q,(UN))
N∑
j=1
j
∥∥∥∥ gzj
∥∥∥∥
Hp,q,(UN )
.
Proof. Let z ∈ UN and write z = r with r ∈ [0, 1)N and  ∈ T N . We ﬁx h =
(h1, . . . , hN) ∈ I,N and denote
j =
(
r11, . . . , rj−1j−1
)
, j =
(
rj+1eihj+1j+1, . . . , rNeihNN
)
.
Consequently,
|g(eihz)− g(z)| = |g(reih)− g(r)|

N∑
j=1
|g(j , rj eihj j ,j )− g(j , rjj ,j )|
=
N∑
j=1
∣∣∣∣
∫ hj
0
g
	j
(j , rj e
i	j j ,j ) d	j
∣∣∣∣ .
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If 1q < ∞, then Minkowski’s inequality shows
Mq
(
r, g(eihz)− g(z)
)
=
(∫
T N
∣∣∣g(reih)− g(r)∣∣∣q dN()
)1/q

N∑
j=1
(∫
T N
∣∣∣∣
∫ hj
0
g
	j
(j , rj e
i	j j ,j ) d	j
∣∣∣∣
q
dN()
)1/q

N∑
j=1
∫ hj
0
(∫
T N
∣∣∣∣ g	j (j , rj ei	j j ,j )
∣∣∣∣
q
dN()
)1/q
d	j .
Therefore,
Mq
(
r, g(eihz)− g(z)
)

N∑
j=1
jMq
(
r,
g
zj
)
.
For q = +∞,
M∞
(
r, g(ei	z)− g(z)
)
 sup
∈T N
N∑
j=1
∫ hj
0
∣∣∣∣ zj g
(
j , rj e
i	j j ,j
)∣∣∣∣ d	
 sup
∈T N
N∑
j=1
hj
∣∣∣∣ gzj (rei	0)
∣∣∣∣

N∑
j=1
jM∞
(
r,
g
zj
)
.
Moreover, in case of 1q +∞, 0 < p < +∞
M
p
q
(
r, g(eihz)− g(z)
)

N∑
j=1
pj M
p
q
(
r,
g
zj
)
,
so that
∥∥∥g(eihz)− g(z)∥∥∥
Hp,q,(UN )

N∑
j=1
j
∥∥∥∥ gzj
∥∥∥∥
Hp,q,(UN )
,
which implies
(, g,Hp,q,(UN))
N∑
j=1
j
∥∥∥∥ gzj
∥∥∥∥
Hp,q,(UN )
.
It is clear that the inequality also holds true in case of p = +∞. 
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Corollary 4.3. Let g ∈ H(UN), 0<p +∞, and 1q +∞, then for any 0<<+∞
(, g,Hp,q,(UN))
N∑
j=1
∥∥∥∥ gzj
∥∥∥∥
Hp,q,(UN )
.
Lemma 4.4. Suppose Qj ∈ H(UN), j = 1, 2, . . . , N, then there exists P ∈ H(UN)
such that
P
zj
(z) = Qj (z), j = 1, 2, . . . , N, (4.1)
if and only if
Qj
zi
(z) = Qi
zj
(z), i, j = 1, 2, . . . , N. (4.2)
When (4.2) holds, the solutions are given by
P(z)=
∫ z1
0
Q1(1, z2, . . . , zN) d1 +
∫ z2
0
Q2(0, 2, z3, . . . , zN) d2
+ · · · +
∫ zN
0
QN(0, . . . , 0, N) dN + C, (4.3)
where C is a constant.
Proof. We only need to verify the sufﬁciency. Namely, for any given Qj ∈ H(UN) satis-
fying (4.2), if we take P as in (4.3) then P is a solution of Eq. (4.1). Indeed,
P
zj
(z)=
∫ z1
0

zj
Q1(1, z2, . . . , zN) d1 +
∫ z2
0

zj
Q2(0, 2, z3, . . . , zN) d2
+ · · · + 
zj
∫ zj
0
Qj (0, . . . , 0, j , zj+1, . . . , zN) dj
=
∫ z1
0

z1
Qj (1, z2, . . . , zN) d1 +
∫ z2
0

z2
Qj (0, 2, z3, . . . , zN) d2
+ · · · +Qj (0, . . . , 0, zj , zj+1, . . . , zN)
=Qj (z1, . . . , zN)−Qj (0, z2, . . . , zN)+Qj (0, z2, . . . , zN)
+ · · · −Qj (0, . . . , 0, zj , . . . , zN)+Qj (0, . . . , 0, zj , . . . , zN)
=Qj (z). 
In Sobolev space, we estimate the error of the polynomial approximation by the slice
modulus of smoothness. To this end, we need to modify the approximation polynomial
given by (2.1). Namely, we deﬁne
Fk[f ](z) def=
∫
[−
,
)
f (eiz) d()
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for any 0 <  < 1, k ∈ N, z ∈ UN . Here
d() = (Aak)−1(ei)1−k
[
1− (ei)k+1
1− ei
]a+1
d
being the normalized Lebesgue measure on [−
,
)N for any ﬁxed a > 0.
Lemma 4.5. Let f ∈ H(UN), then
(A) Fk[f ](z) is a polynomial of degree at most k − 1; Fk[1] ≡ 1.
(B) For any 0 < p, q < ∞ and  > 0 we have
‖Fk[f ] − f ‖Hp,q,(UN )
(
1
k
, f,Hp,q,(UN)
)
.
(C) For any 1 i, jN

zi
Fk
[
f
zj
]
(z) = 
zj
Fk
[
f
zi
]
(z).
Proof. (A) follows from Lemma 2.3. (B) follows from the same ideas as in the proof of
Theorem 3.5. (C) follows from the integral representation of Fk. 
Now we can give the proof of the main result in this section.
Proof of Theorem 4.1. Letm and k be integers and km+1. For the proof of the theorem
it is sufﬁcient to construct linear operators Pm,k with the following properties: For any f ∈
H(UN), Pm,k[f ](z) is a polynomial of degree at most k satisfying

zi
Pm,k
[
f
zj
]
(z) = 
zj
Pm,k
[
f
zi
]
(z) (4.4)
for any i, j = 1, 2, . . . , N , and, furthermore, if f ∈ Wmp,q,(UN) then
∥∥Pm,k[f ] − f ∥∥Hp,q,(UN ) ∑
||=m
1
km

(
1
k
,Df,Hp,q,(UN)
)
. (4.5)
To construct Pm,k we apply induction on m. When m = 0 we set P0,k = Fk . In this
case the properties follow from Lemma 4.5. Assume now that the properties hold true for
m = l0.
For m = l + 1 and f ∈ Wmp,q,(UN), we have Df ∈ Hp,q,(UN), || = l + 1.
Applying the inductive assumption to
f
zj
(j = 1, 2, . . . , N), then for any km = l + 1
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we get ∥∥∥∥Pl,k−1
[
f
zj
]
− f
zj
∥∥∥∥
Hp,q,(UN )

∑
||=l
1
(k − 1)l · 
(
1
k − 1 ,
||+1
zzj
f,Hp,q,(UN)
)
(4.6)
and

zi
Pl,k−1
[
f
zj
]
= 
zj
Pl,k−1
[
f
zi
]
∀ i, j = 1, 2, . . . , N.
Motivated by Lemma 4.4, we introduce the operator:
T (Q1, . . . ,QN)(z)=
∫ z1
0
Q1(1, z2, . . . , zN) d1 +
∫ z2
0
Q2(0, 2, z3, . . . , zN) d2
+ · · · +
∫ zN
0
QN(0, . . . , 0, N) dN .
If we set
P ∗l+1,k[f ](z) = T
(
Pl,k−1
[
f
z1
]
, . . . , Pl,k−1
[
f
zN
])
(z)
then, by construction, P ∗l+1,k[f ](z) is a polynomial of degree at most k, and Lemma 4.4
tells us that

zj
P ∗l+1,k[f ](z) = Pl,k−1
[
f
zj
]
(z),
which implies

zj
P ∗l+1,k
[
f
zi
]
(z) = Pl,k−1
[
2f
zizj
]
(z) = 
zi
P ∗l+1,k
[
f
zj
]
(z).
On the other hand, by (4.6) and Lemma 3.3 we have∥∥∥∥ zj P ∗l+1,k[f ] −
f
zj
∥∥∥∥
Hp,q,(UN )
=
∥∥∥∥Pl,k−1
[
f
zj
]
− f
zj
∥∥∥∥
Hp,q,(UN )

∑
||=l
1
(k − 1)l · 
(
1
k − 1 ,
||+1
zzj
f,Hp,q,(UN)
)

∑
||=l
1
kl
· 
(
1
k
,
||+1
zzj
f,Hp,q,(UN)
)
,
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so that Lemma 4.2 shows

(
1
k
, P ∗l+1,k[f ] − f,Hp,q,(UN)
)

N∑
j=1
1
k
∥∥∥∥ zj P ∗l+1,k[f ] −
f
zj
∥∥∥∥
Hp,q,(UN )

∑
||=l+1
1
kl+1
· 
(
1
k
,Df,Hp,q,(UN)
)
. (4.7)
Thus, the same argument as in (3.9) shows
||P0,kf − f ||Hp,q,(UN )
(
1
k
, f,Hp,q,(UN)
)
.
Now, replacing f with P ∗l+1,k[f ] − f and applying (4.7) yields∥∥P0,k [P ∗l+1,k[f ] − f ]− (P ∗l+1,k[f ] − f )∥∥Hp,q,(UN )

(
1
k
, P ∗l+1,k[f ] − f,Hp,q,(UN)
)

∑
||=l+1
1
kl+1
· 
(
1
k
,Df,Hp,q,(UN)
)
.
Motivated by this inequality, we can deﬁne
Pl+1,k[f ](z) = P ∗l+1,k[f ](z)+ P0,k[f ](z)− P0,k[P ∗l+1,k[f ]](z),
so that the preceding inequality shows exactly that (4.5) holds true. Clearly, Pl+1,k[f ](z)
is a polynomial of degree at most k, and Pl+1,k[f ](z) satisﬁes (4.4).
From Lemmas 2.7 and 3.4, we get the desired result. 
5. Hardy spaces
As in Bergman-type spaces and Sobolev spaces, we can establish similar conclusions in
Hardy spaces Hp(UN).
Theorem 5.1. Let 0 < p +∞, f ∈ Hp(UN), then for any k ∈ NN,
Ek(f,H
p(UN))
(−→1/k, f,Hp(UN)) .
Proof. Denote s = min{1, p} and set  = s in (3.2), then for any m ∈ NN
|Pm[f ](z)− f (z)|s 
∫
[−
,
)N
∣∣∣f (eiz)− f (z)∣∣∣s d,s,am ().
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By Minkowski’s inequality
‖Pm[f ](z)− f (z)‖sHp(UN )
= lim
r→1−
Msp (r, Pm[f ] − f )
 lim
r→1−
∫
[−
,
)N
Msp
(
r, f (eiz)− f (z)
)
d,s,am ()
=
∫
[−
,
)N
∥∥∥f (eiz)− f (z)∥∥∥s
Hp(UN )
d,s,am ()

∫
[−
,
)N
s
(
¯, f,Hp(UN)
)
d,s,am ().
Here we used the monotone convergence theorem. By Lemmas 3.2 and 3.4, the above item
can be further estimated by
s
(−−→1/m, f,HP (UN)) ∫
[−
,
)N
(‖m‖max + 1) d,s,am ()
s
(−−→1/m, f,HP (UN)) .
The result then follows from Lemmas 2.6 and 3.4. 
Deﬁnition 5.2. Let 0 < p + ∞,  > 0, and m be a non-negative integer. A function
f ∈ H(UN) is said to belong to Hardy–Sobolev space Wpm(UN) if Df ∈ Hp(UN) for
any multi-index  with ||m.
A similar argument as in Theorem 4.1 gives the following result:
Theorem 5.3. Let 1p +∞ and m be a non-negative integer. If f ∈ Wpm(UN) then
Ek(f,H
p(UN))
∑
||=m
1
km
· 
(
1
k
,Df,Hp(UN)
)
.
This extends the result of Colzani [3] for m = 0.
6. Polydisc algebra
The polydisc algebra A(UN) is the class of all holomorphic functions in UN with con-
tinuous extension to the closure of UN . Recalling the notation Bk, in Lemma 2.1 we
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deﬁne
Ik[f ](z) def= 1
Bk,
∫ 

−

l∑
u=1
(−1)1+u
(
l
u
)
f (eiuz)T

k () d 
for any ﬁxed l, ∈ N.
Lemma 6.1. Let f ∈ A(UN) and k ∈ N, then Ik[f ](z) is a polynomial of degree at most
(k − 1).
Proof. Fix z ∈ T N . From the homogeneous expansion f (z) =
∞∑
m=0
Pm(z), Lemma 2.1
implies that for u = 1, 2, . . . , l∫ 

−

f (eiuz)Tk,() d
=
∫ 

−

∞∑
m=0
Pm(z)e
imu ·
(k−1)∑
l=0
Cl cos l d
=
∑
mu(k−1)
CmuPm(z)
∫ 

−

eimu cosmu d.
This shows Ik[f ](z) is a polynomial of degree at most (k − 1). 
Lemma 6.2 (DeVore et al. [4]). Suppose 0 < ,  < +∞, f ∈ A(U), then
l
(
, f,A(U)
)
(+ 1)ll (, f,A(U)).
Lemma 6.3. Suppose 0 < ,  < +∞, f ∈ A(UN), then
l
(
, f,A(UN)
)
(+ 1)ll (, f,A(UN)).
Proof. For any  ∈ T N , consider the slice function f of f, where f() = f (),  ∈ U.
Then Lemma 6.2 implies
l (, f, A(U))(+ 1)ll (, f, A(U)).
By Deﬁnition 2.5 we have
l (, f, A(U))l (, f,A(UN))
for arbitrary  ∈ T N , so that
l (, f, A(U))(+ 1)ll (, f,A(UN)).
Again from Deﬁnition 2.5 we have
l (, f,A(UN))(+ 1)ll (, f,A(UN)). 
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The following theorem is our main result in A(UN), which recovers Theorem 1.2 when
N = 1 and l = 1.
Theorem 6.4. Let f ∈ A(UN), then for any k, l ∈ N,
Ek(f,A(U
N))
def= inf
Pk∈Mk
max
z∈UN
|f (z)− Pk(z)|l
(
1
k
, f,A(UN)
)
.
Proof. For any  ∈ T N , from the deﬁnition of l2f () and Lemma 6.3 we get
∣∣Ik[f ]()− f ()∣∣ = 2
Bk,
∣∣∣∣∣
∫ 

2
− 
2
(−1)l+1l2f ()T k (2) d
∣∣∣∣∣
 2
Bk,
∫ 

2
− 
2
l (2||, f,A(UN))T k (2) d
 4
Bk,
l
(
1
k
, f,A(UN)
)∫ 

2
0
(1+ 2k)lT k (2) d
= 2
Bk,
l
(
1
k
, f,A(UN)
)∫ 

0
l∑
u=0
(
l
u
)
(k	)uT k (	) d	.
Setting 2 > l + 1 and applying Lemma 2.1 we ﬁnd
∣∣Ik[f ]()− f ()∣∣ C · l
(
1
k
, f,A(UN)
)
.
The result now follows from Lemmas 2.7 and 6.3. 
7. Lipschitz spaces
The Lipschitz space Lip(UN), 0 < 1, consists of all holomorphic functions f ∈
A(UN) satisfying
|hf ()| = |f (eih)− f ()|L|h|
for any  ∈ T N and h ∈ R. Here L > 0 being the so-called Lipschitz constant.
Deﬁnition 7.1. Let m ∈ Z+. The function f ∈ A(UN) is said to belong to the Lipschitz
space Lipm (UN) if Df ∈ Lip(UN) for any ||m.
Theorem 7.2. If f ∈ Lipm (UN) then
Ek(f,A(U
N))LCm,
km+
, k ∈ N.
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Proof. By induction, one can easily verify that for any f ∈ A(UN)
m+1h f (e
i	0)
=
∫
[0,h]m+1
dm+1f
d	m+1
(
ei(	0+r1+···+rm+rm+1)
)
drm+1 dr
=
∫
[0,h]m
dmf
d	m
(
ei(	0+h+r1+···+rm)
)
− d
mf
d	m
(
ei(	0+r1+···+rm)
)
dr. (7.1)
If f ∈ Lipm (UN) then Df ∈ Lip(UN), ||m, so that
|Df (eih)−Df ()|L|h|.
Since
df
d	
(ei	) = i
N∑
j=1
f
zj
(ei	)ei	j ,
we have∣∣∣∣dfd	 (eih)− dfd	 ()
∣∣∣∣ 
N∑
j=1
∣∣∣∣ fzj (eih)eih −
f
zj
()
∣∣∣∣

N∑
j=1
∣∣∣∣ fzj (eih)
∣∣∣∣ ∣∣∣eih − 1
∣∣∣+ N∑
j=1
∣∣∣∣ fzj (eih)−
f
zj
()
∣∣∣∣
= O(h)
for 0 < 1, namely, f	 (e
i	), as a function of 	, is a Lipschitz function of degree . By
induction, we know that 
m
f
	m (e
i	), as a function of 	, is a Lipschitz function of degree .
Therefore, formula (7.1) implies∣∣∣m+1h f ()∣∣∣ L|h|m+.
Hence
m+1
(
1
k
, f,A(UN)
)
 L
km+
.
The result now follows from Theorem 6.4. 
When N = 1 and m = 0, Theorem 7.2 recovers Theorem 1.3.
References
[1] J.M.Anderson,A. Hinkkanen, F.D. Lesley, On theorems of Jackson and Bernstein type in the complex plane,
Constr. Approx. 4 (1988) 307–319.
[2] V. Andrievskii, Harmonic version of Jackson’s Theorem in the complex plane, J. Approx. Theory 90 (1997)
224–234.
198 G. Ren, M. Wang / Journal of Approximation Theory 134 (2005) 175–198
[3] L. Colzani, Jackson theorems in Hardy spaces and approximation by Riesz means, J. Approx. Theory 49
(1987) 240–251.
[4] R.A. DeVore, G.G. Lorentz, Constructive Approximation, Springer, Berlin, 1993.
[5] J.B. Garnett, Bounded Analytic Functions, Academic Press, NewYork, 1981.
[6] Y. Kryakin,W. Trebels, q-moduli of continuity inHp(D), p> 0, and an inequality of Hardy and Littlewood,
J. Approx. Theory 115 (2002) 238–259.
[7] V.A. Kostova, On a generalization of Jackson’s Theorem inRm, Math. Balkanica (N.S.) 12 (1998) 109–118.
[8] D. Jackson, On approximations by trigonometrical sums and polynomials, Trans.Amer. Math. Soc. 13 (1912)
491–515.
[9] S.M. Nikol’skii, Approximation of Functions of Several Variables and Imbedding Theorems, Springer, New
York-Heidelberg, 1975.
[10] W. Rudin, Function Theory in Polydiscs, Benjamin, NewYork, 1969.
[11] W.E. Sewell, Degree ofApproximation by Polynomials in the Complex Domain, Princeton University Press,
Princeton, NJ, 1942.
[12] E.A. Storozhenko,Approximation of functions of classHp , 0<p1, Math. USSR-Sb. 34 (1978) 527–545.
[13] E.A. Storozhenko, Theorem of Jackson type in Hp , 0<p< 1, Math. USSR-Izv. 17 (1981) 203–218.
[14] S.B. Vakarchuk, On the best polynomial approximation in some Banach spaces of functions that are analytic
in the unit disc, Math. Notes 55 (3–4) (1994) 338–343.
[15] J.L. Walsh, Interpolation and Approximation by Rational Functions in the Complex Domain, American
Mathematical Society, Providence, RI, 1965.
[16] J.L.Walsh, E.B. Saff, Extensions of D. Jackson’s theorem on best complex polynomial mean approximations,
Trans. Amer. Math. Soc. 138 (1969) 61–69.
[17] A. Zygmund, Trigonometric Series, vol. 1, Cambridge University Press, Cambridge, UK, 1959.
