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Abstract Stochastic gradient methods (SGMs) have been extensively used for solving stochastic problems or
large-scale machine learning problems. Recent works employ various techniques to improve the convergence
rate of SGMs for both convex and nonconvex cases. Most of them require a large number of samples in
some or all iterations of the improved SGMs. In this paper, we propose a new SGM, named PStorm, for
solving nonconvex nonsmooth stochastic problems. With a momentum-based variance reduction technique,
PStorm can achieve a near-optimal complexity result O˜(ε−3) to produce a stochastic ε-stationary solution, if
a mean-squared smoothness condition holds. Different from existing near-optimal methods, PStorm requires
only one or O(1) samples in every update. With this property, PStorm can be applied to online learning
problems that favor real-time decisions based on one or O(1) new observations. In addition, for large-scale
machine learning problems, PStorm can generalize better by small-batch training than other near-optimal
methods that require large-batch training and the vanilla SGM, as we demonstrate on training a sparse
fully-connected neural network.
Keywords: stochastic gradient method, variance reduction, momentum, small-batch training.
Mathematics Subject Classification: 90C15, 65K05, 68Q25
1 Introduction
The stochastic approximation method first appears in [22] for solving a root-finding problem. Nowadays, its
first-order version, or the stochastic gradient method (SGM), has been extensively used to solve machine
learning problems that involve huge amounts of given data and also to stochastic problems that involve
uncertain streaming data. Complexity results of SGMs have been well established for convex problems. A
lot of recent researches about SGMs focus on nonconvex cases.
In this paper, we consider the regularized nonconvex stochastic programming
Φ∗ = minimize
x∈Rn
Φ(x) :=
{
F (x) ≡ Eξ[f(x; ξ)]
}
+ r(x), (1.1)
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where f( · ; ξ) is a smooth nonconvex function almost surely for ξ, and r is a closed convex function on
Rn. Examples of (1.1) include the sparse online matrix factorization [17], the online nonnegative matrix
factorization [30], and the streaming PCA (by a unit-ball constraint) [19]. In addition, as ξ follows a uniform
distribution on a finite set Ξ = {ξ1, . . . , ξN}, (1.1) recovers the so-called finite-sum structured problem. It
includes most regularized machine learning problems such as the sparse bilinear logistic regression [23] and
the sparse convolutional neural network [16].
1.1 Background
When r ≡ 0, the recent work [3] gives an O(ε−3) lower complexity bound of SGMs to produce a stochastic
ε-stationary solution of (1.1) (see Definition 2 below), by assuming the so-called mean-squared smoothness
condition (see Assumption 2). Several variance-reduced SGMs [5,8,25,26] have achieved an O˜(ε−3) complexity
result1. Among them, [5, 8] only consider smooth cases, i.e., r ≡ 0 in (1.1), and [25, 26] study nonsmooth
problems in the form of (1.1). To reach an O(ε−3) complexity result, the Hybrid-SGD method in [25] needs
O(ε−1) samples at the initial step and then two samples at each update, while [8,26] require O(ε−2) samples
after every fixed number of updates. The STORM method in [5] requires one single sample of ξ at each
update, but it only applies to smooth problems. Practically on training a (deep) machine learning model,
small-batch training is often used to have better generalization [13,18]. In addition, for certain applications
such as reinforcement learning [24], one single sample can usually be obtained, depending on the stochastic
environment and the current decision. Furthermore, regularization terms can improve generalization of a
machine learning model, even for training a neural network [27]. We aim at designing a new SGM for solving
the nonconvex nonsmooth problem (1.1) and achieving an optimal complexity result by using O(1) (that
can be one) samples at each update.
1.2 Mirror-prox algorithm
Our algorithm is a mirror-prox SGM, and we adopt the momentum technique to reduce variance of the
stochastic gradient in order to achieve a near-optimal complexity result.
Let w be a continuously differentiable and 1-strongly convex function on Rn, i.e.,
w(y) ≥ w(x) + 〈∇w(x),y − x〉+ 1
2
‖y − x‖2, ∀x,y ∈ Rn.
The Bregman divergence induced by w is defined as
V (x, z) = w(x)− w(z)− 〈∇w(z),x− z〉. (1.2)
At each iteration of our algorithm, we obtain one or a few samples of ξ, compute stochastic gradients at the
previous and current iterates using the same samples, and then perform a mirror-prox momentum stochastic
gradient update. The pseudocode is shown in Algorithm 1. We name it as PStorm as it can be viewed as a
proximal version of the Storm method in [5].
1 Throughout the paper, we use O˜ to suppress an additional polynomial term of | log ε|
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Algorithm 1: Momentum-based variance-reduced proximal stochastic gradient method for (1.1)
1 Input: max iteration numer K, minibatch size m = O(1), and positive sequences {βk} ⊆ (0, 1) and {ηk}.
2 Initialization: choose x0 ∈ dom(r) and let d0 = 1
m
∑
ξ∈B0 ∇f(x0; ξ) with m i.i.d. samples B0 = {ξ01 , . . . , ξ0m0}
3 for k = 0, 1, . . . ,K − 1 do
4 Update x by
xk+1 = arg min
x
〈dk,x〉+ 1
ηk
V (x,xk) + r(x). (1.3)
5 Obtain m i.i.d. samples Bk+1 = {ξk+11 , . . . , ξk+1m } and let
vk+1 = 1
m
∑
ξ∈Bk+1 ∇f(xk+1; ξ), uk+1 =
1
m
∑
ξ∈Bk+1 ∇f(xk; ξ).
6 Let dk+1 = vk+1 + (1− βk)(dk − uk+1).
7 Return xτ with τ randomly selected from {0, 1, . . . ,K − 1} by the distribution
Prob(τ = k) =
ηk
4
(1−ηkL)−
η2k
5ηk+1
(1−βk)2∑K−1
j=0
(
ηj
4
(1−ηjL)−
η2
j
5ηj+1
(1−βj)2
) , k = 0, 1, . . . ,K − 1. (1.4)
Table 1 Comparison of the complexity results of several methods in the literature to our method to produce a stochastic
ε-stationary solution of a nonconvex stochastic optimization problem. To obtain the listed results, all the compared methods
assume unbiasedness and variance boundedness of the stochastic (sub)gradients.
Method problem key assumption
#samples
complexity
at k-th iter.
accelerated prox-SGM [10] minx{Eξ[f(x; ξ)] + r(x)} Eξ[f(x; ξ)] is smooth Θ(k) O(ε−4)r is convex
stochastic subgradient [6] minx{Eξ[f(x; ξ)] + r(x)}
Eξ[f(x; ξ)] is weakly-convex
O(1) O(ε−4)r is convex
bounded stochastic subgrad.
Spider [8] minx{Eξ[f(x; ξ)] mean-squared smoothness Θ(ε
−2)
O(ε−3)
see Assumption 2 or Θ(ε−1)
Storm [5] minx{Eξ[f(x; ξ)] f( · ; ξ) is smooth a.s. 1 O˜(ε−3)bounded stochastic grad.
Spiderboost [26] minx{Eξ[f(x; ξ)] + r(x)} mean-squared smoothness Θ(ε
−2)
O(ε−3)
r is convex or Θ(ε−1)
Hybrid-SGD [25] minx{Eξ[f(x; ξ)] + r(x)} mean-squared smoothness Θ(ε
−1) if k = 0
O(ε−3)
r is convex O(1) but at least 2 if k > 0
mean-squared smoothness
This paper minx{Eξ[f(x; ξ)] + r(x)} r is convex O(1) and can be 1 O˜(ε
−3)
1.3 Related works
A lot of efforts have been made on analyzing the convergence and complexity of SGMs for solving nonconvex
stochastic problems, e.g., [1, 5–10,25,26,29]. We list comparison results on the complexity in Table 1.
The work [9] appears to be the first one that conducts complexity analysis of SGM for nonconvex stochas-
tic problems. It introduces a randomized SGM. For a smooth nonconvex problem, the randomized SGM can
produce a stochastic ε-stationary solution within O(ε−4) SG iterations. The same-order complexity result
is then extended in [10] to nonsmooth nonconvex stochastic problems in the form of (1.1). To achieve an
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O(ε−4) complexity result, the accelerated prox-SGM in [10] needs to take Θ(k) samples at the k-th update
for each k. Assuming a weak-convexity condition and using the tool of Moreau envelope, [6] establishes an
O(ε−4) complexity result of stochastic subgradient method for solving more general nonsmooth nonconvex
problems to produce a near-ε stochastic stationary solution (see [6] for the precise definition).
In general, the O(ε−4) complexity result cannot be improved for smooth nonconvex stochastic problems,
as [3] shows that for the problem minx F (x) where F is smooth, any SGM that can access unbiased SG with
bounded variance needs Ω(ε−4) SGs to produce a solution x¯ such that E‖∇F (x¯)‖ ≤ ε. However, with one
additional mean-squared smoothness condition on each unbiased SG, the complexity result can be improved
to O(ε−3), which has been reached by a few variance-reduced SGMs [5,8,25,26]. These methods are closely
related to ours. Below we briefly review them.
Spider. To find a stochastic ε-stationary solution of (1.1) with r ≡ 0, [8] proposes the Spider method with
the update: xk+1 = xk − ηkvk for each k ≥ 0. Here, vk is set to
vk =
{ 1
|Bk|
∑
ξ∈Bk
(∇f(xk; ξ)−∇f(xk−1; ξ))+ vk−1, if mod(k, q) 6= 0,
1
|Ck|
∑
ξ∈Ck ∇f(xk; ξ), otherwise.
(1.5)
where |Bk| = Θ( 1qε2 ), |Ck| = Θ(ε−2), and q = Θ(ε−1) or q = Θ(ε−2). Under the mean-squared smoothness
condition (see Assumption 2), the Spider method can produce a stochastic ε-stationary solution within
O(ε−3) updates, by choosing appropriate learning rate ηk (roughly in the order of 1q‖vk‖ ).
Storm. [5] focuses on a smooth nonconvex stochastic problem, i.e., (1.1) with r ≡ 0. It proposes the Storm
method, which can be viewed as a special case of Algorithm 1 with m = 1 applied to the smooth problem.
However, its analysis and also algorithm design rely on the knowledge of a uniform bound on {‖∇f(x; ξ)‖}.
In addition, because the learning rate of Storm is set dependent on the sampled stochastic gradient, its
analysis needs almost-sure uniform smoothness of f(x; ξ). This assumption is significantly stronger than the
mean-squared smoothness condition, and also the uniform smoothness constant can be much larger than an
averaged one.
Spiderboost. [26] extends Spider into solving a nonsmooth nonconvex stochastic problem in the form of
(1.1) by proposing a so-called Spiderboost method. Spiderboost iteratively performs the update
xk+1 = arg minx〈vk,x〉+ 1ηV (x,xk) + r(x), (1.6)
where V denotes the Bregman divergence induced by a strongly-convex function, and vk is set by (1.5) with
q = |Bk| = Θ(ε−1) and |Ck| = Θ(ε−2). Under the mean-squared smoothness condition, Spiderboost reaches
a complexity result of O(ε−3) by choosing η = 12L , where L is the smoothness constant.
Hybrid-SGD. [25] considers a nonsmooth nonconvex stochastic problem in the form of (1.1). It proposes
a proximal stochastic method, called Hybrid-SGD, as a hybrid of SARHA [20] and an unbiased SGD. The
Hybrid-SGD performs the update xk+1 = (1− γk)xk + γkxˆk+1 for each k ≥ 0, where
xˆk+1 = arg minx〈vk,x〉+ 12ηk ‖x− xk‖2 + r(x).
Here, the sequence {vk} is set by v0 = 1|B0|
∑
ξ∈B0 ∇f(x0; ξ) with |B0| = Θ(ε−1) for a given ε > 0 and
vk = βk−1vk−1 + βk−1
(∇f(xk; ξk)−∇f(xk−1; ξk))+ (1− βk−1)∇f(xk; ζk), (1.7)
where ξk and ζk are two independent samples of ξ. A mini-batch version of Hybrid-SGD is also given in [25].
By choosing appropriate parameters {(βk, γk, ηk)}, Hybrid-SGD can reach an O(ε−3) complexity result.
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Although the update of vk requires only two or O(1) samples, its initial setting needs O(ε−1) samples. As
explained in [25, Remark 4.1], if the initial minibatch size is |B0| = O(1), then the complexity result of
Hybrid-SGD will be worsened to O(ε−4).
More. There are many other works analyzing complexity results of SGMs on solving nonconvex finite-sum
structured problems, e.g., [2, 12, 15, 21]. These results often emphasize the dependence on the number of
component functions and also the target error tolerance ε. In addition, several works have analyzed adaptive
SGMs for nonconvex finite-sum or stochastic problems, e.g., [4, 28, 31]. An exhaustive review of all these
works is impossible and also beyond the scope of this paper. We refer interested readers to those papers and
the references therein.
1.4 Contributions
Our main contributions are about the algorithm design and analysis. We design a momentum-based variance-
reduced mirror-prox stochastic gradient method for solving nonconvex nonsmooth stochastic problems. The
proposed method generalizes Storm in [5] from smooth cases to nonsmooth cases, and in addition, it achieves
the same near-optimal complexity result O˜(ε−3) under a mean-squared smooth condition, which is weaker
than the almost-sure uniform smoothness condition assumed in [5]. While Spiderboost [26] and Hybrid-
SGD [25] can also achieve an O˜(ε−3) complexity result for stochastic nonconvex nonsmooth problems, they
need O(ε−1) or O(ε−2) data samples in some or all iterations. Our new method is the first one that requires
only one or O(1) samples per iteration, and thus it can be applied to online learning problems that need real-
time decision based on possibly one or several new data samples. Furthermore, the proposed method only
needs an estimate of the smoothness parameter and is easy to tune to have good performance. Empirically,
we observe that it converges faster than a vanilla SGD and performs more stable than Spiderboost and
Hybrid-SGD on training sparse neural networks.
1.5 Notation, definitions, and outline
We use bold lowercase letters x,y,g, . . . for vectors. EBk denotes the expectation about a mini-batch set
Bk conditionally on the all previous history, and E denotes the full expectation. |Bk| counts the number of
elements in the set Bk. We use ‖ · ‖ for the Euclidean norm. A differentiable function F is called L-smooth,
if ‖∇F (x)−∇F (y)‖ ≤ L‖x− y‖ for all x and y.
Definition 1 (proximal gradient mapping) Given d, x ∈ dom(r), and η > 0, we define P (x,d, η) =
1
η (x− x+), where x+ = arg miny
{
〈d,y〉+ 1ηV (y,x) + r(y)
}
.
By the proximal gradient mapping, if a point x¯ ∈ dom(r) is an optimal solution of (1.1), then it must
satisfy P (x¯,∇F (x¯), η) = 0 for any η > 0. Based on this observation, we define a near-stationary solution as
follows. This definition is standard and has been adopted in other papers, e.g., [26].
Definition 2 (stochastic ε-stationary solution) Given ε > 0, a random vector x ∈ dom(r) is called a
stochastic ε-stationary solution of (1.1) if for some η > 0, it holds E‖P (x,∇F (x), η)‖ ≤ ε.
From [11, Lemma 1], it holds〈
d, P (x,d, η)
〉 ≥ ‖P (x,d, η)‖2 + 1
η
(
r(x+)− r(x)). (1.8)
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In addition, the proximal gradient mapping is nonexpansive from [11, Proposition 1], i.e.,
‖P (x,d1, η)− P (x,d2, η)‖ ≤ ‖d1 − d2‖, ∀d1,d2, ∀x ∈ dom(r), ∀ η > 0. (1.9)
For each k ≥ 0, we denote
gk = P (xk,dk, ηk), g¯
k = P (xk,∇F (xk), ηk). (1.10)
Notice that ‖g¯k‖ measures the violation of stationarity of xk. The gradient error is represented by
ek = dk −∇F (xk). (1.11)
Outline. The rest of the paper is organized as follows. In section 2, we establish the complexity result of
Algorithm 1. Numerical experiments are conducted in section 3, and we conclude the paper in section 4.
2 Convergence analysis
In this section, we analyze the complexity result of Algorithm 1. Our analysis is inspired from that in [5]
and [26]. Throughout our analysis, we make the following assumptions.
Assumption 1 (finite optimal objective) The optimal objective value Φ∗ of (1.1) is finite.
Assumption 2 (mean-squared smoothness) The function F = Eξ[f(x; ξ)] is L-smooth, and f( · ; ξ)
satisfies the mean-squared smoothness condition:
Eξ
[‖∇f(x; ξ)−∇f(y; ξ)‖2] ≤ L2‖x− y‖2, ∀x,y ∈ dom(r).
Assumption 3 (unbiasedness and variance boundedness) There is σ > 0 such that for each k ≥ 1,
EBk [vk] = ∇F (xk), EBk [uk] = ∇F (xk−1), (2.1)
E[‖vk −∇F (xk)‖2] ≤ σ2. (2.2)
We first show a few lemmas. The lemma below estimates one-iteration progress. Its proof follows from [26].
Lemma 1 (one-iteration progress) Let {xk} be generated from Algorithm 1. Then
Φ(xk+1)− Φ(xk) ≤ ηk
2
(2− ηkL)‖ek‖2 − ηk
4
(1− ηkL)‖g¯k‖2, ∀ k ≥ 1.
Proof. By the L-smoothness of F and the definition of gk in (1.10), we have
F (xk+1)− F (xk) ≤ 〈∇F (xk),xk+1 − xk〉+ L
2
‖xk+1 − xk‖2 = −ηk〈∇F (xk),gk〉+ η
2
kL
2
‖gk‖2. (2.3)
Using the definition of ek in (1.11) and the inequality in (1.8), we have
−〈∇F (xk),gk〉 = 〈ek,gk〉 − 〈dk,gk〉 ≤ 〈ek,gk〉 − ‖gk‖2 + 1
ηk
(
r(xk)− r(xk+1)).
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Plugging the above inequality into (2.3) and rearranging terms give
Φ(xk+1)− Φ(xk) ≤ ηk〈ek,gk〉 − ηk‖gk‖2 + η
2
kL
2
‖gk‖2.
By the Cauchy-Schwartz inequality, it holds ηk〈ek,gk〉 ≤ ηk2 ‖ek‖2 + ηk2 ‖gk‖2, which together with the above
inequality implies
Φ(xk+1)− Φ(xk) ≤ ηk
2
‖ek‖2 − ηk
2
(1− ηkL)‖gk‖2. (2.4)
From (1.9) and the definitions of gk and g¯k in (1.10), it follows
− ‖gk‖2 ≤ −1
2
‖g¯k‖2 + ‖gk − g¯k‖2 ≤ −1
2
‖g¯k‖2 + ‖dk −∇F (xk)‖2 = −1
2
‖g¯k‖2 + ‖ek‖2. (2.5)
Now plug the above inequality into (2.4) to give the desired result. 
The next lemma gives a recursive bound on the gradient error vector sequence {ek}. Its proof follows
that of [5, Lemma 2].
Lemma 2 (recursive bound on gradient error) For each k ≥ 0, it holds
E
[‖ek+1‖2] ≤ 2β2kσ2
m
+ 4(1− βk)2η2kL2E
[‖g¯k‖2]+ (1− βk)2(1 + 4η2kL2)E[‖ek‖2].
Proof. First, notice that
EBk+1 [〈vk+1 −∇F (xk+1), ek〉] = 0, EBk+1 [〈uk+1 −∇F (xk), ek〉] = 0. (2.6)
Hence, by writing ek+1 = vk+1 −∇F (xk+1) + (1− βk)(∇F (xk)− uk+1) + (1− βk)ek, we have
EBk+1
[‖ek+1‖2] = EBk+1[‖vk+1 −∇F (xk+1) + (1− βk)(∇F (xk)− uk+1)‖2]+ (1− βk)2‖ek‖2. (2.7)
By the Young’s inequality, it holds
‖vk+1 −∇F (xk+1) + (1− βk)(∇F (xk)− uk+1)‖2
=
∥∥βk(vk+1 −∇F (xk+1))+ (1− βk)(vk+1 −∇F (xk+1) +∇F (xk)− uk+1)∥∥2
≤ 2β2k‖vk+1 −∇F (xk+1)‖2 + 2(1− βk)2‖vk+1 −∇F (xk+1) +∇F (xk)− uk+1‖2. (2.8)
From Assumption 3, we have
EBk+1
[‖vk+1 −∇F (xk+1) +∇F (xk)− uk+1‖2] ≤ EBk+1[‖vk+1 − uk+1‖2].
Hence, taking conditional expectation on both sides of (2.8) and substituting it into (2.7) yield
EBk+1 [‖ek+1‖2] ≤ 2β2kEBk+1‖vk+1 −∇F (xk+1)‖2 + 2(1− βk)2EBk+1
[‖vk+1 − uk+1‖2]+ (1− βk)2‖ek‖2.
Now taking a full expectation over the above inequality and using Assumptions 2 and 3, we have
E[‖ek+1‖2] ≤ 2β
2
kσ
2
m
+ 2(1− βk)2L2E[‖xk+1 − xk‖2] + (1− βk)2E[‖ek‖2]. (2.9)
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By similar arguments as those in (2.5), it holds
‖gk‖2 ≤ 2‖g¯k‖2 + 2‖gk − g¯k‖2 ≤ 2‖g¯k‖2 + 2‖ek‖2.
Now notice xk+1 − xk = −ηkgk and plug the above inequality into (2.9) to obtain the desired result. 
Using Lemmas 1 and 2, we first show a convergence rate result by choosing the parameters that satisfy
a general condition. Then we specify the choice of the parameters.
Theorem 1 Under Assumptions 1 through 3, let {xk} be the iterate sequence from Algorithm 1, with the
parameters {ηk} and {βk} satisfying the condition:
1
4
(1− ηkL)− ηk
5ηk+1
(1− βk)2 > 0, and ηk
2
(2− ηkL)− 1
20ηkL2
+
(1− βk)2(1 + 4η2kL2)
20ηk+1L2
≤ 0, ∀ k ≥ 0. (2.10)
Let {g¯k} be defined in (1.10). Then
K−1∑
k=0
(
ηk
4
(1− ηkL)− η
2
k
5ηk+1
(1− βk)2
)
E[‖g¯k‖2] ≤ Φ(x0)− Φ∗ + E[‖e
0‖2]
20η0L2
+
K−1∑
k=0
β2kσ
2
10mηk+1L2
. (2.11)
Proof. From Lemmas 1 and 2, it follows that
E
[
Φ(xk+1) +
‖ek+1‖2
20ηk+1L2
− Φ(xk)− ‖e
k‖2
20ηkL2
]
≤ E
[
ηk
2
(2− ηkL)‖ek‖2 − ηk
4
(1− ηkL)‖g¯k‖2 − ‖e
k‖2
20ηkL2
]
+
1
20ηk+1L2
E
[
2β2kσ
2
m
+ 4(1− βk)2η2kL2‖g¯k‖2 + (1− βk)2(1 + 4η2kL2)‖ek‖2
]
. (2.12)
We have from the condition of {βk} that the coefficient of the term ‖ek‖2 on the right hand side of (2.12)
is nonpositive, and thus we obtain from (2.12) that
E
[
Φ(xk+1) +
‖ek+1‖2
20ηk+1L2
− Φ(xk)− ‖e
k‖2
20ηkL2
]
≤ β
2
kσ
2
10mηk+1L2
−
(
ηk
4
(1− ηkL)− η
2
k
5ηk+1
(1− βk)2
)
E[‖g¯k‖2].
Summing up the above inequality from k = 0 through K − 1 gives
E
[
Φ(xK) +
‖eK‖2
20ηKL2
− Φ(x0)− ‖e
0‖2
20η0L2
]
≤
K−1∑
k=0
β2kσ
2
10mηk+1L2
−
K−1∑
k=0
(
ηk
4
(1− ηkL)− η
2
k
5ηk+1
(1− βk)2
)
E[‖g¯k‖2],
which implies the inequality in (2.11). 
Now we specify the choice of parameters and establish a complexity result of Algorithm 1.
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Theorem 2 (convergence rate) Under Assumptions 1 through 3, let {xk} be the iterate sequence from
Algorithm 1, with the parameters {ηk} and {βk} set to
ηk =
η
(k + 4)
1
3
, βk =
1 + 20η2kL
2 − ηk+1ηk
1 + 4η2kL
2
, ∀ k ≥ 0, (2.13)
where η ≤ 3
√
4
8L is a positive number. Then
E[‖g¯τ‖2] ≤
2
(
Φ(x0)− Φ∗ + 3
√
4E[‖e0‖2]
20ηL2 +
σ2
10mL2
(
1152η3L4( 54 )
1
3 (log(K + 3)− log 3) + 1
3 3
√
9η
))
3
(
7
32 − 15 ( 54 )
1
3
)
η
(
(K + 4)
2
3 − 4 23 ) . (2.14)
Proof. Since η ≤ 3
√
4
8L , it holds ηk ≤ 18L . Also, notice ηkηk+1 ≤ ( 54 )
1
3 or equivalently ηk+1ηk ≥ ( 45 )
1
3 for all k ≥ 0.
Hence, it is straightforward to have βk ∈ (0, 1) and thus (1 − βk)2 ≤ 1 − βk for each k ≥ 0. Now notice
5ηk+1
4ηk
(1− ηkL) ≥ 54 ( 45 )
1
3
7
8 > 1 ≥ (1− βk)2, so the first inequality in (2.10) holds. In addition, to ensure the
second inequality in (2.10), it suffices to have (1− βk)(1 + 4η2kL2) ≤ ηk+1ηk − 10ηkηk+1L2(2− ηkL). Because
20η2kL
2 ≥ 10ηkηk+1L2(2− ηkL), this inequality is implied by (1− βk)(1 + 4η2kL2) ≤ ηk+1ηk − 20η2kL2, which is
further implied by the choice of βk in (2.13). Therefore, both conditions in (2.10), and thus we have (2.11).
Next we bound the coefficients in (2.11). First, from 1− ηkL ≥ 78 and ηkηk+1 ≤ ( 54 )
1
3 for all k, we have
K−1∑
k=0
(
ηk
4
(1− ηkL)− η
2
k
5ηk+1
(1− βk)2
)
≥ c
K−1∑
k=0
ηk ≥ cη
∫ K
0
(x+ 4)−
1
3 dx =
3cη
2
(
(K + 4)
2
3 − 4 23
)
, (2.15)
where c = 732 − 15 ( 54 )
1
3 > 0. Second,
K−1∑
k=0
β2k
ηk+1
≤ 1
η
K−1∑
k=0
(k + 5)
1
3
(
1 + 24η2kL
2 − ηk+1
ηk
)2
=
1
η
K−1∑
k=0
(k + 5)
1
3
(
1 + 24η2kL
2 − (k + 4)
1
3
(k + 5)
1
3
)2
. (2.16)
Note that
K−1∑
k=0
(k + 5)
1
3 η4k = η
4
K−1∑
k=0
(k + 5)
1
3 (k + 4)−
4
3 ≤ η4(5
4
)
1
3
K−1∑
k=0
(k + 4)−1 ≤ η4(5
4
)
1
3 (log(K + 3)− log 3). (2.17)
Furthermore, by a3 − b3 = (a− b)(a2 + ab+ b2) for any a, b ∈ R, we have
1− (k + 4)
1
3
(k + 5)
1
3
= (k + 5)−
1
3
(
(k + 5)
1
3 − (k + 4) 13
)
=
(k + 5)−
1
3
(k + 5)
2
3 + (k + 5)
1
3 (k + 4)
1
3 + (k + 4)
2
3
,
and thus
K−1∑
k=0
(k + 5)
1
3
(
1− (k+4)
1
3
(k+5)
1
3
)2
=
K−1∑
k=0
(k + 5)−
1
3(
(k + 5)
2
3 + (k + 5)
1
3 (k + 4)
1
3 + (k + 4)
2
3
)2
≤ 1
9
K−1∑
k=0
(k + 4)−
5
3 ≤ 1
6 3
√
9
. (2.18)
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Now applying the inequality (a+ b)2 < 2a2 + 2b2 to (2.16) and then using (2.17) and (2.18), we obtain
K−1∑
k=0
β2k
ηk+1
≤ 1152η3L4(5
4
)
1
3 (log(K + 3)− log 3) + 1
3 3
√
9η
. (2.19)
Therefore, plugging (2.15) and (2.19) into (2.11) and the selection of τ in (1.4), we obtain the desired
result. 
By Theorem 2, we estimate the complexity result of Algorithm 1 to produce a stochastic ε-stationary
solution.
Corollary 1 (complexity result) Under Assumptions 1 through 3, given ε > 0, Algorithm 1 can produce
a stochastic ε-stationary solution of (1.1) with a total complexity
Ttotal = O
(
ε−3
(
L(Φ(x0)− Φ∗)) 32 + ε−3| log ε|3σ3) .
Proof. Since m = O(1), we have E[‖e0‖2] = O(σ2) from Assumption 3. Hence, by Theorem 2, we have
E[‖g¯τ‖2] = O
(
K−
2
3
(
L(Φ(x0)− Φ∗) + σ2 logK)), and as K = Θ (ε−3(L(Φ(x0)− Φ∗)) 32 + ε−3| log ε|3σ3),
we can have E[‖g¯τ‖2] ≤ ε2. This completes the proof. 
3 Numerical experiments
In this section, we test Algorithm 1, named as PStorm, and we compare it to the vanilla proximal SGD,
Spiderboost [26], and Hybrid-SGD [25]. All methods were implemented in C++ with the libtorch library to
compute sample gradients. They were run on a machine with 32 CPU cores and 64 GB memory. Spiderboost
and Hybrid-SGD both achieve optimal complexity results, and the vanilla proximal SGD is used as a baseline
for the comparison. The tested problem is an `1-norm regularized 3-layered feedforward fully-connected neural
network, formulated as
min
θ
1
N
N∑
i=1
`
(
W3σ
(
W2σ(W1xi)
)
, yi
)
+ λ
(‖W1‖1 + ‖W2‖1 + ‖W3‖1), (3.1)
where {(xi, yi)}Ni=1 is a c-class training data set with yi ∈ {1, . . . , c} for each i, θ := (W1,W2,W3) contains
the parameters of the neural network, σ(·) is an activation function, ` denotes a loss function, and λ ≥ 0 is
a regularization parameter to trade off the loss and sparsity.
In the test, we used the MNIST dataset [14] of hand-written-digit images. The training set has 60,000
images, and the testing set has 10,000 images. Each image was originally 28×28 and vectorized into a vector
of dimension 784. We set W1 ∈ R784×120,W2 ∈ R120×84, and W3 ∈ R84×10, whose initial values were set to
the default ones in libtorch. We set σ to the hyperbolic tangent function and ` to the cross entropy.
The parameters of PStorm were set according to (2.13) with L = 1 and η =
3√4
8 ≈ 0.198. Notice that
the gradient of the loss function in (3.1) is not uniformly Lipschitz continuous, and its Lipschitz constant
depends on θ. However, PStorm with this parameter setting performed well. The learning rate of the vanilla
SGD was set to ηk =
η√
k+1
,∀ k ≥ 0 with η = 3
√
4
8 . We also tried η = 0.5, and it turned out that the
performance of the vanilla SGD was not as well as that with η =
3√4
8 when λ > 0 in (3.1). For Spiderboost,
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Table 2 Results by the proposed method PStorm, the vanilla SGD, Hybrid-SGD, and Spiderboost on training the model (3.1).
The first three methods use mini-batch = 32. Each method runs to 100 epochs. “test” is for testing accuracy; “train” is for
training accuracy; “grad” is for the violation of stationarity; “density” is for the percentage of nonzeros in the solution. The
best results for “test”, “grad”, and “density” are highlighted in bold.
Method PStorm vanilla SGD Spiderboost Hybrid-SGD
λ test train grad density test train grad density test train grad density test train grad density
0.00 97.90 100 3.47e-3 100 97.03 98.29 3.34e-2 100 97.58 98.99 1.60e-2 100 97.69 100 1.23e-3 100
2e-4 97.82 99.16 1.68e-2 14.61 96.82 97.30 6.30e-2 99.50 97.11 97.85 1.86e-2 26.93 97.87 99.05 8.79e-2 28.07
5e-4 97.21 97.84 2.02e-2 6.40 95.81 95.92 5.84e-2 93.31 95.92 96.28 2.25e-2 10.70 97.09 97.91 1.08e-1 12.94
we set q = 245 ≈ √60000 in (1.5) as specified by [26, Theorem 2] and its learning rate η = 0.02 in (1.6). We
also tried η = 0.1 and η = 0.01. It turned out that Spiderboost could diverge with η = 0.1 and converged
too slowly with η = 0.01. For Hybrid-SGD, we fixed its parameter γ = 0.95 as suggested in the numerical
experiments of [25], and we set βk = β = 1 − 1√K+1 ,∀k ≥ 0 in (1.7), where K is the maximum number
of iterations. Its learning rate was set to η = 24+Lγ . Then we chose the initial mini-batch size m0 from
{256, 2560, 30000, 60000} and L from {5, 10, 50, 100}. The best results were reported.
Mini-batch size = 32. Table 2 shows the results by the compared methods. Each method ran to 100 epochs,
where one epoch is equivalent to one pass of all data. Mini-batch size was set to 32 for PStorm, the vanilla
SGD, and Hybrid-SGD. Since the compared methods have different learning rate, to make a fair comparison,
we measured the violation of stationarity at θ by ‖P (θ,∇F, 1)‖, where P is the proximal mapping defined
in Definition 1, and F is the smooth term in the objective of (3.1). Each result in the table is the average of
those at the last five epochs. Figure 1 plots the results in terms of epoch number. For Hybrid-SGD, the best
results were obtained with (m0, L) = (60000, 50) when λ = 0 and with (m0, L) = (60000, 100) when λ > 0.
From the results, we see that PStorm and Hybrid-SGD give similar testing and training accuracies while the
vanilla SGD and Spiderboost yield lower accuracies. The lower accuracies by Spiderboost may be caused by
its larger batch size that is required in [26], and the lower accuracies by the vanilla SGD are because of its
slower convergence. In addition, PStorm produced sparser solutions than those by other methods in all cases.
In terms of the violation of stationarity, the solutions by PStorm have better quality than those by other
methods when λ > 0. Furthermore, we notice that the model (3.1) trained by PStorm with λ = 5 × 10−4
is much sparser than that without the `1 regularizer, but the sparse and dense models perform almost the
same in terms of prediction on testing data. This is important because a sparser model would reduce the
inference time when the model is deployed to predict new data.
Mini-batch size = 5. Table 3 shows the results by the compared methods with mini-batch size set to 5
for PStorm, the vanilla SGD, and Hybrid-SGD. Smaller mini-batch leads to poor parallelization, so to save
the time, we ran each method to 50 epochs. Again, each result in the table is the average of those at the
last five epochs. Figure 2 plots the results in terms of the epoch number. The best results of Hybrid-SGD
were obtained with (m0, L) = (60000, 100) when λ = 0 or 2 × 10−4 and with (m0, L) = (256, 100) when
λ = 5× 10−4. Notice that Hybrid-SGD seems not convergent or stuck at some bad solutions. PStorm is still
the best among all the compared methods, except for the case of λ = 5× 10−4 where Spiderboost gives the
smallest violation of stationarity. However, PStorm produces about 3% higher testing and training accuracies
than Spiderboost in this exceptional case, and this should still be attributed to the larger mini-batch size
that is required by Spiderboost in [26].
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Table 3 Results by the proposed method PStorm, the vanilla SGD, Hybrid-SGD, and Spiderboost on training the model (3.1).
The first three methods use mini-batch = 5. Each method runs to 50 epochs. “test” is for testing accuracy; “train” is for training
accuracy; “grad” is for the violation of stationarity; “density” is for the percentage of nonzeros in the solution. The best results
for “test”, “grad”, and “density” are highlighted in bold.
Method PStorm vanilla SGD Spiderboost Hybrid-SGD
λ test train grad density test train grad density test train grad density test train grad density
0.00 97.86 100 1.50e-3 100 97.63 99.32 3.74e-2 100 96.64 97.31 2.81e-2 100 16.96 16.70 1.18e-1 100
2e-4 98.17 99.40 3.54e-2 15.78 97.22 98.08 1.03e-1 99.80 96.16 96.62 3.89e-2 49.73 62.97 62.99 3.42e-1 83.59
5e-4 97.33 98.10 4.73e-2 7.07 96.43 96.72 9.81e-2 68.32 94.68 94.80 3.70e-2 18.59 92.10 92.35 1.83e-1 42.40
4 Conclusions
We have presented a momentum-based variance-reduced mirror-prox stochastic gradient method for solving
nonconvex nonsmooth problems, where the nonsmooth term is assumed to be closed convex. The method,
named PStorm, requires only one data sample for each update. It is the first O(1)-sample-based method that
achieves a near-optimal complexity result O˜(ε−3) under a mean-squared smoothness condition for solving
nonconvex nonsmooth problems. The O(1)-sample update is important in machine learning because small-
batch training can lead to good generalization. On training a sparse neural network, PStorm can perform
better than two other near-optimal stochastic methods and consistently better than the vanilla stochastic
gradient method.
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