Multi-shifted linear systems with non-Hermitian coefficient matrices often arise from the numerical solutions for time-dependent partial/fractional differential equations (PDEs/FDEs), control theory, PageRank problem, etc. In this paper, we derive efficient variants of the restarted CMRH (Changing Minimal Residual method based on the Hessenberg process) method built upon the cost-effective Hessenberg process for this problem class. In order to accelerate the iterative solution, we also present a flexible variant of the shifted CMRH method. Extensive numerical experiments involving the numerical solutions of PDEs/FDEs are reported to illustrate the performance of the new methods, also against other popular multishifted Krylov subspace methods.
Introduction
In this paper we are interested to develop efficient iterative methods for the simultaneous solutions of sequences of, say t, nonsymmetric systems of linear equations of the following form:
(A − σ i I)x (i) = b, i = 1, 2, . . . , t,
where A ∈ R n×n is a large, sparse and nonsingular matrix, the scalar σ i ∈ C are called shifts, I denotes the identity matrix of order n, x (i) and b are the unknown solution and the right-hand side vectors, respectively. We assume that the sequence of the t shifted systems is given at once. Systems of the form (1.1) are to be solved in many computational science and engineering applications, e.g., in the implicit numerical solution of partial differential equations (PDEs) [1, 2] and fractional differential equations (FDEs) [3, 4] , in control theory [5, 6] , in large-scale eigenvalue computations [7] , in quantum chromodynamics (QCD) simulations [8] as well as in other applied mathematics problems [9] [10] [11] . As the matrix size is rapidly growing in real-world applications, there is a strong need for efficient and robust iterative solvers for this problem class.
Krylov subspace methods are computationally attractive to use for solving multishifted linear systems due to the well-known shift-invariance property
where K m (A, b) := span{b, Ab, . . . , A m−1 b} denotes the Krylov subspace of dimension m generated by A and b (see [6, 12, 13] ). A suitable choice of the initial vectors x (i) 0 (for example, x (i) 0 = 0) can enable us to compute only one Krylov basis for the solution of the whole sequence (1.1), reducing significantly both storage and algorithmic costs [12, 13] . This approach has been proved effective to handle realistic numerical simulations, such as QCD, PageRank and multi-frequency elastic wave propagation problems [9] [10] [11] .
Over the last two decades, a plethora of Krylov subspace algorithms have been proposed for solving multi-shifted non-Hermitian linear systems. Some of these techniques were developed upon the well-known Arnoldi procedure, such as the restarted shifted generalized minimum residual (GMRES) method [39] [40] [41] [42] [43] [44] , the restarted shifted full orthogonalization method (FOM) [18] [19] [20] and the restarted shifted Hessenberg method [21] . The cost of applying these method increases with the iterations count and it may sometimes become prohibitively large for solving large practical problems. Cost considerations have motivated the development of algorithms built upon short-term vector recurrences with a constant cost per iteration, like the Bi-Lanczos procedure [22, pp. 229-233] or the A-biorthogonalization procedure [23, pp. 40-45] ). Shifted generalizations of the quasi-minimal residual (QMR) method, the transpose-free QMR (TFQMR) method [14] , the induced dimension reduction (IDR(s)) method [15, 16] and its QMR variant [17] , the biconjugate gradient (BiCG) method and its stabilized and generalized product-type variants BiCGStab (BiCGStab(ℓ) and GPBiCG) [12, 13, 25] , the biconjugate residual (BiCR) method and its stabilized variant (BiCRSTAB) [24] are relevant examples in this class. Recycling extensions of the BiCG method and of the BiCGSTAB method have been successfully employed for solving multi-shifted non-Hermitian linear systems from model reduction applications [26, 27] . Although the emphasis of this paper is not on these variants, we still like to mention them to show the huge trend of development in the field.
On the other hand, in this paper we consider the Changing Minimal Residual method based on the Hessenberg process [28, § §6. 28-6.30] ) (shortly, CMRH) for non-Hermitian linear systems introduced in [29, 30] . Similar to the Arnoldi procedure [22, pp. 160-165] , the Hessenberg method is based on long-term vector recurrences. However, it generally requires less operations and storage than Arnoldi [21, 29, [31] [32] [33] , because the Hessenberg process generates the basis vectors {l 1 , . . . , l m } such that l i has i − 1 components equal to zero and one component equal to one. Additionally, the matrix-vector product performed by the Hessenberg procedure to compute the new basis vector requires less than the Nz operations needed by the Arnoldi process (here Nz denotes the number of nonzero elements in the sparse matrix A). It has been observed that the convergence curves of the CMRH and of the GMRES methods are often comparable (see e.g., [29, 30, 45] ). When GMRES exhibits superlinear convergence, so often does CMRH for the same problem and if GMRES stagnates, CMRH does so as well; refer to [45, 48] for this discussion. Therefore, when a large Krylov subspace basis is required for convergence, the CMRH method can be significantly faster than the GMRES method [31] . We point the reader to [34] [35] [36] for some recent developments on the theory and practice of the CMRH method [31, 35, 37] , including efficient parallel implementations [29] 1 . We develop a new (restarted) CMRH method for solving multi-shifted linear systems of the form (1.1) built upon a shifted Hessenberg procedure. We show that by forcing the shifted residuals to be cospatial to the seed system residual at every cycle, the proposed method can preserve the shift-invariance property of Krylov subspaces at moderate storage and lower computational cost, similarly to the restarted shifted GMRES method. It is well known that preconditioning is an essential component of Krylov subspace solvers. Standard preconditioning techniques are in general not suitable for solving shifted linear systems, as they may destroy the shift-invariance property (1.2) [6, 12, 16, 21] . In this paper, we present an inner-outer iterative scheme based on nested Krylov subspace methods, where the inner solver is a multi-shifted Krylov method such as shifted FOM, shifted IDR(s), shifted QMRIDR(s) or shifted BiCGSTAB(ℓ) methods, that acts as a preconditioner for an outer flexible CMRH (FCMRH) method [34] .
The rest of the paper is organized as follows. In Section 2, we briefly review the (restarted) CMRH method and we present the development of a shifted variant for solving multi-shifted linear systems. In Section 3, we derive a restarted shifted CMRH method that preserves the shift-invariance property of Krylov subspaces by forcing the shifted residuals to be cospatial to the seed system residual at every cycle. Both the implementation details and the algorithmic costs are discussed. In Section 4, we propose a cost-effective nested Krylov subspace method based on the shifted CMRH method for solving multi-shifted linear systems. Section 5 presents numerical experiments on shifted linear systems arising from quantum chromodynamics (QCD) and the solutions of PDEs/FDEs. In Section 6, the paper closes with some final remarks.
The CMRH method for shifted linear systems
In this section, we briefly review the (restarted) CMRH method for non-Hermitian linear systems and its relevant properties; then we extend the method to the solution of sequences of multi-shifted systems.
The CMRH method
The principle underlying the CMRH method [29, 45] for solving general linear systems Ax = b is to apply the Hessenberg procedure with pivoting 2 to compute a basis, say {l 1 , l 2 , . . . , l m }, of the Krylov subspace K m (A, r 0 ) typically starting from the initial vector l 1 = r 0 /α where α = (r 0 ) 1 is the first entry of r 0 . After m steps, the Hessenberg procedure generates an n × m unit lower trapezoidal matrix L m = (l 1 , l 2 , . . . , l m ) and an upper Hessenberg matrixȞ m ∈ C (m+1)×m such that
The CMRH approximate solution writes as x m = x 0 + z m , where z m ∈ K m (A, r 0 ) results from the following constrained minimization problem
Since the columns of L m+1 are not orthogonal, the solution update z m cannot be computed by minimizing directly the residual norm in Eq. (2.2). As an alternative, the CMRH approximate solution is computed as
i.e., z m minimizes a quasi-residual, similarly to the well-known QMR method [22, pp. 236-241] . Moreover, any left inverse of L m+1 will work here, but we use its pseudo-inverse L † m+1 for simplicity; see further details in [45, Section 4] . Note that problem (2.3) can be interpreted as a standard residual minimization using a semi-norm [29, 30] . By writing
In practice, the CMRH method is implemented by solving the small least squares problem (2.4); see [29, 30] for details. Although the Hessenberg procedure has lower algorithmic and memory complexity than the Arnoldi algorithm implemented in the GMRES method, it is based on longterm vector recurrences that require increasing storage per iteration. Hence the CMRH method must be restarted similarly to GMRES. We refer to the restarted version of the CMRH method as CMRH(m). For the sake of clarity, we present the pseudo-code of the (pivoted) CMRH(m) method for solving general nonsymmetric linear systems Ax = b in Algorithm 1, which is a modification of [29, Algorithm 3] and [30, Algorithm 2] . Compute u = Al j 6:
end for 10: if j < n and u = 0 then 11: A detailed theoretical analysis of the CMRH method can be found in [29, 30] . It is worth mentioning that CMRH is a non-optimal Krylov subspace method since its Krylov basis is not orthogonal (here it is interesting to note that the recent work [46] propose a novel optimal solver by using non-orthogonal bases). Therefore the convergence results and bounds derived for non-optimal methods (see e.g. [47] ) apply to CMRH as well. Sadok and Szyld [45] have shown that if the method is not restarted, the convergence curves produced by CMRH are often very similar to those of unrestarted GMRES, but require less operations and storage; the following theorem relates the GMRES and CMRH residuals after mth iterations starting from the same initial residual r 0 and it explains the good convergence behavior of the CMRH method. and CMRH residuals at the mth iteration beginning with the same initial residual r 0 (e.g., r 0 = b), respectively. Then
Similarly to other Krylov methods, a tightly clustered spectrum around a single point away from the origin can lead to fast convergence of CMRH, whereas widely spread eigenvalues and/or clusters close to zero are often bad. However, Duintjer Tebbens and Meurant have proved in [48] that any non-increasing residual norm history is possible for the CMRH method with any nonzero eigenvalues of the system matrix. Therefore, the distribution of the eigenvalues alone may not play any role in the convergence. To date, much fewer results are available on the convergence of the CMRH(m) method.
The CMRH method for shifted systems
The CMRH method can be extended to the solution of shifted linear systems by using the shift-invariance property (1.2) of Krylov subspaces, similarly to the derivation of the shifted GMRES method [39, 49] . Hereafter we suppose by no lack of generality that the shift parameter for the seed system is zero, i.e. σ seed = 0; otherwise, if σ seed = 0, we can rewrite (1.1) for A := A − σ seed I and σ i := σ i − σ seed . The following shifted Hessenberg relation, which is the equivalent of (2.1), holds
where I m is the identity matrix of order m, and the matrices L m ,Ȟ m (σ seed ) are the same as in (2.1) and they are independent of the shift σ i . By using relation (2.5) in (2.4), the equivalent shift-dependent CMRH quasi-minimization problem becomes
The small-size least squares problem (2.6) can be solved for each shift in O(m 2 ) operations. The computationally intensive step of the algorithm remains the construction of the Krylov basis L m that has to be performed only once. Observe that the initial vector x 0 = 0 should be used for all the shifted systems since the initial residuals must be shift independent. The main difference between the shifted GMRES method and the shifted CMRH method is that the basis vectors L m of the former are orthogonal, i.e.,
m ; refer to [21, 39] .
The restarted shifted CMRH method
In this section, we present the derivation of the restarted shifted CMRH method for solving shifted linear systems (1.1) along with some convergence analysis. We conclude the section with a complexity analysis of the proposed algorithm, compared to the restarted shifted GMRES method.
The shifted CMRH method can solve the whole sequence of shifted linear systems simultaneously without additional matrix-vector products in terms of the seed system, from (2.6). However, the method needs to be restarted to overcome the memory problems due to the long-term vector recurrence of the Hessenberg procedure. Upon restarting, the residual vectors r (i) m obtained from the quasi-minimum residual condition are not collinear in general, and thus the shift-invariance property (1.2) does not hold anymore. To remedy the problem, we impose the collinearity condition introduced by Frommer and Glässner in the restarted shifted GMRES method [39] 
instead of the quasi-minimum residual condition for additional systems. In Eq. 
Then, from the collinearity condition (3.1) for the additional systems, it follows
0 αe 1 using the matrix representation of the Hessenberg procedure; see [39] for details.
From the above relation, y Compute u = Al j 6:
end for 10: if j < n and u = 0 then 11: 
22:
m r m 23: end for 24: Restart: if converged then stop; otherwise update
m and goto step 2-3.
Lemma 3.1. Let ϕ m be the residual polynomial [36] of m iterations of the CMRH method for the seed system, i.e., r m = ϕ m (A)r 0 . Then (3.2) also has a unique solution (s
Proof. Since the detailed proof of the above lemma is almost the same as that of [39, Lemma 2.4], so we omit it here. ✷ Based on the above result, we can provide the following preliminary convergence analysis of the restarted shifted CMRH method applied to the solution of multi-shifted linear systems.
Theorem 3.1. If the coefficient matrix A is positive definite, i.e., (Ax, x) > 0, ∀x = 0, and σ i < 0 for all i, and if the restarted CMRH method converges for the seed system, then the restarted shifted CMRH method also converges for the additional systems for every restart frequency m. Moreover, we have
for all j, where r
j,m and r j,m represent the j-th residual vectors for the add and the seed systems in a generic cycle, respectively.
Proof. Let ζ be any zero of ϕ m . Since ϕ m (0) = 1 we have ζ = 0 and we can write
Denote w = τ m−1 (A)r 0 and r = Aw. Then
For γ ∈ C, the functional w − γr 2 is minimized for
Assuming that ϕ m (A)r 0 2 has been minimized, then the norm L † m+1 r m 2 is also minimal due to the inequality L † m+1 r m 2 ≤ L † m+1 2 ϕ m (A)r 0 2 with the specified parameters n and m. Next, we conclude that
and (r, A −1 r)/(r, r) = (A −H r/ r 2 , r/ r 2 ) ∈ F (A −H ). Here the symbol F (A) denotes the field of values F (A) = { Ax, x |x ∈ C n , x 2 = 1} ⊂ C. On the other hand, since the invertible matrix A is positive definite and (Ax, x) = (A −H y, y) for y = Ax, F (A −H ) is contained in the right half-plane just like F (A). In conclusion, it holds Re( 1 ζ ) > 0, which is equivalent to Re(ζ) > 0. Since σ i < 0, thus ϕ(σ i ) = 0. By Lemma 3.1, it follows that the (restarted) shifted CMRH method converges for both seed and add systems for each m, because in this case Eq. (3.2) has a unique solution; refer to [49] for a similar discussion. Moreover, to show Eq. (3.3), it can follow the similar proof in [39, Theorem 3.3] , the details are not repeated here. ✷ Similar to the restarted shifted GMRES method, we have γ (3. 3) the add systems may converge more rapidly than the seed system. If not, the shift switching technique 3 [50] can be exploited. Besides, we should mention in Theorem 3.1 that the restarted CMRH method is supposed to be convergent on the seed system with positive definite coefficient matrix. Unfortunately, there are only few convergence results on the restarted CMRH method for solving nonsymmetric linear systems even when the coefficient matrix is positive definite; this topic is still largely unexplored [29, 31, 45, 46, 48] . In practise, it is observed that on many test problems the restarted shifted CMRH method enjoys similar convergence behavior to the more costly restarted shifted GMRES method, and it can even handle certain shifted systems where the latter fails. This observation is also supported by numerical results shown in Section 5.
Computational cost of the restarted shifted CMRH method
Following the idea introduced in our recent work [21, 44] , we present a comparative costs analysis between the shifted CMRH(m), shifted GMRES(m) and shifted SGMRES(m) [44] methods. The main differences in terms of floating-point operations (FLOPs) between shifted SGMRES(m) and shifted GMRES(m) are due to the different costs of the Givens rotations involved in the least-squares solution for the seed system. This implies that shifted SGMRES(m) often requires less FLOPs than shifted GMRES(m), as it has been verified in our recent work [44] . On the other hand, the shifted CMRH(m) method may require less FLOPS than both shifted SGMRES(m) and shifted GMRES(m) since the Hessenberge procedure is more economical than Arnoldi. A comparison of computational costs between various methods for the given dimension m is given in Table 1 .
Inner-outer variants of CMRH for shifted systems
It is well known that preconditioning is essential to accelerate the convergence of an iterative method for linear systems. The choice of the preconditioner for solving shifted linear systems can be considerably more difficult than in the general case. The methods described in the previous section rely on the shift invariance property of Krylov subspaces (1.2). Without further assumptions on the preconditioners M(σ i ) used, clearly the preconditioned Krylov subspace may not satisfy the same property [6, 12, 16] . Let us 
FLOPs with Ȟ c m (σ i ) | u m+1 ℵ 1 represents the cost of iterates for seed system; ℵ 2 means the cost of least-squares solve for seed system; ℵ 3 represents the cost of necessary vector updates; ℵ 4 means the cost of least-squares solve for t s − 1 add systems (i = 1, . . . , t s − 1). Remark: In fact, it is useful to mention that the O(m 2 ) operations are needed for coping with the problems in ℵ 2 and ℵ 4 of those above three solvers, respectively. However, to solve an upper-triangular least-squares problem (or linear system) is still slightly cheaper than to solve an upper-Hessenberg least-squares problem (or linear system).
suppose that the preconditioner M is independent of σ i , and that
Observe that M must be known explicitly to compute the solutions x (i) of the unpreconditioned system from the solution y (i) of the right-preconditioned system, although it is not needed to compute a basis of b) ; see e.g., [51] for details. It is not hard to find that the condition (4.1) is satisfied by using a matrix M independent of σ i and by introducing a σ i dependent parameter η i such that
that is, such that the preconditioned shifted matrix can be rewritten as a shifted preconditioned matrix. The matrix M(σ i ) has to be an efficient preconditioner for the shifted systems. Inspired by [9, 51] , in this work we use flexible preconditioning to solve the sequence of shifted linear systems (1.1). Flexible preconditioning means that a different preconditioner can be applied at every iteration j of an iterative Krylov method, see [52, 53] and our recent work [34] . If different preconditioners P j , P j (σ) are used at every iteration j, a similar relation to (4.2), namely
3) must hold to ensure the shift invariance property of the preconditioned Krylov subspace given in 4.1. In Eq. (4.3), α j and β j are parameters dependent on the shifts σ i . At each iteration j, the preconditioner is applied to a vector v j as
Next, we determine the conditions on the coefficients α j and β j to ensure that (4.3) and (4.4) hold. We assume that preconditioning is applied by using an inner solver in a multi-shift Krylov method, so that the preconditioned vectors
are computed via a truncated multi-shift Krylov subspace solver. Therefore, the corresponding (inner) residuals are given by,
We require the residuals (4.5)-(4.6) of the inner method to be collinear, i.e.
∃ γ
Note that the collinearity factors γ (i) j change at each iteration j and for every shift σ i . The shifted FOM [18] [19] [20] , shifted BiCGStab [12, 13] , shifted BiCRStab [24] , shifted IDR(s) [15, 16] and restarted shifted Hessenberg methods [21] lead to collinear residuals, that is (4.7) is satisfied automatically for these methods. From the conclusion in [16] , α j and β j can be determined from (4.4) by using the collinearity relation (4.7). The residuals are collinear if 8) or, in terms of the flexible preconditioners P j and P j (σ i ), the following holds:
We remark that the factors α j and β j indeed depend on σ i , since the collinearity factor γ
j is different for every shift. Based on the strategy proposed by Baumann and van Gijzen in [16] , we now present a new nested multi-shift Krylov solver in which the shifted Hessenberg (msHessen) [21] is used as inner preconditioner and flexible CMRH (FCMRH) is used as an outer Krylov iteration. We note that the shifted FOM and the flexible shifted GMRES methods [52] are related to the shifted Hessenberg and the flexible shifted CMRH methods, respectively. The Hessenberg relation (2.1) can be extended as follows,
where at iteration 1 ≤ j ≤ m the (flexible) preconditioning 
More precisely, after m outer iterations (i.e., the flexible shifted CMRH method) in the proposed nested Krylov solver, the solution to
yields approximate solutions to (1.1) in the search spaces Z (σ i ) j ∈ C 2n×j that minimize the 2-norm of the quasi-residual of the i-th shifted linear system, cf. Section 3 and [16, 34, Section 3.4]. In (4.10), the Hessenberg matrixȞ j corresponds to the seed system, and Γ (i) j is related to (4.9) . Note that the shifted Hessenberg procedure yields collinear residuals by default [21] . Finally, the new nested Krylov subspace (dubbed Hessen
Compute γ Compute u = Az for k = 1, 2, . . . , j, do 9:ȟ k,j = (u) (q) k 10:
end for 12: if j < n and u = 0 then 13: // Loop over shifted systems: 19: for i = 1, 2, . . . , t s do
20:
Define the matrix Z
Set upȞ j (σ i ) according to Eq. (4.9)
22:
Solve y
23:
end for 25: end for note that the proposed Hessen-FCMRH method is related to the FOM-FGMRES method introduced in [16] . On the other hand, the recent work [21] report that msHessen applied as an inner solver is cheaper than msFOM in terms of the elapsed CPU time. Also, numerical results in the next section imply that the shifted CMRH method often requires less algorithmic cost than the shifted GMRES method. Thus, the proposed Hessen-FCMRH can be a cost effective nested Krylov solvers for multi-shifted linear systems. Similarly to the FCMRH method for unshifted systems, extra memory is required to store the matrices Z (σ i ) j which span the solution space for each shifted problem need to be stored [52, 53] . The memory requirement is increased to about O(2ntm o ) for Z (σ i ) mo , where m o is the number of outer iterations. This is in fact a drawback of the FCMRH method that has already been pointed out by [34, 52] and applies for every shift. In addition, the above derivation also implies that the other shifted Krylov subspace methods (such as the shifted BiCGStab(ℓ), shifted IDR(s), shifted BiCRStab, and shifted GPBiCG methods) can be employed as a inner preconditioner like msHessen at the line 5 of Algorithm 3.
Numerical experiments
We illustrate the performance of the restarted shifted CMRH method (referred to as sCMRH(m)) for solving a suite of shifted linear systems arising in some realworld applications, also against the restarted shifted GMRES (sGMRES(m)) method, the restarted shifted Simpler GMRES (sSGMRES(m)), and the shifted QMRIDR(s) (sQMRIDR(s)) that minimizes a quasi-residual norm at each iteration step. Then, we report on numerical results with the nested Krylov subspace solvers based on the CMRH and the Hessenberg methods described in the previous section, and compare them against the recent framework of nested iterative solvers proposed in [16] . In all our runs, except in Experiment 5.4, the comparison is reported in terms of number of matrix-vector products (abbreviated as MVPs) and elapsed CPU time in seconds (referred to as CPU).
The experiments were carried out using double precision floating point arithmetic with machine precision 10 −16 in MATLAB R2016a on a Windows 7 (64 bit) PC equipped with an Intel(R) Core(TM) i5-2400 CPU running at 3.10 GHz and 10 GB of RAM. Unless stated otherwise, in our experiments the right-hand side b is the vector with all 1's generated by the MATLAB command b = ones(n, 1). We started the iterative solution from the initial guesses x (i) 0 = 0. Convergence was achieved when r
−8 for i = 1, 2, . . . , t s within Max mvps iterations for all the linear systems. The symbol ‡ in the tables denotes a convergence failure. Note that due to the collinearity condition, it was not necessary to compute explicitly the residuals of the additional systems.
General academic problems
The test matrices used in the first set of experiments are extracted from the SuiteSparse Matrix Collection [54] . In Table 2 we list the characteristics of the test problems (matrix size, field, number of nonzero entries) and their name Σ ℓ (ℓ = 1, 2, . . . , 8). We set the shift parameters σ j = −j/10000 for the test problems Σ 1 , Σ 4 , Σ 5 , Σ 6 , Σ 8 , while we defined σ j = −(8 + j)/200000, σ j = −(179 + j)/20000, and σ j = −j/20000 (j = 1, 2, 3, 4, 5) for the test problems Σ 2 , Σ 3 , and Σ 7 . We used the first linear system (A − σ 1 I)x
(1) = b as the seed system. It sets the restart dimension m = 40 and the maximum number of matrix-vector products Max mvps = 6000 in the stopping criterion. The results of our experiments are reported in Table 3 and Fig. 1 .
In Table 3 we show number of matrix-vector products and the solution time required by Observe that all the methods solved the whole sequence of systems within the maximum number of iterations except sQMRIDR(1) for Problem Π 4 and sSGMRES(m) for Problem Π ℓ , ℓ = 3, 4, 6, 7, 8. Regarding costs, the sCMRH(m) method was always more effective than the sGMRES(m) method in terms of elapsed CPU time, and indeed it was the fastest solver, although it often needed more MVPs. These results confirm the complexity analysis presented in Section 3.2. The solution time of the sQMRIDR(s) method was higher than the other methods mainly due to the cost of the inner products and vector updates. In particular, the sQMRIDR(2) required less matrix-vector products but more CPU time to converge. In our experiments, the sSGMRES(m) method was not a robust option compared to the other solvers.
To analyse the sensitivity of the convergence with respect to the shift parameters, the relative residual histories of the five shifted Krylov subspace methods on each separate linear system are plotted in Fig. 1 . The vertical axis shows the log 10 of relative residual norms, and the horizontal axis represents the number of matrix-vector products. The sGMRES(m) method converged more rapidly on the additional systems than on the seed system, confirming the conclusions in [39] . The convergence plot of the sCMRH(m) method was very similar as expected from the convergence analysis presented in Section 3.1. Furthermore, we note that the sGMRES(m) approximate solutions appear to be the most accurate among all the shifted iterative solvers, but only slightly more accurate than the sCMRH(m) solutions. We conclude that sCMRH(m) was a very competitive solver compared to other shifted Krylov subspace methods. Table 3 .
Quantum chromodynamics applications
In this subsection, we report on experiments on a set of shifted linear systems arising from a lattice quantum chromodynamics (QCD) application available at the SuiteSparse Matrix Collection [54] . The set includes seven 49, 152×49, 152 complex matrices, named as conf5 4-8x8-05, conf5 4-8x8-10, conf5 4-8x8-15, conf5 4-8x8-20, conf6 0-8x8-20, conf6 0-8x8-30, and conf6 0-8x8-80 and denoted in the tables as problems Π i (i =  1, 2, . . . , 7) . For each matrix D from this collection, there exists a critical value κ c such that for all Table 4 . In these runs we set Max mvps = 5000. In Table 4 we report on the elapsed CPU time and MVPs required by different methods to reduce the initial residuals of the seven shifted systems by eight orders of magnitude. We can see that sCMRH(m) was more cost-effective that sGMRES(m) except for Problems Π 5 and Π 6 ; on Problem Π 6 , sQMRIDR(1) required the minimum solution time. However, in general sQMRIDR(s) converged more slowly than sGMRES(m) and sCMRH(m) in terms of elapsed CPU time despite the smaller number of iterations, due to the costs of performing extra inner products and vector updates, and solving small linear system with size O(s 2 ). The performance of the sAd-SGMRES(m) method were disappointing on our test problems in terms of both MVPs and elapsed CPU time.
As in the previous subsection, to analyse the sensitivity of the convergence to the shift parameters, we plot the relative residual histories of the five shifted Krylov subspace solvers on each linear system in Fig. 2 . The vertical axis shows the log 10 of relative residual norms, and the horizontal axis represents the number of matrix-vector products. Like in the previous experiments, sGMRES(m) converged more rapidly on the additional systems than on the seed systems. The sCMRH(m) convergence history was very similar to that of sGMRES(m). We note that the final sCMRH(m) solutions were slightly more accurate than those computed by the other solvers, and the sGMRES(m) residual norms were smaller than the sQMRIDR(s) ones. We conclude that sCMRH(m) is a promising alternative to other shifted Krylov subspace methods on this set of problems. Table 4 .
Time fractional differential equations
Many applications of fractional differential equations (FDEs) can be found in modelling several physical, biological, geological and financial systems, to name only a few areas of research. Due to the dimension and the complexity of these systems, in recent years a considerable attention has been devoted to the efficient numerical solution of FDEs, see e.g. [55, 56] . Here we consider a benchmark problem coming from the 3D time-fractional convection-diffusion-reaction equation, defined as
Problem (5.1) can be regarded as a modification of the third example described in Ref. [17] . The physical parameters are chosen as follows:
T (convection), and r = 400 (reaction). In order to solve Eqs. (5.1) numerically, we can start by discretizing the spatial domain into uniformly spaced grid points and apply the finite difference approximation with natural ordering, resulting in a system of FDEs of the form
where u denotes the unknown solution vector. Using a grid size h = 0.025, the dimension of A is about 60,000. It is a well-known result [2] [3] [4] that, for 0 < γ < 1, the true solution of this problem can be expressed as u(t) = e γ,1 (t; A)u 0 , and e γ,1 (t; A)
where E γ,1 (z) is the Mittag-Leffler (ML) function [4, 55] 
In light of (5.3), the numerical solution u(t) can be computed as the approximate product of the matrix ML function E γ,1 (t γ A) with the vector u 0 , which represents the major computational cost for this problem. Recently, the numerical evaluation of matrix functions E γ,1 (t γ A)u 0 is receiving renewed interest as shown by the spread of literature on this topic [2] [3] [4] . The numerical approach based on Carathéodory-Fejér approximation [57] for E γ,1 (t γ A)u 0 (here we set t = 1) has the following representation
where w j and z j are the quadrature weights and nodes. A practical implementation of Eq. (5.4) requires to solve a sequence of shifted linear systems which are similar to (−A + z j I)x (j) = u 0 , z j ∈ C. The linear system −Ax = u 0 was selected as the seed system in our experiments. In this setting, the Krylov subspace solution of shifted linear systems does not involve the use of complex arithmetic. A comparative performance analysis with different shifted Krylov subspace methods is reported in Table 5 , where we give the elapsed CPU time and MVPs required for solving five groups of shifted linear systems within the prescribed convergence tolerance. These five sequences of shifted systems have the same seed systems with coefficient matrix −A but a different number of shifts. For this reason the number of matrix-vector products needed by different iterative solvers change only slightly in Table 5 . Although sCMRH(m) required more MVPs to converge, it was the fastest in terms of elapsed CPU time. The results with the sGMRES(m) and sCMRH(m) methods showed a similar number of matrix-vector multiplications, but the latter one was faster to converge. The performance of sQMRIDR(s) were disappointing as the solution time for this solver increases with the number of shifts. According to the conclusions in Ref. [17] , s + 2 extra n-vectors (possibly complex) need to be stored and updated for each extra shift. We conclude that the performance of sQMRIDR(s) for shifted linear systems are more sensitive to the growing number of shifts than the sGMRES(m) and sCMRH(m) methods. Unfortunately, the sAd-SGMRES(m) method failed to solve the mentioned test problems.
For a comprehensive performance evaluation of our iterative solvers, in Table 6 we report on the elapsed CPU time and MVPs that are needed to solve six shifted linear systems with a different level of difficulty in terms of grid size and reaction parameters. The large value of convection coefficients β and reaction parameters in Eq. (4.1) always results in highly nonsymmetric, ill-conditioned finite difference matrix A [17] . In this experiment we set Max mvps = 6000. We can see from Table 6 that both sCMRH(m) and sQMRIDR(s) were able to solve all the shifted linear systems, while sGMRES(m) and sAd-SGMRES(m) (except the problem with (h, r) = (1/50, 400)) could not. The reason might be that the sGMRES(m) and sAd-SGMRES(m) methods were more sensitive than the other two shifted iterative solvers to the high nonsymmetry and indefiniteness of the coefficient matrix. In addition, although sQMRIDR(s) always required less number of MVPs than those required by other two shifted iterative solvers, it was still more expensive in terms of the elapsed CPU time. We have given before a possible explaination for this phenomenon happened to sQMRIDR(s). From the results, we can conclude that the proposed sCMRH(m) method is efficient for solving shifted linear systems arising from the discretization of FDEs.
Experiments on flexible preconditioning for shifted systems
We illustrate the performance of the proposed Hessen-FCMRH, Hessen-FGMRES and FOM-FCMRH methods against the early established FOM-FGMRES [16] method for solving ill-conditioned shifted linear systems. In these experiments, in contrast with the previous subsections we used the norm of the true residual vector to check the convergence at each iteration of the outer solver (i.e., FCMRH and FGMRES). Therefore timings can be different. In all these runs, we chose the linear system Ax = b as the seed system. In Group I, we considered some shifted linear systems arising in the computation of the product of the matrix exponential multiplyed times a vector exp(τ L)u 0 by means of the Carathéodory-Fejér approximation [57] using ν = 14 poles. The experimental setting is the same as the one proposed in [58, Example 2], except for the different values of the shift τ . The discretized matrices arise from the two-dimensional advection-diffusion-reaction equation defined in the square domain [0, 2] 2 , simulating the reactive transport in heterogeneous porous media. The size of test matrices L are set as 9, 801 × 9, 801, 14, 161 × 14, 161, and 19, 321 × 19, 321, corresponding to the grid size h = 1/100, 1/120, 1/140. All the matrices are generated using MATLAB codes available at https://numerical-analysis.uibk. ac.at/exp-int-software. Numerical experiments with different nested Krylov subspace solvers are shown in Table 7 .
In Group II, we used the same test problems of Section 5. Table 8 .
In Table 7 , we report on the elapsed CPU time and the number of inner and outer iterations (denoted as IT in and IT out, respectively) required by the nested Krylov methods to solve all the seven shifted linear systems up to convergence criteria. We adopt these notations throughout this subsection. We can see from Table 7 that our nested solver (Hessen-FCMRH except the case of (1/120, 0.04) and IT in = 140) is the most efficient one in terms of elapsed CPU time at equal number of inner steps. According to the conclusions presented in [21] and based on our previous analysis, the msHessen and sCMRH methods are cheaper than the msFOM and sGMRES methods, respectively, for a similar number of matrix-vector products. Then Hessen-FCMRH (except the case of (1/120, 0.04) and IT in = 140) and Hessen-FGMRES converge faster. Additionally, it is interesting to note that FOM-FCMRH is still better than FOM-FGMRES in terms of elapsed time at similar number of outer iterations. Similarly, Hessen-FCMRH is also faster than Hessen-FGMRES. We conclude that nested iterative solvers based on the Hessenberg procedure can be computationally efficient to solve multi-shifted linear systems. Analogously, in Table 8 , we report the elapsed CPU time and IT in and IT out that are employed for solving all the seven shifted linear systems up to convergence tolerance from Group II. Due to the different computational costs of the Hessenberg and Arnoldi procedures, our Hessen-FCMRH method is the most robust nested solver in terms of elapsed CPU time at equal number of inner steps (except the cases of Ξ 1 with IT in = 60 and Ξ 2 with IT in = 70). For most test problems, Hessen-FCMRH and Hessen-FGMRES converge faster than FOM-FGMRES and FOM-FCMRH. In addition, we can see that FOM-FCMRH is still faster than FOM-FGMRES in terms of elapsed time at similar number of outer iterations. Under similar conditions, Hessen-FCMRH is also faster than Hessen-FGMRES thanks to the cost-effective Hessenberg procedure. The proposed Hessen-FCMRH method is remarkably robust for handling shifted linear systems, in terms of the elapsed CPU time.
Finally, we consider the last two test problems denoted as MLMF and QCDx. MLMF arises from Eq. (4.1) with γ = 0.9, r = 500, β = (500/ √ 5, 250/ √ 5, 500/ √ 5) T and h = 0.02. The results of our nested iterative schemes using a different number of inner iterations (i.e, IT in) are proposed in Table 9 . Our Hessen-FCMRH method with IT out = 2 and IT in = 100 exhibited the best performance among the four nested iterative solvers for the last test problem in terms of CPU time. Nested iterative schemes based on the Arnoldi procedure always required more time t oconverge, except the case of IT in = 90. Moreover, we notice that often the larger the number of inner iterations, the smaller the number of outer steps, and vice versa for the solution timing. In summary, the proposed Hessen-FCMRH method can be regarded as a robust choice for the last test problem.
Here QCDx is just problem Π 2 from Experiment 5.2. Numerical experiments with our nested iterative schemes using a different number of inner iterations (i.e, IT in) are listed in Table 10 . As it can be seen, our Hessen-FGMRES method with IT in = 140 has the best overall performance among the four nested iterative solvers in terms of elapsed CPU time. Again, nested iterative schemes based on the Arnoldi procedure always require more CPU time than those based on the Hessenberg procedure. The larger number of inner iterations, the smaller the number of outer steps, whereas the elapsed CPU time cost does not always follow this principle. Also in this case we conclude that the Hessen-FGMRES method can be considered as a robust choice for this test problem. The Hessen-FCMRH method is also an interesting alternative.
Conclusions
The paper presents two contributions to the development of shifted Krylov subspace methods built upon the Hessenberg process for the efficient solution of shifted linear systems. Firstly, we explore the algorithmic relation between the GMRES(m) and CMRH(m) methods. The reduced memory and algorithmic complexity of the CMRH(m) method motivated us to generalize this algorithm for solving shifted linear systems. Numerical results are reported to show the effectiveness of the shifted CMRH(m) method against sGMRES(m), sAd-SGMRES(m) and sQMRIDR(s)(s = 1, 2) in terms of elapsed CPU time. Then a new nested iterative framework of shifted linear systems is proposed based on the Hessenberg procedure. More precisely, we proposed three nested iterative solvers: Hessen-FCMRH, Hessen-FGMRES and FOM-FCMRH for shifted linear systems. The fist two often converge significantly faster than FOM-FGMRES introduced in [16] . In particular, numerical experiments involving time integration of 3D fractional/partial differential equations are reported to illustrate the advantages of the proposed nested iterative solvers. We showed that these algorithms can be very effective to use in numerical schemes that require to evaluate matrix function (see e.g. [3, 4] ) for three-dimensional time-dependent (fractional) convection-diffusion-reaction equations. This point can be viewed as the second contribution of our manuscript.
In our experiments, the number of inner iterations was often large, potentially leading to high computational and memory requirements on realistic applications. As an outlook for the future, we plan to test shifted Krylov subspace solvers based on short-term vector recurrences, such as shifted BiCGSTAB(ℓ), shifted BiCRSTAB, shifted IDR(s), shifted GPBiCG, shifted TFQMR and shifted QMRIDR(s) as inner solvers in the nested iterative framework for shifted linear systems, see e.g. [16] . Meanwhile, the restarting technique can often remedy the memory problems related to long-term recurrence Krylov subspace methods, e.g., FOM, GMRES, and CMRH. Therefore, we are also interested to develop restarted shifted versions of FOM, GMRES, Hessenberg, and CMRH as inner solvers in our future research.
