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Kurzfassung 
Elektronische und elektrische Systeme stellen seit einigen Jahren einen zunehmenden Anteil 
an den Gesamtproduktionskosten von Personenkraftfahrzeugen. Laut Prognosen wird sich 
diese Entwicklung zwar abschwächen, jedoch wird der Wertschöpfungsanteil der Elektronik 
am Fahrzeug weiter zunehmen. 
Die hier vorliegende Arbeit beschäftigt sich mit leistungselektronischen Subsystemen in PKW, 
die aufgrund der benötigten Chipfläche der Halbleiter kostenintensiv sind. Ziel der Arbeit ist 
es, Strukturen zu entwickeln und zu untersuchen, die es ermöglichen, mehrere Verbraucher 
in einer solchen Struktur zu betreiben und dadurch Leistungshalbleiter einzusparen. 
In einer Analyse werden die derzeitige Struktur der Verbraucher im Fahrzeug, die dazugehö-
rige Elektronik und die zeitlichen Abhängigkeiten der Verbraucher untereinander dargestellt. 
Die Analyse kommt zu dem Schluss, dass die Verbraucher im Fahrzeug auf den jeweiligen 
Einsatzzweck hin optimiert sind. Dadurch sind sie kostengünstig und einfach aufgebaut. Ge-
meinsamkeiten, die für eine Vereinheitlichung der Leistungselektronik genutzt werden kön-
nen, können unter Beachtung der betrachteten Systeme gefunden werden. Daraus werden 
Anforderungen an alternative leistungselektronische Strukturen formuliert.  
In der Arbeit werden zwei leistungselektronische Schaltungen untersucht, die den Forderun-
gen nach einer Einsparung von Leistungshalbleitern gerecht werden. Bei der matrixförmigen 
Vernetzungsschaltung sind die Versorgungsleitungen in Zeilen und Spalten angeordnet, zwi-
schen denen die Verbraucher angeschlossen sind. Bei der linearen Vernetzungsschaltung be-
nutzen alle an einer Struktur angeschlossenen Verbraucher teilweise eine gemeinsame und 
eine individuelle Leistungselektronik. Dabei wird ein geringerer Vernetzungsgrad erreicht. 
Bei der matrixförmigen Vernetzungsschaltung wird ein hoher Vernetzungsgrad erzielt. Hier-
bei kann eine Vielzahl von Verbrauchern mit vergleichsweise wenig Leistungselektronik be-
trieben werden. Der hohe Vernetzungsgrad hat Bedingungen an die Anordnung der in der 
Struktur befindlichen Verbraucher zur Folge, die es nur bei kleinen Strukturen ermöglichen 
ohne Hilfsmittel eine optimale Struktur zu entwerfen. Für größere Strukturen werden Me-
thoden benötigt, um die Anordnung der Verbraucher so zu gestalten, dass die Bedingungen an 
den gleichzeitigen Betrieb in der Applikation erfüllt werden können. Diese Aufgabe entspricht 
dem mathematischen Problemkreis der kombinatorischen Optimierung. Als Lösungsmethoden 
werden die Ganzzahlige Lineare Programmierung, die in jedem Fall ein exaktes Ergebnis er-
reicht, und Genetische Algorithmen verwendet, die auch bei sehr großen Strukturen ein opti-
miertes Ergebnis erzielen können. Die Genetischen Algorithmen werden in dieser Arbeit auf 
das Problem und dessen Darstellung angepasst, und die Ergebnisse der Optimierung mit de-
nen der exakten Verfahren verglichen. Ergebnisse zeigen, dass die auf die Problemstellung 
angepassten Genetischen Algorithmen mit hoher Sicherheit das globale Optimum finden.  
Es werden matrixförmige und lineare Strukturen für eine Sitzsteuerung und eine Klappen-
verstellung einer Klimaanlage entworfen, mit den beschriebenen Methoden optimiert und 
nachfolgend bewertet. In der Bewertung wird gezeigt, dass die entworfenen alternativen 
Strukturen den konventionellen teilweise überlegen sind und je nach elektronischem System 
zu einer deutlichen Kosteneinsparung führen können. In den untersuchten Systemen hat sich 
die lineare Struktur als besonders vorteilhaft herausgestellt. 
 
 
Abstract 
Within the last years electric and electronic systems became a significant part of the overall 
production costs of passenger vehicles. Due to prognoses this development will be weakened 
but still continued.  
This thesis deals with power electronic subsystems in passenger vehicles, where the chance 
for cost reduction is limited, because of the chip size of the power semiconductors. The target 
of this thesis is, to develop and examine power electronic structures providing the potential to 
operate more electrical loads on the same power electronic and to reduce the number of power 
electronic semiconductors.  
An analysis of the power electronic structure, the electric loads in passenger vehicles and op-
erational conditions comes to the conclusion that the electric and electronic systems are opti-
mized towards their loads and operational conditions. This causes cost optimized and simple 
designed loads and electronic subsystems. Similarities which can be used for an equalization 
of electronic subsystems can only be found within certain functional subsystems. Based on 
these results requirements towards alternative power electronic systems are created. 
In this thesis two alternative power electronic structures are examined, which have the poten-
tial to fulfil the requirements of reduction of power semiconductors. In the matrix based struc-
ture the power supply wires are arranged in rows and columns. Between the rows and col-
umns the electric loads are connected. In the linear structure all loads contained in one struc-
ture are connected to one common and one individual power electronic subsystem. Therefore 
the degree of complexity is low. 
In the matrix based structure a high grade of complexity is obtained. A high number of electric 
loads can be operated by a low number of power semiconductors. This causes conditions to-
wards the arrangement of the loads within the structure. Without tools the optimal arrange-
ment of the loads is only possible in very small structures. In larger structures methods are 
required to obtain arrangements of the loads which fulfil the conditions of simultaneous op-
eration of the electric loads in the application. Obtaining an optimized arrangement of the 
loads refers to the mathematical discipline of combinatorical optimization. Linear Integer Pro-
gramming and Generic Algorithms are the methods of choice for solving these mathematical 
problems. Integer Linear Programming always reaches the global optimum whereas at Ge-
neric Algorithms is no guaranty for reaching the global optimum but they are capable of solv-
ing large scale problems in short time with nearly optimal results. In this thesis the Generic 
Algorithms are adapted to the technical problem and its representation and results of the op-
timization are compared with results of the Integer Linear Programming. Results are showing 
that the Generic Algorithms adapted to the problem are capable of reaching the global opti-
mum with high reliability. 
Matrix based and linear structures are designed for a seat electronics system and for an air 
flap system in a vehicles air condition. These systems are optimized with Generic Algorithms 
and evaluated. The evaluation shows that the designed alternative power electronic structures 
are partly superior to the conventional structures and that they are capable of reducing costs 
significantly. Especially the linear structure shows excellent results. 
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1 Einleitung und Zielsetzung der Arbeit 
In den letzten Jahren hat die Zahl der elektronischen Systeme in allen Bereichen des Fahr-
zeugs deutlich zugenommen. Die neuen Systeme dienen zur Verbesserung der Sicherheit und 
des Komforts, sowie zur Verbrauchsreduzierung und Realisierung von Infotainment, Kommu-
nikation und Diagnose. Diese Entwicklung begann in den Fahrzeugen der Oberklasse, jedoch 
haben sich diese Systeme in den letzten Jahren auch in den Fahrzeugen der Volumensegmen-
te durchgesetzt. Dadurch ist auch der Anteil der Elektronik an den Produktionskosten des 
Automobils deutlich gestiegen. Er liegt bei einem Mittelklassefahrzeug derzeit bei ca. 25% und 
wird in den nächsten Jahren weiter ansteigen [Rech04].  
 
Bild 1.1  Elektronikarchitektur der Mercedes-Benz E-Klasse 
Die Elektronikarchitektur in modernen Fahrzeugen ist vor allem durch einen hohen Vernet-
zungsgrad gekennzeichnet. Das bedeutet, dass eine Vielzahl von Funktionen auf mehrere 
Steuergeräte verteilt ist, die über geeignete Bussysteme miteinander kommunizieren. Als 
Beispiel kann die Zentralverriegelung genannt werden, an der unter anderen die vier Tür-
steuergeräte, die zentralen Steuergeräte, das elektronische Zündschloss und die Dachbedien-
einheit beteiligt sind. In Fahrzeugen der Mittel- und Oberklasse werden in aktuellen Baurei-
hen über 50 vernetzte Steuergeräte verbaut, die Verbraucher ansteuern sowie Sensorsignale 
erfassen und verarbeiten. In Bild 1.1 ist die Vernetzungsstruktur der aktuellen Mercedes-
Benz E-Klasse dargestellt. 
Der hohe Anteil elektrischer und elektronischer Systeme im Fahrzeug bereitet jedoch in zu-
nehmendem Maße auch Qualitätsprobleme, die sich in Rückrufaktionen und Pannen nieder-
schlagen. Bild 1.2 zeigt die Anzahl von Rückrufaktionen in den letzten Jahren (Quelle: Kraft-
fahrbundesamt). Nach [Scha04] wird der Anteil von Pannen, die durch Elektrik/Elektronik 
verursacht werden, weiter steigen, während die Gesamtanzahl von Pannen nahezu konstant 
bleibt. Eine große Anzahl der Pannen und Rückrufe hat ihre Ursache in der Komplexität und 
der Vernetzung der Elektronik im Automobil.   
Die Automobilhersteller beschäftigen sich seit einigen Jahren zunehmend mit der Frage, wie 
die Automobilelektronik sinnvoller strukturiert werden kann, um sie zuverlässiger und trotz-
dem kostengünstiger zu gestalten. Ein Trend, der sich in diesen Arbeiten abzeichnet, ist die 
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Reduzierung von mit dem CAN-Bus vernetzten Steuergeräten und die Auslagerung von Funk-
tionen in kleine aktuatornahe Elektroniken. 
Die Fahrzeugelektronik sollte in verschiedenen Teilsystemen, wie Motor-, Innenraumelektro-
nik oder Elektronik im Antriebsstrang, betrachtet werden, da sich die Anforderungen an die 
Elektronik in diesen Bereichen stark voneinander unterscheiden. Im Bereich der Innenraum-
elektronik kann eine besonders starke Zunahme an elektronischen Systemen und Komponen-
ten beobachtet werden, was auf eine Vielzahl neuer Funktionen im Komfortbereich zurückzu-
führen ist. In zunehmendem Maße sind mechanische Komponenten durch elektrische ersetzt 
worden. Hier sind beispielsweise Fensterheber, Sitzverstellungen oder elektrisch einstellbare 
und beheizbare Außenspiegel zu nennen. Weiterhin werden Relais durch intelligente Leis-
tungshalbleiter ersetzt, um zusätzliche Funktionen, wie beispielsweise die Versorgung von 
Verbrauchern mit gepulsten Spannungen sowie Schutz- und Diagnosefunktionen realisieren 
zu können. Betrachtet man jedoch die Benutzungshäufigkeit und die Betriebszeiten dieser 
Funktionen, stellt man fest, dass die Komfortsysteme im Fahrzeug selten in Betrieb sind. Da 
aber zu jedem Zeitpunkt die Elektronik aller Komfortsysteme verfügbar ist, ist der Aufwand 
für Komfortelektronik und die damit verbundenen Kosten im Fahrzeug hoch.  
 
Bild 1.2  Entwicklung der Rückrufaktionen nach Kraftfahrbundesamt 
Die Einsparung von Produktions- und Entwicklungskosten ist eine zentrale Aufgabe aller 
Fahrzeughersteller. Die vorliegende Arbeit hat daher das Ziel, elektronische Strukturen zu 
entwickeln, die sich durch einen verringerten Aufwand der besonders kostenintensiven Leis-
tungselektronik auszeichnen und soll damit einen Beitrag zur Kosteneinsparung leisten. Da-
bei stehen der Entwurf neuartiger Schaltungstechniken und die Untersuchung des Betriebs-
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verhaltens im Vordergrund. Eine Reduzierung von leistungselektronischen Komponenten 
wird durch die Nutzung von einer Leistungselektronik durch verschiedene Verbraucher er-
reicht. Zur Handhabung dieser Schaltungen werden Methoden benötigt, mit denen eine An-
passung der Struktur an die spezielle Anwendung möglich ist. Die Entwicklung und Verifizie-
rung solcher Methoden ist ebenfalls Gegenstand der Arbeit. Als ein drittes Ziel dieser Disser-
tation kann die Bewertung der entwickelten Strukturen im Vergleich zu konventionellen 
Schaltungen genannt werden.  
Um die genannten Ziele zu erreichen wird wie folgt vorgegangen: In Abschnitt 2 werden die 
Verbraucher und Aktuatoren hinsichtlich der Anforderungen, die an sie gestellt werden, un-
tersucht. Besondere Beachtung liegt dabei auf den zeitlichen Anforderungsprofilen und den 
Betriebszeiten, da nicht alle Verbraucher, die in einer Struktur untergebracht sind, gleichzei-
tig in Betrieb genommen werden können. Das ergibt sich aus der gemeinsamen Nutzung der 
Leistungselektronik durch verschiedene Verbraucher. In Abschnitt 3 werden leistungselekt-
ronische Vernetzungsschaltungen entworfen und deren Betriebsverhalten untersucht. Die 
Motivation für die Optimierung der entwickelten Strukturen und ein Überblick über mögliche 
Optimierungsverfahren werden in Abschnitt 4 gegeben. In den Abschnitten 5 und 6 wird ein 
universelles und effektives Optimierungsverfahren auf eine solche Struktur angewandt, um 
deren Einsatzfähigkeit in tatsächlichen Anwendungen zu garantieren. In Abschnitt 7 erfolgt 
eine Bewertung der entwickelten Strukturen im Vergleich zu konventionellen und heute ein-
gesetzten Schaltungen. Daraus können allgemeine Schlussfolgerungen über die Anwendbar-
keit derartiger Schaltungen gezogen werden. 
Die vorliegende Arbeit soll also einen Beitrag zur Weiterentwicklung spezieller Schaltungs-
techniken für die Automobilelektronik, sowie zur Anwendung moderner mathematischer Op-
timierungsverfahren leisten, welche die im automotiven Bereich vorzufindenden Systemkom-
plexitäten beherrschen können. 
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2 Elektrische Verbraucher im Komfortbereich des Kfz 
Mit Hilfe elektrischer Verbraucher werden im Kfz die verschiedensten Funktionen realisiert. 
Neben der bedarfsgerechten Steuerung des Verbrennungsmotors und seiner Nebenaggregate 
wird eine Vielzahl von Elektromotoren, Heizungen und Lampen im Fahrzeug verbaut, um die 
Fahrt so angenehm und sicher wie möglich zu gestalten. Zum Betrieb und zur Steuerung die-
ser Verbraucher werden verschiedene leistungselektronische Schaltungen eingesetzt, die auf 
die jeweiligen Anforderungen des Verbrauchers abgestimmt sind. Die Elektronik zum Betrieb 
von elektrischen Verbrauchern im Kfz ist in elektronischen Steuergeräten untergebracht. Von 
einem Steuergerät aus werden in der Regel mehrere Aktuatoren gesteuert, die zu verschiede-
nen Funktionen gehören können. 
In diesem Abschnitt werden die wichtigsten elektrischen Verbraucher mit ihren speziellen 
Eigenschaften und Betriebsbedingungen im Fahrzeuginnenraum dargestellt. Anhand der 
Verbraucherstruktur und der zu realisierenden Funktionen im Fahrzeug werden Anforderun-
gen an eine alternative Struktur zum Betrieb elektrischer Verbraucher abgeleitet. Um einen 
Überblick über die Verbraucherstruktur im Kfz zu bekommen, wurde ein Fahrzeug der oberen 
Mittelklasse analysiert. Dabei wurden besonders die Verbraucher im Komfortbereich des 
Fahrzeugs untersucht. Da für den untersuchten Fahrzeugtyp sowohl eine Limousine als auch 
ein Kombi verfügbar sind, bezieht sich die Analyse in dieser Arbeit auf beide Ausführungs-
formen. Hierbei werden Unterschiede in der Aktuatorik deutlich gemacht. 
2.1 Systemabgrenzung der Komfortelektronik 
Um ein System sinnvoll analysieren zu können, muss eine Abgrenzung des Systems von sei-
ner Umwelt erfolgen [Schö93]. Ein Fahrzeug lässt sich hinsichtlich der Elektronik in ver-
schiedene Systeme einteilen. In dieser Arbeit wird das System Komfortelektronik behandelt 
und an Hand des seriellen Datenübertragungssystems von anderen Systemen abgegrenzt. 
In modernen Fahrzeugen hat sich der CAN-Bus [Bosc01] zur seriellen Datenübertragung 
durchgesetzt. Der CAN-Bus wurde von der Firma Bosch Mitte der 80er Jahre entwickelt und 
realisiert eine sichere sowie kostengünstige Übertragung von Daten im Fahrzeug [Lawr94]. In 
modernen PKW der Ober- und Mittelklasse werden zumeist zwei CAN-Bussysteme eingesetzt. 
Der nach ISO 11519 [ISO94] spezifizierte Low Speed CAN (CAN Class B) hat eine maximale 
Datenübertragungsrate von 125 KBit/s. Er wird zur Vernetzung von Steuergeräten im Innen-
raum-, Komfort- und Aufbauelektronikbereich angewendet. Der nach ISO 11898 [ISO93] spe-
zifizierte High Speed CAN (CAN Class C) hat eine maximale Datenübertragungsrate von 
1MBit/s. Er wird im Bereich der Motor- und Fahrwerkselektronik eingesetzt. Der Informati-
onsaustausch zwischen CAN Class B und C erfolgt über ein zentrales Gateway. Weitere Bus-
systeme in modernen Fahrzeugen sind der MOST-Bus zur Übertragung von Daten für Info-
tainmentsysteme und der LIN-Bus [Spec00], der eine Kommunikation zwischen einem Steu-
ergerät und angeschlossenen intelligenten Aktuatoren oder Aktuatorgruppen realisiert. 
In dieser Arbeit soll die Abgrenzung des Systems Komfortelektronik derart erfolgen, dass 
Verbraucher und Elektroniken betrachtet werden, die von Steuergeräten betrieben werden, 
die mittels CAN-Bus Class B vernetzt sind. Dadurch werden alle Verbraucher der Innenraum-, 
Komfort- und Aufbauelektronik erfasst. Alle nachfolgenden Betrachtungen beziehen sich auf 
diese Abgrenzung des Systems.  
2.2 Elektrische Verbraucher im Kfz 
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2.2 Elektrische Verbraucher im Kfz 
In diesem Abschnitt wird ein Überblick über die Situation der elektrischen Verbraucher dar-
gestellt. Diese stützt sich auf die Analyse eines speziellen Fahrzeugs. Alle dargestellten Daten 
sind der internen Produktdokumentation entnommen und spiegeln eine Momentaufnahme 
dieses speziellen Fahrzeugs wider. Bei anderen Fahrzeugen sowie durch Modellpflege und 
Modellwechsel kann die konkrete Verbraucherkonstellation von der hier gezeigten abweichen. 
Trotzdem ist es durchaus sinnvoll, die Verbrauchersituation eines Fahrzeugs zu beleuchten, 
um daraus allgemeingültige Aussagen ableiten zu können. 
2.2.1 Klassifizierung und Eigenschaften der Verbraucher 
Im Komfortbereich eines Kraftfahrzeugs sind verschiedene Arten von elektrischen Verbrau-
chern verbaut. Im Wesentlichen handelt es sich dabei um: 
• Elektromotoren 
• Heizungen 
• Lampen 
• Ventile  
• Relais 
• LED 
Für das untersuchte Fahrzeug ergibt sich bei Vollausstattung eine Summe von insgesamt 226 
elektrischen Verbrauchern, die, wie in Bild 2.1 dargestellt, den genannten Verbrauchertypen 
zugeordnet werden können. 
Heizungen
4%
Ventile
6%
Relais
5%
LED's
23%
Lampen
27%
Motoren
35%
 
Bild 2.1  Zuordnung der Aktuatoren zu Verbrauchertypen 
Motoren: Aus Bild 2.1 ergibt sich, dass Motoren die anteilig größte Gruppe von Verbrauchern 
darstellen. Motoren im Komfortbereich des Kfz sind ausschließlich als permanenterregte 
Gleichstrommotoren (PMDC) und als Schrittmotoren ausgeführt, wobei die Gleichstrommoto-
ren im untersuchten Fahrzeug einen deutlich größeren Anteil haben als die Schrittmotoren. 
PMDC werden auf Grund ihres geringen Preises, ihrer einfachen Steuerbarkeit und wegen 
der geringen Anforderungen an die Bewegung häufig eingesetzt. Der prinzipielle Aufbau ist in 
Bild 2.2 dargestellt und in [Stöl02] ausführlich beschrieben.  
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Ein großer Vorteil des PMDC-Motors ist die einfache Drehzahlsteuerung, da die Geschwin-
digkeit des Läufers direkt von der anliegenden Spannung abhängig ist. Die Spannungsglei-
chung des Motors ergibt sich nach [Müll89] zu: 
    ω⋅+⋅= MMMM kiRU      (2.1) 
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Die Konstante kM wird im Wesentlichen durch den magnetischen Fluss bestimmt, der vom 
verwendeten Magnetmaterial und der Maschinenkonstruktion abhängt. Aus (2.2) ergibt sich, 
dass die Drehzahl nur von der am Motor angelegten Spannung abhängt, wenn man von einem 
bestimmten Motor mit den entsprechenden Maschinenparametern ausgeht.  
 
Bild 2.2  Aufbau eines PMDC-Motors 
Das bedeutet, dass die Drehzahl des PMDC-Motors durch das Anlegen einer gepulsten Span-
nung reduziert werden kann, da sich dann der Mittelwert der am Motor anliegenden Span-
nung nach  
    
T
T
UU eBatM ⋅=       (2.3) 
berechnet. Nach Gleichungen (2.2) und (2.3) kann die Drehzahl eines PMDC-Motors durch die 
Verringerung des Tastverhältnisses (Duty Cycle) Te/T reduziert werden. Die dazu verwendete 
Schaltung arbeitet als Tiefsetzsteller (Buck-Converter). 
Elektrische Schrittantriebe werden im Kfz zur Positionierung von mechanischen Baugruppen 
eingesetzt. Schrittmotoren haben gegenüber den Gleichstrommotoren den Vorteil, dass eine 
genaue Positionierung ohne Lageerfassung möglich ist. Der prinzipielle Aufbau eines Schritt-
motors ist in Bild 2.3 dargestellt. Es sind permanentmagnetisch erregte Schrittmotoren (PM), 
Schrittmotoren mit variabler Reluktanz (VR) sowie hybride Schrittmotoren bekannt. Auf-
grund der geringen Kosten werden in der Automobiltechnik vor allem PM-Schrittmotoren 
eingesetzt [Stöl02]. Besonders kostengünstig ist die in Bild 2.3 dargestellte Klauenpolmaschi-
ne.  
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Diese ist zumeist 2-phasig ausgeführt, wobei jede Phase einen eigenen Magnetkreis aufweist, 
der aus zwei Polblechen, Rückschlussring und einer Ringwicklung aufgebaut ist. Die beiden 
Magnetkreise werden um 90° elektrisch versetzt zusammengeschweißt. Bei Schrittmotoren in 
unipolarer Ausführung werden für jeden Magnetkreis zwei gegensinnig gewickelte Ringwick-
lungen benötigt, die jeweils nur in einer Richtung von Strom durchflossen werden. Dafür kann 
eine Ansteuerung durch vier Low-Side-Schalter realisiert werden. Bei den bipolar ausgeführ-
ten Maschinen wird jede Wicklung in beiden Richtungen mit Strom durchflossen. Die Ausnut-
zung der Maschine ist in diesem Fall höher. Jedoch ist für jede Phase eine H-
Brückenschaltung erforderlich [Kreu85]. Im Kfz kommen beide der genannten Varianten von 
Schrittmotoren vor. Sie werden beispielsweise zur Stellung von Luftklappen in Klimaanlagen 
oder zur Positionierung von Spiegeln sowie zur Leuchtweitenregulierung eingesetzt. 
 
Bild 2.3  2-phasiger Klauenpolmotor in unipolarer Ausführung 
Glühlampen: Glühlampen werden zur Außen- und Innenbeleuchtung des Fahrzeugs verwen-
det. Man unterscheidet Temperaturstrahler und Gasentladungslampen. Zu den Temperatur-
strahlern zählen die herkömmlichen Glühlampen und die Halogenlampen. Bei diesen Lampen 
wird ein Wolframdraht zum Glühen gebracht, der dann entsprechend Licht aussendet. Glüh-
lampen kommen nur noch im Bereich der Heck- und Innenraumbeleuchtung zum Einsatz, da 
sie gegenüber den Halogenglühlampen entscheidende Nachteile aufweisen. Bei Halogenlam-
pen ist die Lichtausbeute wesentlich höher als bei Glühlampen (ca. 2-3 fach) [Hend96]. Das ist 
auf die Glühwendeltemperatur zurückzuführen, die wesentlich höher liegen kann, da die von 
der Glühwendel emittierten Wolframpartikel in einem Kreislaufprozess wieder zurück auf die 
Glühwendel geführt werden [Bosc98] Halogenglühlampen werden vor allem als Lichtquellen 
für Abblend- und Fernlicht sowie für Nebel- und Zusatzscheinwerfer eingesetzt. 
Im Bereich der Hauptscheinwerfer werden die Halogenglühlampen jedoch in zunehmendem 
Maße von Gasentladungslampen verdrängt. Diese haben eine höhere Lichtausbeute und Le-
bensdauer sowie eine Farbtemperatur, die im Bereich der höchsten Empfindlichkeit des Auges 
liegt [Hend96]. Mit Scheinwerfern, die mit Xenonlampen ausgerüstet sind, wird eine bessere 
Fahrbahnausleuchtung und eine bessere Sicht erreicht. Wie alle Gasentladungslampen benö-
tigen auch die Xenonlampen eine hohe Zündspannung, die im Bereich von 10…20kV liegt. Die 
Zündung der Lampen erfolgt über eine spezielle Zündschaltung [Lian02], die die Zündspan-
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nung meist induktiv in die Lampenzuleitung einkoppelt [Sies05]. Nach Erreichen des maxi-
malen Lichtstroms reicht eine Spannung von ca. 85V zur Aufrechterhaltung des Lichtbogens. 
Dabei wird die Lampe mit einer negativen rechteckförmigen Wechselspannung versorgt, de-
ren Frequenz im Bereich von 100…400Hz liegt [Aoik02]. Diese Funktionalitäten stellt ein 
Vorschaltgerät sicher. Es besteht aus einem geschalteten Spannungswandler, der die Erhö-
hung der 12V Bordnetzspannung auf die erforderlichen 85V vornimmt, wobei meist kosten-
günstige Sperrwandler zum Einsatz kommen [Zant94]. Ein nachgeschalteter Wechselrichter 
in Vollbrückenschaltung nimmt die Erzeugung der Wechselspannung vor. Eine Prinzipschal-
tung zur Realisierung des Betriebs der Lampe ist in Bild 2.4 dargestellt. In [Gulk97] wird ein 
einstufiges elektronisches Vorschaltgerät vorgestellt, das im MHz-Bereich arbeitet. Durch die 
einstufige Topologie können der Wirkungsgrad der Schaltung wesentlich verbessert und da-
durch die Kosten reduziert werden. Für Xenonleuchten ist eine automatische dynamische 
Leuchtweitenregelung vom Gesetzgeber zwingend vorgeschrieben, um die Blendung des Ge-
genverkehrs zuverlässig zu verhindern. 
+12V
Schaltnetzteil Wechselrichter
Lampe
Zündschaltung
 
Bild 2.4 Prinzipschaltung für den Betrieb einer Xenonlampe 
In modernen Fahrzeugen werden die Glühlampen mit einer gepulsten Spannung versorgt. 
Durch die Einstellung der Pulsweite kann eine von der Bordnetzspannung unabhängige Lam-
penspannung erzeugt und damit die Lebensdauer der Glühlampen erhöht werden. Mit einer 
gepulsten Spannung können jedoch auch zusätzliche Funktionen, wie beispielsweise die Rea-
lisierung von Schlusslicht und Bremslicht mit einer Glühwendel oder Notlichtkonzepte beim 
Ausfall eines Leuchtmittels, umgesetzt werden.  
Leuchtdioden: In zunehmendem Maße werden auch Leuchtdioden im Fahrzeug eingesetzt. 
Seit längerem werden LED zur Anzeige von Funktionen im Kombiinstrument und zur Hinter-
grundbeleuchtung von Schaltern und Displays verwendet [Hoda90]. In modernen Fahrzeugen 
ersetzen sie auch leistungsstärkere Glühlampen, etwa bei der Türausstiegs- und Warnleuchte. 
In den neusten Modellgenerationen übernehmen LED auch die Funktionen des Schluss- und 
Bremslichts sowie des Blinklichts [Deck00]. Dadurch entstehen veränderte Anforderungen an 
die LED Treiber, da die Leistungsaufnahme der LED-Arrays deutlich gestiegen ist, aber auch 
für die LED selbst, da sie vor Übertemperatur durch Eigenerwärmung geschützt werden müs-
sen. Um die Helligkeit der LED einstellen zu können, werden sie mit einer gepulsten Span-
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nung versorgt. So können beispielsweise Schluss- und Bremslicht durch das gleiche LED-
Array realisiert, sowie die Suchbeleuchtung von Tag- auf Nachtbetrieb umgestellt werden. 
Heizungen: Im untersuchten Fahrzeug sind bis zu 10 Heizungen verbaut. Es handelt sich z.B. 
um die Heckscheiben-, Spiegel- und Sitzheizungen. Die Ausführungsformen sind je nach Ein-
satz verschieden. Während bei der Sitzheizung in den Sitz eingearbeitete Heizmatten ver-
wendet werden sind bei der Heckscheibenheizung die Widerstandsdrähte auf das Glas aufge-
druckt. 
Ventile: In einem Fahrzeug des untersuchten Typs können bis zu 14 Ventile vorkommen. Da-
bei sind 10 Ventile in einem System verbaut, mit dem die Sitzkontur genau den Bedürfnissen 
des Fahrers angepasst werden kann (FDS). Zusätzlich reagiert das System auf Fahrzustände, 
wie zum Beispiel Kurvenfahrt, und passt den Sitz auf die entsprechende Situation an. Die 
verbleibenden Ventile werden in der Klimaanlage eingesetzt. Allgemein können diese Bau-
gruppen elektromagnetisch oder motorisch betätigt werden. Mittels eines Elektromotors wer-
den vor allem Ventile verstellt, deren Durchtrittsöffnung kontinuierlich verstellt werden muss. 
Relais: In modernen Fahrzeugen werden nach wie vor Relais eingesetzt. Sie haben bei Gleich-
stromnetzen den Nachteil, dass sie den auftretenden Lichtbogen beim Öffnen der Hauptkon-
takte zuverlässig löschen müssen. Weiterhin kann es durch diesen Lichtbogen zu EMV Stö-
rungen im Bordnetz kommen. Sie werden besonders zum Schalten großer Lasten und Strom-
kreisteile eingesetzt. Im untersuchten Fahrzeug werden 11 externe Relais verbaut. Diese 
werden meist auf zentrale Steuergräte (z.B. SAM-F) aufgesteckt. Die in den Steuergeräten 
verbauten Relais sind in dieser Betrachtung nicht erfasst. Durch die Verringerung des spezifi-
schen RDSon von MOSFET kann angenommen werden, dass intelligente Halbleiterschalter die 
Relais mehr und mehr verdrängen werden.  
2.2.2 Leistungsaufnahme der Verbraucher 
Die Leistungsaufnahme der elektrischen Verbraucher im Kfz ist sehr unterschiedlich und 
reicht von 0,25W bei LED-Treibern bis hin zu Fensterhebermotoren mit 220W Leistungsauf-
nahme bei Nennlast. Im Kfz sind also Verbraucher zu betreiben, deren Leistungen um bis zu 
vier Größenordnungen auseinander liegen.  
Um Aktuatoren hinsichtlich ihrer Leistung sinnvoll charakterisieren zu können, wurde unter-
sucht, welche Verbraucherleistung mit welcher Gehäusebauform von Leistungsbauelementen 
sinnvoll übertragen werden kann. 
Die Berechnung der Leistungsfähigkeit der Gehäuse der Bauelemente wurde unter den Rand-
bedingungen Umgebungstemperatur Tamb=80°C und maximale Sperrschichttemperatur 
TJ=120°C durchgeführt. Daraus ergibt sich ein Temperaturhub von ∆ϑ=40K. Die Kühlfläche 
wurde auf 400mm2 festgelegt. Die thermischen Übergangswiderstände der Gehäuse bei der 
erwähnten Kühlfläche wurden [Infi00] entnommen. Der RDSon der MOSFET ist abhängig von 
der Fertigungstechnologie und von der Gehäusegröße. Für den RDSon der betrachteten Gehäu-
setypen wurde ein mittlerer Wert ausgewählt. Der maximal mögliche Laststrom, der unter 
diesen Randbedingungen möglich ist, berechnet sich zu  
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Aus dieser Darstellung ergeben sich die in Tabelle 2.1 aufgeführten Leistungskategorien I bis 
IV mit deren Leistungsmerkmalen. Leistungskategorie V ergibt sich aus der Verwendung von 
Bauelementen der Leistungskategorie IV mit zusätzlichem Kühlaufwand durch verbesserte 
Wärmespreizung oder forcierte Konvektion. 
Tabelle 2.1 Leistungskategorien von elektrischen Verbrauchern  
Kategorie Gehäuse Rth_Geh K/ W RDSon / mΩ PV_max / W Imax / A Pmax / W
I TSOP6 203 100 0,197 1,4 16,8
SO8 155 35 0,26 2,5 30,0
SOT223 75 90 0,53 2,4 28,8
III TO252 65 30 0,61 4,5 54,0
IV TO263 47,5 18 0,84 9,7 116,4
II
 
Damit sind die elektrischen Verbraucher im Kfz sinnvoll klassifiziert. In Bild 2.5 ist die Ver-
teilung der Aktuatoren hinsichtlich ihrer Leistung für das untersuchte Fahrzeug bei Vollaus-
stattung gezeigt [Dies04]. 
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Bild 2.5 Einteilung der Verbraucher in Leistungskategorien 
Demnach nehmen mehr als 50% der Verbraucher eine Leistung kleiner 12W bzw. einen Strom 
kleiner 1A auf. In dieser Kategorie sind Treiber für LED und Relais, sowie Lampen und Moto-
ren zu finden. 
In der Gruppe von Verbrauchern mit einer Leistungsaufnahme zwischen 12 und 30W sind vor 
allem Lampen für die Fahrzeugaußenbeleuchtung und für die Komfortbeleuchtung enthalten. 
Hier sind ca. 13% der elektrischen Verbraucher zu finden. 
Zu den Aktuatoren, deren Leistungsaufnahme zwischen 30 und 60W beträgt, gehören ca. 15% 
aller Verbraucher im Fahrzeuginnenraum. Dazu gehören die Ventile des Fahrdynamischen 
Sitzes, Lampen der Hauptscheinwerfer und Motoren verschiedener Komfort- und Sicherheits-
funktionen. Beim Kombi sind in dieser Kategorie einige Verbraucher mehr verbaut. Das sind 
ausschließlich Motoren, die sich im Heck des Fahrzeuges befinden. Das ist auf die unter-
schiedliche Funktionalität im Heck der Fahrzeugvarianten, z.B. Heckscheibenwischer, 
Wisch/Waschpumpe, sowie auf unterschiedliche Konzepte bei der Umsetzung der Funktionali-
täten, zurückzuführen. Dadurch sind bei der Limousine nur ca. 11% der Verbraucher in dieser 
Kategorie zu finden.  
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Verbraucher zwischen 60 und 120W Leistungsaufnahme sind dagegen mit 4% am wenigsten 
verbaut. Den größten Anteil in dieser Kategorie haben die Sitzheizungen. Weiterhin sind hier 
Motoren für Schlossantriebe in der Rückwandtür bzw. im Heckdeckel, Kopfstützenabklap-
pung (nur Limousine) und den Antrieb des Schiebedachs eingeordnet.  
In der Kategorie V (Verbraucher über 120W) sind fast ausschließlich Motoren zu finden. Die 
Heckscheibenheizung bildet die einzige Ausnahme in dieser Kategorie. Die Motoren in dieser 
Kategorie werden für die Bewegung großer mechanischer Baugruppen verwendet, so z.B. für 
Sitz- und Lenkradverstellungen sowie für Fensterheber. Insgesamt sind in dieser Kategorie ca. 
11% der Verbraucher verbaut. 
Von einer Basisausstattung ausgehend können die Kunden aus einem umfangreichen Angebot 
an Sonderausstattungen wählen. Interessant für die Charakterisierung der elektrischen 
Verbraucher und der dazugehörigen Leistungselektronik ist die Verteilung der Verbraucher 
auf Basis- und Sonderausstattungen. Das zeigt, in welchem Maße Verbraucher im Rahmen 
von Sonderausstattungen nachgerüstet werden müssen. 
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Bild 2.6 Verteilung der Verbraucher auf Ausstattungsvarianten 
In Bild 2.6 ist die Verteilung der elektrischen Verbraucher in der Kombiversion des unter-
suchten Fahrzeugs für die Basis- und die Vollausstattung dargestellt. Dabei sind die Verbrau-
cher wiederum nach den Leistungskategorien unterteilt. Insgesamt können bis zu 96 zusätzli-
che Verbraucher in das untersuchte Fahrzeug installiert werden. Das entspricht einer Zu-
nahme der Anzahl von Verbrauchern um ca. 74%. 
Betrachtet man die einzelnen Leistungsgruppen, ergibt sich das im Folgenden dargestellte 
Bild. In Kategorie I ist ein Anstieg der Anzahl von Verbraucher um ca. 57% zu verzeichnen. 
Dieser Anstieg wird wesentlich durch die Zunahme von Funktions- und Suchbeleuchtungen 
für zusätzliche Funktionen bestimmt. Diese sind meist durch Leuchtdioden realisiert. Es ist 
jedoch auch eine Zunahme an Motoren zu verzeichnen. So verdoppelt sich die Anzahl der 
Stellmotoren in der Komfortklimaanlage im Vergleich zur Basisklimaanlage.  
In der Kategorie der Verbraucher bis 30W ist der Anstieg der Anzahl wesentlich auf zusätzli-
che Lampen für Fußraum- und Umfeldbeleuchtungen sowie für die Beleuchtung des Anhän-
gers zurückzuführen. Die Zunahme der Aktuatoren in dieser Kategorie beträgt ca. 100%. 
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In der Kategorie der elektrischen Verbraucher mit einer Leistungsaufnahme zwischen 30 und 
60W steigt die Anzahl der Aktuatoren um bis zu 112%. Dieser Anstieg ist im Wesentlichen auf 
die 10 Magnetventile im Fahrdynamischen Sitz und auf zusätzliche Motoren zurückzuführen. 
Die anderen Aktuatorgruppen bleiben in dieser Leistungskategorie unverändert. 
Im Leistungsbereich bis 120W ist ein Anstieg der Anzahl von Verbrauchern auf 300% festzu-
stellen. Dieser Anstieg ist im Wesentlichen auf die 4 zusätzlichen Heizungen in der Sitzklima-
tisierung und eine Heizung der Lenkradklimatisierung zurückzuführen. Zusätzliche Motoren 
sind im Antrieb des Schiebedaches und in der Servoschließung des Heckdeckels bzw. der 
Rückwandtür zu finden.  
In der Kategorie über 120W ist ein Anstieg der Aktuatorik um ca. 67% zu verzeichnen. Der 
Anstieg wird ausschließlich durch zusätzliche Motoren bestimmt. Es handelt sich dabei unter 
anderem um Motoren der Sitz- und der Lenkradverstellung, sowie für den Antrieb des Voll-
glasdaches und der Rückwandtür.  
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Bild 2.7 Leistungsbedarf der Verbrauchertypen 
In der Basisausstattung des untersuchten Fahrzeugs sind elektrische Verbraucher mit einer 
Gesamtleistung von ca. 3820W installiert. Bei Vollausstattung dieses Fahrzeugtyps steigt die 
Gesamtleistung auf ca. 7580W. Das heißt, bei Vollausstattung wird die im Fahrzeuginnen-
raum installierte Leistung fast verdoppelt. In Bild 2.7 ist die Verteilung der installierten Leis-
tung auf die verschiedenen Verbrauchergruppen bei Vollausstattung des Fahrzeugs darge-
stellt. Aus dieser Abbildung ist ersichtlich, dass die Gruppe der Motoren mit ca. 70% den größ-
ten Anteil der installierten Leistung in Kfz-Innenraum ausmacht. Bei der Basisausstattung 
des Fahrzeugs ergibt sich ein ähnliches Bild. 
Zusammenfassend kann festgestellt werden, dass im Fahrzeuginnenraum eine Vielzahl ver-
schiedener Verbraucher mit einer hohen Gesamtleistung installiert ist. Von der Basisausstat-
tung ausgehend wird zur Realisierung von Sonderausstattungen eine bedeutende Anzahl zu-
sätzlicher Verbraucher in das Fahrzeug gebracht. Dabei kann sich die installierte Leistung im 
Innenraum nahezu verdoppeln. 
2.2.3 Leistungsfähigkeit der elektrischen Verbraucher 
Die im Fahrzeuginnenraum installierten elektrischen Verbraucher haben, wie dargestellt, 
sehr unterschiedliche Aufgaben zu erfüllen. Dabei variieren auch die Anforderungen, die von 
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der Funktion an die Aktuatoren gestellt werden. So sind Elektromotoren installiert, deren 
Drehrichtung und Drehzahl nicht variabel ist, zum Beispiel bei den Pumpenantrieben für die 
Wisch-Wasch-Anlage. Der Fensterhebermotor muss jedoch in beide Drehrichtungen betrieben 
werden. Dabei ist die Position des Fensters genau zu erfassen, um einen Einklemmschutz zu 
realisieren. In diesem Abschnitt wird die Leistungsfähigkeit der elektrischen Verbraucher im 
Fahrzeug untersucht. Daraus können Aussagen über die Performance der vorgeschalteten 
Leistungselektronik und letztlich über die Anforderungen an eine alternative Struktur ge-
macht werden. Zur Untersuchung der Leistungsfähigkeit der Verbraucher werden die Elekt-
romotoren im Fahrzeug herangezogen, da sie die höchsten Anforderungen an die Steuerung 
stellen und dadurch alle Anforderungsprofile berücksichtigt werden. 
Die Eigenschaften, nach denen man die Elektromotoren im Fahrzeug einteilen kann, sind 
• Drehrichtung 
• Drehzahl 
• Positionserfassung 
• Stromerfassung  
• Temperaturerfassung 
Dabei kann nochmals in Diagnose- und Funktionseigenschaften unterschieden werden. In 
Bild 2.8  ist die Einteilung der Motoren des Innenraums des untersuchten Fahrzeugs hinsicht-
lich der Funktion dargestellt. Aus der Analyse der Motoren und deren Aufgaben gehen 5 bzw. 
7 Kategorien für die Performance hervor. Diese Kategorien ergeben sich im Einzelnen wie 
folgt:  
• Kategorie I: Motoren für Stellaufgaben mit Positionssensorik: der Antrieb kann dabei 
in jeder beliebigen Stellung anhalten. 
• Kategorie Ia: analog Kategorie I allerdings realisiert durch Schrittmotorantriebe. 
• Kategorie II: Motoren für Stellaufgaben mit Endpositionsabschaltung: diese Antriebe 
laufen von der ersten Endstellung in die zweite Endstellung, die meist durch Endschal-
ter oder Blockiererkennung realisiert wird.  
• Kategorie III: Motoren für Antriebe mit einer festen Drehrichtung und Drehzahl. 
• Kategorie IIIa: Motoren für Antriebe mit einer festen Drehzahl für beide Drehrichtun-
gen. 
• Kategorie IV: Antriebe mit fester Drehrichtung und variabler Drehzahl.  
• Kategorie V: Drehzahlvariable Antriebe mit variabler Drehrichtung. 
In Kategorie I sind fast ausschließlich Motoren großer Leistungen (Leistungskategorie V) zu 
finden. Sie werden für die Positionierung verschiedener Mechaniken, z.B. im Schiebdach, 
verwendet. Auf Grund der hohen Verbraucherleistungen und der erhöhten Anforderungen an 
die Steuerungstechnik, die sich durch die Positionieraufgaben ergeben, treten in dieser Kate-
gorie die höchsten Anforderungen an die Antriebstechnik auf. Die Position wird derzeit durch 
Hall-Sensoren oder durch Potentiometer ermittelt.  
In Kategorie Ia sind ausschließlich Antriebe kleiner Leistungen zu finden. Sie übernehmen 
Positionieraufgaben für kleinere mechanische Baugruppen, z.B. der Klappenverstellungen 
einer Klimaanlage. Die aktuelle Position des Antriebs ergibt sich aus der vorherigen Position 
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und den durchgeführten Schritten. Bei Erreichen eines Endanschlags werden die Antriebe 
wieder normiert. Bei den Antrieben der automatischen Leuchtweitenregelung erfolgt die 
Normierung bei jedem Zuschalten des Abblendlichts.  
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Bild 2.8 Leistungsfähigkeit von Elektromotoren im untersuchten Fahrzeug 
In Kategorie II sind alle Antriebe, die sich von einer Endposition in eine zweite Endposition 
ohne Zwischenstellungen bewegen, zusammengefasst. Antriebe der Kategorie II sind Antriebe 
für Schlösser und Verriegelungen sowie für Mechanikbauteile (z.B. Heckrollo, Laderaumabde-
ckung). 
Bei Kategorie III handelt es sich um Antriebe mit einer Drehrichtung und Drehzahl. Das ist 
im Wesentlichen bei Pumpenantrieben der Fall, z.B. für Wisch/Wasch-Anlagen und pneumati-
sche Systeme. Weitere Anwendungen im Kfz sind Lüfter mit fester Drehzahl sowie der Schei-
benwischer der Heckscheibe.  
In Kategorie IIIa sind Antriebe mit fester Drehzahl jedoch mit variabler Drehrichtung zu fin-
den. Es handelt sich dabei einerseits um Pumpenantriebe die die Flüssigkeit auch rückwärts 
fördern müssen. Das ist beispielsweise beim automatischen Ladeboden realisiert. Anderer-
seits sind das Motoren, die eine Verstellaufgabe erfüllen und nach der Arbeitsbewegung wie-
der in ihre Ausgangslage gebracht werden, das ist z.B. bei den Ventilantrieben der Kopfstüt-
zen-Abklappung im Fond der Fall. 
In der Kategorie IV sind drehzahlvariable Antriebe mit fester Drehrichtung zu finden. Das ist 
ausschließlich bei Lüftermotoren der Fall.  
In Kategorie V sind drehzahlvariable Antriebe für beide Drehrichtungen eingeordnet. Das ist 
bei der aktuellen E-Klasse ausschließlich beim Scheibenwischer vorn der Fall, da dieser nicht 
mechanisch umgelenkt wird.  
Ein weiteres wichtiges Kriterium bei der Beurteilung der Performance von Aktuatoren sind 
die Anforderungen an die Diagnose und Kommunikation mit der jeweiligen Ansteuerschal-
tung. Bei der durchgeführten Analyse wurde deutlich, dass der überwiegende Teil der Moto-
ren über eine Strommessung verfügt. Damit ist es bei den meisten Antrieben möglich, auf ein 
Blockieren des Antriebs, einen Kurzschluss, eine Überlast oder auf eine unterbrochene Ver-
sorgung zu reagieren. Diese Funktionen werden vom jeweiligen Steuergerät übernommen. Die 
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Antriebe mit einer echten Positionssteuerung weisen immer auch eine Drehzahlerfassung auf, 
da aus dieser die Position errechnet wird. Wenige Motoren sind derzeit mit einer Temperatur-
erfassung ausgestattet, da die meisten Motoren über eine Stromerfassung und damit über 
einen Überlastschutz verfügen. 
Zusammenfassend kann festgestellt werden, dass die Antriebe, die sich in Performancekate-
gorie I und Ia befinden, auch die höchsten Anforderungen an die Diagnose stellen.  
Wie bereits festgestellt wurde, haben die Antriebe in Kategorie I zumeist auch eine hohe Leis-
tungsaufnahme, die Motoren in Kategorie Ia sind ausnahmslos Schrittmotoren kleiner Leis-
tung. Es kann also gesagt werden, dass im Kfz-Innenraum einerseits Aktuatoren höchster 
Performance in Funktion und Diagnose mit großer Leistung für Positionsregelungen vorhan-
den sind, die durch DC-Motoren realisiert werden. Sie stellen ca. 25% aller Motoren des be-
trachteten Systems dar. Anderseits sind Antriebe höchster Performance kleiner Leistung 
durch Schrittmotoren realisiert. Sie haben etwa den gleichen Anteil an Motoren. Bei den 
verbleibenden Motoren sind die Anforderungen an die Funktion und Diagnose wesentlich ge-
ringer als bei den Motoren der Kategorien I und Ia.  
Betrachtet man die anderen Verbraucher im Fahrzeug, ist festzustellen, dass diese aus-
schließlich mit einer Stromrichtung auskommen. Das vereinfacht die Ansteuerung erheblich. 
Im Gegensatz zu Elektromotoren werden diese Verbraucher jedoch häufig mit einer gepulsten 
Spannung versorgt, um beispielsweise die Helligkeit von Lampen und LED zu steuern bzw. 
eine Erhöhung der Lebensdauer von Glühlampen zu erreichen. Die Ansteuerung dieser 
Verbraucher ist daher nur mit Halbleiterschaltern sinnvoll möglich. Um einen Kurzschluss 
und eine Unterbrechung zu erkennen, sind die entsprechenden Ansteuerschaltungen meist 
mit einer Stromerfassung ausgerüstet. 
Zusammenfassend kann gesagt werden, dass die Bereitstellung einer PWM grundsätzlich eine 
Anforderung an die Leistungselektronik im Kfz ist. Motoren werden eher selten, andere 
Verbraucher häufiger mit einer PWM angesteuert. Eine weitere grundsätzliche Anforderung 
an die Leistungselektronik ist die Erfassung des durch den Verbraucher fließenden Stroms. 
Beim Betrieb von Elektromotoren ist die Drehrichtungsumkehr eine wichtige Eigenschaft. Die 
hier aufgeführten Anforderungen sind bei der Entwicklung einer zukünftigen Struktur der 
Leistungselektronik zu berücksichtigen. Weitere verbraucherspezifische Anforderungen, be-
sonders das Einlesen von Sensorsignalen sollten in der Struktur bedarfsgerecht erfüllt werden 
können.  
2.2.4 Betriebsdauer und Betriebszeiten 
Eine entscheidende Motivation der Arbeit war die Beobachtung, dass nicht alle Verbraucher 
im Fahrzeug gleichzeitig betätigt werden. In diesem Abschnitt wird diese Beobachtung näher 
untersucht. Dazu war es erforderlich, den zeitlichen Verlauf der Betriebszustände der elektri-
schen Verbraucher im Fahrzeuginnenraum zu erfassen und auszuwerten. Die überwiegende 
Zahl der Verbraucher im Innenraum ist in verteilte Systeme integriert. Das bedeutet, dass die 
Gesamtfunktion von verschiedenen Steuergeräten realisiert wird, die über den CAN-Bus mit-
einander kommunizieren. Aus diesem Grund ist es möglich, die Betriebszustände der Mehr-
zahl der implementierten Verbraucher über ein CAN-Bus Monitoring zu erfassen. Ein PC-
Programm zerlegt die CAN-Messages dann in die entsprechenden Signale der Verbraucher. 
Das Fahrzeug wurde über ein Jahr hinweg beobachtet. Dabei ergab sich eine Gesamtfahrzeit 
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von 848303,9s = 235,64h. Diese Betriebsdauer ist auf 154 Tage und 671 Fahrtabschnitte auf-
geteilt. 
Tabelle 2.2 Verbraucher und Funktionsgruppen im Sitz 
Nr. Bezeichnung Kurzzeichen
1 Verstellachse Sitz längs sitz_f_längs
2 Verstellachse Sitz Höhe sitz_f_hh
3 Verstellachse Sitz Neigung sitz_f_hv
4 Verstellachse Sitz Lehne sitz_f_l
5 Verstellachse Sitz Kopfstütze sitz_f_ks
6 Betätigung Sitzmemory sitz_f_mem
7 Sitzheizung Fahrer sh_f
8 Sitzlüftung Fahrer sl_f
9 Sitzheizung hinten links sh_hl
10 Fußraumbeleuchtung hinten links frbel_hi_li
11 Fahrdynamischer Sitz links fds_li  
Auf Grund der hohen Anzahl von Verbrauchern und der hohen Datenmenge ist es nicht mög-
lich, diese Untersuchung für alle Verbraucher des Kfz-Innenraumes durchzuführen. Daher 
wurde die Auswertung auf die Verbrauchergruppen Sitze, Türen und Heck beschränkt, wobei 
hier nur die Verbrauchergruppe der Sitze dargestellt wird. Die im untersuchten Fahrzeug 
vorkommende Verbraucherstruktur ist in Tabelle 2.2  für den linken Sitz dargestellt. Die 
Verbraucher des rechten Sitzes und deren Bezeichnungen sind dazu äquivalent.  
Tabelle 2.3 Betriebszeiten der Verbraucher der Zone Sitze 
 
Verbraucher
Zeit                
t / s Bedienungen n t / n Auslastung / %
sitz_f_laengs 133,86 108 1,24 0,01709
sitz_f_hh 42,6 67 0,64 0,00544
sitz_f_l 36,02 88 0,41 0,00460
sitz_f_hv 40,45 49 0,83 0,00516
sitz_f_ks 41,5 41 1,01 0,00530
sitz_f_mem 13,16 4 3,29 0,00168
sitz_b_laengs 116,5 126 0,92 0,01487
sitz_b_hh 74,2 67 1,11 0,00947
sitz_b_l 35,5 66 0,54 0,00453
sitz_b_hv 57,29 58 0,99 0,00731
sitz_b_ks 58,47 68 0,86 0,00747
sitz_b_mem 15,81 6 2,64 0,00202
Summe Verstellungen 665,36 748 0,89 0,08495
sh_f 64604,29 75 861,39 8,24831
sh_b 23250,90 36 645,86 2,96854
sh_hf 0 0 0,00 0,00000
sh_hb 0 0 0,00 0,00000
Summe Heizungen 87855,18 111 791,49 11,21685
fds_li 19467,19 6024 3,23 2,48546
fds_re 1926,31 2204 0,87 0,24594
Summe FDS 21393,50 8228 2,60 2,73140
frbel_hi_li 63495,97 786 80,78 8,10680  
Tabelle 2.3 gibt einen Überblick über die Betriebszeiten der einzelnen Verbraucher im Sitz. 
Aus dieser Tabelle kann man entnehmen, dass die am häufigsten betriebenen Verbraucher die 
Sitzheizungen und die Funktionen des Fahrdynamischen Sitzes (FDS) sind. Die Betätigungen 
der Sitzheizungen sind im Vergleich zur Betätigungsdauer der Sitzverstellungen lang. Betäti-
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gungen des FDS treten sehr oft auf, wobei die Betätigungszeit mit durchschnittlich 3,2s kurz 
ist. Die meisten Betätigungen des FDS sind ein Zuschalten der Ventile zur Nachregulierung 
des Drucks in den Sitzkissen. Hierbei liegen die Betätigungszeiten jedoch im Bereich von nur 
0,5s. Die Fußraumbeleuchtungen weisen ebenfalls eine recht große Auslastung auf. Die 
durchschnittliche Betriebszeit beträgt 11,2 Sekunden je Betätigung.  
Die Verstellmotoren werden insgesamt selten betätigt. Sie weisen somit eine geringe Auslas-
tung auf. Alle Verstellungen zusammen genommen sind nur ca. 1,15‰ der Gesamtfahrzeit in 
Betrieb. Am häufigsten werden die Motoren der Längsverstellung, der Lehnen- und der Hö-
henverstellungen betätigt. Man könnte diese Verbraucher auch als Hauptverstellachsen be-
zeichnen. Die Verstellungen der Kopfstütze und der Sitzneigung werden hingegen seltener in 
Betrieb genommen. Dieses Verhalten kann bei beiden Sitzen beobachtet werden. 
Ein weiterer Untersuchungsgegenstand war die gleichzeitige Betätigung von verschiedenen 
Verbrauchern. Eine Tabelle mit allen aufgetretenen Verbraucherkombinationen ist in Anhang 
A1 zu finden. Es kann festgestellt werden: 
• Es gibt nur wenige Kombinationen für zeitgleiche Verstellungen mit zwei Verstellach-
sen im gleichen Sitz, obwohl das die Bedienelemente zulassen würden. 
• Die Achskombination Höhe vorn + Höhe hinten wird dabei sehr häufig gewählt. 
• Betätigungen mit einer Verstellachse im Fahrersitz und eine Verstellachse im Beifah-
rersitz kommen oft und in sehr verschiedenen Verbraucherkombinationen vor. 
• Betätigungen von Verstellungen und der Fußraumbeleuchtung kommen häufig vor. 
• Die Heizungen der beiden Sitze werden häufig gemeinsam betätigt. 
• Die Betätigung von Verstellachsen bei eingeschalteter Sitzheizung konnte ebenfalls oft 
beobachtet werden. Dabei ist eine Vielzahl von Kombinationen möglich. 
• Anforderungen an den FDS treten sehr oft und in sehr vielen verschiedenen Verbrau-
cherkombinationen auf. Jedoch ist die Betätigungsdauer meist sehr kurz.  
Eine wichtige Fragestellung ist, ob sich aus den ermittelten Betriebszeiten Gesetzmäßigkeiten 
zu den Zeitpunkten, zu denen Verbraucher in Betrieb gesetzt werden, ableiten lassen. Dazu 
wurden die Zeitpunkte für die Anforderung der Verstellachsen und der Sitzheizungen chrono-
logisch erfasst. Die daraus erhaltenen Verläufe sind in Bild 2.9 für die Verstellachsen und in 
Bild 2.10 für die Sitzheizungen dargestellt. 
Dabei bezeichnet die Zeit 0s den Fahrbeginn. Erwartungsgemäß ist in den ersten Minuten 
nach Fahrtbeginn eine Häufung der Betätigungen zu verzeichnen, da der Fahrer seinen Sitz 
bedarfsgerecht einstellt. Nach ca. 5 Minuten sind diese Einstellungen im Wesentlichen been-
det und die Anforderungshäufigkeit sinkt fast bis auf Null ab. Auch im weiteren Verlauf wer-
den die Sitze nur noch selten verstellt, wobei diese Verstellungen dann häufig den Beifahrer-
sitz betreffen. Ein ähnliches Bild ergibt sich bei der chronologischen Erfassung der Anforde-
rungen der Sitzheizung. In den ersten drei Minuten der Fahrt treten ca. 63% der Heizungsan-
forderungen auf. Danach geht die Anzahl der Anforderungen stark zurück. Das bedeutet je-
doch, dass im Bereich der Sitze ein überwiegender Anteil der Verbraucherbetätigungen in den 
ersten 10 Minuten einer Fahrt auftritt.  
Aus dieser Betrachtung können die folgenden Schlüsse gezogen werden: Insgesamt ist die 
Auslastung der Verbraucher gering. Dabei ist jedoch zu beobachten, dass die Elektromotoren 
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und die Ventile besonders niedrige Betriebsdauern aufweisen, während die Heizungen und 
Beleuchtungen deutlich höhere Einschaltdauern zeigen.  
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Bild 2.9 Anforderungen der Verstellachsen im Verlauf einer Fahrt 
Weiterhin wird deutlich, dass sich zwar Tendenzen hinsichtlich der Betätigungszeitpunkte 
abzeichnen, jedoch der Betrieb der Verbraucher bei manueller Bedienung ein stochastischer 
Vorgang ist. Bei rein automatischen Funktionen ist es durchaus möglich Gesetzmäßigkeiten 
für den Ablauf des Betriebes aufzustellen und abzuarbeiten. Bei manuell bedienbaren Funkti-
onen muss der Betrieb aller denkbaren Kombinationen ermöglicht oder gezielt eingeschränkt 
werden. 
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Bild 2.10 Anforderungen der Sitzheizungen im Verlauf einer Fahrt 
2.2.5 Funktionale Abhängigkeiten von Verbrauchern 
Im vorhergehenden Abschnitt wurde festgestellt, dass die Anforderungen rein manuell be-
dienbarer Funktionen stochastisch auftreten. Daraus lässt sich ableiten, dass Verbraucher, 
die sich in einer Struktur befinden und manuell bedient werden, in jedem Betriebszustand 
auch gemeinsam zu betreiben sein müssen. Bei automatischen Funktionen hingegen kann der 
gemeinsame Betrieb bestimmter Verbraucher ausgeschlossen werden. Somit ergeben sich 
funktionale Abhängigkeiten zwischen Verbrauchern. In diesem Abschnitt sollen Möglichkei-
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ten derartiger funktionaler Abhängigkeiten am Beispiel der Fahrzeuginnenbeleuchtung dar-
gestellt werden. 
Die Innenbeleuchtung ist in modernen Fahrzeugen ein komplexes System, das auf mehrere 
Steuergeräte verteilt ist und eine Anzahl verschiedener Verbraucher ansteuert. Dabei über-
nimmt ein Steuergerät die Funktion des Masters für das Innenlicht und sendet die entspre-
chenden Sollwerte über den CAN-Bus an die beteiligten Steuergeräte. In Tabelle 2.4 sind die 
angesteuerten Verbraucher mit den jeweiligen Ein- und Ausschaltbedingungen dargestellt 
Tabelle 2.4 Funktionsbedingungen Innenbeleuchtung 
Manuell 
ein
Ent-
riegeln
Tür 
auf
Kl. 15 
ein
Kl. 30 
ein
Kl. 58d 
ein
Manuell 
aus
Ver-
riegeln
Tür 
zu
Kl. 15 
aus
Kl. 30 
aus
Kl. 58d 
aus Zeit
Innenlicht vorn/hinten x x4) x4) x x x4) x
Leseleuchten x x
Makupleuchten x x
Kofferraumleuchte x1) x1) x
Ausstiegsleuchten x1) 4) x1) x
Warnleuchten x1) x1)
Handschuhfachleuchte x2) x2)
Fußraumleuchten x4) x4) x x x
Umfeldleuchten x x x
Suchbeleuchtung Schalter x x x x3)
Leuchte Türinnengriff x x x x3)
Ascherbeleuchtung x x
Beleuchtung Ablagen x x
1) bei Öffnen / Schließen der entsprechenden Tür Bedingung für Einschalten 
2) bei Öffnen / Schließen Handschuhfach + Standlicht ein Bedingung für Ausschalten
3) Nachlaufzeit nach Kl. 58d "aus"
4) nur bei Status Lichtsensor "Nacht"
Aktion
Leuchte / Funktion
 
Nach Tabelle 2.4 sind beim System Innenbeleuchtung die meisten Funktionen automatisch 
geschaltet. Manuell werden danach nur die Leseleuchten und die Make-up Spiegelbeleuch-
tung betätigt. Die Innenleuchten nehmen eine Sonderstellung ein, da diese manuell und au-
tomatisch geschaltet werden können.  
Aus den Funktionsbedingungen des Systems Innenbeleuchtung werden die wesentlichen 
funktionalen Abhängigkeiten, die zwischen Verbrauchern bestehen können, abgeleitet: 
• Gleichzeitiger Betrieb: Wenn Verbraucher einer Funktion eingeschaltet werden, wer-
den automatisch auch Verbraucher einer anderen Funktion angefordert. Das ist im 
System Innenbeleuchtung bei den Funktionen Türinnengriff- und Schaltersuchbe-
leuchtung der Fall. 
• Simultaner Betrieb: Verbraucher von zwei Funktionen können einzeln oder auch ge-
meinsam in Betrieb sein, ohne dass es einen zeitlich vorherbestimmten Ablauf gibt. 
Das ist bei allen manuellen, aber auch bei automatischen Funktionen der Fall, bei de-
nen keine zeitlichen Zusammenhänge zwischen den Verbrauchern bestehen. Bei der 
Innenlichtsteuerung kommt das beispielsweise bei Anforderung der Innenleuchte und 
der Leseleuchten vor, die jeweils manuelle Funktionen darstellen. Jedoch tritt dieser 
Fall auch bei der automatischen Funktion der Warnleuchten auf. Die werden zwar nur 
dann eingeschaltet, wenn eine Tür geöffnet wird, jedoch besteht zwischen diesen 
Leuchten keine zeitliche Abhängigkeit. 
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• Nichtgleichzeitiger Betrieb: Wenn die Verbraucher einer Funktion in Betrieb gesetzt 
werden, werden Verbraucher einer anderen Funktion oder andere Verbraucher der 
gleichen Funktion funktionsgemäß außer Betrieb gesetzt oder können ohne Wahrneh-
mung des Kunden abgeschaltet werden. Das ist hier bei den Funktionen Umfeldbe-
leuchtung und Ablagenbeleuchtung der Fall. Wie die Tabelle 2.4 zeigt, wird die Um-
feldbeleuchtung bei Zuschalten der Klemme 15 (Zündung ein) ausgeschaltet und die 
Ablagenbeleuchtung eingeschaltet. Es existiert also eine steuerungsseitige Verriege-
lung dieser beiden Funktionen. 
Mit diesen drei Fällen können die funktionalen Zusammenhänge zwischen Verbrauchern be-
schrieben werden. Weitere Beispiele für derartige Abhängigkeiten und den dazugehörigen 
Funktionsvorschriften sind in den Abschnitten 6.2.2 und 6.3.2 dargestellt. 
2.2.6 Räumliche Verteilung  
Bei der Untersuchung der räumlichen Verteilung stand die Fragestellung im Vordergrund, ob 
sich Bereiche im Fahrzeug definieren lassen, in denen eine hohe Anzahl elektrischer Verbrau-
cher angeordnet ist. Dazu wurden alle Verbraucher im Innenraum räumlich zugeordnet. Aus 
dieser Zuordnung, die in Anhang A2 dargestellt ist, lassen sich sechs Zonen mit einer hohen 
Anzahl an elektrischen Verbrauchern identifizieren.  
Für das untersuchte Fahrzeug können die Verbraucherzonen, die in Bild 2.11 dargestellt sind, 
wie folgt beschrieben werden:  
• Zone Sitze: Sitzverstellmotoren, Sitzheizung und –lüftung, Ventile für FDS. Standard-
sitze enthalten lediglich zwei elektrische Verbraucher, die Verstellung für Sitzhöhe 
und Lehne. Ein voll ausgestatteter Sitz enthält 13 Verbraucher. Daher ist das Potenti-
al zur Aufrüstung von Verbrauchern besonders hoch.  
• Zonen der Türen: Fensterheber, Zentralverriegelungen, Öffnungshilfemotoren, Moto-
ren zur Verstellung von Spiegeln, diverse Beleuchtungen. Die Eigenart dieser Zone ist, 
dass hier Verbraucher sehr unterschiedlicher Leistung auf engem Raum angeordnet 
sind. 
• Zone Heck: diverse Beleuchtungen, Motoren des Heckdeckelschlosses, Pumpenmotoren 
für Ladeboden und Rückwandtürfernschließung, Kopfstützenabklappung. Diese Zone 
konzentriert sich einerseits auf die linke Heckseite, da dort Steuergeräte und Verbrau-
cher für den Heckbereich angeordnet sind. Andererseits stellt sich der Bereich des 
Heckdeckelschlosses als Konzentrationspunkt von Verbrauchern im Heckbereich dar. 
• Zone Front: Motoren für Klimatisierung, Lenkradverstellungen, Pumpen, diverse Ven-
tile, Relais-Treiber und Beleuchtungen. In der Zone Front sind die meisten Verbrau-
cher angeordnet. Sie ist darüber hinaus die größte Zone. Hier befinden sich besonders 
viele Verbraucher der unteren Leistungsklassen.  
• Zone Dach: Motor für das Schiebedach und verschiedene Innenbeleuchtungen.  
Außerhalb der hier aufgezeigten Verbraucherzonen verbleibt eine geringe Anzahl von 
Verbrauchern. Diese befinden sich im Bereich der Hauptscheinwerfer des Fahrzeugs. Es han-
delt sich dabei um Verbraucher der verschiedenen Beleuchtungsfunktionen sowie um 
Verbraucher zur Steuerung des Lichtkegels des Abblendlichts. Die elektrischen Verbraucher 
im Bereich der Fondsitze können ebenfalls keiner Zone zugeordnet werden. Es handelt sich 
2.3 Schaltungstopologien im Kraftfahrzeug 
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dabei um die Verbraucher zur Beleuchtung und Klimatisierung des Fondraumes und um die 
Sitzheizungen der Fondsitze. Es sind insgesamt nur wenige Verbraucher in diesem Bereich 
des Fahrzeugs zu finden. Die entsprechenden Steuergeräte befinden sich im Frontbereich des 
Fahrzeugs. 
Zone Türen rechts
Zone Türen links
Zone Sitze
Zone Heck
Zone Front
Zone Dach
 
Bild 2.11 Verbraucherzonen im Fahrzeuginnenraum 
In dieser Untersuchung konnten im Fahrzeuginnenraum 6 räumlich stark begrenzte Zonen 
mit einer hohen Dichte an elektrischen Verbrauchern gefunden werden. Annähernd alle im 
Fahrzeuginnenraum vorkommenden Aktuatoren können einer dieser Zonen zugeordnet wer-
den. Daher ist es aus Sicht der räumlichen Anordnung durchaus sinnvoll, großflächigere 
Strukturen zum Betrieb von Verbrauchern im Fahrzeuginnenraum innerhalb dieser Zonen 
anzuordnen. 
2.3 Schaltungstopologien im Kraftfahrzeug 
In diesem Abschnitt wird ein Überblick über die im Kraftfahrzeug angewendeten Schaltungs-
techniken zum Betrieb der vorgestellten elektrischen Verbraucher gegeben. 
Die elektronischen Schaltungen zur Ansteuerung der Verbraucher befinden sich in elektroni-
schen Steuergeräten, die in verschiedenen Bauräumen im Fahrzeug angeordnet sind und Ak-
tuatoren im Bereich des jeweiligen Bauraums ansteuern. Die Steuergeräte sind mit einem 
oder mehreren Mikrocontrollern ausgestattet, die einerseits Sensorsignale einlesen und ver-
arbeiten, sowie andererseits die Ansteuerung der Leistungselektronik übernehmen. Die Leis-
tungselektronik ist allgemein in Leistungsbauelemente und Treiberbauelemente zu trennen. 
Treiberbauelemente sind elektronische Schaltkreise, die die nötige Ansteuerenergie für die 
Leistungsschalter zur Verfügung stellen. Als Leistungsbauelemente werden in Fahrzeugen 
Leistungshalbleiter, aber nach wie vor auch Relais verwendet. Zur Ansteuerung kleiner und 
mittlerer Leistungen kommen ausschließlich Halbleiter zum Einsatz. 
Dabei werden bei Strömen von bis zu ca. 5 Ampere intelligente Mehrfachtreiber bzw. integ-
rierte Vollbrücken eingesetzt, bei denen die Ansteuerlogik und Leistungsschalter monolithisch 
auf einem Chip integriert sind [Graf01]. Im Allgemeinen sind die in diesen Chips integrierten 
Leistungsschalter N-Kanal MOSFET. Die Bausteine werden meist über eine serielle Schnitt-
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stelle angesteuert. Der Aufbau eines intelligenten Mehrfachtreibers ist in Bild 2.12 dargestellt. 
Diese Bausteine werden in aufwändigen, in vielen Schritten ablaufenden und dadurch teuren 
Verfahren hergestellt [Graf01], so dass die Anwendung solcher Bauelemente nicht in jedem 
Fall einen Kostenvorteil gegenüber einem diskreten Aufbau bringt [NKen05]. Das macht sich 
vor allem in Applikationen bemerkbar, in denen nicht der gesamte Schutz- und Diagnoseum-
fang genutzt wird. Aus diesem Grund ist es durchaus sinnvoll, diskrete und integrierte Lö-
sungen in einer Bewertung des Gesamtsystems gegenüberzustellen.  
SPI
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Output 
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Open Load
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Short To GND
Input 
1…8
CLK
SI
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Output 
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Bild 2.12 Aufbau eines intelligenten Mehrfachschalters 
Sind die Stückzahlen von ein und derselben leistungselektronischen Schaltung groß genug, 
lohnt sich die Entwicklung von speziellen ASIC. In diesen Schaltkreisen können die speziellen 
Anforderungen der Funktion an die Elektronik berücksichtigt werden. 
Für höhere Ströme kommen MOSFET-Bauelemente ohne Überwachung und intelligente Ein-
fachschalter zum Einsatz, bei denen die Logik monolithisch oder in einer Chip-on-Chip-
Technologie integriert ist. Prinzipiell sind High- und Lowside-Konfigurationen denkbar. Bei 
Lampen und Motoren wird jedoch den Highside-Schaltern der Vorrang gegeben, da die 
Verbraucher bei einem Masseschluss immer abschaltbar sind. Das ist mit Lowside-Schaltern 
nicht realisierbar.  
Relais kommen vor allem im Bereich großer Leistungen zum Einsatz. Sie werden überall dort 
eingesetzt, wo große Ströme geschaltet werden müssen, die Schalthäufigkeit gering ist und 
keine Anforderungen an die Diagnostizierbarkeit und die Reaktionsgeschwindigkeit des 
Schalters bestehen. Wie das z.B. bei der Blockiererkennung der Sitzverstellmotoren der Fall 
ist. Die Versorgung eines Verbrauchers mit einer gepulsten Spannung ist bei einer Steuerung 
mit Relais ebenfalls nicht möglich. 
Verallgemeinernd kann festgestellt werden, dass im Fahrzeuginnenraum eine Vielzahl unter-
schiedlichster Schaltungstopologien verwendet wird, die genau auf den Einsatzfall abge-
stimmt und optimiert sind. Eine Harmonisierung oder Standardisierung von Schaltungen ist 
derzeit nicht erkennbar und wird auf Grund der großen Anzahl an Zulieferern schwierig 
durchsetzbar sein. Es erscheint jedoch sinnvoll, auf Funktions- und Steuergeräteebene stan-
dardisierte leistungselektronische Strukturen zu entwickeln, um dem hohen Kostendruck in 
der Automobiltechnik gerecht zu werden.  
2.4 Anforderungen an alternative Schaltungskonzepte und -strukturen  
In den vorangegangenen Abschnitten wurde ein Überblick über die im Fahrzeug implemen-
tierten elektrischen Verbraucher, die zugeordneten Funktionsbedingungen sowie über die 
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verwendeten Schaltungstechniken erstellt. Es wurden dabei nur Verbraucher betrachtet, die 
an Steuergeräten und Elektroniken angeschlossen sind, die über den CAN-Bus Class B kom-
munizieren.  
Aus der Analyse können die folgenden Aussagen getroffen werden: Im Fahrzeuginnenraum ist 
eine hohe Anzahl von elektrischen Verbrauchern implementiert. Es kommen im Wesentlichen 
Gleichstrommotoren, Schrittmotoren, Lampen, Heizungen, Ventile und Leuchtdioden vor. Der 
größte Teil der Verbraucher hat eine geringe Leistungsaufnahme. Im Fahrzeug werden jedoch 
Verbraucher mit einer Leistung von weit über 100W verbaut. Die meisten elektrischen Aktua-
toren können einer von 6 Zonen im Fahrzeuginnenraum zugeordnet werden. Das bedeutet, es 
liegen lokale Konzentrationen von Verbrauchern vor. Im Allgemeinen sind die Verbraucher im 
Kfz einfach und kostengünstig aufgebaut und werden mittels unkomplizierter Steueralgo-
rithmen betrieben. Die Betriebszeiten bei Motoren und Ventilen sind kurz, bei Heizungen und 
Beleuchtungen lang. Zwischen den Verbrauchern einer Funktion bestehen zeitliche Abhän-
gigkeiten, die als gleichzeitiger, simultaner und nichtgleichzeitiger Betrieb bezeichnet werden 
können. In den elektronischen Steuergeräten werden Schaltungstopologien zum Betrieb der 
Verbraucher eingesetzt, die speziell auf die Anforderungen der Funktion abgestimmt sind, 
und in der Regel für diese Anwendung ein Kostenoptimum darstellen.  
Aus den in diesem Abschnitt dargestellten Randbedingungen und den in der Einleitung ge-
schilderten Problemen ergeben sich die folgenden Anforderungen an eine alternative Schal-
tungsstruktur zum Betrieb von elektrischen Verbrauchern im Fahrzeuginnenraum: 
• Alle Arten von Verbrauchern und Leistungskategorien, die im Fahrzeug vorkommen, 
müssen mit einer solchen Struktur abgedeckt werden können. 
• Die Funktionalität des Verbrauchers hinsichtlich seines Verhaltens im System Fahr-
zeug und die optimale Funktion des Verbrauchers selbst muss uneingeschränkt bleiben. 
• Der Energiebedarf des Systems Leistungselektronik im Innenraum sollte nicht höher 
sein als die konventionelle Lösung. 
• Aus Gründen der Standardisierung der Leistungselektronik sollten möglichst wenige 
verschiedene Topologieelemente verwendet werden. 
• Durch ein Optimum zwischen Aufwand für Verkabelung und Leistungselektronik un-
ter Beachtung anderer Randbedingungen (Verlustleistung, Verfügbarkeit, Funktion, 
Überwachungsfunktionen) muss eine Reduzierung der Gesamtkosten der Leistungs-
elektronik und den damit in Verbindung stehenden Subsystemen erreicht werden. 
• Die Erweiterbarkeit von Funktionen und Verbrauchern muss durch die Struktur ge-
währleistet sein. 
Die im Folgenden vorgestellten leistungselektronischen Strukturen werden diese als Idealvor-
stellungen formulierten Anforderungen nicht in allen Anwendungen gleichermaßen gut erfül-
len können. In einem Optimierungs- und Bewertungsprozess müssen die gefundenen Lösun-
gen für ein konkretes System untersucht werden, um eine Entscheidung darüber treffen zu 
können, ob die alternative Struktur den Anforderungen gerecht werden kann. 
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3 Alternative Schaltungskonzepte 
Auf Basis der im vorangegangenen Abschnitt beschriebenen Anforderungen werden im Fol-
genden alternative Schaltungsstrukturen zum Betrieb elektrischer Verbraucher im Fahrzeu-
ginnenraum untersucht. Das Hauptziel beim Einsatz dieser Strukturen ist die Reduzierung 
von temporär genutzter Leistungselektronik und damit eine Kostenersparnis bei Elektronik 
im Innenraum. Der in dieser Arbeit betrachtete Lösungsansatz sieht die Nutzung von Leis-
tungsbauelementen durch mehrere Verbraucher vor. Durch die damit geschaffene Vernetzung 
der elektrischen Verbraucher untereinander ergeben sich jedoch Abhängigkeiten im Betrieb. 
Das bedeutet, dass in diesen Strukturen nicht jeder Verbraucher zu jedem Zeitpunkt verfüg-
bar ist. Es muss daher eine sinnvolle Auswahl der Verbraucher, die sich in der Struktur be-
finden, vorgenommen werden. Gegebenenfalls ist auch deren Anordnung innerhalb der Struk-
tur von Bedeutung. In diesem Fall ist eine Optimierung der Anordnung der Verbraucher in 
der Struktur mit Hilfe geeigneter Verfahren vorzunehmen.  
3.1 Matrixförmige Vernetzungsschaltung 
Die matrixförmige Vernetzungsschaltung für elektrische Verbraucher im Kfz-Innenraum be-
steht aus Leitungen, die man sich in Zeilen und Spalten angeordnet vorstellen kann. Die 
Verbraucher befinden sich, wie in Bild 3.1 am Beispiel einer 3x3 Struktur dargestellt, jeweils 
zwischen einer Zeile und einer Spalte sowie zwischen jeweils zwei Spalten und zwei Zeilen.  
M4
M2 M3M1
M5 M6
M7 M8 M9
M10
M11
M12
M13
M15M14
Zeile
Spalte
Verbraucher
Halbleiter-
brückenzweige
 
Bild 3.1 Topologie der matrixförmigen Vernetzungsschaltung 
Jede Zeile und jede Spalte wird von einem Halbleiter-Brückenzweig versorgt, der die entspre-
chende Leitung auf positives und negatives Potential legen kann. Ein Verbraucher wird in 
Betrieb gesetzt, wenn an einer Leitung (Zeile oder Spalte) ein positives und an der anderen 
Leitung (Zeile oder Spalte), an der der Verbraucher angeschlossen ist, ein negatives Potential 
angelegt wird.  
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3.1.1 Grundlegende Beschreibung der Topologie 
In der Matrixstruktur ist es möglich, an jeder beliebigen Leitung ein positives oder negatives 
Potential anzulegen. Das bedeutet, an jedem Matrixpunkt (Verbindung zwischen Zeilen 
und/oder Spalten) kann eine Potentialdifferenz in Höhe der Batteriespannung zur Verfügung 
gestellt werden. Das wird durch Schalten der entsprechenden Halbleiter mit der geforderten 
Polungsrichtung erreicht. Dadurch ist es möglich alle im Abschnitt 2.2.1 beschriebenen 
Verbrauchertypen in der betrachteten Struktur zu betreiben. Für permanentmagnetische E-
lektromotoren kann an jedem der beiden Anschlüsse eine positive oder negative Spannung 
bereitgestellt und damit eine Drehrichtungsumkehr erreicht werden. Lampen, Heizungen, 
LED und Ventile erfordern prinzipiell nur eine Stromrichtung. Dabei stellt die Möglichkeit 
der Umkehr der Polungsrichtung bei Lampen und Heizungen einen weiteren Freiheitsgrad 
bei der Anordnung der Verbraucher innerhalb der Struktur dar. Elektrische Schrittmotoren 
können so in der Matrix geschaltet werden, dass jede Phase des Motors auf einem unabhängi-
gen Matrixpunkt liegt. Aus Sicht der Struktur erscheint es sinnvoll, bipolare Schrittmotoren 
zu verwenden, da diese in 2-phasiger Ausführung nur zwei Matrixpunkte belegen, während 
unipolare Motoren vier Matrixpunkte benötigen.  
Die Struktur der Matrixschaltung ist unabhängig von der Art der angeschlossenen Verbrau-
cher. Eine Struktureinheit besteht aus einer Leitung (Zeile oder Spalte) und einer MOSFET-
Halbbrücke. Damit ist die Forderung nach Standardisierung der Strukturelemente erfüllt. Im 
Allgemeinen ist die Leistungsaufnahme der in einer Struktur verschalteten Verbraucher be-
kannt, so dass die Auslegung der Matrix (Halbleiter und Leitungen) auf die konkrete Leis-
tungsaufnahme abgestimmt werden kann. Die Erweitung der Funktionalität wird dadurch 
sichergestellt, dass, solange freie Plätze in der Matrix vorhanden sind, zusätzliche Verbrau-
cher in freie Matrixpunkte geschaltet werden können. Die anderen Anforderungen aus Ab-
schnitt 2.4 werden im Folgenden untersucht. 
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Bild 3.2 Anzahl der Matrixpunkte in Abhängigkeit von der Strukturgröße 
Eine wichtige Frage hinsichtlich der Effektivität der Struktur, ist die maximale Anzahl von 
Verbrauchern, die mit einer bestimmten Strukturgröße betrieben werden können. In Bild 3.2 
ist der Zusammenhang zwischen der Anzahl der Leitungen und der Anzahl von zur Verfügung 
stehenden Matrixpunkten dargestellt.  
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Mathematisch lässt sich dafür die folgende Lösung finden: Hauptelemente sind Elemente, die 
immer zwischen einer Zeile und einer Spalte der Matrix angeordnet sind. Deren Anzahl be-
rechnet sich zu 
    nmA ⋅=        (3.1) 
wobei m die Anzahl der Zeilen und n die Anzahl der Spalten darstellt. 
Nebenelemente sind Elemente, die sich zwischen 2 Zeilen oder 2 Spalten befinden. Die Anord-
nung von Verbrauchern mit zwei Anschlüssen an Zeilen und Spalten kann als eine Auswahl 
von zwei aus n Elementen betrachtet werden. Da die Reihenfolge der Anschlüsse keine Rolle 
spielt, liegt hier mathematisch eine Kombination n Elementen zur k-ten Klasse vor. Nach 
[Stöc95] errechnet sich die Anzahl der Kombinationen für n Spalten zu  
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Diese Berechnung ist für Zeilen und Spalten getrennt durchzuführen, da die Anzahl der Spal-
ten und Zeilen unterschiedlich sein kann. Für die Anzahl der Nebenelemente der Zeilen ergibt 
sich demzufolge 
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Aus diesen Betrachtungen ergibt sich die Gesamtzahl der Verbraucher 
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Ist die Anzahl der Zeilen gleich der Anzahl der Spalten, ergibt sich die Gesamtzahl der 
Verbraucher  
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3.1.2 Selektivität der Verbraucher 
Bei genauer Betrachtung der matrixförmigen Vernetzungsschaltung kann das folgende Phä-
nomen beobachtet werden: Für den Betrieb eines Verbrauchers wird eine Leitung, an der die-
ser Verbraucher angeschlossen ist, auf positives Potential und die andere Leitung auf negati-
ves Potential gelegt. Dabei fließt ein Strom durch den Verbraucher. Jedoch bilden sich über 
weitere Verbraucher, die an den beiden Leitungen angeschlossen sind, parallele Strompfade 
über eine Reihenschaltung mehrer Verbraucher aus. Das ist in Bild 3.3 vereinfacht dargestellt. 
Das bedeutet in Bild 3.3, dass der Verbraucher M1 anforderungsgemäß in Betrieb ist. Dabei 
bildet sich über die Reihenschaltung von M2 und M3 ein zu M1 paralleler Stromfluss aus. Die 
Höhe des fließenden Stromes und Aufteilung der Batteriespannung über den Verbrauchern 
M2 und M3, wird durch die Innenwiderstände und deren Verhältnis zueinander bestimmt.  
Diese parallelen Strompfade verursachen zusätzliche Verlustleistungen in den durchflossenen 
Verbrauchern und in den Leistungshalbleitern. Zusätzlich kann das zu ungewollten Aktionen 
von Verbrauchern führen, wenn die über ihnen abfallende Spannung ausreichend groß ist. 
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Derartige Betriebszustände sind jedoch nicht wünschenswert und müssen daher unter allen 
Umständen vermieden werden.  
M2 M3
M1
U
U/2 U/2
  
Bild 3.3 Bildung paralleler Strompfade bei Matrixschaltung 
Als Abhilfe kommt eine Schaltung zum Einsatz, die in Reihe zu jedem Verbraucher oder einer 
bestimmten Anzahl von Verbrauchern angeordnet wird und die folgenden Eigenschaften auf-
weist: 
• Die Schaltung ist hochohmig, solange nicht die gesamte Batteriespannung über dem 
Verbraucher anliegt und stellt damit die Selektivität sicher 
• Die Schaltung ist möglichst niederohmig, wenn die gesamte Versorgungsspannung ü-
ber dem Verbraucher anliegt 
• Die Selektivität der Verbraucher wird mit dem geringsten möglichen Schaltungsauf-
wand realisiert  
• Das Durchschalten des Verbrauchers kann dabei passiv, automatisch bei Anliegen der 
Batteriespannung, oder aktiv mit einem Signal vom entsprechenden Steuergerät erfol-
gen.  
Die aus diesen Eigenschaften entstandene Schaltung wird im Folgenden „Electronic Di-
ac“ genannt. Drei mögliche Ausführungsformen sind in Bild 3.4 dargestellt. Die Schaltung a) 
besteht aus zwei MOSFET, die wie in diesem Bild angeordnet sind. Die Leistungshalbleiter 
werden über die Z-Dioden angesteuert. Diese sind so dimensioniert, dass sie den MOSFET 
oberhalb der halben maximalen Batteriespannung und unterhalb der vollen minimalen Batte-
riespannung durchschalten. Dieser Wert liegt nach [Graf99] zwischen 8 und 9V. Nachteilig an 
dieser Schaltung ist, dass je Stromrichtung immer nur der MOSFET, der mit dem Sour-
ceanschluss auf negativer Batteriespannung liegt, durchgeschaltet ist. Bei dem an positiver 
Batteriespannung liegenden MOSFET ist die parasitäre Rückwärtsdiode aktiv. Bei diesem 
Rückwärtsbetrieb des MOSFET ist die Verlustleistung jedoch wesentlich höher als im Vor-
wärtsbetrieb. Dieser Nachteil wird bei Schaltung b) dadurch vermieden, dass die beiden Leis-
tungshalbleiter auf einer Seite der Last so angeordnet sind, dass kein Strom über die Rück-
wärtsdioden der MOSFET fließen kann. Dabei ist jedoch ein High-Side-Treiber erforderlich, 
der die Gate-Source-Spannung auf einen Wert anhebt, bei dem die Halbleiter sicher einschal-
ten. Das wird von einem Low-Cost Treiberbaustein übernommen, der aus der gleichgerichte-
ten Verbraucherspannung gespeist wird. Bei Abschalten der Verbraucherspannung durch die 
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Matrix kann auch der Treiberbaustein die MOSFET nicht mehr mit Gatespannung versorgen 
und das Diac schaltet ab. 
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Bild 3.4 Ausführungsformen des „Electronic Diac“ 
Nach einem ähnlichen Prinzip arbeitet Schaltung c). Hierbei ist das Schaltelement des „Elect-
ronic Diac“ ein Relais. Das kann in verschiedenen Anwendungen kostengünstiger als die Leis-
tungshalbleiter sein. Das Relais wird mit einer zweistufigen diskreten Treiberstufe gesteuert, 
die bei einer Schaltschwelle von ca. 8,5V anspricht. Die Schaltschwelle wird dabei von einer Z-
Diode bestimmt. Eine gepulste Spannung am Verbraucher kann mit dieser Schaltung nicht 
realisiert werden, da das Relais in diesem Betrieb störende Geräusche verursachen würde. 
Verbraucher, bei denen eine gepulste Spannung nötig ist, müssen demzufolge mit „Electronic 
Diac“ nach Schaltung a) oder b) ausgerüstet werden. Die drei hier vorgestellten Schaltungen 
können auch durch eine explizite Ansteuerung durch das entsprechende Steuergerät betätigt 
werden und damit als aktive Diacs fungieren.  
Nach den obigen Betrachtungen bedeutet der Einsatz des „Electronic Diac“ durchaus einen 
nicht zu vernachlässigenden Aufwand. Aus diesem Grund wurde der Frage nachgegangen, ob 
jeder Verbraucher mit einem Diac ausgerüstet werden muss, bzw. wie viele „Electronic Di-
acs“ in einem parasitären Strompfad liegen müssen, um einen Stromfluss über diesen sicher 
zu verhindern. Dazu wurde eine Simulation eines vereinfachten Modells eines parasitären 
Strompfades durchgeführt. Das Modell ist in Bild 3.5 dargestellt. In diesem Modell werden 
zwei in Serie geschaltete Verbraucher an die Versorgungsspannung gelegt. Das entspricht 
einem parasitären Strompfad über zwei Lasten. Im Modell ist einer der beiden Verbraucher 
mit einem „Electronic Diac“ nach Schaltung 3.4a), das durch die Rückwärtsdiode und den 
MOSET mit der Ansteuerung über die Z-Diode realisiert ist, ausgerüstet.  
In den in Bild 3.5 dargestellten Simulationsergebnissen wird gezeigt, dass das „Electronic 
Diac“ bei Erreichen der Schwellenspannung beginnt durchzusteuern. Das Öffnen des MOS-
FET führt zu einem Strom durch die Verbraucher. Dabei teilt sich die Spannung über den 
Verbrauchern nach dem ohmschen Gesetz auf. Dadurch steigt jedoch die Spannung über dem 
„Electronic Diac“ nicht weiter an, so dass der MOSFET nicht vollständig durchschaltet. Der 
exakte Wert der Gate-Spannung, und damit der Status des Leistungshalbleiters, hängen vom 
Widerstandsverhältnis der beiden in Reihe geschalteten Verbraucher ab. Somit ist der Zu-
stand dieses Schaltungszweiges nicht exakt vorhersehbar. Das bedeutet, das Fliesen eines 
Stromes in einem parasitären Strompfad kann nur dann sicher verhindert werden, wenn sich 
in einem Strompfad mindestens zwei „Electronic Diacs“ in Reihe befinden. In diesem Fall teilt 
sich die Spannung gleichmäßig über den Diacs auf. Da die Schwellspannung jedoch höher 
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liegt als die halbe Versorgungsspannung kann es nicht zum Zuschalten des betroffenen 
Verbrauchers kommen. Das bedeutet jedoch auch, dass ein weiterer Verbraucher im Strom-
pfad kein Schaltelement benötigt.  
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Bild 3.5 Modell zur Simulation des „Electronic Diac“  
Die hier angestellte Betrachtung gilt nicht für aktiv geschaltete Diacs, da in diesem Fall der 
einzuschaltende Verbraucher vom Steuergerät selektiv ausgewählt werden kann. Es wird 
letztlich an Hand einer konkreten Anwendung zu untersuchen sein an welchen Verbrauchern 
„Electronic Diac“ anzuwenden sind und ob die aktive oder passive Variante die unter Beach-
tung des Gesamtsystems beste Lösung ist. 
3.1.3 Betrieb mehrerer Verbraucher 
Der Betrieb eines Verbrauchers in der Matrix ist ohne Einschränkungen und Beeinflussung 
anderer Verbraucher möglich, wenn alle Verbraucher mit einem in Abschnitt 3.1.2 beschrie-
benen „Electronic Diac“ ausgerüstet sind. Werden mehrere Verbraucher in der Matrixstruktur 
gleichzeitig angesteuert, kann es zu Beeinflussungen zwischen angesteuerten und nicht ange-
steuerten Verbrauchern in der Struktur kommen. In diesem Abschnitt werden die Abhängig-
keiten, die die Vernetzung der Verbraucher hervorruft untersucht. Die dabei auftretenden 
Fälle werden ohne Einschränkung der allgemeinen Gültigkeit am Beispiel einer vollbesetzten 
3x3 Matrix betrachtet. 
Um einen Verbraucher in Betrieb nehmen, werden die mit dem Verbraucher verbundenen 
Leitungen auf positives bzw. negatives Potential gelegt. Soll ein weiterer Verbraucher in Be-
trieb genommen werden, so sind zwei Fälle zu unterscheiden:  
• Ein Verbraucher weist eine gemeinsame Zeile oder Spalte mit dem schon betriebenen 
Aktuator auf. Dabei ist die Wirkrichtung des zusätzlichen Verbrauchers durch die 
Wirkrichtung des ersten Verbrauchers festgelegt. In diesem Fall werden keine weite-
ren Matrixpositionen beeinflusst (Bild 3.6a). Ein gleichzeitiger Betrieb von zwei oder 
mehr Verbrauchern ist hierbei von der Auslegung der Schaltung abhängig. 
• Ein zusätzlicher Verbraucher wird eine weitere Zeile und eine weitere Spalte auf ein 
entsprechendes Potential gelegt. Hierbei ist die Wirkrichtung des zweiten Verbrau-
chers von der des ersten unabhängig.  
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Beim zweiten Fall des gleichzeitigen Betriebs von zwei Verbrauchern treten Beeinflussungen 
zusätzlicher Matrixpositionen auf. Bei gleicher Polarität der beiden Zeilen werden zwei weite-
re Verbraucher innerhalb der Matrix unbeabsichtigt betrieben. Es handelt sich dabei um die 
Verbraucher, an denen sich die Zeile von Verbraucher 1 mit der Spalte von Verbraucher 2 
kreuzt und umgekehrt. Der an den beiden Zeilenleitungen und der an den beiden Spaltenlei-
tungen anliegende Verbraucher wird mit beiden Anschlüssen auf das gleiche Potential gelegt 
und ist damit nicht in Betrieb. Das ist in Bild 3.6b dargestellt. 
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Bild 3.6 Abhängigkeiten beim Betrieb mehrerer Verbraucher 
Haben die beiden Zeilen der betriebenen Verbraucher 1 und 2 unterschiedliche Polarität, so 
werden die entsprechend an den Kreuzungspunkten der Zeile des Verbrauchers 1 und der 
Spalte des Verbrauchers 2 anliegenden Matrixpositionen nicht beeinflusst, da diese Positionen 
dann keinen Potentialunterschied aufweisen. Bei dieser Polarität der Zeilen und Spalten wer-
den jedoch die jeweils an den Zeilen und Spalten anliegenden Matrixpositionen entsprechend 
der konkreten Polarität beeinflusst, so dass Verbraucher, die an diesen Positionen angeordnet 
sind, unbeabsichtigt in Betrieb gesetzt werden. Dieser Sachverhalt ist in Bild 3.6c gezeigt. Es 
werden also in Variante 2 immer zwei Matrixpositionen direkt beeinflusst.  
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Bild 3.7 Freie Positionen beim simultanen Betrieb von zwei Verbrauchern 
Es muss jedoch berücksichtigt werden, dass die Polarität eines Verbrauchers, zum Beispiel bei 
einem Motor, nicht in jedem Fall festgelegt werden kann. Daher können beim simultanen Be-
trieb von zwei Verbrauchern bis zu vier weitere Matrixpositionen, die in Bild 3.7 dargestellt 
sind, beeinflusst werden. Diese vier Positionen müssen in der Struktur unbesetzt bleiben, um 
einen ordnungsgemäßen Betrieb der simultan angesteuerten Verbraucher zu gewährleisten. 
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3.1.4 Dynamisches Verhalten und Verlustleistungsbilanz 
Das „Electronic Diac“ stellt einen zusätzlichen verlustleistungsbehafteten Schalter in der 
Struktur dar. In diesem Abschnitt werden die auftretende Verlustleistung untersucht und die 
Halbleiter entsprechend ausgelegt. Dabei ist der Fall, dass ein Verbraucher mit einer gepuls-
ten Spannung versorgt wird, als besonders kritisch einzuschätzen und wird aus diesem Grund 
hier dargestellt. 
Wie in Abschnitt 2.2.1 dargestellt, benötigt eine ganze Anzahl von Verbrauchern eine gepulste 
Spannung. Meist wird dabei mit einem festen Tastverhältnis gearbeitet. Die Frequenz liegt im 
Bereich von ca. 200Hz, bei Heizungen wesentlich darunter. Es ist im Besonderen der Betrieb 
eines Elektromotors zu untersuchen, da bei diesem Vorgang die im Motor gespeicherte induk-
tive Energie bei jedem Ausschalten aus der Motorwicklung abfließen muss. Das wird im Fol-
genden dargestellt.  
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Bild 3.8 Simulationsmodell des „Electronic Diac“ 
Zur Untersuchung des dynamischen Verhaltens des „Electronic Diac“ wurde ein Simulations-
modell entworfen, das in Bild 3.8 dargestellt ist. Das Modell besteht aus den zwei, dem 
Verbraucher zugeordneten Halbbrücken der Matrix mit deren Ansteuerungen, dem Modell 
des „Electronic Diac“ und dem Modell eines Gleichstrommotors. Das Modell des „Electronic 
Diac“ besteht auf der Seite der positiven Spannung (1) aus der Rückwärtsdiode des MOSFET, 
da der Schalter (T1) wie beschrieben in diesem Fall nicht aktiv ist. Weiterhin besteht das Mo-
dell des „Electronic Diac“  aus einem MOSFET T2 auf der negativen Seite der Spannung (2). 
Dieser MOSFET wird über einen Zustandsgraph (Petri-Netz) angesteuert. Wenn die Span-
nung über dem „Electronic Diac“ größer als 6V ist (Übergangsbedingung VM3=>6) , wird der 
MOSFET über ein Verzögerungsglied mit einer Gate-Spannung von 10V angesteuert. Wenn 
die Spannung am „Electronic Diac“ unter 6V fällt (Übergangsbedingung VM3<6), wird der 
MOSFET durch eine Gate-Spannung von 0V abgeschaltet. Über T2 ist eine Z-Diode mit einer 
Z-Spannung von 20V geschaltet, die das Avalanche-Verhalten des MOSFET nachbildet. Die 
Simulation erfolgt mit dem Simulator SIMPLORER [Simp02]. 
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Beim Einschalten des Verbrauchers treten Zeitverzögerungen durch die Anstiegszeiten der 
Spannung über dem “Electronic Diac”, Schaltzeiten von MOSFET und Dioden sowie durch die 
Motorinduktivität und parasitäre Induktivitäten auf. Kritische dynamische Vorgänge wäh-
rend des Einschaltvorgangs wurden durch die Simulation nicht nachgewiesen. 
Das Abschalten des Verbrauchers geht wie folgt vor sich: Von der Steuerung der Matrix 
kommt der Befehl zum Abschalten des Motors. Die MOSFET der Matrix werden entsprechend 
abgeschaltet. Damit entfällt die Ansteuerung für den MOSFET im “Electronic Diac” und die-
ser geht in den hochohmigen Zustand. Die in der Induktivität des Motors gespeicherte Energie 
muss jedoch abgebaut werden. Der dazu erforderliche Strom fließt in gleicher Richtung weiter 
durch den MOSFET T2 des “Electronic Diac”, nun über die parasitären Dioden der Leistungs-
halbleiter in der Matrix und über die parasitäre Diode des MOSFET T1.  
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Bild 3.9 Ausschaltvorgang mit „Electronic Diac“ 
Der MOSFET T2 bestimmt die Stromabnahmegeschwindigkeit di/dt und somit die Entladezeit 
der Induktivität. Da die Energie im Motor durch 
     ∫ ⋅= dttituE )()(      (3.7) 
beschrieben werden kann und i(t) durch T2 bestimmt wird, kann der Abbau der Energie nur 
über die Spannung u(t) in der von T2 bestimmten Zeit erfolgen. Das bedeutet, dass die Span-
nung über dem Motor auf ein vielfaches der Betriebsspannung ansteigen kann. Im prakti-
schen Fall kann die Spannung über dem Motor jedoch nicht unbegrenzt groß werden. Sie 
steigt bis zur Avalanchespannung des MOS an. Bei dieser Spannung bricht der Halbleiter 
durch und wird bei anstehender Spannung leitend. Der nahezu linear abnehmende Strom des 
Motors fließt weiter durch den MOSFET T2, über dem die Avalanchespannung konstant ab-
fällt. Durch die hohe Spannung über T2 und den Strom durch T2 wird die in der Induktivität 
gespeicherte Energie bei diesem Vorgang fast vollständig im MOSFET T2 in Wärme umge-
setzt. Die Ergebnisse der Simulation dieses Vorgangs sind in Bild 3.9 dargestellt. Dabei be-
zeichnet I_Motor den Motorstrom, U_Motor die Motorspannung und U_MOS die Spannung 
über dem Transistor T2. Diese beträgt wegen des Avalanche-Effekts ca. 20V. Entsprechend 
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langsam nimmt der Motorsstrom linear ab. Der Schwingungsvorgang der Motorspannung 
nach dem Abklingen des Stromes ist wahrscheinlich auf einen angeregten Schwingkreis aus 
der Motor-Induktivität und einer parasitären Kapazität des Halbleiters zurückzuführen. 
Im simulierten Fall beträgt die im MOSFET T2 in Wärme umgesetzte Energie Eind=166,5µWs 
pro Ausschaltvorgang. Diese Energie wird in t=16,7µs in den Chip eingebracht. Die thermi-
sche Zeitkonstante eines Silizium-Chips beträgt circa  τ=1ms. Das bedeutet, dass die gesamte 
Wärmeenergie, die während des Ausschaltvorgangs im Chip umgesetzt wird von diesem voll-
ständig aufgenommen werden muss, da innerhalb der Zeit des Ausschaltvorgangs nahezu 
keine Wärme abgegeben werden kann. 
Der Avalanche-Effekt wirkt sich durch eine zusätzliche Verlustleistung aus, die zur Zerstö-
rung des MOSFET führen kann. Die Verlustenergie eines Ausschaltvorganges darf den Chip 
des MOSFET innerhalb dieses Zeitraumes nicht so stark erwärmen, dass die Temperatur über 
den zulässigen Wert ansteigt. Der Avalanche-Effekt ist somit an sich nicht kritisch, solange 
die zulässige Chip-Temperatur des MOSFET zu keiner Zeit überschritten wird. Zusätzlich 
muss die Summe von Durchlass-, Schalt- und Avalanche-Verlusten im Gesamtzeitraum un-
terhalb der maximal abführbaren Verlustleistung liegen. 
Durch die erhöhte Spannung, gegen die die Energie der Motorinduktivität „freiläuft“, wird die 
Zeit bis der Motorstrom iM=0 ist verringert. Dieser Effekt wird umso größer, je höher die 
Sperrspannung des MOSFET gewählt wird. Das wirkt sich auf den Betrieb der Matrix günstig 
aus, da je schneller der Strom eines Motors zu null wird, umso schneller kann ein anderer 
Motor in Betrieb gesetzt werden. Begrenzend auf diesen Effekt wirkt sich die beim Avalanche 
auftretende Chip-Temperatur aus, da mit steigender Sperrspannung der RDS_on des MOSFET 
ansteigt und eine höhere Start-Temperatur beim Beginn des Avalanche hervorruft. 
Viele Hersteller geben für ihre MOSFET den Wert „repetitive avalanche energy“ an. Wie be-
schrieben sind jedoch der Temperaturanstieg während des Einbringens der Avalanche-
Energie und die Ausgangstemperatur maßgebend. Das wird im Folgenden näher untersucht. 
Die Verlustenergie entsteht im Kanal des MOSFET, der sich im oberen Teil des Bauelementes 
befindet. Entscheidend für die Avalanche-Festigkeit eines MOSFET ist also die transiente 
Temperatur, die direkt unter der Chipoberfläche auftritt. Während der Zeit des Eintrags der 
Avalanche-Energie in den Chip und in der Zeit danach wird Wärmeenergie im Rahmen eines 
Temperaturausgleichs in das Innere des Chips abgeführt, so dass sich der Chip von oben be-
ginnend erwärmt. Dieser Sachverhalt führt zum Problem, dass in einen festen Körper eine 
Wärmeenergie eingebracht und diese in das Innere des Körpers geleitet wird, wobei für den 
hier vorliegenden Fall nur die Oberflächentemperatur interessant ist. Die Berechnung dieser 
Temperatur aus den Chipdaten und der zu erwartenden Avalanche-Energie erfordert die Lö-
sung einer partiellen Differentialgleichung, der so genannten Wärmeleitungsgleichung 
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wobei D die Diffusionskonstante ist. Diese berechnet sich für Silizium mit λ=150W/mK und 
c=1638kWs/Km3 aus  
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Die Differentialgleichung (3.8) hat nach [Boot95] die allgemeine Lösung  
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Für den Fall, dass in einen unendlich ausgedehnten Stab von einer Stirnseite her eine Wär-
meenergie eingebracht wird, ergibt sich die Temperatur in Abhängigkeit von Ort und Zeit zu 
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wobei Φ=PV/A die Wärmestromdichte und λ die Wärmeleitfähigkeit ist. Der letzte Term in 
Gleichung (3.11) ist das Gaußsche Fehlerintegral 
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Dadurch wird daraus  
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und für die Halbleiteroberfläche (x=0) ergibt sich die Lösung zu 
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Aus Gleichung (3.14) kann abgeleitet werden, dass die Temperatur an der Oberfläche des 
Chips hyperbolisch ansteigt. 
Die Gleichungen (3.8) bis (3.14) gelten für ein unendlich ausgedehntes Medium. Halbleiter-
chips haben jedoch eine endliche Dicke. Aus diesem Grund müsste die Temperatur mit Hilfe 
des Spiegelungsprinzips ermittelt werden. Andererseits ist die Einwirkung der Avalanche-
Energie im Regelfall kurzzeitig, so dass der Chip nicht vollständig erwärmt wird. Für diesen 
Fall ist der Chip näherungsweise unendlich. Ist die Einwirkdauer lang, wird der Chip tiefer 
erwärmt und die Annahme der unendlichen Ausdehnung des Chips ist nicht mehr gegeben. 
Die Fragestellung ist nun, unter welchen Bedingungen die einfachen Gleichungen nach (3.8) 
bis (3.14) gelten.  
Ein Maß für die Tiefe der Erwärmung des Chips ist die Eindringtiefe. Diese ist wie folgt defi-
niert 
    tDLd ⋅=        (3.15) 
Die Eindringtiefe bezeichnet die Stelle des Mediums, an der die Temperatur den Wert 1/e der 
Temperatur an der Stelle der Energieeinspeisung erreicht. Die oben gestellte Frage kann da-
mit präzisiert werden: Wie groß ist der Fehler, der mit steigender Einwirkzeit der Avalanche-
Energie bzw. steigender Eindringtiefe bei Verwendung der Gleichung (3.14) verursacht wird? 
Um diesen Fehler zu ermitteln wurde das unten beschriebene Simulationsexperiment nach 
der Finiten Elemente Methode bis zu einem Zeitpunkt durchgeführt, bei dem die Eindringtie-
fe Ld größer ist als die Dicke des Chips. Bei einer Chipdicke von 250µm wird die Eindringtiefe 
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Ld nach ca. 680µs erreicht. Die Ergebnisse der Simulation und der Berechnung sind in Bild 
3.10 dargestellt.  
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Bild 3.10 Simulations- und Rechenergebnis zur Verifizierung der Gültigkeit 
Auswertend kann folgendes gesagt werden: Simulation und Berechnung zeigen prinzipiell den 
gleichen Kurvenverlauf. Ein Abweichen der Ergebnisse der Berechnung von denen der Simu-
lation ist ab einer Zeit von ca. 150µs zu bemerken, was einer Eindringtiefe von 50% entspricht. 
Das weist darauf hin, dass ab diesem Punkt weitere Schichten des Aufbaus erwärmt werden. 
Da sich dabei die stofflichen Eigenschaften des erwärmten Systems ändern, verändert sich 
auch das Erwärmungsverhalten des Systems und damit die Temperatur an der Oberfläche 
des Halbleiter-Chips. Das bedeutet, dass das Modell der unendlichen Tiefe des Chips bis zu 
einer Eindringtiefe von 50% als nahezu ideal gilt, und die Temperatur an der Chip-Oberfläche 
mit großer Genauigkeit berechnet werden kann. Ab dieser Eindringtiefe weist die nach Glei-
chung (3.14) berechnete Temperatur einen Fehler auf. Bei einer Eindringtiefe von 100% und 
einem Temperaturhub von 2,879766K an der Chip-Oberfläche beträgt der Temperaturfehler 
im vorliegenden Fall 77,701mK. Das entspricht einem relativen Fehler von 2,7%. Simulatio-
nen mit höherer Verlustleistungseinspeisung weisen zu Zeitpunkten gleicher Eindringtiefe 
den gleichen relativen Fehler auf. Das zeigt, dass der Fehler systematischer Natur ist und 
ausschließlich auf das fehlerhafte Modell der unendlichen Dicke des Halbleiters bei großen 
Eindringtiefen zurückgeführt werden kann. Damit kann mit Gleichung (3.14) die Temperatur 
an der Chip-Oberfläche für kleine Eindringtiefen ausreichend genau berechnet werden.  
Zur Bestätigung der Berechnungen wurde eine FEM-Simulation durchgeführt. Dabei wurden 
die Schichten Chip, Lot, Kupfer, Wärmeleitpaste und Kühlkörper berücksichtigt und entspre-
chend modelliert. Das simulierte Bauelement entspricht einem MOSFET in einem TO220 
Gehäuse auf einem Kühlkörper. Die Temperatur des Kühlkörpers wurde dabei auf einer kon-
stanten Temperatur von T=60°C fixiert. Dem Halbleiterbauelement wurde eine konstante 
Leistung von PV=30W eingeprägt. In Bild 3.11 ist der Aufbau des simulierten Systems mit den 
entsprechenden Größen- und Materialangaben dargestellt. Die Simulationsergebnisse sind in 
Abbildung 3.10 im Vergleich zum berechneten Verlauf gezeigt. 
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Im Folgenden soll erläutert werden, wie sich diese Ergebnisse auf die Funktion der Matrix-
schaltung auswirken. Aus Sicht des Halbleiters ist es günstig, die Avalanche-Energie langsam 
abzubauen, da in diesem Fall der Chip gleichmäßiger und tiefer erwärmt wird und die Tempe-
ratur an der Chipoberfläche niedriger ist. Aus Sicht der Funktionalität der Matrixschaltung 
ist es günstiger, die in der Motorinduktivität gespeicherte Energie möglichst schnell abzubau-
en. Demzufolge sollte die Sperrspannung unter Beachtung der Gesamtverlustleistung mög-
lichst hoch gewählt werden. 
Silizium 5x4x0,25mm
λ=150 W/mK
c=1638 kJ/m3K
Lot 5x4x0,07mm
λ=50 W/mK
c=1614 kJ/m3K
Kupfer 10x10x1,2mm
λ=385 W/mK
c=3421 kJ/m3KWärmeleitfolie10x10x0,1mm
λ=0,45 W/mK
c=1400 kJ/m3K
Kühler 10x10x0,05mm
λ=1 W/mK
c=0,2 kJ/m3K
PV
  
Bild 3.11 Aufbau des Simulationsmodells 
Von den dargestellten Ergebnissen für die Avlanche-Verluste ausgehend wird im Folgenden 
die Auslegung der Leistungshalbleiter des „Electronic Diac“ betrachtet. Die MOSFET müssen 
dabei so ausgelegt werden, dass die maximal zulässige Chip-Temperatur weder dynamisch 
durch Avalanche-Verluste noch stationär durch die Summe von Schalt-, Leit- und dem Mit-
telwert der Avalanche-Verluste überschritten wird. Die drei Verlustarten werden analytisch 
dargestellt. Damit wird eine Grundlage zur Auslegung der MOSFET in den “Electronic Diac” 
der Matrix gegeben. Die Berechnungsverfahren sind im Wesentlichen [Semi04] entnommen 
und den hier vorliegenden speziellen Gegebenheiten angepasst. 
Die Durchlassverluste im MOSFET berechnen sich zu 
    ( ) üITRP MJDSonDV ⋅⋅=
2
_      (3.16) 
wobei ü das Tastverhältnis und RDSon der von der Temperatur abhängige Widerstand des 
MOSFET-Kanals sind. Die Durchlassverlustleistung steigt mit steigendem Tastverhältnis. 
Aus diesem Grund sollte für die Berechnung das maximal auftretende Tastverhältnis benutzt 
werden.  
Die Schaltverluste sind stark abhängig vom angeschlossenen Verbraucher und dessen Be-
triebszustand. Schaltverluste werden allgemein in Einschalt- und Ausschaltverluste unterteilt. 
Die Berechnung der Einschaltverluste des MOSFET des “Electronic Diac” wird unter folgen-
den Vorraussetzungen durchgeführt: 
• Es wird für alle Verbraucher von einem stark vereinfachten Modell des Einschaltvor-
ganges ausgegangen. 
• Die Spannung über dem MOSFET fällt in der Zeit tr, die von Transistor selbst vorgege-
ben wird, linear von der Batteriespannung U0 auf 0V. Die Anstiegszeit tr liegt bei gän-
gigen MOSFET im ns-Bereich. 
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• Innerhalb dieser Zeit steigt der Strom durch den MOSFET auf den Betriebsstrom, der 
bei einem permanent erregten Gleichstrommotor wesentlich durch die Gegenspannung 
begrenzt wird. 
• Der ungünstigste Fall tritt auf, wenn zum Zeitpunkt des Einschaltens keine Gegen-
spannung auftritt, das heißt wenn der Motor zu diesem Zeitpunkt stillsteht. Dieser 
Fall wird zur Berechnung der Einschaltverlustleistung herangezogen. Die damit zu 
groß berechnete Verlustleistung garantiert eine ausreichende Sicherheit bei der Be-
rechnung.  
Der Strom- und Spannungsverlauf des angenommenen Einschaltvorgangs ist in Bild 3.12 dar-
gestellt.  
t/s
U
I
Verbraucherstrom
Versorgungs-
spannung
tr   
Bild 3.12 Einschaltvorgang am MOS-Transistor 
Unter den oben dargestellten Vorraussetzungen berechnet sich die Verlustenergie beim Ein-
schalten zu 
    ( ) ( )dttituE
rt
on ⋅= ∫
0
      (3.17) 
Der Verlauf der Spannung über dem MOSFET kann näherungsweise mit 
     ( ) t
t
U
Utu
r
⋅−= 00     für 0 ≤ t ≤ tr    (3.18) 
beschrieben werden, wobei mit U0 die Batteriespannung bezeichnet wird. Der resultierende 
Strom durch den Motor ergibt sich nach der oben genannten dritten Voraussetzung aus 
    ( ) t
tR
U
ti
rM
⋅
⋅
= 0       (3.19) 
wobei RM den Ankerwiderstand des angeschlossenen Motors bezeichnet. 
Aus den Gleichungen (3.17), (3.18) und (8.19) ergibt sich die Verlustenergie beim Einschalten 
des MOSFET zu 
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Die Verlustleistung kann aus der Verlustenergie durch Multiplikation mit der Taktfrequenz 
errechnet werden. Daraus ergibt sich für die Einschaltverlustleistung am MOSFET 
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Bei Lampen und Heizungen ist zu beachten, dass sich der Innenwiderstand des Verbrauchers 
bei Betriebstemperatur stark vom Widerstand im kalten Zustand unterscheidet. Bei der Be-
rechnung der Verlustleistung sollte von der Temperatur im Betrieb ausgegangen werden, da 
der Einschaltvorgang vom Kaltzustand aus wesentlich seltener auftritt als der Einschaltvor-
gang bei Betriebstemperatur, wenn der Verbraucher mit einer gepulsten Spannung versorgt 
wird. 
Die Ausschaltverlustleistung würde sich im Standardfall ähnlich wie die Einschaltverlustleis-
tung berechnen. Der Anstieg der Spannung über dem MOSFET wird durch die Abfallzeit des 
Bauelements tf bestimmt. Muss der Strom auf eine Freilaufdiode kommutieren, bleibt der 
Strom während des Spannungsanstiegs konstant und kommutiert erst nachfolgend auf die 
Diode. Daraus würde sich abschnittsweise die Verlustenergie errechnen.  
Im vorliegenden Fall existiert jedoch keine Freilaufdiode. Daher muss die gesamte, in der In-
duktivität des Motors gespeicherte Energie in Form eines Stroms durch den MOSFET geleitet 
werden. Da der MOSFET jedoch in den Off-Zustand übergeht, wird es, wie beschrieben, zu 
einem Avalanche-Vorgang im Transistor kommen. Aus dieser Betrachtung ergibt sich, dass 
die Verlustenergie beim Ausschalten gleich der Energie in der Induktivität ist. Hierbei ist 
vernachlässigt, dass die Spannung über dem MOSFET nicht sprunghaft sondern linear in der 
Abfallzeit tf auf U0 ansteigt. In dieser Zeit wird also eine kleinere Verlustenergie umgesetzt. 
Die Abfallzeit tf liegt wiederum im Bereich von einigen 10ns. Die Zeitdauer des Avalanche-
Vorgangs hingegen beträgt einige 10µs, so dass der Fehler durch die Abfallzeit unterhalb 1% 
sein wird. Daraus ergibt sich die Verlustenergie beim Ausschalten zu 
    2
2
Moff i
L
E ⋅=         (3.23) 
wobei iM den Strom durch den Motor bezeichnet. Aus der Verlustenergie kann die Verlustleis-
tung durch Multiplikation mit der Taktfrequenz der PWM zu 
    2_
2
i
L
fP PWMoffV ⋅⋅=        (3.24) 
berechnet werden. 
Die gesamte im MOSFET des “Electronic Diac” umgesetzte Verlustleistung berechnet sich aus 
den Gleichungen (3.16), (3.22) und (3.24) zu  
    offVonVDVV PPPP ___ ++=       (3.25) 
Diese mittlere Verlustleistung muss durch eine geeignete Kühlung abgeführt werden können, 
ohne die zulässige Chip-Temperatur zu überschreiten. Durch den Avalanche-Effekt beim Aus-
schalten des MOSFET tritt zusätzlich ein dynamischer Temperaturanstieg im Halbleiter auf. 
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Dieser zusätzliche Temperaturanstieg darf ebenfalls nicht zu einer unzulässigen Temperatur 
im Chip führen.  
Die oben angegebene Verlustleistungsberechnung gilt im Prinzip für beide MOSFET im     
„Electronic Diac“. Der obere, mit Source auf +UBat liegende MOSFET kann über die Schaltung 
mit den Z-Dioden jedoch nicht angesteuert werden. Der Stromfluss führt bei diesem Transis-
tor über die parasitäre Rückwärtsdiode. Interne MOSFET-Dioden haben im Allgemeinen eine 
schlechte Performance. Aus diesem Grund können im “Electronic Diac” Schottky-Dioden ein-
gesetzt werden, die direkt über den MOSFET geschaltet werden. Daher wird die Verlustleis-
tung im an +UBat liegenden Teil des „Electronic Diac“ von der Verlustleistung der Diode be-
stimmt, die im Folgenden betrachtet werden soll. 
Auch bei Dioden können die Verluste in Leit- und Schaltverluste unterteilt werden. Die 
Durchlassverluste berechnen sich zu 
     
( ) üiRiUP BTDV ⋅⋅+⋅= 20_      (3.26) 
Dabei bezeichnet UT0 die Schwellenspannung und RB den Bahnwiderstand der Diode. Nicht 
alle Hersteller geben UT0 und RB, sondern ein UF bei einem bestimmten Strom bzw. ein Dia-
gramm der Flussspannung über dem Strom in den Datenblättern an. Dann berechnen sich die 
Durchlassverluste zu 
    
üiUP FDV ⋅⋅=_       (3.27) 
Die Schaltverluste setzen sich allgemein wieder aus Ein- und Ausschaltverlusten zusammen. 
Bei den hier eingesetzten Schottky-Dioden sind die Schaltzeiten jedoch so kurz (ps-Bereich), 
dass die Schaltverlustleistungen bei Schottky-Dioden extrem gering sind.  
Bei Schottky-Dioden kann der Rückwärtsstrom im Sperrzustand der Diode jedoch meist nicht 
mehr vernachlässigt werden. Der Rückwärtsstrom ist vor allem abhängig von der anliegenden 
Spannung im Sperrzustand und der Temperatur des Halbleiters. Die entsprechenden Daten 
müssen den Datenblättern der Dioden entnommen werden. Die Verluste durch den Rück-
wärtsstrom berechnen sich dann zu 
    
( )üIUP RRV −⋅= 10_       (3.28) 
Die Gesamtverlustleistung der Diode ergibt sich damit zu 
    RVDVDiodeV PPP ___ +=      (3.29) 
Durch die Verwendung der Schottky-Diode, entsteht die Verlustleistung der Diode nicht im 
Chip des MOSFET. Bei kleineren Leistungen sind MOSFET und Schottky-Diode jedoch im 
gleichen Gehäuse, so dass bei Reversiervorgängen schon zu Beginn mit einer erhöhten Bau-
teil-Temperatur zu rechnen ist. 
Zusammenfassend kann die Auslegung der Halbleiter im „Electronic Diac“ im Vergleich zu 
Auslegung in anderen Schaltungen wie folgt beschrieben werden: 
• Es ergibt sich eine veränderte Auslegung der Halbleiter, da durch den möglichen Ava-
lanche-Effekt zusätzliche Verlustleistungsanteile im Diac entstehen. 
• Der Avalanche-Vorgang wird durch die in der Induktivität eines Elektromotors gespei-
cherte Energie, die bei Abschalten des MOSFET der Matrix aus der Wicklung abfließen 
muss, hervorgerufen. 
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• Der Avalanche-Vorgang führt zu einer dynamischen Temperaturerhöhung  
• Die Auslegung muss daher zwei Kriterien beinhalten: Einerseits muss der MOSFET 
und die Kühlung nach der mittleren Verlustleistung, die sich aus der Summe aller Ver-
lustleistungen zusammensetzt, ausgelegt werden. Andererseits muss die Auslegung 
derart erfolgen, dass die Gesamttemperatur bei Auftreten des Avalanche-Effekts die 
maximal zulässige Chip-Temperatur nicht überschreitet. 
• Bei der Auslegung der Diode sind die Leit- und Sperrverluste der Schottky-Dioden zu 
berücksichtigen. Wenn sich Diode und MOSFET in einem Gehäuse befinden, muss mit 
einer höheren Bauteil-Temperatur bei Beginn eines Bewegungsvorganges gerechnet 
werden. 
3.2 Weitere Vernetzungsschaltungen 
Neben der matrixförmigen Vernetzungsschaltung für Verbraucher im Fahrzeuginnenraum 
sind weitere Schaltungen denkbar, die im Folgenden vorgestellt werden. Auch bei diesen 
Schaltungen werden leistungselektronische Schaltungsteile für mehrere Verbraucher nutzbar 
gemacht, was jedoch zu einer Reduzierung der Verfügbarkeit der Aktuatoren führt. Bei den in 
diesem Abschnitt vorgestellten Schaltungen werden der Grad der Vernetzung und damit die 
Abhängigkeiten zwischen den Verbrauchern nicht so groß sein wie bei der im vorangegange-
nen Abschnitt beschriebenen Matrixschaltung.  
3.2.1 Lineare Vernetzungsschaltungen 
Unter linearen Vernetzungsschaltungen sollen Schaltungen zum Betrieb von elektrischen 
Verbrauchern verstanden werden, deren Vernetzung nur an einem der beiden Anschlüsse 
erfolgt.  
In Bild 3.13 sind zwei lineare Vernetzungsschaltungen dargestellt. In diesen Schaltungen 
wird ein Brückenzweig von einer Anzahl von Verbrauchern benutzt. Die Leitungen sind in 
Schaltung a) einzeln vom Steuergerät zu den Verbrauchern geführt, während die Verbraucher 
in Schaltung b) eine gemeinsame Leitung benutzen. Bei Schaltung b) erscheinen die Verkabe-
lungskosten zunächst niedriger, jedoch kann sich in der Applikation die Verkabelung der 
Schaltung a) dennoch als günstiger herausstellen, da die gemeinsame Leitung in Schaltung b) 
zu jedem Verbraucher hingeführt werden muss. Zudem berechnen sich die Verkabelungskos-
ten nach der Anzahl der Trennstellen. Danach ergeben sich für die beiden Schaltungen gleiche 
Kosten für die Verkabelung. 
In beiden Schaltungen können durch die gemeinsame Nutzung einer Halbleiterbrücke nicht 
alle Verbraucher simultan genutzt werden. Die genauen Gleichzeitigkeitsbedingungen sind 
von der Leistung der einzelnen Verbraucher und der Auslegung des gemeinsamen Brücken-
zweiges abhängig. Verbraucher, die gemeinsam unabhängig voneinander betrieben werden 
sollen, müssen in verschiedenen Strukturen angeordnet werden. Das gilt insbesondere für 
Motoren, bei denen die Strom- und damit Drehrichtung nicht festgelegt ist. Das bedeutet, bei 
der Anwendung dieser Strukturen muss die Verteilung der Verbraucher auf verschiedene 
Strukturen unter Beachtung der Gleichzeitigkeitsbedingungen vorgenommen werden. Bei 
wenigen Verbrauchern und kleineren Strukturen ist es möglich, diese Optimierung durch 
wiederholtes Versuchen zu erreichen. Bei größeren Strukturen hingegen steigt die Anzahl der 
3.2 Weitere Vernetzungsschaltungen 
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möglichen Lösungen schnell an. Zur Lösung eines solchen Problems können Verfahren aus der 
kombinatorischen Optimierung zur Anwendung kommen. 
M2M1
Steuergerät
M2M1
Steuergerät
a b
  
Bild 3.13 Lineare Vernetzungsschaltungen 
Die Versorgung der Verbraucher mit einer gepulsten Gleichspannung ist möglich. Da jeder 
Verbraucher mit einer eigenen Halbbrücke ausgerüstet ist, kann das Tastverhältnis  für jeden 
Verbraucher getrennt eingestellt werden. Dabei wird die gemeinsam verwendete Halbbrücke 
dauerhaft auf ein Potential gelegt und mit der dem Verbraucher zugeordneten Halbbrücke 
das andere Potential entsprechend gepulst zugeschaltet.  
Um den Aufwand für die Leistungselektronik weiter zu reduzieren, ist es bei Verbrauchern, 
die nur eine Stromrichtung benötigen, möglich in der zugeordneten Halbbrücke den High-Side 
Schalter einzusparen. An dieser Stelle reicht ein Low-Side Schalter, da die gemeinsam ver-
wendete Halbbrücke einen High-Side Schalter aufweist. Beim Betrieb eines solchen Verbrau-
chers würde dann immer der High-Side Schalter der gemeinsamen Brücke und der zugeord-
nete Low-Side Schalter geschaltet werden. Das schränkt jedoch die Verfügbarkeit dieses 
Verbrauchers ein, da dieser dann in Verbindung mit einem Elektromotor nicht in jeder Strom-
richtung gleichzeitig betrieben werden könnte. Es ist demnach von der konkreten Anwendung 
anhängig, ob eine solche Vereinfachung möglich ist. 
Zusammenfassend kann gesagt werden, dass lineare Vernetzungsschaltungen eine sinnvolle 
Alternative zu derzeitigen Schaltungen darstellen kann. Der Einsatz ist überall dort möglich, 
wo exakte Gleichzeitigkeitsbedingungen für die verschiedenen Verbraucher vorhanden sind. 
In rein stochastischen Systemen kommt auch diese Schaltung aufgrund der Auslegung der 
gemeinsamen Halbbrücke an ihre Grenzen.  
3.2.2 Lokale Vernetzungsschaltungen 
Im Komfortbereich der Fahrzeuge besteht schon in den aktuellen Baureihen die Bestrebung 
mehrere Verbraucher mit einem reduzierten Hardwareaufwand anzusteuern, wenn das aus 
Sicht des Kunden vertretbar ist. Das ist beispielsweise bei der Außenspiegelverstellung der 
Fall. Hierbei werden die beiden Motoren mittels drei Brückenzweigen angesteuert, wie in Bild 
3.14 gezeigt. In dieser Schaltung können beide Verstellmotoren selektiv angesteuert und der 
Spiegel in alle Richtungen verstellt werden. Ein gleichzeitiger Betrieb beider Motoren ist da-
bei jedoch nicht möglich. Das wird durch ein entsprechend ausgearbeitetes Schalterkonzept, 
das die Verstellung nur einer Achse zulässt, unterstützt.  
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Bei der elektrischen Sitzverstellung wird derzeit ein ähnliches Konzept angewendet. Im Sitz-
steuergerät werden zur Ansteuerung der Motoren der Sitzverstellung Relais verwendet, da 
diese nach heutigem Stand der Technik geringere Kosten verursachen als Halbleiterschalter 
entsprechender Stromtragfähigkeit. Die üblicherweise 5 – 7 Verstellachsen sind je nach Fahr-
zeugmodell in zwei oder drei Gruppen aufgeteilt. Zu jedem Zeitpunkt kann aus jeder Gruppe 
nur ein Motor verstellt werden.  
M M
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Bild 3.14 Prinzip einer Spiegelverstellung 
Die Motoren einer Gruppe sind wie in Bild 3.15 verschaltet. Durch das Umschalten eines der 
beiden Gruppenrelais wird die gewünschte Drehrichtung angewählt. Mit den Relais, die je-
weils einem Motor zugeordnet sind, wird der Motor, der die zu verstellende Achse antreibt, 
selektiv angesteuert. Bei der hier vorliegenden Schaltung können ebenfalls nicht alle Ver-
stellachsen gleichzeitig betrieben werden, was durch eine entsprechende Schalterkonstruktion, 
die das gleichzeitige Betätigen der entsprechenden Verstellachsen verhindert, unterstützt 
wird. Durch eine sinnvolle Gruppierung der Motoren lassen sich jedoch häufig benutzte Kom-
binationen der Verstellachsen simultan betreiben. Durch die Schaltungstopologie mit zwei in 
Reihe geschalteten Relais, wird zusätzlich verhindert, dass sich Motoren in Bewegung setzen 
obwohl keine Bedienung vorgenommen wurde. Dieser Zustand kann bei festgebrannten Re-
laiskontakten auftreten. 
Sitzverstellmotoren
-+
M
M
M
-+
Relais zur Wahl 
der Drehrichtung
Relais zur Wahl 
der Verstellachse
  
Bild 3.15 Prinzipschaltung einer Sitzverstellung  
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Mit den vorgestellten Schaltungstopologien kann der Aufwand für leistungselektronische 
Schaltungen deutlich reduziert werden. Gleichzeitig muss jedoch eine Funktionseinschrän-
kung in Kauf genommen werden. Die Strukturen sind räumlich begrenzt und die implemen-
tierten Verbraucher gehören jeweils zu einer einzigen Funktion. Derartige Konzepte verlan-
gen ein Bediensystem, das die gleichzeitige Betätigung von Verbrauchern, die nicht simultan 
betrieben werden können, ausschließt, so dass für den Kunden bei beliebiger Betätigung des 
Bediensystems immer die gleiche Systemreaktion wahrnehmbar ist. 
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4 Optimierung leistungselektronischer Vernetzungsschaltungen 
Die in diesem Abschnitt behandelten Optimierungsmethoden sollen am Beispiel des in der 
Literatur oft behandelten Travelling Salesman Problems (TSP) vorgestellt und die Arbeits-
weise der Lösungsalgorithmen erläutert werden. 
Die dem Travelling Salesman Problem zu Grunde liegende Optimierungsaufgabe ist einfach 
zu beschreiben: Ein Handelsreisender muss eine Anzahl von Städten besuchen und danach 
zum Ausgangspunkt der Reise zurückkehren. Dabei soll jede Stadt nur einmal aufgesucht und 
der kürzeste Gesamtweg zurückgelegt werden [Lawl85]. Im Sinne der Graphentheorie ist das 
der kürzeste Hamilton Kreis durch einen Graph [Berg64]. In den folgenden Abschnitten wird 
sich zeigen, dass dieses einfach zu beschreibende Problem eines der schwierigsten und kom-
plexesten Optimierungsprobleme überhaupt darstellt. 
4.1 Motivation und Optimierungsgegenstand 
Wie in den vorhergehenden Abschnitten beschrieben, kann durch die Vernetzung der 
Verbraucher in einer matrixförmigen Vernetzungsschaltung die Anzahl der Leistungshalblei-
ter und der Verbindungsleitungen reduziert werden. Eine derartige Vernetzung von Verbrau-
chern bringt jedoch ein Problem mit sich: Die Unabhängigkeit des Betriebs der Verbraucher 
ist nicht mehr gegeben. Das bedeutet im Einzelnen, dass wenn ein bestimmter Verbraucher in 
Betrieb ist, ein anderer Verbraucher, der sich an einer beliebigen Stelle in der Struktur befin-
det, nicht in jedem Falle unabhängig und zeitgleich mit ersten Verbraucher betrieben werden 
kann. Mögliche Anordnungen für ein solches Verhalten wurden in Abschnitt 3.1.3 gezeigt. 
Sind nicht alle Positionen in der Matrix besetzt, ergeben sich Freiheitsgrade in der Anord-
nung der Verbraucher. Es besteht eine hohe Wahrscheinlichkeit, dass unter den möglichen 
Anordnungen eine ist, die es ermöglicht, zwei bestimmte Verbraucher gleichzeitig zu betrei-
ben. 
Für die Realisierung von Komfortfunktionen in modernen PKW ist es erforderlich, dass be-
stimmte Verbraucher gleichzeitig unabhängig voneinander betrieben werden. Das bedeutet, 
eine Komfortfunktion stellt spezielle Bedingungen an die zeitliche Verfügbarkeit der beteilig-
ten Verbraucher. Die Anordnung der Verbraucher in der Matrix muss derart gestaltet werden, 
dass diese Verfügbarkeitsbedingungen jederzeit erfüllt werden können. 
Ausgehend von diesen Überlegungen ist das Ziel der Optimierung, eine Anordnung der 
Verbraucher in der Matrix zu finden, die den Anforderungen an die zeitliche Unabhängigkeit 
der Verbraucher genügt. 
4.2 Klassifizierung und Komplexität des Optimierungsproblems 
Die in den folgenden Abschnitten beschriebenen Optimierungsverfahren beziehen sich im 
Wesentlichen auf die matrixförmige Vernetzungsschaltung. Aus diesem Grund sollen in die-
sem Abschnitt die Klassifizierung und die Untersuchung der Komplexität dieses Optimie-
rungsproblems im Vordergrund stehen. Durch die Analyse der Gestalt des Problems und des-
sen mathematischer Beschreibung ist es möglich, ein für dieses Problem geeignetes Optimie-
rungsverfahren auszuwählen. 
Um ein bestimmtes Optimierungsverfahren auf ein technisches Problem anwenden zu können, 
muss eine Beschreibung des technischen Problems vorliegen, die dem Optimierungsverfahren 
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genügt. Einerseits muss die Beschreibung des Problems alle für die Optimierung relevanten 
Informationen enthalten [Page91], andererseits muss die Beschreibung eine Idealisierung und 
Abstraktion des technischen Systems vornehmen und so sicherstellen, dass die Lösungsalgo-
rithmen das Problem in sinnvoller Zeit lösen können. 
Leistungselektronische Bauelemente werden oft als Schalter mit zwei Betriebszuständen be-
schrieben: Der Schalter ist eingeschaltet – Strom fließt durch den Schalter in die Last, oder, 
der Schalter ist ausgeschaltet – kein Strom fließt [Moha89]. Aufgrund dieser nichtkontinuier-
lichen Beschreibung des dem Optimierungsproblems zugrunde liegenden leistungselektroni-
schen Systems ist die Aufstellung eines zeitkontinuierlichen Modells mit großen Schwierigkei-
ten verbunden. Aus diesem Grund kommt eine Optimierung auf Basis des elektrischen Mo-
dells der Schaltung und die Anwendung von Netzberechnungsverfahren [Lunz79] nicht in 
Frage. Das bedeutet, dass das Modell der Matrixstruktur einen höheren Abstraktionsgrad 
aufweisen muss, der sich an den mathematischen Optimierungsverfahren orientiert. 
In der Literatur unterscheidet man kombinatorische bzw. ganzzahlige und kontinuierliche 
Optimierung. Dabei ist die lineare Optimierung ein Sonderfall der kontinuierlichen Optimie-
rung [Jung99]. Unter kombinatorischer Optimierung sind alle Probleme der Anordnung, 
Gruppierung, Ordnung oder Selektion von diskreten Objekten zusammengefasst [Lawl76]. 
Zur Gruppe der kombinatorischen Optimierungsaufgaben gehören praktische Probleme, wie 
beispielsweise die Schelduling-Probleme [Mock00], Verteilungsprobleme [Boll87] sowie theore-
tische Probleme, wie das Travelling Salesman Problem [Lawl85] oder das Maximum Spanning 
Tree Problem [Hama00]. Betrachtet man die Verbraucher in der Vernetzungsstruktur als dis-
krete Objekte und beachtet man die diskontinuierliche Beschreibung des leistungselektroni-
schen Systems, so gehört die Anordnung der Verbraucher innerhalb der Struktur zweifellos zu 
den kombinatorischen Optimierungsproblemen. 
Eine der wichtigsten Fragestellungen in Bezug auf kombinatorische Optimierungsprobleme 
ist die nach der Komplexität der Lösungsalgorithmen. Komplexität meint nach der Definition 
in [Reis90] sowohl Speicher- als auch Zeitkomplexität, wobei hier nur die Zeitkomplexität, das 
heißt die Rechenzeit zur Lösung des Problems, eine Rolle spielt. Die Komplexitätstheorie 
kennt verschiedene sequentielle Komplexitätsklassen [Reis90]. In der kombinatorischen Op-
timierung sind im Wesentlichen Polynomial wachsende (P) und Nicht Polynomial (NP) wach-
sende Probleme bekannt. Polynomial wachsend bedeutet, dass es einen Lösungsalgorithmus 
gibt, dessen Zeitbedarf zur Lösung des Problems mit steigender Problemgröße polynomial 
beschreibbar ist. Bei Optimierungsproblemen, die zur Klasse NP gehören, wächst der Zeitbe-
darf aller derzeit bekannten Lösungsalgorithmen stärker als polynomial, meist sogar expo-
nentiell. Als einen Hinweis auf das Vorliegen eines Problems der Klasse NP wird auch die 
Zunahme der Anzahl der Lösungen herangezogen. Beispiele hierfür sind Probleme, deren 
Wachstum der Lösungsanzahl mit n!, nn, 2n*n beschrieben werden können [Papa98].  
Als ein Beispiel für Optimierungsprobleme der Klasse NP kann das in der kombinatorischen 
Optimierung oft behandelte Travelling Salesman Problem genannt werden. Nach [Foge93] ist 
die Anzahl der möglichen Lösungen (n-1)!/2. Das bedeutet bei 50 Städten ergeben sich 3*1062 
verschiedene Lösungen. Es wird vermutet, dass es keinen Algorithmus gibt, der das TSP in 
polynomialer Zeitkomplexität lösen kann. 
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Die Anzahl der Lösungen des hier vorliegenden Problems kann wie folgt bestimmt werden: In 
der Matrix stehen n Matrixpunkte zur Verfügung auf die k verschiedenartige und unter-
scheidbare Verbraucher verteilt werden. Nach [Bart78] ist dieser Fall eine Variation ohne 
Wiederholung, da jeder Verbraucher nur einmal vorhanden und die Reihenfolge der Elemente, 
das heißt die Position auf der die Verbraucher angeordnet sind, von Bedeutung ist. Die Varia-
tion berechnet sich nach [Prec94] zu 
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In Bild 4.1 ist der Verlauf der Anzahl der Lösungen mit steigender Strukturgröße dargestellt. 
Bei dieser Betrachtung ist jede Struktur zu 50% mit Verbrauchern gefüllt. 
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Bild 4.1 Anzahl der Lösungen bei verschiedenen Strukturgrößen 
Anhand der Berechnung der Lösungsanzahl bei steigender Strukturgröße, die nach Bild 4.1 
einen exponentiellen Anstieg aufweist, kann vermutet werden, dass die Optimierung, ähnlich 
wie das TSP, ein Nicht Polynomiales Verhalten aufweist. Die Darstellung der Rechenzeiten in 
Abschnitt 5.5.2 geben ebenfalls einen Hinweis auf ein solches Verhalten.   
4.3 Exakte Optimierungsverfahren 
Zur Lösung von kombinatorischen Optimierungsproblemen kommen unter anderem exakte 
Lösungsverfahren zum Einsatz. Diese erreichen in jedem fall eine exakte Lösung für das vor-
liegende Problem. Obwohl diese Verfahren meinst Nicht Polynomiales Verhalten aufweisen, 
sind sie in der Praxis oft sehr effektiv. Bei sehr großen Problemen erhöht sich jedoch die Re-
chenzeit stark, oder es können auf Grund der großen Anzahl von Variablen keine Ergebnisse 
mehr erzielt werden. Im Folgenden wird ein Verfahren zur exakten Lösung von kombinatori-
schen Optimierungsproblemen und das dazugehörige unterlagerte Optimierungsverfahren 
(Simplexverfahren) vorgestellt. 
4.3.1 Lineare Programmierung und Lösungsverfahren 
Eine lineare Optimierungsaufgabe ist ein Sonderfall der kontinuierlichen Optimierung, bei 
dem der Lösungsraum S von einem Polyeder gebildet wird [Jung99]. Ein lineares Programm 
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ist ein Optimierungsproblem mit einer linearen Kostenfunktion und linearen Nebenbedingun-
gen. Es lässt sich nach [Schm01] in der Standardform wie folgt darstellen: 
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Dabei sind die Matrix A∈Rm×n, die Vektoren c,x∈Rn und b∈Rm definiert. Die Lösung dieser 
Optimierungsaufgabe ergibt die minimale Kostenfunktion c(x). Mit linearen Programmen und 
den dazugehörigen Lösungsalgorithmen können Probleme aus der linearen Optimierung ef-
fektiv gelöst werden. Typische Anwendungsfelder sind Lagerhaltungs- und Transportproble-
me [Dant66], Data Broadcasting Probleme [Beau04] oder Scheduling Probleme [Bruc02] sowie 
verschiedene Fabrikplanungs- und Produktionsprobleme [Brai97].  
Als Lösungsalgorithmen für lineare Programme sind unter anderem die Simplexmethode nach 
Dantzig [Dant66], das Innere Punkte Verfahren nach Karmakar [Karm84] und der Ellipsoid 
Algorithmus von Khachian [Khac80] bekannt. Der Simplex Algorithmus ist nach [Bert97] im 
Allgemeinen nicht polynomial, jedoch in der Praxis sehr effektiv. Das Innere Punkte Verfah-
ren und der Ellipsoid Algorithmus erreichen nach [Sing97] in jedem Fall eine Lösung in poly-
nomialer Lösungszeit. 
Der Simplex-Algorithmus ist ein iterativer Algorithmus, der wie folgt arbeitet: Ausgehend von 
einer Initiallösung des Linearen Programms wird eine Lösung gesucht, die der Bedingung  
     ( ) ( )xzxz ≤+      (4.3) 
genügt und somit eine Verbesserung der Lösung erzielt wird. Dabei wird die Eigenschaft der 
Linearen Programme ausgenutzt, dass das Optimum des Problems in jedem Fall einen Eck-
punkt des zulässigen Lösungsraumes darstellt. Das bedeutet, der Algorithmus geht von Eck-
punkt zu Eckpunkt und berechnet den entsprechenden Zielfunktionswert. Der dazu nötige 
Lösungsübergang wird durch den so genannten Pivotschritt vollzogen. Darin wird die Matrix 
A in eine reguläre m×m Teilmatrix AB und in eine Teilmatrix AN zerlegt. Der Vektor x wird 
entsprechend in den Vektor der Basisvariablen xB und in den Vektor der Nichtbasisvariablen 
xN geteilt. Setzt man die Nichtbasisvariablen xN=0, erhält man das lineare Gleichungssystem 
     bxA BB =⋅      (4.4) 
das als Basislösung und unter der Bedingung xB≥0 als zulässige Basislösung des Linearen 
Programms (LP) bezeichnet wird. Die zulässige Basislösung repräsentiert letztendlich einen 
Eckpunkt des zulässigen Lösungsraumes des LP. Der Pivotschritt garantiert, dass in jedem 
Schritt eine Erhöhung des Zielfunktionswertes erreicht wird. Der Pivotschritt wird so lange 
wiederholt, bis keine weitere Verbesserung der Lösung mehr erzielt werden kann. Die letzte 
erhaltene Lösung ist dann die optimale Lösung. 
Ein Lineares Programm kann geometrisch interpretiert werden. Die Randbedingungen eines 
allgemeinen n-dimensionalen linearen Programms spannen ein n-dimensionales konvexes 
Polyeder auf. Am Beispiel n=2 kann man sich das leicht verdeutlichen [Lawl76]. Hier bilden 
die Randbedingungen Geraden in einem kartesischen Koordinatensystem und begrenzen den 
Lösungsraum. Die Kostenfunktion selbst wird durch Geraden konstanter Kosten abgebildet.  
Zur Lösung des in dieser Arbeit beschriebenen Problems ist die Lineare Programmierung 
nicht geeignet, da es aus den bisherigen Betrachtungen unwahrscheinlich erscheint, für ein 
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nichtstetiges Optimierungsproblem wie die Matrixschaltung eine lineare Beschreibung auf-
finden zu können. Die hier angestellte Betrachtung ist jedoch Grundlage für weitere Optimie-
rungsverfahren, die im nachfolgenden Abschnitt beschrieben werden.  
4.3.2 Ganzzahlige Lineare Programmierung und Lösungsverfahren 
Sonderformen der Linearen Programmierung  sind die Ganzzahlige Lineare Programmierung 
(ILP) und die Gemischt Ganzzahlige Lineare Programmierung (MILP), die beide starke Ähn-
lichkeiten zur Linearen Programmierung aufweisen. 
In diesem Abschnitt soll die Ganzzahlige Lineare Programmierung näher untersucht werden. 
Dabei sind die Komponenten der Matrizen und Vektoren positive natürliche Zahlen – positive 
Integerwerte. Ein ILP kann äquivalent zum LP wie folgt dargestellt werden 
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Dabei ist A eine m×n Matrix mit A∈Nm×n, x und c sind Vektoren mit x,c∈Nn und b ein Vektor 
mit b∈Nm. 
Im Allgemeinen ist der nahe liegende Ansatz, das entsprechende Lineare Programm zu lösen 
und die Werte des Vektors x auf einen Integerwert zu runden nicht möglich [Papa98]. Einer 
der am häufigsten verwendeten Lösungsalgorithmen für die Ganzzahlige Lineare Programme 
ist das Branch and Bound Verfahren [Eise00].  
Das Branch and Bound Verfahren ist ein Suchbaumverfahren und beruht auf drei Grundme-
chanismen. Als Branching wird das Verzweigen innerhalb des Suchbaums verstanden. Da-
durch ist es möglich, disjunkte Teilprobleme zu untersuchen. Als Bounding wird die Verwen-
dung von oberen oder unteren Schranken für die Zielfunktionswerte bezeichnet [Teic97]. Das 
Lösen einer Relaxation des ursprünglichen ILP ist ein weiteres Grundprinzip des Branch and 
Bound Verfahrens. Eine Relaxation ist die Rückführung eines Problems auf ein ähnliches 
Problem unter Vergrößerung der Lösungsmenge, das jedoch eine ausreichend gute Approxi-
mation der Ausgangsaufgabe darstellt und brauchbare Informationen über die Lösung der 
Ausgangsaufgage zur Verfügung stellt [Klos04]. Dabei wird sichergestellt, dass die Lösung des 
Originalproblems bei einer Maximierungsaufgabe größer ist als die Lösung der Relaxation. 
Bei einer Minimierungsaufgabe ist entsprechend die Lösung des Originalproblems kleiner als 
die der Relaxation. Es kann also gesagt werden, die Relaxation liefert eine obere bzw. eine 
unter Schranke des Originalproblems [Eise00]. Eine häufig verwendete Relaxation für ILP ist 
die Linear Programming Relaxation. Dabei wird die Bedingung x∈Nn aus (4.5) durch die Be-
dingung x∈R+n ersetzt. Das bedeutet, die zu lösende Relaxation ist in diesem Fall das korres-
pondierende Lineare Programm.  
Damit kann das Branch and Bound Verfahren wie folgt beschrieben werden: Zu einem ILP, 
das in Gleichungssystem (4.5) dargestellt ist, wird das dazugehörige LP gelöst. Dabei können 
drei mögliche Lösungen auftreten: 
1. Das LP hat keine gültige Lösung 
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2. Die Lösung des LP ist gleichzeitig die Lösung des ILP, das bedeutet die Lösung besteht 
aus Integerwerten. In diesem Fall ist das Optimum des ILP berechnet und es kann 
keine verbesserte Lösung erhalten werden. 
3. Die Lösung des LP ist keine Lösung des ILP.   
Bei Variante 3 wird eine Lösung xk erhalten, die keine Integerwerte darstellen. Davon ausge-
hend wird die Aufgabe in zwei Teilaufgaben zerlegt. Das wird dadurch erreicht, dass zum ur-
sprünglichen ILP jeweils eine der beiden Bedingungen 
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hinzugefügt wird. Dadurch werden zwei neue ILP erhalten. Eines der aktuell ungelösten ILP 
im Branch and Bound Baum wird gelöst, indem das korrespondierende LP gelöst wird. Es 
wird wiederum eine Lösung erhalten, die einer der Varianten 1 bis 3 genügt. 
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Bild 4.2 Branch and Bound Verfahren für ein Minimierungsproblem 
Entsprechend der erzielten Lösungsvariante beginnt der Algorithmus von neuem oder der 
Branch Prozess stoppt an dem Knoten, an dem die erhaltene Lösung entweder selbst Integer-
werte sind, oder wenn das dazugehörige LP nicht gültig ist. Es gibt keine genauen Regeln, 
welches der beiden Probleme zuerst gelöst werden soll. Jedoch gibt es in [Klos04] verschiedene 
Ansätze, den Branching Prozess effektiv zu gestalten.  
Ist für eine Minimierungsaufgabe eine zulässige Lösung x* gefunden worden, bei der die Ziel-
funktion einen Wert z(x*) hat, und hat man nachfolgend eine Lösung xk des relaxierten Prob-
lems im Knoten k des Branch and Bound Baumes erhalten, bei der die Zielfunktion einen 
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Wert z(xk) > z(x*) aufweist, wird die Zielfunktion jeder weiteren Lösung ausgehend vom Kno-
ten k Werte aufweisen, die größer oder gleich z(x*) sind. Aus diesem Grund wird der Knoten k 
aus dem Lösungsbaum gestrichen, was bedeutet, dass von diesem Knoten aus keine weiteren 
Lösungen verfolgt werden. Die dadurch erreichte Begrenzung des Lösungsraumes bezeichnet 
man als Bounding. Das Prinzip des Branch and Bound Verfahrens ist in Bild 4.2 am Beispiel 
eines Minimierungsproblems dargestellt. 
Im Folgenden soll die Modellierung des Travelling Salesman Problems als ILP dargestellt 
werden. Wie bereits erwähnt kann das TSP mit Hilfe des ILP gelöst und wie folgt modelliert 
werden. Es wird von einem TSP mit n+1 Städten und den Distanzen [cij] zwischen den einzel-
nen Städten ausgegangen. Es werden Variablen xij eingeführt, die den Wert 1 haben, wenn die 
entsprechende Verbindung von Stadt i nach Stadt j in der Tour vorhanden ist bzw. den Wert 0 
wenn die entsprechende Verbindung in der Tour nicht enthalten ist. Nach dieser Betrachtung 
kann unter Verwendung der Gleichung (4.5) das TSP dargestellt werden als 
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Die Bedingungen (a) und (b) werden so interpretiert, dass zu jeder Stadt genau eine Verbin-
dung hinführt und aus jeder Stadt genau eine Verbindung herausführt. Nach [Papa98] und 
[Mill60] ist die Bedingung (c) notwendig, um sicherzustellen, dass nur Touren, die alle Städte 
enthalten, gültige Touren sind.  
Bei der Lösung des TSP mit Hilfe des Branch and Bound Verfahrens wird eine Verzweigung 
in die Teilprobleme durch das Hinzufügen von Bedingungen erreicht, die Teiltouren vermei-
den bzw. reduzieren. Durch ein geschicktes Einfügen der Bedingungen kann die Rechenzeit 
für ein gegebenes TSP beeinflusst werden. In [Levi99] und in [Shut01] werden Strategien zur 
Auswahl der Bedingungen zur Elimination von Teiltouren vorgestellt, die auf Methoden der 
Graphentheorie basieren. 
Das Branch and Bound Verfahren ist ein Nicht Polynomialer Algorithmus, dessen Rechenzeit 
jedoch durch die Wahl des Lösungsverfahrens für das Lineare Programm reduzieren werden 
kann [Saek01]. Trotzdem ist dieses Verfahren geeignet auf das hier beschriebene Travelling 
Salesman Problem [Diba94] sowie das in der Literatur ebenfalls oft behandelte Rucksackprob-
lem [Toth00] angewendet zu werden und mittelgroße Probleme in überschaubarer Zeit zu lö-
sen. 
Mit der Modellierung durch ein ILP und das Lösungsverfahren Branch and Bound können 
vielfältige Probleme aus der Technik und vor allem aus dem Operations Research gelöst wer-
den. Die Transportprobleme sind eine wesentliche Aufgabenstellung in diesem Gebiet, die in 
4.4 Approximationsverfahren / heuristische Verfahren 
 51 
ihren unterschiedlichen Aufgabenstellungen viele Ähnlichkeiten zum Travelling Salesman 
Problem aufweisen [Sing97]. Darunter fallen die Vehicle Routing Probleme [Arun03] sowie 
verschiedene Scheduling Probleme [Lübb03]. In Abschnitt 5.5 wird eine Modellierung für das 
in dieser Arbeit behandelte Anordnungsproblem ausführlich dargestellt und Ergebnisse dis-
kutiert.  
Weitere Lösungsverfahren für ILP sind zum Beispiel das Branch and Cut [Klos04] und die 
Dynamische Programmierung [Papa98]. 
4.4 Approximationsverfahren / heuristische Verfahren 
Wie in den vorangegangenen Abschnitten beschrieben, liegt die Vermutung nahe, dass das 
hier behandelte Anordnungsproblem zur Gruppe der Nicht Polynomialen Optimierungsprob-
leme zählt. Wie in Abschnitt 5.5 beschrieben wird, existiert für dieses Problem eine Beschrei-
bung als Ganzzahlig Lineares Programm. Für kleine Probleme kann mit einem ILP eine exak-
te Lösung mit den beschriebenen Lösungsverfahren für ILP in sinnvoller Zeit erzielt werden. 
Mit steigender Problemgröße und damit steigender Anzahl an Nebenbedingungen steigt die 
Rechenzeit für die exakte Lösung jedoch stark an, so dass in vernünftiger Zeit keine optimale 
Lösung erzielt werden kann.  
Heuristische Verfahren sind Verfahren, die innerhalb einer vertretbaren Rechenzeit nach 
guten, nahezu optimalen Lösungen suchen. Dabei wird jedoch nicht garantiert, dass der Algo-
rithmus die optimale Lösung erreicht. Im Allgemeinen ist keine Aussage darüber möglich, wie 
weit eine Lösung vom globalen Optimum entfernt ist. Eine genaue Definition für heuristische 
Verfahren ist in [Reev95] angegeben. Verschiedene heuristische Verfahren haben sich in den 
letzten Jahren etabliert. Sie unterscheiden sich im Wesentlichen dadurch, wie die Verfahren 
versuchen, in der Natur ablaufende Prozesse zu simulieren. In den folgenden Abschnitten 
werden verschiedene heuristische Verfahren und deren Arbeitsweise aufgezeigt. 
4.4.1 Nachbarschaftssuchverfahren 
Nach [Eise00] ist die Nachbarschaft einer Lösung eine Menge von Lösungen, die sich durch 
eine einfache, lokale Veränderungsoperation (Zug / Move) erreichen lassen ohne gesetzte Be-
dingungen zu verletzen. Ein Zug ist eine Vorschrift, mit der eine verbesserte Lösung in der 
Nachbarschaft einer vorangegangen Lösung erreicht werden kann. 
Prinzipiell können Nachbarschaftssuchverfahren in Einfügeverfahren, bei denen eine Lösung 
neu generiert wird, und in Verbesserungsverfahren, bei denen eine bestehende Lösung 
schrittweise verbessert wird, eingeteilt werden. In diesem Abschnitt sollen Algorithmen aus 
beiden Gruppen kurz anhand des Travelling Salesman Problems vorgestellt werden. 
Viele Einfügeverfahren werden auch als Greedy-Algorithmen (greedy = gierig) bezeichnet. Bei 
jedem Durchlauf prüft ein solcher Algorithmus, durch welchen Schritt der größte Profit für die 
Lösung erzielt werden kann. Die einzelnen Verfahren unterscheiden sich in der Weise, wie der 
nächste Schritt ausgewählt wird. 
Einer der wichtigsten und intuitivsten Greedy-Algorithmen ist der „Nearest Neighbor Algo-
rithmus“. Der Algorithmus sucht von einem beliebigen Punkt ausgehend in jedem Schritt den 
nächstliegenden Punkt [Mich02]. So wird im TSP eine gültige Tour aufgebaut, indem zu je-
dem hinzugefügten Knoten der nächstliegende Knoten gesucht und in die Tour eingefügt wird. 
Man kann schnell erkennen, dass das Verfahren im Allgemeinen keine optimalen Touren lie-
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fert. In [Rose77] wird jedoch gezeigt, dass eine Tour mit n Städten nach dem Nearest Neigh-
bor Verfahren nie länger als  
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ist. Dabei bezeichnet Loptimal die kürzest mögliche Tour. Der „Double-Ended Nearest Neigh-
bor“ Algorithmus, bei dem die Tour an beiden Enden wachsen kann, bringt hinsichtlich Tour-
länge und Rechenzeit keine wesentlichen Vorteile [Bent92]. Andere Verfahren nutzen mehre-
re Startpunkte von denen aus Teiltouren entwickelt werden, die dann nach und nach eine 
vollständige Tour bilden [Stei68].  
Im Gegensatz zu den bisher vorgestellten Algorithmen, bei denen bis zum letzten Schritt kei-
ne gültige Tour besteht, wird bei den im folgenden vorgestellten Verfahren eine gültige Tour 
durch Hinzufügen von Punkten schrittweise zu einer vollständigen Tour ausgebaut. Bei der 
„Nearest Addition Heuristic“ wird in jedem Schritt der Punkt hinzugefügt, der am nächsten 
zu einem Punkt liegt, der schon in der Tour enthalten ist. Bei der „Farest Addition Heu-
ristic“ wird immer der Punkt eingefügt, der am weitesten von einem in der Tour bereits ent-
haltenen Punkt entfernt liegt. 
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Bild 4.3 Prinzip des 2-Opt Verfahrens  
Bei den Verbesserungsheuristiken wird eine bestehende Tour, die möglicherweise durch eine 
Einfügeheuristik entstanden ist, auf die Optimierungsgröße hin optimiert. Die bekanntesten 
sind das 2-Opt Verfahren [Bent92], das 3-Opt Verfahren [Lin65] und der Lin-Kernighan-
Algorithmus [Lin73]. In Bild 4.3 ist das Prinzip des 2-Opt Verfahrens dargestellt. Bei dem in 
Bild 4.3 dargestellten 2-Opt Schritt werden die 2 Kanten CF und BE aufgetrennt und durch 
die Kanten BC und FE ersetzt und somit eine Verringerung der Gesamtlänge der TSP-Tour 
erreicht. Der Algorithmus sucht von einem Punkt ausgehend in einem festgelegten Radius 
nach den nächstgelegenen Punkten und berechnet die entsprechenden Tourlängen über diese 
Punkte. Im Falle einer Verkürzung der Tourlänge wird der entsprechende Tausch der Kanten 
sofort ausgeführt. Der Algorithmus wird solange fortgesetzt, bis sich keine Verkürzung der 
Länge der Tour mehr erzielen lässt. Beim 3-Opt werden bei jedem Schritt drei Kanten ge-
löscht und durch kürzere Kanten ersetzt. Durch eine weitere Erhöhung der Anzahl der zu 
tauschenden Kanten, wie sie in [Lin73] vorgeschlagen wird, kann zwar generell keine bessere 
Lösungen erzielt, jedoch kann mit einer variablen Anzahl von Tauschkanten eine Erhöhung 
der Effektivität erreicht werden [Bent92]. Für das TSP stellt die lokale Suche ein robustes 
und effektives Lösungsverfahren dar. 
4.4.2 Simulated Annealing 
Wie im vorhergehenden Abschnitt beschrieben, weisen die lokalen Suchmethoden den ent-
scheidenden Nachteil auf, dass die Optimierung ein lokales Optimum erreicht und dieses 
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nicht verlassen kann. Die Optimierung kann in diesem Fall das globale Optimum niemals 
auffinden. Demzufolge wird ein Optimierungsverfahren benötigt, das lokale Optima verlassen 
kann. Dazu ist es notwendig, dass zeitweilig schlechtere Ergebnisse akzeptiert werden, als die, 
die schon erreicht wurden. Eine der einfachsten Optimierungsmethoden, die diesen Ansatz 
aufgreifen, ist das „Simulated Annealing”.  
Dieses Verfahren basiert auf der Simulation eines Abkühlungsprozesses von geschmolzenem 
Metall. Das Ziel der Abkühlung ist es, ein festes Metall zu erhalten, dessen kristalline Struk-
tur einen Zustand minimaler Energie aufweist. Um dieses zu erreichen, wird die Masse lang-
sam abgekühlt und der Gleichgewichtszustand abgewartet.  
Auf das Optimierungsverfahren übertragen heißt das, dass von einer Lösung ausgehend be-
nachbarte zufällig ausgewählte Lösungen bewertet werden. Dabei wird eine bestimmte An-
zahl schlechterer Lösungen zugelassen, die einerseits von der Differenz der Güte zwischen der 
neuen und der vorhergehenden Lösung und andererseits vom Zeitpunkt der Simulation ab-
hängig ist. Durch das zulassen von schlechteren Lösungen können lokale Optima verlassen 
und globale Optima erreicht werden.  
In [Kirk83] wurde das Verfahren erstmals auf ein kombinatorisches Optimierungsproblem 
angewendet. In [Cern85] wird eine Anwendung für das TSP vorgestellt und damit gezeigt, 
dass das Optimierungsverfahren des „Simulated Annealing“ auf verschiedene kombinatori-
sche Optimierungsprobleme anwendbar ist. In [Abra99] werden Modellierungen verschiedens-
ter Probleme für die Anwendung des „Simulated Annealing“ gezeigt.  
Für das Verfahren sind die Parameter T0 – Starttemperatur, r – Faktor zur Reduzierung der 
Temperatur, l - die Anzahl zu generierender Lösungen je Temperaturwert und D - Differenz 
zwischen den Lösungen von Bedeutung. Diese Parameter haben einen entscheidenden Ein-
fluss auf die Konvergenz des Verfahrens [Reev95].  
Grundsätzlich kann der Algorithmus wie in Bild 4.4 gezeigt beschrieben werden. Dabei be-
zeichnet x* die beste Lösung, xk die aktuelle und x’ die Lösungen der Nachbarschaft von xk. 
Beim Simulated Annealing wird von einer zufälligen Anfangslösung xk (mit k=1) ausgegangen. 
In der Nachbarschaft dieser Lösung werden zufällig gewählte neue Lösungen x’ gesucht. Zur 
Bewertung der Lösung wird die Differenz D zwischen den Zielfunktionswerten der neuen Lö-
sung x’ und der vorhergehenden Lösung xk berechnet. Bessere Lösungen (D<0) werden sofort 
akzeptiert, schlechtere Lösungen als xk werden dann akzeptiert, wenn eine gewählte Zufalls-
zahl  
    Tep
∆
−
≤       (4.9) 
ist. Ist die Anzahl von l Lösungen berechnet (Gleichgewichtszustand der Abkühlung), wird die 
Temperatur auf 
    rTT ⋅=       (4.10) 
reduziert. Damit wird die Akzeptanzschwelle für schlechtere Lösungen mit jeder Abkühlungs-
stufe verringert. Somit hängt die Akzeptanz schlechterer Lösungen von der Differenz D und 
dem Fortschritt der Optimierung ab. Der Algorithmus wird so lange fortgesetzt, bis ein defi-
niertes Abbruchkriterium erfüllt ist oder sich in einer definierten Zeit keine verbesserten Lö-
sungen mehr erreichen lassen. 
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Bild 4.4 Ablauf des Simulated Annealing Verfahrens für ein Minimierungsproblem 
Nach [Reev95] ist das Simulated Annealing Verfahren sowohl vom theoretischen Ansatz als 
auch von der praktischen Umsetzung durchaus in der Lage, gute Lösungen für schwierige 
Optimierungsprobleme zu finden. Andererseits bereitet die Festlegung der Parameter und der 
Nachbarschaftsstruktur sowie der Zeitaufwand, der zur Ermittlung einer Lösung benötigt 
wird, Schwierigkeiten. Störend an diesem Verfahren ist weiterhin die zufällige Suche nach 
neuen Lösungen, die wiederum andere Verfahren interessant erscheinen lässt. Eines dieser 
Verfahren wird im folgenden Abschnitt vorgestellt.  
Zusammenfassend lässt sich feststellen, dass das Simulated Annealing ein brauchbares Ver-
fahren für kombinatorische Optimierungsprobleme ist, das jedoch Nachteile in der Perfor-
mance aufweist. Verbesserungen am Verfahren gehen meist zu Lasten der allgemeinen An-
wendbarkeit [Reev95]. 
4.4.3 Tabu Search 
Tabu Search ist eine gedächtnisbasierte Suchstrategie. Auch bei diesem Optimierungsverfah-
ren können lokale Optima verlassen und dadurch globale Optima erreicht werden. Dabei be-
dient sich die Suche der Methode des „weak inibition“, da, wie sich später zeigen wird, ein 
bestimmter Zug für eine Anzahl von Zügen verboten ist [Glov86]. Im Gegensatz zum Simula-
ted Annealing ist Tabu Search von seiner Grundidee ausgehend ein deterministisches Verfah-
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ren [Mich02]. Es wurde Mitte der 80er Jahre von Glover und Hansen [Hans86] entwickelt und 
vorgestellt. 
Von einer zufällig gewählten Lösung ausgehend wird eine vollständige Nachbarschaftssuche 
durchgeführt. Das bedeutet, alle möglichen Lösungen in der Nachbarschaft werden berechnet 
und bewertet. Dabei wird die Veränderung des Zielwertes der neuen Lösungen gegenüber der 
aktuellen Lösung berechnet. Nachfolgend wird der Zug ausgeführt, der die größte Verbesse-
rung des Zielwertes hervorruft. Kann keine Verbesserung des Zielwertes erreicht werden, so 
wird der Zug ausgeführt, der die geringste Verschlechterung des Zielwertes verursacht. Das 
tritt im Allgemeinen nur dann auf, wenn ein lokales oder globales Optimum erreicht ist. Der 
ausgeführte Zug wird in einer Tabuliste gespeichert, um zu verhindern, dass Züge ausgeführt 
werden, die diesen Zug rückgängig machen würden. Anderenfalls könnte ein bestimmter 
Suchraum mit einem lokalen Optimum nicht verlassen werden. Das wird als Zirkulieren der 
Lösung bezeichnet. Von dieser neuen Lösung ausgehend wird wiederum eine vollständige 
Nachbarschaftssuche durchgeführt und der Prozess beginnt von neuem.  
Die Grundidee des Tabu Search ist in Bild 4.5 dargestellt. Dabei bezeichnet x* die beste Lö-
sung, xk die aktuelle und x’ die Lösungen der Nachbarschaft von xk. 
Ausgangslösung
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Nachbarschafts-
suche von xk
Wähle Zug mit
max [z(xk) - z(x‘)]
Wähle Zug mit
min [z(x‘) - z(xk)]
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Tabuliste ein
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kriterien erfüllt?
ja
Lösung x*
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nein
nein
nein
nein
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Bild 4.5 Prinzip des Tabu Search 
Für das Führen der Tabulisten und für die Tabukriterien selbst können in der Literatur ver-
schiedene Möglichkeiten gefunden werden. Die einfachste Art der Tabuisierung von Zügen ist 
es, eine Liste definierter Länge zu führen, in die bei jedem durchgeführten Zug der entspre-
chende Umkehrzug eingetragen wird. Bei jedem neuen Zug wird diese Liste auf die Zulässig-
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keit des aktuellen Zuges hin durchsucht. Da diese Tabuliste eine definierte Länge aufweist, 
fallen ältere Züge mit fortschreitender Optimierung aus der Liste heraus. Mit anderen Worten, 
der Tabustatus dieser Züge wird gelöscht. Nach [Glov86] sollte die Länge der Liste mindes-
tens den Wert 5 aufweisen, um ein Zirkulieren der Lösung sicher zu vermeiden. Jedoch kann 
man davon ausgehen, dass dieser Wert maßgeblich von der gestellten Optimierungsaufgabe 
abhängig ist. Das hier dargestellte Vorgehen wird in der Literatur auch als „recency-
based“ bezeichnet [Reev95]. Die Tabuisierung von Zügen kann auch auf Basis der Häufigkeit, 
mit der diese Züge ausgeführt werden, erfolgen (frequency-based). Eine weitere Möglichkeit 
ist die Einführung von Attributen. Attribute sind Werte, die von der durch einen Zug verur-
sachten Änderung abhängen, ohne schon durch den Zielfunktionswert oder durch die aktuelle 
Lösung selbst erfasst zu sein.  
An bestimmten Stellen der Optimierung ist es manchmal sinnvoll, einen Zug zuzulassen, ob-
wohl dieser zu diesem Zeitpunkt eigentlich tabu ist. Kriterien, anhand derer bewertet wird, ob 
ein verbotener Zug zu diesem Zeitpunkt vorteilhaft für die Optimierung ist, werden als Aspi-
rationskriterien bezeichnet. Das einfachste und einsichtigste Aspirationskriterium ist, einen 
Zug zuzulassen, der einen Zielfunktionswert erreicht, der besser ist als der bisher beste Wert. 
Das heißt für eine Minimierungsaufgabe ist 
    ( ) ( )
kxzxz >*       (4.11) 
Weitere mögliche Aspirationskriterien sind in [Reev95] angegeben. 
In [Knox94] wird die Performance von Tabu Search mit der Performance der lokalen Suchme-
thoden 2-Opt und 3-Opt verglichen. Angewandt werden die Verfahren auf Travelling Sales-
man Probleme verschiedener Größe. Die Nachbarschaftssuche im Tabu Search wird dabei 
durch einen 2-Kantentausch, ähnlich wie beim 2-Opt, realisiert. In der Untersuchung der Per-
formance der genannten Verfahren konnte festgestellt werden, dass das Tabu Search Verfah-
ren mit steigender Problemgröße deutliche Vorteile gegenüber den lokalen Verfahren aufweist. 
Bewertungskriterium war in diesem Experiment die Wahrscheinlichkeit, mit der eine optima-
le Tour erreicht werden konnte. Obwohl die Wahrscheinlichkeit, die optimale Tour zu errei-
chen beim Tabu Search sehr hoch ist, muss trotzdem beachtet werden, dass es sich hierbei um 
ein heuristisches Verfahren handelt, bei dem das Erreichen des globalen Optimums ganz we-
sentlich von der Ausgangslösung abhängig ist.  
Das Tabu Search Verfahren wurde auf verschiedene mathematische Probleme, wie zum Bei-
spiel das Travelling Salesman Problem [Knox94], das Rucksack Problem [Hifi02] oder Shedu-
ling Probleme [Sant04], aber auch auf praktische Probleme wie die Optimierung von Bord-
netzarchitekturen [Lübk99] in Fahrzeugen angewendet. Das Tabu Search Verfahren ist damit 
ein universelles Optimierungsverfahren, mit dem Ergebnisse hoher Qualität generiert werden 
können.   
4.4.4 Genetische Algorithmen 
Genetische Algorithmen (GA) basieren auf der Idee, die Prozesse der Evolution in der Natur 
mathematisch und rechentechnisch nachzubilden. Die von Charles Darwin 1859 begründete 
Evolutionstheorie beruht auf der Entstehung, Veränderung und Beibehaltung von Gruppen 
von Lebewesen durch Selektion, Reproduktion und Mutation. Dabei überleben nur die Indivi-
duen, die am besten an Ihre Umwelt angepasst sind („survival of the fittest“).  
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Die evolutionären Prozesse der Mutation und der Rekombination verändern die Erbanlagen 
(Genotyp), die die Eigenschaften des Lebewesens (Phänotyp) festlegen [Weck96]. Die Erban-
langen werden als Chromosomen bezeichnet. Sie „kodieren“ die Struktur der einzelnen Eigen-
schaften und damit die Anpassungsfähigkeit eines Lebewesens. Dabei ist die natürliche Se-
lektion ein wesentliches Bindeglied zwischen den Chromosomen und der Leistungsfähigkeit 
eines Lebewesens. Der Selektionsprozess ermöglicht es, Individuen mit Chromosomen, die gut 
an die Umwelt angepasste Eigenschaften codieren, häufiger zu reproduzieren als andere. 
Durch Rekombination und Mutation weichen die Chromosomen der Nachkommen von denen 
der Eltern ab und erzeugen so neue Eigenschaften gegenüber ihrer Umwelt. Dabei hat die 
biologische Evolution kein Gedächtnis. So kann es vorkommen, dass Nachkommen schlechtere 
Eigenschaften aufweisen als die Eltern und die genetische Information über die guten Eigen-
schaften verloren geht. Alle Informationen über die Chromosomen der derzeitigen Population 
sind in einem so genannten Gen-Pool enthalten. Nur aus diesen Informationen können Chro-
mosomen neuer Individuen hervorgehen. Ein bekanntes Beispiel für Evolution in der Natur 
sind die Darwinschen Finken. Auf der Insel Galapagos entdeckte Darwin siebzehn verschie-
dene Finkenarten, die er auf eine aus Südamerika eingewanderte Art zurückführte. Aus die-
ser haben sich im Verlauf der Zeit durch Konkurrenz bei der Nahrungsbeschaffung verschie-
dene Arten herausgebildet, die sich durch eine gezielte Anpassung der Schnäbel an verschie-
dene Nahrungsquellen auszeichnen [Hoff99].  
Ende der 60er und Anfang der 70er Jahre des letzten Jahrhunderts begann man sich an der 
University of Michigan damit zu beschäftigen, wie man den Prozess der Evolution auf ma-
thematische und technische Probleme adaptieren kann. Die Theorie der Genetischen Algo-
rithmen wurde durch J. Holland mit dem Buch „Adaption in Natural and Artifical Sys-
tems“ begründet [Holl75]. Darin wird gezeigt, dass mathematische Probleme mit Hilfe von 
„adaptiven Plänen“ mit geringem Wissen vom Problem selbst, gelöst werden können.  
Vielfältige technische Probleme können mit Hilfe von Genetischen Algorithmen gelöst werden. 
Verschiedene Anordnungsprobleme, wie die Platzierung von Schaltkreisgruppen [Unge95], 
Parameterberechnung zur Simulation von Lötstellen [Thob02] oder die Festlegung der opti-
malen Kanalbreite bei CMOS-Schaltkreisen unter verschiedenen Randbedingungen [Fren93] 
sind mit Genetischen Algorithmen optimiert worden. Um einen Genetischen Algorithmus auf 
ein technisches oder mathematisches Problem anwenden zu können, müssen drei fundamen-
tale Bedingungen erfüllt sein: 
• Für das Optimierungsproblem kann eine geeignete Kodierung gefunden werden. 
• Es existiert für das Optimierungsproblem eine Fitnessfunktion, die die zu optimieren-
den Eigenschaften eindeutig bewertet. 
• Die Fitnessfunktion muss effizient auswertbar sein. 
Die Kodierung des Optimierungsproblems ist ein entscheidender Faktor, da sie die Anwend-
barkeit bestimmter genetischer Operatoren und sogar Genetischer Algorithmen überhaupt 
bestimmt. Im ursprünglichen Sinn wird ein Problem, das mit Hilfe genetischer Algorithmen 
gelöst werden soll, mit einem aus 1 und 0 bestehenden Bit-String beschrieben. Der Bit-String 
repräsentiert in diesem Falle das Chromosom, das den Bauplan des entsprechenden Indivi-
duums enthält. Demzufolge ist jedes im String enthalte Bit ein Gen, das den Wert 1 hat, wenn 
das entsprechende Element im Bauplan enthalten ist. Anderenfalls hat das entsprechende Bit 
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den Wert null. Goldberg sagt in [Gold89], dass es besondere Vorteile hat, ein Problem in dieser 
Art zu kodieren. In [Anto89] wird dem jedoch widersprochen. Es wird sich im Verlauf der Ar-
beit zeigen, dass sich eine Kodierung in der beschriebenen Art und Weise, angewandt auf das 
Platzierungsproblem der Aktuatoren in der Matrixstruktur, nicht sinnvoll umsetzen lässt. In 
[Gold89] sind jedoch zwei weitere Ziele für eine geeignete Kodierung formuliert: 
• Benutzung des kleinsten Alphabets, das zur Beschreibung des Problems möglich ist 
• Benutzung einer Kodierung, bei der kleine Untergruppen des Bit-Strings (Schemata) 
eine Relevanz für die Problemlösung hat. 
Initialisierung einer 
Startpopulation 
Fitnessberechnung 
aller Chromosomen 
der Population 
Erzeugung einer 
neuen Generation 
von Chromosomen 
Lösche 
vorhergehende 
Generation 
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der Population 
Stopp-Bedingung 
erfüllt?  
Beste erzielte 
Lösung
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Beste Lösungen in 
nächste Generation 
übernehmen 
  
Bild 4.6 Ablauf eines genetischen Algorithmus 
Die Anwendung des zweiten Ziels würde jedoch bedeuten, dass ein Anwender schon beim Ko-
dieren eines Problems Kenntnis darüber hat, welche Bits für eine gute Fitness der Lösung 
verantwortlich sind. Diese Bedingung hat also im praktischen Einsatz keine große Bedeutung. 
Sie führt jedoch zu einem fundamentalen theoretischen Baustein der Genetischen Algorith-
men, dem Schemata Theorem. Der Begriff des Schemas wurde im Rahmen der Konvergenz-
analyse eingeführt [Holl75]. Ein Schema ist ein Teil eines Chromosoms, das an bestimmten 
Positionen fixe Werte 1 oder 0, sowie Positionen variablen Wertes aufweist. Die Weiterverer-
bung eines Schemas unterliegt den restriktiven Kräften der Genetischen Operatoren, also 
Selektion, Rekombination und Mutation. Wenn ein Schema eine besondere Teillösung des 
Problems darstellt, ist die Zerstörung des Schemas unerwünscht. Das Schemata-Theorem gibt 
eine Antwort auf die Frage, mit welcher Wahrscheinlichkeit ein bestimmtes Schema überlebt: 
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Dabei sind m(h,t) die Instanzen eines Schemas h innerhalb einer Population der Generation t, 
f(h) die durchschnittliche Fitness aller Instanzen von h, <f> die durchschnittliche Fitness der 
gesamten Population, pr und pm bezeichnen die Rekombinations- und Mutationswahrschein-
lichkeiten. Mit o wird die Ordnung des Schemas bezeichnet (Anzahl der Bits mit fixen Werten). 
Die definierte Läge d(h) eines Schemas h ist der Abstand zwischen dem ersten und dem letz-
ten Bit mit einem fixen Wert und l bezeichnet die Gesamtlänge des Schemas h. Das Schemata 
Theorem kann wie folgt interpretiert werden: Sind die Positionen mit fixen Werten für eine 
hohe Fitness eines Chromosoms verantwortlich, so wird dieses Schema häufiger zur Repro-
duktion ausgewählt. Dabei spielt das Verhältnis zwischen der Fitness der Instanzen von h zur 
durchschnittlichen Fitness eine entscheidende Rolle [Wolk97]. Weiterhin bedeutet das jedoch 
auch, dass kurze Schemata eine größere Überlebenswahrscheinlichkeit haben als lange Sche-
mata hoher Ordnung [Reev95]. Daraus abgeleitet ist die „Building-Block-Hypotheses“ von 
Goldberg [Gold89], die davon ausgeht, dass eine ideale Situation für Genetische Algorithmen 
dann entsteht, wenn eine Lösung eines Problems aus kurzen Schemata niedriger Ordnung 
zusammengesetzt werden kann. Das wiederum führt zur oben genannten Bedingung für die 
Kodierung von Problemen.  
Die Arbeitsweise eines Genetischen Algorithmus kann allgemein in Bild 4.6 beschrieben wer-
den. Ausgehend von einer für die Anwendung Genetischer Algorithmen geeigneten Beschrei-
bung eines kombinatorischen Optimierungsproblems, wird eine erste Generation von Indivi-
duen durch zufällige Wahl der einzelnen Gene erzeugt. Nachfolgend wird eine Fitnessgröße 
berechnet. Die Fitnessgröße muss so gewählt werden, dass der Fitnesswert die Qualität der 
Lösung eindeutig widerspiegelt. Nachfolgend werden gute Lösungen nach einem speziellen 
Selektionsverfahren ausgewählt und nach bestimmten Vorschriften (Operatoren) manipuliert. 
Dann wird die Berechnung des Fitnesswertes für alle Individuen der Population wiederholt. 
Dieser Algorithmus wird bis zum Erreichen eines bestimmten Abbruchkriteriums oder einer 
festgelegten Anzahl von Generationen fortgesetzt.  
Genetische Algorithmen sind gut geeignet, kombinatorische Optimierungsaufgaben zu lösen, 
ohne spezielle Informationen über das zu optimierende System zu besitzen, da sie in der Lage 
sind, verschiedene Teile des Lösungsraumes parallel nach der besten Lösung abzusuchen. In 
Abschnitt 5.1.1 wird eine entsprechende Kodierung für das hier vorliegende Problem darge-
stellt und die zugrunde liegenden genetischen Operatoren im Detail erläutert. 
4.4.5 Hybride Verfahren 
Die behandelten heuristischen Verfahren können durchaus als robuste universelle Optimie-
rungsverfahren bezeichnet werden. Andererseits ist die Performance in ganz speziellen Auf-
gabenstellungen oft nicht ausreichend. In diesen Fällen kann der Ansatz, heuristische mit 
traditionellen Verfahren in einem Algorithmus zu verbinden, zu verbesserten Verfahren füh-
ren [Davi91]. 
Nach [Mich02] gibt es sehr viele verschiedene Ansätze für die Hybridisierung von heuristi-
schen Verfahren, die von einfacher Nachbarschaftsbildung bei einer Population bis hin zu 
Partikel Schwarmmodellen [Kenn95] reichen.  
Ein einfaches hybrides Verfahren für das Travelling Salesman Problem ist die Verbindung 
von Genetischen Algorithmen mit lokalen Suchverfahren [Gref87]. Dabei wird problemspezifi-
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sches Wissen in das Optimierungsverfahren hineingetragen. Nach [Mühl88] kann der Ablauf 
eines solchen Verfahrens wie in Bild 4.7 dargestellt werden.  
Dabei wird eine zufällig gewählte Population von Lösungen einer lokalen Optimierung nach 2-
Opt unterzogen. Die daraus resultierenden Ergebnisse werden bewertet und durch einen Ge-
netischen Algorithmus, der sowohl Rekombination als auch Mutation beinhaltet, weiter ver-
ändert. Die aus dem Genetischen Algorithmus erhaltenen Lösungen werden wiederum durch 
2-Opt optimiert und nachfolgend bewertet. Der Algorithmus wird nach diesem Schema bis 
zum Erreichen eines Abbruchkriteriums fortgesetzt. 
In [Gref87] wird die Performance dieses Algorithmus untersucht. Es wurde festgestellt, dass 
der Algorithmus den lokalen Suchverfahren weit überlegen ist. Andererseits wird dieses Ver-
fahren schneller konvergieren als die Genetischen Algorithmen. In [Gref87] wurde festgestellt, 
dass bei hoher die Fitness einer Lösung, mehr optimale Teilpfade in ihr enthalten sind. Die 
lokale Optimierung innerhalb des Algorithmus sucht genau diese optimalen lokalen Teilpfade, 
die dann durch den Genetischen Algorithmus teilweise auf die nächste Generation übergehen. 
Population zu-
fälliger Lösungen
nein
Lokale 
Optimierung 2-Opt
Genetischer
Algorithmus
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Bild 4.7 Hybrider Algorithmus 
Hybride Verfahren stellen damit eine gute Möglichkeit dar, die Performance von Heuristi-
schen Verfahren, insbesondere bei rein zufallsgesteuerten Methoden wie den Genetischen 
Algorithmen, zu verbessern. Dazu muss dem Algorithmus spezielles Wissen über das zu opti-
mierende Problem mitgegeben werden, was zu lasten der Universalität der Heuristiken geht. 
4.5 Zusammenfassung und Bewertung 
Die Anordnung der Verbraucher in der Matrixstruktur stellt eine kombinatorische Optimie-
rungsaufgabe dar. Wie bei vielen anderen kombinatorischen Problemen besteht auch hier die 
Vermutung, dass kein Lösungsalgorithmus existiert, der diese Aufgabe in polynomialer Zeit 
lösen kann. Das bedeutet, dass die exakte Lösung großer Anordnungen eine geraume Zeit in 
Anspruch nehmen wird. 
Die Lösungsverfahren für kombinatorische Optimierungsprobleme können in exakte und ap-
proximative Verfahren unterschieden werden. Das Branch and Bound Verfahren ist ein oft 
verwendetes Verfahren, für das kommerzielle Softwarepakete existieren. Die zahlreichen ap-
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proximativen Verfahren unterscheiden sich in ihren Ansätzen und auch in ihrer Performance 
stark voneinander. Während reine Nachbarschaftssuchverfahren mit großer Wahrscheinlich-
keit nicht die optimale Lösung finden, da sie keine schlechteren Lösungen akzeptieren als die 
bisher beste, kann das Simulated Annealing lokale Optima überwinden und so das globale 
Optima erreichen. Tabu Search und Genetische Algorithmen haben eine hohe Performance 
sowohl in der Rechenzeit als auch in der Güte der Lösungen. Beide Verfahren werden häufig 
für technische und wissenschaftliche Problemstellungen angewendet. Die Kombination ver-
schiedener Heuristiken bezeichnet man als Hybride Verfahren. 
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5 Methodik zur Optimierung matixförmiger Vernetzungsschaltungen 
Im vorhergehenden Abschnitt wurden eine Reihe von Optimierungsverfahren vorgestellt, die 
geeignet sind, kombinatorische Optimierungsaufgaben gut und effektiv zu lösen. Für Proble-
me kleiner Größe sind mit Sicherheit die exakten Verfahren zu bevorzugen, da sie in jedem 
Fall das globale Optimum der Zielfunktion erreichen. Aus diesem Grund wird in diesem Ab-
schnitt eine Modellierung der Optimierungsaufgabe als Integer Linear Programm dargestellt. 
Mit zunehmender Problemgröße der Optimierungsaufgabe werden diese Verfahren uneffektiv, 
da der mögliche Lösungsraum stark zunimmt. Daher wurde ein heuristisches Optimierungs-
verfahren auf das Anordnungsproblem angewendet. Das zu implementierende Verfahren soll-
te robust gegenüber der Veränderung der Zielfunktion und der Strukturgröße sein. Anderer-
seits sollte dieses Verfahren schnell und möglichst sicher das globale Optimum erreichen. Die 
Genetischen Algorithmen, wie sie in Abschnitt 4.4.4 beschrieben wurden, können diese Bedin-
gungen gut erfüllen und wurden deshalb für das Optimierungsproblem ausgewählt. 
Beide genannten Verfahren werden in diesem Abschnitt erläutert sowie Optimierungsergeb-
nisse dargestellt und verglichen. Auf Basis der exakten Lösung kann die Qualität der Lösun-
gen des heuristischen Verfahrens abgeschätzt werden.  
5.1 Genetische Algorithmen 
Die prinzipielle Arbeitsweise genetischer Algorithmen wurde in Abschnitt 4.4.4 bereits erläu-
tert. In diesem Abschnitt wird einerseits die mathematische Repräsentation der Matrix be-
schrieben und die Verwandtschaft dieses Problems mit dem Travelling Salesman Problem 
hergestellt. Anderseits werden die zur Optimierung verwendeten Abläufe und genetischen 
Operatoren im Detail beschrieben sowie die Dimensionierung des Genetischen Algorithmus 
dargestellt. 
5.1.1 Modellierung der matrixförmigen Vernetzungsschaltung 
Im Allgemeinen wird ein Problem, das mit Hilfe von Genetischen Algorithmen optimiert wer-
den soll, in einem Bit-String kodiert, der die Werte 0 und 1 enthält. In diesem Bit-String müs-
sen alle für die Optimierung relevanten Eigenschaften hinterlegt werden. 
Für das Travelling Salesman Problem erscheint eine Modellierung in einem binären Bit-
String, obwohl prinzipiell möglich [Lidd91], nicht zweckmäßig. Beim TSP ist es für die Model-
lierung durchaus relevant, an welcher Stelle der Tour welche Stadt besucht wird. Das heißt, 
es ist von Bedeutung, die einzelnen Städte voneinander unterscheiden zu können. In [Larr99] 
werden verschiedene Modellierungsformen vorgestellt. Als alternative Modellierungsformen 
sind die Matrixbeschreibung [Fox87] oder die Adjazenzbeschreibung [Gref85] bekannt. Die 
natürlichste Beschreibung des TSP ist jedoch die Darstellung als Pfad [Oliv87] [Mich92]. Da-
bei basiert die Beschreibung auf einem Integer-String, dessen Länge der Anzahl der zu besu-
chenden Städte entspricht. Jeder Stadt ist eine eindeutige Integerzahl zugeordnet. Im Inte-
ger-String sind alle Städte in der Reihenfolge ihres Besuchs nach aufgeführt, beginnend mit 
dem Startpunkt und endend mit der letzten Stadt vor Erreichen des Ausgangspunktes. Durch 
die von der ursprünglichen Form abweichende Beschreibung des TSP, müssen auch entspre-
chende Operatoren angewendet werden, die speziell auf die Verwendung von Integerwerten 
zugeschnitten sind. 
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Für die Anordnung der Verbraucher in der Matrixstruktur kann eine Beschreibung gefunden 
werden, die dem TSP sehr ähnlich ist: Jedem Verbraucher, der in der Matrix platziert werden 
soll, wird eine eindeutige Nummer zugeordnet. Jede Position, in der Matrixstruktur einer 
bestimmten Größe, hat ebenfalls eine eindeutige Nummer. Die Struktur wird durch einen 
Integer-String repräsentiert, wobei die Position innerhalb des Strings der Position der Struk-
tur zugeordnet ist. Der Integerwert an einer bestimmten Stelle innerhalb des Strings bezeich-
net einen bestimmten Verbraucher, der sich an dieser Stelle in der Matrix befindet. Ist an 
einer Stelle in der Matrix kein Verbraucher angeordnet, steht an dieser Stelle im Integer-
String der Wert 0. Die Modellierung der Matrix ist für eine Teilstruktur in Bild 5.1 beispiel-
haft dargestellt. 
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0 4 0 0 1 3 2 0 0
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Bild 5.1 Modellierung der Matrixstruktur und der Verbraucher 
Durch die ähnliche Kodierung des Anordnungsproblems der Verbraucher in der Matrixstruk-
tur im Vergleich zum TSP können Operatoren verwendet werden, die sich an den Operatoren 
für die Pfad-Kodierung des TSP stark anlehnen. 
5.1.2 Selektionsverfahren 
Ein wichtiger Mechanismus zur Steuerung des Generationsübergangs ist die Selektion von 
Individuen zur Reproduktion. Die Selektion muss sicherstellen, dass prinzipiell alle Individu-
en gewählt werden können, jedoch die Individuen mit hoher Fitness bevorzugt werden. Nach 
[Bake87] kommen dafür verschiedene Verfahren in Frage, die verschieden großen Selektions-
druck auf die Population ausüben. Es ist für den Verlauf der Optimierung wichtig, dass nicht 
ausschließlich Verbraucheranordnungen mit hoher Fitness gewählt werden (hoher Selekti-
onsdruck, z.B.), wie beim (N,µ)-Verfahren, da die Population dadurch gezwungen wird, sich 
auf das nächstliegende, möglicherweise nur lokale Optimum hinzubewegen. Rekombination 
und Mutation stellen zwar sicher, dass die Optimierung nicht in einem lokalen Optimum ver-
harrt, jedoch ist nach [Kinn94] bei hohem Selektionsdruck die Wahrscheinlichkeit das globale 
Optimum zu erreichen geringer als bei niedrigem Selektionsdruck. 
Das am häufigsten verwendete Selektionsverfahren ist das Roulette Wheel Parent Selection 
Verfahren [Gold89] [Bäck96]. Es kann wie folgt beschrieben werden: 
1. Berechne die Summe aller Fitnesswerte Xn. 
2. Wähle eine Zufallszahl z zwischen 0 und Xn. 
3. Berechne die Zwischensummen Xi der Fitness der Individuen einer Population, indem 
für jedes Individuum die Summe der Einzelfitnesswerte  
5 Methodik zur Optimierung matixförmiger Vernetzungsschaltungen 
64 
     ∑
=
=
i
j
ji fX
1
   nji ,...,1, =∀     (5.1) 
berechnet wird, wobei fj der Fitnesswert des Individuums j ist. 
4. Wähle das erste Individuum aus, das der Bedingung Xi ≥ z genügt. 
Dieses Verfahren ermöglicht prinzipiell die Auswahl jedes Individuums einer Population, da 
alle Individuen im Auswahlverfahren enthalten sind. Jedoch bevorzugt das Roulette Wheel 
Verfahren die Verbraucheranordnungen mit einer hohen Fitness. Das wird dadurch realisiert, 
dass ein Individuum mit einer hohen Fitness ein größeres Feld zwischen seinem Vorgänger 
und Nachfolger aufspannt als ein Individuum geringer Fitness. Folglich ist für ein Individuum 
mit hoher Fitness die Wahrscheinlichkeit selektiert zu werden größer als für ein Individuum 
geringer Fitness. Damit ist die Auswahlwahrscheinlichkeit direkt mit der Fitness des Indivi-
duums verbunden. Die Idee dieses Verfahrens ist in Bild 5.2 dargestellt. In der Tabelle sind 
die Fitnesswerte und die Zwischensummen von 6 Individuen angegeben. Bei einer angenom-
menen Zufallszahl von 94 wird nach dem beschriebenen Algorithmus das Individuum 4 aus-
gewählt. Die so ausgewählten Verbraucheranordnungen stehen nun den Reproduktionsme-
chanismen zur Verfügung. 
10
37
15
5324
69
Individuum 1
Individuum 2
Individuum 3
Individuum 4
Individuum 5
Individuum 6
Gewählte Zufallszahl von Xn = 208 : 94
Gewähltes Individuum: Individuum Nr. 4
Individuum Fitness Summation
1 10 10
2 37 47
3 15 62
4 53 115
5 24 139
6 69 208
 
Bild 5.2 Prinzip des Roulette Wheel Parent Selection Verfahrens 
5.1.3 Operatoren zum Generationsübergang und deren Modifikationen  
Aus den durch das Selektionsverfahren nach Abschnitt 5.1.2 ausgewählten Individuen wird 
beim Generationsübergang eine neue Generation erzeugt. Dabei kommen verschiedene Arten 
von Operatoren zum Einsatz. Diese werden in die Gruppen Rekombination und Mutation un-
terschieden. Bei der Rekombination werden Teile von zwei Individuen zu zwei neuen Indivi-
duen zusammengesetzt, während bei der Mutation Teile der Lösung innerhalb einer Lösung 
getauscht werden.  
Bei der Wahl der Operatoren ist die Beschreibung der Individuen als Integer-String zu beach-
ten. Bei den durch Rekombination und Mutation erzeugten neuen Lösungen muss jeder 
Verbraucher genau einmal in der Lösung vorhanden sein und kein Verbraucher darf fehlen. 
Da diese Bedingung uneingeschränkt für die Pfad-Repräsentation im TSP gilt, können prinzi-
piell die gleichen Operatoren zum Einsatz kommen. 
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In Abschnitt 5.2 wird gezeigt werden, dass sowohl Rekombination als auch Mutation ange-
wendet müssen, um ein Verfahren zu erhalten, bei dem mit großer Wahrscheinlichkeit das 
globale Optimum erreicht wird. Von daher ist es sinnvoll, eine effiziente Kombination von 
Mutation und Rekombination zu wählen. In den beiden Operatorengruppen stehen verschie-
dene Arten zur Verfügung. Bei der Rekombination sind der Partially Mapped Crossover (PMX) 
[Gold85], der Voting Rekombination Crossover [Mühl89] oder der Sorted Matched Crossover 
[Brad85] zu nennen. Bei den Mutationsoperatoren sind die Exchange Mutation [Banz90], die 
Insertion Mutation [Foge88] oder die Inversion Mutation [Foge93] typische Vertreter. In 
[Larr99] wird die Performance von verschiedenen Kombinationen der genannten Operatoren 
untersucht. Aus den Ergebnissen geht hervor, dass die Kombination aus dem Partially Map-
ped Crossover Operator und dem Exchange Mutation Operator gute Ergebnisse in sinnvollen 
Rechenzeiten erreicht. Aus diesem Grund ist diese Kombination im realisierten Verfahren 
umgesetzt worden.  
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Vorfahre II
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Nachkomme I
Nachkomme II 5 2 8
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Nachkomme I
Nachkomme II10 2 8
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Kind II  4 1; 5  6;
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Bild 5.3 Prinzip des PMX Operators 
Der PMX Operator [Gold85] arbeitet wie folgt:  
5. Selektiere zwei Lösungen nach dem Roulette Wheel Parent Selection Verfahren. 
6. Wähle per Zufall die erste und die letzte Position eines Tauschfeldes (Cut Points). 
7. Löse das Tauschfeld aus der Lösung heraus und setze es an gleicher Stelle der anderen 
Lösung ein. 
Aus dem oben beschriebenen Algorithmus erhält man zwei Lösungen, bei denen es vorkom-
men kann, dass Verbraucher doppelt enthalten sind oder nicht mehr vorkommen. Das darf 
nach der Definition des TSP und des Anordnungsproblems nicht der Fall sein. Aus diesem 
Grund werden alle Verbraucher, die in Individuum 1 getauscht wurden, außerhalb des 
Tauschfeldes zurückgetauscht. Der Rücktausch ist in der Regel nicht in einem Zyklus abge-
schlossen, da unter Umständen ein Verbraucher mehrfach vertauscht werden muss. In Bild 
5.3 ist das beispielsweise bei Nachkomme I an der ersten Position der Fall. Hier wird im ers-
ten Zyklus 1 gegen 4 und im zweiten Zyklus 4 gegen 7 getauscht, so dass am Ende des Rück-
tauschs an der ersten Position der Verbraucher 7 steht. In Praxis wird der Rücktauschalgo-
rithmus solange ausgeführt, bis kein Tausch mehr möglich ist. Für Individuum 2 gilt sinnge-
mäß das Gleiche. Das Prinzip des PMX Operators und des entsprechenden Rücktauschs ist in 
Bild 5.3 dargestellt.  
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Für das Anordnungsproblem der Verbraucher in der Matrix ist eine Modifikation dieses Ope-
rators notwendig. Im allgemeinen Fall sind nicht alle Positionen der Matrix besetzt. Diese 
Positionen werden im Integer-String mit dem Wert 0 gefüllt. Das hat Auswirkungen auf den 
Rücktausch der Verbraucher nach erfolgtem Tausch. Der Wert 0 darf im Tauschfeld nicht 
zurückgetauscht werden, da sonst der Rücktauschalgorithmus nie beendet werden würde. 
Wenn jedoch im Tauschfeld des Individuums 1 der Wert 0 und an gleicher Stelle des Tausch-
feldes des Individuums 2 ein Wert ungleich 0 vorkommt, würde dieser Wert trotz Rücktausch 
dann im Individuum 2 nicht mehr vorkommen, da die Werte 0 aus dem Tauschfeld vom Rück-
tausch ausgenommen sind. Demzufolge muss dieser Wert an einer unbesetzten Stelle des In-
dividuums 2, die zufällig gewählt wird, eingefügt werden. Nachfolgend ist dann ein weiterer 
Rücktauschzyklus notwendig, falls für den eingefügten Wert eine weitere Rücktauschbedin-
gung besteht. Für das Individuum 1 muss in gleicher Weise verfahren werden. 
Als Mutationsoperator wurde nach oben stehender Betrachtung der einfache Exchange Muta-
tion Operator ausgewählt [Banz90]. Dieser kann wie folgt beschrieben werden: 
8. Wähle eine Lösung nach dem Roulette Wheel Verfahren aus. 
9. Wähle zwei Positionen aus der Lösung per Zufall aus. 
10. Vertausche die beiden Verbraucher auf den gewählten Positionen. 
5 0 0 1 7 0 4 0 0 3Vorfahre
313 1
5 0 0 3 7 0 4 0 0 1Nachkomme
 
Bild 5.4 Prinzip des Exchange Mutation Operators 
Das Prinzip des Exchange Mutation Operators ist in Bild 5.4 dargestellt. Durch die gegenüber 
dem TSP veränderte Aufgabenstellung und veränderte Modellierung ist es auch bei diesem 
Operator sinnvoll, Modifikationen vorzunehmen: Werden zwei Positionen gewählt, deren Wert 
0 ist, werden solange zwei neue Positionen gewählt, bis mindestens eine Position einen Wert 
ungleich 0 aufweist, da der Tausch von Positionen, an denen kein Verbraucher sitzt, keine 
Veränderung an der Lösung bewirkt. 
Aus Sicht der Entwicklung einer Population von Lösungen über mehrere Generationen ist es 
durchaus sinnvoll, neue Individuen nicht nur aus dem vorhandenen Genpool zu generieren, 
sondern auch immer wieder neues Genmaterial in den Genpool hineinzubringen. Dazu werden 
bei jedem Generationsübergang neue zufällige Anordnungen generiert. Dieser Random Opera-
tor unterliegt den gleichen Auswahlbedingungen für Operatoren wie Rekombination und Mu-
tation, auf die in Abschnitt 5.2 eingegangen wird. Dieser Operator arbeitet nach dem gleichen 
Prinzip wie die Aufstellung der ersten Generation: 
11. Wähle aus den vorhandenen Verbrauchern per Zufall einen aus. 
12. Wähle aus den noch nicht besetzten Positionen der Matrix eine Position zufällig aus. 
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13. Füge den Verbraucher mit seinen Eigenschaften an dieser Position ein. 
Es hat sich jedoch gezeigt, dass gerade bei stark konvergenten Populationen mit hoher durch-
schnittlicher Fitness die Reproduktionswahrscheinlichkeit von zufällig gewählten Individuen 
sehr gering ist. Somit ist die Wahrscheinlichkeit gering, dass sich Teile eines durch den Ran-
dom Operator generierten Individuums in die nächste Generation fortpflanzen. Aus diesem 
Grund wurde ein weiterer Operator, der Inversion Mutation Operator (IVM) eingeführt. Die-
ser soll dafür sorgen, dass Individuen auch bei einer konvergenten Population noch einer 
starken und willkürlichen Veränderung unterliegen können, dabei jedoch durch das Beibehal-
ten bestimmter Teile des Individuums eine Fitness erreicht wird, die eine Reproduktion wahr-
scheinlicher macht und dadurch neues Genmaterial effektiver in die Population getragen wird. 
5 0 0 1 7 0 4 0 0 3Vorfahre
5 0 0 370 40 0 1Nachkomme
Tauschfeld
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Bild 5.5 Prinzip des IVM Operators 
Der IVM-Operator [Foge90] [Foge93], der in Bild 5.5 dargestellt ist, kann wie folgt beschrie-
ben werden: 
14. Wähle ein Individuum mit den Roulette Wheel Verfahren aus. 
15. Wähle per Zufall das erste und das letzte Element eines Tauschfeldes. 
16. Löse das Tauschfeld aus der Lösung heraus. 
17. Füge das Tauschfeld an einer zufällig gewählten Stelle der verbliebenen Lösung in in-
verser Reihenfolge wieder ein. 
Die Größe des Tauschfeldes wurde auf 25 – 55% der Anzahl der verfügbaren Positionen der 
Matrix festgelegt. Dadurch wird eine ausreichend große Veränderung der Anordnung der 
Verbraucher sowie eine ausreichend große Konstanz der Anordnung erreicht, um die oben 
beschriebenen Effekte zu erzielen. In Abschnitt 5.2 wird aufgezeigt, dass sich die Fitness der 
Population durch den Einsatz des IVM Operators deutlich gegenüber der Verwendung des 
reinen Random Operators verbessert. Der Random Operator und der IVM Operator werden 
zum Invader Operator zusammengefasst (to invade – eindringen), da beide neue Individuen in 
die Population hineinbringen. 
Mit den hier aufgeführten Operatoren kann ein effektiver Generationsübergang auch bei 
wechselnden Strukturgrößen erreicht werden. Das wird in den Abschnitten 5.2 und 6 ausführ-
lich gezeigt. Die Mechanismen zur Steuerung der Auswahl der entsprechenden Operatoren 
beim Übergang zur nächsten Generation werden in Abschnitt 5.2 ausführlich dargestellt. 
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5.1.4 Steady-State und No-Duplicates Verfahren 
Die Evolution in der Natur arbeitet ohne Gedächtnis. Das bedeutet, die Elterngeneration wird 
vollständig durch die Nachkommengeneration ersetzt (generational replacement). Dabei kann 
es jedoch vorkommen, dass Individuen mit einer hohen Fitness und damit guten Chromoso-
men nicht reproduziert werden und die Informationen über die Chromosomen für immer ver-
loren gehen. Dieser Effekt ist bei der Optimierung von technischen Problemstellungen uner-
wünscht. Diesem Problem kann nach [Schö94] durch das Prinzip der Elitenbildung begegnet 
werden. Dafür haben sich verschiedene Strategien herausgebildet [Mich92]. Im hier realisier-
ten Fall ist das Ersetzungsschema Elitismus [Schö94] in den Algorithmus implementiert wor-
den. Bei dieser Technik werden nicht alle Individuen durch neue Individuen ersetzt. Eine An-
zahl n von Verbraucheranordnungen wird ohne Änderungen in die nächste Generation über-
nommen (steady state). Dadurch werden die Informationen über die n besten Lösungen nicht 
zerstört und die Optimierung endet mit Sicherheit mit dem bisher besten Ergebnis. Wird der 
Parameter n zu groß gewählt, besteht die Gefahr, dass sich ein nicht optimales Individuum 
und seine n-1 besten Nachkommen dominant gegenüber der restlichen Population verhalten. 
Das führt zu einer frühzeitig homogenen Population und letztlich zur Stagnation des Evoluti-
onsprozesses. Dem kann durch eine sinnvolle Wahl des Parameters n begegnet werden.  
Ganz offensichtlich ist es nicht zielführend, identische Individuen in einer Generation der 
Population zu haben. Aus diesem Grund wurde die No-Duplicates Technique in den Geneti-
schen Algorithmus implementiert. Dabei werden Chromosomen verworfen, die Duplikate von 
Chromosomen der Elterngeneration und der schon aufgebauten Nachkommengeneration dar-
stellen. Das führt zu einer Population, in der die einzelnen Chromosomen voneinander ver-
schieden sind [Fros00] und lange Zeit eine unerwünschte Homogenisierung der konvergieren-
den Population verhindert wird. 
Durch die No-Duplicates Technique ist die Anzahl der benötigten Operatoraufrufe und somit 
auch die Rechenzeit nicht vorhersehbar. Das ist jedoch bei der zur Verfügung stehenden Re-
chenleistung und in anbetracht der beschriebenen Probleme des generational replacements 
kein Nachteil. 
5.2 Dimensionierung des Genetischen Algorithmus 
Genetische Algorithmen haben eine Vielzahl von Parametern, die einen wesentlichen Einfluss 
auf die Performance des Algorithmus haben. Performance eines Algorithmus ist messbar an 
der Qualität der erzielten Lösungen, der Rechenzeit und der Robustheit gegenüber Verände-
rung der Eingabedaten. Auf diese Größen kann durch eine entsprechende Parametrierung des 
Algorithmus Einfluss genommen werden. 
5.2.1 Parameter des Genetischen Algorithmus 
In diesem Abschnitt werden die Parameter des Genetischen Algorithmus kurz erläutert. In 
Bild 5.6 ist der Ablauf des Generationsüberganges dargestellt, der nach Abschluss der Fit-
nessberechnung der Vorfahrengeneration beginnt und mit dem Vorhandensein der Nach-
kommengeneration abgeschlossen ist. Darin sind die Parameter und Mechanismen gezeigt, 
die Einfluss auf den Generationsübergang haben, und wo sie während des Aufbaus der neuen 
Generation wirken. Diese Parameter und Mechanismen sind in Bild 5.6 grau hinterlegt. 
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Bild 5.6 Generationsübergang beim Genetischen Algorithmus  
In Tabelle 5.1 sind die Parameter des Genetischen Algorithmus und deren Einfluss auf den 
Generationsübergang dargestellt. In diesem Abschnitt sollen im Wesentlichen die Parameter 
Generationenanzahl, Populationsgröße und Elitengröße erläutert werden. Die Auswahl der 
Genetischen Operatoren und des Selektionsverfahrens wurde bereits in den vorhergehenden 
Abschnitten ausführlich dargestellt. Die Auswahlwahrscheinlichkeiten der Operatoren wer-
den im Abschnitt 5.2.2 behandelt. 
Tabelle 5.1 Parameter eines genetischen Algorithmus 
Parameter Einfluss auf den Genetischen Algorithmus
Populationsgröße
legt fest, wie viele Individuen der Genetische Algorithmus in jeder 
Generation berechnet und wie groß der Genpool ist, aus dem neue 
Individuen produziert werden können
Generationsanzahl
legt die Anzahl der zu berechnenden Generationen fest, bei der der 
Algorithmus beendet wird
Elitengröße
legt fest, wie viele Individuen aus der vorhergehenden Generation ohne 
Änderung in die nächste Generation übernommen werden
Auswahlwahrscheinlichkeit
legt fest, mit welcher Wahrscheinlichkeit welcher Reproduktionsoperator 
ausgewählt wird  
Die Elitengröße bestimmt, wie viele Individuen durch den Steady-State Operator von einer 
Generation ohne Änderung in die nächste übernommen werden. Diese Zahl sollte im Vergleich 
zur Populationsgröße nicht zu groß sein, da der Genetische Algorithmus sonst durch Überbe-
5 Methodik zur Optimierung matixförmiger Vernetzungsschaltungen 
70 
wertung und häufige Reproduktion gefundener guter Lösungen in ein lokales Optimum läuft 
und dieses nur schlecht verlassen kann. Im vorliegenden Fall wurde bei einer Populationsgrö-
ße von 50 die Größe der Elite mit 5 festgelegt. Mit diesem Wert konnten gute Ergebnisse er-
zielt werden. Eine Vergrößerung der Elite führte eher zu einer Verschlechterung der durch-
schnittlichen Güte, während eine Verringerung keine Verbesserung der Güte hervorrief. 
Die Größe der Population legt fest, aus welchem Pool der Algorithmus Genmaterial zum Auf-
bau neuer Individuen schöpfen kann. Bei einer großen Population steht dem Algorithmus viel 
Genmaterial und damit eine Vielzahl von Möglichkeiten bei der Reproduktion zur Verfügung. 
Das führt zu einer schnellen und sicheren Konvergenz der Population und damit zur Verbes-
serung der durchschnittlichen Güte der Lösungen. Die Populationsgröße sollte jedoch nicht 
übertrieben groß sein, da eine steigende Größe der Population eine steigende Rechenzeit zur 
Folge hat [Arab94]. Durch eine Variation der Populationsgröße während des Verlaufs des ge-
netischen Algorithmus kann eine Reduzierung der Rechenzeit bei gleich bleibender Perfor-
mance erreicht werden [Koum02] [Arab94]. Für den in dieser Arbeit verwendeten Algorithmus 
wurde der Einfluss der Populationsgröße untersucht. 
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Bild 5.7 Güte bei einer 5x5 Matrix in Abhängigkeit von der Populationsgröße 
Die Ergebnisse der Untersuchung sind in Bild 5.7 dargestellt. Dabei bezeichnet die Größe Gü-
te_av den mittleren Wert der Fitness der Population nach 50 Generationen und der Wert Gü-
te_max die Anzahl an Versuchen, bei denen der maximale Fitnesswert erreicht wurde. Es 
wurden je Generationsgröße 50 Versuche durchgeführt. Wie erwartet steigen die durch-
schnittliche Güte der Population und die Anzahl der Versuche, bei denen der maximale Fit-
nesswert erreicht wird, mit zunehmender Populationsgröße an. Das bedeutet, dass mit stei-
gender Größe der Population mit größerer Sicherheit die beste Lösung mit der vorgegebenen 
Anzahl an Generationen erreicht wird. Bei einer Populationsgröße von 100 wird bei fast der 
Hälfte der Versuche ein globales Optimum erreicht. Eine Verringerung des LIG-Wertes (Last 
Improved Generation), dass heißt eine schnellere Konvergenz, konnte durch die Erhöhung der 
Populationsgröße dagegen nicht beobachtet werden. Das zeigt jedoch, dass auch zu einem spä-
teren Zeitpunkt der Optimierung lokale Optima noch zuverlässig verlassen werden können, 
und sich diese Lösungen noch in Richtung globales Optimum entwickeln. Der LIG-Wert be-
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zeichnet die Generation, bei der sich die maximale Fitness einer Population zum letzen Mal 
geändert hat, und ist damit ein Maß für die Konvergenzgeschwindigkeit des Algorithmus. 
Als Generationenanzahl wird die Zahl der Reproduktionszyklen verstanden, die eine Popula-
tion von Lösungen während des Genetischen Algorithmus durchläuft. Die Zahl der Generatio-
nen hat einen ähnlichen Einfluss auf die durchschnittliche Güte der Lösungen wie die Popula-
tionsgröße. Es muss eine ausreichend hohe Zahl von Reproduktionszyklen durchlaufen wer-
den, um Lösungen hoher Güte zu erreichen [Tsoy03]. Jedoch wirkt sich auch das auf die Re-
chenzeit aus, so dass die Generationenanzahl so gering wie möglich gehalten werden sollte. 
Für den in dieser Arbeit verwendeten Algorithmus wurde die Performance in Form der durch-
schnittlichen Güte der Lösungen in Abhängigkeit von der Generationenanzahl untersucht. 
Dabei wurde mit einer Populationsgröße und einer Versuchsanzahl von jeweils 50 gearbeitet. 
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Bild 5.8 Güte bei einer 5x5 Matrix in Abhängigkeit von der Generationenanzahl 
Die Ergebnisse dieser Untersuchung sind in Bild 5.8 dargestellt. Die durchschnittliche Güte 
der Population (Güte_av) steigt mit zunehmender Anzahl berechneter Generationen stark an. 
Bei einer weiteren Erhöhung der Generationenanzahl bleibt die Güte der Lösungen dann nä-
herungsweise auf gleichem Niveau. Ein ähnliches Verhalten zeigt auch der Verlauf der An-
zahl der Versuche, bei denen die Maximalgüte erreicht wurde. In keinem der 50 Versuche mit 
einer Generationsanzahl von 150 wurde der maximale Fitnesswert nach mehr als 100 Versu-
chen gefunden. Daraus kann geschlussfolgert werden, dass für diesen Versuch eine Erh?hung 
der Anzahl der berechneten Generationen über 100 keine wesentliche Verbesserung der Güte 
der Population mit sich bringt. Es kann demnach gesagt werden, dass bei Fehlen der grund-
sätzlichen Anlagen für das Erreichen eines globalen Optimums in der Startgeneration, die 
Erhöhung der Generationenanzahl meist nicht zum Erreichen dieses Optimums führt. Der 
Rekombinationsoperator kann in diesem Falle keine Verbesserung der Fitness mehr erzielen. 
Die einzige Möglichkeit, das globale Optimum dennoch zu erreichen, ist, dass die Mutation 
eine entsprechende Veränderung der Lösung vornimmt, in dessen Folge sich ein globales Op-
timum der Lösung einstellt. 
Bei den beschriebenen Untersuchungen wurde jeweils eine 5x5 Matrix mit 16 Verbrauchern 
untersucht. Dafür ergeben sich die in den Bildern 5.7 und 5.8 dargestellten Abhängigkeiten. 
Aus den beiden vorangegangenen Versuchen geht hervor, dass mit einer sinnvollen Kombina-
tion aus einer ausreichenden Populationsgröße und Generationenzahl eine sehr gute Konver-
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genz erzielt werden kann und der Rechenaufwand dabei vertretbar bleibt. Mit einer Kombina-
tion von 75 Generationen und einer Populationsgröße von 75 Mitgliedern konnte eine durch-
schnittliche Fitness von 222,44 und eine Anzahl von Lösungen, die das globale Optimum er-
reichen, von 23 erzielt werden. Das ist bei diesem Rechenaufwand ein guter Wert. Bei variie-
render Strukturgröße ist jedoch zu bedenken, dass die Veränderungen, die durch eine Rekom-
bination definierter Länge oder durch eine Mutation hervorgerufen werden, unterschiedlich 
groß sind. Das bedeutet, bei steigernder Strukturgröße geht der Einfluss einer Rekombination 
definierter Länge und einer Mutation zurück. Dadurch wird eine Erhöhung der Parameter 
Generationenanzahl und / oder Populationsgröße erforderlich. Aus diesem Grund wurde bei 
dem hier verwendeten Algorithmus die Populationsgröße auf 50 und die Generationsanzahl 
auf 200 für alle Strukturgrößen festgelegt. Für kleine Strukturen ist der Wert der Generatio-
nenanzahl deutlich überdimensioniert, jedoch ist die Rechenzeit bei kleinen Strukturen insge-
samt geringer, so dass negative Effekte auf die Rechenzeit toleriert werden können.  
5.2.2 Auswahlwahrscheinlichkeiten der Operatoren 
Die Auswahl der Operatoren für den Generationsübergang ist nicht deterministisch sondern 
unterliegt, wie die Selektion der Individuen, einem gesteuerten Zufallsprozess. Das bedeutet, 
die Reproduktionsoperatoren werden mit einer bestimmten Wahrscheinlichkeit ausgewählt, 
die sich mit fortschreitender Optimierung verändert. Ziel dieser Veränderung ist es, die Kon-
vergenz des Genetischen Algorithmus zu verbessern.  
Zu Beginn der Optimierung liegen heterogene Generationen vor, die eine große Varianz des 
Genmaterials aufweisen. Zu diesem Zeitpunkt wird ein Operator benötigt, der eine große Ver-
änderung der Chromosomen hervorruft und die Individuen deutlich verbessert. Das wird 
durch einen hohen Anteil des Rekombinationsoperators erreicht. Gegen Ende der Optimie-
rung wird die Population zunehmend homogen. Das bedeutet, die Individuen ähneln einander 
stark. Die Aufgabe besteht nun darin, eine schon konvergente Population durch kleine Verän-
derungen zu verbessern und durch neue Individuen neues Genmaterial in die Population zu 
bringen. Hier kann der Rekombinationsoperator nicht mehr viel bewirken. Eine hohe Wahr-
scheinlichkeit des Mutations- und Invaderoperators kann zu diesem Zeitpunkt den gewünsch-
ten Effekt erzielen.  
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Bild 5.9 Prinzipieller Verlauf der Auswahlwahrscheinlichkeiten 
Bei dem in dieser Arbeit verwendeten Algorithmus wurden die Auswahlwahrscheinlichkeiten 
linear verändert, so dass sich der in Bild 5.9 dargestellte prinzipielle Verlauf der Wahrschein-
lichkeiten der Operatoren ergibt. 
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Im Folgenden wurde untersucht, wie sich die Güte der Lösungen bei Variation der Auswahl-
wahrscheinlichkeiten verhält. Dazu wurden Versuche durchgeführt, die auf einer 5x5 Matrix-
struktur mit 16 Verbrauchern basierten. Die Gütegröße war in diesem Fall die Anzahl mögli-
cher, verschiedener jedoch gültiger Schaltzustände der Matrix. Zur Bewertung der Dimensio-
nierung des Algorithmus werden die durchschnittliche Güte der Population und der LIG-Wert 
zu Grunde gelegt. Die jeweiligen Bedingungen der einzelnen Versuche sind in Anhang A3 
dargestellt. 
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Bild 5.10 Variation der Startwahrscheinlichkeit des Mutationsoperators 
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Bild 5.11 Variation der Endwahrscheinlichkeit des Mutationsoperators 
In Bild 5.10 sind der Verlauf der Güte der Lösungen und der LIG-Wert für eine Variation des 
Startwertes der Mutationswahrscheinlichkeit dargestellt. In Bild 5.11 ist die Performance des 
GA bei Variation der Endwahrscheinlichkeit des Mutationsopertors dargestellt. Aus diesen 
beiden Abbildungen wird ersichtlich, dass eine suboptimale Dimensionierung des Genetischen 
Algorithmus eine deutliche Reduzierung der Fitness der Lösungen und der Konvergenzge-
schwindigkeit zur Folge hat. Eine zu große Mutationswahrscheinlichkeit zu Beginn der Opti-
mierung bedingt eine zu kleine Rekombinationswahrscheinlichkeit. Dadurch wird die Popula-
tion nicht ausreichend stark modifiziert und die Güte der Lösungen steigt nicht wie erwartet 
an. Eine zu geringe Mutationswahrscheinlichkeit am Ende Optimierung bewirkt eine zu hohe 
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Rekombinationswahrscheinlichkeit. Da die Rekombination, in diesem Fall kaum noch eine 
Veränderung der Population bewirkt, reicht die Mutationshäufigkeit nicht aus, um die Güte 
der Population effizient zu verbessern. Daher steigt die Güte der Lösungen nicht wie ge-
wünscht weiter an. 
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Bild 5.12 Einfluss des Invader Operators auf Güte und LIG 
In Bild 5.12 ist der Einfluss des Invader Operators dargestellt. Dabei wird nur der Endwert 
der Auswahlwahrscheinlichkeit variiert. Der Startwert wird auf 1% festgelegt. In Bild 5.12 ist 
ersichtlich, dass eine zu kleine Auswahlwahrscheinlichkeit des Invaders geringere Gütewerte 
der Population zur Folge hat. Die Ursache dafür ist der homogene  Genpool zu Ende des Algo-
rithmus. Werden durch den Invader Operator neue Individuen in die Population getragen, 
können die verbleibenden Rekombinationen auch gegen Ende der Optimierung noch wir-
kungsvoll arbeiten und nochmals zu einer deutlichen Steigerung der Güte der Population bei-
tragen. Wird die Wahrscheinlichkeit des Invaders zu groß, werden zu viele Individuen mit 
geringeren Gütewerten in die Population getragen und die Gesamtfitness nimmt wieder ab. 
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Bild 5.13 Einfluss des IVM-Operators innerhalb des Invader-Operators 
Wie in Abschnitt 5.1.3 beschrieben, ist der Invader eine Zusammenfassung aus einem Random 
Operator, der Individuen per Zufall erzeugt, und dem IVM-Operator. Auch hier ist eine Di-
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mensionierung der Auswahlwahrscheinlichkeiten dieser Operatoren vorzunehmen. Die Versu-
che führten zu den in Bild 5.13 dargestellten Ergebnissen. Dieses Bild zeigt deutlich, dass eine 
hohe Auswahlwahrscheinlichkeit des IVM-Operators innerhalb des Invaders eine verbesserte 
Güte der Population zur Folge hat. Daraus kann die Bestätigung für die in Abschnitt 5.1.3 
gemachte Annahme entnommen werden, dass rein zufällig gewählte Individuen nicht so stark 
zur Verbesserung der Güte der Population beitragen wie sehr stark veränderte Individuen. 
Tabelle 5.2 Dimensionierung des Genetischen Algorithmus 
Operator PStart / % PEnd / %
Rekombination 93 5
Mutation 6 90
Invader 1 5
Random 20 20
IVM 80 80  
Aus den vorhergehenden Betrachtungen und Untersuchungen kann die Dimensionierung der 
Auswahlwahrscheinlichkeiten endgültig vorgenommen werden. Diese ist in Tabelle 5.2 darge-
stellt. Hierbei bezeichnet PStart die Auswahlwahrscheinlichkeit zu Beginn und PEnd die Aus-
wahlwahrscheinlichkeit am Ende der Optimierung. Graphisch dargestellt ergibt die in Tabelle 
5.2 beschriebene Dimensionierung eine Darstellung wie in Bild 5.9 und bestätigt damit die 
Annahmen aus den vorangegangenen Abschnitten.  
5.2.3 Konvergenz des Genetischen Algorithmus  
Die Dimensionierung des Genetischen Algorithmus aus den Abschnitten 5.2.1 und 5.2.2, hat 
das Ziel, eine reproduzierbare und schnelle Konvergenz sicherzustellen und dadurch eine ge-
wisse Sicherheit, dass das globale Optimum der Optimierungsaufgabe erreicht wird, zu ge-
währleisten. Zusätzlich kann der erforderliche Rechenaufwand gering gehalten werden. Die in 
Tabelle 5.1 dargestellten Parameter haben darauf einen entscheidenden Einfluss. Das Kon-
vergenzverhalten des Genetischen Algorithmus kann an den drei charakteristischen Größen 
Konvergenzgeschwindigkeit (LIG), mittlere Güte und Anzahl der erreichten Maximalwerte 
abgelesen werden. Eine Aussage über die Performance des Genetischen Algorithmus ist nur 
im Zusammenspiel dieser drei Größen sinnvoll. 
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Bild 5.14 Vergleich zwischen zufälliger Suche und Genetischen Algorithmen 
5 Methodik zur Optimierung matixförmiger Vernetzungsschaltungen 
76 
Bei der Betrachtung der Konvergenz ist zunächst die Frage zu beantworten, ob der Geneti-
sche Algorithmus der zufälligen Suche nach einer geeigneten Anordnung der Verbraucher 
überlegen ist. Dazu wurde ein Versuch durchgeführt, dessen Ergebnisse in Bild 5.14 darge-
stellt sind. Es wurde hierbei mit einer 5x5 Matrix mit 16 Verbrauchern gearbeitet. Die Fit-
nessfunktion war wiederum als die Anzahl möglicher gültiger Schaltzustände definiert. Bei 
der zufälligen Suche wird eine Güte der Lösungen von 112 erreicht. Es ist erkennbar, dass die 
Fitness vom Anfangswert stetig ansteigt. Das kann dadurch erklärt werden, dass auch die 
zufällige Suche den Steady-State Operator beinhaltet, so dass immer die besten 5 Lösungen 
erhalten bleiben. Beim Genetischen Algorithmus wird eine Güte der Lösungen von 244 er-
reicht. Dabei steigt die Fitness schnell an und erreicht nach 27 Generationen den Maximal-
wert, der nach den bisherigen Versuchen auch das globale Optimum darstellt. Damit wird 
deutlich, dass die Anordnung von elektrischen Verbrauchern in einer Matrixstruktur mit Hil-
fe von Genetischen Algorithmen optimiert werden kann und dass die entwickelte Dimensio-
nierung des Algorithmus einer zufälligen Suche weit überlegen ist. 
Für die hier vorliegende Optimierungsaufgabe ist es wesentlich, dass eine optimale Lösung 
generiert werden kann. In welcher Rechenzeit dies geschieht, ist dabei eher zweitrangig und 
in Anbetracht der Leistungsfähigkeit der zur Verfügung stehenden Rechentechnik nicht von 
so starker Bedeutung. Trotzdem ist die Untersuchung des LIG-Wertes von Bedeutung, da ein 
ausreichender Abstand zwischen erreichtem LIG-Wert und dem Abbruch des Algorithmus 
eingehalten werden sollte. Aus den Bildern 5.10 bis 5.13 geht hervor, dass der LIG-Wert im 
Wesentlichen von der Populationsgröße abhängt. Die Wahrscheinlichkeit, schnell eine gute 
Lösung zu finden, nimmt mit steigender Populationsgröße zu, da es durch viele Individuen 
wahrscheinlicher ist, den gesamten Lösungsraum schon in der ersten Generation abzudecken. 
Der LIG-Wert ist jedoch im Wesentlichen unabhängig von der Anzahl der Generationen und 
den Auswahlwahrscheinlichkeiten der Operatoren. Aus dieser Erkenntnis heraus erscheint es 
wiederum sinnvoll, die Populationsgröße ausreichend groß zu wählen. 
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Bild 5.15 Mittelwert der Güte und Häufigkeit des Maximalwertes bei Variation des Anteils 
des IVM-Operators am Invader Operator 
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Die Robustheit eines Genetischen Algorithmus ist ein Maß dafür, wie gut der Algorithmus 
lokale Optima verlassen kann. Um das zu bewerten, wird die Anzahl der maximalen Fitness-
werte (Häufigkeit des Auftretens des Maximalwertes) bei wiederholten Versuchen herangezo-
gen. Die durchgeführten Experimente ergeben einen Zusammenhang zwischen der mittleren 
Fitness und der Häufigkeit des Auftretens des globalen Optimums. Dieser Zusammenhang ist 
in Bild 5.15 gezeigt, in dem die Untersuchung der Auswahlwahrscheinlichkeit des IMV-
Operators innerhalb des Invader Operators dargestellt ist. In diesem Bild sind die mittlere 
Fitness Güte_av und die Häufigkeit des Maximalwertes Güte_max über der IVM-Rate aufge-
tragen. Während der LIG-Wert nahezu konstant bleibt (Bild 5.13), steigen der Mittelwert und 
die Häufigkeit des globalen Optimums mit Erhöhung der IVM-Wahrscheinlichkeit deutlich an. 
Somit kann die mittlere Güte der Population durchaus als Maß für die Performance des Gene-
tischen Algorithmus zur Lösung dieses Problems betrachtet werden. 
Zusammenfassend kann anhand dieser Betrachtungen gesagt werden, dass die Dimensionie-
rung des Genetischen Algorithmus hinsichtlich der mittleren Güte der Population einen Op-
timierungsalgorithmus zur Verfügung stellt, der sehr gute Konvergenzeigenschaften aufweist. 
Eine schnelle Konvergenz und hohe Robustheit des Algorithmus ermöglichen mit großer Si-
cherheit ein globales Optimum bzw. ein sehr gutes Ergebnis und kurze Rechenzeiten.  
5.3 Güteberechnung der Lösungen 
Ein wichtiger Bestandteil der Optimierung ist die Berechnung der Güte einer Lösung (in der 
Literatur auch als Fitness bezeichnet). Die Güte aller Lösungen einer Population wird vom 
Genetischen Algorithmus zum Generationsübergang benötigt. Die Berechnung der Güte ge-
hört jedoch selbst nicht zum Genetischen Algorithmus. 
5.3.1 Zielfunktionen und Gütegrößen 
Die Ziel- oder auch Fitnessfunktion ist eine Funktion, die die Anpassung der zumeist subop-
timalen Lösungen an das Optimum widerspiegelt [Schö94]. Nach [Holl75] muss die Gütegröße 
eines Individuums ein eindeutiges und quantitatives Maß für die Anpassung des Individuums 
an das Optimum darstellen. Die Wahl der Fitnessfunktion ist problemspezifisch und sollte mit 
großer Sorgfalt durchgeführt werden. Letztlich entscheidet die Wahl der Fitnessfunktion dar-
über, ob die vom Algorithmus erzeugten Individuen das gestellte Problem tatsächlich zufrie-
den stellend lösen können. 
Bei dem in dieser Arbeit beschriebenen Problem der Anordnung von Verbrauchern in der 
Matrixstruktur kommen zwei verschiedene Fitnessfunktionen zum Einsatz. Die erste Fitness-
funktion berechnet alle möglichen gültigen Schaltzustände der Matrix. Der Algorithmus 
nimmt also alle möglichen Kombinationen von Verbrauchern nacheinander in Betrieb und 
prüft, ob der Zustand gültig ist. Die Gütegröße einer Lösung ist dann die Anzahl der gültigen 
Schaltzustände. Diese Fitnessfunktion wurde im Wesentlichen für die Untersuchung der Ar-
beitsweise und der Dimensionierung des Algorithmus entwickelt und genutzt.  
Die zweite, aus Sicht der Anwendung wichtigere Fitnessfunktion, prüft spezielle zu Beginn 
der Optimierung festgelegte Systemzustände auf Gültigkeit ab. Das erscheint sinnvoll, da im 
Abschnitt 2.2.5 festgestellt wurde, dass bestimmte Funktionen bestimmte Anforderungen an 
die Unabhängigkeit der Verbraucher stellen. Das bedeutet im Einzelnen, vor dem Start der 
eigentlichen Optimierung wird für jeden Verbraucher eine Liste erstellt, die diejenigen 
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Verbraucher enthält, mit denen eine unabhängige Funktion zu gewährleisten ist. Der Algo-
rithmus nimmt die Verbraucher entsprechend der Liste in Betrieb und prüft die Zulässigkeit 
der Betriebszustände. Der Gütewert einer Lösung ist dann die Anzahl der erfüllten Bedin-
gungen. Durch diese Fitnessfunktion kann jede beliebige Funktion im PKW optimiert werden, 
solange die zeitlichen Bedingungen an die Verbraucher bekannt sind. Diese Funktion hat ge-
genüber der ersten Zielfunktion den wesentlichen Vorteil, dass der Maximalwert, den die Op-
timierung erreichen sollte, bekannt ist, da die zeitlichen Abhängigkeiten festgelegt wurden. 
Somit kann für eine vorhandene Lösung gesagt werden, wie weit diese vom Optimum entfernt 
ist. Das ist im Allgemeinen bei Genetischen Algorithmen nicht der Fall.  
Ein Betriebszustand ist dann gültig, wenn über keinen der Verbraucher parasitäre Ströme 
fließen, wie in Abschnitt 3.1.2 beschrieben, und wenn kein Verbraucher ungewollt in Betrieb 
gesetzt wird (Abschnitt 3.1.3).  
5.3.2 Berechnungsalgorithmus der Gütegrößen 
Wie in Abschnitt 5.3.1 beschrieben wurde, muss der für die Berechnung der Güte der Lösun-
gen benötigte Algorithmus festgelegte elektrische Zustände der Matrixstruktur auf Gültigkeit 
hin überprüfen. Durch das Zuschalten eines weiteren Verbrauchers in der Matrix ändert sich 
dessen Zustand erheblich, so dass es unwahrscheinlich erscheint, einen einfachen Algorith-
mus zu finden, der vom vorhergehenden Zustand aus die Gültigkeit des neuen Zustands be-
rechnet.  
Tabelle 5.3 Attribute der Kanten im Berechnungsmodell zur Ermittlung der Fitness 
Bezeichnung Verwendung
column Spaltennummer in der sich der Verbraucher befindet
line Zeilennummer in der sich der Verbraucher befindet
position Positionsnummer an der sich der Verbraucher befindet
diac
Ausbildung des electronic diac: 0 - kein Diac; 1 - passives 
Diac; 2 - aktiv geschaltetes Diac
priority
Priorität des Verbrauchers: führt zur Höherbewertung der 
mit diesem Verbraucher verknüpften Bedingungen
el_gl_ltg
Verbraucher, die auf der gleichen Leitung gleichzeitig 
betrieben werden können
aktiv
interne Variable: wird gesetzt, wenn Verbraucher 
el_gl_ltg in Betrieb ist
el_gem_1 … _20
Verbraucher, die mit diesem Verbraucher gleichzeitig in 
Betrieb sein müssen - Verbraucherbedingungen
logic1 …19
Verknüpfung zwischen dem aktuellen Verbraucher 
el_gem_k und dem nachfolgenden Verbraucher 
el_gem_k+1: 1 - AND, wird zusätzlich zu el_gem_k in 
Betrieb genommen; 2 - OR, neue Verknüpfung, alle 
vorhergehenden Verbraucher werden ausser Betrieb 
gesetzt und el:gem_k+1 wird in Betrieb genommen  
Der Grundgedanke des realisierten Algorithmus zur Berechnung der Fitnesswerte ist das 
vollständige Durchsuchen der Matrix nach ungültigen Strompfaden für jeden neuen System-
zustand, wie in Abschnitt 5.3.1 beschrieben wurde. Für die Fitnessberechnung ist eine Model-
lierung der Struktur erforderlich, die die Anwendung des Berechnungsalgorithmus zulässt. 
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Diese kann sich von der Modellierung der Matrix bei der Anwendung der Genetischen Algo-
rithmen unterscheiden. Es hat sich als sinnvoll herausgestellt, die Matrix als Graph zu model-
lieren, da die Graphentheorie eine Vielzahl von schnellen und effektiven Algorithmen zur Ver-
fügung stellt. 
Nach [Guet03] besteht ein Graph aus einer Anzahl von Knoten und Kanten, die die Knoten 
miteinander verbinden. Die Kanten eines Graphs können gerichtet oder ungerichtet sein und 
mit Eigenschaften oder Attributen belegt werden [Tura96], z.B. Kosten, Entfernungen oder 
Ähnlichem. Auf Basis dieser Voraussetzungen wurde die Modellierung der Matrixschaltung 
wie folgt festgelegt: die Zeilen- und Spaltenleitungen werden durch die Knoten des Graphen 
repräsentiert, während die Verbraucher von den Kanten dargestellt werden. Jede Kante weist 
eine Reihe von Attributen auf, die in Tabelle 5.3 mit Bedeutung und Verwendung zusammen-
gestellt sind. Die Attribute „line“, „column“ und „position“ werden für die Zuordnung des 
Verbrauchers zu einer bestimmten Position in der Matrix benötigt und geben an, zwischen 
welchen Knoten sich die Kante befindet. Mit dem Attribut „diac“ wird festgelegt welche Form 
von „Electronic Diac“ am entsprechenden Verbraucher verbaut ist. In speziellen Systemen 
kann es nötig sein, einzelne Verbraucher mit einer höheren Priorität zu versehen, um die Rea-
lisierung bestimmter Funktionen zu forcieren. Das wird mit dem Attribut „priority“ erreicht. 
Es kann je nach Anwendung möglich sein, mehrere Verbraucher gleichzeitig an einer Matrix-
leitung zu betreiben. Das betrifft vor allem Verbraucher, die unabhängig von der Stromrich-
tung betrieben werden können. Mit dem Attribut „el_gl_ltg“ können jedem Verbraucher zwei 
weitere zugeordnet werden, die mit diesem Verbraucher auf einer Leitung betrieben werden 
können. Mit den Eigenschaften „el_gem_x“ und „logic“ werden die Gleichzeitigkeitsbedingun-
gen der Verbraucher hinterlegt. Das bedeutet, in „el_gem_x“ wird die Verbrauchernummer 
hinterlegt, die mit diesem Verbraucher gemeinsam betrieben werden muss, und „logic“ gibt 
die logische Verknüpfung zum nächsten Verbraucher (und / oder) an. 
Für die Darstellung des Graphen im Computer bietet sich die Adjazenzenliste an [Bran94]. 
Die Adjazenzenliste ist die Abwandlung der Adjazenzmatrix, in der alle Verbindungen zwi-
schen den einzelnen Knoten zusammengefasst sind [Hess01]. Das ist wie folgt realisiert: 
• Es existiert eine Liste, in der alle Knoten der Matrix enthalten sind. 
• Jeder dieser Knoten ist ein Startknoten für eine weitere Liste. 
In dieser doppelt verketteten Liste befinden sich alle Knotennummern, zu den vom Startkno-
ten ausgehend eine Kante führt [Mehl84]. Das Prinzip der Adjazenzenlisten ist in Bild 5.16 
dargestellt. Durch die Anforderungen des Systems sind bestimmte Verbraucherkombinationen 
vorgegeben, die gleichzeitig und unabhängig voneinander betrieben werden sollen. Das prüft 
der Algorithmus ab, indem er die entsprechenden Verbraucher quasi in Betrieb nimmt. Das 
geschieht dadurch, dass an die zum Inbetriebsetzen benötigten Leitungen, die durch die Kno-
ten repräsentiert werden, ein Startknoten S und ein Zielknoten T eingefügt werden. Das ist in 
Bild 5.16 am Beispiel der Inbetriebnahme des Verbrauchers M2 dargestellt. Der Start- und 
Zielknoten wird dann entsprechend auch in die Adjazenzenliste eingetragen. 
Zum eigentlichen Durchsuchen des Graphen wird ein Suchalgorithmus benötigt. Dieser hat 
die Aufgabe, alle Pfade vom Startknoten S zum Zielknoten T zu finden. In der Graphentheorie 
sind verschiedene Suchstrategien entwickelt worden [Corm01], wobei dort meist andere As-
pekte, wie z.B. das Auffinden des kürzesten Weges, im Vordergrund stehen. Zwei dieser Such-
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algorithmen sind die Breitensuche (WFS) [Manb89] und die Tiefensuche (DFS) [Thul92]. 
Letztlich wurde sich für die Anwendung des DFS entschieden, da dieser Algorithmus, immer 
wenn er den Zielknoten T erreicht, genau einen vollständigen Pfad von S nach T durchlaufen 
hat. Bei der Breitensuche ist das nicht der Fall. 
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Bild 5.16 Prinzip der Adjazenzenlisten 
Um nicht den kürzesten sondern alle Pfade von S nach T zu erhalten, wurde der Algorithmus 
so modifiziert, dass er bei jedem Erreichen des Zielknotens T den durchlaufenen Pfad abspei-
chert. Danach geht der Algorithmus bis zur letzten Verzweigung zurück und setzt mit der 
alternativen Verzweigungsmöglichkeit fort. Die Suche ist beendet, wenn keine Verzwei-
gungsmöglichkeiten mehr bestehen. Es sind dann alle Pfade berechnet.  
In einem Speicher befinden sich nun alle Pfade des Stroms, die sich in dieser Konfiguration 
der Matrixschaltung, Anordnung der Verbraucher und Anliegen einer Versorgungsspannung 
an bestimmten Verbrauchern, ausbilden könnten. Es ist jetzt die Aufgabe des Algorithmus zu 
prüfen, ob über diese Pfade ein Strom fließen kann und ob das zulässig ist oder nicht.  
Jeder Pfad beginnt mit einem Knoten S und endet mit einem Knoten T. Dazwischen befinden 
sich ein oder mehrere Verbraucher. Liegt im untersuchten Pfad nur ein Verbraucher, so ist 
dieser Verbraucher direkt an die Versorgungsspannung angeschlossen und der Verbraucher 
wird ordnungsgemäß betrieben. Der Algorithmus prüft in diesem Fall, ob der Verbraucher 
anforderungsgemäß betrieben werden soll, oder ob dieser ungewollt in Betrieb ist. Liegen hin-
gegen mehrere Verbraucher im Strompfad, müssen mindestens zwei dieser Verbraucher ein 
„Electronic Diac“ aufweisen, um einen parasitären Strom über diesen Pfad zu verhindern.  
Tritt bei der Überprüfung der Strompfade ein unzulässiger Pfad auf, da er entweder einen 
Verbraucher ungewollt in Betrieb setzt oder ein parasitärer Strom in einem Pfad über mehre-
re Verbraucher fließt, ist dieser Zustand der Matrix fehlerhaft. Das führt dazu, dass die dies-
nem Zustand zu Grunde liegende Bedingung an den Betrieb der Verbraucher nicht erfüllt 
werden kann. Liegt kein fehlerhafter Pfad vor, ist der Zustand gültig und die Bedingung an 
die Verbraucher kann von der Anordnung der Verbraucher in der Matrix erfüllt werden. Der 
Zähler für die Gütegröße wird um 1 erhöht. Obwohl die in Abschnitt 5.3.1 beschriebenen Fit-
nessfunktionen sich deutlich unterscheiden, verwenden sie beide den gleichen Algorithmus. 
Lediglich die Bedingungen für das Zuschalten des nächsten Verbrauchers unterscheiden sich. 
Während bei der zweiten Fitnessfunktion der Algorithmus in einem Konfigurationsfile die 
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nächste zu erfüllende Bedingung abprüft, wird bei der ersten Fitnessfunktion immer der 
nächste Verbraucher in Betrieb genommen.  
Mit dem in diesem Abschnitt beschriebenen Algorithmus können die in Abschnitt 5.3.1 be-
schriebenen Fitnessfunktionen realisiert und berechnet und somit die Güte der erzielten Lö-
sungen eindeutig und quantitativ darstellt werden. 
5.4 Grundzüge des Optimierungstools 
In den vorhergehenden Abschnitten wurden die einzelnen Algorithmen, die zur Optimierung 
der Matrixstruktur erforderlich sind, dargestellt. In diesem Abschnitt wird das Optimierungs-
tool, das zur Optimierung entwickelt wurde, in seinen Grundzügen vorgestellt.  
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Bild 5.17 Ablauf des Optimierungsvorgangs  
Es besteht die Möglichkeit, Genetische Algorithmen, die in Simulationstools integriert sind, 
für die Lösung einfacher kombinatorischer Probleme innerhalb einer Simulation zu nutzen 
[Simp02]. Andererseits gibt es eine Reihe von Softwarebibliotheken (z.B. GALib [Wall96]) für 
genetische Algorithmen, in denen eine Vielzahl verschiedener Selektionsverfahren und Opera-
toren für verschiedene Kodierungsformen enthalten sind. Jedoch fehlen in diesen Softwarebib-
liotheken für den hier behandelten Fall wesentliche Operatoren. Beispielsweise ist der PMX 
Operator nicht in der GALib enthalten. Die Erstellung von neuen und die Umarbeitung von 
bestehenden Operatoren sind jedoch zeitaufwändig und fehleranfällig. Aus diesem Grund 
wurde ein auf der Programmiersprache C [Wolf03] basierendes Optimierungstool entwickelt, 
das speziell auf die Anforderungen des Problems zugeschnitten ist.  
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Der prinzipielle Ablauf des Programms ist in Bild 5.17 dargestellt. Vor der Optimierung wer-
den in einem Konfigurationsfile für jeden Verbraucher die Bedingungen festgelegt, unter de-
nen der jeweilige Verbraucher arbeiten muss. Nach Aufruf des Optimierungsprogramms wer-
den die Anzahl der Zeilen und Spalten sowie die Anzahl der Verbraucher festgelegt. Nachfol-
gend werden die Anzahl der Verbrauchergruppen und jeweils der erste und letzte Verbrau-
cher der Gruppe sowie Priorität der jeweiligen Gruppe eingegeben. Für jede Verbraucher-
gruppe kann getrennt eine der in Tabelle 5.4 dargestellten Optimierungsoptionen gewählt 
werden. Bei der Berechnung der Fitness werden nach Abarbeitung der Optimierungsoption 
weitere festgelegte Einzelbedingungen berechnet.  
Nach Eingabe der Parameter wird eine Startgeneration erzeugt. Dabei werden die Verbrau-
cher per Zufall auf die zur Verfügung stehenden Positionen verteilt. Es werden so viele zufäl-
lige Anordnungen erzeugt, wie im Parameter Populationsgröße festgelegt sind. Entsprechend 
den eingegebenen Optionen werden die Fitnesswerte für die einzelnen Verbrauchergruppen 
berechnet, wie das in Abschnitt 5.2.2 beschrieben wurde. Die Ergebnisse der Fitnessberech-
nung der Generation werden in ein Textfile gespeichert. Daran anschließend wird der Genera-
tionsübergang durchgeführt (wie Abschnitt 5.1). Daraus wird die nächste Generation von An-
ordnungen erhalten. Die Schritte Fitnessberechung und Erzeugen einer neuen Generation 
werden dann solange wiederholt, bis die festgelegte Anzahl von Generationen berechnet wur-
de. Die Ergebnisse der Optimierung, die Anordnung der Verbraucher, erreichter Fitnesswert 
und erfüllte Einzelbedingungen, werden in einer Ergebnisdatei gespeichert. 
Tabelle 5.4 Optimierungsoptionen 
Option Kurzbezeichnug Beschreibung
1
alle möglichen 
Systemzustände
Berechnung der Fitness nach Fitnessfunktion 1; Prüfung aller 
möglichen Verbraucherkombination auf Gültigkeit
2
alle Verbraucher 
gemeinsam
Bei der Berechnung der Fitness dieser Gruppe werden 
nacheinander alle Verbraucher zugeschaltet und die 
Gültigkeit geprüft, da alle Verbraucher sowohl einzeln als 
auch gemeinsam betrieben werden müssen
3
jeder Verbraucher mit 
jedem Verbraucher einer 
anderen Gruppe
Bei jedem Verbraucher wird geprüft, ob er mit jedem 
Verbraucher einer anderen Gruppe gemeinsam nacheinander 
betrieben werden kann
4 Einzelbedingungen
Alle zu prüfenden Verbraucherbedingungen werden im 
Konfigurationsfile oder von Hand zu Beginn der Optimierung 
hinterlegt und für jede Anordnung abgeprüft  
Nachdem ein Versuch beendet wurde, berechnet der Algorithmus die Performance der besten 
gefundenen Lösung. Hierfür steht ein erweitertes Konfigurationsfile zur Verfügung. In diesem 
sind alle Bedingungen als Einzelbedingungen zu hinterlegen, ganz gleich welche der in 
Tabelle 5.4 aufgeführten Optimierungsoptionen gewählt wurde. Der Algorithmus zur Berech-
nung ist im Wesentlichen identisch zu dem, der zur Berechnung des Fitnesswertes genutzt 
wird. Die Ergebnisse werden ebenfalls in das Ergebnisfile abgespeichert.  
Um sicherzustellen, dass bei einer Optimierung mindestens eine optimale Anordnung gefun-
den wird, werden nacheinander mehrere Optimierungsversuche zur gleichen Problemstellung 
durchgeführt. Die Anzahl der Versuche kann im Programm festgelegt werden. Die Ergebnisse 
werden jeweils immer in die gleiche Datei gespeichert. Durch die explizite Auflistung der Ein-
zelbedingungen in der Performanceberechnung am Ende jedes Versuchs ist es leicht möglich, 
5.5 Optimierung der Matrix als ILP 
 83 
nicht erfüllte Bedingungen herauszufinden und einzuschätzen, ob überhaupt eine Lösung 
gefunden werden kann. 
Alle in dieser Arbeit beschriebenen Optimierungsergebnisse wurden mit Hilfe dieses Optimie-
rungstools erreicht. Es stellt damit ein effektives Hilfsmittel zur Optimierung der Matrix-
schaltung dar. 
5.5 Optimierung der Matrix als ILP 
Ein kombinatorisches Optimierungsproblem kann mit einer Modellierung als Ganzzahliges 
Lineares Programm gelöst werden (in Abschnitt 4.3.2 beschrieben). Bei der Berechnung des 
ILP erhält man eine exakte Lösung. In diesem Abschnitt wird eine Modellierung des Anord-
nungsproblems der Verbraucher in der Matrix mit Hilfe eines ILP vorgestellt. Weiterhin wer-
den die Optimierungsergebnisse des ILP im Vergleich zu den Ergebnissen der genetischen 
Algorithmen dargestellt [Dies05]. 
5.5.1 Modellierung  
Das grundlegende Modell eines ILP ist in Abschnitt 4.3.2 angegeben. Es muss aus einer An-
zahl linearer Gleichungen und linearer Nebenbedingungen bestehen. Dabei nehmen die Vari-
ablen ausschließlich Integerwerte an.  
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Bild 5.18 Model der Matrix für die Beschreibung durch ein ILP 
Tabelle 5.5Variablen und Indizes für das ILP 
Variable Wertebereich Erläuterung
K Anzahl der Verbraucher in der Matrix
N Anzahl der Matrixleitungen
m, u, v 1 … K Indizes für die Bezeichnung eines bestimmten Verbrauchers
i, j, k, l 1 … N Indizes für die Bezeichnung einer bestimmten Matrixleitung
P(m,i,j) 0, 1 
Entscheidungsvariable: P(m,i,j) = 1 wenn sich der 
Verbraucher m zwischen den Leitungen i und j befindet; 
P(m,i,j) = 0 in allen anderen Fällen
F(u,v) 0, 1
Entscheidungsvariable: F(u,v) = 1 wenn Verbraucher u und v 
nicht unabhängig voneinander betrieben werden können; 
F(u,v) = 0 wenn der unabhängige und gleichzeitige Betrieb 
Verbraucher u und v möglich ist  
Für das ILP wird ein Modell der Matrix verwendet, das vom Modell für die Genetischen Algo-
rithmen abweicht. In Bild 5.18 ist die Überführung des Modells zur Beschreibung durch Gene-
tische Algorithmen auf das Modell zur Beschreibung der Matrix als ILP dargestellt. Dabei 
wird die Matrix nur durch parallele Leitungen modelliert, zwischen denen die Verbraucher 
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angeordnet sind. Die Darstellungen sind Äquivalent, jedoch lassen sich mit der parallelen 
Darstellung der Matrixleitungen Symmetrien im ILP vermeiden. Für die Modellierung des 
Optimierungsproblems werden eine Anzahl von Variablen und Indizes benötigt. In Tabelle 5.5 
sind diese Variablen und Indizes mit einer Erläuterung dargestellt. 
Mit diesen Variablen und Indizes kann das ILP äquivalent zu Gleichung (4.4) formuliert wer-
den: 
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Die zu optimierende Funktion (5.1) ist in diesem Fall die Anzahl nicht erfüllter zusätzlicher 
Funktionen. Um das ILP zu lösen, werden die Nebenbedingungen (5.2) bis (5.11), die im Fol-
genden beschrieben werden, benötigt. 
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Nebenbedingung (5.2) stellt sicher, dass sich ein bestimmter Verbraucher m auf genau einer 
Matrixposition befindet. Dazu wird die Summe der Entscheidungsvariable P(m,i,j) über alle 
Positionen gebildet. Mit der Nebenbedingung (5.3) wird gewährleistet, dass sich auf jeder 
Matrixposition, die durch die Indizes i und j repräsentiert wird, maximal ein Verbraucher 
befindet. Bedingung (5.4) legt fest, dass Verbraucher, die gemeinsam betrieben werden sollen, 
keine Leitung gemeinsam benutzen dürfen. Dazu werden für zwei Verbraucher u und v für 
jede Leitung i die entsprechenden Entscheidungsvariablen P(u,i,j) und P(v,i,j) summiert, wo-
bei die Leitung j variabel ist. Ist das Ergebnis dieser Summenbildung >1, dann wären die bei-
den Verbraucher u und v gemeinsam an der Leitung i angeschlossen. Das ist nach Bedingung 
(5.4) nicht zulässig. Die Bedingungen (5.5) bis (5.8) stellen sicher, dass keine Verbraucher 
ungewollt in Betrieb gesetzt werden, wie das in Abschnitt 3.1.3 beschrieben wird. Das ist in 
Abbildung 5.18 dargestellt. In dieser Abbildung sollen die Verbraucher u und v, die zwischen 
die Leitungen i=1 und j=2 bzw. k=3 und l=4 geschaltet sind, gemeinsam aber unabhängig von-
einander betrieben werden. Die in der Abbildung gekennzeichneten Matrixpositionen dürfen 
dazu nicht besetzt sein. So schließt beispielsweise die Bedingung (5.5) aus, dass auf Position 
(i;k)=(1;3) ein weiterer Verbraucher angeordnet ist. Die Bedingungen (5.6) bis (5.8) sind für 
die entsprechenden Positionen zuständig.  
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Bild 5.19 Illustration der Bedingungen (5.5) bis (5.8)  
Bedingung (5.9) stellt sicher, dass für alle Verbraucher F(u,v) = F(v,u) gilt. Nebenbedingung 
(5.10) stellt die Grundfunktionalität sicher, indem die Bedingungen, dass die Verbraucher u 
und v gemeinsam betrieben werden können, Grundbedingungen des ILP sind. Damit ist ein 
Modell entwickelt, das äquivalent zum Modell ist, das den Genetischen Algorithmen zu Grun-
de liegt.  
Es wird dem in Abschnitt 4.3.2 gezeigten Ablauf folgend eine Initiallösung für das aufgestellte 
ILP berechnet. Um den Rechenaufwand gering zu halten, wird die Initiallösung geschickt ge-
wählt. Beispielsweise werden in dieser Lösung alle Grundbedingungen durch das Setzen der 
entsprechenden Variablen F(u,v)=0 in (5.10) realisiert. Wenn das korrespondierende LP an 
dieser Stelle keine Lösung erzielen kann, gibt es für die festgelegten Grundbedingungen keine 
Lösung. Ist das LP der Initiallösung eine gültige Lösung, wird das Problem durch Setzen der 
Entscheidungsvariablen P und F weiter verzweigt, bis alle Zweige des Suchbaumes abgearbei-
tet sind oder eine Lösung des LP gleichzeitig eine gültige Lösung ILP ist.  
Zu Lösung des dargestellten ILP wird das kommerzielle Software-Tool XPress-MP [Dash04] 
eingesetzt. Dieses Tool kann für LP, MILP, ILP und andere Probleme effektiv eingesetzt wer-
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den. Für die Lösung von ILP arbeitet es auf Basis der Branch and Bound Methode (Abschnitt 
4.3.2), wobei die entsprechende Relaxation mittels der Simplex Methode gelöst wird. Die Mo-
delle der zu lösenden Programme können in einer speziell entwickelten Hochsprache oder 
aber in den bekannten Programmiersprachen C, C++ oder JAVA programmiert werden 
[Dash01]. Die Berechnung der im nachfolgenden Abschnitt dargestellten Optimierungsergeb-
nisse wurde am Institut für Angewandte Mathematik der Friedrich-Alexander Universität 
Erlangen-Nürnberg durchgeführt.  
5.5.2 Optimierungsergebnisse  
In diesem Abschnitt werden Optimierungsergebnisse, die mit dem ILP erzielt wurden, vorge-
stellt und mit Ergebnissen des Genetischen Algorithmus verglichen. Dazu wurden Optimie-
rungen mit Genetischen Algorithmen und Ganzzahligen Linearen Programmen unter gleichen 
Bedingungen durchgeführt. Es wurden für diese Untersuchung die Grund- und Komfortbe-
dingungen des Systems Sitzsteuerung nach Tabelle 6.4 zugrunde gelegt. Die Aufgabe bestand 
darin, die Gleichzeitigkeitsbedingungen an die Verbraucher, die sich aus Tabelle 6.4 ergeben, 
mit der kleinstmöglichen Struktur zu realisieren.  
Als Ergebnis der Untersuchung kann festgestellt werden, dass die beschriebenen Bedingun-
gen mit einer 4x4 Matrix erfüllt werden können. Es wurde nachgewiesen, dass die Bedingun-
gen mit der nächst kleineren Struktur nicht mehr realisierbar sind. Dieses Ergebnis wurde 
mit beiden Optimierungsverfahren erzielt. Weiterhin wurde sowohl mit den Genetischen Al-
gorithmen als auch mit der Optimierung mittels ILP festgestellt, dass sich keine der zusätzli-
chen Bedingungen nach Tabelle 6.4 in der 4x4 Matrix realisieren lassen. Da die Optimierung 
mittels ILP in jedem Fall ein exaktes Ergebnis liefert, kann geschlussfolgert werden, dass das 
Verfahren der Genetischen Algorithmen für die hier behandelten Strukturgrößen und 
Verbraucherstrukturen mit großer Sicherheit das globale Optimum erreichen kann. In Bild 
5.20 sind Beispiele von Strukturen, die mit den beiden Verfahren unter den beschriebenen 
Bedingungen erzielt wurden, dargestellt. 
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Bild 5.20 Strukturen für eine Sitzsteuerung berechnet mit Ganzzahliger Linearer Program-
mierung und Genetischen Algorithmen 
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Ein weiterer Untersuchungsgegenstand beim Vergleich von Ganzzahliger Linearer Program-
mierung und Genetischen Algorithmen sind die Grenzen, unter denen die beiden Verfahren 
sinnvoll eingesetzt werden können. Bei der Modellierung des Problems als ILP ist die Begren-
zung in der Rechenzeit zu sehen, die das Verfahren für die Berechnung einer gültigen Lösung 
benötigt. Bei Genetischen Algorithmen besteht die Begrenzung darin, dass nicht mit Sicher-
heit gesagt werden kann, ob die erhaltene gültig Lösung die optimale Lösung ist. Um diese 
Grenzen aufzuzeigen, wurden von beiden Verfahren verschiedene Strukturen unter gleichen 
Bedingungen berechnet. Bei der Optimierung mit Genetischen Algorithmen konnten die Re-
chenzeiten ermittelt werden, bei der Optimierung mit Hilfe eines Ganzzahligen Linearen Pro-
gramms war das nicht ohne weiters möglich. Die Auslastung der Matrix betrug bei den Versu-
chen jeweils ca. 40%. Die Fitnessgröße war in diesem Fall die Anzahl aller gültigen Systemzu-
stände. In Tabelle 5.6 sind die Daten der Strukturen sowie die erreichten Fitnesswerte und 
die benötigten Rechenzeiten der Genetischen Algorithmen dargestellt. 
Tabelle 5.6 Fitnesswerte und Rechenzeiten mit Ganzzahliger Linearer Optimierung und Ge-
netischen Algorithmen 
ILP
Struktur-
größe
Verbraucher-
anzahl Rechenzeiten /min Fitness Fitness
3x3 6 0,167 9 9
3x4 9 1,5 18 18
4x4 11 6,25 30 30
4x5 15 81 54 54
5x5 18 673 81 81
5x6 22 5970 144 ?
? keine Ergebnisse
Versuchsbedingungen Genetische Algorithmen
 
Wie in Tabelle 5.6 dargestellt, wurden mit Hilfe der Ganzzahligen Linearen Programmierung 
Ergebnisse bis zu einer Strukturgröße von 5x6 erzielt. Bis zu dieser Größe der Matrix wurden 
von den Genetischen Algorithmen gleiche Fitnesswerte erreicht, so dass davon ausgegangen 
werden kann, dass die Genetischen Algorithmen in diesem Bereich mit hoher Wahrschein-
lichkeit das globale Optimum erreichen. Bei größeren Strukturen kann dazu jedoch keine 
Aussage getroffen werden. Zur Rechenzeit kann allgemein formuliert werden, dass die Model-
lierung als ILP bei kleinen Strukturen schneller eine gültige Lösung findet als die Geneti-
schen Algorithmen, jedoch bei größeren Strukturen deutlich länger braucht oder gar keine 
Lösung findet. In diesen Fällen sind die Genetischen Algorithmen im Vorteil, da sie zumindest 
ein Lösung erzeugen, auch wenn diese möglicherweise nicht die Optimallösung darstellt.  
5.6 Zusammenfassung und Bewertung  
Mit Genetischen Algorithmen und Integer Linear Programming werden zwei Optimierungs-
methoden für die Matrixstruktur vorgestellt. Während das ILP Verfahren exakte Lösungen 
ermittelt, ist bei der Anwendung der Genetischen Algorithmen nicht garantiert, dass das glo-
bale Optimum vom Algorithmus gefunden wird.  
Die Grundidee der Optimierung mit Genetischen Algorithmen ist, von zufälligen Anfangslö-
sungen ausgehend, durch eine gezielte Veränderung der Lösungen, die aus Mutation und Re-
kombination bestehen kann, Lösungen mit verbesserten Gütewerten zu erhalten. Die Güte-
größe ist dabei ein Wert, der die Qualität einer Lösung hinsichtlich der zu optimierenden Ei-
genschaft eindeutig widerspiegelt. In diesem Fall ist das die Gültigkeit von Systemzuständen, 
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die zur Realisierung der Funktion benötigt werden. Das Optimierungstool basierend auf Ge-
netischen Algorithmen besteht im Wesentlichen aus den Algorithmen des Generationsüber-
gangs und den Algorithmen zur Berechnung der Güte der Lösungen. Der Generationsüber-
gang wird mit einer Kombination von PMX Rekombination, Exchange Mutation und Invadeo-
perator erreicht. Dabei spielt die Auswahlwahrscheinlichkeit der Operatoren in Abhängigkeit 
von der berechneten Generationszahl eine wesentliche Rolle. Die zum Generationsübergang 
verwendeten Lösungen werden durch die Roulette Wheel Parent Selection ermittelt, bei der 
die Wahrscheinlichkeit selektiert zu werden von der Fitness in Relation zur Gesamtfitness der 
Population abhängt.  
Bei der Berechnung der Güte einer Lösung wird die Matrix in einen Graph umgewandelt. Die 
zu prüfenden Systemzustände werden durch Start- und Zielknoten repräsentiert. Der Algo-
rithmus sucht alle Pfade zwischen Start- und Zielknoten und bewertet diese auf Gültigkeit. 
Ist ein ungültiger Pfad enthalten, wird der gesamte Zustand der Matrix ungültig und die Lö-
sung kann nicht alle erforderlichen Zustände erfüllen. Das Optimierungstool kann über eine 
Reihe von Parametern an die zu lösende Optimierungsaufgabe angepasst werden. Dabei kann 
zwischen verschiedenen Optimierungsoptionen gewählt und die Verbraucher in eine Anzahl 
von Verbrauchergruppen unterteilt werden. Dadurch ist es möglich, mit wenigen Versuchen 
und in kurzer Zeit gute Optimierungsergebnisse zu erhalten.  
In diesem Abschnitt wurde auch eine Modellierung des Anordnungsproblems durch ein Ganz-
zahliges Lineares Programm vorgestellt. Da dieses Verfahren exakte Ergebnisse liefert, konn-
te es zur Evaluierung der Ergebnisse verwendet werden, die mit Hilfe der Genetischen Algo-
rithmen erzielt wurden. Es konnte dabei gezeigt werden, dass die genetischen Algorithmen im 
untersuchten Bereich der Strukturgröße mit großer Wahrscheinlichkeit das globale Optimum 
erreichen können. 
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6 Experimentelle Untersuchungen 
In den vorangegangenen Abschnitten wurde ein Optimierungstool zur Optimierung der mat-
rixförmigen Vernetzungsschaltung, basierend auf Genetischen Algorithmen, vorgestellt. Mit 
diesem Optimierungstool kann die Anordnung der Verbraucher so gestaltet werden, dass die 
Anforderungen an die Verfügbarkeit der Verbraucher durch eine reale Funktion realisiert 
werden können. Das Optimierungstool stellt damit eine wichtige Vorraussetzung für die An-
wendung der Matrixschaltung dar. 
In Abschnitt 6.1 wird untersucht, mit welchen Parametern die Performance der Optimierung 
weiter verbessert werden kann. Dazu werden die Ergebnisse von Untersuchungen dargestellt, 
die zum Ziel haben, die Verbraucherstruktur so effektiv zu gestalten, dass eine hohe Perfor-
mance des Optimierungssystems erreicht wird. In den weiteren Abschnitten werden reale 
Funktionen optimiert. Es wird dabei untersucht, mit welchen Strukturgrößen sich diese 
Funktionen darstellen lassen und welche Ergebnisse hinsichtlich der  Performance mit diesen 
Strukturen erreicht werden können. 
6.1 Optimierungsstrategien 
Im Allgemeinen wird das Ergebnis der Optimierung mit Hilfe von Genetischen Algorithmen 
die zuvor vereinbarten Bedingungen mehr oder weniger gut, im Idealfall jedoch vollständig 
erfüllen. In praktischen Aufgaben wird es Anforderungen geben, die unter allen Umständen 
zu erfüllen sind, und es wird Anforderungen geben, die erfüllt werden können. Es ist daher zu 
untersuchen, mit welchen Parametern das Ergebnis beeinflussbar ist und in welcher Form sie 
das Ergebnis der Optimierung steuern können. Zur Steuerung der Optimierung können die 
Parameter: 
• Priorisierung der Verbraucher 
• Gruppierung der Verbraucher 
• Art des „Electronic Diac“  
• Größe der verwendeten Struktur 
dienen. In den folgenden Abschnitten wird die Beeinflussung der Optimierungsergebnisse 
durch diese Parameter untersucht.  
6.1.1 Teststruktur und Verbraucherkonfiguration 
Zur Untersuchung der in Abschnitt 6.1 genannten Parameter und zur Bewertung der Ergeb-
nisse werden eine Teststruktur und eine Verbraucherkonfiguration festgelegt. 
Als Teststruktur für die Untersuchung zur Priorisierung wurde eine 3x4 Matrix betrachtet. 
Diese war mit 11 Verbrauchern mit passiven Diacs besetzt. Zwischen den einzelnen Verbrau-
chern bestehen 34 anwendungsspezifische Gleichzeitigkeitsbedingungen. Bei der Untersu-
chung des Einflusses von Gruppierung und Art des Diacs wird eine 4x4 Matrix verwendet. Es 
werden auch hierbei 11 Verbraucher in der Matrix angesteuert. Das entspricht einer Auslas-
tung der Matrix von ca. 40% Die Verbraucher werden drei Verbrauchergruppen zugeordnet, 
die in Tabelle 6.1 dargestellt sind. 
Bei der Ermittlung des Einflusses der Größe der Struktur kommen verschiedene Matrixgrö-
ßen zum Einsatz. Dabei wird die Auslastung der Matrixstruktur je nach Versuch konstant bei 
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ca. 40% bis 60% gehalten, so dass sich für die Untersuchung jeder Struktur relativ die glei-
chen Verhältnisse ergeben. In diesen Versuchen werden die Verbraucher keinen bestimmten 
Gruppen zugeordnet. 
Tabelle 6.1 Verbraucherstruktur  
Nr. Bezeichnung Anzahl Bezeichnung
1 Verstellungen I 7 1 - 7
2 Verstellungen II 2 8- 9
3 Klima 2 10 - 11
Verbrauchergruppe Verbraucher
 
6.1.2 Versuchsauswertung 
Zu den in Abschnitt 6.1 genannten Parametern wurde eine Anzahl von Versuchen mit Geneti-
schen Algorithmen durchgeführt, die in diesem Abschnitt dargestellt und bewertet werden.  
Es wird davon ausgegangen, dass bei realen Funktionen verschiedene Verbraucher unter-
schiedliche Wichtigkeiten aufweisen bzw. unterschiedliche Verbraucherkombinationen mit 
unterschiedlicher Häufigkeit und Wichtigkeit aufgerufen werden. Im Optimierungstool kann 
die Priorisierung der Verbraucher durch den Verbraucherparameter „priority“ (siehe Tabelle 
5.3) beeinflusst werden. Eine Erhöhung des Parameters führt zu einer Höherbewertung der 
Fitness dieses Verbrauchers, indem der erreichte Fitnesswert mit der Priorisierung multipli-
ziert wird. Zur Untersuchung des Einflusses dieses Parameters wurde der Verbraucherpara-
meter priority bei den Verbrauchern der einzelnen Gruppen schrittweise erhöht. Dabei wurde 
die Fitness der einzelnen Gruppen beobachtet.  
In Bild 6.1 sind die Ergebnisse für die Priorisierung der Verbrauchergruppe Klima dargestellt. 
Dabei sind von der Gruppe Klima maximal 4 Bedingungen, von der Gruppe Verstellungen II 
maximal 3 und bei der Gruppe Verstellungen I maximal 27 Bedingungen zu erfüllen. Bei die-
sem Versuch wurde der Parameter „priority“ aller Verbraucher der Gruppe Klima schrittweise 
erhöht und die Fitness der Verbrauchergruppen erfasst. 
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Bild 6.1 Priorisierung der Verbrauchergruppe Klima 
An Hand der Darstellung in Bild 6.1 lässt sich erkennen, dass bei einer kleinen Verbraucher-
gruppe, wie sie die Gruppe Klima darstellt, eine geringe Erhöhung der Priorität der Verbrau-
cher dieser Gruppe die entsprechenden Bedingungen stark überbewertet und zu einer vorran-
gigen Erfüllung dieser Bedingungen führt.  
6.1 Optimierungsstrategien 
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In Bild 6.2 sind die Ergebnisse für die Priorisierung der Verbrauchergruppe Verstellungen I 
dargestellt. Die Gruppe Verstellungen I stellt im Vergleich zu den Gruppen Verstellungen II 
und Klima eine große Gruppe dar. Auch hierbei kann durch eine geringe Erhöhung der Priori-
sierung ein schneller Anstieg der Fitness dieser Gruppe erzielt werden. Die Fitness der Grup-
pe Klima geht wie erwartet sofort stark zurück, während die Fitness der Gruppe Verstellun-
gen II nicht auf den Minimalwert von 2 absinkt. Das ist dadurch zu erklären, dass Bedingun-
gen der Gruppe Verstellungen I auch Verbraucher der Gruppe Verstellungen II betreffen. Das 
bedeutet, dass Bedingungen, bei denen Verbraucher aus beiden Gruppen miteinander kombi-
niert werden, insgesamt eine hohe Priorisierung erfahren und demzufolge auch bei der Prü-
fung der Bedingungen der Verbrauchergruppe Verstellungen II erfüllt werden. Es wäre für 
die Zielgenauigkeit der Optimierung durchaus sinnvoll, nicht ganze Verbraucher mit einer 
Priorität zu belegen, sondern vielmehr jede Bedingung mit einem Parameter Priorität zu ver-
sehen. Dann ist es möglich, jede Bedingung einzeln auf ihre Wichtigkeit hin zu bewerten. 
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Bild 6.2 Priorisierung der Verbrauchergruppe Verstellungen I 
Auf Grund der vorgestellten Ergebnisse lässt sich feststellen, dass es möglich ist, durch die 
Priorisierung von Verbrauchern oder Bedingungen das Ergebnis der Optimierung zu beein-
flussen. Durch das gezielte Favorisieren von Bedingungen kann beispielsweise eine Grund-
funktionalität sichergestellt werden.  
Es wurde weiterhin untersucht, welchen Einfluss die Form des Diacs auf das Ergebnis der 
Optimierung ausübt. Grundsätzlich sind drei Verbraucherkonfigurationen vorstellbar 
• Kein Diac 
• Passives Diac, das bei Anliegen der vollständigen Versorgungsspannung ohne Steuer-
signal leitend wird 
• Aktives Diac, das bei Anliegen eines Steuersignals leitend wird 
In einer Anordnung könnten also Verbraucher mit den drei Konfigurationen von Diacs auftre-
ten, um ein bestimmtes Problem zu lösen. Dabei ist es möglich, eine Reihe von Verbrauchern 
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ohne Diac auszurüsten, dafür jedoch andere Verbraucher mit aktiven Diacs zu versehen, um 
damit die zu realisierende Funktion sicherzustellen. Letztendlich wird der Einsatz der Konfi-
gurationen von den Kosten und damit von den genauen Einsatzumständen bestimmt. Bei den 
durchgeführten Versuchen wurde von einer Struktur ohne Diacs ausgehend die Anzahl der 
Diacs schrittweise erhöht und die Fitness der Lösung aufgezeichnet. Dabei war von besonde-
rem Interesse, ab welcher Anzahl von Diacs die zu realisierende Funktion der Anordnung 
erstmals sichergestellt werden kann. Dazu wurden die Verbraucher im ersten Versuch mit 
aktiven Diacs versehen, während die Verbraucher im zweiten Versuch mit passiven Diacs 
ausgestattet wurden. 
In Bild 6.3 sind die Ergebnisse für den Versuch mit aktiven Diacs dargestellt. Es ist zu erken-
nen, dass die Fitness der Anordnung mit steigender Zahl an Diacs stark zunimmt, jedoch ab 7 
von 11 Diacs kaum noch eine Erhöhung der durchschnittlichen Güte zu verzeichnen ist. Bei 
einer Anzahl von 7 aktiven Diacs kann die Gesamtfunktion erstmals realisiert werden. Das 
entspricht einem Ausrüstungsgrad von ca. 64%. 
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Bild 6.3 Fitnessentwicklung bei Implementierung aktiver Diacs 
In Bild 6.4 ist die Entwicklung der Güte bei der Ausrüstung der Verbraucher mit passiven 
Diacs dargestellt. Auch hierbei war eine maximale Fitness von 34 zu erreichen. Es zeigt sich 
hierbei, dass erst bei einem Ausrüstungsgrad von 100% der Verbraucher mit passiven Diacs 
die maximale Fitness erreicht und damit alle Bedingungen erfüllt werden können. Das bedeu-
tet, im Allgemeinen muss jeder Verbraucher mit einem passiven Diac ausgerüstet werden.  
Letztendlich muss ein Vergleich der Kosten darüber entscheiden, ob es in dem konkreten Fall 
sinnvoll ist, alle Verbraucher mit passiven Diacs oder eine bestimmte Anzahl von Verbrau-
chern mit aktiven Diacs auszurüsten. Dabei sind natürlich auch Kombinationen beider Lö-
sungen möglich. 
In Bild 6.5 ist die Entwicklung der erfüllbaren Bedingungen in Abhängigkeit von der Anzahl 
der Zeilen und Spalten, d.h. der Strukturgröße, dargestellt. Die Strukturen waren dabei zu je 
50% besetzt. Die Optimierung wurde nach der Optimierungsoption 1, d.h. alle Verbraucher-
kombinationen, durchgeführt. Bei diesen Versuchen waren die Verbraucher mit passiven Di-
acs ausgerüstet. 
6.1 Optimierungsstrategien 
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Bild 6.4 Fitnessentwicklung bei Implementierung passiver Diacs 
Aus Bild 6.5 kann man ableiten, dass mit steigender Strukturgröße und steigender Verbrau-
cheranzahl mehr Bedingungen je Verbraucher erfüllt werden können. Die Anzahl der erfüll-
baren Bedingungen steigt überproportional an, während die Anzahl der Bedingungen je 
Verbraucher ungefähr linear wächst. Das heißt, je größer die Struktur ist, umso effektiver 
kann die Matrixschaltung gestaltet werden. In der Praxis wird es jedoch so sein, dass je mehr 
Verbraucher in der Struktur implementiert werden, umso mehr Bedingungen an die zeitliche 
Unabhängigkeit werden beachtet und als Bedingungen in der Optimierung formuliert werden 
müssen. Bei Funktionen, bei denen eine Vielzahl von Verbrauchern unabhängig zu betreiben 
ist, kann die Anzahl der Bedingungen zwischen den Verbrauchern schnell überproportional 
ansteigen. Hierbei ist es fraglich, ob alle Bedingungen einer erhöhten Anzahl von Verbrau-
chern in einer größeren Struktur erfüllbar sein werden. Das muss eine Optimierung dann im 
konkreten Fall prüfen.  
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Bild 6.5 erfüllbare Bedingungen in Abhängigkeit von der Strukturgröße 
Zusammenfassend kann festgestellt werden, dass das Ergebnis der Optimierung der Anord-
nung der Verbraucher in der matrixförmigen Vernetzungsstruktur mit den Parametern Prio-
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risierung, Art der Diacs und Strukturgröße gesteuert werden kann. Jedoch hat jede neue Auf-
gabenstellung eigene Randbedingungen in Form von geforderten Unabhängigkeiten der 
Verbraucher untereinander. Da sich auf Grund der Vielzahl von Lösungen meist nicht vorher-
sagen lässt, wie eine optimale Lösung aussehen kann, kann nur eine eigene Optimierung für 
jedes Problem eine Verbraucheranordnung bereitstellen, die den Bedingungen genügt. Durch 
die Variation der Parameter kann sich dann eine weitere Optimierung der Struktur ergeben, 
die sich in einem geringeren Gesamtaufwand für die Schaltungstechnik äußern kann. Von 
diesem Aspekt ausgehend, ist es durchaus sinnvoll die genannten Parameter zu variieren. 
6.2 Optimierung einer Sitzsteuerung 
In diesem Abschnitt wird die Sitzsteuerung eines Oberklassefahrzeuges analysiert und aus-
gehend von den Anforderungen an die Gleichzeitigkeit der Verbraucher mit dem beschriebe-
nen Optimierungstool optimiert. Aus fahrzeugtechnischen Gründen soll die Struktur beste-
hend aus je einem Sitzsteuergerät für Fahrer- und Beifahrersitz beibehalten werden. 
6.2.1 Verbraucherstruktur 
In den Sitzen moderner Fahrzeuge kann bei hochwertiger Ausstattung eine Vielzahl von Kom-
fort- und Sicherheitsfunktionen realisiert sein. Diese reichen von einfachen Sitzheizungen bis 
hin zu dynamischer vom Fahrzustand des Fahrzeugs abhängiger Veränderung der Sitzpolster. 
Diese Funktionen werden vollständig oder Teilweise von  elektrischen Verbrauchern realisiert. 
Tabelle 6.2 gibt eine genaue Aufstellung der elektrischen Verbraucher, die sich in einem mo-
dernen Fahrzeugsitz befinden können. 
Tabelle 6.2 Verbraucher im Sitz 
Nr. Bezeichnung Funktion Leistung P/W KZ
1 Sitz Längsverstellung Verstellung des Sitzes in Längsrichtung 145 LV_l
2 Sitz Höhenverstellung hinten Höhenverstellung des Sitzes 145 HH
3 Sitz Höhenverstellung vorn Neigungsverstellung des Sitzes 145 HV
4 Sitzkissen Verstellung der Sitzkissentiefe 145 SK
5 Sitz Lehnenverstellung Verstellung der Sitzlehne 145 L
6 Kopfstützenverstellung Verstellung der Kopfstütze 12 KS
7 Schnellverstellung 
Verstellung der Längsachse mit hoher 
Geschwindigkeit 145 LV_s
8 Lenksäulenverstellung h/t Verstellung der Lenksäule hoch / tief 145 LS_h/t
9 Lenksäulenverstellung v/z Verstellung der Lenksäule vor / zurück 145 LS_v/z
10 Sitzheizung Beheizung von Sitzkissen und Lehne 100 Hz
11 Sitzlüftung Belüftung von Sitzkissen und Lehne 6 Lü
12 Ventile FDS
Befüllung und Entlüftung von 
Luftkissen des Fahrdynamischen Sitzes je 35 FDS  
Die im Sitz verbauten Elektromotoren dienen der elektrischen Verstellung des Sitzes in den 6 
beschriebenen Achsen. Die Verstellung kann dabei manuell oder automatisch erfolgen. Auto-
matisch bedeutet hierbei, dass der Sitz vorher gespeicherte Positionen einnimmt. Diese Posi-
tionen können einerseits manuell gespeichert werden (Memory), was zur individuellen Anpas-
sung des Sitzes an verschiedene Fahrer dient, oder sie sind durch die Funktion vorgegeben 
(Einstiegshilfe, Fondraumzugang). Mit Hilfe der Sitzheizung und Sitzlüftung kann der Sitz 
entsprechend den Wünschen des Fahrers klimatisiert werden. Diese Verbraucher sind in je-
weils drei Stufen einstellbar. Der Fahrdynamische Sitz (FDS) passt die Kontur des Sitzes in-
dividuell an den Fahrer an und verändert diese in Abhängigkeit von der Fahrsituation (Kur-
6.2 Optimierung einer Sitzsteuerung 
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venfahrt). Zur Realisierung dieser Funktion sind in den Sitz Luftkissen eingebracht, die nach 
den Vorgaben des Steuergerätes FDS befüllt oder evakuiert werden. Die Pumpe zum Druck-
aufbau befindet sich im Bereich des Kofferraums. Im Sitz des untersuchten Fahrzeugs sind 4 
Luftkissen implementiert, deren Füllzustand jeweils unabhängig voneinander geregelt wer-
den können. Dazu sind für jedes Kissen je ein Ventil zum Be- und Entlüften erforderlich.  
Bei der hier dargestellten Realisierung der Sitzelektronik in Form einer Matrixschaltung 
werden nur die Verbraucher zur Verstellung von Sitz und Lenksäule sowie die Verbraucher 
zur Klimatisierung des Sitzes berücksichtigt. Da der Fahrdynamische Sitz ein in sich abge-
schlossenes System mit geringem Anteil elektrischer Aktuatoren ist, wird diese Funktion 
nicht in die Matrix mit aufgenommen. 
6.2.2 Funktionale Anforderungen 
Sitzverstellung und Sitzklimatisierung erfüllen eine ganze Anzahl von Funktionen. Dabei 
sind die folgenden Grobfunktionalitäten zu realisieren: 
• Manuelle Sitzverstellung 
• Sitzverstellung mit Memory 
• Einstiegs- / Ausstiegshilfe 
• Fondraumzugang (Coupé) 
• Kennfelder zur Kollisionsvermeidung 
• Vorcrash-Positionierung  
• Sitzklimatisierung  
Die aufgeführten Funktionalitäten werden in den meisten Fällen von mehr als einem 
Verbraucher realisiert. Dadurch ergibt sich eine Anzahl von Gleichzeitigkeitsbedingungen 
zwischen den einzelnen Verbrauchern. 
Tabelle 6.3 Gruppeneinteilung des konventionellen Sitzsteuergerätes  
Gruppe I Gruppe II Gruppe III
Längsverstellung Lehnenverstellung Lenksäulenverstellung h/t
Höhenverstellung vorn Höhenverstellung hinten Lenksäulenverstellung v/z
Sitzkissen Kopfstütze  
Die Struktur des derzeitigen Seriensteuergerätes ist in Anhang A6 dargestellt. In diesem 
Steuergerät werden diese Gleichzeitigkeitsbedingungen durch eine Aufteilung der Verbrau-
cher in drei Gruppen realisiert. Dabei kann zu jedem Zeitpunkt genau ein Verbraucher aus 
jeder Gruppe in Betrieb sein. Durch die Kombinationen der Verbraucher, die sich aus der 
Gruppeneinteilung ergeben, werden alle im derzeitigen Sitz realisierten Funktionen abgebil-
det. Die Gruppeneinteilung für eine Karosserievariante der untersuchten Fahrzeugklasse ist 
in Tabelle 6.3 dargestellt.  
In der Matrixstruktur müssen die Bedingungen an die Unabhängigkeit der Verbraucher ein-
zeln formuliert und in der Optimierung hinterlegt werden. Dazu wurde analysiert, welche 
Funktionalitäten welche Bedingungen an die Verbraucher stellen. Tabelle 6.4 gibt eine Über-
sicht über die verschiedenen Funktionalitäten und deren Anforderungen an die betroffenen 
Aktuatoren. Es gilt die neben der Tabelle stehende Zuordnung zu den Gruppen Grund-, Kom-
fort- und zusätzliche Funktion. 
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Das derzeitig im Fahrzeug eingesetzte Steuergerät mit der Gruppeneinteilung der Verbrau-
cher erfüllt alle Bedingungen der Gruppen Grund- und Komfortfunktionen, nicht jedoch die 
Bedingungen der zusätzlichen Funktionen. Durch die Gruppeneinteilung der Verbraucher 
können über die Grund- und Komfortfunktionen hinaus weitere Funktionen erfüllt werden, 
die sich aus der Kombination der Verbraucher der Gruppen ergeben. Diese Verbraucherkom-
binationen können bei Memoryverstellungen die Gesamtverstellzeit effektiv verkürzen. Die 
durch die Gruppierung möglichen Kombinationen sind in Anhang A4 vollständig aufgelistet. 
Tabelle 6.4 Bedingungen zwischen Verbrauchern der Sitzsteuerung 
Funktion Aktuator 1 Aktuator 2
KS - Voreinstellung LV_l KS
LV_l L
HH HV
KS HH
LV_l KS
KS L
Fondraumzugang LV_s L
LV_l L
HH L
E/A - Hilfe LV LS_h/t
Sitzklima Hz Lü
LV_l LS_v/z
L LS_v/z
LV_l L
HH HV
LV_l L
HH HV
LV HH
LV SK
Kollisionsvermeidung Sitz
Pre-Save
Kollisionsvermeidung Dach
Kollisionsvermeidung Rücksitz
Memory Komfort
Manuell Komfort
     
Grundfunktion
Komfortfunktion
zusätzliche Funktion  
Das bedeutet für die Realisierung der Sitzsteuerung in einer Matrixschaltung, dass die Origi-
nalkonfiguration und möglichst viele zusätzliche Funktionen erreicht werden sollten. Mindes-
tens sollten jedoch die Bedingungen aus den Gruppen Grund- und Komfortfunktionen sowie 
eine möglichst hohe Anzahl aus der Gruppe zusätzliche Funktionen realisiert werden können. 
Oberstes Ziel der Optimierung muss es sein, dass für den Kunden keine Einschränkung der 
Funktion unmittelbar wahrnehmbar ist.  
Tabelle 6.5 Funktionen der verschiedenen Fahrzeugtypen der untersuchten Fahrzeugklasse 
Funktion / Baureihe BRxxx_F BRxxx_B BRyyy_F BRyyy_B BRzzz_F BRzzz_B
Kopfstützenvoreinstellung x x x x x x
Pre-Save x x x
Kollisionsvermeidung Dach x x x x
Fondraumzugang x x
Kollisionsvermeidung 
Rücksitz x x
E/A Hilfe x x x
Sitzklima x x x x x x
Memory Komfort x x x x x x
Manuell Comfort x x x x x x
Kollisionsvermeidung Sitz x x x x x x  
In Tabelle 6.4 sind alle Funktionen aufgeführt, die in der untersuchten Fahrzeugklasse reali-
siert sind. Dabei werden jedoch nicht alle Funktionen in jedem Fahrzeugtyp gebraucht. 
Tabelle 6.5 zeigt, welche Funktionen in welchem Fahrzeugtyp umgesetzt werden müssen. Es 
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gelten dabei wieder die farblichen Zuordnungen aus Tabelle 6.4. Das heißt also, in allen Fahr-
zeugtypen sind eine Reihe von Grundfunktionen und typspezifisch weitere Funktionen zu 
realisieren, die speziell auf den Fahrzeugtyp ausgerichtet sind. Für jeden Fahrzeugtyp muss 
also eine eigene Simulation durchgeführt werden und folglich wird sich für jeden Typ eine 
andere Anordnung der Verbraucher ergeben, die den Bedingungen dieses Fahrzeugtyps ge-
recht wird. Ziel der Optimierung der verschiedenen Typen ist die Realisierung der Funktionen 
aller Fahrzeuge mit ein und derselben Strukturgröße. 
6.2.3 Optimierungsergebnisse 
Wie in Abschnitt 6.2.2 beschrieben, ist das Ziel der Optimierung eine Struktur zu entwerfen, 
mit der es möglich ist, die Sitzelektronik verschiedener Fahrzeugtypen zu realisieren. Dabei 
sind die in Tabelle 6.6 aufgeführten Bedingungen für den jeweiligen Fahrzeugtyp zu erfüllen. 
In dieser Tabelle sind die Grund- und Komfortbedingungen, die sich aus den Tabellen 6.4 und 
6.5 ergeben, sowie die Funktionen des Originalsteuergeräts, die nach Anhang A4 zusätzlich zu 
den Grund- und Komfortbedingungen realisiert werden können, angegeben. Darüber hinaus 
sind die Funktionen dargestellt, die über die Funktionalität des Originalsteuergerätes hi-
nausgehen, deren Realisierung jedoch die Verstellzeiten bei manuellen Verstellungen und 
Memoryverstellungen verkürzen würden und daher durchaus wünschenswert wären [Reus05]. 
Tabelle 6.6 Bedingungen aufgeschlüsselt auf die Fahrzeugtypen  
Aktuator 1 Aktuator 2 F B F B F B
Grund- und Komfortfunktionen
LV_l L x x x x x x
LV_l HH x x x x x x
LV_l KS x x x x x x
LV_l LS_h/t x x x
LV_l LS_v/z x x x
HV HH x x x x x x
L LS_v/z x x x
LV_s L x x
HZ LÜ x x x x x x
Originalfunktionen zusätzlich zu Grund- und Komfortfunktionen 
HV L x x x x x x
HV KS x x x x x x
SK HH x x x x x x
SK L x x x x x x
SK KS x x x x x x
zusätzliche Funktionen
L KS x x x x x x
L HH x x
HH KS x x x x x x
LV_l SK x x x x x x
Bedingungen BRxxx Bryyy BRzzz
 
Nach Tabelle 6.6 müssen die meisten Bedingungen von allen Fahrzeugtypen sowohl für die 
Fahrerseite (F) als auch für die Beifahrerseite (B) realisiert werden. Funktionen, die mit der 
Lenksäule in Verbindung stehen, sind auf die Fahrerseite beschränkt. Verbraucherbedingun-
gen, die nur zur Realisierung von typspezifischen Funktionen benötigt werden, müssen dem-
zufolge nur von diesen Fahrzeugtypen erfüllt werden. Für die Optimierung des Systems be-
deutet das, dass die Anordnung der Verbraucher für jeden Fahrzeugtyp getrennt unter den 
jeweiligen Bedingungen optimiert werden muss.  
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Die Anordnungen, die in diesem Abschnitt dargestellt sind, wurden mit Hilfe der Genetischen 
Algorithmen optimiert. Es wurden in allen Strukturen Verbraucher eingesetzt, die mit passi-
ven Diacs ausgerüstet waren. Dabei wird zunächst von den Originalbedingungen ausgegangen. 
Von der benötigten Strukturgröße ausgehend werden dann die zusätzlichen Funktionen hin-
zugefügt bzw. die Bedingungen auf die Grund- und Komfortfunktionalität reduziert.  
Tabelle 6.7 Ergebnisse für 4x4 Matrix (F) bzw. 4x3 Matrix (B) 
Baureihe
Bedingungen / Sitzkonfiguration F B F B F B
Originalbedingungen + + + + + +
Originalbedingungen + LV_l/SK − − ● ● − −
Originalbedingungen + LV_l/SK - (SK/L + SK/HH + SK/KS) + + ● ● + +
Originalbedingungen + zusätzliche Bedingungen − − − − − −
Komfortbedingungen + + + + + +
Komfortbedingungen + LV_l/SK + + − + + +
Komfortbedingungen + LV_l/SK + weitere zus. Bedingungen − − − − − −
+ Bedingung erfüllt;  - Bedinungen nicht erfüllt; ● Bedingung nicht geprüft
BRxxx Bryyy BRzzz
 
Zunächst wurde die Optimierung der Struktur auf Basis einer 4x3 Matrix für den Fahrersitz 
(F) und einer 3x3 Matrix für den Beifahrersitz (B) durchgeführt. Dabei konnten jedoch keine 
verwertbaren Ergebnisse erzielt werden. Die Strukturgröße reicht in diesem Fall offensicht-
lich nicht aus, um mindestens die Grund- und Komfortbedingungen der Sitzsteuerung zu er-
füllen. Die Ergebnisse der Erweiterung auf eine 4x4 Struktur (F) bzw. 3x4 Struktur (B) sind 
in Tabelle 6.7 dargestellt. Mit diesen Strukturgrößen kann in jedem Fall die Originalfunktio-
nalität sichergestellt werden. Das beinhaltet jedoch auch die Grund- und Komfortbedingungen 
nach Abschnitt 6.2.2. Zusätzlich zu den Originalfunktionen können keine weiteren Bedingun-
gen erfüllt werden. Nur bei Reduzierung um die Gleichzeitigkeitsbedingungen der Sitzkissen-
verstellung kann eine der zusätzlichen Funktionen erfüllt werden. Auch die Reduzierung der 
Originalbedingungen auf die Grund- und Komfortfunktionen resultiert nicht in der Erhöhung 
der Anzahl zusätzlich realisierter Funktionen. 
Tabelle 6.8 Ergebnisse für 4x5 Matrix (F) bzw. 4x4 Matrix (B) 
Baureihe
Bedingungen / Sitzkonfiguration F B F B F B
Originalbedingungen + + + + + +
Originalbedingungen + LV_l/SK + + ● ● + +
Originalbedingungen + HH/KS + + ● ● + +
Originalbedingungen + HH/L ● ● ● ● + +
Komfortbedingungen + + + + + +
Komfortbedingungen + LV_l/SK + HH/KS + L/KS + + + + + +
Komfortbedingungen + HH/KS + HH/L ● ● ● ● + +
Komfortbedingungen + L/KS + HH/L ● ● ● ● + +
+ Bedingung erfüllt;  - Bedinungen nicht erfüllt; ● Bedingung nicht geprüft
BRxxx Bryyy BRzzz
 
In Tabelle 6.8 sind die Ergebnisse der Optimierung für eine 4x5 Matrix (F) und eine 4x4 Mat-
rix (B) dargestellt. Bei der Optimierung auf Basis dieser Strukturgrößen wurde von den Er-
gebnissen der 4x4 (F) bzw. 3x4 (B) Matrix ausgegangen. Das bedeutet, es wurden mit den ver-
größerten Strukturen Funktionalitäten abgeprüft, die mit der 3x4 bzw. 4x4 Struktur nicht 
realisierbar, jedoch für die Gesamtfunktionalität sinnvoll sind.  
Zunächst konnte wie bei den vorangegangenen Versuchen die Original- und die Komfortfunk-
tionalität sichergestellt werden. Es können jedoch im Vergleich zur 4x4 bzw. 3x4 Matrix wei-
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tere Funktionalitäten realisiert werden. So können für die Baureihen BRxxx und BRzzz die 
gleichzeitigen Bewegungen der Achsen LV_l/SK, HH/KS sowie HH/L erreicht werden. Diese 
Kombinationen werden zur Umsetzung von Ausweichbewegungen benötigt. Im Originalsteu-
ergerät werden diese Ausweichbewegungen nur unter Abschaltung der Hauptverstellachse 
realisiert. Durch die Erfüllung dieser Bedingungen können diese Ausgleichsbewegungen ohne 
Abschaltung der Hauptverstellachse realisiert werden, so dass die Verstellzeiten reduziert 
werden können. Setzt man die Komfortbedingungen nach den Tabelle 6.4 und Tabelle 6.6 als 
ausreichend voraus, können für die Baureihen BRxxx und BRyyy alle gewünschten zusätzli-
chen Funktionalitäten realisiert werden. Bei der Baureihe BRzzz hingegen können trotz der 
Vergrößerung der Struktur auf 4x5 bzw. 4x4 nicht alle zusätzlichen Funktionen erreicht wer-
den. Eine weitere Erhöhung der Leitungsanzahl wäre nötig, um die noch fehlenden Funktio-
nen zu realisieren. Der Nutzen einer solchen Erweitung der Matrix kann nur an Hand einer 
Bewertung des Gesamtsystems unter funktionalen und wirtschaftlichen Gesichtspunkten 
abgeschätzt werden. Diese Bewertung wird in Abschnitt 7 vorgenommen. 
6.3 Optimierung der Klappenverstellung einer Klimaanlage 
Die Klappenverstellung einer Klimaanlage eines Fahrzeugs ist eine weitere mögliche Anwen-
dung der Matrixschaltung. Die Luftklappen sind innerhalb der Klimaanlage für eine bedarfs-
gerechte Steuerung des Luftstromes in den Fahrzeuginnenraum verantwortlich. Sie werden 
von der Klimaanlage aus gesteuert. In diesem Abschnitt werden Lösungen für eine Basis- und 
eine Komfortausführung der Klimaanlage dargestellt. Die beiden Varianten unterscheiden 
sich in der Anzahl der Verstellmotoren und in deren Abhängigkeiten untereinander. 
6.3.1 Verbraucherstruktur  
Verstellmotoren der Luftklappen können als Schrittmotoren oder als Gleichstrommotoren mit 
Getriebe ausgeführt werden. Beide Arten von Motoren sind in Abschnitt 2.2.1 dargestellt. In 
dem in diesem Abschnitt behandelten System werden Gleichstrommotoren verwendet, die mit 
einem Hall-Sensor zur Positionserfassung ausgerüstet sind. Jeder Motor nimmt eine Nenn-
leistung von ca. 1,75W auf [Bühl04]. In Tabelle 6.9 sind die Verbraucher, die zum System 
Klappenverstellung des untersuchten Fahrzeugs gehören, aufgeführt. 
Tabelle 6.9 Verbraucher des Systems Klappenverstellung einer Klimaanlage 
Verbrauchernahme Anzahl Basisklima Anzahl Komfortklima KZ
Frischluft- / Umluftklappe 1 1 FU
Defrostklappe 1 2 D1, D2
Fußraumklappe 1 2 FR1, FR2
Mitteldüsenklappe 1 2 MD1, MD2
Mischluftklappe vorn 2 2 MLV1, MLV2
Mischluftklappe hinten 0 2 MLH1, MLH2
Klappe Aktivkohlefilter 0 1 A  
Nach Tabelle 6.9 sind in diesem Fahrzeug bei der Basisklimaanlage 6 und bei der Komfort-
klimaanlage 12 Klappenverstellmotoren für die bedarfsgerechte Steuerung des Luftstromes 
verbaut. Bei der Komfortklimaanlage werden durch den Aktivkohlefilter und die getrennte 
Klimatisierung des Fondraums zusätzliche Funktionen realisiert. Weiterhin erfolgt durch die 
zusätzlichen Luftklappen eine feinere Verteilung der in den Innenraum geleiteten Luft. Da-
durch ergibt sich insgesamt eine Verdoppelung der Aktuatoranzahl bei der Komfortausfüh-
rung im Vergleich zur Basisklimaanlage. 
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6.3.2 Funktionale Anforderungen 
Um möglichst schnell auf eine Anforderung zur Veränderung des Luftstromes zu reagieren, 
müssen verschiedene Klappen gleichzeitig verstellt werden können. Dabei können die folgen-
den Anforderungen unterschieden werden: 
• Manuelle Veränderung des Luftstromes 
• Automatische Veränderung des Luftstromes 
• Steuerung der Temperatur eines oder mehrerer Bereiche 
Aus diesen Funktionalitäten werden die Gleichzeitigkeitsbedingungen der Klappenverstell-
motoren abgeleitet, die in Tabelle 6.10 dargestellt sind. Die Steuerung des Luftstromes und 
die Regelung der Innenraumtemperatur sind Funktionen, die nur eine geringe unmittelbare 
Kundenwahrnehmung aufweisen. Dadurch kann für bestimmte Verbraucherkombinationen 
ein geringer Zeitversatz der anzusteuernden Aktuatoren in Kauf genommen werden. So wer-
den Aktuatoren für die Frischluftsteuerung, die Defroststeuerung und den Aktivkohlefilter 
nur auf Grund manueller Anforderungen betätigt, so dass für diese Klappen keine Gleichzei-
tigkeitsbedingungen erfüllt werden müssen. Wichtig ist die getrennte und unabhängige Rege-
lung der Temperatur der einzelnen Bereiche des Innenraums. Um das zu erreichen, und um 
auf eine Änderung der Solltemperatur schnell reagieren zu können, müssen die Klappen zur 
Mischung von kalter und warmer Luft möglicht zeitgleich verstellt werden können. Bei der 
Komfortausführung ist das sowohl für den Front- als auch für den Fondbereich zu realisieren. 
Wird der Luftstrom manuell verändert, ist es wünschenswert, wenn sich Mitteldüse und Fuß-
raumklappe für jeden Bereich des Innenraums gleichzeitig bewegen würden, um einen Abriss 
des Luftstromes zu vermeiden. Aus diesen Überlegungen ergeben sich die in Tabelle 6.10 auf-
geführten Gleichzeitigkeitsbedingungen für die jeweiligen Verbraucher, aufgeteilt in Grund- 
und Komfortfunktionen.  
Tabelle 6.10 Gleichzeitigkeitsbedingungen für die Klappenverstellung 
Aktuator 1 Aktuator 2 Basis Komfort
MLV1 MLV2 x x
MD1 MD2 x
MLH1 MLV1 x
MLH1 MLV2 x
MLH2 MLV1 x
MLH2 MLV2 x
MD1 FR1 x x
MD2 FR2 x
MLH1 MLH2 x
Bedingungen Ausstattungsvariante
Grundfunktionen
Komfortfunktionen
 
In den Optimierungsversuchen wurde untersucht, mit welcher Strukturgröße sich welche Be-
dingungen der beiden Ausstattungsvarianten realisieren lassen. Die Ergebnisse dieser Unter-
suchungen sind im nachfolgenden Abschnitt dargestellt. Die Strukturen wurden dabei mit 
Hilfe Genetischer Algorithmen optimiert. 
6.3.3 Optimierungsergebnisse  
Es hat sich bei dieser Struktur als günstig herausgestellt, zu untersuchen, wie sich die Mat-
rixschaltung unter der Verwendung aktiver Diacs darstellt. Dabei werden die Längsschalt-
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glieder vom Steuergerät aus aktiv angesteuert. Dieser Fall wurde schon in Abschnitt 6.1.2 
betrachtet und soll bei diesem System angewendet werden. Daher wird in Versuche mit akti-
ven und passiven Diacs unterschieden.  
Bei einer 3x3 Struktur kann mit passiven Diacs die Funktionalität der Basisklimaanlage mit 
6 Verstellmotoren sichergestellt werden. Bei kleineren Strukturen ist das nicht möglich. Die 
gleiche Funktionalität kann bei Verwendung aktiver Diacs sowohl mit einer 2x3 als auch mit 
einer 3x3 Matrix realisiert werden. In Tabelle 6.11 sind die Ergebnisse für die Untersuchung 
einer 3x3 Struktur mit aktiven Diacs angegeben.  
Tabelle 6.11 Anzahl aktiver Diacs und Funktion für die Basisklimaanlage  
No. FU D FR1 MD1 MLV1 MVL2 Funktion erfüllt
1 x x x x x x ja
2 x x x x x ja
3 x x x x ja
4 x x x nein
5 x x nein
6 x nein  
In Tabelle 6.11 sind die Verbraucher, die mit einem aktiven Diac ausgerüstet sind, mit einem 
Kreuz markiert. Die nicht markierten Verbraucher sind ohne Diac realisiert. Hierbei kann die 
Funktionalität auch erfüllt werden, wenn nur 4 der 6 Verbraucher mit einem Diac ausgerüs-
tet sind. Inwiefern eine 3x3 Struktur mit 6 passiven Diacs gegenüber einer 3x3 Struktur mit 4 
aktiven Dicas aus Kostensicht von Vorteil ist, muss eine Bewertung der verschiedenen Lö-
sungsvarianten zeigen. 
Tabelle 6.12 Funktionalitäten der Klappenverstellung der Komfortklimaanlage 
Aktuator 1 Aktuator 2 Minimal Standard Maximal
MLV1 MLV2 x x x
MD1 MD2 x x
MLH1 MLV1 x
MLH1 MLV2 x
MLH2 MLV1 x
MLH2 MLV2 x
MD1 FR1 x x x
MD2 FR2 x x
MLH1 MLH2 x
Bedingungen Funktionalität
 
Bei der Optimierung der Klappenverstellung der Komfortklimaanlage kann in die Varianten 
Maximal-, Komfort- und Minimalbedingungen unterschieden werden. Die Funktionalitäten 
dieser drei Gruppen sind in Tabelle 6.12 angegeben. In diesen drei Anforderungsgruppen 
wurden Strukturen mit aktiven und passiven Diacs optimiert. Dabei wurde ebenfalls die An-
zahl der Diacs variiert, um dadurch den Gesamtaufwand des Systems zu reduzieren. Die Er-
gebnisse der Optimierungsversuche sind in Tabelle 6.13 zusammengefasst. Um einen Über-
blick über den zu erwartenden Aufwand an Leistungselektronik zu vermitteln, ist die Anzahl 
an Leistungsschaltern der verschiedenen Varianten ebenfalls in dieser Tabelle hinterlegt. 
Wie erwartet konnten die verschiedenen Anforderungsprofile sowohl mit aktiven als auch mit 
passiven Diacs realisiert werden. Dabei ist die Struktur bei Verwendung aktiv gesteuerter 
Diacs um mindestens eine Leitung geringer als bei der Verwendung von passiven Diacs. Eine 
weitere Verringerung der Anzahl der Halbleiter kann dadurch erreicht werden, dass bei der 
Verwendung von aktiven Diacs nicht alle Verbraucher mit dem Längsschaltglied ausgerüstet 
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werden, dafür die Struktur jedoch vergrößert wird. So kann das Anforderungsprofil Komfort-
bedingungen mit einer 3x3 Struktur mit 12 Diacs aber auch mit einer 4x4 Struktur mit 8 Di-
acs realisiert werden. Bei der großen Struktur kann jedoch der Halbleiteraufwand um ca. 11% 
gegenüber der 3x3 Struktur gesenkt werden. Mit dem Einsatz von derartigen Diacs kann also 
eine weitere Optimierung der Struktur vorgenommen werden, wie Tabelle 6.13. zeigt. 
Tabelle 6.13 Optimierungsergebnisse für Klappenverstellung der Komfortklimaanlage 
No.
Anforderungsprofil Strukturgröße
Anzahl von 
Diacs
Anzahl 
Leistungsschalter
1 Maximalbedingungen - Diacs aktiv 4 x 4 12 40
2 4 x 5 11 40
3 Komfortbedingungen - Diacs aktiv 3 x 3 12 36
4 3 x 4 10 34
5 4 x 4 8 32
6 4 x 5 7 32
7 Minimalbedingungen - Diacs aktiv 3 x 3 12 36
8 3 x 4 9 32
9 4 x 4 8 32
10 Maximalbedingungen - Diacs passiv 5 x 5 12 44
11 Komfortbedingungen - Diacs passiv 3 x 4 12 38
12 Minimalbedingungen - Diacs passiv 3 x 4 12 38  
Es wird festgestellt, dass sich bei diesem System für die Komfortbedingungen die gleiche 
Strukturgröße ergibt wie bei der minimalen Anforderung. Das bedeutet, dass sich durch die 
Reduzierung der Funktionalität in diesem Fall keine Reduzierung der Strukturgröße ergibt. 
Für die in Abschnitt 7 durchgeführte Bewertung des Systems der Klappenverstellung einer 
Klimaanlage werden die Strukturen 1, 5, 10 und 11 betrachtet, da diese aus Sicht der Leis-
tungselektronik den geringsten Aufwand darstellen. 
6.4 Zusammenfassung und Bewertung 
In diesem Abschnitt wurden prinzipielle Eigenschaften der Optimierung der Matrixschaltung 
untersucht und daraus geeignete Strategien zur Systemgestaltung und zur Optimierung erar-
beitet. Dabei wurde gezeigt, dass es bei Anwendungen durchaus sinnvoll sein kann, aktiv ge-
schaltete Diacs zu implementieren und dabei nicht jeden Verbraucher mit einem Diac auszu-
rüsten. Dafür muss die Strukturgröße größer gewählt werden als die minimal mögliche. Da-
durch kann jedoch der Gesamtaufwand für Halbleiter nochmals reduziert werden. 
Weiterhin wurden eine Sitzsteuerung und eine Steuerung der Klappen einer Klimaanlage mit 
dem beschriebenen Verfahren optimiert. Es konnte gezeigt werden, dass die heuristische Me-
thode der Genetischen Algorithmen die Anordnung der Verbraucher in der Struktur entspre-
chend den speziellen Anforderungen der Anwendung variieren kann. Die Strukturgröße kann 
dabei durch die Anforderungen skaliert werden. Das bedeutet: Sind wenige Gleichzeitigkeits-
bedingungen an die Anwendung gestellt, wird trotz gleich bleibender Anzahl von Verbrau-
chern die Struktur kleiner sein als bei einer Anwendung mit vielen Gleichzeitigkeitsbedin-
gungen. Es konnte ebenfalls dargestellt werden, dass sich ähnelnde Funktionen mit einer 
einheitlichen Hardwarestruktur realisiert werden können und damit Steuergeräte einer An-
wendung für verschiedene Baureihen einsetzbar sind.  
Es ist damit gezeigt, dass die Optimierungsmethode die Struktur wirkungsvoll optimieren 
kann und in der Lage ist, anwendungsrelevante Aufgabenstellungen zu lösen. 
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7 Bewertung vernetzter Leistungselektronischer Schaltungen 
In den vorangegangenen Abschnitten wurden verschiedene Strukturen mit dem Ziel entwi-
ckelt, den Aufwand für Leistungselektronik im Fahrzeuginnenraum zu verringern. Letztlich 
muss durch einen Bewertungsprozess festgestellt werden, ob die erzielten Lösungen den kon-
ventionellen überlegen sind und welche der Lösungen in Bezug auf das Gesamtsystem den 
Anforderungen am besten gerecht wird.  
Bei einer Bewertung technischer Systeme werden die verschiedenen Varianten einander ge-
genübergestellt und auf Basis festgelegter Kriterien miteinander verglichen. Dabei kommen 
sowohl technische als auch wirtschaftliche Kriterien zur Anwendung. Die Kriterien erfahren 
dabei eine Gewichtung, da nicht alle Kriterien als gleich wichtig angesehen werden. 
In den folgenden Abschnitten werden verschiedene technische Bewertungsverfahren vorge-
stellt. Nachfolgend werden die entwickelten Strukturen an den Beispielen der Sitzsteuerung 
und der Klappenverstellung der Klimaanlage mit einem ausgewählten Verfahren bewertet. 
7.1 Grundlagen der Bewertung technischer Systeme 
Zu verschiedenen Zeitpunkten innerhalb eines Entwicklungs- oder Konstruktionsprozesses 
müssen Entscheidungen darüber getroffen werden, welche Lösungsvarianten die Anforderun-
gen am besten erfüllen und daher weiter verfolgt werden. Die Durchführung einer Bewertung 
ist die Grundvoraussetzung für eine solche Entscheidung.  
Jeder noch so sorgfältig durchgeführter Bewertungsvorgang enthält Elemente, die von den 
Erfahrungen und Einstellungen der Bewertungsperson abhängen, also subjektiver Natur sind. 
Selbst wenn nur Kriterien verwendet werden, zu denen real erfassbare Größen ermittelt wer-
den können, so bleibt die Gewichtung der Kriterien immer noch ein subjektiver Vorgang. 
Wirtschaftlich-technische Bewertungsverfahren tragen dazu bei, die nicht vermeidbare Sub-
jektivität auf ein Minimum zu reduzieren [Brei97].  
7.1.1 Ablauf eines Bewertungsvorgangs 
Obwohl in der Literatur eine ganze Reihe verschiedener Bewertungsverfahren existieren, ist 
der Ablauf in vielen Fällen gleich. Er kann nach [Brei97] wie in Bild 7.1 beschrieben werden. 
Für eine Anzahl von möglichen Lösungsvarianten für ein technisches Problem werden die 
Bewertungskriterien nach den Anforderungen festgelegt, die ein Produkt zu erfüllen hat. Die 
den Kriterien zugeordneten Werte der Lösungsvarianten sollten möglichst objektiv ermittel-
bar sein. Das ist am besten mit quantitativ erfassbaren Werten oder Daten möglich, also Be-
wertungskriterien, die  mess- oder berechenbar sind. Es können jedoch auch Bewertungskrite-
rien verwendet werden, die lediglich qualitativ erfassbar sind (z.B. sehr gut, gut, zufrieden 
stellend, mangelhaft).  
Nachfolgend werden die entsprechenden Bewertungsgrößen der Varianten ermittelt. Die Be-
wertungsgrößen sind die den Bewertungskriterien zugeordneten Werte und spiegeln das 
Vermögen der Lösungsvariante wieder, die gestellten Anforderungen zu erfüllen. Bei qualita-
tiv erfassbaren Kriterien sollte die Bestimmung der Bewertungsgrößen von einer Bewer-
tergruppe vorgenommen werden, um die Objektivität zu erhöhen. Um die Erfüllung der An-
forderungen der Varianten quantitativ darstellbar zu machen, wird jedem Kriterium eine 
Punkteskala zugeordnet. Sie werden im Allgemeinen Maßzahlen genannt. Es wird demnach 
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ein Maßstab festgelegt, der die Bewertungsgrößen, die in ihrem Wertebereich sehr unter-
schiedlich sein können, in eine einheitliche und vergleichbare Form überführt. Dabei ist die 
Skalierung der Maßzahlen wesentlich vom Wertebereich der Bewertungsgrößen je Kriterium 
abhängig. Der Maßstab kann sich dabei an der besten und schlechtesten Bewertungsgröße 
(relative Maßzahlen) oder an einer Ideallösung und einer Minimallösung, die dann die 100% 
und die 0% festlegen, orientieren (absolute Maßzahlen) [Brei97]. Welche Variante zum Ein-
satz kommt, ist dabei vom zu bewertenden Objekt abhängig. Im Allgemeinen sollte der Maß-
zahlbereich nicht mehr als 10 Teilbereiche beinhalten. 
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Bild 7.1 Grundsätzlicher Ablauf eines Bewertungsvorgangs 
Die Festlegung der Gewichtungsfaktoren sollte ebenfalls von einer Bewertergruppe vorge-
nommen werden, um die Gewichtung von verschiedenen Gesichtspunkten zu betrachten. Bei 
einer überschaubaren Zahl von Kriterien ist es sinnvoll, die Kriterien in einer Gewichtungs-
matrix paarweise gegenüber zustellen. Dabei ist zu entscheiden, welches der beiden Kriterien 
wichtiger ist. Aus der Anzahl der vergebenen Präferenzen (wichtiger, gleich, weniger wichtig) 
je Kriterium kann dann die Gewichtung exakt bestimmt werden. Andere Verfahren zur Be-
stimmung sind ebenfalls möglich [Brei97]. Aus den Maßzahlen und den Gewichten werden 
durch Multiplikation die Wertungszahlen berechnet, die dann zu den Wertigkeiten je Variante 
addiert werden. Wird eine Normierung der Wertigkeiten vorgenommen, kann der Erfüllungs-
grad einer Variante im Vergleich zu den anderen Lösungen sofort abgelesen werden. Bei der 
Darstellung der Ergebnisse ist es vorteilhaft, nicht nur das beste Ergebnis darzustellen, son-
dern auch die nächst schlechteren. Das ist besonders sinnvoll, wenn die Ergebnisse der ver-
schiedenen Varianten sehr nah beieinander liegen, so dass die Aussagefähigkeit der Ergebnis-
se im Zusammenhang mit der vorhandenen Subjektivität eingeschätzt werden muss. 
Im Folgenden wird eine Auswahl der existierenden Bewertungsverfahren vorgestellt, die für 
die Bewertung der hier vorliegenden Systeme in Frage kommen 
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7.1.2 Die technisch-wirtschaftliche Bewertung 
Die von Kesselring entwickelte Methode [Kess42.1] [Kess42.2] eignet sich besonders für die 
Bewertung einfacher Maschinen, Apparate und Geräte [Brei97]. Die charakteristische Eigen-
schaft dieser Bewertungsmethode ist, dass die Bewertungskriterien in technische und wirt-
schaftliche Kriterien unterteilt werden.  
Die beiden Gruppen der technischen und wirtschaftlichen Kriterien werden zunächst getrennt 
voneinander betrachtet. Jeder Variante wird für jedes Kriterium ein Punktewert zugeordnet. 
Die Maßzahlskala reicht bei der technisch-wirtschaftlichen Bewertung von 0 bis 4, wobei die 
der Wert 4 der Ideallösung vorbehalten ist. Die Punktvergabe richtet sich dementsprechend 
nach der Annäherung der Variante an die Ideallösung. Die Wertungszahlen werden getrennt 
für technische und wirtschaftliche Kriterien auf 1 oder 100 normiert. Die Ergebnisse der Va-
rianten werden in einem in Bild 7.2 dargestellten Diagramm der Gesamtstärke eingetragen.  
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Bild 7.2 Diagramm der Gesamtstärke 
Mathematisch berechnet sich die Gesamtstärke aus der technischen Wertigkeit x und der 
wirtschaftlichen Wertigkeit y zu 
     
2
yx
s
+
=      (7.1) 
Eine Lösungsvariante ist umso besser, je näher die Gesamtstärke der Variante an der Ideallö-
sung mit s=1 liegt. Es ist jedoch auch zu beachten, dass die Gesamtstärken der Varianten 
möglichst nahe an der Verbindungslinie zwischen dem Punkt s=0 und dem Punkt s=1 liegen 
sollten, um ein ausgewogenes Verhältnis zwischen der Erfüllung der technischen und wirt-
schaftlichen Anforderungen sicherzustellen. 
7.1.3 Rangfolgeverfahren 
Das Rangfolgeverfahren ist eine Methode zur Bewertung einfacher Systeme [Adun03]. Die 
Vergabe der Maßzahlen ist äquivalent zur technisch-wirtschaftlichen Bewertung. Charakte-
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ristisch hierbei ist, dass die Gewichtung in einem paarweisen Vergleich der Kriterien erfolgt. 
Durch dieses Verfahren wird sichergestellt, dass die Gewichtung der Transitivität genügt, was 
für die Richtigkeit der Bewertung außerordentlich wichtig ist. Die Transitivitätsregel sagt aus, 
dass wenn Kriterium A wichtiger ist als Kriterium B und B wichtiger ist als Kriterium C, 
dann ist auch Kriterium A wichtiger als Kriterium C. Das wird mit dem Rangfolgeverfahren 
erheblich unterstützt.  
Die Gewichtung erfolgt in einer Gewichtungstabelle. Ein Beispiel einer Gewichtungstabelle ist 
in Bild 7.3 dargestellt. Zur Ermittlung der Rangfolge wird die Anzahl „+“ je Zeile summiert. 
Kriterium A B C D Rangfolge
A + + + 1
B - - + 3
C - + + 2
D - - - 4  
Bild 7.3 Gewichtungsmatrix 
Auch wenn sich dieses Verfahren in seiner Grundform für komplexe Systeme nicht eignet, 
kann es jedoch bei der Festlegung der Gewichtung der Kriterien in komplexeren Systemen 
behilflich sein. Dazu wird das Rangfolgeverfahren auch in dieser Arbeit angewendet. 
7.1.4 Nutzwertanalyse 
In dem von Zangemeister entwickelten Verfahren zur Bewertung von technischen Systemen 
werden die Bewertungskriterien entsprechend ihrem Nutzen für den Gebrauchswert struktu-
riert und in einer Baumstruktur, die Zielsystem genannt wird, dargestellt [Zang76]. 
Bei der Strukturierung der Kriterien, die hier auch Bewertungsziele genannt werden, wird 
vom höchsten Ziel, dem Gesamtnutzwert eines Produktes, ausgegangen. Darunter folgen 
meist die Bewertungsziele „technische Funktion“ und „Wirtschaftlichkeit“. Unter diesen sind 
dann weitere Gruppen von Bewertungszielen angeordnet, so dass ein hierarchisches System 
entsteht. Bild 7.4 ist ein Beispiel für ein Zielsystem dargestellt. 
Die Nutzwertanalyse arbeitet mit zwei verschiedenen Gewichten, dem Knotengewicht gk und 
dem Stufengewicht gs. Das Knotengewicht ist die Wichtigkeit der auf einer Hierarchiestufe 
stehenden Bewertungsziele in Bezug auf das übergeordnete Ziel. Diese können zum Beispiel 
durch das Rangfolgeverfahren oder durch Abschätzung der Wichtigkeit ermittelt werden. Da-
bei muss die Summe der Knotengewichte einer Stufe, äquivalent zu allen anderen Bewer-
tungsverfahren, der Bedingung  
    ∑ = 1)(StufeKg        (7.2) 
genügen. Das Stufengewicht repräsentiert das absolute Gewicht des Bewertungsziels in Bezug 
auf den Gesamtnutzwert. Es berechnet sich nach  
    )1()()( −⋅= StufesStufekStufes ggg      (7.3) 
Nachfolgend werden die Bewertungsgrößen der einzelnen Bewertungsziele in die Zielgrößen-
matrix eingetragen. Die Bewertungsgrößen werden, wie in 7.1.1 beschrieben, in Maßzahlen 
umgewandelt und in die Zielwertmatrix überführt. Dabei wird jeweils nur die letzte Stufe der 
Bewertungsziele berücksichtigt. Durch die Multiplikation der Zielwerte mit den entsprechen-
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den Stufengewichten erhält man die Nutzwertmatrix, die gleichzeitig das Ergebnis der Be-
wertung darstellt. 
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Bild 7.4 Ausschnitt aus einem Zielsystem 
Die Nutzwertanalyse ist ein Bewertungsverfahren, das für die Bewertung komplexer Systeme 
und Produkte gut geeignet ist. Durch die Einordnung der Kriterien in eine Baumstruktur 
bleibt das Verfahren trotz vieler Bewertungsziele übersichtlich und gestaltet das Bewertungs-
ergebnis nachvollziehbar und begründbar. Ein Schwachpunkt der Nutzwertanalyse, aber auch 
aller anderen hier vorgestellten Bewertungsverfahren, ist der linear-additive Ansatz. Das 
heißt, dass gute und schlechte Einzelurteile gegeneinander aufgerechnet werden können, und 
dadurch das Gesamturteil möglicherweise verfälscht wird [Lenk94]. Daher ist besondere Sorg-
falt bei der Auswahl der Bewertungsziele und der Gewichtung nötig. Trotz dieser Kritikpunk-
te ist das Verfahren der Nutzwertanalyse eine etablierte Bewertungsmethode und wird in 
dieser Arbeit zur Bewertung der erarbeiteten Lösungen angewandt. 
7.2 Bewertung der Sitzsteuerung 
In den vorangegangenen Abschnitten wurden die Eigenschaften der Fahrzeugelektronik unter 
anderem am Beispiel der Sitzelektronik untersucht und alternative Schaltungstechniken für 
dieses System entwickelt. In diesem Abschnitt soll eine Bewertung verschiedener Formen der 
Sitzelektronik mit Hilfe der Nutzwertanalyse vorgenommen werden. Dabei werden die folgen-
den Varianten auf ihren Gebrauchswert hin untersucht: 
• Derzeit in Fahrzeugen der Oberklasse eingesetzte Schaltungstechnik mit Relais 
• Derzeit in Fahrzeugen der Oberklasse eingesetzte Schaltungstechnik mit Halbleiter-
schaltern 
• Matrixstruktur mit einem gemeinsamen Steuergerät für beide Sitze 
• Matrixstruktur mit einem Steuergerät für jeden Sitz 
• Matrixstruktur mit einem Steuergerät für jeden Sitz und Kennfeldfunktion KF3 
• Lineare Vernetzungsstruktur mit einer Struktur je Sitz 
Die hier aufgeführten Ausführungsvarianten sind in Anhang A5 mit ihrer internen Struktur 
dargestellt. In den folgenden Abschnitten werden das Zielsystem, die Ermittlung der Bewer-
tungsgrößen, die Maßzahlumsetzung sowie die Ergebnisse der Bewertung beschrieben.  
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7.2.1 Bewertungskriterien und Zielsystem 
Das Zielsystem für die Bewertung der Sitzsteuerung mit seiner Strukturierung ist in Anhang 
A5 dargestellt. In Tabelle 7.1 sind die Kriterien und deren Datenbasis einzeln aufgeführt. Aus 
dieser Tabelle kann entnommen werden, dass alle aufgestellten Kriterien Bewertungsgrößen 
aufweisen, die berechenbar, messbar oder real ermittelbar sind. Das erhöht die Aussagekraft 
der Bewertung erheblich, da wie in Abschnitt 7.1.1 beschrieben die Subjektivität der Bewer-
tung dadurch reduziert werden kann. Die Umsetzung in absolute oder relative Maßzahlen 
richtet sich danach, ob für ein Kriterium ein Maximal- und Minimalwert existiert. Entspre-
chend erfolgt die Umsetzung der Maßzahlen in Abhängigkeit vom Kriterium. Im Folgenden 
werden die Kriterien kurz beschrieben und deren Bedeutung für die Bewertung dargelegt. 
Tabelle 7.1 Bewertungskriterien für die Sitzsteuerung 
Bewertungsziel Zielstufe Datenbasis Maßzahlumsetzung
Produkt-Nutzwert 1
Technische Funktion 11
Funktionen 111
Anz. Grundfunktionen 1111 berechnet / gemessen absolut
Anz. Komfortfunktionen 1112 berechnet / gemessen absolut
Verstellzeit 1113 gemessen absolut
Erweiterbarkeit von Funktionen 112
Anz. erweiterbarer Funktionen 1121 berechnet / gemessen absolut
Zusatzfunktionalität 113
PWM 1131 erfasst relativ
Kurzschlussschutz 1132 erfasst relativ
Überlastschutz 1133 erfasst relativ
alternative Positionserfassung 1134 erfasst relativ
Bauraum 114
Größe Steuergerät 1141 gemessen relativ
Ausfallrisiko 115
Anz. LEBE 1151 berechnet / gemessen relativ
Anz. Verbindungen 1152 berechnet / gemessen relativ
Anz. Lötstellen 1153 berechnet / gemessen relativ
Anz. Betroffener Aktuatoren 1154 berechnet / gemessen absolut
Wirtschaftliche Bewertung 12
Kosten Elektronik 121 Kostenplanung relativ
Kosten Verkabelung 123 Kostenplanung relativ
Mengeneffekte 124 Kostenplanung absolut  
Anzahl der Grundfunktionen: Hierbei ist die Realisierung der in Tabelle 6.4 angegebenen 
Grundfunktionen der Sitzsteuerung erfasst. Es handelt sich dabei um Funktionen, die für die 
Kundenwahrnehmung des Systems Sitzsteuerung unabdingbar sind. Die Anzahl der Grund-
funktionen beträgt 10, was gleichbedeutend mit der Ideallösung ist. 
Anzahl der Komfortfunktionen: Hier wird die Erfüllung der in Tabelle 6.4  angegebenen Kom-
fortfunktionen bewertet. Diese 5 Funktionen sind für die grundsätzliche Funktionalität nicht 
erforderlich, erhöhen jedoch den Komfort der Bedienung und senken die Verstellzeit bei Me-
mory-Verstellungen. 
Verstellzeit: Zur Erfassung der Flexibilität beim Betrieb der Verstellachsen wurde die Zeit, 
die zur Bewältigung eines bestimmten Bewegungsablaufs erforderlich ist, erfasst und bewer-
tet. Das dabei realisierte Verstellspiel ist in Anhang A5 dargestellt.  
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Anzahl erweiterbarer Funktionen: In diesem Kriterium wird erfasst, inwieweit die 5 zusätzli-
chen, von der heutigen Sitzsteuerung nicht realisierten, aber für den Verstellvorgang wün-
schenswerten Verbraucherkombinationen von den Varianten umgesetzt werden können. 
Zusatzfunktionalität: Unter diesem Überbegriff werden die vier in Tabelle 7.1 angegebenen 
zusätzlichen Funktionen zusammengefasst.  
Größe Steuergerät: Bei diesem wird das Bauvolumen des Steuergerätes ermittelt.  
Die folgenden drei Kriterien sollen die Zuverlässigkeit der Struktur grob abschätzen.  
Anzahl leistungselektronischer Bauelemente: Das Ausfallrisiko steigt mit der Anzahl der 
verwendeten Leistungsbauelemente in einem System. Es werden bei dieser Betrachtung alle 
Leistungshalbleiter berechnet, die zum Betrieb der Verbraucher erforderlich sind. Das bedeu-
tet, auch die MOSFET der „Electronic Diac“ werden hierbei mit einbezogen.  
Anzahl der Verbindungen: Bei diesem Kriterium werden alle außerhalb des Steuergerätes 
gelegenen Verbindungsstellen berücksichtigt, da man davon ausgehen kann, dass das Ausfall-
risiko steigt, je mehr externe Leitungen verlegt und Steckverbindungen realisiert werden 
müssen. Dabei spielen vor allem die Zerstörung der Leitung durch äußere Einflüsse und Aus-
fälle der Verbindungsstellen eine wichtige Rolle. In die Berechnung gehen alle zu den 
Verbrauchern führenden Leitungen ein. Leitungen nach Abzweigen werden erneut gezählt. 
Anzahl der Lötstellen: Ausfälle von Lötstellen sind ebenfalls häufige Fehlerursachen in elekt-
ronischen Steuergeräten. Es werden alle Lötstellen erfasst, die Leistung zum Verbraucher 
übertragen oder zur Ansteuerung der Leistungsbauelemente benötigt werden.  
Anzahl betroffener Verbraucher: Hierbei wird berechnet, wie viele Verbraucher durchschnitt-
lich ausfallen, wenn eine externe Leitung nicht mehr angesteuert werden kann. 
Kosten Elektronik: Hierbei werden die Kosten für die gesamte Sitzelektronik inklusive aller 
Steckverbindungen berücksichtigt. Kosten für Gehäuse, Platinenfertigung und Prüfung sind 
ebenfalls enthalten. 
Kosten Verkabelung: In diesem Kriterium werden Kosten der Verkabelung zum Betrieb der 
Verbraucher sowie Leitungen für Sensoren erfasst. 
Mengeneffekte: Unter Mengeneffekten wird eine Reduzierung der Kosten verstanden, die da-
durch entsteht, dass elektronische Steuergeräte durch eine universelle Struktur für mehrere 
Baureihen ohne Hardwareänderungen verwendet werden können. Die Ideallösung hierbei ist 
ein Steuergerät, dass alle 8 Baureihen abdecken kann. 
7.2.2 Maßzahlumsetzung und Gewichtung der Kriterien 
Wie in Abschnitt 7.1.1 angesprochen müssen die Bewertungsgrößen, die im Allgemeinen un-
terschiedliche Dimensionen und Werteskalen aufweisen, in eine einheitliche dimensionslose 
Bewertungsskala überführt werden (Maßzahlumsetzung). Das Maßzahlintervall ist prinzipiell 
beliebig, es sollte jedoch nicht zu klein gewählt werden, um eine deutliche Unterscheidung der 
Varianten zu erzielen. In der Literatur wird oft das Intervall [0;1] gewählt, in dieser Arbeit 
wird das Intervall auf den Bereich [0;10] festgelegt, wobei nur volle Punkte vergeben werden 
sollen. Somit wird der Wertebereich der Bewertungsgrößen in einen Maßzahlbereich mit 10 
Teilintervallen umgesetzt. Als Wertefunktionen, die den Verlauf der Bewertungsgröße über 
der Bewertungsskala darstellen, werden in dieser Bewertung nur die lineare Wachstumsfunk-
tion und die lineare Straffungsfunktion, für Fälle, in denen die höchste Bewertungszahl den 
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schlechtesten Punktewert darstellt, angewendet. Weitere Wertefunktionen sind in [Brei97] 
angegeben.  
Tabelle 7.2 Maßzahlen für Verstellzeit der Sitzelektronik 
Variante Verstellzeit / s Maßzahl
Maximalvarinate 10 10
Konventionelle Struktur 19 6
Matrixstruktur 16 7
Lineare Struktur 15 8
Minimalvarinate 28 1  
In Abschnitt 7.1.1 wurde dargestellt, dass die Maßzahlen als relative oder absolute Maßzahlen 
festgelegt werden können. Welche der beiden Varianten zur Anwendung kommt hängt vom 
jeweiligen Bewertungskriterium ab. In Tabelle 7.1 ist die Form der Maßzahlumsetzung für 
jedes Kriterium angegeben. Im Folgenden wird die Maßzahlumsetzung am Beispiel des Krite-
riums Verstellzeit gezeigt. 
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Bild 7.5 Maßzahlumsetzung am Beispiel der Verstellzeit 
Die Festlegung der Maßzahlen für die Verstellzeit erfolgt als absolute Maßzahlen. Bei der 
Ideallösung können alle Verstellachsen gleichzeitig betrieben werden. Damit ergibt sich die 
minimale Verstellzeit zu 10s. Bei der Minimallösung kann zu jedem Zeitpunkt nur ein 
Verbraucher betrieben werden, so dass die maximale Verstellzeit 28s beträgt. Die gemessenen 
Verstellzeiten der Varianten und die zugeordneten Maßzahlen sind in Tabelle 7.2 dargestellt. 
Aus den beiden Eckwerten ergibt sich die in Bild 7.5 gezeigte lineare Straffungsfunktion der 
Maßzahlumsetzung. Daraus ergeben sich die Maßzahlen der Varianten. Die Maßzahlen wer-
den nachfolgend in die Zielgrößenmatrix eingetragen (Anhang A5) und in der Nutzwertmatrix 
mit der Gewichtung weiter verrechnet. Eine solche Maßzahlumsetzung ist für jedes Kriterium 
vorzunehmen. Die entsprechenden Diagramme und Tabellen sind in Anhang A5 dargestellt. 
Da die Bewertung der Sitzsteuerung mit der Nutzwertanalyse vorgenommen wird, kann die 
Gewichtung der Kriterien für jede Hierarchiestufe getrennt erfolgen, da sich das Gesamtge-
wicht eines Kriteriums aus dem Knotengewicht und den übergeordneten Stufengewichten 
7.2 Bewertung der Sitzsteuerung 
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ergibt. Die Gewichtung der Kriterien einer Hierarchiestufe erfolgt nach dem Rangfolgeverfah-
ren, das in Abschnitt 7.1.3 beschrieben ist. Es soll hier beispielhaft für das Bewertungskrite-
rium Ausfallrisiko dargestellt werden.  
Kriterium LEBE Verbindungen Lötstellen
Betroffene 
Aktuatoren Punkte Gewichtung
LEBE x - - - 3 0,125
Verbindungen + x + - 7 0,292
Lötstellen + - x - 5 0,208
Betroffene Aktuatoren + + + x 9 0,375
Kontrolle 24 1,000  
Bild 7.6 Gewichtungsmatrix für das Kriterium Ausfallrisiko 
Das Bewertungskriterium Ausfallrisiko beinhaltet 4 untergeordnete Kriterien, die gewichtet 
werden müssen. Dazu wird eine Gewichtungsmatrix aufgestellt und die Kriterien paarweise 
auf ihre Wichtigkeit hin verglichen. Die Gewichtungsmatrix für das Kriterium Ausfallrisiko 
ist in Bild 7.6 dargestellt. Ist das Kriterium in der Zeile wichtiger als das Kriterium in der 
Spalte, wird ein „+“ eingetragen. Ist es unwichtiger, entsprechend ein „-„. Sind beide Kriterien 
gleich wichtig ist der Eintrag an dieser Stelle eine „0“. Bei der Bewertung der Kriterien ist, 
wie in Abschnitt 7.1.3 angesprochen, auf die Transitivität zu achten. Anschließend wird die 
Rangfolge der Kriterien festgelegt, indem für ein „+“ drei Punkte, für „0“ zwei Punkte und für 
ein „-“ ein Punkt vergeben wird. Diese Skala wurde gewählt, damit ein Kriterium, das inner-
halb der Bewertung durchaus seine Berechtigung hat, jedoch das unwichtigste Kriterium der 
Hierarchiestufe ist, nicht mit 0 Punkten bewertet wird. Dementsprechend würde eine Gewich-
tung mit 0% erfolgen und das Kriterium aus der Bewertung des Produkts herausfallen.  
Aus der Gewichtung des Ausfallrisikos erhält man die in Bild 7.6 angegebenen Gewichtungs-
faktoren. Die Dokumentation der Gewichtung aller in Tabelle 7.1 angegebenen Kriterien be-
findet sich in Anhang A5. Insgesamt ergeben sich für die in der untersten Hierarchieebene 
stehenden Kriterien die in Tabelle 7.3 angegebenen Gewichtungsfaktoren. 
Tabelle 7.3 Gewichtung der Kriterien der Bewertung der Sitzsteuerung 
Kriterium Gewichtung / %
Anz. Grundfunktionen 5,50
Anz. Komfortfunktionen 2,75
Verstellzeit 2,75
Anz. Erweiterbarer Funktionen 6,00
PWM 1,88
Kurzschlussschutz 3,00
Überlastschutz 3,00
alternative Positionserfassung 1,13
Größe Steuergerät 4,00
Anz. LEBE 1,25
Anz. Verbindungen 2,92
Anz. Lötstellen 2,08
Anz. Betroffener Aktuatoren 3,75
Kosten Elektronik 27,00
Kosten Verkabelung 27,00
Mengeneffekte 6,00  
Mit dieser Gewichtung werden die Maßzahlen zu den Einzelnutzwerten verrechnet und in der 
Nutzwertmatrix hinterlegt. 
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7.2.3 Bewertungsergebnisse 
Die Ergebnisse der Bewertung werden in der Nutzwertmatrix errechnet. Die Nutzwerte der 
einzelnen Kriterien je Variante ergeben sich durch Multiplikation der Maßzahl mit dem Ge-
wichtungsfaktor. Das Ergebnis der Addition der Einzelnutzwerte stellt dann den Gesamt-
nutzwert einer Lösungsvariante dar. In Tabelle 7.4 ist das Endergebnis der Bewertung darge-
stellt. Das Ergebnis kann aus den Wertigkeiten der Varianten in der Nutzwertmatrix direkt 
abgelesen werden. Die Nutzwertmatrix ist in Anhang A5 vollständig angegeben.  
Tabelle 7.4 Endergebnis der Bewertung von Sitzsteuerungen 
Variante
Matrix 
1SG
Matrix 
2SG
Matrix 2SG + 
KF3
Konventionelle 
Struktur
Lineare 
Struktur
Konventionelle 
Struktur mit HL
Wertigkeit 3,578 4,647 4,767 7,500 8,215 7,553
Normierte Wertigkeit 0,44 0,57 0,58 0,91 1,00 0,92
Rangfolge 6 5 4 3 1 2  
Nach Tabelle 7.4 schneiden die matrixförmigen Vernetzungsstrukturen am schlechtesten ab. 
Das ist auf geringe Punktbewertungen bei den Kriterien Kosten und Zuverlässigkeit zurück-
zuführen. Bei der Funktionalität hingegen haben diese Strukturen keine Nachteile gegenüber 
den konventionellen und den linearen Vernetzungsschaltungen.  
Die Lineare Vernetzungsstruktur hat bei dieser Bewertung am besten abgeschnitten, da diese 
Schaltung hohe Punktbewertungen in nahezu allen Kriterien bekommt. Sie ist nach dem hier 
zu Grunde gelegten Bewertungsmaßstab auch besser als die konventionelle Struktur mit Re-
lais, die derzeitig im Fahrzeug eingesetzt wird. Die Kosten sind bei der linearen Struktur et-
was höher als bei der konventionellen Struktur. Allerdings kann dieser Nachteil durch eine 
deutlich höhere Funktionalität wettgemacht werden.  
Nach den hier angesetzten Bewertungskriterien und der verwendeten Gewichtung kann sich 
die lineare Vernetzungsstruktur mit einer um 9% besseren Gesamtbewertung gegenüber den 
konventionellen Schaltungstechniken durchsetzen. 
7.3 Bewertung der Klappenverstellung der Klimaanlage 
Wie in Abschnitt 6.3 beschrieben ist das System der Klappenantriebe der Klimaanlage eine 
weitere Anwendungsmöglichkeit für alternative leistungselektronische Schaltungen im Fahr-
zeug. In Abschnitt 6.3 wurde die Funktionalität in drei Ausbaustufen dargelegt und die mat-
rixförmige Vernetzungsstruktur auf diese Anwendung hin optimiert. In diesem Abschnitt 
werden matrixförmige, lineare und konventionelle Strukturen als Vertreter unterschiedlicher 
Vernetzungskonzepte gegenübergestellt und bewertet. Es werden Varianten für Maximal- und 
Komfortbedingungen verglichen. Bei den matrixförmigen Schaltungen sind Lösungen mit ak-
tiven und passiven Diacs enthalten. Zur Bewertung wird wiederum die Nutzwertanalyse nach 
Abschnitt 7.1.4 und 7.2 angewendet. Die bewerteten Varianten sind in Tabelle 7.5 beschrieben. 
Tabelle 7.5 Varianten der Klappenverstellung 
Variante Beschreibung
1 Matrixstruktur 4x4, 12 aktive Diacs; Maximalbedingungen 
2 Matrixstruktur 5x5, 12 passive Diacs; Maximalbedingungen 
3 Matrixstruktur 4x4, 8 aktive Diacs; Komfortbedinungen 
4 Matrixstruktur 3x4, 12 passive Diacs; Komfortbedingungen 
5 Lineare Struktur 4-strängig, Maximalbedingungen
6 Lineare Struktur 2-strängig, Komfortbedingungen
7 Konventionelle Schaltung, ohne Vernetzung, Maximalbedingungen  
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7.3.1 Bewertungskriterien und Zielsystem 
Da die Nutzwertanalyse zum Einsatz kommt, wird wiederum ein strukturiertes Zielgrößen-
system entwickelt, das in Anhang A6 dargestellt ist. In Tabelle 7.6 sind die Bewertungskrite-
rien mit deren Datenbasis angegeben. 
Tabelle 7.6 Bewertungskriterien der Klappenverstellung 
Bewertungsziel Zielstufe Datenbasis
Maßzahl-
umsetzung
Produkt-Nutzwert 1
Kosten 11
Elektronik 111 berechnet absolut
Verkabelung 112 Kostenplanung absolut
Funktionalität 12
Grundfunktionen 121 berechnet relativ
Komfortfunktionen 122 berechnet relativ
Zusatzfunktionen 123 berechnet absolut
Verstellzeit 124 berechnet / gemessen absolut
Zuverlässigkeit 13
Anzahl Leistungsbauelemente 131 berechnet relativ
Anzahl Verbindungen 132 berechnet relativ
Anzahl Lötstellen 133 berechnet relativ
Anzahl betroffener Verbraucher 134 berechnet absolut  
Bei diesem Zielsystem wurde das Kriterium Zuverlässigkeit als drittes Bewertungsziel direkt 
unterhalb des Produktnutzwertes angeordnet. Das erschien hier sinnvoll, da die Anzahl der 
Bewertungskriterien insgesamt gering ist und die Zuverlässigkeit nicht unbedingt dem Krite-
rium Funktionalität zugeordnet werden muss. Dadurch ergibt sich eine einheitliche Tiefe der 
Hierarchie. Im Wesentlichen ist das Zielsystem äquivalent zum Zielsystem in Abschnitt 7.2.1. 
7.3.2 Maßzahlumsetzung und Gewichtung 
Die Gewichtung der Kriterien erfolgt analog zu Abschnitt 7.2.2 nach den Rangfolgeverfahren. 
Da bei diesem Fall unter dem Produktnutzwert drei Kriterien angeordnet sind, wurde das 
Rangfolgeverfahren auch auf diese Hierarchiestufe angewendet. Die daraus resultierende 
Gewichtung ist in Bild 7.7 dargestellt.  
29%
29%
42%
KostenFunktionalität
Zuverlässigkeit (25%)
(25%) (50%)
 
Bild 7.7 Gewichtung des Produktnutzwertes (Hierarchieebene 2) 
Da die erhaltene Gewichtung der Kosten den Bewertenden zu gering erschien, wurde die Ge-
wichtung unter Einhaltung der Rangfolge auf die Werte in Klammern im Bild 7.7 korrigiert. 
Nach diesen Betrachtungen ergibt sich die in Tabelle 7.7 dargestellte Gewichtung der auf un-
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terster Hierarchiestufe befindlichen Kriterien. Die Maßzahlumsetzung ist in Anhang A6 im 
Detail dargestellt. 
Tabelle 7.7 Gewichtung der Kriterien 
Zielkriterium Gewichtung / %
Elektronik 25,00
Verkabelung 25,00
Grundfunktionen 9,38
Komfortfunktionen 7,30
Zusatzfunktionen 4,18
Verstellzeit 4,18
Anzahl Leistungsbauelemente 3,13
Anzahl Verbindungen 7,30
Anzahl Lötstellen 5,20
Anzahl betroffener Verbraucher 9,38  
7.3.3 Bewertungsergebnisse 
In Tabelle 7.8 sind die Nutzwerte der einzelnen Varianten der Klappenverstellung der Klima-
anlage dargestellt. Anhand dieser Darstellung ergibt sich, dass auch bei dieser Anwendung 
die linearen Strukturen als beste Varianten hervorgehen. Das ist darauf zurückzuführen, dass 
diese Strukturen sowohl bei den Kriterien der Funktion und Zuverlässigkeit als auch bei den 
wirtschaftlichen Kriterien gut abschneiden (siehe Nutzwertmatrix in Anhang A6). 
Tabelle 7.8 Nutzwerte der Varianten der Klappenverstellung 
1 2 3 4 5 6 7
Wertigkeit 6,04 6,09 6,58 6,49 7,83 7,55 6,47
Normierte Wertigkeit 0,77 0,78 0,84 0,83 1,00 0,97 0,83
Rangfolge 7 6 3 4 1 2 5
Variante 
 
Danach folgen die Matrixstrukturen mit Komfortbedingungen und die konventionelle Struk-
tur dicht aufeinander. Da die Differenz der Wertigkeiten zwischen diesen drei Strukturen 
sehr gering ist, muss mit einer gewissen Unschärfe bei der Rangfolge gerechnet werden. Eine 
geringfügige Ungenauigkeit bei der Ermittlung der Bewertungsgrößen könnte sofort eine Ver-
änderung der Rangfolge der Varianten bewirken. Die Varianten, die am schlechtesten bewer-
tet wurden, sind die Matrixstrukturen mit den Maximalbedingungen. Die geringe Bewertung 
ist auf geringe Punktezahlen in den Kriterien Kosten und Zuverlässigkeit zurückzuführen.  
Auch beim System der Klappenverstellung der Klimaanlage ist eine vernetzte Struktur als 
der konventionellen Struktur überlegen bewertet worden. Das lässt darauf schließen, dass die 
vernetzten Strukturen zum Betrieb elektrischer Verbraucher in bestimmten Anwendungen 
Vorteile hinsichtlich des Gesamtsystems aufweisen. 
An dieser Stelle sei darauf hingewiesen, dass die hier dargestellten Bewertungen unter ver-
schiedenen Annahmen, besonders beim Kriterium der Kosten vorgenommen wurden. Hier 
besteht eine gewisse Ungenauigkeit der Bewertung. Ein weiterer Punkt, der eine Unschärfe 
der Bewertung hervorruft, ist die Gewichtung der Kriterien. In den hier dargestellten Bewer-
tungen wurden die Kosten in den Vordergrund gestellt und sind dementsprechend hoch be-
wertet worden. Eine rein Technologieorientierte Bewertung würde mit großer Wahrschein-
lichkeit eine andere Rangfolge der Varianten ergeben. 
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8 Zusammenfassung und Ausblick 
Die moderne Fahrzeugelektronik ist gekennzeichnet durch hohe Komplexität und hohen Kos-
tendruck. In den letzten Jahren und über die letzten Fahrzeuggenerationen hinweg ist die 
Anzahl der Funktionen im Fahrzeuginnenraum und damit auch die Anzahl elektrischer 
Verbraucher in diesem Bereich angestiegen und, wie die Analyse der Innenraumelektronik in 
dieser Arbeit zeigt, auf einem hohen Niveau. In der Analyse konnte nachgewiesen werden, 
dass sich durch unterschiedliche Ausstattungsvarianten und -optionen die Anzahl der elektri-
schen Funktionen und Verbraucher sowie die gesamte Konfiguration der Elektrik/Elektronik 
im Innenraum von Fahrzeug zu Fahrzeug deutlich unterscheiden. Die derzeit im Fahrzeug 
eingesetzte Steuergerätehardware kann auf die dadurch geforderte Flexibilität nur ungenü-
gend reagieren. Hauptziel der hier vorliegenden Arbeit war es, leistungselektronische Struk-
turen zu entwickeln, die sich durch eine verringerte Anzahl von Leistungshalbleitern aus-
zeichnen. Weiterhin sollen in diese Strukturen zusätzliche elektrische Verbraucher aufneh-
men können ohne dabei die Hardware selbst erweitern zu müssen. Dadurch können die ver-
schiedenen Ausstattungen realisiert und der Gesamtaufwand für Leistungselektronik im 
Fahrzeug gesenkt werden.  
Im Rahmen dieser Arbeit wurden die Lineare Vernetzungsstruktur, bei der durch die gemein-
same Nutzung einer Halbleiterbrücke eine geringe Vernetzung der Verbraucher erreicht wird, 
und die matrixförmige Struktur entwickelt, bei der durch die gemeinsame Nutzung aller Lei-
tungen und Halbleiter eine vollständige Vernetzung der Verbraucher entsteht.  
Durch die vollständige Vernetzung der Verbraucher in der Matrixschaltung kann bei einer 
hohen Auslastung der Struktur mit einer geringen Anzahl von aktiven Leistungshalbleitern 
eine große Anzahl von Verbrauchern angesteuert werden. Zur Sicherstellung des selektiven 
Ansteuerns der Verbraucher und zur Vermeidung zusätzlicher Verlustleistung in Halbleitern 
und Verbrauchern wird zu jedem Verbraucher eine einfache Schaltung („Electronic Diac“) in 
Serie geschaltet. Das „Electronic Diac“ hat die Eigenschaft, in einem hochohmigen Zustand zu 
sein, solange nicht die volle minimale Batteriespannung an dem betreffenden Verbraucher 
anliegt, und geht in einen niederohmigen Zustand, wenn die volle Batteriespannung am 
Verbraucher anliegt. Durch diese einfache Schaltung, für die verschiedenartige Ausführungs-
formen entwickelt wurden, wird jedoch der Gesamtaufwand für leistungselektronische Kom-
ponenten wieder erhöht. Eine weitere Aufgabenstellung bei der Anwendung der Matrixschal-
tung ist die Platzierung der Verbraucher in der Struktur. Von den Anforderungen an den 
gleichzeitigen Betrieb der verschiedenen Verbraucher ausgehend muss ein geeignetes Opti-
mierungsverfahren die Anordnung der Verbraucher so gestalten, dass die Anforderungen er-
füllt werden können. 
Die Platzierungsprobleme gehören mit großer Wahrscheinlichkeit zu den am schwierigsten zu 
lösenden mathematischen Problemen. Zur Lösung dieser Aufgabenstellungen stehen exakte 
und heuristische Verfahren zur Verfügung. Heuristischen Verfahren unterscheiden sich inso-
fern von den exakten Verfahren, dass sie große Probleme in verhältnismäßig kurzer Zeit lösen 
können, jedoch keine Garantie für das Auffinden des globalen Optimums bieten. In dieser 
Arbeit wurden das Verfahren der Ganzzahligen Linearen Optimierung als Vertreter der exak-
ten Verfahren und die Genetischen Algorithmen als Vertreter der Heuristiken auf das Prob-
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lem angewendet. Das Verfahren der Genetischen Algorithmen wurde in dieser Arbeit auf die 
spezielle Aufgabenstellung angepasst. Dazu gehörten hauptsächlich die Modifizierung der 
Modellierung des mathematischen Problems und der Operatoren zum Generationsübergang, 
sowie die Entwicklung der Berechnungsalgorithmen der Fitnessgröße. Durch die Optimierung 
des Verfahrens und durch vergleichende Berechnungen mit dem exakten Verfahren kann si-
chergestellt werden, dass mit den Genetischen Algorithmen mit sehr hoher Wahrscheinlich-
keit das globale Optimum gefunden wird. Damit ist in der vorliegenden Arbeit eine wichtige 
Voraussetzung für die Anwendung dieser Schaltungsart erarbeitet worden. 
Die Arbeit untersucht in einem abschließenden Kapitel die entwickelten Schaltungen hin-
sichtlich der Eignung in konkreten Anwendungen der Sitzelektronik und der Klappenverstel-
lung der Klimaanlage. Dazu wird ein komplexes und objektives Bewertungsverfahren ver-
wendet, das sowohl technische als auch betriebswirtschaftliche Kriterien in den Bewertungs-
vorgang einbezieht. In beiden Anwendungsfällen geht die lineare Vernetzungsstruktur als am 
besten geeignete Struktur hervor. In beiden Fällen ist sie den konventionellen Strukturen 
überlegen. Die matrixförmige Vernetzungsstruktur ist den konventionellen Strukturen nach 
dem verwendeten Bewertungsverfahren nicht oder nur unwesentlich überlegen.  
Schlussfolgernd stellt die vorliegende Arbeit fest, dass es in speziellen Anwendungen im Be-
reich der Innenraumelektronik durchaus vorteilhaft ist eine der entwickelten Schaltungen 
einzusetzen, die durch das vorgestellte Verfahren speziell auf die Anwendung hin optimiert 
werden müssen. Dabei erscheint vor allem die lineare Vernetzungsstruktur als günstig, da sie 
sich durch eine hohe Performance und Betriebssicherheit sowie durch geringe Kosten aus-
zeichnet. Bei Systemen, die eine geringe Verfügbarkeit und wenige Gleichzeitigkeitsbedin-
gungen der Verbraucher aufweisen, kann auch die matrixförmige Vernetzungsschaltung er-
folgreich eingesetzt werden. Bei den untersuchten Anwendungen war das jedoch nicht gege-
ben. Letztlich wird es bei jedem Anwendungsfall eine individuelle Entscheidung über die zu 
verwendende Schaltungstechnik geben müssen, da die Anforderungen an die Leistungselekt-
ronik im Fahrzeuginnenraum sich von Anwendung zu Anwendung stark unterscheiden. 
In die Zukunft schauend steht zu erwarten, dass sich die Automobilelektronik schnell weiter-
entwickeln wird. Es werden weitere elektronische Systeme in das Fahrzeug gebracht werden, 
bei denen sich neue Anwendungsmöglichkeiten für die vorgestellten Schaltungstechniken 
ergeben könnten.  
Im Sinne der Verringerung der Kosten und der Erhöhung der Zuverlässigkeit des Systems 
Innenraumelektronik auch bei einer Vielzahl von Ausstattungsvarianten erscheint es als 
sinnvoll, die bestehende Innenraumelektronik zu modularisieren. Die so entstehenden univer-
sellen leistungselektronischen Module kommunizieren mit Hilfe eines geeigneten seriellen 
Subbus mit der übergeordneten Struktur. Dadurch würden kleine autarke und kostengünsti-
ge Strukturen entstehen, die die Gesamtstruktur der Innenraumelektronik tiefer strukturie-
ren und durch ihren von der Ausstattungsvariante abhängigen Einsatz skalierbar gestalten 
würden. Bei optimiertem Design könnten sie zur weiteren Reduzierung der Kosten in diesem 
Bereich beitragen. In den Modulen können wiederum skalierbare Schaltungstechniken für 
leistungselektronische Subsysteme verwendet werden [Nken05]. 
 
 117 
Anhang 
A1: Gleichzeitige Betätigung der Verbraucher in der Zone Sitze 
Aktuator 1 Aktuator 2 Aktuator 3 Anzahl 
Verstellung links / links 
0 (Längs_li) 3 (HV_li)   4 
1 (HH_li) 3 (HV_li)   18 
Verstellung rechts / rechts 
6 (Längs_re) 9 (HV_re)   10 
7 (HH_re) 9 (HV_re)   32 
7 (HH_re) 8 (Lehne_re)   1 
Verstellung links / rechts 
0 (Längs_li) 6 (Längs_re)   2 
0 (Längs_li) 8 (Lehne_re)   1 
0 (Längs_li) 9 (HV_re)   1 
1 (HH_li) 6 (Längs_re)   1 
1 (HH_li) 8 (Lehne_re)   1 
2 (Lehne_li) 7 (HH_re)   1 
4 (KS_li) 10 (KS_re)   1 
Beleuchtung / Sitzverstellung 
0 (Längs_li)   Bel 3 
1 (HH_li)   Bel 2 
2 (Lehne_li)   Bel 2 
3 (HV_li)   Bel 2 
0 (Längs_li) 3 (HV_li) Bel 2 
6 (Längs_re)   Bel 4 
8 (Lehne_re)   Bel 1 
10 (KS_re)   Bel 2 
6 (Längs_re) 8 (Lehne_re) Bel 2 
1 (HH_li) 6 (Längs_re) Bel 1 
1 (HH_li) 6 (Längs_re) 8 (Lehne_re) 1 
Sitzverstellung links / Sitzheizung links 
0 (Längs_li) 12 (sh_f)   4 
1 (HH_li) 12 (sh_f)   9 
2 (Lehne_li) 12 (sh_f)   14 
3 (HV_li) 12 (sh_f)   3 
4 (KS_li) 12 (sh_f)   4 
Sitzverstellung links / Sitzheizung rechts 
0 (Längs_li) 13 (sh_b)   5 
2 (Lehne_li) 13 (sh_b)   3 
3 (HV_li) 13 (sh_b)   3 
Sitzverstellung rechts / Sitzheizung rechts 
6 (Längs_re) 13 (sh_b)   6 
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7 (HH_re) 13 (sh_b)   3 
8 (Lehne_re) 13  (sh_b)   7 
9 (HV_re) 13 (sh_b)   1 
Sitzverstellung rechts / Sitzheizung links 
6 (Längs_re) 12 (sh_f)   2 
7 (HH_re) 12 (sh_f)   3 
8 (Lehne_re) 12 (sh_f)   2 
9 (HV_re) 12 (sh_f)   1 
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A2: Zuordnung der Verbraucher im Fahrzeuginnenraum zu den definierten Zonen 
Verbrauchername Typ Zone 
Motor SHD Motor Dach 
Motor Vollglasdach Motor Dach 
Fond-Innenbeleuchtung Lampe Dach 
Front-Innenraumbeleuchtung ambient Lampe Dach 
Leselicht hinten rechts / links Lampe Dach 
Beleuchtung Spiegel rechts / links Lampe Dach 
Leselicht vorn rechts / links Lampe Dach 
6 Stellmotoren Luftklappen KLA Motor Front 
12 Stellmotoren Luftklappen  Motor Front 
Gebläseregler + Gebläsemotor Motor Front 
Tachometer-Motor Motor Front 
Drehzahlmesser-Motor Motor Front 
Schrittmotor Analog-Uhr Motor Front 
Motor Oberes Bedienfeld Motor Front 
Pumpe Wisch/Wasch hinten Motor Front 
Pumpe Scheinwerferreinigungsanlage Motor Front 
Motor Ventil KLA Motor Front 
Motor Scheibenwischer vorn Motor Front 
Pumpe Wisch/Wasch vorn Motor Front 
Lüfter Steuergeräte-Box Motor Front 
Zusatzwasserpumpe Motor Front 
2 Verstell-Motoren Lenkrad Motor Front 
Dosierpumpe Standheizung Motor Front 
Brennluftgebläse Standheizung Motor Front 
Antrieb Verriegelungsbolzen Lenkrad Motor Front 
Regelventil Kältekompressor Ventil Front 
Absperrventil Klimaanlage Ventil Front 
Schaltventil Kühlerjalousie Ventil Front 
Umschaltventil Standheizung Ventil Front 
Waschdüsenheizung vorn  Heizung Front 
Heizung Lenkrad Heizung Front 
Fußraumbeleuchtung front rechts / links Lampe Front 
Sidemarker rechts / links Lampe Front 
Beleuchtung Handschuhfach Lampe Front 
Relaistreiber Ölkühlerrelais Relais Front 
Relaistreiber Fanfarenrelais Relais Front 
Relaistreiber KSG-Pumpe Relais Front 
Relaistreiber Klemme 15-R. Relais Front 
Relaistreiber Klemme 15 Relais Front 
Relaistreiber Klemme 87-R. Relais Front 
Relaistreiber Reserve Relais Front 
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Motor Pumpe automatischer Ladeboden Motor Heck 
Motor Pneumatikpumpe Fahrdynamischer Sitz Motor Heck 
Antriebsmotor Schloss Servoschließung HD Motor Heck 
Antriebsmotor Heckdeckel Motor Heck 
Antriebsmotor Rückwandtür Motor Heck 
Motor ZV RWT Motor Heck 
Kupplungsmotor Schloss RWT Motor Heck 
Antriebsmotor Schloss RWT Motor Heck 
Motor Heckscheibenwischer Motor Heck 
Motor Unterdruckpumpe Kopfstützen Motor Heck 
Motor Laderaumabdeckung Motor Heck 
Motor Heckrollo Motor Heck 
Motor ZV Tankdeckel Motor Heck 
Motor ZV HD Motor Heck 
Ventil Hydraulik HD-Fernschließung Ventil Heck 
Ventil Hydraulik RWT-Fernschließung Ventil Heck 
Waschdüsenheizung RWT Heizung Heck 
Heizung Heckscheibe Heizung Heck 
2 Heizkissen Sitzheizung fond Heizung Heck 
Blinklicht li Anhänger Lampe Heck 
Schlusslicht + Kennzeichenbeleuchtung Rechts Lampe Heck 
Blinklicht rechts Anhänger Lampe Heck 
Schlusslicht + Kennzeichenbeleuchtung links Anhänger Lampe Heck 
Bremslicht rechts / links Anhänger Lampe Heck 
Rückfahrlicht Anhänger Lampe Heck 
Nebelschlusslicht rechts / links Anhänger Lampe Heck 
Kennzeichenbeleuchtung Lampe Heck 
Bremslicht rechts / links Heck Lampe Heck 
3. Bremslicht Lampe Heck 
Blinklicht rechts / links Heck Lampe Heck 
Nebelschlusslicht rechts / links Heck Lampe Heck 
Rückfahrlicht rechts / links Heck Lampe Heck 
Schlusslicht rechts / links Lampe Heck 
Spotlicht RWT Lampe Heck 
Spotlicht Laderaum Lampe Heck 
Kofferraumbeleuchtung Lampe Heck 
Relaistreiber Lasten Relais Heck 
Relaistreiber Stützbatterie Relais Heck 
8 Sitzverstell-Motoren  Motor Sitze 
2 Verstell-Motoren Kopfstütze Motor Sitze 
2 Lüftermotoren-Gruppen Lehne Motor Sitze 
2 Lüftermotoren-Gruppen Sitz Motor Sitze 
je 5 Magnetventile Sitzkissen Fahrdynamischer Sitz Ventil Sitze 
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2 Heizkissen Sitzheizung front Heizung Sitze 
Fußraumbeleuchtung fond rechts / links Lampe Sitze 
4 Fensterheber-Motoren Motor Tür rechts / links 
4 Spiegelverstell-Motoren Motor Tür rechts / links 
2 Spiegelabklapp-Motoren Motor Tür rechts / links 
4 Motoren Zentralverriegelung Türen Motor Tür rechts / links 
Öffnungshilfe-Motoren (Öffnung der Sperrklinke) Motor Tür rechts / links 
Heizung Außenspiegel rechts / links Heizung Tür rechts / links 
Umfeldbeleuchtung Lampe Tür rechts / links 
Ausstiegs- und Einstiegsleuchten rechts/links front/fond Lampe Tür rechts / links 
Warnleuchten rechts/links front/fond Lampe Tür rechts / links 
2 Motoren Leuchtweitenregulierung Motor keine Zuordnung 
2 Motoren dynamisches Kurvenlicht Motor keine Zuordnung 
3 Motoren Abklappung Fondkopfstützen Motor keine Zuordnung 
Motor Ventil Kopfstützenentriegelung Motor keine Zuordnung 
Ventile Abklappung Kopfstützen Ventil keine Zuordnung 
Standlicht rechts/links Lampe keine Zuordnung 
Abblendlicht rechts / links Lampe keine Zuordnung 
Fernlicht rechts / links Lampe keine Zuordnung 
Blinker rechts / links Lampe keine Zuordnung 
Nebelleuchten rechts / links Lampe keine Zuordnung 
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A3: Versuchsbedingungen bei der Ermittlung der Auswahlwahrscheinlichkeiten 
Allgemeine Versuchbedingungen: 
• Struktur: 5x5 
• Verbraucher: 16 
• Art des Diacs: passiv 
• Fitnessfunktion: Anzahl zulässiger Systemzustände 
Simulation der Startwahrscheinlichkeit des Mutationsoperators 
Operator Pstart / % Pend / %
Rekombination 97,0 - 81,0 5,0
Mutation 2,0 - 18,0 95,0
Invader 1,0 5,0
Random 20,0 20,0
IVM 80,0 80,0  
Simulation der Endwahrscheinlichkeit des Mutationsoperators 
Operator Pstart / % Pend / %
Rekombination 93,0 2,0 - 18,0
Mutation 6,0 93,0 - 77,0
Invader 1,0 5,0
Random 20,0 20,0
IVM 80,0 80,0  
Simulation der Wahrscheinlichkeit des Invader-Operators 
Operator Pstart / % Pend / %
Rekombination 93,0 5,0
Mutation 6,0 94,0 - 89,0
Invader 1,0 1,0 - 6,0
Random 20,0 20,0
IVM 80,0 80,0  
Simulation der Auswahlwahrscheinlichkeit des IVM-Operators innerhalb des Invader-
Operators 
Operator Pstart / % Pend / %
Rekombination 93,0 5,0
Mutation 6,0 90,0
Invader 1,0 5,0
Random 80,0 - 5,0 80,0 - 5,0
IVM 20,0 - 95,0 20,0 - 95,0  
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A4: Verbraucherkombinationen am Fahrersitz 
Verbraucher 1 Verbraucher 2
LV_l L
LV_l HH
LV_l KS
HV L
HV HH
HV KS
SK L
SK HH
SK KS
LS_v/z L
LS_v/z HH
LS_v/z KS
LS_v/z LV_l
LS_v/z HV
LS_v/z SK
LS_h/t L
LS_h/t HH
LS_h/t KS
LS_h/t LV_l
LS_h/t HV
LS_h/t SK  
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5
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0,25 0,02
75
1131
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0,45 0,27
123
0,45 0,27
124
0,1 0,06
Funktion
Grundfkt.
Anz. LEBE Verbindungen Lötstellen Betroffene
Aktuatoren
Komfortfkt. Verstellzeit
Gesamtnutzwert
Kosten
Funktionen Zusatzfunktionen
Ausfallrisiko
PWM KS-Schutz Ü-Schutz Sensorlos
MengeneffekteVerkabelung Elektronik
1141
1,0 0,04
Größe SG
1121
1,0 0,06
Anz. erweiterbarer Fkt. 
BauraumErweiterbarkeit
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Untersuchte Verbraucherstrukturen 
Aktuelle Schaltungstechnik mit Relais: 
MM
LS_v/z LS_h/t M
M
M
HH
L
KS
+ - + -
M
M
M
LV
HV
SK
+ - + -
Hz
+
-
M M M
+
-
Lü
 
Aktuelle Schaltungstechnik mit Halbleitern: 
MM
LS_v/z LS_h/t
M
M
M
HH
L
KS
+-
M
M
M
LV
HV
SK
Hz
+
-
M M M
Lü
+-+-+-
-
+
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Matrixstruktur mit einem Steuergerät für beide Sitze und Matrixstruktur mit einem Steuer-
gerät für jeden Sitz (interne Struktur identisch): 
LS_v/z
LS_h/t
HHLKS
M
LVHV
SK
Hz
Lü
M
M
M
MM
M
M
M
LV
M
HH
HV
M
SK
M
L
MM
KS
Hz M
Lü
M
Fahrersitz Beifahrersitz
 
 
Matrixstruktur mit einem Steuergerät für jeden Sitz und Kennfeldfunktion KF3: 
LS_v/z
LS_h/t
HH
L
KS
M
LV
HV
SK
Hz Lü
MM
M
M
M
M
M
LV
HH
HV
M
SK
M
L
M
M
KS
Hz
M
Lü
M
Fahrersitz Beifahrersitz
M
M
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Lineare Struktur 
LS_v/z LS_h/t
LV HV Hz
Lü
Fahrersitz Beifahrersitz
+-
-
+
+-
-
M
L HH SK
M
+-
-
+
+-
+-
M
-
M
KS
M
+-
-
+
+-
- +
M
Lü Hz
M
LV HV
M
+-
-
+
+-
M
L HH SK
M
+-
-
+
+-
+-
M
KS
+-
-
+
+-
- +
M
MM
M M
 
Verstellspiel zur Ermittlung der Verstellzeit: 
Achse Verstellzeit / s
LV 10
HH 4
HV 4
SK 2
L 5
KS 3
gesamt 28  
 
Maßzahlumsetzung der Bewertungskriterien 
Anzahl Grundfunktionen: 
• Maximal: 10 Grundfunktionen = 10 Punkte 
• Minimal: 0 Grundfunktionen = 0 Punkte 
• 1 Punkt je erfüllter Grundfunktion 
Anzahl Komfortfunktionen: 
• Maximal: 5 Komfortfunktionen = 10 Punkte 
• Minimal: 0 Komfortfunktionen = 0 Punkte 
Anhang 
128 
• 2 Punkte je erfüllter Komfortfunktion 
Verstellzeit: 
Variante Verstellzeit / s Maßzahl
Maximalvarinate 10 10
Konventionelle Struktur 19 6
Matrixstruktur 16 7
Lineare Struktur 15 8
Minimalvarinate 28 1  
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Anzahl erweiterbarer Funktionen: 
• Maximal: 5 Funktionen = 10 Punkte 
• Minimal: 0 Funktionen = 0 Punkte 
• 2 Punkte je erfüllter erweiterbarer Funktion 
Kriterien Zusatzfunktionalität: 
• Kriterium erfüllt: 10 Punkte 
• Kriterium nicht erfüllt: 0 Punkte 
Größe Steuergerät: 
Variante Punkte Bauraum
Maximalvariante 10 0,7
Matrixstruktur 1SG 8 1,04
Matrixstruktur 2SG 7 1,39
Lineare Struktur 6 1,5
Konventionelle Struktur mit HL 6 1,5
Konventionelle Struktur 1 2,49  
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Anzahl Leistungsbauelemente: 
Variante Punkte LEBE
Maximalvariante 10 25
Konventionelle Struktur 9 29
Lineare Struktur 5 48
Konventionelle Struktur mit HL 5 50
Matrixstrukturen 1 70  
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Anzahl von Verbindungen: 
Variante Punkte Verbindungen
konventionelle Strukturen 10 74
Lineare Struktur 10 74
Matrixstrukturen 2 SG 2 104
Matrixstrukturen 1 SG 0 111  
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Anzahl Lötstellen: 
Variante Punkte Lötstellen
Konventionelle Struktur 10 120,5
Konventionelle Struktur mit HL 7 154
Lineare Struktur 7 155
Matrixstrukturen 1 220  
220
155
154
120,5
0
50
100
150
200
250
0 1 2 3 4 5 6 7 8 9 10
Punkte
A
n
za
h
l 
L
ö
ts
te
ll
en
A
n
za
h
l 
L
ö
ts
te
ll
en
A
n
za
h
l 
L
ö
ts
te
ll
en
A
n
za
h
l 
L
ö
ts
te
ll
en
Lötstellen
 
Anzahl betroffener Verbraucher: 
Variante Punkte Verbraucher
Maximalvariante 10 1
Konventionelle Strukturen 8 2,2
Matrixstrukturen 7 2,6
Lineare Struktur 6 3,3
Minimalvariante 1 5,7
Minimum - Jeder Aktuator wird einzeln angetrieben --> 1
Maximum - gemeinsame 3x4 Matrix für beide Sitze (21Pläzte - 20Verbraucher) --> 5,7  
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Kosten Elektronik: 
Variante Punkte
Matrixstruktur 2SG 1
Matrixstruktur 1SG 2
Konventionelle Struktur mit HL 7
Lineare Struktur 9
Konventionelle Struktur 10  
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Kosten Verkabelung: 
Variante Punkte
Konventionelle Strukturen 10
Lineare Struktur 9
Matrixstruktur 2SG 6
Matrixstruktur 1SG 1  
Konventio ll  truktur 
Konventionelle tr kt r it  
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Mengeneffekte: 
Variante Punkte Baureihen
Maximalvariante 10 8
Matrixstrukturen 4 3
Lineare Struktur 1 1
Konventionelle Strukturen 1 1  
 
Festlegung der Gewichtungsfaktoren 
Gesamtnutzwert: 
• Festlegung ohne Gewichtungsmatrix 
• Kosten: 0,6 
• Funktion: 0,4 
Kosten: 
• Festlegung ohne Gewichtungsmatrix 
• Kosten Elektronik: 0,45 
• Kosten Verkabelung: 0,45 
• Mengeneffekte: 0,1 
Funktion: 
Funktionen Erweiterbarkeit Zusatzfunktionen Bauraum Ausfallrisiko Punkte Gewichtung
Funktionen x + + + 0 11 0,275
Erweiterbarkeit - x - + - 6 0,15
Zusatzfunktionen - + x + 0 9 0,225
Bauraum - - - x - 4 0,1
Ausfallrisiko 0 + 0 + x 10 0,25  
Funktionen: 
Grundfunktionen Komfortfunktionen Verstellzeit Punkte Gewichtung
Grundfunktionen x + + 6 0,5
Komfortfunktionen - x 0 3 0,25
Verstellzeit - 0 x 3 0,25  
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Ausfallrisiko: 
Kriterium LEBE Verbindungen Lötstellen
Betroffene 
Aktuatoren Punkte Gewichtung
LEBE x - - - 3 0,125
Verbindungen + x + - 7 0,292
Lötstellen + - x - 5 0,208
Betroffene Aktuatoren + + + x 9 0,375  
Zusatzfunktionen: 
PWM KS-Schutz Überlastschutz Sensorlos Punkte Gewichtung
PWM x - - + 5 0,208
KS-Schutz + x 0 + 8 0,333
Überlastschutz + 0 x + 8 0,333
Sensorlos - - - X 3 0,125  
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Soll Z-Größe Z-Wert Z-Größe Z-Wert Z-Größe Z-Wert Z-Größe Z-Wert Z-Größe Z-Wert Z-Größe Z-Wert
Anz. Grundfunktionen 10 10 10 10 10 10 10 10 10 10 10 10 10
Anz. Komfortfunktionen 5 5 10 5 10 5 10 5 10 5 10 5 10
Verstellzeit 19 16 7 16 7 16 7 19 5 15 8 19 5
Anz. Erweiterbarer Funktionen 5 0 0 0 0 1 2 0 0 3 6 0 0
PWM 1 1 10 1 10 1 10 0 0 1 10 1 10
Kurzschlussschutz 1 1 10 1 10 1 10 0 0 1 10 1 10
Überlastschutz 1 1 10 1 10 1 10 0 0 1 10 1 10
alternative Positionserfassung 1 1 10 1 10 1 10 1 10 1 10 1 10
Größe Steuergerät 2,26 1,04 8 1,39 7 1,39 7 2,26 1 1,5 6 1,5 6
Anz. LEBE 29 70 3 70 3 70 3 29 10 48 7 50 5
Anz. Verbindungen 74 111 1 104 2 104 2 74 10 74 10 74 10
Anz. Lötstellen 120,5 220 1 220 1 220 1 120,5 10 155 7 154 7
Anz. Betroffener Aktuatoren 2,2 2,6 7 2,6 7 2,6 7 2,2 8 3,33 6 2,2 8
Kosten Elektronik 100 157 2 163,68 1 163,68 1 100 10 108,8 9 119,9 7
Kosten Verkabelung 15,04 26,72 1 20 6 20 6 15,04 10 14,08 9 14,08 10
Mengeneffekte 8 3 4 3 4 3 4 1 1 1 1 1 1
konventionell Lineare Struktur konventionell HLZielkriterium Matrix 1SG Matrix 2SG
Matrix 2SG + 
KF3
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Z-Wert Wertung Z-Wert Wertung Z-Wert Wertung Z-Wert Wertung Z-Wert Wertung Z-Wert Wertung
Anz. Grundfunktionen 0,0550 10 0,550 10 0,550 10 0,550 10 0,550 10 0,550 10 0,550
Anz. Komfortfunktionen 0,0275 10 0,275 10 0,275 10 0,275 10 0,275 10 0,275 10 0,275
Verstellzeit 0,0275 7 0,193 7 0,193 7 0,193 5 0,138 8 0,220 5 0,138
Anz. Erweiterbarer Funktionen 0,0600 0 0,000 0 0,000 2 0,120 0 0,000 6 0,360 0 0,000
PWM 0,0188 10 0,188 10 0,188 10 0,188 0 0,000 10 0,188 10 0,188
Kurzschlussschutz 0,0300 10 0,300 10 0,300 10 0,300 0 0,000 10 0,300 10 0,300
Überlastschutz 0,0300 10 0,300 10 0,300 10 0,300 0 0,000 10 0,300 10 0,300
alternative Positionserfassung 0,0113 10 0,113 10 0,113 10 0,113 10 0,113 10 0,113 10 0,113
Größe Steuergerät 0,0400 8 0,320 7 0,280 7 0,280 1 0,040 6 0,240 6 0,240
Anz. LEBE 0,0125 3 0,038 3 0,038 3 0,038 10 0,125 7 0,088 5 0,063
Anz. Verbindungen 0,0292 1 0,029 2 0,058 2 0,058 10 0,292 10 0,292 10 0,292
Anz. Lötstellen 0,0208 1 0,021 1 0,021 1 0,021 10 0,208 7 0,146 7 0,146
Anz. Betroffener Aktuatoren 0,0375 7 0,263 7 0,263 7 0,263 8 0,300 6 0,225 8 0,300
Kosten Elektronik 0,2700 2 0,540 1 0,270 1 0,270 10 2,700 9 2,430 7 1,890
Kosten Verkabelung 0,2700 1 0,270 6 1,620 6 1,620 10 2,700 9 2,430 10 2,700
Mengeneffekte 0,0600 3 0,180 3 0,180 3 0,180 1 0,060 1 0,060 1 0,060
Wertigkeit 3,578 4,647 4,767 7,500 8,215 7,553
Normierte Wertigkeit 0,44 0,57 0,58 0,91 1,00 0,92
Rangfolge 6 5 4 3 1 2
konventionell HLLineare Struktur
Zielkriterium
Matrix 1SG
Gewichtung
konventionellMatrix 2SG Matrix 2SG + KF3
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Der Verstellzyklus soll die Umschaltung von Normalbetrieb auf Betrieb der Frontscheiben-
enteisung abbilden. Das erfolgt unter den folgenden Bedingungen 
• Voller Verstellhub = 20s 
• Umluftklappe auf (0 – 100%) 
• Defrostklappen auf (0 -100%) 
• Mitteldüsenklappen zu (100 – 0%) 
• Mischluftklappen in Stellung warm (50 – 100%) 
• Zyklus ergibt maximale Verstellzeit von 120s 
Maßzahlumsetzung 
Kosten Elektronik: 
Variante Punkte
Maximalvariante 10
Variante 3,4 9
Variante 6 8
Variante 1,2 7
Variante 5 6
Variante 7 1  
Kosten Verkabelung: 
Variante Punkte
Maximalvariante 10
Variante 5, 6, 7 8
Variante 4 5
Variante 3 5
Variante 1,2 4
Minmalvariante 1  
Grundfunktionen: 
• Erfüllung aller Grundfunktionen = 10Punkte 
• Nichterfüllung aller Grundfunktionen = 0Punkte 
Komfortfunktionen: 
Variante Funktionen Punkte
Variante 1, 2, 5, 7 7 10
Variante 6 5 7
Variante 3, 4 2 3  
Zusatzfunktionen: 
Variante Zusatzfkt. Punkte
Variante 5, 7 50 10
Variante 1 39 8
Varinate 6 29 6
Variante 3 22 4
Variante 2 7 1
Variante 4 3 1  
Variante 5 und 7 entsprechen der Maximalvariante 
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Verstellzeit: 
Variante Verstellzeit Punkte
Maximalvariante 20 10
Variante 5 40 8
Variante 1 50 7
Variante 3, 6 70 5
Variante 2, 4 90 3
Minimalvariante 120 1  
Variante 1 entspricht der Maximalvariante 
Anzahl Leistungsbauelemente: 
Variante Anz. LEBE Punkte
Variante 6 28 10
Variante 5, 3 32 8
Variante 4 38 5
Variante 1 40 4
Variante 2 44 3
Variante 7 48 1  
Anzahl Verbindungen: 
Variante Anz. Verb. Punkte
Maximalvariante 41 10
Variante 4 43 9
Variante 2 46 7
Variante 5, 6, 7 48 6
Variante 3 52 4
Variante 1 56 1  
Anzahl Lötstellen: 
Variante Lötstellen Punkte
Maximalvariante 40,6 10
Variante 6 50,5 9
Variante 5 56 9
Variante 7 82 6
Variante 3 99 5
Variante 4 132,6 2
Variante 1 135 1
Variante 2 139,5 1  
Anzahl betroffenen Aktuatoren: 
Variante Anzahl Punkte
Maximalvariante 1 10
Variante 2 2,6 9
Variante 1, 3, 5 3 8
Variante 4 3,4 8
Variante 6 6 5
Minimalvariante 12 0  
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Elektronik 11,2 8,0 7 8,0 7 6,6 9 6,6 9 8,4 6 7,0 8 11,2 1
Verkabelung 13,0 24,0 4 24,0 4 23,0 5 22,0 5 16,0 8 16,0 8 16,0 8
Grundfunktionen 14,0 14,0 10 14,0 10 14,0 10 14,0 10 14,0 10 14,0 10 14,0 10
Komfortfunktionen 7,0 7,0 10 7,0 10 2,0 3 2,0 3 7,0 10 5,0 7 7,0 10
Zusatzfunktionen 171,0 39,0 8 7,0 1 22,0 4 3,0 1 171,0 10 29,0 5 <1000 10
Verstellzeit 20,0 50,0 7 90,0 3 70,0 5 90,0 3 40,0 8 70,0 5 20,0 10
Anzahl Leistungsbauelemente 48,0 40,0 4 44,0 3 32,0 8 38,0 5 32,0 8 28,0 10 48,0 1
Anzahl Verbindungen 48,0 56,0 1 46,0 7 52,0 4 43,0 9 48,0 6 48,0 6 48,0 6
Anzahl Lötstellen 140,0 135,0 1 139,8 1 99,0 5 132,6 2 56,0 9 50,5 9 82,0 6
Anzahl betroffener Verbraucher 1,0 3,0 8 2,6 9 3,0 8 3,4 8 3,0 8 6,0 5 1,0 10
Variante 4 Variante 5 Variante 6 Variante 7
Zielkriterium
Variante 1 Variante 2 Variante 3
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Elektronik 0,25 7 1,75 7 1,75 9 2,25 9 2,25 6 1,5 8 2 1 0,25
Verkabelung 0,25 4 1 4 1 5 1,25 5 1,25 8 2 8 2 8 2
Grundfunktionen 0,09375 10 0,938 10 0,938 10 0,938 10 0,938 10 0,938 10 0,938 10 0,938
Komfortfunktionen 0,073 10 0,73 10 0,73 3 0,219 3 0,219 10 0,73 7 0,511 10 0,73
Zusatzfunktionen 0,04175 8 0,334 1 0,042 4 0,167 1 0,042 10 0,418 5 0,209 10 0,418
Verstellzeit 0,04175 7 0,292 3 0,125 5 0,209 3 0,125 8 0,334 5 0,209 10 0,418
Anzahl Leistungsbauelemente 0,03125 4 0,125 3 0,094 8 0,25 5 0,156 8 0,25 10 0,313 1 0,031
Anzahl Verbindungen 0,073 1 0,073 7 0,511 4 0,292 9 0,657 6 0,438 6 0,438 6 0,438
Anzahl Lötstellen 0,052 1 0,052 1 0,052 5 0,26 2 0,104 9 0,468 9 0,468 6 0,312
Anzahl betroffener Verbraucher 0,09375 8 0,75 9 0,844 8 0,75 8 0,75 8 0,75 5 0,469 10 0,938
Wertigkeit 1,000 6,044 6,085 6,584 6,491 7,825 7,553 6,471
Normierte Wertigkeit 0,772 0,778 0,841 0,829 1 0,965 0,827
Rangfolge 7 6 3 4 1 2 5
Variante 4 Variante 5 Variante 6 Variante 7
Zielkriterium
Variante 1 Variante 2 Variante 3
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