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Abstract
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1. Introduction
In [5], the ﬁrst author outlined an algorithm for computing the Selmer group of an
isogeny from an arbitrary abelian variety to the Jacobian of a curve. That algorithm
exploits divisors on the curve instead of points on an abelian variety, number ﬁelds
instead of cohomology groups and functions on the curve instead of coboundary maps.
Thus, that algorithm appears far more tractable than using the abstract deﬁnition of a
Selmer group and many examples have been computed since then. In this paper, we
would like to exploit that algorithm in order to compute the Selmer group of an isogeny
between arbitrary abelian varieties that are isogenous to the Jacobian of a curve.
Up until now, Selmer groups have been computed in the cases that the image of the
isogeny is a Jacobian (using Galois cohomology) or the abelian varieties are modular
(using étale cohomology). Therefore this algorithm extends the set of tools we have for
computing Selmer groups. In fact, we will compute the Selmer group of an isogeny
between two non-modular abelian varieties, neither of which is known to be a Jacobian.
This is the ﬁrst example of its kind. Selmer groups are of interest for bounding Mordell–
Weil ranks and studying pieces of, as well as the visibility of, Shafarevich–Tate groups.
Let  be an isogeny between abelian varieties B and A over the number ﬁeld K.
In order to replace computations in cohomology groups with computations in number
ﬁelds, one must work in the étale algebra corresponding to (a subset of) the kernel
of the dual of the given isogeny. One must also determine the elements of the étale
algebra that correspond to rational points on A over a local ﬁeld. For a general abelian
variety, ﬁnding these local rational points would seem to require explicit equations for
A. In this article, we will assume that there is a curve C/K and a K-isogeny  from
A to the Jacobian J of C. Under appropriate additional hypotheses, we reduce to the
problem of ﬁnding local rational points on J.
An alternative approach to ﬁnding the -Selmer group would be to determine the -
and -Selmer groups (assuming the Shafarevich–Tate groups cooperate; see
Section 6.6). The étale algebra corresponding to an isogeny is typically a number
ﬁeld of degree over K approximately equal to the degree of the isogeny. What slows
down algorithms for computing Selmer groups based on [5] is that the computations
in number ﬁelds require information about the class groups and unit groups of those
extensions. One pleasant aspect of our approach is that we will only need to do such
computations in the étale algebra corresponding to . Computing the - and -Selmer
groups would typically require computations in much larger number ﬁelds.
One application of this algorithm is the following. Let us say that we are trying to
determine the set of rational points on a curve of higher genus. A popular way to do
this at the moment, when the curve has a known rational point, is to determine the
structure of the Mordell–Weil group of its Jacobian, J, ﬁnd generators for a subgroup
of ﬁnite index and then use a Chabauty argument to determine the set of rational
points. We should note that this is not always possible. The most straightforward way
of determining the Mordell–Weil rank of a Jacobian is by computing the Selmer group
for an endomorphism of low degree. In the generic case, the non-trivial endomorphism
of lowest degree is the multiplication by 2 map. Even for genus 3 (in the generic
case), the étale algebra corresponding to this endomorphism will be a number ﬁeld of
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degree 63. Determining the units and class group of such a number ﬁeld is usually
beyond current computational abilities. Let us assume that there is a series of isogenies
J → A1 → · · · → An → J , deﬁned over the baseﬁeld, where the A′i are abelian
varieties. We can use this algorithm to determine the Selmer group for each isogeny.
By gluing those Selmer groups together, using the exact sequence in Section 6.6, there
is a chance of determining the Mordell–Weil rank of J. The number ﬁelds that will arise
as factors of the étale algebras corresponding to the isogenies may be more tractable
than the number ﬁelds associated with their composition, which is an endomorphism
of J.
In Section 3, we describe the algorithm, make assumptions that we will need and
prove a theorem that the output of the algorithm is isomorphic to the Selmer group,
under the assumptions given. In Section 4, we discuss the assumptions and give others
that are more easily checked which imply the necessary ones. In Section 5, we discuss
practical issues surrounding the implementation of the algorithm. In Section 6, we
present an example where we determine the set of rational points on the curve x4 +
(y2 + 1)(x + y) = 0. We do this by decomposing the multiplication-by-2 map on
the Jacobian into the composition of three isogenies, using two intermediary abelian
varieties, as above.
We will be terse about many of the details involved in computing Selmer groups
that are described in [3,5–7].
2. The main diagram
In this section, we present Fig. 1 and explain the notation used in it.
Let K be a number ﬁeld. For any Gal(K/K)-module M we denote the cohomology
group H 1(Gal(K/K),M) by H 1(K,M). Let  denote the coboundary embedding of
A(K)/B(K) into H 1(K,B[]), where B[] denotes the kernel of . Let S denote
any ﬁnite set of primes of K that contains the primes of bad reduction of B, the primes
dividing the degree of , and if that degree is even, any real primes also. Denote by
H 1(K,B[]; S) the subgroup that is unramiﬁed outside S. We know that the image of
A(K)/B(K) lands in H 1(K,B[]; S).
Recall that to the sequence
B
→ A → J
there is a dual sequence
Jˆ
ˆ→ Aˆ ˆ→ Bˆ,
where all abelian varieties and isogenies are also deﬁned over K.
Let Sp(Aˆ[ˆ]) be a Gal(K/K)-stable spanning set of Aˆ[ˆ]. Let l be the exponent
of the group B[] and let Sp(Aˆ[ˆ])l denote the Galois-module of maps from Sp(Aˆ[ˆ])
E.F. Schaefer, J.L. Wetherell / Journal of Number Theory 115 (2005) 158–175 161
to l , the lth roots of unity. We can then deﬁne a map from B[] to Sp(Aˆ[ˆ])l given
by P → (Q → e(P,Q)) where e is the -Weil pairing. This induces a map on
cohomology from H 1(K,B[]) to H 1(K, Sp(Aˆ[ˆ]l )).
Let Rˆ be the coordinate ring of the ﬁnite étale scheme Sp(Aˆ[ˆ]), over K, and let
Rˆ = Rˆ ⊗K K . Taking l-powers yields a short exact sequence of Galois modules
Sp(Aˆ[ˆ])l → R
∗
ˆ
l→ R∗ˆ.
Kummer Theory tells us that this sequence induces an isomorphism between R∗
ˆ
/(R∗
ˆ
)l
and H 1(K, Sp(Aˆ[ˆ])l ); this isomorphism sends  ∈ R∗ˆ to  → (
l
√
)/ l
√
. Composing
the map from the previous paragraph with the inverse of the Kummer map gives us a
homomorphism h from H 1(K,B[]) to R∗ˆ/(R
∗
ˆ
)l .
As a brief aside, note that Rˆ is an étale algebra over K; that is, it is isomorphic to
K[T ]/(f (T )) where f (T ) ∈ K[T ] is a separable, monic polynomial. The algebra Rˆ
decomposes into a direct product of ﬁnite extensions of K. More concretely, pick one
representative of each Galois-orbit of Sp(Aˆ[ˆ]) and label them P1, . . . , Pd . Then Rˆ
is isomorphic to
∏
K(Pi) where K(Pi) is the ﬁeld of deﬁnition of Pi (see [5, p. 450;
6, §3]).
For any prime q ∈ S, we can do all of the above over Kq. When doing so, we will
simply add the prime as a subscript. We must ensure that Spq(Aˆ[ˆ]) ⊆ Sp(Aˆ[ˆ]). Let
q denote the restriction map from H 1(K,B[]) to H 1(Kq, B[]). We deﬁne ,q,
,q, Rˆ,q, Rˆˆ,q, h,q and h,q as above. We must ensure that ˆ(Spq(Jˆ [ˆˆ])) ⊆
Spq(Aˆ[ˆ]) and Spq(Jˆ [ˆ]) ⊆ Spq(Jˆ [ˆˆ]). The maps h,q and h,q take their images
in R∗
ˆ,q
/(R∗
ˆ,q
)n and R∗
ˆˆ,q
/(R∗
ˆˆ,q
)m, where n and m are the exponents of the groups
A[] and B[], respectively. Note that l and n divide m.
Let B,q denote the identity map on B over Kq. This induces a map from H 1(Kq, B[])
to H 1(Kq, B[]). The isogeny ˆ induces a map from Spq(Jˆ [ˆˆ]) to Spq(Aˆ[ˆ])
and hence a map ˆ
∗
q from H 1(Kq, 
Spq(Aˆ[ˆ])
l ) to H
1(Kq, 
Spq(Jˆ [ˆˆ])
m ) and, by abuse
of notation, from R∗
ˆ,q
/(R∗
ˆ,q
)l to R∗
ˆˆ,q
/(R∗
ˆˆ,q
)m; the latter homomorphism maps
through the group (R∗
ˆˆ,q
)m/l/(R∗
ˆˆ,q
)m. Let J,q denote the identity map on J over
Kq. The map ˆJ,q induces a map from Spq(Jˆ [ˆ]) to Spq(Jˆ [ˆˆ]) and hence a map
ˆ∗J,q from H 1(Kq, 
Spq(Jˆ [ˆˆ])
m ) to H 1(Kq, 
Spq(Jˆ [ˆ])
n ) and, by abuse of notation, from
R∗
ˆˆ,q
/(R∗
ˆˆ,q
)m to R∗
ˆ,q
/(R∗
ˆ,q
)n.
There is a canonical embedding of Rˆ into Rˆ⊗KKq. The containment Spq(Aˆ[ˆ]) ⊆
Sp(Aˆ[ˆ]) induces a projection map from Rˆ⊗K Kq to Rˆ,q. The composition of those
two maps induces a map q from R∗ˆ/(R
∗
ˆ
)l to R∗
ˆ,q
/(R∗
ˆ,q
)l .
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Fig. 1.
Fig. 1 is commutative and the ﬁrst and second horizontal rows are exact. The -
Selmer group of B over K is
S(K,B) =
⋂
q∈S
−1q ,qA(Kq)/B(Kq) in H 1(K,B[]; S).
3. The algorithm
Given the notation described above, we outline the following algorithm for a group,
which under assumptions described below, is isomorphic to S(K,B).
1. Find a suitable isogeny /K from A to J, the Jacobian of a curve C over K.
2. Determine a set S including the bad primes with respect to K,  and B.
3. Find the image H of H 1(K,B[]; S) in R∗ˆ/(R
∗
ˆ
)l .
4. For all q ∈ S, ﬁnd T1,q = h,q ,q(J (Kq)/B(Kq)) in R∗ˆˆ,q/(R
∗
ˆˆ,q
)m.
5. For all q ∈ S, ﬁnd T2,q = (ˆ∗q)−1(T1,q) in R∗ˆ,q/(R
∗
ˆ,q
)l .
6. For all q ∈ S, ﬁnd U3,q = H ∩ −1q (T2,q) in R∗ˆ/(R
∗
ˆ
)l .
7. Find U3 = ∩U3,q in R∗
ˆ
/(R∗
ˆ
)l over all q ∈ S.
When working with this algorithm, we make the following assumptions.
Assumption 1. The map h is injective.
Assumption 2. For all q ∈ S, U3,q = h−1q ,qA(Kq)/B(Kq) in R∗ˆ/(R
∗
ˆ
)l .
Theorem 3.1. Under Assumptions 1 and 2, U3 is the isomorphic image of S(K,B)
in R∗
ˆ
/(R∗
ˆ
)l .
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Proof. Deﬁne U4,q = h−1 (U3,q). Since U3,q is contained in H, we see that U3,q =
h(U4,q). It follows from Assumption 1 that U3 is the isomorphic image of ∩U4,q. On
the other hand, Assumptions 1 and 2 imply that U4,q = −1q ,qA(Kq)/B(Kq). Thus,
U3 is the isomorphic image of S(K,B). 
4. Discussion of assumptions
Assumption 1 is something that can be checked; it is a computation with ﬁnite
cohomology groups. This assumption was made in [5, p. 454] also. We know of
examples where this assumption does and does not hold (thanks to Hendrik W. Lenstra
Jr. and Bart de Smit for helping create an example where this assumption fails). If
(1) B[] is an Fp-vector space of dimension at most 2 and
(2) when p is odd, p  |#Sp(Aˆ[ˆ])
both hold then Assumption 1 holds (see [6, §5 and §6; 5, Proposition 3.4]).
Assumption 2 is also something that can be checked, but doing so could easily
amount to computing the Selmer group by traditional means. It is therefore convenient
to list some alternative assumptions that are more easily veriﬁed. We unfortunately have
neither the data, nor the intuition to conjecture how often Assumptions 1 and 2 are
expected to hold.
Assumption 3. For all q ∈ S, the map h,q ,q is injective.
Assumption 4. For all q ∈ S, the kernel of ˆ∗qh,q is contained in the image of ,q
in H 1(Kq, B[]).
Lemma 4.1. Assumptions 1, 3, and 4 imply Assumption 2.
Proof. By Assumption 1, we see that it will sufﬁce to show that
−1q ,qA(Kq)/B(Kq) = h−1 (U3,q) in H 1(K,B[]; S)
= h−1 −1q (ˆ
∗
q)
−1(T1,q)
= −1q h−1,q(ˆ
∗
q)
−1(T1,q).
Assumption 3 implies that the image of A(Kq)/B(Kq) in J (Kq)/B(Kq) is equal
to the kernel of the map from J (Kq)/B(Kq) to R∗
ˆ,q
/(R∗
ˆ,q
)n. Following this down
to R∗
ˆˆ,q
/(R∗
ˆˆ,q
)m, we see that
ˆ
∗
qh,q,qA(Kq)/B(Kq) = T1,q ∩ ker ˆ∗J,q in R∗ˆˆ,q/(R
∗
ˆˆ,q
)m.
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Since the image of ˆ
∗
q h,q is contained in ker ˆ
∗
J,q, we ﬁnd that
h−1,q(ˆ
∗
q)
−1(T1,q) = h−1,q(ˆ
∗
q)
−1(T1,q ∩ ker ˆ∗J,q) in H 1(Kq, B[])
= h−1,q(ˆ
∗
q)
−1 (ˆ∗qh,q,qA(Kq)/B(Kq)
)
= ,qA(Kq)/B(Kq)+ ker ˆ∗qh,q
= ,qA(Kq)/B(Kq).
(The last equality follows from Assumption 4.) Applying −1q to both sides of the above
equation gives the desired result. 
Since ,q is injective for all q, Assumption 3 is equivalent to
Assumption 3′. For all q ∈ S, the map h,q is injective.
Checking Assumption 3′ involves straightforward computations with ﬁnite, local co-
homology groups.
Now let us break down Assumption 4.
Assumption 5. For all q ∈ S, the kernel of h,q is contained in the image of ,q.
For all q ∈ S, let H,q denote the image of H 1(Kq, B[]) in R∗ˆ,q/(R
∗
ˆ,q
)l .
Assumption 6. For all q ∈ S, the group ker ˆ∗q ∩ H,q is contained in the image of
h,q,q on A(Kq)/B(Kq) in R∗ˆ,q/(R
∗
ˆ,q
)l .
Proposition 4.2. Assumptions 5 and 6 imply Assumption 4.
Proof. Let  ∈ H 1(Kq, B[]) and ˆ∗qh,q() = 0. Then h,q() ∈ (ker ˆ
∗
q ∩H,q). By
Assumption 6, we have h,q() ∈ h,q,q(A(Kq)/B(Kq)). Therefore  ∈ ,q(A(Kq)
/B(Kq))+ ker h,q. By Assumption 5,  ∈ ,q(A(Kq)/B(Kq)). 
Corollary 4.3. Under Assumptions 1, 3, 5 and 6, U3 is the isomorphic image of
S(K,B) in R∗
ˆ
/(R∗
ˆ
)l .
Proof. This follows from Theorem 3.1, Lemma 4.1, and Proposition 4.2. 
Let us discuss Assumption 5.
Assumption 5a. For all q ∈ S, the map h,q is injective.
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Fig. 2.
Clearly Assumption 5a implies Assumption 5. Checking Assumption 5a involves
straightforward computations with ﬁnite, local cohomology groups.
Now let us discuss Assumption 6. We deﬁne coker1,q to be the cokernel of the map
from A(Kq)[]/(B(Kq)[]) to ker ˆ∗q ∩ H,q and coker2,q to be the cokernel of
the map from A(Kq)/B(Kq) to H,q. Fig. 2 is commutative with exact rows and
columns. An assumption equivalent to Assumption 6 is
Assumption 6′. For all q ∈ S, the group coker1,q maps trivially to coker2,q.
Finding the image of A(Kq)/B(Kq) in H,q may be difﬁcult. The following related
assumptions may be more convenient to verify.
Assumption 6a. For all q ∈ S, we have coker1,q = 0.
The subset Jˆ [ˆ] of Jˆ [ˆˆ] is Gal(Kq/Kq)-stable. We can choose Spq(Jˆ [ˆˆ]) =
Wˆˆ,q ∪ Spq(Jˆ [ˆ]) so that Wˆˆ,q ⊆ Jˆ [ˆˆ] \ Jˆ [ˆ] is Gal(Kq/Kq)-stable. Let Mˆˆ,q
be the étale algebra corresponding to Wˆˆ,q. Then Rˆˆ,qMˆˆ,q × Rˆ,q. Thus
M∗
ˆˆ,q
/(M∗
ˆˆ,q
)m × (R∗
ˆ,q
)n/(R∗
ˆ,q
)m is the kernel of ˆ∗J,q and ker ˆ
∗
q ∩ H,q is the
kernel from H,q to M∗ˆˆ,q/(M
∗
ˆˆ,q
)m × (R∗
ˆ,q
)n/(R∗
ˆ,q
)m. Fig. 3 is commutative with
exact rows and columns.
Assumption 6b. For all q ∈ S, the map h,q on H 1(Kq, B[])[] is injective.
Assumption 6c. For all q ∈ S, the map h,q on H 1(Kq, B[]) is injective.
We have 6c⇒ 6b⇒ 6a ⇒ 6.
That 6b ⇒ 6a follows from the snake lemma applied to Fig. 3. That 6c ⇒ 6b is
clear. Checking Assumptions 6a, 6b and 6c all involve straightforward computations in
ﬁnite, local cohomology groups. Examples of checking assumptions of these kinds can
be found in [1, §3; 5, Proposition 3.4; 6, §6] and Section 6.
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Fig. 3.
Note that the assumptions depend on the choices of Galois-stable spanning sets.
Smaller spanning sets can give lower degree K- and Kq-algebras. These are easier to
deal with computationally. However, larger spanning sets increase the chance that the
h-maps will be injective.
5. Discussion of algorithm
Let us give an example for Step 1. Assume that we have  : J → A over K,
where J is the Jacobian of the curve C over K. Let 	C denote the canonical principal
polarization from J to Jˆ with respect to C. Let us say that we can ﬁnd a K-rational
polarization 	A from A to Aˆ of reasonably low degree. Then we can use  = 	−1C ˆ	A,
which is an isogeny from A to J; see Section 6 for a related example.
For Step 2, we note that B and J have the same set of bad primes. This is contained
in the set of primes of singular reduction for C, which may be easier to determine.
Step 3 of the algorithm is not necessarily a trivial task. First one needs to determine
the subgroup of R∗
ˆ
/(R∗
ˆ
)l which is unramiﬁed outside S (see [3, §12]). Then H is
the intersection of that with the image of H 1(K,B[]) in R∗
ˆ
/(R∗
ˆ
)l ; this image can
be difﬁcult to determine (for examples, see [5, Proposition 3.4; 6, §7]).
The entire article [5] is devoted to the issues surrounding Step 4. In order to use
that article, it is necessary that for all q ∈ S, every element of J (Kq)/B(Kq) is
represented by a divisor class containing a degree 0 divisor of C deﬁned over Kq;
having a K-rational point on C is sufﬁcient. One issue left unresolved in [5] is that
of ﬁnding generators for J (Kq)/B(Kq). In practice, when doing a single example,
this is rarely a problem. However, one sometimes wants a general, effective algo-
rithm for implementation as a computer program that can compute many examples. In
[7, §6], Stoll provides an effective algorithm in the special case that J is the Jacobian
of a hyperelliptic curve and  is the multiplication-by-2 map (which is not consid-
ered as a composite of two isogenies in that article); but surely his algorithm can be
generalized.
We can simplify Step 5 with the following observation. The image of ˆ
∗
q is contained
in M∗
ˆˆ,q
/(M∗
ˆˆ,q
)m × 1. So T2,q = ˆ∗−1q
(
T1,q ∩ (M∗
ˆˆ,q
/(M∗
ˆˆ,q
)m × 1)
)
. We need
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to determine ˆ
∗
q. For simplicity, let us assume that the elements of Aˆ[ˆ] \ 0 form a
single Galois orbit (over Kq) as do the elements of Jˆ [ˆˆ] \ Jˆ [ˆ]. Let P ∈ Aˆ[ˆ] \ 0
and Q ∈ Jˆ [ˆˆ] \ Jˆ [ˆ] with the property that ˆ(Q) = P . Then Rˆ,qKq(P ) and
Mˆˆ,qKq(Q). In practice, one typically represents Rˆ,q as the quotient of Kq[T ]
modulo some separable polynomial in T and similarly for Mˆˆ,q. Therefore, we must
ﬁnd the embedding of Rˆ,q into Mˆˆ,q so that when we work over Mˆˆ,q we indeed
ﬁnd that ˆ(Q) = P . That embedding gives ˆ∗q. It is clear how to extend this if there
are multiple orbits.
Steps 6 and 7 are straightforward linear algebra problems involving number ﬁelds
and local ﬁelds.
6. Example
We wanted to ﬁnd an example that included the computation of a Selmer group for
an isogeny whose image is not known to be a Jacobian or modular. We also wanted to
do something interesting with the computation, like solve a diophantine equation. Given
current computer abilities, we wanted to work with a low genus curve and isogenies
whose kernels have small exponents. Since 2-descent on the Jacobian of a hyperelliptic
curve is well-described, it would be uninteresting to do 2-descent on a genus 2 curve.
The next smallest options are 3-descent on the Jacobian of a genus 2 curve or 2-
descent on the Jacobian of a smooth plane quartic curve (the latter have genus 3).
We then chose to look for a smooth plane quartic curve with small coefﬁcients whose
Jacobian has a 2-dimensional, Galois-stable subgroup of its 2-torsion that is isotropic
with respect to the 2-Weil pairing. As we will see, this enabled us to ﬁnd a Selmer
group for an isogeny between two abelian varieties, neither of which is known to be
a Jacobian.
Let C be the smooth plane quartic curve with afﬁne equation x4+(y2+1)(x+y) = 0.
This curve has genus 3, a trivial automorphism group and J, its Jacobian, is absolutely
simple and not modular (for the latter two computations, we used the characteristic
polynomials of Frobenius for the primes 3 and 5). In this section we will compute
three Selmer groups, two of which require the use of this article. Together those
Selmer groups will enable us to determine the Mordell–Weil rank of J over Q. Using
a Chabauty argument we can then deduce that (−1, 0), (0, 0) and ∞ = [0 : 1 : 0] are
the only rational points on this curve.
This curve has 28 bitangents. Four of them are tangent to hyperﬂexes. The line
y + x = 0 (which we denote L1) is tangent to the hyperﬂex (0, 0). The line at inﬁnity
(which we denote L2) is tangent to the hyperﬂex ∞. Let i be a square root of −1.
The lines y = ±i (which we denote L3, L4) are tangent to the hyperﬂexes (0,±i).
The group G2 of divisor classes of the form [2Hi−2Hj ], where Hi is a hyperﬂex, has
dimension 2 (all vector spaces in this example are over F2), is Galois-stable, and is
isotropic with respect to the 2-Weil pairing. Let V be the abelian variety isomorphic to
J/G2. Let 
 be the induced isogeny from J to V; so G2 = J [
]. By abuse of notation,
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denote by 
ˆ the composition of the dual isogeny and the inverse of the canonical
principal polarization on J. Thus 
ˆ is an isogeny from Vˆ to J. Since J [
] is isotropic
with respect to the 2-Weil pairing, there is a polarization  from V to Vˆ of degree 4,
deﬁned over Q, with the property that 
ˆ
 is the multiplication by 2 map on J (see
[2, Proposition 16.8]). So we have
J

→ V → Vˆ 
ˆ→ J.
We note then that ˆ = .
The remaining bitangents form two Gal(Q/Q)-orbits of sizes 8 and 16. We denote
the bitangents in the orbit of size 8 as L5, . . . , L12. We denote the bitangents in the
orbit of size 16 as L13, . . . , L28. Let Li intersect the curve at 2Pi,1 + 2Pi,2 (where
Pi,1 = Pi,2 for i = 1, . . . , 4). Let Di = Pi,1 + Pi,2.
Since J [
] is isotropic with respect to the 2-Weil pairing, and (
ˆ)(
) = 2, the
group J [
] must be the annihilator of J [
] by the 2-Weil pairing. We used this fact
to determine that J [
] is generated by divisor classes of the form [Di − Dj ] for
5 i, j12 (i.e. coming from the size 8 orbit).
We will compute Selmer groups for the isogenies 
ˆ, , and 
.
Let us brieﬂy comment on how we did some of the computations that will not
be described explicitly. First we used the Weil-pairing to ﬁnd a basis for J [2]; this
gave us the Weil-pairing matrix with respect to this basis. We also needed the matrices,
with respect to this basis, for generators of Gal(Qq(J [2])/Qq) for bad primes q, where
Qq(J [2]) is the ﬁeld of deﬁnition of all 2-torsion points over Qq . To do this, we found
the Galois-image of a basis element and found its Weil-pairing with each of the basis
elements. Then, using the Weil-pairing matrix we were able to write the Galois-image
as a linear combination of the basis elements.
6.1. Étale algebras
Let us ﬁrst describe the global étale algebras in which we will work when computing
the 
-, - and 
ˆ-Selmer groups. We take Rˆ in each case to correspond to a Galois-
stable spanning set of the kernel of the dual isogeny.
Let Sp(J [
]) = {[D3−D1], [D4−D1]}. So when computing the 
ˆ-Selmer group we
let R
 = Q(i).
We used the fact that V []J [
]/J [
] as Galois-modules to determine the Galois-
structure of V []. The three non-0 elements of V [] are deﬁned over the three em-
beddings of the ﬁeld F = Q[t]/(t3 + 16t + 1) in Q. So when computing the -Selmer
group we have R = F .
We note Vˆ [
ˆ] is isomorphic as a Galois-module to J [
]. So when computing the

-Selmer group we also take R
ˆ = Q(i).
Let us consider now the étale algebras appearing when we do local computations.
We adapt Fig. 1 for  = ,  = 
ˆ and  = 
,  = 
ˆ. (Recall ˆ = .) For the -Selmer
group we have (Fig. 4). For the 
-Selmer group we have (Fig. 5). The only primes for
which C has singular reduction are 2 and 16 411. Thus the primes of concern are those
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Fig. 4.
Fig. 5.
and the inﬁnite prime. For the prime 2 we let Sp2(J [
]) = Sp(J [
]) and Sp2(Vˆ [
ˆ]) =
Sp(Vˆ [
ˆ]). So we have R
,2 = R
ˆ,2 = Q2(i). We have R ⊗Q Q2Q2 × Q2(
√
5).
Since Q2(
√
5) corresponds to a Galois-stable spanning set of V [] over Q2, we let
R,2 = Q2(
√
5).
Now let us describe the algebras M
,2, R
,2 and M[2],2. The divisors D5, . . . , D12
break into Gal(Q2/Q2)-orbits of sizes 1, 1, 2 and 4. The divisors D13, . . . , D28 break
into Gal(Q2/Q2)-orbits of sizes 8 and 8. We choose D5,D6 to be the two divisors de-
ﬁned over Q2, D7,D8 to be the two divisors conjugate over Q2(
√−5),
D9,D10,D11,D12 to be the four divisors conjugate over the cyclic quartic extension
of Q2 contained in Q2(20) that is not Q2(5) and D13, . . . , D20 to be eight divisors
conjugate over Q2(20).
Let W
,2 = {[D7−D9], [D8−D9], [D7−D11], [D8−D11]}. These four divisor classes
are conjugate over Q2(5) and with Sp2(J [
]), span J [
]. So we let Sp2(J [
]) =
W
,2∪Sp2(J [
]). When doing local computations for the -Selmer group at the prime
2 we have M
,2 = Q2(5).
Let W[2],2 = {[D13−D1], . . . , [D20−D1]}. These eight divisor classes are conjugate
over Q2(20) and with Sp2(J [
]), span J [2]. When doing local computations for the

-Selmer group at the prime 2 we have M[2],2 = Q2(20) and R
,2 = Q2(5)×Q2(i).
For p = 16 411 we let Spp(J [
]) = Sp(J [
]) and Spp(Vˆ [
ˆ]) = Sp(Vˆ [
ˆ]). So we have
R
,p = R
ˆ,p = Qp(i). We have R⊗Q QpQp ×Qp(√−p). Since Qp(√−p) corre-
sponds to a Galois-stable spanning set of V [] over Qp, we let R,p = Qp(√−p). The
divisors D5, . . . , D12 break into Gal(Qp/Qp)-orbits of sizes 1, 1, 2 and 4. The divisors
D13, . . . , D28 break into Gal(Qp/Qp)-orbits of sizes 2, 2, 2, 2, 4 and 4. We choose
D5,D6 to be deﬁned over Qp, D7,D8 to be conjugate over Qp(i), D9,D10,D11,D12
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to be conjugate over Qp(i,√p) and D13,D14 to be conjugate over Qp(i). We let
Spp(J [2]) = {[D13−D1], [D14−D1], [D7−D9], [D7−D11], [D3−D1], [D4−D1]}. The
last two span J [
]. The last four span J [
] and the third and fourth are conjugate over
Qp(
√−p). So when computing the -Selmer group we let M
,p = Qp(√−p). When
computing the 
-Selmer group we let M[2],p = Qp(i) and R
,p = Qp(√−p)×Qp(i).
6.2. Assumptions
Let us verify the assumptions before computing the Selmer groups.
The computation of the 
ˆ-Selmer group can be done using the techniques in [5].
That article has two assumptions. The ﬁrst is satisﬁed when the curve has a rational
point (as ours does). The second is essentially the same as our Assumptions 1 and 5a.
Whenever B[] is an F2-vector space of dimension 2, then H 1(K,B[]) injects into
R∗
ˆ
/(R∗
ˆ
)2 (see [5, Proposition 3.4]). So the assumptions of [5] hold and we can use
that article to compute the 
ˆ-Selmer group. We must use the current article to compute
the - and 
-Selmer groups. Since B[] has dimension 2 for  =  and 
, we see that
Assumptions 1 and 5a (and hence 5) hold for the - and 
-Selmer groups.
Assumptions 3 and 6 involve local computations. It is straightforward to show that
for all three Selmer groups, H 1(R, B[]) is trivial. Thus we do not need to do local
computations at the inﬁnite prime.
Now let us verify Assumptions 3 and 6, at the primes q = 2 and 16 411, for the -
and 
-Selmer groups. We will make frequent reference to Figs. 2, 4 and 5.
First we will work with the prime 2. For the -Selmer group, Assumption 3′ and
hence Assumption 3 hold since Vˆ [
ˆ] is a 2-dimensional vector space. For Assumption
6 and the -Selmer group, we will show that Assumption 6a holds by showing that
ker 
∗2 ∩H,2 = 0. By Assumption 5a, H,2 is the isomorphic image of H 1(Q2, V [])
in R∗,2/(R
∗
,2)
2
. We will show that ker 
∗2 ∩ H,2 = 0 by showing that H 1(Q2, V [])
injects into M∗
,2/(M∗
,2)2 × 1H 1(Q2, 
W
,2
2 )× 1 by the map 
∗2h,2. We have the
exact sequence
0 → V [] e→ W
,22 → quotient1 → 0,
where e(P ) = (Q → e(P, 
Q)). By computing Gal(Q2/Q2)-invariants, we ﬁnd
that the sequence is exact on H 0’s, which means that H 1(Q2, V []) injects into
M∗
,2/(M
∗

,2)
2 × 1 by the map 
∗2h,2. Thus ker 
∗2 ∩ H,2 = 0 = coker1,2. This
gives us Assumption 6 for the -Selmer group.
For the 
-Selmer group, let us ﬁrst check Assumption 3. We have the exact sequence
0 → V [
ˆ] → Sp2(J [
])2 → quotient2 → 0.
By computing Gal(Q2/Q2)-invariants, we ﬁnd that the sequence is exact on H 0’s,
which means that H 1(Q2, V [
ˆ]) injects into R∗
,2/(R∗
,2)2 by the map h
ˆ,2, which
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is Assumption 3′. Now let us verify Assumption 6a. By Assumption 5a, H
,2 is the
isomorphic image of H 1(Q2, J [
]) in R∗
ˆ,2/(R∗
ˆ,2)2. We will show that dim ker(
)∗2 ∩
H
,2 = 1 by considering the map (
)∗2h
,2 from H 1(Q2, J [
]) to M∗[2],2/(M∗[2],2)2 ×
1H 1(Q2, 
W[2],2
2 )× 1. We have the exact sequence
0 → J [
] e
→ W[2],22 → quotient3 → 0,
where e
(P ) = (Q → e
(P, 
Q)). We ﬁnd that the sum of the dimensions of the
H 0’s for J [
] and quotient3 is one more than the dimension of the H 0 for the middle
term. Thus in this case dim ker(
)∗2 ∩ H
,2 = 1. Note V (Q2)[
ˆ]/
(J (Q2)[2]) has
dimension 1 also, so coker1,2 is trivial and Assumption 6 holds.
For p = 16 411, the computations were similar, except that ker ˆ∗p ∩H,p is trivial
for both the  = - and 
-Selmer groups.
6.3. Global computations
We have isomorphisms of H 1(Q, J [
]) and H 1(Q, Vˆ [
ˆ]) with Q(i)∗/(Q(i)∗)2. Let
S = {∞, 2, 16 411}. The image of H 1(Q, J [
]; S) in Q(i)∗/(Q(i)∗)2 is H
 = H
ˆ =
〈i, 1+ i, 16 411〉 and similarly for H 1(Q, Vˆ [
ˆ]; S).
Note that the image of H 1(Q, V []) in F ∗/(F ∗)2 is the kernel of the norm from
F ∗/(F ∗)2 to Q∗/(Q∗)2 (see [5, Proposition 3.4]). The image of H 1(Q, V []; S) in
F ∗/(F ∗)2 is H = 〈−t, t + 1, 96t2 − 9t + 1024〉 where F = Q[t]/(t3 + 16t + 1).
Recall that H 1(R, B[]) is trivial for  = 
ˆ,  and 
. So all elements of
H 1(Q, B[]; S) map to the image of A(R)/B(R). Thus we have
S(Q, J ) =
⋂
q=2,16 411
−1q ,qA(Qq)/B(Qq) in H 1(Q, B[]; S).
6.4. Local computations at p = 16 411
For p = 16 411, let us show that in all three cases, the image of A(Qp)/B(Qp)
is the unramiﬁed subgroup of H 1(Qp, B[]). The group J (Qp)[2] has dimension 3
so the group J (Qp)/2J (Qp) does as well. The curve C is regular at p so the image
of J (Qp)/2J (Qp) in H 1(Qp, J [2]) is unramiﬁed (see [6, Lemma 3.1]). We have
isomorphisms
H 1(Qp, J [2])  H 1(Qp, Spp(J [2])2 )
 Qp(i)
∗/(Qp(i)∗)2 ×Qp(√−p)∗/(Qp(√−p)∗)2
×Qp(i)∗/(Qp(i)∗)2.
The image of the unramiﬁed subgroup in the product is the subgroup consisting of
3-tuples of elements with the property that when you adjoin their square roots to the
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appropriate extensions of Qp, you get unramiﬁed extensions. The unramiﬁed subgroup
of the product has dimension 3. So the image of J (Qp)/2J (Qp) is exactly the un-
ramiﬁed part.
When computing the 
ˆ-Selmer group, we note that J (Qp)/2J (Qp) maps onto
J (Qp)/
ˆV (Qp). So the image of J (Qp)/
ˆV (Qp) in Qp(i)∗/(Qp(i)∗)2 is the un-
ramiﬁed subgroup.
For the remaining two Selmer groups, the arguments are greatly simpliﬁed by the
fact that R,p = M
,p and R
ˆ,p = M[2],p. When computing the -Selmer group, we
similarly note that the image of J (Qp)/
ˆV (Qp) in
R∗
,p/(R
∗

,p)
2M∗
,p/(M
∗

,p)
2 × R∗
,p/(R∗
,p)2
is the unramiﬁed subgroup. Its intersection with
M∗
,p/(M
∗

,p)
2 × 1M∗
,p/(M∗
,p)2 = R∗,p/(R∗,p)2
is the unramiﬁed subgroup. The argument for the 
-Selmer group is identical to that
for the -Selmer group.
This means that p = 16 411 is essentially a good prime and can be removed from
consideration in the computations for the Selmer groups. Thus we see that for  = 
ˆ, 
and 
 we have
S(Q, J ) = −12 ,2A(Q2)/B(Q2) in H 1(Q, B[]; {2,∞})
 U3,2 ∩ h
(
H 1(Q, B[]; {2,∞})
)
in H ⊆ R∗ˆ/(R
∗
ˆ
)2
by Corollary 4.3. Here h
(H 1(Q, J [
]; {2,∞})) = h
ˆ(H 1(Q, Vˆ [
ˆ]; {2,∞})) = 〈i, 1+i〉
and h(H 1(Q, V []; {2,∞})) = 〈−t, t + 1〉.
6.5. Local computations at 2
In order to compute the three Selmer groups, we need to ﬁnd the images of
J (Q2)/
ˆVˆ (Q2), J (Q2)/
ˆV (Q2) and J (Q2)/2J (Q2) in their R∗,2/(R∗,2)2’s for  =

, 
 and [2], respectively. Determining the size of J (Q2)/
ˆVˆ (Q2) and J (Q2)/
ˆV (Q2)
is non-trivial. Using the formula given in [4, Lemma 3.8] would involve ﬁnding the
Tamagawa numbers of V/Q2 and Vˆ /Q2 and the actions of the two isogenies on all of
the formal groups. So we will instead ﬁnd generators of J (Q2)/2J (Q2). They certainly
generate the other two quotients of J (Q2). Since dim J (Q2)[2] = 2 and the dimension
of J as an abelian variety is 3, we have dim J (Q2)/2J (Q2) = 5 (see [4, Proposi-
tion 3.9]). Though letting M[2],2 = Q2(20) and R
,2 = Q2(5) ×Q2(i) satisﬁes the
assumptions, it turns out that the kernel from J (Q2)/2J (Q2) to M∗[2],2/(M∗[2],2)2 ×
R∗
,2/(R
∗

,2)
2 has dimension 1. So to ﬁnd ﬁve generators of J (Q2)/2J (Q2) we
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increase the spanning set of J [2] so that the map h[2],2[2],2 becomes injective. We do
that by adjoining {[D7 −D1], [D8 −D1]} to Sp2(J [2]). This gives us an injection
J (Q2)
2J (Q2)
↪→ M
∗[2],2
(M∗[2],2)2
× R
∗

,2
(R∗
,2)2
× Q2(
√−5)∗
(Q2(
√−5)∗)2
= Q2(20)
∗
(Q2(20)∗)2
× Q2(5)
∗
(Q2(5)∗)2
× Q2(i)
∗
(Q2(i)∗)2
× Q2(
√−5)∗
(Q2(
√−5)∗)2
by the map l13/l1, f4, l3/l1, l7/l1 (the components of this map will be described
below). This map is the same as h[2],2[2],2 (see [5, Theorem 2.3]).
Let us explain the component functions of that map. Each of those four ﬁelds is
the ﬁeld of deﬁnition of a divisor class which represents a Gal(Q2/Q2)-orbit of the
expanded spanning set of J [2]. From [5, §2], the divisor of each function must be the
double of a divisor representing the divisor class. In addition, the ﬁeld of deﬁnition
of the function must be the same as that of the divisor class. This is not a problem
since C has a rational point. Each li is a polynomial in x and y, deﬁned over the
ﬁeld of deﬁnition of Di , describing the bitangent Li (for example l1 = y + x). For the
components where we used the li’s, the ﬁeld of deﬁnition of [Di −D1] and Di −D1
is the same in each case.
Let us explain f4. The ﬁeld of deﬁnition of [D7−D9] is Q2(5). However, the divisor
D7 − D9 is not deﬁned over that ﬁeld. We found a divisor D, deﬁned over Q2(5),
such that [D] = [D7 −D9]. Then we found a function f4, deﬁned over Q2(5), such
that div(f4) = 2D.
We found that the ﬁve divisor classes [∞ − (−1, 0)], [(0, 0) − (−1, 0)], [(1, 1) −
(−1, 0)], [(2, 2) − (−1, 0)] and [D5 − 2(−1, 0)] generate J (Q2)/2J (Q2) where 1
and 2 are the unique y-coordinates deﬁned over Q2 corresponding to x = 1 and 2 on
C. To show the independence of these classes in J (Q2)/2J (Q2) we instead showed
the independence of their images under the above map (which is why we wanted an
injection). To ﬁnd the images of these divisor classes, we had to ﬁnd a Q2-deﬁned
divisor in each class whose support is disjoint from the supports of the divisors of the
component functions of the map described above. Then we evaluated the functions on
those divisors.
First let us compute S 
ˆ(Q, Vˆ ). As mentioned before, we use [5], not this article, to
compute this Selmer group since the image of the isogeny is a Jacobian. The image
of J (Q2)/
ˆVˆ (Q2) in Q2(i)∗/(Q2(i)∗)2 by h
ˆ,2
ˆ,2 = l3/l1 is the subgroup generated
by units. Recall S 
ˆ(Q, Vˆ ) ⊆ 〈i, 1 + i〉 ⊂ Q(i)∗/(Q(i)∗)2. Only 〈i〉 maps to units in
Q2(i)
∗/(Q2(i)∗)2 so dim S 
ˆ(Q, Vˆ ) = 1.
Second let us compute S(Q, V ). The intersection of h
ˆ,2
ˆ,2(J (Q2)/
ˆV (Q2)) and
M∗
,2/(M
∗

,2)
2 × 1 = Q2(5)∗/(Q2(5)∗)2 × 1 is generated by the image of [(0, 0)−
(−1, 0)] under f4. We pulled that back to R∗,2/(R∗,2)2 = Q2(
√
5)∗/(Q2(
√
5)∗)2 and
got 〈1+ 2, 1+ 4〉 where  is a root in Q2(
√
5) \Q2 of t3 + 16t + 1, the polynomial
deﬁning F = R. Recall that S(Q, V ) is contained in 〈−t, t+1〉 ⊂ F ∗/(F ∗)2. Both −t
and t+1 map to the subgroup 〈1+2, 1+4〉 of R∗,2/(R∗,2)2. So dim S(Q, V ) = 2.
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Third, let us compute S
(Q, J ). The intersection of h[2],2[2],2(J (Q2)/2J (Q2)) and
M∗[2],2/(M∗[2],2)2 × 1 = Q2(20)∗/(Q2(20)∗)2 × 1 is trivial. The subgroup of
R∗
ˆ,2/(R
∗

ˆ,2)
2 = Q2(i)∗/(Q2(i)∗)2 which maps trivially to Q2(20)∗/(Q2(20)∗)2 is
generated by 5. Recall that S
(Q, J ) is contained in 〈i, 1 + i〉 ⊂ Q(i)∗/(Q(i)∗)2 =
R∗
ˆ/(R
∗

ˆ )
2
. The subgroup of 〈i, 1+ i〉 ⊂ Q(i)∗/(Q(i)∗)2 mapping to 〈5〉 ⊂ Q2(i)∗/(Q2
(i)∗)2 is trivial. So S
(Q, J ) is trivial.
6.6. The Mordell–Weil group and set of rational points on the curve
The following sequence is exact (see [6, Lemma 6.1])
0 → Vˆ (Q)[
ˆ]
(V (Q)[
ˆ]) → S
(Q, V )→ S 
ˆ(Q, V )
→ S 
ˆ(Q, Vˆ )→ I(Q, Vˆ )[
ˆ]
(I(Q, V )[
ˆ]) → 0.
We have dim Vˆ (Q)[
ˆ]/(V (Q)[
ˆ]) = 1, dim S(Q, V ) = 2 and dim S 
ˆ(Q, Vˆ ) = 1.
Thus dim S 
ˆ(Q, V )2.
The following sequence is exact
S
(Q, J )→ S2(Q, J ) 
→ S 
ˆ(Q, V ).
Since S
(Q, J ) is trivial and dim S 
ˆ(Q, V )2 we have dim S2(Q, J )2. By reduc-
ing modulo 3 and 5 we determined that J (Q)tors is generated by the 4-torsion point
[∞ − (0, 0)]. The divisor class [(0, 0) − (−1, 0)] is not killed by 4, so it has inﬁnite
order. Therefore dim J (Q)/2J (Q)2. A coboundary map embeds J (Q)/2J (Q) into
S2(Q, J ). Thus dim S2(Q, J ) =dim J (Q)/2J (Q) = 2 and the Mordell–Weil rank of
J (Q) is 1. This gives us the following.
Theorem 6.1. Let C be the smooth plane quartic curve with afﬁne equation x4+ (y2+
1)(x + y) = 0 and let J be its Jacobian. We have J (Q)Z⊕ Z/4Z.
Determining the 2-Selmer group directly (using [5]) would have been much more dif-
ﬁcult and not necessarily possible at this time. The map from
H 1(Q, J [2]; S) to H 1(Q, J [2]\02 ) may not be injective. The latter group is isomor-
phic to R∗[2]/(R∗[2])2 where R[2] is a product of number ﬁelds. Even if that map were
injective, it would be extremely difﬁcult to determine the image of H 1(Q, J [2]; S)
in R∗[2]/(R∗[2])2. Additionally, at least one of the components of R[2] is a degree 16
extension of Q. It would be difﬁcult to do arithmetic in this ﬁeld, even assuming GRH.
Corollary 6.2. The only rational points on x4+ (y2+1)(x+y) = 0 are (0, 0), (−1, 0)
and ∞.
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Proof. A Chabauty argument over Q3 using the methods described in [8] shows that
those are the only rational points on this curve. 
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