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Narkoba merupakan zat adiktif yang biasa dipakai dibidang kesehatan. Akan tetapi,
penyalahgunaan narkotika dan obat-obatan terlarang tersebut kian meningkat. Maraknya
penyimpangan perilaku oleh generasi muda tersebut dapat merusak masa depan dan
berlangsungnya kehidupan menjadi terganggu di waktu yang akan datang. Sehubungan
dengan terjadinya masalah tersebut dilakukan teknik data mining untuk mencari faktor
yang mempengaruhi lama penggunaan seseorang mengkonsumsi narkoba dan dapat
diupayakan melakukan penyuluhan pada faktor yang paling berpengaruh. Metode yang
dipilih yaitu Naive Bayes dan Decision Tree algoritma Index Gini. Hasil dari penelitian
memperlihatkan prediksi naive bayes yaitu nilai accuracy 65%, precision 65,66%, recall
98,48%. Hasil index gini memiliki nilai accuracy 60%, precision 65,60%, recall 82,83%.
Setelah melihat hasil tersebut disimpulkan naive bayes lebih akurat digunakan dalam
penelitian ini karena nilai akurasi lebih besar dibanding decision tree algoritma index gini.
Dari hasil pohon keputusan diperoleh variabel yang paling berpengaruh dalam penelitian ini
yaitu faktor lingkungan.
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Abstract
Narcotics are addictive substances commonly used in the field of health. However, the
abuse of narcotics and drugs is increasing. The rise of behavioral deviation by the younger
generation can ruin the future and the ongoing life becomes disrupted in the future. In
connection with the occurrence of these problems is done data mining techniques to find the
factors that affect the long use of someone taking drugs and can be attempted to counsel on
the most influential factors. The selected method is Naive Bayes and Decision Tree Gini
Index algorithm. The results of the study showed naive bayes predictions of 65% accuracy,
precision 65.66%, recall 98.48%. The result of this index has accuracy value of 60%,
precision 65,60%, recall 82,83%. After seeing the results concluded naive bayes more
accurately used in this study because the value of accuracy is greater than the decision tree
algorithm index gini. From the decision tree results obtained the most influential variables
in this study that is environmental factors.
Keywords: Narcotics, Data Mining, Naive Bayes, Gini Index.
1. PENDAHULUAN
Narkoba dalam bidang kesehatan merupakan senyawa-senyawa psikotropika yang
biasa dipakai untuk membius pasien ketika akan dioperasi atau obat-obatan untuk
penyakit tertentu. Akan tetapi, peredaran mengenai narkoba saat ini luas diIndonesia.
Dalam survei yang dilakukan Badan Narkotika Nasional (BNN) dengan Pusat
2Penelitian Kesehatan Universitas Indonesia tahun 2008, kian meningkat penggunaan
narkoba. Menurut perkiraan BNN, volume perdagangan tercatat Rp 15,4 triliun.
Kenaikan tersebut terjadi pada tahun 2013 sebesar 1,89% dari jumlah penduduk.
(Ricardo. 2010).
Iswanto, dkk (2015) melalukan teknik data mining untuk diagnosis penyakit
Tuberculosis (TBC). Hasil penelitian menjelaskan teknik pengolahan data dari
beberapa data rekam medik pasien yang dilakukan dengan pengambilan keputusan
dalam mendiagnosis terjadinya penyakit TBC pada pasien. Teknik yang dilakukan
yaitu preprocessing data dan data mining untuk diagnosis penyakit TBC. Tujuan
penelitian tersebut adalah studi literatur tentang pemanfaatan teknik penambangan data
untuk mendiagnosis penyakit Tuberculosis (TBC).
Hasilnya menunjukkan bahwa atribut yang paling sering digunakan yaitu: keringat
malam, batuk lebih dari 3 minggu, demam, berat badan turun, usia dan nyeri dada.
Support Vector Machine dan Bayesian Network memberikan akurasi tertinggi
dibandingkan dengan metode lainnya. Hasil dari beberapa gejala tersebut
menunjukkan klasifikasi yang akurat yaitu dengan menggunakan teknik data mining,
sehingga dapat membantu dokter paru untuk pengambilan keputusan dengan cepat dan
tepat.
Data mining adalah suatu metode yang digunakan untuk mengidentifikasi
informasi pada sebuah database yang besar. Metode ini menggali data yang
tersembunyi pada sebuah database sehingga menghasilkan pengetahuan baru dari data
yang disimpan (Nasution, 2014). Dalam penelitian ini metode naive bayes, decision
tree algoritma index gini dijadikan metode untuk mencari metode yang lebih baik
digunakan dalam penelitian.
Penelitian lain dilakukan oleh Al-Bayaty dan Joshi (2016) yang menganalisis
perbandingan antara algoritma naive bayes dan decision tree dalam memecahkan
maslah WSD dengan menggunakan Pendekatan Empiris. Hasil dari penelitian tersebut
menyatakan bahwa tidak ada metode yang nilai keakuratannya mencapai100%, karena
hal ini tergantung pada sekelompok data dan algoritma yang digunakan. Akan tetapi
dalam penelitian ini, nilai accuracy cenderung bervariasi dan metode naive bayes
memberikan hasil yang lebih akurat dalam waktu yang sama dibandingan dengan
metode decision tree.
32. METODE
2.1. Penentuan Atribut dan Variabel
Atribut dan variabel yang dipilih untuk memproses data sebagai berikut :








Data pemakai narkoba di Panti Rehabilitasi Sinai Sukoharjo dijadikan sebuah data
yang dipilih berdasarkan catatan rekam medis pemakai sebanyak 331 data
pemakai.
2.3. Analisis Data
Tahap ini menganalisa data yang sudah didapatkan dengan metode yang sudah
ditentukan kemudian disusun dalam bentuk tabel-tabel untuk selanjutnya hasil
data yang diperoleh dianalisis dan dikelempokkan.
2.4. Penggunaan Naïve bayes
Bayes adalah pengklasifikkasian yang memprediksi nilai probabilitas suatu kelas.









X = Data dimana kelas belum diketahui
Y = Hipotesis kelas spesifik
P(Y|X) = Probabilitas hipotesis pada kondsi X
4P(Y) = Probabilitas hipotesis Y
P(X|Y) = Probabilitas X sesuai hipotesis Y
P(X) = Probabilitas X
2.5. Penggunaan Decision Tree Algoritma Index Gini
Decision Tree Algoritma Index Gini merupakan sebuah pohon keputusan
yang terbentuk dari node pohon sehingga saling mempengaruhi faktor yang diuji
dengan menggunakan nilai Gini Split terkecil sebagai root node.




K = Class atribut
C = Jumlah kelas pada variabel Y
Pk= Jumlah kelas dalam atribut K terhadap kelas pada variabel Y
3. HASIL DAN PEMBAHASAN
Penelitian menghasilkan analisis perbandingan menggunakan metode Naive Baye
dan algoritma Index Gini. Penelitian ini digunakan untuk mengetahui metode mana
yang lebih utama dilakukan dalam memproses data dalam jumlah yang besar. Selain
hal tersebut, penelitian ini bertujuan juga untuk mencari faktor apakah yang paling
berpengaruh dalam penyalahgunaan narkoba. Hasil dari penelitian yang dilakukan
sebagai berikut:
3.1. Implementasi Naive BayesMenggunakan Rapid Miner 5
Dalam memprediksi waktu penggunaan pemakai narkoba di Panti
Rehabilitasi Sinai Sukoharjo menggunakan metode Naive Bayes menggunakan









5Gambar 1. Hasil naive bayes pada Text View
Pada gambar 1 menghasilkan model distribusi naive bayes nilai kelas LAMA
(0.340) dan TIDAK (0.660). Gambar 2 merupakan data mentah yang digunakan
untuk melakukan sebuah prediksi dengan membagi menjadi data training dan data
testing.
Gambar 2. Data mentah
6Hasil prediksi yang telah dieksekusi dengan jumlah data 300 sebagai data training
dan 31 sebagai data testing terdapat pada gambar 3.
Gambar 3. Hasil prediksi penggunaan narkoba dengan metode naive bayes
3.2. Implementasi Algoritma Index GiniMenggunakan Rapid Miner 5
Memprediksi waktu penggunaan pemakai narkoba dengan metode Decision
Tree Algoritma Index Gini menggunakan RapidMiner 5 menghasilkan rancangan
pada gambar 4 sebagai berikut.
Keterangan:
= Waktu Penggunaan Tidak
Lama
= Waktu Penggunaan Lama
Gambar 4. Pohon keputusan metode index gini
Hasil gambar 4 menyatakan faktor lingkungan paling berpengaruh seseorang
mengkonsumsi narkoba. Atribut Lingkungan menempati posisi root node. Internal
7node pertama Lingkungan Keluarga yaitu atribut pendidikan. Internal node
pertama Lingkungan Masyarakat dan Teman ditempati oleh atribut Kepribadian.
3.3. Implementasi Metode Naive Bayes
Salah satu data uji dijadikan contoh yaitu: kepribadian Gangguan Emosi,
lingkungan Keluarga, pendidikaan Tinggi, jenis kelamin Laki-laki. Apakah waktu
penggunaan narkoba Lama ataukah Tidak?




P(X1= Gangguan Emosi | Y = Lama) = 44/112 = 0,393
P(X1= Gangguan Emosi | Y = Tidak) = 73/219 = 0,333
P(X2 = Keluarga | Y = Lama) = 27/112 = 0,241
P(X2= Keluarga | Y = Tidak) = 55/219 = 0,160
P(X3= Tinggi | Y = Lama) = 8/112 = 0,071
P(X3= Tinggi | Y = Tidak) = 12/219 = 0,055
P(X4= Laki-laki | Y = Lama) = 106/112 = 0,946
P(X4= Laki-laki | Y = Tidak) = 197/219 = 0,900
HIMAP dihitung sebagai berikut:




















Nilai waktu penggunaan narkoba Lama 0,00215 > 0,00175 Tidak, maka
waktu penggunaan narkoba dengan fakta kepribadian Gangguan Emosi,
lingkungan Keluarga, pendidikaan Tinggi, jenis kelamin Laki-laki adalah Lama.
83.4. Implementasi dengen decision tree algoritma index gini
3.4.1. Perhitungan pada X1, X2, X3 X4 untuk membentuk root node.
Faktor yang mempunyai nilai gini split terkecil dijadikan root node.
Tabel 2. Hasil perhitungan root node





Hasil tabel 2 nilai gini split terkecil yaitu Lingkungan (0,434), sehingga
terbentuk root node pada faktor Lingkungan.
Gambar 5. Root Node
3.4.2. Internal Node Pertama.
Tabel 3. Hasil internal node pertama pada atribut Lingkungan Keluarga




Hasil tabel 3 nilai gini split terkecil yaitu Pendidikan (0,473), sehingga
terbentuk internal node pada atribut Lingkungan Keluarga.
Gambar 6. Internal Node pertama atribut Pendidikan
93.4.3. Internal Node Kedua.
Tabel 4. Hasil pada faktor Lingkungan Keluarga, Pendidikan Rendah
Faktor Nilai Gini Split
X1=Kepribadian 0,467
X4=Jenis Kelamin 0,475
Hasil tabel 4 nilai gini split terkecil yaitu Kepribadian (0,467), sehingga
terbentuk internal node kedua di atribut Lingkungan Keluarga, Pendidikan
Rendah.
Gambar 7. Internal Node kedua atribut Kepribadian
3.5. Hasil Perbandingan dari Metode
Hal ini digunakan utuk mendapatkan metode yang lebih akurat antara Naive Bayes dan
Decision Tree Algoritma Index Gini. Hasil perbandingan sebagai berikut:
Tabel 5. Hasil Perbandingan




Disimpulkan dari hasil tabel 5 naive bayes lebih akurat hasilnya dibandingkan dengan
algoritma Index Gini.
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3.6. Interpretasi Hasil Penelitian
Interprestasi hasil analisis dengan metode yang telah ditentukan dapat dijabarkan
sebagai berikut:
3.6.1. Interpretasi Metode Naive Bayes
Metode tersebut memprediksi variabel yang mempengaruhi sebuah peluang.
Hasil metode naive bayes terbukti waktu penggunaan narkoba “lama” sebesar 0,340
dan “tidak” sebesar 0,660. Waktu penggunaan narkoba ditentukan oleh atribut Jenis
Kelamin “Laki-laki” ataupun “Prempuan” dan atribut Lingkungan “Keluarga”,
“Masyarakat” maupun “Teman” menyatakan bahwa waktu penggunaan pemakai
narkoba cenderung “Tidak”.
3.6.2. Interpretasi Algoritma Index Gini
Hasil algoritma membentuk sebuah pohon keputusan dimana atribut lingkungan
merupakan faktor yang paling berpengaruh karena lingkungan sebagai root node.
Hasil pohon keputusan pada atribut Lingkungan Keluarga maka internal node yang
pertama yaitu atribut Pendidikan. Atribut lingkungan “Keluarga” dan Pendidikan
“Tinggi” menempati internal node kedua adalah atribut Kepribadian.
4. PENUTUP
Hasil analisa dengan metode decision tree dalam penelitian ini ditarik kesimpulan
bahwa atribut Lingkungan sangat berpengaruh dalam faktor penyalahgunaan narkoba
sebagai root node. Sehingga dapat dilakukan penyuluhan mengenai dampak negatif
dari pemakaian narkoba pada faktor Lingkungan.
Hasil prediksi menunjukkan bahwa naive bayes memiliki nilai accuracy 65%,
precision 65,66%, recall 98,48%. Hasil index gini memiliki nilai accuracy 60%,
precision 65,60%, recall 82,83%. Berdasarkan hasil tersebut metode naive bayes lebih
akurat digunakan dibandingkan metode decision tree algoritma index gini. Dapat
disimpulkan bahwa metode yang digunakan bisa memprediksi faktor yang paling
berpengaruh dalam penelitian ini. Namun diharapkan untuk penelitian selanjutnya
dapat menggunakan metode lain agar dapat dibandingkan hasilnya dan perlu adanya
penambahan jumlah variabel yang sesuai dengan penelitian tersebut.
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