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H2(E2)
We define the space . = [ L2(E)J and its subspace
H2(E1) = {LL2(Ei 2(E2) ]
e []
H 2 (E 1 ). (0.1)
We will denote by P9 the operator of orthogonal projection from .f to K9 . and
We consider an operator X with II X V 1, acting from K9 into K9 and intertwining the contractions T' and T XT'=TX.
( 1.2)
The lifting problem (further we will use the abbreviation "(L)-problem") consists in describing all operators Y : .' -* ., possessing the following properties:
( 1.6) We will call an arbitrary operator Y, satisfying the conditions (1.3) -(1.6), a lifting of the operator X. Now we are turning to the formulation of the abstract interpolation problem [2, 31 (further we will use the abbreviation "(AI)-problem"). Let K be a linear space E1 , E2 be separable Hubert spaces ,T2 be linear operators defined on K M1 , M2 be linear maps M1 : K -E1 and M2 : K -E2 D be a non-negative quadratic form defined on K.
The collection {T1 , T2 ; M1 , M2 ; D} is called the interpolation data. The interpolation data must satisfy the identity 
Inclusion of the (L)-problem into the scheme of the (AI)-problem
In this section we will need an explicit formula for the orthoprojector P9 .! -i K9, defined by
(see [8] Let us conpute the operator T' defined by (1.1) with the help of (2.1) in the form
The commutative relation (1.2), summed up with the formulas for the operators T' and T, allow us to establish an identity, similar to (1.7). By means of (2.2) let us calculate the vectors T'x' and T'y' for x' , y ' E K9' and their scalar product as
We transform the second term at the right side of that equality as
Doing the same to the third summand and observing that 4'I' = 1', we get (T'x', T'y') = (x', y') -(P4.tcI*xl, P4..t'y').
(2.3)
Using identity (1.2) and formula (1.1) for the operator T, we obtain
Let us compute the vectors XT'x' and XT'y' for x', y' E K9, and their scalar product with the help of (2.4) as
Subtracting equality (2.5) from equality (2.3) we get
The non-negativity of the form ((I -X*X)xl,y) (x', y' E Ko.) follows from the inequality I1 X II 1.
We assign
Thus, we find ourselves in the conditions of the (AI)-problem. The new notations convert identity (2.6) into (1.7). 
for all x' E K9..
An (AI)-problem with interpolation data (2.7) will be called (L')-problem.
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One-to-one correspondence between solutions of the (L)-and (L')-problems
Further we write E instead of E. We will apply the following lemma during the proof of Proposition 3.1. Let (w,F) be a solution of the (L')- 
Further, we verify that, indeed, the operator Y is defined as multiplication by a certain matrix-valued function. In order to prove this, it is sufficient to demonstrate that
Firstly, comparing formula (2.2) with definition of M1 at (2.7) we see that
. With the help of this observation we start from the left side of the preceding equality
Formula (3.2) allows us to pass from the operator Y to the maps X and F+
Y{T'k' + '1'(M1 k' + th')} = (X + F)T'k' + c w(Mi k' + th').
The commutative relations (2.8) and (2.4) give us
Returning to the operator Y, we obtain
To complete the proof we should observe that relations (1.3) and (1.4) are fulfilled in a trivial way I 
H2(it) H2(it) B(t) C(t) 'L2(W) L2(1L)
where the blocks A(t), B(t) and C(i) have the following properties:
(ii) B(t) and C(t) are respectively [it,1t)-and [iL',i.l}-valued measurable bounded functions, satisfying a.e. on T the conditions 
Proof. Let us verify that
and, according to formula (3.4), we have
Hence, the first component F+k' lies in H2 (tt), and the second one belongs to H.(tt').
Let us prove that the map (3.4) satisfies the inequality
for all k' € K8.. Let g E L2 (it) and g' E L2 (iL'). Let us consider the scalar product
We are going to estimate the square of the modulus of this scalar product by means of the Cauchy-Schwarz-Bunyakovskii inequality:
Let us compute the scalar products, composing the preceding inequality: (3.8) and
Hence, expression (3.8) sets a bounded linear functional
on L, and the square of its norm does not exceed (Dk', k'), therefore inequality (3.5) is fulfilled. The fulfillment of the commutative identity (2.8) for the map (3.4) follows immediately from relations (2.2) and (2.4) I
The following Proposition 3.3 points out a close link between the mappings, constructed in the two preceding propositions. 
