INTRODUCTION
either distance measures or amplitude differences between wave peaks or valleys. These attributes represent certain Analysis of electrocardiogram (ECG) signal has been an characteristics of the signal. However, focusing on only a active research area in the past two decades. Most of the few representative points of the signal, some useful past works was motivated by applications in clinical information might missed. Furthermore, as the number of diagnoses. Recently, another potential application of ECG classes increases, the complexity of the data also increases. analysis has drawn more attention in the research In this case, it will be hard to use one single classifier to community. Human individuals presents different patterns classify all the classes. In paper [5] , a template matching in their ECG regarding wave shape, amplitude, PT interval method is used for prescreening, and then a neural network etc. due to the difference in the physical conditions of the architecture is used based on the decisions from the previous heart [1] . This characteristic of ECG signal raises the step. potential of applying ECG for biometric identity
In this paper, we propose a new approach for recognition.
identification of human subjects from ECG signals. Taking A wide range of biometric techniques have been advantage of the existing works, we combine distance investigated in the past, such as face, fingerprint, voice, etc., measure and amplitude difference attributes as analytic each has its strengths and weaknesses. One important issue features for classification. Feature selection is performed to in the design of a biometric system is the robustness against select significant attributes. Furthermore, inspired from the attacks. However, many of the existing biometrics are easy great success in face recognition, we perform appearance to be spoofed. For instance, face is sensitive to artificial based feature extraction using Principal Component The remainder of this paper is organized as follows.
3. METHODOLOGY Section 2 describes the ECG data. The methodology and technical description of the applied algorithms, including Human identification is essentially a pattern recognition preprocessing, feature extraction, feature selection, and problem which basically involves four stages: classification, are detailed in Section 3. Section 4 presents preprocessing, feature extraction, feature selection, and our data fusion schemes and experimental results, and classification. In this section, we detail the procedure and finally conclusion is given in Section 5.
algorithms that will be applied in our system.
2. ECG DATA 3.1 Pre-processing An electrocardiogram (ECG) describes the electrical activity The collected ECG data usually contain noise, which of the heart. The electrical activity is related to the impulses include low-frequency components that cause baseline that travel through the heart. It provides information about wander, and high-frequency components such as power-line the heart's rate, rhythm, and morphology etc. A typical ECG interferences. Generally, the presence of noise will corrupt wave of a normal heartbeat consists of a P wave, a QRS the signal, and make the feature extraction and classification complex and a T wave. Figure 1 depicts the basic shape of a less accurate. To minimize the negative effects of the noises, normal ECG signal. The P wave reflects the sequential a de-noising procedure is important. In this project, we use a depolarization of the right and left atria. The QRS complex Butterworth band-pass filter to perform noise reduction. The corresponds to depolarization of the right and left ventricles, cutoff frequencies of the BP filter is selected as lHz-4OHz and the T wave reflects ventricular repolarization [6] . based on empirical results.
R
After noise reduction, we perform R peak detection using a QRS detector called ECGPUWAVE [8] Figure 3 gives a graphic illustration of the applied rate of 1KHz with around 2 minutes each record. To find the L', P', S', and T' points, we use a method as section, we provide a brief description of the techniques. shown in Figure 4 -a. The X and Z points are fixed and we PCA reduces the dimensionality of the data by search downhill from X to find the point that maximizes the performing eigen-analysis on the covariance matrix of the sum of distances a+b. The extracted attributes are distance measures and covariance matrix is a square matrix, and thus the amplitude differences between these fiduical points. We eigenvectors and associated eigenvalues can be calculated.
extracted 15 distance features, which are exactly the same as Ordering the eigenvectors by sorting the associated described in [2] , and 6 amplitude features. Figure 5 depicts eigenvalues from the highest to the lowest gives the these features graphically, while Table 1 lists all the components in order of significance. The components with features.
less significance can be ignored and thus dimension reduction can be achieved. Once we have chosen the examining its k nearest neighbors in the training data. The k components that we wish to keep in our data, we can get the value can be determined by using leave-one-out crossnew dimensional-reduced data by y = wT(x --x) where validation. We have discussed LDA method for feature wT is the matrix with the eigenvectors transposed [9] . extraction in Section 3.2.2. When LDA is used as a LDA is another representative approach for dimension classifier, it assumes a discriminant function for each class reduction and feature extraction. Fisher's LDA find a set of as a linear function of the data. The coefficients of these M feature basis vectors w by maximizing the ratio of functions can be found by solving the eigenvalue problem as between-class and within-class scatter matrix. This can be described in Section 3.2.2. An input data is classified into deduced by solving the generalized eigenvalue problem: the class that gives the greatest discriminant function value.
When LDA is used for classification, it is applied on the TS extracted features, while for feature extraction, it is applied w = arg max , 3.4 Classifi'cation Table 2 . Confusion matrix by using distancefeatures
In this paper, we use several different classification As shown in Table 2 , the heartbeats of individual subject are algorithms, including nearest center, K-nearest neighbors, confused with many other subjects. Only the heartbeats and Linear Discriminant Analysis (LDA). Nearest center is from two subjects are 100% correctly identified. This a simple classification method that labels a new entry as the demonstrates that the feature extraction can not efficiently class that gives the minimum distance to the class center. Kdistinguish different subjects. In our second experiment, we nearest neighbors is a non-parametric method for add amplitude attributes to the feature set. 1, 2, 5, 6, 9, 10, 11, 12, 13, 16, 17, 18, 19, 20, 21 better in our particular problem, we use PCA for the analysis hereafter. Table 3 lists the selected features in both experiments. In the first experiment, 9 features are selected. It can be easily A simple data fusion scheme is to put the extracted features observed from Figure 5 that some of the features are actually~~~õvrape and thsaerdnatmo ntnef ito one vector. Figure 7 shows In this paper, we compare the performance of PCA and Figure 7 . Block diagram ofsimple integration LDA using Nearest Center (NC), and K-nearest Neighbors (K-NN). An important issue in appearance based approach 4.4 Hierarchical Scheme is how to find the optimal parameters for classification. For a C class problem, LDA can reduce the dimensionality to C A central consideration in our development of classification 1 due to the fact that the rank of the between-class matrix scheme is trying to change a large-class-number problem can not go beyond C-i. However, these C-i parameters it ml-ls-ubrpolm nptenrcgiin might be not the optimal ones for classification. Exhaustive whe thXubro lse slrg,tebudre ewe search is usually applied to find the optimal LDA-domain features. In PCA parameter determination, we use a criterion difrn lse edt ecmle anladtsprt.I will be much easier if we can reduce the possible number of proposed hierarchical classification schemes reduce a largeclasses and perform classification in a smaller scope. Using class-number problem to a small-class-number problem and a hierarchical architecture, we can first classify the input further enhance the performance ofthe system. into a few potential classes, and a second level classification can be performed within these classes. Elsevier, 2005 applied to other pattern recognition problems.
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