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ABSTRACT 
There is an interesting relation between the angle that a matrix forms with the 
identity and its eigenvalues. Then we show, for symmetric matrices, that some 
information about the matrix can be known if the angle is computed. A lower bound 
for the maximum eigenvalue is obtained for symmetric positive semidefinite matrices; 
this inequality and the upper bound for eigenvalues given in [5] provide us an interval 
in which must lie the maximum eigenvalue. Finally some results from [S] and the first 
part of this paper are generalized for the non-symmetric case. 
1. INTRODUCTION 
In this paper we follow the ideas given in [5], and we obtain new results 
for symmetric matrices, using as information only the trace and the Froenius 
norm, which we will denote by tr( ) and I] IIF respectively. Second, we 
generalize some properties for nonsymmetric matrices. In both cases the 
identity matrix plays a very important role, and the angle between any matrix 
and the identity is a relevant parameter. 
After a section of notation and basic fact, we consider the symmetric case. 
Since tr(A) is always in the interval [ - k’/‘](Ajl~, I~i/~llA]]~], we obtain a 
LlNEAR ALGEBRA AND ITS APPLlCATIONS 149:97-110 (19911 
0 Elsevier Science Publishing Co., Inc., 1991 
97 
655 Avenue of the Americas, New York, NY 10010 0024-3795/M/$3.50 
*Work supported by CONICET, Argentina 
98 PABLOTABAZAGA 
very interesting relation between certain properties and the fact that tr(A) 
belongs to certain subinterval of that one. 
In the second part of this section we are interested in a lower bound for 
the maximum eigenvalue of a positive semidefinite matrix. Assuming that 
tr(A) = (~n)‘/‘llAll~ with k < rn =g k + 1, we have 
t’(A) <_+[+A,,;-~)]1’2, 
n 
where the second inequality was proved in [S]. Moreover A,, is the unique 
eigenvalue in that interval. 
In the last section we study which of the results presented in the 
previous section and in [5] can be generalized for the nonsymmetric case. 
Again we get two types of results. First we study the geometric location of 
matrices with rank equal to k, k = 1,. , n, and in this area we generalize 
almost all the results obtained for the symmetric case. In the final part we 
deal with the generalization of the bounds for singular values. We obtain the 
same upper bound that we got for the eigenvalues when the matrices satisfy 
the inequality tr(A) > /Allr;. H owever, is not possible to get a tight lower 
bound for the maximum singular value, and only a weak bound is given. 
2. PRELIMINARIES 
We denote by Rnx”, S,, and Cl,, the sets of square matrices, symmetric 
matrices, and symmetric positive semidefinite matrices respectively. Here n 
denotes the order of the matrices. For k = 1.. ,n we can define the 
following sets: 
fl, = {A E R,(rank(A) = k}, 
fiZk={AEfi2,1rank(A)<k}. 
We will use in RnX* the Frobenius inner product defined by 
(A,B),=tr(ATB) 
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The Frobenius inner product allows us to define the cosine of the angle 
between two matrices A, B E R” Xn by 
The usual notation will be used for the one, two, and infinity norms. 
For A E S,, we will denote the eigenvalues by A, < . . . < A,, and the 
eigenvectors by tii, i = 1,. , n; then A can be expressed as 
A = k hit+~;, 
i=l 
which usually is called the spectral representation of A [I, 31. We will use A 
to denote the vector of eigenvalues. 
For any nonsymmetric matrix A E R’lx”, we denote the singular values 
by ui > . . ’ > a,, > 0 and the left and right singular vectors by ui,oi, 
i= I..., n, respectively; then the singular value decomposition [l] gives us 
the following representation: 
A = k qiui”;. 
i-1 
We will use u to denote the vector of singular values. 
We want to point out some basic facts that we will use several times. If 
A E R,,, then tr(A)= llAl]i, and for A E S,, we have IlAllF = Ilhll~. If A is 
nonsymmetric, then llA]lF = I]allz. 
Finally we denote the identity matrix by I, and clearly 11Ill~ = n”‘. 
3. THE SYMMETRIC CASE 
In this section we will work in the subspace S,. Some of the properties 
presented here for positive semidefinite matrices have their corresponding 
statements for negative semidefinite matrices, but these properties will not 
be enunciated. 
Our first result is related with the rank one matrices, which play a very 
important role in several results. 
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LEMMA 1. Zf A E R,, then 
Proof. If A is in a,, then 
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tr(A) = IIAIIF. 
the cosine between A and I is 
cos(A,I) = 
(A,[), 1 
IIAllr;lllljF = n1/2 
The result follows from this equality. n 
Now taking advantage of the fact that any matrix in Sz,, is a conic 
combination of the rank one matrices, we can get a necessary condition for a 
matrix to be positive semidefinite. 
LEMMA 2. If A E S,, a necessary condition for A to be positice semidefi- 
nite is that tr(A)& I/A/IF. 
Proof. We can compute the cosine between A and I by definition, and 
we get 
cos(A,I) = 
(A,I), t’(A) IIAII, 1 
IlAll~lllll~ = I[A[IFn1/2 = /l&n’/” ’ n1/2’ 
where the last inequality is a consequence of the inequality between the one 
and two norms. The result follows from the inequality between the second 
and the last quotients. n 
The next result is a straightforward consequence of the previous result 
and its version for negative semidefinite matrices. 
COROLLARY 3. Let A be a symmetric matrix. If Itr(A>I < IIAllt;, then A is 
an indefinite matrix. 
REMARK. For n = 2 these results are necessary and sufficient condi- 
tions. 
Now we want to extend the result given in Lemma 1 of [S] about the 
location of the rank k matrices. We need to introduce some notation. Given 
A ES,,, we can define A+ and A- as the two matrices that satisfy A = 
A++A-, A+, - A- E R,, and (A+,A-), = 0. These two matrices are the 
projections of A into R, and - R, using the Frobenius norm, as is proved 
in [4, 61. 
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LEMMA 4. L.et A be an indefinite matrix with k = 1,. . , n - 1 negative or 
zero eigenvazues. Then tr(A) <(n - k)““lIAIIF. 
Proof. Since A = AC + A-, with the properties pointed out above, we 
have 
cos(A,Z) = 
(A,I), (A++A-,Z)F (A+,l)F (A-,1), 
IIAIIFnl/” = (IAllfi-n’/” = \IAIIpn’/” ’ IIAllr;n”” 
(A+,I), (A+,I), (n-k)“” 
’ (llA+ll+ ((A-I~‘)“~~I/LJ ’ ))A+1)pn’/2 ’ n112 
The last inequality is consequence of Lemma 1 of [5]. The relation between 
the first and the last quotients gives us the result. n 
The uscfrd version of the last result is the contrapositive statement. In the 
particular case in which k = n - 1, we have these very interesting conse- 
quences. 
COKOLLARY 5. lf tr(A) > (n - l)l/“(IAJ(F, then A is not only fun rank but 
also positive definite. 
These sufficient conditions for positive and negative definiteness are very 
easy to compute. 
Now we look at the lower bound for the eigenvalues given in Theorem 3 
of [5] and prove that this bound must be strictly positive for matrices 
satisfying the hypothesis of Corollary 5. 
LEM\1.4 6. If A E S,, and satisfies tr(A) > (n - l)‘/“IIAIIF, then 
Proof. We will prove the contrapositive. Suppose that 
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Then 
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n 
and finally we get 
tr(A)‘<(n-l)lIAl(;, 
from which the result follows. W 
In the final part of this section we will derive a lower bound for the 
maximum eigenvalue A,,. We need to introduce the following constrained 
optimization problem in R”, denoted by LB: 
LB: minx, 
such that 
c xi = (en)“‘, (1) 
i=l 
&=l, (2) 
i=l 
x,, - xi a 0, i=l ,...,n-1, (3) 
xi 2 0, l,...,n, (4) 
where l/n < 0 < 1. 
Our special interest is to compute the minimum value of x,,, but the 
optimal points will be computed too. We need to introduce some notation at 
this point. First, we denote by II(n) the set of permutation matrices 
I’ = (pii> of order n for which p,,,, = 1. If k is a nonnegative integer such 
that k < On < k + 1, then we can define the following real numbers: 
k(On)““+[k(k +1-O,)]“” 
ff= 
k(k +l) 
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and 
-[k(k+1-On)]“’ 
k+l 
(the case k = 0 needs special but easier treatment; see the Remark after 
Theorem 8). Finally we define ? in II” as follows: 
i=l,...,n-k-l, 
.ri = i=n-k, 
i=n-k+l,...,n. 
We can present now an important result related to LB 
LEhl\lA 7. If k < On < k + 1, then the set of solutions of LB is given by 
s = {x E R” 1 s = P,?, P E II(n)}, and for ~11 these solutions the oalue of the 
object&e function is LY. 
Proof. The values of CY and p were determined from the system given 
by the equations (1) and (2) under the following conditions: 
(a) n -(k + 1) elements are equal to zero [the inequations (4)]. 
(b) k elements arc eq~d, and x,, is the maximum eigenvalue [the 
inequations (3)]. 
We need to prove that S is the solution set of LB. First we have to know that 
the elements of S satisfy the constraints; but this is clear. Now we need to 
prove that there does not exist y satisfying the equalities and inequalities of 
the problem that improves the objective function. For this purpose we define 
the convex set A as the set of points satisfying: 
A= x,,- 
i 
x,20, i=l,..., n-l, 
r,>O,i=l,..., n, 
x, <cl!. 
First we observe that any element in S is a vertex of A. Second, the objective 
function in any element of A - S must be greater than (Y. Finally, we have 
not taken into account the equation (2) in the definition of LB. In other 
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words, A - S contains all the feasible points that improve X when the 
equation (2) is removed. 
Now we prove that no element of A - S can satisfy the equation (2), and 
so S is the solution set. In order to do this we need to use the concept of 
majorization in R” (for details see [2]>. From the definition of majorization is 
clear that if x E A, then x <P X, which means that x is majorized by X. 
Now the function g(x,, . . , x,,) = Cl’_ ix: is a strictly Schur convex func- 
tion. Using a known theorem in majorization [l, p. 641, for any x E A - S 
which proves the result. 
This lemma allows us to prove the next result. 
THEOREM 8. Let A be a matrix in Cl,,. Then 
n 
For matrices in R, , which implies k = 0, the ineyuulity is 
t’(A) <A,,. 
proof. If A E a,,, there exist T E [l/n, 11 and an integer k, 1 < k < n, 
such that 
tr( A) = ( TTI)““(~AI[~ (1’) 
and k < in < k + 1. We assume for a moment that llAl[ = 1, or 
kn;=1. 
i=l 
(2’) 
Because A E 1R,, we have that 
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with 
Ai > 0, i=l,...,n, (3’) 
A,, - hi > O, i=l,...,n-1. (4’) 
Then we are interested in finding a matrix satisfying (l’), (2’1, (3’), and (4’) 
with minimum eigenvalue A,), because the maximum eigenvalue of this 
matrix will give us the bound that we are looking for. 
Now from the problem LB and Lemma 7 we know that 
k(~n)““+[k(k+1_7n)]‘l” <* 
k(k +l) ’ II 
Since (IA((F = 1, we have computed a lower bound for codA, u,,oT); then, 
multiplying the last inequality by IIAllr;, we have 
,,A,, .k(m)““+[k(k +1-m)]“” 
6 
k(k +l) 
f ((At(~cos(A,u,~,T) = A,,. 
Now replacing (~12) 1/Z by &A)/ ]lAllF and doing some computation, we get 
the desired inequality: 
We comment that if A,, attains the minimum value given by the bound, 
then A,, has multiplicity greater than one; this is not true for rank one 
matrices. 
REMARK. Lemma 7, Theorem 8, and the values of (Y and p need special 
treatment for rank one matrices, for which k = 0. Very similar arguments can 
be made in order to prove the inequality of Theorem 8 for rank one matrices. 
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All is much easier for this special cast. We can suppose that the second term 
of the lower bound of Theorem 8 vanishes for matrices in a,, which makes 
sense because for these matrices (k = 0) we have 
11All~ - tr( A)” = 0. 
Similar results to these hold for negative semidefinite matrices. 
4. THE NONSYMMETRIC CASE 
Now we want to look at some properties in Section 2, and some others in 
[5], that can be generalized to the nonsymmetric case. 
We will begin with the geometric location of the rank one matrices. 
LE~~~IA 9. Let A be Q rank one rnutrir. Then ]tr(A)/ < IIAlll;. Moreover, if 
A=uoT then 
1 
cos( I, UU’) = - ni/2 cos(u,u). 
Proof. One needs only compute the cosine between 1 and A = UU”: 
)cos(l,uuT))= T - 
,;;(I ;;;13;l, _ lIl tr( ;p:‘) I Id‘GI 
F E UVT fin”p = Ilull~llvll~n”” 
We point out that for any number in (- l/n”“, l/n”“) there exists a 
rank one matrix such that the cosine of the angle between this matrix and the 
identity is exactly that number. 
We are going to extend Lemma 1 of [5] to arbitrary matrices of order n. 
LEMMA 10. If rank(A) = k then MA),< k”“IIAIIF. 
Proof. If A has rank k, the singular value decomposition tells LIS that 
A = f: qtq:‘. 
i=l 
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Now we can compute 
cos(A,I) = 
( c:=,quitlT‘,I), ~~=lai(uiV~,I)F 
IlAli~llIlI~ = lldlz~ l/2 
The contrapositive statement gives us a lower bound on the rank, 
depending on the angle between the matrix and the identity as in the 
symmetric case. Again a particular case becomes interesting. 
LEMMA 11. If tr(A) > (n - I)‘/“IIAIIF, then A is positive definite. 
Proof. We need to prove that for any s E R”, sTAs > 0. But since 
sT~s = (A,s’s), = IIAII~~~ss~II~cos(A,ss~), 
it is equivalent to prove that cos(A, ssT> > 0 for any s E R”. In other words, 
the angle between A and ssT, which will be denoted as ang(A, ssT>, is less 
than x/2 for any s E R”. 
But it is easy to see that ang(A, ssT) is less than or equal to ang(A, I)+ 
ang(I, ssT>. Then, from Lemma 1, 
1 
cos( ss?‘, 1) = n1/2 
for any ssT in CI,, or in others words for any s E R”, and from our 
hypothesis, 
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Now from the fact that 
and that the cosine is a decreasing fbnction in [O,n-/2] it follows that 
ang(A, I) + ang(l, ss?‘) is less than r//2, which leads to the desired inequal- 
ity. n 
In the final part of this paper we want to get bounds for the maximum 
singular value c1 of a matrix A, when the matrix satisfies certain conditions. 
We need some preliminary result very similar to those given in [5]. 
LEMMA 12. Let ucT be a runk one matrix-. Then the projection of 
A E R” Xn on the direction of WI‘ is 
Ilull2llvll2 IImTllt: 
We will need the following well-known fact: 
We also have to introduce two sets: 
and 
Now we can prove the following elementary result. 
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LEM~IA 13. !f tr(A)> Ml;, then 
max cos( A,Y) = max cos(A,Y). 
Y t y(Z, l/n”‘) Yty(l,l/n”‘) 
Proof. The inequality >, is a consequence of r(Z,l/n”‘> GY(I, 
l/n’/“). 
In order to prove the other inequality, suppose that f solves 
max cos(A,Y), 
Y t gr, I/n”‘) 
and k3 does not belong to ~(1, l/n”“). Then we have cos(Z, k?) < l/n”“. Let 
Y be the nearest point in y(l,l/n”“) to A. Since cos(A,I)< l/n”” by 
hypothesis, there exists a point 7 # 9 in the subspacc generated by A and 9 
such that cos(I, 7) = l/ nil2 The following consideration take us to a contra- 
diction of our supposition: 
ang(A,Y?) =ang(~,?)+ang(~,A) 
2 ang(?,?)+ang(Y,A) > ang(Y,A). 
We have all the tools to prove the main result. 
Trreon~~~ 14. Let A be a matrix in R”x” such that tr(A)> ]\Allr;. Then 
t’(A) 
Proof. We know that 
< max llAIl~cos(A,Y) = max 
Y E y(l, l/,P2) 
llAIIF~~~(A,Y). 
YEy(l,l/n”P) 
The inequality is a consequence of Lemma 9. The rest of the proof can be 
copied from Theorem 3 of [5]. n 
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The final question is about a lower bound for the maximum singular 
value. In this case we only have a weak inequality. 
LEMMA 15. lf A E Rnxn and has rank k, then 
Proof. The inequality is the inequality between the two and infinity 
norms joined to the fact that there are only k terms in the representation of 
A using its singular value decomposition. n 
I want to express my gratitude to Professor John E. Dennis for his 
comments, and also to the referee, whose comments led to a better presenta- 
tion of this paper. 
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