Abstract. A theory of allocation maps has been developed by J. F. Feinstein and M. J. Heath in order to prove a theorem, using Zorn's lemma, concerning the compact plane sets known as Swiss cheese sets. These sets are important since, as domains, they provide a good source of examples in the theory of uniform algebras and rational approximation. In this paper we take a more direct approach when proving their theorem by using transfinite induction and cardinality. An explicit reference to a theory of allocation maps is no longer required. Instead we find that the repeated application of a single operation developed from the final step of the proof by Feinstein and Heath is enough.
Introduction
A Swiss cheese set is a compact plane set produced by deleting from the complex plane the elements of a collection, which usually observes some useful constraints, containing open discs and one complement of a closed disc. As domains, these sets provide a good source of examples in the theory of uniform algebras and rational approximation. The study of Swiss cheese sets is as much a study of the collections that define them as it is of the sets themselves. For example, a collection is called classical if the closures of its elements are pairwise disjoint and the sum of the radii of its discs is finite. In this paper we give a new proof of an existing theorem by J. F. Feinstein and M. J. Heath. The theorem states that any Swiss cheese set defined by a collection which satisfies a particular radius condition contains a Swiss cheese set as a subset defined by a classical collection that also observes the radius condition. Feinstein and Heath begin their proof by developing a theory of allocation maps connected to such sets. A partial order on a family of these allocation maps is then introduced and Zorn's lemma applied. In this paper we take a more direct approach by using transfinite induction, cardinality and disc assignment functions, where a disc assignment function is a kind of labelled collection that defines a Swiss cheese set. An explicit theory of allocation maps is no longer required although we are still using them implicitly. In this regard, connections with the original proof of Feinstein and Heath are also discussed.
Proof of the Swiss cheese "Classicalisation" theorem
In this section we state and then give a proof of the Feinstein-Heath Swiss cheese "Classicalisation" theorem, [5] , using transfinite induction and set theory. Throughout, all discs in the complex plane are required to have finite positive radius and N 0 := N ∪ {0}. For a disc D in the plane we let r(D) denote the radius of D. We begin with the following definitions, where Definition 2.1 (a), (b) and (c) have been taken from the paper of Feinstein and Heath, [5] . A classical Swiss cheese set is a plane set X for which there exists a classical Swiss cheese For h ∈ H, h :
Here is the Feinstein-Heath Swiss cheese "Classicalisation" theorem as it appears in [5] . disc assignment function h ∈ H has δ(D h ) ≥ δ h with equality if and only if h is injective and that classical disc assignment functions are always injective. With these observations it easily follows that Theorem 2.2 is equivalent to the following theorem involving disc assignment function. [5] and [7] will be used in the proof of Theorem 2.3 and we consider them now. 
Theorem 2.3. For every disc assignment function h ∈ H there is a classical disc assignment function
h ′ ∈ H with X h ′ ⊆ X h and δ h ′ ≥ δ h . Several lemmas from
Lemma 2.6. Let F be a non-empty, nested collection of open discs in
Proof of Theorem 2.3. At the heart of the proof of Theorem 2.3 is a completely defined map f : H → H which we now define case by case. Definition 2.8. Let f : H → H be the self map with the following construction.
We then have lexicographic ordering on I h given by
Since this is a well-ordering on I h , let (n, m) be the minimum element of I h and hence note that m = 0 since m > n. We proceed toward defining f (h) :
Define S ′ := S\{m} and for i ∈ S ′ \{n} we define f (h)(i) := h(i).
It remains for the definition of f (h)(n) to be given and to this end we have the following two cases. Case 2.1: n = 0. In this case, by Definition 2.1, we note that both h(m) and h(n) are open discs. Associating h(m) and h(n) with D 1 and D 2 of Lemma 2.4 we define f (h)(n) to be the open disc satisfying the properties of D of the lemma. Note in particular that, For this definition of the map f we have yet to show that f maps into H. We now show this together with certain other useful properties of f . Lemma 2.9. Let h ∈ H, then the following hold:
Proof of Lemma 2.9. We need only check (i) and (iii) for cases 2. 
For Case 2.2 we have, by Lemma 2.5,
(iii) Since X h = C\ i∈S h(i) we require i∈S h(i) ⊆ i∈S ′ f (h)(i). For Case 2.1 we have by Lemma 2.4 that h(m) ∪ h(n) ⊆ f (h)(n), as shown at (2.1), giving i∈S h(i) ⊆ i∈S ′ f (h)(i). For Case 2.2 put ∆ := C\h(0) and ∆ ′ := C\f (h)(0). We have by Lemma 2.5 that
, as shown at (2.2), and so i∈S h(i) ⊆ i∈S ′ f (h)(i) as required. We will use f : H → H to construct an ordinal sequence of disc assignment function and then apply a cardinality argument to show that this ordinal sequence must stabilise at a classical disc assignment function. We construct the ordinal sequence so that it has the right properties.
Now let α > 0 be an ordinal for which we have defined h β ∈ H for all β < α.
Suppose that for every ordinal α for which Definition 2.10 can be applied we have h α ∈ H. Then Definition 2.10 can be applied for every ordinal α by transfinite induction and therefore defines an ordinal sequence of disc assignment function. We will use transfinite induction to prove Lemma 2.11 below which asserts that h α is an element of H as well as other useful properties of h α .
Lemma 2.11. Let α be an ordinal number and let h ∈ H. Then the following hold:
) is the complement of a closed disc and
h α (n) is an open disc for all n ∈ S α \{0}; (α,1.3) n∈Sα\{0} r(h α (n)) ≤ r(C\h α (0)) − δ h ; (α,2) For all β ≤ α we have S α ⊆ S β ; (α,3) For all β ≤ α we have X h α ⊆ X h β ; (α,4) For all n ∈ S α , {h β (n) : β ≤ α} is a
nested increasing family of open sets.
Proof of Lemma 2.11. We will use transfinite induction. For α an ordinal number let P (α) be the proposition, Lemma 2.11 holds at α. The base case P (0) is immediate and our inductive hypothesis is that for all β < α, P (β) holds. Now for α a successor ordinal we have h α = f (h α−1 ) and so P (α) is immediate by the inductive hypothesis and Lemma 2.9. Now suppose α is a limit ordinal. We have S α := β<α S β giving, for all β ≤ α, S α ⊆ S β . Hence (α,2) holds. Also for all β < α we have 0 ∈ S β by (β,1.1). So 0 ∈ S α showing that (α,1.1) holds. To show (α,1.2) we will use lemmas 2.6 and 2.7.
(i) Now for all n ∈ S α \{0}, {h β (n) : β < α} is a nested increasing family of open discs by (β,1.2) and (β,4).
(ii) Further, {C\h β (0) : β < α} is a nested decreasing family of closed discs by (β,1.2) and (β,4). (iii) Now for n ∈ S α \{0} and β < α we have
(β,1) and (ii). Hence sup{r(h β (n)) : β < α} ≤ r(C\h(0)) − δ h . So by (i) and Lemma 2.6 we have for n ∈ S α \{0} that
is an open disc with,
(iv) Now for β < α we have r(C\h
So by De Morgan, (ii) and Lemma 2.7 we have
is a closed disc with,
Hence h α (0) is the complement of a closed disc and so (α,1.2) holds.
We now show that (α,4) holds. By (β,4) we have, for all n ∈ S α , {h β (n) : β < α} is a nested increasing family of open sets. We also have h
is an open set since (α,1.2) holds. Hence (α,4) holds. We will now show that (α,1.3) holds. We first prove that, for all λ < α, we have
Let λ < α, and suppose, towards a contradiction, that
noting that the right hand side of (2.4) is non-negative by (λ,1.3). Set
Then there exists n ∈ S α \{0} such that for S α | n 1 := {m ∈ S α \{0} : m ≤ n} we have (2.5) } < α and note that this is a maximum over a finite set of elements since S α | n 1 ⊆ N is finite. Now for any γ with max{λ, λ ′ } ≤ γ < α we have,
This contradicts (γ,1.3). Hence we have shown that, for all λ < α, (2.3) holds. Now by (iv) we have r(C\h α (0)) = inf λ<α r(C\h λ (0)). Hence we have m∈Sα\{0} r(h α (m)) ≤ r(C\h α (0)) − δ h and so (α,1.3) holds. We now show that (α,3) holds. We will show that for all ordinals β < α, i∈S β h β (i) ⊆ i∈Sα h α (i). Let β < α and z ∈ i∈S β h β (i). Define, m := min{i ∈ N 0 : there exists λ < α with i ∈ S λ and z ∈ h λ (i)}.
By the definition of m there exists ζ < α with m ∈ S ζ and z ∈ h ζ (m). Now the set {λ < α : m ∈ S λ } is empty since suppose towards a contradiction that we can define,
Then λ ′ > 0 since, by (ζ,2), S ζ ⊆ S 0 with m ∈ S ζ . If λ ′ is a limit ordinal then m ∈ S λ ′ = γ<λ ′ S γ giving m ∈ S γ , for some γ < λ ′ , and this contradicts the
by the definition of λ ′ . By m ∈ S λ ′ and Definition 2.8 of f :
is not classical. Therefore by (2.1) and (2.2) of Definition 2.8 there is n ∈ S λ ′ with n < m and h
Further for all λ with λ ′ ≤ λ < α we have m ∈ S λ since m ∈ S λ ′ and, by (λ,2), S λ ⊆ S λ ′ . Hence we have ζ < λ ′ . Now,
is a nested increasing family of sets giving
This contradicts the definition of m since n < m. Hence we have shown that {λ < α : m ∈ S λ } is empty giving m ∈ S α = λ<α S λ . Therefore, by Definition 2.10 and the definition of ζ, we have It is at the last stage of the original proof where a connection to the new version can be found. In the construction of Feinstein and Heath the allocation map f ′ factorizes as f ′ = g • f max where g is also an allocation map. Let E = (E, E) be a non-classical Swiss cheese with δ(E) > 0. Using the same method of construction that Feinstein and Heath use for g, an allocation map g E defined on E can be obtained without contradiction. Clearly E = f max ( D). We will obtain g E using the map f : H → H of Definition 2.8. Let h ∈ H, h : S → O, be an injective disc assignment function such that D h = E and recall from Definition and note that this is well defined since h is injective. The commutative diagram in Figure 2 show how g E is obtained using f : H → H. The construction of f in Definition 2.8 was developed from the construction that Feinstein and Heath used for g. The method of combineing discs in Lemma 2.4 also appears in [10] .
