I. INTRODUCTIONAND PROBLEM STATEMENT
N this paper we present a new approach to adaptive control I of linear systems. We abandon the traditional certaintyequivalence design, in which a parameter update law tunes a would-be linear controller [ 11- [3] . Instead, we treat the control of linear plants with unknown parameters as a nonlinear problem to which we apply tools of adaptive nonlinear control [7] -[ 111. We develop a recursive procedure to design different types of adaptive controllers. At each step, this procedure introduces new design parameters and incorporates them in a novel Lyapunov function, which is also constructed in a stepby-step fashion. This function encompasses all the states of the adaptive system and forces them to converge to a manifold of smallest possible dimension.
Another advantage of the new design procedure is that it is uncertainty-specific, with respect to both the number of unknown parameters and their locations: the closer unknown parameters are to the control input, the simpler is the adaptive controller. Only as many controller parameters are updated as there are unknown plant parameters. As for additional filters, only two are employed, one at the control u and one at the output y. Each of these filters is of dimension equal to the plant order. This means that the dynamic order of the resulting controllers is no higher (and in most cases is lower) than in traditional adaptive schemes. It is important to point out that these expressions are implemented as algebraic identities, along with filter equations (2.6).
In the adaptive controller design the unknown parameters ao, . . . , an-1 and bo, . . . , bm, appearing in the state estimation equation (2.Q will be replaced by their estimates.
111. AN INTRODUCTORY EXAMPLE Our recursive design procedure employs integrator backstepping in the observer [8] combined with tuning functions [lo] . In that sense, it removes the overparameterization employed in [9] , where the results of [7] and [8] were combined to design adaptive output-feedback controllers for nonlinear systems. For readers unfamiliar with these references, the procedure is introduced by designing an adaptive controller for the plant y(s) = (l/s(s -a ) ) u ( s ) , represented as
where a is unknown, and y = 2 1 is measured. For simplicity we let y,=const.
The observer filters (2.6) and the corresponding [ and v variables are implemented as 6 = Aorl+ ezy,
From (2.8), using ii as an estimate of a, the unmeasured state 2 2 is expressed as
The plant (3.1) is of relative degree p = 2, and the design
Step 1: The equation for the tracking error z1 = y -y, . = is in two steps.
21 -y,. is (since ir 3 0)
The backstepping idea is to treat the filter state 02 as a virtual control, replace it by v2 = Z Z + ( Y~. and design al(y, ii, y,., 7) to stabilize the zl-equation
in the absence of z2 and (a -6)w. This is simply achieved by With this stabilizing function, (3.6) reduces to
The reason for using two separate positive coefficients c1 and dl will become obvious at the next step, where dz is a nonlinear gain. If an update law for.& were to be designed at this step, a simple choice would be ii = 71 = y q w , because then the derivative of VI = (l/2)zt + (1/27)(a -2)' + ( l/dl)cTPoe along (3.8) would be V 5 -clzt -(3/4dl)eT€+ zlz2, which is nonpositive when z2 0. However, 71 = yzlw will not be used to update 6. It only defines our first "tuning function."
Step 2: To step back through the second integrator, we differentiate z2 = "2 -a1 and get
Now the actual control U is available and for it we design the control law (3.10) where U, is yet to be determined. The nonlinear damping term -d2(dal/dy)2z2 was introduced in [8] to counteract the destablizing effect of (dal/dy)cz. To choose U, and the update law for iL we consider the Lyapunov function 
j2)
Its derivative for the system (3.8), (3.9) with the control (3.10) is
Observe that the last two terms in I& are indefinite. To cancel them, we select the actual update law
The design is completed because
This guarantees stability of the origin z1 = z2 = 0, E = 0, 2 = a , as well as the regulation of 21, z~, E to zero, which, in particular, means that asymptotic tracking is achieved;
IV. THE DESIGN PROCEDURE
The general recursive design procedure defines at each step a new stabilizing function and a new tuningfunction. In the final p-th step, these functions determine the actual control law and the actual update law.
The first two steps of the general procedure are as in the above relative-degree-two example, except that now the high frequency gain b, is also unknown. 
where €2 is an exponentially decaying signal and A choice is now to be made of a measured variable in (4.4) to replace x 2 as a virtual control. We choose w , , 2 , because (2.9) shows that the actual control U appears after only p -1 differentiations of w , , 2 , earlier than for any other variable in (4.4). Then, we denote Substituting (4.2) into (4.1), we obtain
If w,, 2 were the actual control input we would design for it a control law a1 to stabilize (4.7). Let z2 be the error between the actual and desired value of vm,2 22 = "m, 2 -Q1 (4.8) and rewrite (4.7) as .i1 = bmza + b m a l + In, 2 + GTe -yr + €2. (4.9) Since the parameters are unknown, one would first think of replacing them with estimates. As a1 is multiplied by the unknown parameter b, , however, the estimate of b, would have to be bounded away from zero. To avoid this inconvenience, we introduce an additional parameter p = bG1.
Adding and subtracting (CI + dl)zl,' we rewrite (4.7) as
(4.10)
We now pause to examine this equation. Although more complicated than its predecessor (4.1), this equation is more convenient for backstepping, since z2 is a measured variable. In the design of a1 the u h A o w n parameters p , 0 will be replaced by their estimates 6, 8. The form of (4.10) suggests that we define 
We can now view (4.12) as a first-order system to be stabilized by a1 with respect to the Lyapunov function 1 1 2 2
where PO is the positive definite solution of PoAo + ATP0 = -I. To design a1 we examine the derivative of VI
(4.14)
If U,,, were our actual control, we would have z2 s 0 and we would eliminate p -p, 8 -8 and b, from (4.14) with the choices dl 
with respect to the Lyapunov function
The derivative of V2 for (4.21) is computed as
we rewrite (4.23) as
with -z1 appearing in the (n + 1)st entry of the row vector. We give below a detailed explanation of these cancellations at step i. 
The last term in the bracket in (4.36) is due to the mismatch between ri and 7 2 , . . . , ~i -1 . Along with the other terms in the bracket, this term will be cancelled by the stabilizing function Step p : We express the derivative of zp = U ,
To eliminate B -8 from (4.41), we choose the update law and using the identities (4.35) with i = p, we rewrite Vp as Finally, we choose the control U as 
v. DIRECT STASILI'IY ANALYSIS
While the design procedure is intricate, its result-the structure of the z-system-is remarkably simple. Substituting The stability properties of this system can be deduced by inspection. Thanks to the skew-symmetry of the offdiagonal terms, the stabilizing effects of the diagonal terms - ci -d ; ( ( a a ; -1 / t 7 y ) The stability and tracking properties of the designed adaptive system will now be established through a direct Lyapunov analysis which will demonstrate that the closed-loop states converge to a manifold of the smallest possible dimension. The only variables not guaranteed to, converge in our stability proof are the parameter errors 6 -0 and p -p.
From the previous section we know that the partial Lyapunov function V, , defined in (4.40), is nonincreasing because of (4.46). This does not immediately establish the boundedness of all closed-loop signals, since Vp encompasses only 3n + 2 of the 4n + m + 2 states of the closed-loop adaptive system, which consists of the n-dimensional plant (2.1), the two ndimensional filters (2.6), and the n+m+2 parameter estimates.
One of the advantages of this approach is that we can readily augment Vp by the remaining n + m states, those of the zero dynamics of the plant (2.1) and of the v-filter (2.6). Using a 0 QpW
U3pW
...
... . . -1 -U , -~,~W -cp-dp( *) positive constants to be chosen. Since this Lyapnov function is time-invariant, it will allow us to establish uniform stability properties. Using asymptotic tracking is achieved.
The above results are now summarized as follows. Theorem 5. I : The closed-loop adaptive system, which consists of (2.8), 
VI. A DESIGN EXAMPLE
This section is a continuation of Section 111. We illustrate the new design procedure on an unstable relative-degree-three plant where a = 3 is considered to be unknown. The relative-degreethree design contains all the features of the general design procedure. The control objective is to asymptotically track the output of the reference model To derive the adaptive controller resulting from our nonlinear design, the plant (6.1) is first rewritten in the state-space form (2.1) where f l = rz, f 2 = r3, f 3 = -3r3 -3r2 -r1 + r.
Since in this example the high-frequency gain is known, in the first step we can directly treat u2 as a virtual control and do not need the additional parameter p . The virtual estimate (2.8) is (3 + a52 + U , and by defining w = 52, + y the results of the three steps of our design procedure are as follows.
= ywz1
Step 3:
(6.8) 
( d a l / d h ) ( d a z / d y ) .
Note again the skewsymmetry of the off-diagonal entries and the stabilizing role of the diagonal entries. The block diagram in Fig. 1 shows that the overall structure of the new adaptive system has the familiar form of the input and output filters feeding into an estimatorkontroller block. The fundamental difference, is however, that this block is now a nonlinear controller. Whereas in traditional schemes this block would be a "certainty-equivalence" linear controller, the new three-step procedure produces the control law (6.15) in which both parameter estimates and filter signals enter nonlinearly.
VII. IMPROVEMENT OF TRANSIENT PERFORMANCE
The new adaptive scheme is now compared with a standard certainty-equivalence scheme on the basis of transient performance and control effort. The comparison with a direct MRAC scheme is not pursued because such a scheme updates at least three parameters. This is clear from its control law U (7.1) and the parameter update law is a normalized gradient4
The control law (7.1) is implemented by replacing a with 2 in (7.2) and then solving it for the controller parameters: The above indirect adaptive linear scheme and our new nonlinear scheme were applied to the plant (6.1) with the true parameter a = 3. In all tests the initial parameter estimate was h(0) = 0, so that, with the adaptation switched off, both closed-loop systems were unstable. The reference input was Adjustment of the indirect linear scheme : For a fair comparison, our first task was to adjust the design parameters of the indirect scheme to achieve the best transient performance with a prescribed control effort. The trade-off between transient performance and control effort was examined for various initial conditions. To reduce the transients due to the mismatch of initial conditions, the initial condition of the reference model output was set in all tests to be equal to the initial value of the plant output. In spite of numerous attempts, no conclusive guidelines were found for initialization of filters in the indirect linear scheme. The simulation results shown in Figs. 2 4 for y(0) = 0 and y(0) = 1 are representative. The available design constants were the adaptation gain y and the coefficients of the observer polynomial s3 + IC1 s2 + lczs + k3 and of the controller polynomial s2 + mls + m2. After several attempts, all the roots of the observer polynomial were placed at s = -2 with kl = 6, IC2 = 12, k3 = 8, while the roots of the controller polynomial were placed in a Butterworth configuration of radius 3 with ml = 4.2426, m2 = 9. These were judged to yield the best trade-off between transient performance and control effort for different initial conditions. A final choice to be made was that of the adaptation gain. Figs. 2-4 present simulations results for three different values of that gain: y = 500 (Fig. 2) , y = 1000 (Fig. 3) , and y = 2000 (Fig. 4) . In each of these figures we show two simulation compromise was judged to be achieved for y = 1000 (Fig. 3). deteriorate. This difference can be explained by examining the behavior of the parameter estimate ii. The parameter estimator interprets the nonzero initial condition y(0) as a parameter error and tries to adjust the parameter estimate to reduce it. This results in the simultaneous deterioration of both transient performance and control effort. An increase in the adaptation gain, while improving parameter convergence for y(0) = 0, increases the sensitivity of the estimator to compromise was judged to be 7 = 1000 (Fig. 3) . The results in this figure were used for our comparison with the new nonlinear scheme.
Comparison with the nonlinear scheme : For a comparison of transient performance, the nonlinear scheme was adjusted to employ about the same control effort as that of the indirect linear scheme in Fig. 3 . This was achieved with Icl = 6, IC2 = 12, k3 = 8, c1 = c2 = c3 = 1, dl = d2 = d3 = 0.1, and the adaptation gain 7 = 0.5. The plots in Fig. 5 show that the transient performance of the nonlinear scheme was far superior for both sets of initial conditions. Measured by any norm, the tracking error with the nonlinear scheme is only a fraction of the indirect linear scheme error.
We now proceed to discuss the three most important factors which contributed to the superior performance of our nonlinear scheme: nonlinear damping, incorporation of i i in the control law, and filter initialization.
Nonlinear damping: The nonlinear damping terms -d i ( ( a c~i -l / a y > )~z i
contributed to a significant reduction of the effect of initial conditions on the new adaptive system. Their role is interpreted using Figs. 6 and 7. In Fig. 6 , for y(0) = 0, the parameter convergence is slower in the nonlinear scheme. Fig. 5 shows that, in spite of this, the transient performance is much better without an increase in control effort. This was achieved by nonlinear damping, which attenuated the effect of initial parameter errors, so that fast parameter convergence was not required for good transient performance. The main benefit is the reduced sensitivity to initial conditions, as illustrated in Fig. 7 . In contrast to the multiswing transient of the indirect linear scheme, the transient of the nonlinear scheme is nonoscillatory. The attenuating effect of nonlinear damping is particularly evident in Fig. 8 . If the damping is increased over an optimum rate, the tracking error continues to decrease, but the control effort increases. Zncorporation of& in U : Another important property of the nonlinear scheme is that the update law & = 73 is contained explicitly in the control (6.15). This is not .the case with certainty-equivalence schemes. The presence of & in U indicates that some form of differential action is employed. The effect of this additional information about 6 is that the settling time of the tracking error is much shorter for the nonlinear scheme. Figs. 5-7 show that the settling time of the tracking error is closely coupled to that of the parameter error. In contrast, the tracking error of the indirect linear scheme continues to grow even after the parameter estimate has converged to its true value. 
The effect of nonlinear damping for y(0) = 1.
Filter initialization for y(0) = 1. Filter initialization : In contrast to the indirect scheme, the new nonlinear scheme provides clear guidelines for filter and reference model initialization, which follow from the design objective of driving the z-variables to zero. According to (6.7), (6.10), and (6. 
VHI. CONCLUDING REMARKS
The results of this paper show that recently developed tools for adaptive nonlinear control [7] - [ll] can be used to design adaptive controllers for linear systems, which promise to outperform existing schemes. A particularly significant new property is the possibility to improve transient performance without an increase in control effort. This is achieved by nonlinear damping, which attenuates the effect of initial parameter errors so that fast parameter convergence is not required for good transient performance. The proof of stability is direct and reveals that the states of the adaptive system converge to a manifold whose dimension is the smallest possible. The robustness of the new class of adaptive controllers is a topic of current research.
