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Chapter 1
Introduction
1.1 Humanitarian Logistics
The Syrian civil war, Ebola, the earthquakes in Nepal and Haiti, the Japanese
tsunami, the Indian Ocean tsunami, the ongoing HIV/AIDS epidemic,..., humanitar-
ian caseload has been enormous in past decades. Between 2007 and 2016, disasters
have affected two billion people, have killed 800,000 people, and caused 1.4 trillion
dollars in damage (EM-DAT, 2017). Millions of people die from tuberculosis, HIV,
or malaria every year (Murray et al., 2014) and one in ten people in the world lives
below the poverty line of $1.90 per day (World Bank, 2016). Such humanitarian
crises prompt substantial demands for humanitarian aid delivery. Billions of dollars
are spent on disaster relief and development assistance every year. In 2015, for exam-
ple, development assistance from governments alone amounted to 147 billion dollars
(OECD, 2015).
Logistics plays a major and essential role in the humanitarian sector. Trans-
portation is, after salaries, the largest cost category for international humanitarian
organizations (Pedraza-Martinez et al., 2011). Moreover, the way logistics is orga-
nized has a direct impact on beneficiaries, for example, by affecting the speed and
quantities of aid delivery. Optimization of this core activity has the potential to
substantially aid beneficiaries by impacting both costs and effectiveness.
2 Introduction
Optimization of logistics systems has long been at the core of the field of Oper-
ational Research and Management Science (OR/MS). Findings from this field, for
example, assist hospitals in finding a feasible workforce schedule, railway operators in
optimizing their network and timetabling, delivery companies in optimizing routes,
manufacturers in optimizing their production process, warehouses in streamlining
their order picking process, and supermarkets in determining optimal stock levels.
The use of OR has enabled many companies to substantially reduce costs and at the
same time improve service levels.
Despite the vast body of logistical knowledge and tools available, their uptake in
the humanitarian sector has been lagging behind (Van Wassenhove, 2006; Gustavs-
son, 2003). This can be attributed largely to fundamental differences between typi-
cal commercial settings and humanitarian contexts. In contrast with its commercial
counterpart, humanitarian logistics typically deals with security issues, high demand
uncertainty, donor constraints, decentralized decision making, and challenging road
and weather conditions (Pedraza-Martinez and VanWassenhove, 2012; Holguín-Veras
et al., 2012; Van Wassenhove, 2006). Moreover, whereas business logistics typically
aims to minimize costs, humanitarian logistics typically aims to maximize (health)
impact or minimize suffering. These differences hamper the transferability of com-
mercial logistics knowledge and tools to humanitarian settings. In recent years,
academics from the OR/MS community have started investigating the specifics of
humanitarian contexts and how knowledge and tools from OR/MS could be of use
in optimizing logistics in the humanitarian sector. This is the field of humanitarian
logistics.
1.2 The Role of Evidence
Using the best available evidence to support humanitarian decision making is es-
sential to maximize impact of scarce resources. Current practice in humanitarian
organizations is, however, far from evidence-based (Banatvala and Zwi, 2000). Deci-
sion making is often undocumented and nontransparent, and evidence about “what
works” in a given context plays a marginal role in decision making (Darcy et al.,
2013). Instead, decisions are often determined by experience, instinct, and untested
1.2 The Role of Evidence 3
assumptions. Though this is not necessarily bad, research shows that such decisions
are prone to personal biases and disincentives and are very often determined by is-
sues that have little to do with humanitarian objectives (Maxwell et al., 2013; Darcy
et al., 2013).
Yet, attitudes seem to be changing. Recent initiatives like Evidenceaid, the Active
Learning Network for Accountability and Performance (ALNAP), and the Humani-
tarian Evidence Program give proof of increasing awareness of the opportunities and
the necessity of evidence-based humanitarian decision making. These programs syn-
thesize and analyze available evidence, identify gaps, and promote evidence-based
decision making in the sector. Humanitarian organizations themselves are also in-
creasingly pushing for evidence-based decision making. This not only comes from an
intrinsic motivation to maximize aid provided with scarce resources. Also donors are
increasingly demanding cost-effectiveness. Organizations like GiveWell and The Cen-
tre for Effective Altruism, for example, evaluate and recommend charities based on
their cost-effectiveness and have a vast impact on donor funding (Effective Altruism,
2017; GiveWell, 2017). For these reasons, humanitarian organizations increasingly
push for incorporating evidence on (cost)-effectiveness in decision making (Knox-
Clarke and Darcy, 2014). Marie Stopes International has an “Evidence to Action”
team dedicated to “learn how to improve the effectiveness and cost-effectiveness of
its programming” (Marie Stopes International, 2016b). Idem for World Vision Inter-
national’s “Evidence and Learning team” (World Vision International, 2017). Save
the Children partners with a large network of universities to “build its evidence base
on effective programming” (Save the Children, 2017). Similar initiatives exist in
virtually every major humanitarian organization (cf. ICRC, 2015; OXFAM, 2015).
As humanitarian organizations become open to integrating evidence in their deci-
sion making, science could have a role in building the relevant evidence base. When
humanitarian organizations are facing logistical challenges, the OR/MS community
can provide answers. For example: Where to preposition relief goods? How much
to preposition? How to set up a relief distribution network? How to operate vaccine
supply chains? How to manage vehicle fleets? Where to position clinics? How to
plan relief or development operations? What decision support systems to implement?
What is the optimal degree of centralization of decisions?
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Yet, providing clear to such questions answers is challenging. As we shall ar-
gue later, gathering empirical evidence is expensive and time-consuming, evidence
resulting from a traditional modeling and optimization approach is often weak, and
external validity of results is often limited due to large variations in contexts. Never-
theless, though substantial challenges must be overcome, OR/MS has the potential
to make a substantial contribution to evidence-based humanitarian decision making.
Before we elaborate on this, we first ask what evidence and evidence-based human-
itarian decision making actually means and what makes certain types of evidence
stronger than others.
1.3 Evidence-Based Humanitarian Decision Mak-
ing
Evidence is commonly defined as “the available body of facts or information indicat-
ing whether a belief or proposition is true or valid”(McKean, 2005). In the context
of humanitarian operations, two broad types of propositions can be distinguished
(Knox-Clarke and Darcy, 2014):
• Propositions about the existence of humanitarian needs resulting from a crisis
• Propositions about “what works” in addressing these needs
Typical examples are the propositions that “Intervention is preferred to doing
nothing” and that “A given intervention is better than alternative ones”. In general,
such propositions relate to specific decisions to be made in specific humanitarian
contexts. In the field of OR/MS, we have traditionally approached such propositions
from a modeling and optimization point of view. We make assumptions about the
objectives to be reached, about suitable measures to proxy those objectives, about
their relationship with decisions to be made, and about constraints on these decisions.
This stylized version of the real life problem is then typically analyzed and solved
using optimization techniques, and recommended actions and “management insights”
are deduced from analytical results and case study analyses. Though there has been
an increased interest in empirical studies in the OR/MS field, studies measuring
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actual impact of proposed solutions, tools, or recommendations are still rare. Figures
on articles published in the top 75 OR/MS journals are illustrative. Van de Klundert
(2016) analyzed papers regarding diseases from the Global Burden of Disease top 15
diseases and found that only seven publications report on implementation of designed
solutions and that only three report on health effects resulting from implementation.
Fields like health sciences followed a fundamentally different approach. Here,
“the available body of facts or information” typically comes in the form of actual
empirical results (Van de Klundert, 2016). For example, randomized trials and co-
hort studies are used to assess the proposition that “This intervention helps” or “This
intervention is better than alternative ones”. Moreover, medical research and prac-
tice are strongly driven by the notion that some forms of evidence are stronger than
others; that is, certain types of evidence are more indicative of a proposition’s valid-
ity than others. The Oxford Centre for Evidence-Based Medicine (CEBM) proposes
hierarchies of study designs which can be used as “a short-cut for busy clinicians, re-
searchers, or patients to find the likely best evidence” (Howick et al., 2011). To assess
the proposition “This intervention helps”, for example, they propose the following
hierarchy:
1. Systematic review of randomized trials or n-of-1 trials
2. Randomized trial or observational study with dramatic effect
3. Non-randomized controlled cohort/follow-up study
4. Case-series, case-control studies, or historically controlled studies
5. Mechanism-based reasoning
The general approach of incorporating “best available evidence” in medical de-
cision making has become deeply integrated in clinical practice in past decades. As
defined by Sackett et al. (1996), it involves the “integration of clinical expertise,
patient values, and the best research evidence into the decision making process for
patient care”. Note, hence, that evidence-based decision making does not mean that
evidence dictates decisions. Contextual factors like patient values and patient char-
6 Introduction
acteristics play a major role, and expertise is necessary to combine context with
evidence.
A similar trend toward evidence-based decision making has occurred in the hu-
manitarian sector. Several sets of criteria have been proposed to help decision mak-
ers in the humanitarian sector critically appraise and integrate external evidence
(Knox-Clarke and Darcy, 2014). As in the medical sector, evidence does not dictate
decisions. Substantial expertise is required to define the proposition (or question)
at hand, to assess the context (objectives, constraints, resources, etc.), to search the
evidence, and to interpret and combine this information so as to adequately assess
the proposition’s validity in the specific context considered. In parallel with the defi-
nition of evidence-based medicine (see Sackett et al., 1996), we define evidence-based
humanitarian decision making as:
The integration of humanitarian decision makers’ expertise, contextual informa-
tion, and best available evidence into the decision making process for humani-
tarian operations.
1.4 The Obstacles on the Road
We now return to the question whether and how OR/MS can contribute to building
a useful evidence base for decision making in humanitarian contexts. According to
the CEBM hierarchy of study designs, OR/MS studies typically produce the weakest
type of evidence: we tend to use mechanism-based reasoning to relate decisions to
outcomes, and rarely empirically analyze outcomes. This on the one hand constitutes
a major weakness. Indeed, the field of OR/MS has many times been accused of pro-
ducing and analyzing models that deviate too much from reality, leading to insights
that are of little relevance to practice (Fisher, 2007; Corbett and Van Wassenhove,
1993). To strengthen the evidence base, implementation and evaluation of proposed
solutions, tools, and recommendations will be key (cf. Gallien et al., 2015). Vledder
et al. (2015) show that this is possible, using a randomized experiment (i.e., level 2
evidence) to evaluate different supply chain designs for essential medicines in Zambia.
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On the other hand, we should not throw out the baby with the bathwater. The
use of mechanism-based reasoning can provide “best available evidence” until higher
level evidence is gathered (which may take years). Moreover, mechanism-based rea-
soning has at least three major advantages compared to empirical studies. First,
it tends to be much cheaper and less time-consuming. Second, whereas empirical
results on humanitarian interventions are hard to generalize due to large variations
in contexts, mechanism-based reasoning enables one to explicitly model the role of
contextual factors and to assess their impact on results. Third, whereas empirical
studies are typically constrained to one or a few interventions, mechanism-based rea-
soning combined with optimization techniques enable one to select the “optimal”
intervention. For these reasons, modeling and optimization studies can be of much
value. However, in exploiting these advantages, modeling and optimization studies
face at least five substantial challenges.
1. Considering the broad scope of relevant objectives
Evaluating proposed tools and solutions in terms of their effectiveness – e.g.,
through estimates of reductions in mortality or morbidity – is essential. Other criteria
could may also be of major importance. Examples include costs, equity, humanitar-
ian principles, and cultural and political acceptability (Bradt et al., 2009; Robertson
et al., 2002; Banatvala and Zwi, 2000). Failure to incorporate such criteria may lead
to poor recommendations. For example, advanced decision support tools can lead
to effective decisions but can also be very inefficient due to large costs for imple-
mentation, maintenance, and training. Such tools may also be too time-intensive
for situations requiring prompt decision making or may poorly fit a culture of de-
centralized decision making. In the same vein, sophisticated optimization techniques
may be cost-effectiveness but may also fail in terms of required transparency (Vinck,
2013). Basing analyses on the full spectrum of relevant criteria is hence critical.
2. Choosing objective functions that accurately reflect objectives
A review of the humanitarian logistics literature reveals that very few papers take
human suffering, which we can safely assume to be one of the major evaluation criteria
of interest, as an explicit starting point for modeling choices. It is not uncommon to
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come across models that minimize logistics costs rather than suffering and that weakly
motivate why this is appropriate. Also the observation that suffering tends to increase
convexly with response time (Holguín-Veras et al., 2013) is rarely incorporated (see,
e.g., Holguín-Veras et al., 2013; De la Torre et al., 2012, for an overview of objective
functions used for vehicle routing in disaster relief).
3. Safeguarding internal validity of proposed models
To adequately evaluate tools and solutions, models should accurately reflect re-
ality. This poses at least two major challenges. The first challenge is to establish
the link between decisions and objectives, i.e., the mechanisms linking the two. This
link tends to be highly complex and context-specific, and empirical data required to
quantify this link is oftentimes lacking (Banatvala and Zwi, 2000). For example, as
we discuss in one of the chapters, it is hard to quantify how the location of clin-
ics links to health outcomes through mechanisms like increased utilization, decreased
treatment delay, and improved treatment adherence. Nevertheless, if OR/MS studies
are to make a contribution on the basis of mechanism-based reasoning, it is impor-
tant that assumed mechanisms are well-motivated and well-founded. The observation
that very few modeling and optimization studies in humanitarian logistics make use
of real data (Leiras et al., 2014) is therefore rather alarming.
The second challenge is to adequately model the decision space, which may be
much smaller than expected. For example, security concerns, political issues, and
donor constraints might leave little room for optimizing decisions. Feasible decisions
can also be constrained by organizational culture. Our interviews with humanitarian
organizations found, for example, that organizations are hesitant to centralize plan-
ning decisions, as this is perceived to reduce staff’s professional freedom. When such
issues are inadequately modeled, analyses of the (relative) effectiveness of proposed
solutions or tools can be substantially biased.
4. Analyzing external validity of results
Diversity of humanitarian contexts makes effectiveness of proposed solutions and
tools highly context-specific (see, e.g., Chapter 2). Generalizability of results is
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therefore far from trivial. For example, centralized planning may be crucial in mass-
casualty settings, but ineffective in more stable development settings. A given routing
policy might work well for dense road networks but perform poorly when networks
are sparse. Adequate assessment of the role of context is key to providing humani-
tarians with nuanced managerial insights. In specific cases, the link between context
and results may be analytically expressed. In others, we have to rely on numerical
analyses, e.g., based on a representative set of case studies or one case study combined
with sensitivity analyses. Substantial progress is still to be made in that respect. A
review of the humanitarian logistics literature by Leiras et al. (2014) found that only
23 of the 160 reviewed analytical papers included a case study.
Assumptions underlying numerical analyses also complicate generalizability. Nu-
merical analyses commonly assume that data are available to the decision maker
and that the decision maker can “optimally” set model parameters. To better assess
the effectiveness of a proposed tool, one could question the impact of relaxing such
assumptions. How is effectiveness affected when data are partly lacking or when
decision makers make simplistic assumptions about them? What happens when the
decision maker misinterprets a given model parameter?
5. Choosing the right format
The type of findings of a model-based study and the way they are presented will
to a large extent determine their uptake by decision makers. Developing complex
algorithms may be rewarding for the researcher, but simple guidelines likely have a
much larger chance of being integrated in practice (cf. Knott, 1988). Similarly, closed-
form mathematical expressions may be highly valued by fellow academics, but – if
not translated into a jargon-free language – will likely make little sense to decision
makers. Practitioners will rarely have time to read our analyses, which makes it
important to present evidence in such a way that barriers to uptake are minimized
(cf. Rousseau, 2006).
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1.5 Contributions
The field of humanitarian logistics faces substantial challenges in contributing to-
wards a useful evidence base for humanitarian decision making. This thesis does not
present panaceas. On the contrary, critical analysis of the chapters to come will iden-
tify several areas where the strength of the evidence could be improved. Nevertheless,
we do take several steps into the right direction.
First, the set of objectives considered in our models is based on extensive in-
teractions with humanitarian organizations, including North Star Alliance, World
Food Programme (WFP), United Nations High Commissioner for Refugees (UN-
HCR), Catholic Relief Services (CRS), GOAL Global, Plan International, and disease
control program Programme National de Lutte contre la Trypanosomiase Humaine
Africaine (PNLTHA).
Second, each of the presented chapters takes health outcomes or human suffering
as an explicit starting point for modeling choices. Chapter 2 considers suffering or
disutility, Chapters 3 and 4 focus on health outcomes, and Chapters 5 and 6 consider
disease prevalence.
Third, the thesis presents two studies illustrating how “best available evidence”
could be used to link decisions to outcomes, i.e., to establish and quantify the mech-
anisms linking the two. The first study, which is described in Chapters 3 and 4,
considers network design decisions for roadside clinics that provide healthcare ser-
vices to African truck drivers. To define the relationship between location decisions
and health outcomes, we apply mechanism-based reasoning on the basis of expert
interviews and medical literature. The second study, described in Chapters 5 and 6,
considers the question how to deploy mobile teams that screen populations at risk
of a given infectious disease. For the case of sleeping sickness control, Chapter 5
explicitly relates disease prevalence to the timing of screening rounds performed by
mobile teams and thereby produces level 3 evidence: We retrospectively analyze this
relationship for a cohort of villages. This yields an evidence-based objective function
for Chapter 6, which considers how to optimize planning decisions for the mobile
teams.
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Fourth, our studies underline the importance of considering the full scope of
relevant objectives. Chapters 2 and 6, for example, both stress the importance of
accounting for the “costs of complexity”, i.e., the costs of proposed tools in terms of
implementation, training, and maintenance. We also address organizational culture
as an important criterion, which is often overlooked in the literature. Additionally,
we show that incorporating an extra objective does not need to come at a large cost
in terms of current objectives. In our study on roadside clinics, for example, we
show that solutions that are close to optimal in terms of each of the three relevant
objectives are attainable. Similarly, we show that effectiveness of planning solutions
is hardly affected when solely considering simple planning policies. In other words,
tools that are close to “optimal” in terms of effectiveness and simplicity exist.
Fifth, the thesis contributes to awareness of the aforementioned challenges by
showing the potential impact of misaligned objective functions and a lack of internal
or external validity. Chapter 2, for example, discusses the importance of “context”
in designing a planning system for humanitarian field operations. The “optimal”
system depends highly on organizational, demand-related, and operational context
factors, which makes generalizing (cost-)effectiveness claims potentially misleading.
We also illustrate that data availability and data quality determine optimal planning
system characteristics and hence ill-founded assumptions can result in poor recom-
mendations. This shows the serious potential impact of a lack of internally valid
models.
Finally, we extensively assess external validity of results. In some cases, we have
been able to mathematically express the relationship between context and results.
For example, Chapter 2 directly links effectiveness of planning decisions to factors
like road density, travel time variability, and urgency. Chapter 5 mathematically ex-
presses screening efforts required to eradicate or eliminate the considered disease as a
function of factors like participation levels, sensitivity of diagnostics, and endemicity.
In other chapters, we rely on numerical sensitivity analyses. For example, Chapters 3
numerically analyzes how effectiveness of location decisions changes with data quality
and with the user’s capacity to adequately set model parameters. Similarly, Chapter
6 analyzes the impact of estimation errors on the effectiveness of planning policies.
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1.6 Overview of Chapters
Below, we briefly summarize contributions of each chapter. Apart from minor adap-
tations, the chapters are exact copies of papers submitted to or published in academic
journals. The majority of the work in Chapters 2, 3, 5, and 6 has been done inde-
pendently under close supervision of co-authors. The main contributions of the work
in Chapter 4 were to generate the idea, develop the case study, and write the pa-
per. The first author’s main contributions were to generate the idea, implement the
methods, and run the experiments.
Chapter 2: H. de Vries, L.N. van Wassenhove. Evidence-Based Vehicle Planning
for Humanitarian Field Operations. Submitted to Manufacturing & Service Opera-
tions Management.
This chapter discusses the applicability and cost-effectiveness of advanced approaches
to optimize planning and routing of humanitarian field operations. Combining in-
sights from expert interviews, literature, and extensive numerical analyses, we show
that “optimal” planning system characteristics depend strongly on organizational,
demand-related, and operational context factors.
Chapter 3: H. de Vries, J.J. van de Klundert, A.P.M. Wagelmans. The Roadside
Healthcare Facility Location Problem. Submitted to Production and Operations Man-
agement. This paper won the INFORMS Healthcare 2015 best student paper award.
In this chapter, we consider the problem of selecting locations for clinics along African
highways so as to maximize their impact in terms of truck driver patient volume and
health service effectiveness. We develop models for this problem, present numerical
experiments for the network of major transport corridors in Southern and Eastern
Africa, and discuss policy implications.
Chapter 4: J. Nunez Ares, H. de Vries, D. Huisman. A Column Generation
Approach for Locating Roadside Clinics in Africa based on Effectiveness and Equity.
Published in European Journal of Operations Research.
This chapter analyzes the trade-off between effectiveness and equity of healthcare
delivery among African truck drivers. We show that networks that are close to
optimal with respect to both objectives can be designed efficiently through column
generation techniques.
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Chapter 5: H. de Vries, A.P.M. Wagelmans, E. Hasker, C. Lumbala, P. Lutumba,
S.J. de Vlas, J.J. van de Klundert. Forecasting Human African Trypanosomiasis
Prevalences from Population Screening Data using Continuous Time Models. Pub-
lished in PLoS Computational Biology.
In this chapter, we propose several models for the relationship between the timing of
screening operations for Human African Trypanosomiasis (HAT, also called sleeping
sickness) and disease prevalence. The models are then fitted and tested by means of
a dataset with data on prevalence levels and screening operations in the Democratic
Republic of Congo (DRC) and used to analyze screening requirements for elimination
and eradication.
Chapter 6: H. de Vries, A.P.M. Wagelmans, J.J. van de Klundert. Optimizing
Population Screening for Infectious Diseases. In preparation for journal submission.
The final chapter considers the problem of planning population screening operations
so as to minimize the burden of infectious disease. For a broad class of diseases, we
propose general solution methods and simple planning policies, as well as general
methods to analyze the relationship between screening capacity and long term dis-
ease burden. Using the models developed for HAT in Chapter 5, we show that the
planning policies recommended by the WHO could likely be improved upon and that
simple policies are hardly inferior to approaches employing advanced optimization
techniques.
Finally, Chapter 7 summarizes the main findings presented in this thesis.

Chapter 2
Evidence-Based Vehicle
Planning for Humanitarian
Field Operations1
2.1 Introduction
Decision support software has substantially transformed private sector logistics and
enabled companies to significantly decrease transportation costs and/or improve ser-
vice levels. This has not happened yet in humanitarian logistics. Given the substan-
tial funds spent on humanitarian operations, this is rather surprising, especially since
there has been a significant increase in humanitarian case load. Logistics efforts play
a key role in delivering disaster relief and development services and transportation is,
after salaries, the largest cost category for international humanitarian organizations
(IHOs) (Pedraza-Martinez et al., 2011). The cost of 4x4 vehicle fleets of IHOs is es-
timated to exceed $1 billion per year and the number of vehicles is expected to triple
1Apart from several minor adaptations, this chapter is a direct copy of the article: H. de Vries,
L.N. van Wassenhove (2017). Evidence-Based Vehicle Planning for Humanitarian Field Operations.
Submitted to Manufacturing & Service Operations Management.
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by 2050 (Pedraza-Martinez et al., 2011). One would expect that advanced planning
and routing software could have a substantial positive impact.
Gustavsson (2003) suggests three internal hurdles that have kept IHOs from re-
alizing these apparent gains: (1) lack of logistics expertise, (2) undervaluation of IT
systems, and (3) difficulties in getting the necessary funding. Literature and semi-
structured interviews with fleet managers and logistics experts from IHOs reveal
three additional hypotheses:
1. The effectiveness increase realized by advanced planning and routing does not
outweigh the cost of implementation, operation, and maintenance.
2. Available planning solutions do not fit the complex context of humanitarian
organizations. E.g., they may be too data-intensive or pursue objectives not
aligned with humanitarian missions.
3. Implementing advanced planning and routing competes with innovations and
responsibilities that have a higher priority.
This chapter aims to shed a light on the cost-effectiveness of advanced planning
and routing approaches in humanitarian contexts. In Section 2.2, we develop a
framework for cost-effectiveness based on our literature review and a set of interviews
with humanitarian logistics experts. Next, Section 2.3 proposes a simple model
that relates operational effectiveness to the specific context of IHOs and to their
planning systems. This model then serves as a basis for extensive numerical analyses
in Section 2.4.
In general, our results urge researchers and decision makers to adopt an evidence-
based approach when evaluating planning and routing software by considering external
validity of results, internal validity of underlying models, and by extending evaluation
criteria beyond effectiveness alone. More specifically, we make seven contributions.
First, we fill the gap in literature on the cost-effectiveness of advanced planning and
routing systems in IHOs. Second, we add nuance to the literature on humanitar-
ian last-mile logistics by highlighting the types of costs and counter-productivities
that may come with advanced planning approaches. Third, we propose a simple and
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intuitive model for the effectiveness of a planning system, which could serve as a ba-
sis for further modeling studies on fleet management in humanitarian organizations.
Fourth, we provide evidence stressing the importance of a careful analysis of the op-
erational context when choosing what planning system to implement. Fifth, we show
how (in)effective standard planning and routing solutions can be in the humanitarian
context. Sixth, we hypothesize general relationships between contextual factors and
the optimal planning system. Finally, we assist decision makers in prioritizing adap-
tations of their planning system (e.g., stimulating car pooling and increasing mission
lengths) by showing their respective potential impact.
2.2 Humanitarian Planning Context
This section provides background knowledge on the terminology used to define a hu-
manitarian planning system (Section 2.2.1), current planning practices (Section 2.2.2),
and determinants of the cost-effectiveness of a planning system (Section 2.2.3). Our
results are based on a literature review and in-depth interviews with eight logistics
experts from a representative set of humanitarian organizations. These include the
World Food Programme (WFP), United Nations High Commissioner for Refugees
(UNHCR), Catholic Relief Services (CRS), GOAL Global, Plan International, and
disease control program Programme National de Lutte contre la Trypanosomiase Hu-
maine Africaine (PNLTHA). The interviews (see Appendix 2.E) were conducted by
phone or Skype and took on average 40 minutes. The aim was to reveal current plan-
ning practices, inefficiencies therein, and the potential role of decision support tools.
We also interviewed three consultants from the IT company ORTEC Consulting who
had been involved with software applications for the humanitarian sector.
To avoid confusion on terminology, we define that the planning of humanitarian
operations refers to deciding on the (approximate) timing of the delivery of goods and
services to beneficiaries. We refer to the latter as operations. Routing is concerned
with determining the actual routes to be taken by mobile units. A planning system
defines the procedures and methods used to take planning and routing decisions.
With advanced planning and routing we refer to mathematically optimized planning
and routing based on detailed information on travel times and requests. We define
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operational effectiveness as the extent to which the IHOs’ objectives are reached,
as partly determined by the planning system. We assume that these goals are to
minimize the harm, suffering, health burden, distress, or inconvenience caused by
humanitarian crises (cf. Holguín-Veras et al., 2012), which we jointly refer to as disu-
tility. Disutility could be measured in terms of (deprivation) costs or health outcomes
(cf. Holguín-Veras et al., 2013; Yadav, 2010). When analyzing cost-effectiveness of
planning systems, we compare them in terms of costs and effectiveness.
2.2.1 General Description of Humanitarian Planning Systems
A planning system can be defined in terms of the following characteristics: (1) cen-
tralized, decentralized, or hybrid, (2) periodic review vs. continuous review, (3) one
vs. multiple destinations per trip, (4) pooled vs. dedicated, (5) impact-based vs.
proxy metric-based. In a centralized system, a person, a team, or an IT system rec-
ommends or makes decisions, whereas local staff or a driver makes these decisions
in a decentralized system. Hybrid systems combine the two structures, for example
by making centralized planning decisions and by allowing local staff to determine
the routing. In contrast with a continuous review system, a periodic review system
generates planning and routing decisions at fixed time intervals (e.g., weekly). When
vehicles or other transportation means visit one destination per trip, resource allo-
cation and prioritization are the major planning decisions, whereas routing becomes
relevant in the multiple destinations case. In pooled systems, every vehicle can be
assigned to a vehicle request, whereas vehicles are dedicated to a specific category of
requests in the dedicated system. Finally, when planning and routing is optimized in
terms of the disutility the decisions avert, we refer to this as impact-based planning
and routing. Systems that optimize with respect to other metrics like travel times
are referred to as proxy metric-based.
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Figure 2.1: The flow of a vehicle request through the planning system.
Figure 2.1 depicts how a given planning system, as defined by these five char-
acteristics, relates to disutility, and describes the general context considered in this
work. We assume a disaster relief or development program that has a set of vehi-
cles at its disposal which it can use to perform its operations. Requests for vehicles
evolve according to a stochastic process, which occurs at (1) in Figure 2.1. Without
loss of generality, we assume that one request relates to one destination. Requests
vary in terms of their urgency levels (e.g., high, medium, and low). Fulfillment of
these requests may incur request delay at (2) when requesters do not immediately
reveal them and planning delay in case of a periodical planning system. Depending
on the planning system, requests may be assessed in terms of their urgency levels
and may be assigned a priority accordingly. This assessment may be prone to errors.
If all vehicles are in use, the request cannot immediately be satisfied and incurs what
we refer to as queuing delay at (3). As soon as a vehicle becomes available, it will
be assigned to a new request in queue. Note that a vehicle may combine multiple
requests in one route, but that we consider a request to be in queue as long as the
vehicle is visiting preceding destinations. Assignment of vehicles to requests at (4) is
determined by the planning system, which may take priority levels and travel times
as inputs, and may be constrained by earmarking constraints, by a lack of car pooling
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among different units or programs, and by vehicle equipment requirements. The time
it takes to meet a request at (5) is referred to as field delay. It consists of the time it
takes to travel to the corresponding destination, which we refer to as travel delay, and
the time spent “on site”. Both may be highly stochastic. Travel delay depends on the
planning and routing system and contextual factors like security issues, weather, and
road conditions. In line with its definition, effectiveness is measured as the expected
disutility incurred by a random request as a consequence of delaying its fulfillment.
The total delay incurred by a request equals the sum of request delay, planning delay,
queuing delay, and field delay. The relationship between disutility and total delay is
quantified by a disutility function, and differences in urgency levels are reflected by
differences in disutility functions.
2.2.2 Current Practice
Planning and routing practices vary widely between organizations and even between
different programs within the same IHO (see, e.g., Pedraza-Martinez et al., 2011;
UNHCR, 2006). This can (at least partly) be explained by a lack of guidelines
and/or resources to implement them.
“Fleet management is largely left to the regions and the regions leave it to the
countries. If there happens to be someone with some expertise in fleet man-
agement then this is fine, otherwise there happens very little to reach the full
potential.” [Respondent 1]
“Organizations know how to do fleet management. We have the guidelines and
the manuals. Yet, budget determines the space you get to implement structures.”
[Respondent 2]
Next, without trying to generalize, we will mention some general tendencies dis-
tilled from our interviews and literature review. In many programs, particularly in
a disaster relief context, planning is very much decentralized (Holguín-Veras et al.,
2012). The decision maker simply gets transportation requests from field staff and
tries to meet them as soon as possible (cf. Pedraza-Martinez et al., 2010).
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“Based on when they come in, they will just be assigned a vehicle.” [Respondent 3]
Requests are typically communicated verbally in smaller programs and via e-mail
or request forms in larger programs. The decision maker can be a fleet manager, a
planner or dispatcher, or a team involving field and/or support staff. In some cases,
support staff proposes a planning which is then sent for approval to the program
office. In other cases, the planner or planning team itself proposes planning and/or
routing decisions. In a context where urgency is relatively low, this is typically done
on a weekly basis, and updated if needed (Pedraza-Martinez et al., 2011). None of
the organizations involved was reported to use IT tools to support these decisions,
even though some have access to vehicle booking functionalities available in fleet
management software. Costs and staff capacity are mentioned as major reasons,
resonating with our first hypothesis (see Section 2.1). Instead, many organizations
use simple spreadsheets and whiteboards.
“It is a matter of staff capacity: 1) not enough staff, and 2) staff that is not
sufficiently skilled to use this.” [Respondent 1]
“It is a matter of cost-benefits. Such IT system may deliver slightly higher effi-
ciency, but may cost one vehicle.” [Respondent 2]
“They have a whiteboard, they (...) put in their requests by Friday afternoon, they
establish (...) the next seven day planning, and then they e-mail that out to all
staff at the end of the day.” [Respondent 4]
Urgency of requests is an important planning criterion (see, e.g., Greaney et al.,
2011; Waldman, 2001) and is typically communicated to the dispatcher through a
verbal description or through (color) code tags (see, e.g., Lerner et al., 2008). Freedom
to plan activities in line with this main criterion is, however, sometimes limited by
requests that have to be fulfilled at specific times (e.g., to attend a meeting) or by
security issues. For example, one interviewee mentioned that planning can be largely
determined by the availability of military convoys. Decision space can be further
affected by earmarked funding (Besiou et al., 2012). Donor constraints can refrain
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programs from car pooling and fleet sharing between programs, causing them to
operate in silos:
“Some projects are covered by donors for 100%. The vehicles are then dedicated
to that project only. Donors are very strict on that. They may even check this
in their audits.” [Respondent 1]
Vehicle use can also be constrained within programs, for example by dedicating ve-
hicles to specific units.
“(...) finance will have their own vehicles, programs will have their own vehicles,
logistics will have their own vehicles.” [Respondent 5]
Planning practices are largely determined by the specifics of the humanitarian
context. For example, time pressure and lack of information heavily constrain in-
formed and centralized decision making in disaster relief contexts (Holguín-Veras
et al., 2012). The type of aid delivered also largely affects planning needs and plan-
ning practices. In the context of basic relief item delivery, point-to-point (PTP) or
full truckload (FTL) transportation is very common (Pérez-Rodríguez and Holguín-
Veras, 2015), rendering routing optimization trivial. In contexts of less than full
truckload (LTL) transportation and service delivery, routing can constitute major
opportunities for optimization. For example, NGO Marie Stopes International sub-
stantially saves travel times through routing optimization for its outreach teams
(Marie Stopes International, 2016a). Program size is a third major determinant.
In smaller programs, the planner tends to have several other responsibilities, which
affects the planning system.
“When you have 10 responsibilities and fleet management is one of them, you
only focus on the very basics.” [Respondent 1]
2.2.3 Cost-Effectiveness Framework
We now return to the main goal: to assess cost-effectiveness of advanced planning
and routing approaches. As can partly be seen from Figure 2.1, cost-effectiveness
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can be affected in three ways: through a direct or indirect impact on (1) costs, (2)
delay, and/or (3) the relationship between delay and disutility. Next, we combine
insights obtained from our interviews and literature review to design a framework of
determinants impacting these three factors. Determinants are classified as organi-
zational, planning system, operational context, and demand-related factors, and are
depicted in Figure 2.2. We assume all costs and resources to be constant, except for
those related to the planning system.
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Figure 2.2: Contextual framework for operational cost-effectiveness.
Organizational factors. Program staff tends to reveal its transportation needs
at the last moment, although often they could have anticipated them much earlier
(Pedraza-Martinez et al., 2011). These request delays create an “artificial demand
uncertainty”, which affects cost-effectiveness. A second determinant is the level of
earmarked vehicle use (Besiou et al., 2012). This can lead to a dedicated planning
system with some disadvantages. Effectiveness is also affected when specific teams
must fulfill certain requests as opposed to any team being able to fulfill any request.
For example, ethnic violence made one organization stop sending drivers from certain
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tribes to Darfur. Vehicle characteristics, like the age of a vehicle or specific equip-
ment, may also induce assignment constraints (Eftekhar and Van Wassenhove, 2016).
Organizational culture is a fourth determinant, as it determines the acceptability and
thereby the effectiveness of a planning system. We return to this issue later. Finally,
program size determines relative cost-effectiveness of different approaches, as we dis-
cuss later.
Planning system factors. Cost-effectiveness is affected by each of the five char-
acteristics of planning systems. First, decentralized systems can result in a lack of
coordination (cf. Pedraza-Martinez and VanWassenhove, 2012; Stapleton et al., 2009;
UNHCR, 2006). As a potential consequence, urgency levels are not incorporated ap-
propriately in routing and prioritization decisions. Planners in centralized systems
may lack (reliable) contextual information. Indeed, IT systems and dispatchers may
have relatively little insight into security issues, weather and road conditions, demand
mobility and their effects on travel times (Pedraza-Martinez and Van Wassenhove,
2012; UNHCR, 2006).
“There is no single software that knows the roads better than us. We go to the
places where nobody else wants to go. You won’t find these roads on Google.”
[Respondent 6]
In case of such information gaps, hybrid systems may be more effective, e.g. by
combining priority setting on a centralized level with autonomy in planning and
routing on a local level. Second, a periodic review system has the advantage that the
pool of destinations to be planned tends to be larger, yielding more efficient routes
(cf. Daganzo, 1984). Planning delays induced by such system form a disadvantage.
Third, visiting more than one destination in one trip tends to decrease travel and
queuing delays (cf. Daganzo, 1984). Fourth, systems in which vehicles are dedicated
can block the assignment of available vehicles to requests, and thereby induce queuing
delays. Moreover, pools of destinations will be smaller, which increases travel delays.
Finally, impact-based planning has an obvious effectiveness advantage over proxy
metric-based planning, but may bring about substantial additional costs in terms of
urgency assessments and implementation and maintenance of solution methods.
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This brings us to a general major determinant of cost-effectiveness: the costs of a
planning system. Such a system may require an IT solution, possibly including expen-
sive vehicle routing software, and a planner or dispatcher. Moreover, implementing
(rolling out) such a system will require substantial amounts of training and consume
scarce human resources and budgets (cf. Winters et al., 2008). IT systems typically
also require expensive support and maintenance services (Koskinen, 2010). Finally,
planning may require time-consuming activities such as data gathering, information
exchange (planner vs. staff and drivers), and urgency assessments.
Operational context factors. Travel times are determined by the road network,
security issues, weather, and humanitarian issues (e.g., disasters might destroy roads
and bridges). These issues have an obvious impact on cost-effectiveness as they
determine travel and queuing delays and whether or not a destination can be visited
at all. Sparsity also has an impact on the relative cost-effectiveness of advanced
planning systems compared to simpler ones, as we discuss later. The same holds in
general for stochasticity in travel times, as caused by varying operating conditions.
Demand-related factors. Urgency levels of requests constitute a major deter-
minant of cost-effectiveness. Higher urgency levels imply that larger amounts of
disutility can potentially be averted and hence an improved cost-effectiveness could
be attained.
Quality of the urgency assessment and possible communication noises determine
to what extent the planning decisions reflect the relative urgency levels of requests,
and hence the disutility averted (see, e.g., Frykberg, 2005). Assessment quality may
also be affected by misaligned incentives. For example, one interviewee reported that
teams sometimes misrepresent needs in order to visit girlfriends or to reach certain
targets.
Homogeneity of requests in terms of the required skills, equipment, and/or cul-
tural background of staff is another demand-related factor. Heterogeneity can induce
vehicle assignment constraints and hence queuing and travel delays. Finally, cost-
effectiveness is also affected by demand mobility. For example, in case of conflicts,
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demand locations and demand sizes are difficult to predict (Holguín-Veras et al.,
2012), which hinders effective resource allocation and prioritization.
Interaction effects. The extent to which a given factor affects cost-effectiveness
can be affected by interaction effects. First, the amount of variation in urgency lev-
els determines the relevance of prioritization and hence the relative effectiveness of
impact-based planning. Second, the amount of operational uncertainty will be highly
correlated with the size of information gaps on a central level and hence with the rela-
tive effectiveness of centralized planning systems. Real-time information systems are
virtually absent in the humanitarian context and much local information is not be-
ing institutionalized (Pedraza-Martinez and Van Wassenhove, 2012; UNHCR, 2006).
Third, the number of possible routes tend to be smaller in sparser networks, rendering
the corresponding optimization problems easier and hence the relative effectiveness
of advanced planning approaches compared to simpler ones smaller:
“In most operations, on the local level, there is normally only one route, which
can either be closed or open due to the security situation. The planning options
on using different routes are very few.” [Respondent 2]
Similarly, security issues affect relative effectiveness when they require routes to
be unpredictable rather than efficient.
“(...) there are often kidnappings of the UN workers in the area. One has to
change and you should not be predictable in order to survive (...).” [Respon-
dent 6]
Fourth, program size and planning system factors have a major joint effect on cost-
effectiveness. Investments needed to install and run an advanced planning system
may, for example, have a relatively smaller impact on cost-effectiveness when program
size grows. Fifth, request homogeneity interacts with vehicle, skill, and cultural mix.
These factors jointly determine the space of feasible assignments and hence what
queuing and travel delays will be incurred. Finally some planning systems may better
fit the culture of a humanitarian organization than others. Systems involving black
box optimization, for example, may fail to meet humanitarian standards concerning
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transparency (Vinck, 2013). Moreover, having a dispatcher telling field staff what
to do and where to go may cause frustrations and discrepancies between what staff
perceives as being needed and what is requested. As a result, such systems may fail.
“You cannot expect staff to simply accept [planning] recommendations.” [Respon-
dent 1]
“When you tell them “this is not efficient”, they get angry (...).” [Respondent 7]
“Planning is about culture.” [Respondent 4]
More generally, the system affects the amount of autonomy staff has and the amount
of bureaucracy they encounter. Studies among social workers show that these two
factors have a substantial impact on job satisfaction, the risk of getting a burnout,
and staff turnover (Kim and Stoner, 2008; Arches, 1991), each of which may clearly
affect effectiveness.
2.3 Model
As explained, we are interested in the cost-effectiveness of advanced planning and
routing systems in different humanitarian contexts. Since costs will be highly context-
and organization-specific and are sometimes hard to quantify, we shall focus our
analyses on context-specific effectiveness. Decision makers can then weigh the results
against the specific cost structures they encounter.
The aim of our analyses is to provide general insights into how effectiveness relates
to planning system characteristics and contextual factors and to indicate the order
or magnitude of effectiveness gains that could be achieved when implementing one
system instead of another. In line with this purpose, we present a simple model that
enables us to obtain results in an exact manner.
2.3.1 Assumptions
Our analyses assume the general request flow depicted in Figure 2.1. Requests are
classified into two classes, those of higher urgency (H) and those of lower urgency (L),
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and may incur request delay, planning delay, queuing delay, and field delay. Delays
are largely affected by the planning system. For a given system, let us consider a
random request of urgency class i ∈ I = {H,L}. We denote the four types of delay
incurred by random variables XRi , XPi , X
Q
i , and XFi and the total delay by random
variable Xi. The latter is characterized by some probability density function fXi(xi).
Furthermore, function ui(xi) quantifies the total expected disutility a class i request
incurs when its total delay equals xi time units. Combining the probability function
and the disutility function yields the total expected disutility incurred by a random
request in the system, which we use as an indicator of effectiveness:
U = piH
∫ ∞
0
fXH (xH)uH(xH)dxH + piL
∫ ∞
0
fXL(xL)uL(xL)dxL (2.1)
Here, pii denotes the probability that a request belongs to urgency class i. In what
follows, we develop an explicit expression for U based on the following simplifying
assumptions:
Assumption 2.1. Class i requests evolve according to a Poisson process with rate
λi
Assumption 2.2. The sum of request delay and planning delay, XRPi = XRi +XPi ,
is exponentially distributed with parameter λRP = λR + λP
Assumption 2.3. Field delay is exponentially distributed with parameter λF = µT +
µS
Assumption 2.4. Variables XRPi , X
Q
i , and XFi are independent
Here, parameters λR, λP , µT , and µS denote the reciprocal of the mean request
delay, planning delay, travel delay, and time on site, respectively.
2.3.2 Queuing Delay Distribution
We split the planning system into a part in which request and planning delays are
incurred (part 1) and a part in which queuing delays and field delays are incurred
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(part 2). The system can be seen as a simple queuing network in which servers rep-
resent vehicles and clients represent requests. Due to Assumptions 2.1 and 2.2, part
1 becomes anM/M/∞ queuing system where requests simply incur an exponentially
distributed service time.
Let us consider the case where requests are assigned to vehicles on a first-come-
first-served (FCFS) basis. Because of Assumption 2.3 and because the arrival process
for part 2 is Poisson (Mirasol, 1963), this part becomes an M/M/C queuing system,
in which C denotes the number of vehicles. Queuing theory states that XQi is ex-
ponentially distributed with some parameter λQ given that an arriving request has
to wait (because all servers are busy). The latter occurs with some probability Π.
Expressions for Π and λQ are given in Appendix 2.B.
As an alternative, one could first assess the urgency of an arriving request and
then assign it to a priority queue. Requests assigned to a high priority queue then
have priority over those assigned to the low priority queue when a vehicle becomes
available. Let qij denote the probability that a class i request ends up in queue j ∈
J = {H,L}. This parameter hence measures the quality of urgency assessments. The
probability that a request is of urgency class i and ends up in queue j is denoted by piij
and equals piiqij . Part 2 then represents anM/M/C priority queuing system. Due to
the analytical complexity of the exact queuing delay distribution (see Davis, 1966),
we propose a simple but close approximation by making the following simplifying
assumption:
Assumption 2.5. Variable XQi equals 0 with probability (1−Π) and is exponentially
distributed with parameter λQj with probability qijΠ.
Though this assumption does not misrepresent mean delay and delay probability Π,
it does slightly misrepresent the delay distributions. Expressions for Π and λQj are
provided in Appendix 2.B, as is an analysis of the quality of the approximation.
2.3.3 Mean Field Delay
Recall that field delay is the sum of travel delay and time on site. We assume that
the latter is not affected by the planning system, and hence that µS represents some
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context-specific constant. Expected travel delay for any request depends on system
characteristics and contextual factors like the road network. To keep our results
general, we estimate expected delays for networks with certain properties rather than
delays for one specific road network. Specifically, we analyze expected delays per
request in random graphs in the square [0, τ ]2. Here, τ denotes a scaling factor such
that expected travel times equal Euclidian distances. Let N denote the number of
destinations to be visited, K the number of destinations per trip, η ∈ [0, 1] some
measure of network sparsity (see Appendix 2.C), and δ ∈ [0, 1] the level of travel
time stochasticity. Regarding the latter, we assume that the real travel time t˜ij for
arc (i, j) deviates up to a fraction δ from the expected travel time, i.e. Euclidian
distance, tij according to a uniform distribution. Finally, ϕ represents the specific
routing procedure used. Appendix 2.C shows that Tϕ(N,K, η, δ) – the expected
travel delay per request (i.e., 1
µT
), given the indicated parameters – is well estimated
by the following formula:
Tϕ(N,K, η, δ) ≈ Tϕ(N,K, 1, 0)
(
1 + βϕ1(1− η)βϕ2
) (
1− βϕ3δβϕ4
)
(2.2)
Here, βϕ1, βϕ2, ... are some constants and Tϕ(N,K, 1, 0) the expected travel delay in a
full graph. We shall fit this function for three routing procedures. The first represents
the case where routing decisions are only constrained by the number of destinations
per route. In the second, routing must also adhere to precedence constraints. Specifi-
cally, as many vehicles as possible must visit at least one high priority destination and
each vehicle must first visit all high priority destinations assigned to it. (Recall that
a destination corresponds to a high or low priority request.) The third represents the
case where routing decisions must also adhere to clustering constraints. Specifically,
we first divide the region into four quadrants and then optimize routing within each
cluster while adhering to the aforementioned precedence and capacity constraints.
We refer to the three vehicle routing problem (VRP) variants corresponding to these
procedures as the CVRP, the PC-CVRP, and the CL-PC-CVRP. Acronym CVRP
stands for the “capacitated vehicle routing problem” and acronyms PC and CL stand
for “precedence constrained” and “clustered”, respectively.
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2.3.4 Disutility Functions
Holguín-Veras et al. (2013) argue that disutility (which they refer to as “deprivation
costs”) is expected to be a monotonic, non-linear, and convex function of delay.
Moreover, they show that the willingness to pay for water when the time without
water equals t is well described by a function of the form:
u(t) = γ(eκt − 1) (2.3)
Here, γ and κ denote some strictly positive constants. The authors also propose
several proxy functions including fixed, variable, and infinite penalty functions. Al-
ternative disutility functions may include an upper bound on disutility. One example
is the logistic (s-shaped) function, which is commonly used to measure the evolution
of the disease burden resulting from an epidemic (see, e.g., De Vries et al., 2016).
2.3.5 Expected Disutility
Figure 2.3 summarizes our assumptions about the delay distributions. In Appendix 2.B,
we prove a simple, closed-form expression for the expected disutility incurred by a
random request under the additional assumption that disutility is quantified by func-
tion (2.3). The expression takes the following as input: (1) a parametrization of the
disutility function, (2) the mean field delay, (3) the mean planning and request delay,
(4) the probability that a class i request ends up in queue j, (5) the probability that
queuing delay is incurred, and (6) the conditional average queuing delay. Here, for
a given routing procedure, mean field delay is a simple function of network sparsity,
travel time stochasticity, the number of destinations, the number of destinations per
trip, and a travel time scaling factor τ . Furthermore, (5) and (6) are simple functions
of the rate at which class i requests evolve, the number of vehicles, and the mean
field delay.
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Figure 2.3: Model assumptions about the distribution of delays incurred between generation
and fulfillment of a request.
2.4 Numerical Analyses
We now use the closed-form expression to compare alternative planning systems.
Throughout this section, we make use of a “baseline case” which is based on a real-
istic humanitarian context. Our parameter estimates, presented in Table 2.1, were
obtained through a questionnaire and a subsequent interview with a logistics expert
from one of the humanitarian organizations involved in this study. The question-
naire asks for several key metrics describing a “typical program”, and can be found
in Appendix 2.E.
Parameter Value Remark
τ 0.544 days Calibrated
η 0.0128
δ 0.25
N 40 Assumption
K 2
C 22 Assumption
λH , λL 10 per day, 10 per day
qij 0.75 if i = j, 0.25 otherwise
κH , κL 1/10, 5/70 Not unique
γH , γL 1, 1 Not unique
λR, λP 1/1.5 per day, 1/2 per day
µS 1/0.648 per day Calibrated
Table 2.1: Baseline case parameters.
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Our questionnaire results do not yield unique disutility functions. Instead, as
suffices for the purpose of our analyses, the questionnaire aims to reveal a realistic
quantification of the relative disutility of higher and lower urgency requests. Param-
eter τ was chosen such that the average travel time from depot to destination equals
the reported value. Mean time on site was estimated by deducting the estimated
travel time per request from the reported field delay per request. The reported num-
ber of vehicles C was slightly adjusted to obtain a stable queuing system. Finally,
our experiments involve solving thousands of VRP instances, for which computa-
tion times grow exponentially with N . We therefore restricted ourselves to instances
involving up to 40 nodes (i.e., demand points).
The functions Tϕ(N,K, η, δ) we use in our analyses are defined in Table 2.2 and
were obtained through least squares fitting (see Appendix 2.C). VRP problem in-
stances were solved by applying CPLEX 12.63 to the two-commodity flow formula-
tion from Baldacci et al. (2004) combined with rounded capacity inequalities from
Lysgaard (2003) and (if applicable) precedence constraints. The solver was pro-
grammed in C++ and validated against standard instances from Christofides and
Eilon (1969). Our overall experiments were programmed in Matlab R2015a.
Parameter Value # Instances R2
βCVRP [0.782; 21.263; 0.336; 1.451] 12100 0.98
βPC−CVRP [0.809; 21.271; 0.172; 1.803] 12100 0.95
βCL−PC−CVRP [0.840; 20.812; 0.159; 1.607] 12100 0.94
TCV RP (40, 2, 1, 0) 0.237 100
TPC−CV RP (40, 2, 1, 0) 0.251 100
TCL−PC−CV RP (40, 2, 1, 0) 0.247 100
Table 2.2: Fitted travel time functions.
2.4.1 Effectiveness of Systems that Pursue Proxy Objectives
Private sector planning approaches and many planning approaches proposed in the
humanitarian logistics literature employ objective functions that are not necessarily
in line with humanitarian objectives (Holguín-Veras et al., 2013). This might partly
explain the low uptake of such approaches in the humanitarian sector. This section
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addresses this hypothesis. Specifically, we compare a system that (to some extent)
incorporates perceived urgency levels of requests with a system that makes planning
decisions so as to minimize travel times. Travel delay in the first system is estimated
using the function TPC−CV RP and queuing delay is estimated based on a priority
queuing system (see Section 2.3). Hence, travel times are affected by priority con-
straints, and expected queuing delay is smaller in the high priority queue. For the
travel time-based system, travel delay is estimated using the function TCV RP and
queuing delay is estimated based on a first-come-first-served queuing system. For
this system, travel times are not hindered by precedence constraints, which comes at
the expense of every request having the same queuing delay distribution.
Two important contextual determinants of the effectiveness of both systems are
the travel burden and the observable variation in urgency levels. The larger the travel
delay compared to the time on site, the larger the impact of travel time improvements
on total delay can be. Similarly, the larger the variations in urgency levels and the
better these urgency levels are assessed, the larger the impact of priority-based plan-
ning can be. Figure 2.4 depicts how relative effectiveness is affected when observable
variation in urgency levels moves from low (qii = 0.5, κH/κL = 1) to high (qii = 1.0,
κH/κL = 1.8) and when adapting scaling factor τ and µS such that, in the baseline
case, the fraction of field delay spent traveling moves from 1% to 50%. All other
parameters remain as described in Tables 2.1 and 2.2. The highlighted point in the
figure represents the baseline case.
The results are intuitive yet interesting: (relative) effectiveness is highly context-
specific, standard (private sector) objective functions can underperform in some con-
texts, but tend to perform comparatively well in many others. For example, our
results suggest that the program under consideration would be 9.0% more effective
with a travel time-based system than with a priority level-based system. This stresses
the importance of carefully analyzing the context before designing a planning system.
More generally, we hypothesize that impact-based planning, which is to make deci-
sions so as to minimize expected disutility, only tends to have substantial added value
when both the travel burden and the need for prioritization are large. When travel
times are small, routing will have little effect on field delays, so focusing on prioritiza-
tion solely will yield close to optimal decisions. Similarly, when variations in urgency
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levels are very small or cannot be observed, there is little a priori need for prioriti-
zation, and travel time-based planning will be close to optimal. When both travel
times and observable variations in urgency levels are small, routing and prioritization
will both have little impact on effectiveness, and a simple heuristic planning policy,
e.g. assigning vehicles to requests in the order of requisition, will be close to optimal.
We hypothesize that substantial effectiveness gains could be achieved by jointly op-
timizing routing and prioritization only when both travel delays and urgency level
variations are large. Furthermore, we hypothesize that software requirements and
the need to build specialized software vs. using off-the-shelf software makes impact-
based planning substantially more costly than travel time-based planning and priority
level-based planning, which will in turn be substantially more costly than heuristic
planning. Based on these considerations, we arrive at the context-specific optimal
planning approaches hypothesized in Figure 2.5.
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2.4.2 Effectiveness of Data-Intensive Systems
Section 2.2 stresses that information about the operational context is often lacking
at a central level. Data-intensive systems might therefore be ineffective in certain
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humanitarian contexts. In what follows, we investigate how the quality of travel time
data and urgency assessments affects the effectiveness of data-intensive centralized
planning systems. We compare a basic travel time-based system that has real-time
information about travel times with a system that makes decisions based on expected
travel times and prioritizes requests based on assessments of quality qii = q. The
first could represent the case when local information from staff and/or drivers is
incorporated during planning sessions. For a given stochasticity level δ, travel delay
in this system is estimated using the function TCV RP and queuing delay is estimated
based on a first-come-first-served queuing system. For the data-intensive system,
travel delays are estimated by the function TPC−CV RP with δ = 0 and queuing
delays are calculated based on a priority queuing system. Hence, in contrast with
the basic system, the data-intensive system is able to incorporate urgency levels
into planning decisions. It may, however, encounter increased travel delays due to
precedence constraints and due to a gap in information about travel times.
Figure 2.6 depicts the expected increase in disutility when implementing the data-
intensive system instead of the basic system, as a function of the quality of informa-
tion. Specifically, we let assessment quality and operational uncertainty vary from
low (q = 0.5, δ = 0.0) to high (q = 1.0, δ = 1.0). All other parameters remain equal.
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Figure 2.6: Disutility increase (%) when implementing advanced, data-intensive planning in-
stead of basic travel time-based planning. The highlighted point represents the baseline case.
The figure shows that data-intensive systems underperform in any of the settings
considered, and that the optimality gap can be rather substantial when quality of data
2.4 Numerical Analyses 37
worsens. For example, under current levels of assessment quality and stochasticity,
disutility would be 11.6% larger for the data-intensive system. The performance gaps
might be smaller when there is more variation in urgency levels and when the basic
system also deals with information gaps. Yet, our results point at an important
general issue: centralizing decisions and incorporating more information does not
necessarily lead to better decisions, particularly when data are imprecise and when
local staff is already quite good at making routing decisions. Again, this stresses the
importance of context-specific decision making. The next section further investigates
optimal planning system hierarchies.
2.4.3 Optimal Level of Centralization
As argued, centralized systems lend themselves well to prioritization but may suf-
fer from substantial information gaps and hence suboptimal routing. Decentralized
systems are less suited to prioritization, but may have more accurate information.
Hybrid systems combine the strengths of both systems by making routing decisions
at the field level, where most information is available, while also incorporate priori-
tization. A weakness of this system is that field staff may not be able to optimally
incorporate both travel time information and urgency levels. Hence, the planning
problem may either need to be simplified, e.g. by taking cluster-based routing deci-
sions, or not be solved to optimality.
Again, contextual factors largely determine the relative effectiveness of these sys-
tems. Uncertainty determines the size of the information gap centralized systems
encounter, urgency levels determine the need for prioritization, and the travel bur-
den determines the need for routing optimization. Let us assess how these factors
relate to the optimal planning system. As before, we model a centralized system as
a priority queuing system basing decisions on expected travel times (i.e., TPC−CV RP
for δ = 0.0). A decentralized system is represented by a first-come-first-served queu-
ing system with travel time function TCV RP . In the hybrid system, travel delays
are based on the function TCL−PC−CV RP and queuing delays are estimated based
on a priority queuing system. This system hence represents the case where the cen-
tral planner divides destinations into four clusters and lists their priorities whereas
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field staff optimizes routes based on actual travel times, clustering, and precedence
constraints.
Figure 2.7 depicts how the optimal system changes when the information gap on a
centralized level moves from low (δ = 0.0) to high (δ = 1.0) and when the importance
of prioritization versus the importance of routing moves from low (qii = 0.5, κH/κL =
1, τ = τ0.50) to high (qii = 1.0, κH/κL = 25, τ = τ0.01). The three areas depicted in
the figure will change, e.g., when also the decentralized and hybrid systems deal with
information gaps or are incapable of optimizing routes. Yet, the figure supports the
general insights drawn before: the optimal planning system is heavily context-specific
and centralization does not necessarily lead to better decisions. Given that available
decision support models typically assume high levels of centralization (Ortuño et al.,
2013; De la Torre et al., 2012), this resonates with our second hypothesis that many of
the tools proposed in the literature are not well-suited to the humanitarian context.
Our results more generally hint at the relationship hypothesized in Figure 2.8.
Centralized systems outperform others when information gaps are small and when
prioritization is very important. This may well represent the context of emergency
medical service provisioning in developed countries, where centralized planning sys-
tems are common (Andersson and Värbrand, 2007). When uncertainty increases,
hybrid systems are to be preferred, as they both incorporate adequate travel time
information and account for urgency levels. This may well reflect disaster relief
settings, where both uncertainty and urgency levels are high (Holguín-Veras et al.,
2012). Decentralized systems maximize effectiveness when prioritization is relatively
unimportant and uncertainty is large, which occurs in development assistance set-
tings (Holguín-Veras et al., 2012). Finally, differences in effectiveness will be minor
when both uncertainty and the need for prioritization is small, since each system
has access to accurate information and yields near-optimal decisions by minimizing
travel delays only.
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2.4.4 Competing Planning System Adaptations
As follows from the framework depicted in Figure 2.2, optimizing planning and rout-
ing decisions is not the only way to increase the effectiveness of a planning system.
Alternatives are to reduce request delays, to improve car sharing, and to increase
mission lengths (i.e., the number of destinations visited per trip). For decision mak-
ers, it is relevant to know the relative potential impact of such adaptations, as this
enables them to optimize their project portfolio. Assessment of these alternatives can
help up assess our third hypothesis: that innovations other than optimizing planning
and routing can yield greater benefit.
In what follows, we assess the impact of the different adaptations by calculating
effectiveness of several systems. The first represents a simple travel time-based plan-
ning system, which we consider as a default system. The second is a system that
makes optimized planning decisions. To obtain a rough estimate of the potential
improvement, we consider the case where one can prioritize without losing routing
efficiency. That is, we estimate travel times using the function TCV RP and we es-
timate queuing delays based on a priority queuing system. In the third system, we
adapt mission lengths by increasing the number of destinations per trip from two to
three. The fourth is a dedicated system, which splits up the default system into two
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parts having C/2 vehicles and arrival rates λi/2. In the fourth system, request delays
have been decreased by 50%. Figure 2.9 depicts the expected delays for each of the
systems. Note that queuing delays are queue-specific in the optimized scheduling
case.
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Figure 2.9: Expected delays (days) encountered between generation and fulfillment of a request
for different planning systems. Q1 and Q2 denote the high and low priority queue, respectively.
The results indicate that minimizing request delays and optimizing car pooling
(i.e., going from a dedicated to a pooled system) are by far the most promising
strategies. Compared to the default system, effectiveness increases by 22.82% when
reducing request delays and decreases by 17.04% when accounting for the assignment
constraints coming with the dedicated system. Increasing mission lengths is beneficial
as well, improving effectiveness by 8.28%. Optimized planning, in contrast, increases
effectiveness by a mere 0.36%.
Again, one should be careful with generalizing these results to other contexts.
The relative impact of different adaptations will be largely affected by contextual
factors like the importance of prioritization. Yet, the order of magnitude of the
effects suggests that there are a substantial number of contexts in which issues other
than optimizing planning decisions deserve most attention. This also resonates with
responses from several of the interviewees, who suggested that the major problems
encountered on an operational level are behavioral rather than technical.
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2.5 Conclusions and Discussion
Advanced planning and routing approaches are rarely employed in the humanitarian
sector, despite a substantial body of literature on humanitarian last mile logistics
and discontent with current practices. Major hypotheses are that (1) the effectiveness
increase realized by advanced planning may not outweigh the cost of implementation,
operation, and maintenance; (2) proposed approaches fail to account for essential
parts of the humanitarian context; and (3) other responsibilities and innovations
have a higher priority.
Our literature review, interviews with humanitarian logistics experts, and numer-
ical analyses largely resonate with these hypotheses. The planning system that has
the best balance between costs and effectiveness is highly context-specific. In some
cases, determining optimal planning decisions is a trivial problem, and advanced
solutions provide little added value. In other cases, advanced planning methods
may have a substantial potential impact, but their cost-effectiveness is impeded by
external constraints, data-quality issues, and high costs of implementation, opera-
tion, and maintenance. Centralized systems might be preferred in contexts with a
high need for prioritization, but can substantially underperform when accurate in-
formation is not available, as is the case in many humanitarian contexts. For these
reasons, simple decentralized planning approaches tend to be the preferred choice
in many organizations. Even if installing a more advanced system is (perceived as)
cost-effective, competing responsibilities tend to push this to the bottom of the fleet
manager’s priority list. In our case study, for example, the importance of technical
issues like optimizing routing and prioritization is dominated by managerial issues
such as reducing request delays and optimizing car pooling.
These issues show that it can be crucial for humanitarian organizations not to
immediately join the trend in automation or decision support (cf. Vinck, 2013). There
certainly is and will be room for such tools in the humanitarian sector, but research
should more clearly indicate the circumstances under which this is the case. Our
work should be seen as a first step into that direction. This message also applies to
other decision support tools in the humanitarian sector, such as fleet optimization
and fleet replacement models.
42 Evidence-Based Vehicle Planning for Humanitarian Field Operations
Planning approaches proposed in literature on humanitarian last-mile logistics
are often weakly motivated and analyzed (see Najafi et al. (2013), Ortuño et al.
(2013), and De la Torre et al. (2012) for overview articles). The literature largely
fails to motivate the complexity and data-intensity of planning tools by consciously
and pragmatically weighing costs and effectiveness. As we show, this can render their
usefulness low. Complexity and data gathering may bring about substantial costs,
and data-intensive systems can be very ineffective, e.g., when operational uncertainty
is high, when data are imprecise or lacking, and when decisions are time-critical. Ad-
ditionally, evidence showing their quality and applicability in different humanitarian
contexts is generally lacking. Our results show that this is at least rather dangerous,
as approaches that work well in one context can perform very weakly in others. Fur-
ther, very few models employ evidence-based objective functions (cf. Holguín-Veras
et al., 2013, 2012). Though our results show that systems that use proxy metrics can
perform comparatively well, this does not need to be true in general. We suggest
that literature in this field should do more to investigate internal and external “va-
lidity” of proposed tools. Specifically, researchers should discuss and analyze both
costs and real (i.e., not proxy) effectiveness for a broad spectrum of humanitarian
contexts, both for the proposed tool and for existing (common) planning practices.
Only in this way can decision makers judge how much they can gain by implement-
ing the tool in their specific context. In the same vein, we stress the importance
of context-specific analyses of private sector planning approaches. Appendix 2.A
argues that fundamental differences between humanitarian and private sector plan-
ning problems oftentimes exist. Yet, this does not necessarily imply that commercial
planning approaches should not be used. Standard solutions tend to be cheaper than
dedicated ones (Pollock et al., 2003), might work relatively well in certain humanitar-
ian contexts (Holguín-Veras et al., 2012), and hence may be cost-effective. Research
shedding more light on this matter can be very valuable.
Our model combines queuing theory with theory from vehicle routing, and pro-
vides a simple and intuitive way to analyze various planning systems. It could also
serve as a basis for further modeling studies on fleet management in humanitarian
organizations. Potential applications include context-specific analyses of car pooling
policies, optimal vehicle allocation among different countries or programs, and opti-
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mal planning periodicity. Another application would be to repeat the analyses for
a variety of humanitarian organizations or programs. Classifying them within the
2x2 diagrams provides insight into the size of the quadrants and hence the relevance
of different classes of planning systems and decision support tools. For our analyses
to be tractable, we made several simplifying assumptions about probability distribu-
tions, their dependence, and the class of road networks, which affect our effectiveness
estimates. It would be worthwhile to investigate how the model could be improved
so as to obtain more precise estimates. Detailed simulation studies or studies using
actual vehicle request data could be relevant future research directions. We note,
however, that our findings are strongly aligned with the opinions and information
obtained through our interviews and literature review and we strongly believe that
our main messages remain unaffected: context is important and more advanced is
not always better.
Appendices
2.A Differences with Private Sector Planning Prob-
lems
Due to economies of scale, standard planning solutions available in the private sec-
tor will likely be cheaper than solutions designed for specific humanitarian settings.
From a cost-effectiveness point of view, it could hence be relevant to investigate the
applicability and effectiveness of such solutions in humanitarian contexts. To assess
the usefulness of private sector planning approaches in the humanitarian context, we
provide an overview of several main differences between private and humanitarian
sector planning problems based on our interviews and literature review. To make a
specific comparison, we let the vehicle routing problem with time windows (VRPTW)
represent a standard private sector planning approach. This problem is to determine
routes to visit a set of destinations so as to minimize travel costs while adhering to
vehicle capacity constraints and time-windows for the visits. Vehicle routing software
packages typically consider variants of this problem (Baker Edward, 2002). Table 2.3
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summarizes our findings. We judge a difference to be fundamental if it applies to
objectives, constraints, decisions, the data available, and/or the nature of these data
(stochastic or deterministic) and not fundamental if it solely applies to parameters
defining a planning problem instance (e.g., the travel times, road network, number
of vehicles). The reason why this distinction is made is that only fundamental dif-
ferences point at issues causing the standard planning approach to potentially lose
adequacy in the humanitarian context.
2.B Queuing System Analysis
M/M/C queue. The M/M/C queue represents a system with C servers, exponen-
tially distributed service times with mean 1/µ, Poisson arrival of requests with rate
λ, and a single queue of infinite capacity. The probability that an arriving request
has to wait because all servers are busy is represented by Π and calculated as:
Π = (cρ)
c
c!
(
(1− ρ)
c−1∑
n=0
(cρ)n
n! +
(cρ)c
c!
)−1
. (2.4)
Here ρ = λcµ . Now let λQ = cµ(1−ρ). The probability density function (PDF) of the
waiting time in queue XQ, given that it is greater than 0, fXQ(t|XQ > 0), is given
by (Adan and Resing, 2015):
fXQ(t|XQ > 0) = λQe−λ
Qt. (2.5)
M/M/C priority queue. Compared to the normal M/M/C queue, the only dif-
ference is that we now have |J | priority queues. Queue j requests arrive according
to a Poisson process with rates λj , j = 1, ..., |J |, and queue 1 requests have non-
preemptive priority over queue 2 requests and so on. Again, let Π denote the prob-
ability that a randomly selected request has to wait, which is again calculated by
expression (2.4) (Davis, 1966). Furthermore, let ρj =
∑
i≤j λi/cµ (N.B. ρ0 = 0).
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1. Objectives: disutility of delay
Background: Disutility or associated with delay of humanitarian operations typically
increases convexly (Holguín-Veras et al., 2013). In typical private sector
planning problems like the VRPTW, delay does not result in costs or
disutility as long as service agreements on time-windows/lead times are
met.
Impact: Given IHOs’ typical aim to minimize disutility, the timing of operations
is the major determinant of the quality of planning decisions.
2. Constraints: earmarked vehicle use
Background: Vehicles must be used for specific purposes.
Impact: Total pool of requests and pool of vehicles splits up into several small
pools of vehicles and corresponding requests.
3. Constraints: security issues
Background: Security issues like bandits and armed conflicts form a major threat to
field staff.
Impact: Roads can be unavailable (i.e., routes have to be changed/ the operation
is to be canceled), vehicles may have to drive in convoys, and routes may
need to be unpredictable.
4. Constraints: vehicle, skills, and culture requirements
Background: Fulfilling a request may bring about certain requirements in terms of
vehicle equipment, skills, and cultural backgrounds.
Impact: Assignment of vehicles and/or staff to requests may be constrained.
5. Parameters: high operational uncertainty
Background: The humanitarian context typically deals with varying road and weather
conditions, and demand mobility.
Impact: Travel times and road availability are highly stochastic.
6. Parameters: lack of operational knowledge on a central level
Background: A central planner or IT system often lacks information on road conditions
(affected by weather), security issues, demand mobility and their effect
on driving times. Drivers and staff typically have more information.
Impact: Not incorporating local knowledge may induce a substantial optimality
gap.
7. Parameters: stochasticity in transport availability
Background: Particularly in a disaster relief context, organizations heavily rely on the
local transport market. Local supply is typically highly variable.
Impact: Optimal planning and routing decisions may change over time with trans-
port availability.
8. Parameters: sparse road networks, small number of destinations per mission
Background: Road networks used to perform development and relief activities are typ-
ically sparse. The number of destinations visited in one mission are often
small.
Impact: Opportunities to improve routing in these circumstances tend to be lim-
ited.
Table 2.3: Differences between private and humanitarian sector planning problems.
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Davis (1966) came up with the cumulative probability function (CDF) of the waiting
time of queue j, FXQ
j
(t). As motivated, we approximate this distribution by assuming
that XQj |XQj > 0 is exponentially distributed with mean λQj (the real distribution is
slightly different due to so-called “server vacations”). Results by Kella and Yechiali
(1985) show that:
λQj = cµ(1− ρj)(1− ρj−1), (2.6)
and hence that the resulting conditional PDF is approximated by:
fXQ
j
(t|XQj > 0) ≈ λQje−λ
Qj t. (2.7)
Distribution of the sum of two exponentially distributed and one condi-
tionally exponentially distributed variable. Suppose that variables X1 and
X2 are exponentially distributed with parameters λ1 and λ2 and X3 is exponentially
distributed with parameter λ3 given that X3 > 0. The latter occurs with probability
Π. Then, if λi 6= λj , basic calculus yields that the PDF of the sum X1 +X2 +X3 is
given by:
fX1+X2+X3(t) = (1−Π)
2∑
i=1
`
{12}
i λie
−λit + Π
3∑
i=1
`
{123}
i λie
−λit. (2.8)
Here, `Dd represents the Lagrange basis polynomial, as defined in (2.9).
Closed-form Expression for effectiveness. Let Dj = {RP,Qj , F} denote the
set of aggregated sources of delay a request may incur given that it ends up in queue
j and let `Dd represent the Lagrange basis polynomial:
`Dd =
∏
d′∈D,d′ 6=d
λd
′
λd′ − λd (2.9)
2.B Queuing System Analysis 47
Now let us consider a class i request that is assigned to queue j. Due to our as-
sumptions, its total delay is the sum of two exponentially distributed variables, with
parameters λRP resp. λF , and a conditionally exponentially distributed variable with
parameter λQj . Let f jXi denote the PDF of the total delay distribution, as defined
by (2.8). Applying basic conditioning and integration rules proves the result:
U =
∑
i∈I
pii
∫ ∞
0
fXi(xi)ui(xi)dxi
=
∑
i∈I
pii
∫ ∞
0
∑
i∈I
qijf
j
Xi
(xi)γi (eκixi − 1) dxi
=
∑
i∈I
∑
i∈I
piijγi
∫ ∞
0
∑
d∈Dj
ajdλ
de−λ
dxi (eκixi − 1) dxi
=
∑
i∈I
∑
j∈J
∑
d∈Dj
ajd
piijγiκi
λd − κi .
where
ajRP = (1−Π)`{RP,F}RP + Π`{RP,F,Qj}RP
ajF = (1−Π)`{RP,F}F + Π`{RP,F,Qj}F
ajQj = Π`
{RP,F,Qj}
Qj
Analysis of Queuing Delay Approximation. The following figure depicts the
exact and the approximated CDF of the queuing delay distribution in the baseline
case, both for the high priority queue (queue 1) and for the low priority queue (queue
2). It can be seen that the probability that an arriving request has to wait is not
affected by the approximation. Also the expected queuing delay remains equal (the
approximated CDF has a “fatter tail”).
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Figure 2.10: Approximated and real queuing delay distributions for the higher and lower
urgency queues in the baseline case.
2.C Mean Field Delay Function
Let us consider graphs consisting of N points uniformly drawn in the square [0, τ ]2.
The graph includes the minimum spanning tree of a full graph plus a fraction η of the
remaining edges. To mimic realistic road networks, we assume that the probability
that two nodes are connected by a direct road connection decreases steeply with the
Euclidian distance between them. Specifically, we assume that a given non-MST
arc is included is proportional to 1/t3ij , where tij represents the Euclidian distance.
Furthermore, we assume the real travel time t˜ij to deviate up to a fraction δ from the
expected travel time tij , according to a uniform distribution on [tij(1− δ), tij(1+ δ)].
To the best of our knowledge, literature describing the relation between expected
travel times, network density, and stochasticity is lacking. Recent advances in this
field are described by (Figliozzi, 2008). We therefore numerically investigate this
ourselves based on two observations. First, expected travel times decrease when
the network gets denser. Second, expected travel time of a given set of routes in
the graph is independent of δ. Yet, in case that we know t˜ij , travel times may be
decreased by adapting routes. Possibilities to do so will grow for larger values of
δ. These observations, combined with preliminary numerical analyses suggest that
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expected travel delay per request in case of full information are well estimated by
the following formula:
Tϕ(N,K, η, δ) ≈ Tϕ(N,K, 1, 0)
(
1 + βϕ1(1− η)βϕ2
) (
1− βϕ3δβϕ4
)
(2.10)
Here, βϕ1 can be interpreted as the fractional increase in expected travel delay when
routing is restricted to the MST graph instead of the full graph. Similarly, βϕ3 repre-
sents the expected fractional decrease when having fully stochastic (δ = 1) instead of
deterministic (δ = 0) travel times. Parameters βϕ2 and βϕ4 determine the “shape” of
the increase and decrease. For the CVRP, Tϕ(N,K, 1, 0) can be approximated using
exact estimators presented in the literature (Figliozzi, 2008; Bertsimas, 1992), after
calibrating travel times (i.e. τ) to real life travel times. For the other problem vari-
ants, this can be done using simulation. Figure 2.11 illustrates the outcome obtained
by least squares fitting. The depicted function yields a fit of R2 = 0.98 to 121 point
estimates of this function (all depicted combinations of η and δ), each of which was
obtained by solving 100 randomly generated instances to optimality.
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Figure 2.11: Relationship between expected travel time per request for a random CVRP instance
for N = 40 and K = 2, network density (η), and stochasticity (δ).
We note that the estimated parameters will be different for different values of N and
K. For example, if K = 1 and η = 0, the optimal solution is not affected by δ.
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2.D Interviewee Characteristics
Organization Function
CRS Deputy Regional Director for Operations
GOAL Global Global Fleet Advisor
Logistics Officer
ORTEC Consulting Vice President Global Business Consulting
Operations Research Engineer
Operations Research Consultant
Plan International Logistics and Procurement Specialist
PNLTHA Researcher
UNHCR Chief Fleet Management Section
Supply Chain Planning Advisor
WFP Global Logistics Fleet Manager
Table 2.4: General interviewee characteristics. Tot ensure anonimity, the ordering of the persons
and organizations is unrelated to the respondent numbers used throughout the article.
2.E Questionnaires
Base questionnaire.
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Current practice
Who is typically in charge of planning decisions for field operations?
Who typically makes requests for field operations?
At what time interval are planning decisions typically made?
How is the urgency of a request typically communicated by requestors?
Who typically make routing decisions?
What are the main criteria considered when making planning and routing deci-
sions?
What tools are being used to support routing decisions?
Effectiveness barriers
To what extent do the following sources of inefficiency apply to current planning
and routing practices in your organization? (1) Requests for field operations/
vehicles are revealed too late. (2) Field operations are inadequately prioritized.
(3) Too few destinations are combined in one mission. (4) Destinations to be
combined in one mission are poorly selected. (5) Carpooling (within program or
among programs) is lacking. (6) Routes taken are sub-optimal. (7) Staff does not
adhere to planning and routing decisions. (8) The number of vehicles available
is too low.
To what extent do the following operational issues limit operational effectiveness
of your organization? (1) Weather conditions. (2) Road conditions. (3) Security
issues. (4) Demand mobility. (5) Donor regulations/ constraints.
How adequate is the knowledge of field staff and drivers about operational issues?
How adequate is the planner’s knowledge about operational issues?
How does the planner in your organization account for season-specific road con-
ditions when making planning decisions?
How do donor regulations/constraints affect your organization’s planning and
routing decisions?
How do security issues affect your organization’s planning and routing decisions?
Table 2.5: Base questionnaire. Interview questions were selected depending on the interviewee’s
role and organization.
Baseline case questionnaire. The interviewee was asked to consider a “typical
program” within his/her organization that has its own fleet (e.g., a medium-sized
program that is responsible for operations in a certain country). We also asked
him/her to consider a division of all operations into two groups: the 50% of the
requests having the highest urgency (i.e., the impact of delaying the fulfillment of an
operation is highest), and the 50% of the requests having the lowest urgency. These
two groups are referred to as “higher urgency” and “lower urgency”, respectively.
How many vehicles does the typical program own/rent?
How many destinations does the program serve on average per day?
How many destinations does a mobile unit (e.g., a team in a 4x4 vehicle) visit in one
mission, i.e. a sequence of visits without return to the central base? Please provide a
range and an average. E.g., between 1 and 6 destinations; 2.5 destinations on average.
What is the duration of a mission? Please provide a range and an average. E.g., between
0.5 and 7 days; 1.5 days on average.
How much time does it on average take to (directly) travel from the base to a destination?
Please provide a range and an average. E.g., between 30 minutes and 2 days; 4 hours on
average.
How much time is there between the moment at which the need for an operation is known
and the moment at which the request is revealed (e.g., to the planner/ dispatcher)? Please
provide a range and an average. E.g., between 0 and 10 days; 3.5 days on average.
Suppose that we know that it takes on average 4 hours to travel between villages A and
B, which are both in the area the typical program operates in. Due to varying road
conditions, weather conditions, and security issues, the actual travel time from A to B
may substantially deviate from this average. Please provide a range of realistic travel
times. E.g., between 2 and 6 hours.
Suppose that the planner receives a request for a higher urgency operation. The planner,
however, does not know the urgency level beforehand, and does an assessment based on
the received information (from staff/ beneficiaries). What is the chance that a planner/
dispatcher correctly classifies the request as being of higher urgency? Please provide a
percentage or a fraction. E.g., 75% or “3 out of 4 requests are correctly assessed”.
Suppose you would have the choice between the following two options: (1) A higher
urgency request incurs a delay of 5 days. (2) A lower urgency request incurs a delay of
X days. At what value of X would you be indifferent between the two options? In other
words, at what value of X would the disutility arising from delaying the lower urgency
request be equal to the disutility arising from delaying the higher urgency request? E.g.,
at X = 10 days.
Which of the road network densities depicted below resembles the density of the road
network the typical program operates in most closely? Here, the red circle represents the
base station/ depot, the blue stars represent villages/ camps/ other destinations, and
the black lines represent direct road connections between two locations.
Table 2.6: Baseline case questionnaire.
Chapter 3
The Roadside Healthcare
Facility Location Problem1
3.1 Introduction
Sub-Saharan African truck drivers work under difficult conditions. Their trips last up
to several weeks, during which time they are separated from their spouses and social-
cultural norms and in which they are challenged by monotonity, risk of hijacking,
loneliness, and long waiting times at border posts. This working environment has
been shown to be conducive to their engagement in behaviors that bring about high
risks of communicable diseases such as tuberculosis (TB), malaria, HIV, and other
sexually transmitted infections (STIs) (Botão et al., 2015; Delany-Moretlwe et al.,
2014; Gomez et al., 2013; Apostolopoulos and Sönmez, 2007). Prevalence levels of
these diseases are reported to be high among truck drivers and their sex partners,
impacting their quality of life and life expectancy (Delany-Moretlwe et al., 2014;
Matovu and Ssebadduka, 2012; Apostolopoulos and Sönmez, 2007). For example,
Wilson (2005) mentions a firm that lost 39 out of 144 drivers in three years. More-
1Apart from several minor adaptations, this chapter is a direct copy of the article: H. de Vries, J.J.
van de Klundert, A.P.M. Wagelmans (2017). The Roadside Healthcare Facility Location Problem.
Submitted to Production and Operations Management.
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over, because of their mobility and their large sexual network, truck drivers have been
reported to substantially contribute to the spread of HIV and other communicable
diseases in Sub-Saharan Africa (Ramjee and Gouws, 2002; Gomez et al., 2013; Apos-
tolopoulos and Sönmez, 2007; Morris and Ferguson, 2007, 2006; Laukamm-Josten
et al., 2000; Caldwell et al., 1999; Hudson, 1996). A study among truck drivers in
South Africa illustrates this phenomenon, showing that 56% of the 310 drivers tested
were HIV positive, that 70% of them had wives or girlfriends in rural areas and that
only 13% of them used a condom during their last sexual encounter. More recent
studies confirm this pattern (Kiderlen et al., 2015; Botão et al., 2015; Matovu and
Ssebadduka, 2012). The resulting impact on the burden and spread of these diseases
translates into an economic impact. The aforementioned diseases have impoverish-
ing effects on patients, decrease labor productivity of firms, and slow down economic
growth (Sachs and Malaney, 2002; Ahlburg, 2000; Stover and Bollinger, 1999). Com-
municable diseases in general and HIV and other STIs in particular are also highly
prevalent in truck driver populations in many other countries, e.g. in India (Pandey
et al., 2008; Roa et al., 1997), Brazil (Malta et al., 2006; Lacerda et al., 1997), China
(Wong et al., 2007; Chen et al., 2006), the Baltic Region (Kulis et al., 2004), and the
USA (Lichtenstein et al., 2008; Solomon et al., 2004; Stratford et al., 2000).
Delivering prevention, diagnosis, and treatment services to this population for the
most prevalent diseases is considered to be highly effective (Matovu and Ssebadduka,
2012; ILO, 2005; Ramjee and Gouws, 2002). Traditional healthcare facilities, how-
ever, struggle with providing the required access to truck drivers as their locations
are often not easily accessible by truck, have insufficient parking space, or require
detours, and since the facilities are often only open during the day whereas often
drivers only have time in the evening (Delany-Moretlwe et al., 2014; Gatignon and
Van Wassenhove, 2008; Ferguson and Morris, 2007; IOM, 2003; Ramjee and Gouws,
2002; Ferguson and Morris, 2007; ILO, 2005). To improve access to health services
for truck drivers, NGO North Star Alliance (North Star) operates 35 Roadside Well-
ness Centers (RWCs) at major truck stops and border crossings along Sub-Saharan
Africa’s biggest transport corridors. These RWCs provide primary care services,
behavior change communication, condom distribution, HIV and STI voluntary coun-
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seling and testing, screening for TB and malaria, and treatment for HIV, malaria,
TB, and STIs.
North Star is growing rapidly and has been employing a pragmatic expansion
strategy when making the facility location decisions. Locations for new RWCs have
been primarily based on patient volume, through estimates of the expected number
of truck driver visits. Because of the long travel times and the relative sparsity of the
network of roadside clinics however, the effectiveness of health service provisioning
to truck drivers as it results from these location decisions is hampered by access
discontinuities. Moreover, North Star has been offering (almost) identical health
services at all of the RWCs, whereas the coverage requirements may differ per disease.
As some health services are more costly (in terms of equipment, salary, and training),
differentiation in service packages of the RWCs may improve the cost effectiveness
of the facility location decisions. In line with common practice of leading donor
organizations to target specific diseases (see e.g. Shiffman (2006) and WHO (2002)),
North Star plans the introduction of a standard primary care service package, and
optional packages for HIV, malaria, TB, and STI care. An optional HIV care package
is already in a pilot phase (see Gomez et al., 2013). In this chapter we formulate and
solve the roadside healthcare facility location problem (RFHLP): Given a limited
network expansion budget, which set of locations and service packages assigned to
these locations maximizes a weighted sum of effectiveness and the volume of truck
drivers served?
When the only objective is to maximize patient volume, the location problem can
be greedily solved to optimality by locating facilities where demand is highest. Taking
effectiveness into account in the objective as well, as captured by the continuity of
access measures proposed in Section 3.3, renders the defined problem to become
strongly NP-hard (as we prove in Appendix 3.E). In this chapter we set out to solve
this complex problem by developing evidence-based models, and apply these models
to the network of major transport corridors in South-East Africa.
Our work is the result of the network optimization project we started in 2011, to-
gether with the NGO and the ORTEC Consulting Group. The main focus of our work
is on 1) evidence-based models for location decisions, 2) the development and analy-
sis of a mixed-integer programming (MIP) formulation of the corresponding location
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problem, 3) parametrizing and solving a real-life problem instance, and 4) identifying
key lessons for managers and decision makers. The proposed MIP model has been
implemented in a network optimization tool called POLARIS (North Star Alliance,
2011). In a subsequent project, which started in 2014, Ares et al. (2016) use our model
as a basis and investigate how to incorporate equity considerations in the location
problem. In contrast with our focus on evidence-based modeling and management
insights, their main focus is on developing and testing a solution method to deal with
the computational complexities induced by the equity criterion. Furthermore, their
model and analysis disregards the differentiation of health services, which plays an
essential role in our research, as it underlies the evidence-based modeling and our
solution methods. Instead, they focus solely on the locations of clinics and assume
one of the specific access measures developed in our work (CTL; see Section 3.3)
to measure effectiveness. Finally, our work makes use of a substantially updated
case study as it incorporates more recent demand data and adds two major corridor
networks that cover eight East African countries.
The remainder of this chapter is organized as follows. Section 3.2 presents a liter-
ature review. In Section 3.3 we provide evidence-based models for location decisions,
which lead to an MIP formulation of the location problem and some analytical results
in Section 3.4. The results of the numerical experiments are described in Section 3.5.
Finally, in Section 3.6 we summarize our findings and present conclusions.
3.2 Review of Related (Health) Facility Location
Models
Our work extends the growing literature on operations research applications in global
health (see Yadav (2010) and White et al. (2011) for reviews). Papers from this field
typically deal with the use or allocation of scarce resources that improve health in
developing countries. Kraiselburd and Yadav (2013) stress the importance of this
field by describing the deficiencies in global health supply chains. The World Health
Organization (WHO) also acknowledges the added value these disciplines can have
for global health (Royston, 2011). Applications that use facility location models
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in this context have been reviewed by Rahman and Smith (2000). In more recent
work, Deo and Sohoni (2013) develop a model for allocating a health service to health
clinics, Smith et al. (2009) consider the problem of locating primary healthcare work-
ers, Griffin (2012) constructs strategies to allocate treatments to health centers and
populations, and McCoy and Johnson (2014) consider the allocation of motorcycle
capacity to outreach visits. McCoy and Lee (2014) investigate how to optimally al-
locate clinic capacity over time, and explicitly model the impact on HIV treatment
adherence. Our problem is also related to mobile healthcare facility planning prob-
lems (see e.g. Doerner et al., 2007; Hachicha et al., 2000; Hodgson et al., 1998), as
these problems also consider the time intervals between moments of health service
provisioning. Finally, Üster and Kewcharoenwong (2011) consider the related prob-
lem of designing transportation networks so as to reduce trip lengths for the truck
drivers.
The location problem described in the introduction can be regarded as a facility
location problem which balances the maximization of the total node demand covered
by the facilities (patient volume) with the maximization of the total flow demand
covered by the facilities (which will be shown to drive effectiveness). Our problem
is therefore closely related to flow interception facility location problems (FIFLPs),
which have the objective of intercepting demand units on their pre-planned paths
(see Boccia et al. (2009) and Hodgson (1998) for reviews of FIFLPs). Most FIFLPs
assume that a demand unit is covered if and only if there exists at least one “conve-
niently located facility” (e.g., a facility along its path, or within a given distance from
its path). The fact that it is beneficial to offer a service at multiple locations along
a path makes our problem a multi-coverage FIFLP. Other than the aforementioned
work of Ares et al. (2016), which builds on our work, an extensive search yielded
only two other multi-coverage FIFLPs: the billboard location problem (Averbakh
and Berman, 1996) and the flow refueling location problem (Kuby and Lim, 2005).
Though these problems show much similarity to the RHFLP, it is not possible to
directly apply models for these problems to solve our problem. As we will explain
in the next sections, we measure the benefits of providing access to facilities (i.e.,
effectiveness) by means of a continuous variable which depends on the travel time
intervals between adjacent facilities along a route. In contrast, the billboard location
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problem measures these benefits based on the number of billboards along a route.
The flow refueling location problem considers the driving times between adjacent
facilities but differs from our problem in that it uses a binary variable to measure the
benefits. For a comprehensive literature review on related facility location problems,
we refer to De Vries (2011).
3.3 Continuous Access
Facilitating continuous access to healthcare along truck routes is concerned with
providing levels of access that ensure effectiveness of health service provisioning.
De Vries et al. (2014a) argue that the effectiveness of time-critical services such as
malaria treatment and follow-up services such as treatment monitoring for HIV and
TB rely on a dense network of clinics. North Star’s health information system,
COMETS, ensures that such network not only provides physical access to care, but
also provides coordinated and integrated services at any clinic along a route.
To model the relationship between access and effectiveness, we adopt an evidence-
based approach. Specifically, we follow the principles of Evidence-Based Medicine
(OCEBM, 2011), which is defined as “the conscientious, explicit, and judicious use
of current best evidence in making decisions” (Sackett et al., 1996). In the context of
our research, these decisions do not correspond to the “care of individual patients”
but the modeling of the effects of facility location and service package selection deci-
sions, and hence fall in the domain of evidence-based (healthcare) management (see
Rousseau, 2012; Walshe and Rundall, 2001). Following commonly applied evidence
classification schemes, which define “a hierarchy of the likely best evidence” (Howick
et al., 2011), De Vries et al. (2014a) find that an abundance of level 2, 3, and 4
evidence is available on the relationship between access and effectiveness. Appraisal
of the evidence, however, reveals that the (external) validity of such evidence for the
problem at hand is limited, as the corresponding study populations differ substan-
tially from the Sub-Saharan truck driver population. Moreover, many studies find an
association between access and health outcomes, but fail to quantify this relationship,
as also recognized by Higgs (2004). Finally, existing models of access assume a fixed,
static distance between a health facility and a demand unit (see Daskin and Dean
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(2004), Higgs (2004) and Rahman and Smith (2000) for reviews). As the distance to
facilities is constantly changing for truck drivers, the corresponding evidence lacks
validity for this population. Hence, appraisal of existing best evidence makes it likely
that distance importantly impacts effectiveness, but does not provide a more specific
evidence base for the Sub-Saharan truck driver population. We have therefore relied
on expert opinion, the 5th level of evidence, to support our modelling (Section 3.3)
and calibration (Section 3.5) of the relationship between access and effectiveness.
Interviews with North Star’s health services experts revealed that different access
requirements hold for the various diseases and corresponding service packages under
consideration. We introduce a classification of service packages into three service
package types which address these access requirements. Section 3.3.1 introduces and
motivates these service package types. Next, Section 3.3.2 introduces for each of the
types an access measure. Though the three package types and the corresponding
access measures are largely inspired by North Star’s service packages, they apply to
a wide variety of health services. The mapping of North Star’s service packages to
the three service package types is presented in Section 3.5.1.
3.3.1 Types of Service Packages
CTL. Service packages with a critical time-limit of access.
This package type corresponds to diseases for which access within a time-limit from
the moment of (self) diagnosis is crucial. The critical time-limit CTL type applies to
rapidly progressing diseases for which timely access reduces morbidity or may even
be life saving. For instance, there is considerable evidence that providing antimalarial
drugs within 24 hours of onset of symptoms is essential for the treatment effectiveness
(Khatib et al., 2013; Johnson et al., 2013). The dichotomous variable of having access
to a health service facility within 24 hours is therefore commonly used as performance
indicator (see e.g. Chuma et al., 2009; WHO/UNICEF, 2003). The CTL type may
also apply to health services that need to be accessed at fixed time-intervals. One
example is directly observed therapy for TB patients, in which a health provider
frequently monitors a patient swallowing the required drugs (Volmink and Garner,
2007).
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RCTL. Service packages with a recommended time-limit and a critical time-limit of
access.
The CTL type implicitly assumes that one is either “too late” or “on time”. For many
diseases however, responsiveness is less dichotomous. The recommended & critical
time-limit RCTL type refers to health service packages for which a definition of being
too late (i.e., a critical time-limit) and on time (i.e., a recommended time-limit) exist,
but that are also characterized by a continuous relationship between accessibility and
health outcomes or utilization. Strong evidence for such a distance-decay relationship
has been confirmed in numerous studies (see e.g. McLaren et al., 2014; Cooke et al.,
2010; Tanser et al., 2006). Classifying access time or treatment delay into more than
two categories is very common for STIs (see e.g. Meyer-Weitz et al., 2000; Moses
et al., 1994), for which there is evidence of a positive relation between treatment
delay and disease progression and transmission (Hook III et al., 1997).
ASAP. Service packages that are to be accessed as soon as possible when needed.
The ASAP type corresponds to health service packages for which there exists a
distance-decay relationship without a clear time-limit of access. For instance, while
there is no evidence on a specific limit for the time between diagnosis and treatment
of HIV, evidence confirms that improved access is associated with less treatment
delay and improved treatment adherence, which in turn lead to lower mortality and
morbidity, less drug resistance, and less disease transmission (De Vries et al., 2014a;
Mills et al., 2006).
3.3.2 Access Measures
We now propose access measures corresponding to the service package types in-
troduced in the previous section. Following expert opinion and existing empirical
evidence (see e.g. Ferguson and Morris, 2007; Orubuloye et al., 1993) we assume that
truck drivers cyclically travel the same long distance route from which they do not
deviate. Figure 3.1 illustrates the access measures for part of such a round trip of
a given truck driver (i.e., a trip from origin O via destination D to origin O). The
boxes (with the cross) represent a moment at which some service package s is passed.
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Let us consider a given moment t during his trip. We define the truck driver’s access
time to package s as the travel time to the next facility along his route that offers
package s. (For the reasons stated in the introduction, we assume that returning to
a facility the driver already passed is not an option.) We refer to a facility that offers
package s as a package s location from now on.
Not covered Covered
Not covered Partly covered Covered
Figure 3.1: Three ways to measure continuous access. Upper: time within critical time-limit
(CTL). Middle: time within recommended/critical time-limit (RCTL). Lower: average value of
the access time (ASAP ).
Suppose that service package s is of type CTL. At a given point in time, we say
that a truck driver is “covered” if his access time to package s is at most the critical
time-limit. Obviously, the larger the part of the time-line the truck driver is covered,
the more effective the service provisioning can be. Therefore, we define aCTLs , the
access measure for a package s that is of type CTL, as the fraction of time the truck
driver is covered (see the upper part of Figure 3.1: the truck driver is covered in
the light parts of the time-line). More formally, letting T denote the duration of the
round trip, τCTLs the critical time-limit for accessing package s, and ∆s(t) the access
time to package s at time t ∈ [0, T ], measure aCTLs is calculated as:
aCTLs =
1
T
∫ T
t=0
1(∆s(t)≤τCTLs )dt (3.1)
Second, suppose that service package s is of type RCTL. Now, we say that a
truck driver is “covered” if his access time is smaller than the recommended time-
limit, that he is “not covered” if his access time exceeds the critical time-limit, and
that he is “partially covered” otherwise. We assume that the degree of coverage with
package s decreases linearly from 1 (covered) to 0 (not covered) as the access time
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increases from the recommended time-limit to the critical time-limit (see the middle
part of Figure 3.1: the lower the truck driver’s degree of coverage, the darker the
shade of grey). Next, we define aRCTLs , the access measure for a package s that
is of type RCTL, as the average degree of coverage with package s during a trip.
Formally, let the recommended time-limit and the critical time-limit of access be
represented by τRCTL1s and τRCTL2s , respectively. Then aRCTLs is calculated as:
aRCTLs =
1
T
∫ T
t=0
1(∆s(t)<τRCTL1s ) + 1(τRCTL1s ≤∆s(t)≤τRCTL2s ) ·
(
τRCTL2s −∆s(t)
τRCTL2s − τRCTL1s
)
dt
(3.2)
For later use, we refer to the value of the integral
∫
(. . . )dt in equation (3.2), taken
from t1 to t2, as the “effective” time the truck driver is covered during the period
[t1, t2].
Finally, suppose that the service package is of type ASAP . Then, for each point
of time during the truck driver’s trip, the following holds: the lower the access time,
the more effective the health service accessed can be. Based on this observation, we
define aASAPs , the access measure for a package s of type ASAP , as the average value
of the truck driver’s access time during his trip (i.e., the average length of the arrow
in the lower part of Figure 3.1):
aASAPs =
1
T
∫ T
t=0
∆s(t)dt (3.3)
One may interpret aASAPs as the expected travel time to the next package s location
from the moment the truck driver needs this service package.
3.4 Model
In this section, we formally model the RHFLP. Some notations are introduced in
Section 3.4.1. Section 3.4.2 models the value of a set of location decisions in terms of
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volume of truck drivers served and effectiveness of healthcare provision. Next, Sec-
tion 3.4.3 introduces a mixed-integer programming (MIP) formulation of the problem.
Finally, Section 3.4.4 provides a worst case analysis with respect to data inaccuracy.
3.4.1 Notation
We model a problem instance by means of a graph G(L,E), where L and E denote
a set of vertices and a set of edges connecting these vertices, respectively. Table 3.1
introduces the notations we use to denote the graph, the service packages, the demand
parameters, and the decision variables.
Here, a truck flow q represents a collection of truck drivers who travel the same
long distance route. A route defines a path in the graph, starting from origin Oq,
visiting the ordered set of facility locations Kq, and ending at destination Dq. that,
although Oq (or Dq) may physically represent the same location as a facility location
k ∈ Kq, we regard them as separate locations. Kq may include potential locations
from the set KP as well as locations from the set of locations which are currently
already in use, KC. The latter may include facilities operated by other organizations.
For instance, if a facility is accessible, and contributes to continuity of access, it can
be viewed as being part of the NGO’s network. Finally, we note that allocation of new
service packages can be restricted to the newly located facilities only (KPs = KP )
or to any existing facility (KPs = {k : yks = 0}).
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General:
p number of roadside health facilities to be newly located
ps number of facilities service package s can be newly allocated to
Ω set of all feasible solutions ω = (x,y) = ({xk}, {yks})
Network:
KC set of current facility locations
KP set of potential facility locations
KPs set of potential locations for package s
K set of facility locations: K = KC ∪KP
O set of truck route origins, O ∩K = ∅
D set of truck route destinations, D ∩K = ∅
L set of locations: L = KC ∪KP ∪O ∪D
Q set of long distance truck flows
Oq origin of flow q ∈ Q, Oq ∈ O
Dq origin of flow q ∈ Q, Dq ∈ D
Kq ordered set of facility locations along the route of flow q ∈ Q, Kq ⊆ K
χks parameter indicating whether a current facility at location k offers package
s (χks = 1) or not (χks = 0)
Service packages:
S set of health service packages
J set of service package types J = {CTL,RCTL,ASAP}
Sj set of service packages that are of service package type j, Sj ⊆ S
eqs effectiveness of health service provisioning per truck driver in flow q demanding
service package s, given solution ω, eqs ∈ [0, ws]
ajqs(y) level of access to package s provided for truck drivers in flow q, given package
allocation decisions y and the access measure corresponding to the selected
service package type j
αjs, α
j
s break points of piecewise linear function eqs = gjs
(
ajqs(y)
)
ws maximal attainable effectiveness per truck driver demanding package s
Demand parameters:
dk expected daily patient volume at facility location k
fqs number of truck drivers in flow q who need service package s
Decision variables:
xk
{
1 if a health facility is placed at location k
0 otherwise
yks
{
1 if service package s is offered at location k
0 otherwise
Table 3.1: Table of Notations.
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3.4.2 Optimization Criteria
A solution ω = (x,y) ∈ Ω specifies a network of roadside healthcare facilities, includ-
ing all current and new facilities and their service packages. The network expansion
budget allows for placing p new facilities and assigning service package s to ps fa-
cilities. For a given solution ω, we define the patient volume ZPV as the expected
daily number of truck driver visits captured by the roadside healthcare facilities in
this network. Hence, letting dk denote the patient volume at location k, we derive
that:
ZPV =
∑
k∈K
dkxk (3.4)
This definition of ZPV implicitly assumes that the patient volume at a given
location is independent of our location decisions (i.e., by the service packages offered
at this location, and by the locations of other facilities). In Section 3.5.4 we will show
that impreciseness potentially induced by this assumption hardly affects the optimal
location decisions.
Let us now quantify for a given solution ω ∈ Ω the effectiveness of health service
provisioning. We denote the number of truck drivers in flow q demanding service
package s by fqs. For each of these truck drivers, eqs represents the effectiveness
of health service package s provisioning, measured in terms of quality-adjusted life
years (QALYs) or some other measure (we come back to this later). Then the total
effectiveness of package s provisioning is defined as:
Zs =
∑
q∈Q
fqseqs (3.5)
We let functions gjs define the relationship between effectiveness and access. More
precisely, for package s, we firstly select the most fitting of the three proposed service
package types and corresponding access measures. Let j ∈ {CTL,RCTL,ASAP}
denote the selected service package type. Furthermore, given package allocation
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decisions y, let ajqs(y) denote the level of access to package s for flow q, as measured by
the access measure corresponding to type j (see Section 3.3.2). Then, the effectiveness
of package s provisioning for truck drivers in flow q is measured as:
eqs = gjs
(
ajqs(y)
)
s ∈ Sj (3.6)
These functions gjs(·) reflect which levels of access are ineffective, partially effec-
tive, and effective. Lacking empirically or theoretically validated alternatives and
for ease of modeling, we define gjs(·) as piecewise linear functions. Figures 3.2a and
3.2b illustrate these functions. In case that ajqs(y) is to be maximized (i.e., when
j ∈ {CTL,RCTL}), we define that eqs increases linearly from 0 to the maximal
attainable effectiveness ws when ajqs(y) increases from a given lower bound threshold
αjs (ineffective access) to a given upper bound threshold αjs (effective access). In case
that this variable is to be minimized (i.e., when j = ASAP ), eqs decreases linearly
from ws to 0 when ajqs(y) increases from the lower bound threshold αjs (effective
access) to the upper bound threshold αjs (ineffective access). Section 3.5.1 discusses
the calibration of these parameters.
ajqs(y)0 αjs αjs
ws
Effective Ineffective
eqs
(a) Function for j = ASAP .
ajqs(y)0 αjs αjs
ws
Ineffective Effective
eqs
(b) Function for j ∈ {CTL,RCTL}.
Figure 3.2: Effectiveness of package s provisioning as a function of ajqs(y).
Parameters ws can represent the health value of providing one truck driver de-
manding service package s with effective access to this package, which could be
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expressed in terms of quality-adjusted life years (QALYs). In that case, eqs repre-
sents a health value estimate in QALYs as well. Alternatively, the values can be
chosen so as to mimic the strategic objectives of the NGO and/or its donors, spec-
ifying the disease(s) to focus the investments on. In the latter case, effectiveness is
to be interpreted as the extent to which a solution meets these objectives. We note
that, under the assumption that decision makers can determine the “optimal” bal-
ance between the two main optimization criteria, multiplying ws by a given constant
does not change optimal location decisions. Consequently, it suffices if ws repre-
sents the relative maximal attainable effectiveness of package s provisioning, which
is significantly easier to estimate than absolute effectiveness.
For later use, we represent the total effectiveness of health service provisioning
by ZE , and refer to this variable as the effectiveness score:
ZE =
∑
s∈S
Zs (3.7)
3.4.3 MIP Formulation
The measures presented in Section 3.4.2 allow us to introduce the following problem
formulation, which we refer to as the Roadside Healthcare Facility Location Problem
(RHFLP). Here, parameters r ∈ [0, 1] and (1− r) ∈ [0, 1] capture the relative impor-
tance of the patient volume criterion and the effectiveness criterion, respectively:
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max r
∑
k∈K
dkxk + (1− r)
∑
s∈S
∑
q∈Q
fqseqs (3.8)
s.t. eqs = gjs
(
ajqs(y)
)
q ∈ Q, j ∈ J, s ∈ Sj (3.9)∑
k∈KP
xk = p (3.10)∑
k∈KPs
yks = ps s ∈ S (3.11)
xk ≥ yks k ∈ K, s ∈ S (3.12)
xk = 1 k ∈ KC (3.13)
yks = χks k ∈ KC, s ∈ S (3.14)
xk, yks ∈ {0, 1} k ∈ K, s ∈ S (3.15)
The objective function (3.8) maximizes a weighted sum of ZPV and ZE . Con-
straints (3.10) and (3.11) specify the number of new facilities and the number of ser-
vice packages s to be allocated to potential facility locations. Next, constraints (3.12)
define that a service package can only be allocated to facility location k if a health
facility is located there. The current network of health facilities is described in con-
straints (3.13) and (3.14). Constraints (3.15) define our decision variables as binary
variables. Last, the effectiveness variables eqs are defined in equations (3.9).
The non-linearity of these equations makes (3.8) - (3.15) a mixed-integer non-
linear programming (MINLP) model, which is generally very hard to solve. In Ap-
pendices 3.A - 3.D, however, we show how a series of modeling tricks transforms
this model into a mixed-integer linear programming (MILP) model. Specifically, it
suffices to replace equations (3.9) by constraints (3.17) - (3.20) and (3.22) - (3.36).
We also prove that the vast majority of the binary variables needed to perform this
transformation can be relaxed to continuous variables, since the corresponding con-
straint matrix is totally unimodular (TU). This thereby substantially decreases the
complexity of solving the MILP model.
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Finally, in Appendix 3.E, we prove the following by reduction from the problem
CLIQUE:
Proposition 3.1. The RHFLP, as formulated by (3.8) - (3.15), is strongly NP-hard,
even in case that |S| = 1.
3.4.4 Worst-case Effect of Imprecise Input Data
Parameters fqs, the number of truck drivers in flow q who need package s, and dk, the
expected daily patient volume at location k tend to be imprecise in the data-scarce
environment North Star operates in. Though this does not affect the feasible solution
space, it may affect the value of a solution and thereby induce an optimality gap.
Proposition 3.2 provides an upper bound on this gap (see Appendix 3.F for the
proof). Here, ω# denotes the true optimal solution and ω∗ the optimal solution based
on the presently used parameter values. We denote the value function using the true
parameters by v#, and the value function using the presently used parameters by
v∗. For instance, v#(ω∗) denotes the value of the solution ω∗ in case that the true
parameter values were used.
Proposition 3.2. If the true values of fqs and dk deviate at most by a fraction δ
from the presently used parameter values, then v
#(ω#)
v#(ω∗) ≤ 1+δ1−δ . This bound is tight.
To illustrate this bound, let δ be equal to 0.1. Then in the worst case, the true
value of ω∗ is about 18% lower than the true value of ω#. As this bound is only
attained with equality under three very specific circumstances (see Appendix 3.F),
Section 3.5.4 investigates realistic levels of sensitivity by means of a real life case
study.
Let us now analyze the optimal solution’s sensitivity with respect to the pa-
rameters ws, the maximal attainable effectiveness of package s provisioning, and
parameters r and 1 − r, the relative values of the patient volume criterion and the
effectiveness criterion, respectively. Suppose that there exists an “optimal” value of
these parameters. For example, optimal values could be those values yielding the
largest health improvement. As it is very difficult to identify these values, it is likely
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that the chosen parameter values deviate from them. An upper bound on the result-
ing optimality gap is given in Proposition 3.3 (see Appendix 3.G for the proof). Here,
wob ∈ {r} ∪ {(1− r)ws} and γ denotes some instance-dependent constant between 0
and 1.
Proposition 3.3. If the “optimal” values of wob deviate at most a fraction δ from
the presently used parameter values, then v
#(ω#)
v#(ω∗) ≤ (1+δ)
2
(1−δ)·(1+δ+2δγ) . This bound is
tight.
For example, if γ = 0.5 and δ = 0.1, then in the worst case, the optimality gap is at
most 11%.
In computational experiments presented in the next section, we compare these
bounds with the actual bound for a given instance. It is easy to see that, in the
worst case, the true value of a given parameter is either the fraction δ larger or the
fraction δ smaller than the presently used values. Let an extreme realization of the
parameters of interest be represented by ψ ∈ Ψ, and let vψ(ω) denote the resulting
value function. Then the worst case optimality gap for a given instance can be found
by solving the following problem:
max
ω∈Ω,ψ∈Ψ
vψ(ω)− vψ(ω∗) (3.16)
3.5 Impact Analysis
This section illustrates how our model can be used for strategic planning and reveals
practical insights for decision makers. We use POLARIS, the software package we
built for North Star (North Star Alliance, 2011), to solve our MILP model. This
package uses CPLEX 12.6.2 as a solver and was run on a PC with a 3.4 AMD
A4-5300 processor and 8 GB RAM. Section 3.5.1 describes our baseline case study
and Section 3.5.2 investigates several network expansion strategies. As proven, the
RHFLP is a strongly NP-hard problem, even in case that |S| = 1. In Section 3.5.3,
we apply our model to a variety of cases to get more insight into the tractability of
the model. Next, in Section 3.5.4 we numerically investigate the sensitivity of the
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optimal solution with respect to impreciseness in the demand data, and compare the
results with the bounds obtained in Section 3.4.4. Finally, Section 3.5.5 explores how
changes in the objective weights and in the number of new facilities to locate affect
the optimal solution.
3.5.1 South-East Africa Case
We base our test case on the network of major transport corridors in South-East
Africa. This network of roads spans 14 Sub-Saharan countries and connects the main
ports in the region with the main inland cities and other areas of economic importance
(e.g., the copper belt in the DRC). It consists of three subsets of corridors: (1) the
North-South Corridor, which spans the region from Tanzania to South Africa, (2)
the Central Corridor, which runs from the port of Dar es Salaam (Tanzania) into
Burundi, Rwanda, and the DRC, and (3) the Northern Corridor, which connects the
port of Mombasa (Kenya) with landlocked countries lying east and north of Kenya.
Figure 3.3 depicts the corridor network as a graph consisting of the 29 RWCs North
Star currently operates in this network and 85 potential RWC locations.
The case study data sources are summarized in Table 3.2. In line with package
allocation choices currently faced by North Star, we choose the primary care (PC)
package to be a standard service package and the HIV care (HC) package to be the
only optional service package. Hence, S = {PC,HC}. The data sources identify
95 major truck flows, and their health service needs are calculated as fqs = fqθqs.
Here, fq and θqs denote the number of truck drivers in flow q and the fraction of truck
drivers in flow q who need service package s, respectively. For truck flows making use
of the Northern and the Central Corridor, estimates of fq were obtained from inter-
country cargo volumes presented by Nathan Associates Inc. (2011) and Berger (2011),
respectively. For the North-South Corridor, we use least squares optimization to fit
fq to annual average daily truck volume (AADT) estimates (R2 = 0.93), which Odoki
and Anyala (2014) provide for most arcs in the network, and to a “target matrix”
describing road-based inter-country cargo volumes (R2 = 0.81), as presented by the
SADC (2012). The use of such a target matrix is a common way to deal with the
limitations of OD matrix estimation methods (Peterson, 2007). We choose θq,PC = 1,
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Figure 3.3: Map of the South-East African Transport Corridor Network.
reflecting the assumption that every truck driver has a potential need for primary
care, and estimate θq,HC as 1.41 times the average of the adult HIV prevalence in
the flow’s origin country and the prevalence in the flow’s destination country. The
multiplier 1.41 reflects the difference between the prevalence levels in the general
population and the truck driver population, and is based on data for South Africa
and Mozambique. A truck flow is assumed to take the shortest route from its origin
to its destination.
Finally, we use least squares optimization to fit the relationship between truck
volume along current RWC locations (AADTk) and daily patient volume at these
locations (dk) (R2 = 0.33). This yields the following estimation method for patient
volume at potential RWC locations: dk = 10.65 + 0.31 ·
√
AADTk.
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Data Source Value
Network:
KC, χks North Star, Gomez et al. (2013)
KP Inspection of corridor network
Q, tkl, AADTk North Star (via partner organizations), TTCA (2015),
Odoki and Anyala (2014); JICA (2013, 2010),
SADC (2012); Ranganathan and Foster (2011),
Nathan Associates Inc. (2011); Berger (2011)
Teravaninthorn and Raballand (2009)
Service packages:
S North Star Table 3.3
Sj Expert survey Table 3.3
ws Expert survey Table 3.3
τRCTL1s , τRCTL2s Expert survey Table 3.3
αjs, αjs Expert survey Table 3.3
Demand parameters:
dk North Star
fq Odoki and Anyala (2014); SADC (2012)
Nathan Associates Inc. (2011); Berger (2011)
θq,PC Assumption
θq,HC WHO (2016); Botão et al. (2015)
Delany-Moretlwe et al. (2014)
Table 3.2: Data sources baseline case.
As mentioned in Section 3.3, our calibration of the relationship between access
and effectiveness is based on structured expert surveys. Specifically, we asked two
experts from North Star to quantify the relative importance of the two service pack-
ages (yielding ws), to connect to each service package a corresponding service type
(yielding Sj), and to assign scores to 10 configurations of RWCs offering the PC
package along an imaginary truck route and to 10 configurations of RWCs offering
the HC package along an imaginary truck route. The functions gjs(·) providing the
best fit to these scores are determined by least squares optimization (R2 = 0.77 for
PC, R2 = 0.69 for HC). The resulting parameter values are given in Table 3.3.
Under the assumption that decision makers can identify the “optimal” balance
between the two main criteria, as quantified by the parameter r, it suffices that
parameters ws represent the relative importance of the different packages (i.e., the
scaling of these parameters does not matter). Since experience suggests that deci-
sion makers will vary the parameter r in the software package we developed (see
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North Star Alliance, 2011) until one or more satisfactory solutions are obtained, we
believe this assumption to be reasonable.
The service type allocation obtained from the expert surveys – PC to the RCTL
type and HC to the ASAP type – is largely influenced by the time criticality of the
corresponding health services, the aforementioned distance decay relationship, and
the benefits of repeatedly passing a health facility:
Expert 1 about truck drivers accessing the PC package (translated):
There is a wide variety in conditions (...). Generally, the people do not go to
the clinic for nothing. Certainly not the truck drivers. They have a problem
that builds up till a certain critical level. Then they decide to come, and if they
cannot access a clinic within two days, they have a very big problem.
Expert 2 about the benefits of continuous access to the HC package
(translated): One is biomedical, two is psychological – a sense of urgency
among the patients – (...) and there is a third (...) the power of repetition is in
that, if he thinks “should I do it or not” [go to a clinic] (...) the third time [he
passes a clinic] he thinks “oh no, now I’m gonna do it” (...). So when it comes
to HIV, you never have too many [clinics].
Expert 1 about the time criticality of the HC package (translated):
The problem evolves rather gradually. Problems arise when they run out of
medication. Then you got a problem... then you need to come (...). When
they get an opportunistic infection (...) it builds up rather slowly. (...) Also in
The Netherlands, when you have this problem [HIV infection], you don’t see a
specialist within two days.
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Package s Service package type j Access metric parameters (days) αjs αjs ws
PC RCTL τRCTL1PC = 1.29 τ
RCTL
2PC = 3.00 0.09 1.00 1 · σ
HC ASAP 0.40 5.48 2 · σ
MC CTL τCTLMC = 1.00 0.50 0.90 5 · σ
TC RCTL τRCTL1TC = 1.00 τ
RCTL
2TC = 2.00 0.50 0.90 2 · σ
SC RCTL τRCTL1SC = 1.00 τ
RCTL
2SC = 2.00 0.50 0.90 1 · σ
Note: the TC, SC, and MC packages are only used in Section 3.5.3. W.l.o.g. we set scaling
factor σ = 1/25
Table 3.3: Parameters describing the relationship between access and effectiveness of package s
provisioning.
3.5.2 Network Expansion Strategies
In our baseline case, we optimize locations of 4 new RWCs and the allocation of 2 HC
packages among any established RWC (i.e., p = pPC = 4, pHC = 2). Based on this
case, we analyze two network expansion strategies, characterized by the parameter r.
The first strategy is the “balanced strategy”, which we model by setting r = 0.5
(many Pareto efficient solutions that balance both objectives are found around this
value, as we show in Section 3.5.5). The second investment strategy mimics the
strategy North Star had been employing before this research was implemented. The
main focus of this strategy was put on maximizing the patient volume served (the
effects in terms of enhancing continuity of access were not explicitly considered),
which we model by setting r = 1.0. We refer to this strategy as the “patient volume
strategy”. Finally, we also consider the case in which we not only locate new RWCs
and service packages, but also allow current clinics to be relocated. Here, we again
use r = 0.5.
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(a) Balanced solution. (b) Patient volume solution.
Figure 3.4: Optimal location decisions for the baseline case.
Solution ZPV ZPC ZHC
Initial 562 19840 1646
Balanced 632 (12.3%) 22964 (15.7%) 2353 (43.0%)
Patient volume 662 (17.6%) 20070 (1.2%) 1652 (0.4%)
Redesigned 682 (21.2%) 24342 (22.7%) 2673 (62.4%)
Note: The percentage improvement with respect to the initial network is
given between brackets.
Table 3.4: Daily patient volume (ZPV ), effectiveness of primary care provisioning (ZPC), and
effectiveness of HIV care provisioning (ZHC) in the initial network, the networks obtained by the
balanced strategy and the patient volume strategy, and in the redesigned network.
Figures 3.4a and 3.4b and Table 3.4 describe the optimal solutions yielded by
the balanced strategy and the patient volume strategy. We see that the “balanced
solution” results in a relatively lower expected daily patient volume (5.3 percentage
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points lower) but also in a substantially higher effectiveness (14.5 and 42.6 percentage
points higher for PC and HC, respectively). The latter is illustrated by the bubble
plots in Figures 3.5a and 3.5b, which depict the solutions’ impact on the effectiveness
of package PC provisioning for the 95 truck flows separately. The reason is that the
patient volume solution places RWCs in the busiest parts of the network, which
are already well-served by current RWCs (see Figure 3.4b). The balanced strategy,
instead, yields locations that fill up gaps in the RWC network. For example, Figure
3.6 shows how the new RWCs improve the degrees of coverage with the PC package
during trips along the routes connecting the ports of Durban, Beira, Nacala, and Dar
es Salaam with the copper belt (Kolwesi, DRC).
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(a) Balanced solution.
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(b) Patient volume solution.
Figure 3.5: Effectiveness of package PC provisioning for the 95 truck flows before and after
implementing the balanced solution and the patient volume solution. A bubble’s size reflects the
number of truck drivers in the corresponding flow.
The optimal network obtained when relocation of clinics is allowed moves 17 of
the current 29 clinics and all of the 6 current HC packages to a different location.
Compared to the case when relocation is not allowed, this significantly increases
patient volume (8.9 percentage point increase) and the effectiveness of PC provi-
sioning (7.0 percentage point increase) and HC provisioning (19.4 percentage point
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Before
After
93   92 89            85    75 74 58 57 52
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After
44   46 48 49 58 57 52
69 58 57   52 
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114 111 84       58 57 52
Before
Degree of coverage Driving days RWC
0 0.5 1 0 1 2 3 4 5
Beira Port - Kolwesi
Dar es Salaam Port - Kolwesi
Nacala Port - Kolwesi
Durban Port - Kolwesi
Figure 3.6: Degree of coverage with the PC package before and after locating the new RWCs
at each point of time during a trip from a major regional ports (Durban, Beira, Nacala, and Dar
es Salaam) to the copper belt (Kolwesi, DRC). The numbers correspond to the location numbers
introduced in Figure 3.3.
increase). This provides a strong argument for critically assessing the fitness of the
current network.
Finally, the optimal solutions illustrate an important property of the RHFLP:
adding multiple packages to the network can bring about synergy effects. For in-
stance, when adding the PC package to Kasumbalesa North or to Kasumbalesa
South only, the effectiveness of package PC provisioning to truck flow Nacala Port -
Kolwesi increases by 0.09, whereas it increases by 0.27 if this package is added to both
locations. This is a direct implication of the assumption that a certain level of access
is required before this translates into a strictly positive level of effectiveness. These
effects have important implications for decision makers, which will be discussed in
Section 3.6.
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3.5.3 Model Statistics
Table 3.5 describes the solution times and model statistics of 12 problem instances.
The problem instances are defined by the number of truck flows (55 or 95), the number
of service packages (2 or 5), and the structure of the network (baseline, dense, or
sparse). The three additional packages are future optional packages: tuberculosis
care (TC), STI care (SC), and malaria care (MC). Table 3.3 shows the definitions
of the corresponding effectiveness variables, which were based on expert discussions
(service package type allocations) and assumption (other parameters). The fractions
of truck drivers who need these packages were again estimated based on data from
the global health data repository (WHO, 2016). The sparse network is generated by
selecting the minimum spanning tree of our graph G(L,E), and the dense network is
generated by adding for each vertex two imaginary edges that connect this vertex with
the two closest neighbor vertices it was not connected to in the baseline network. We
generate the time needed to traverse such imaginary edge by dividing the Euclidian
distance of the edge by the average speed of 40 km/hour. For both alternative
network structures, we determine the shortest origin-destination routes. All other
parameters are kept as before.
Instance |Q| |S| Structure Variables (Int.) Constraints LP gap (%) CPU (sec.)
D55 55 2 Dense 5679 (558) 2933 0.47 0.6
D95 95 2 Dense 9123 (798) 4825 0.50 2.1
B55 55 2 Baseline 9769 (558) 3625 2.15 26.5
B95 95 2 Baseline 15871 (798) 5977 1.85 4.6
S55 55 2 Sparse 13725 (558) 4109 3.01 88.5
S95 95 2 Sparse 22665 (798) 6837 3.33 136.7
D55e 55 5 Dense 14196 (1395) 7502 3.35 19.6
D95e 95 5 Dense 22806 (1995) 12232 5.35 134.2
B55e 55 5 Baseline 24421 (1395) 9232 5.80 247.9
B95e 95 5 Baseline 39676 (1995) 15112 7.95 811.3
S55e 55 5 Sparse 34311 (1395) 10442 7.08 5093.2
S95e 95 5 Sparse 56661 (1995) 17262 8.90 5524.0
Table 3.5: Model statistics for 12 problem instances.
We observe that the CPU time needed to solve an instance tends to grow rapidly
when |Q| increases, when |S| increases, and when the network becomes sparser. This
is well explained by the observations that, in each of these cases, the number of
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variables and constraints increase and the LP relaxation of the MIP becomes weaker
(i.e., the LP gap in the root node increases), which tends to negatively impact the
performance of a branch-and-bound algorithm. Note that sparser networks bring
about many additional variables in (3.22) and additional constraints in (3.17)-(3.20),
because the number of RWC locations along a route, |Kq|, tends to increase when
the network gets sparser.
3.5.4 Sensitivity Analysis
Proposition 3.2 proves worst-case bounds for the optimality gap induced by imprecise-
ness in the demand parameters dk and fqs. To gain insight into the actual sensitivity,
we randomly generate the “true” values of the parameters in the baseline case, and
determine the resulting optimality gap for the balanced solution (see Section 3.5.1).
Specifically, we draw for each of these parameters from the uniform distribution on
the interval [−δ, δ], represented by U [−δ, δ], and determine the true values of fqs
and dk as f#qs = fqs · (1 + U [−δ, δ]) and d#k = dk · (1 + U [−δ, δ]). We test different
values of δ, and generate 50 demand scenarios for each of them. Table 3.6 shows for
each value of δ the resulting average optimality gap, the maximum optimality gap,
the non-parametric worst case bound on this gap (which is not tight for our specific
instance) and the tight parametric bound. The latter is obtained by solving an MIP
formulation of the problem defined in (3.16).
δ
Optimality gap 0.2 0.4 0.6 0.8 1.0
Avg. (%) 0.2 0.5 0.9 1.6 1.7
Max. (%) 0.5 1.2 2.7 2.9 3.8
Worst Case Par. (%) 2.5 4.2 10.7 26.6 36.9
Worst Case Nonpar. (%) 33.3 57.1 75.0 88.9 100.0
Note: Worst Case Par.: tight bound found by solving (3.16).
Worst Case Nonpar.: non-tight bound from Proposition 3.2.
Table 3.6: Optimality gap (% of opt.) by imprecise demand data.
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The results indicate that the optimal solution is highly insensitive to imprecise-
ness. Even when the true values of the demand parameters deviate by up to 100%
from the presently used values, the maximum optimality gap attained in the 50 de-
mand scenarios is only 3.8%. This can be explained by the fact that near-optimal
solutions locate facilities along the busiest truck routes and at the busiest truck stops.
The location decisions in these solutions therefore tend to overlap considerably. As a
result, the effects of impreciseness are strongly correlated for these solutions, yielding
only small differences between them. Nevertheless, worst-case analysis shows that a
substantial optimality gap is possible.
3.5.5 Effect of the Number of New Facilities and Objective
Weights.
Figures 3.7a and 3.7b summarize the results when solving the RHFLP for the baseline
case with the number of facilities (with PC packages) to be placed p ∈ {2, 4, . . . , 50},
the number of HC packages to be allocated pHC = p2 , and relative importance
parameter r ∈ {0.0, 0.2, 0.4, 0.6, 0.8, 1.0}. All other parameters are kept as before.
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Figure 3.7: Daily patient volume and effectiveness score as a function of the number of new
RWCs (p) and the relative importance of the patient volume criterion (r) and the the effectiveness
criterion (1− r).
The results show that focusing solely on one criterion (i.e., choosing r = 0.0
or r = 1.0) results in significant sub-optimality in terms of the other criterion. By
setting r = 0.8 (r = 0.2), large gains can be made in terms of effectiveness (patient
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volume) at a marginal loss in terms of patient volume (effectiveness). Notice that
the r = 0.4 results are close to optimal for both patient volume and effectiveness,
and that values lower than 0.4 apparently yield negligible further improvements in
effectiveness. The “irregular behavior” of the effectiveness score for r = 1.0 is caused
by the indifference on where to place the HC package, leading to more or less random
package allocation decisions.
3.6 Discussion and Conclusions
Truck drivers play a key role in the spread of infectious diseases in Sub-Saharan
Africa. Truck drivers thereby affect the health and lives of many, but also suffer from
poor health and significantly reduced life expectancy themselves. Due to professional
circumstances, their health service needs are generally not well addressed. This
chapter considers the design problems arising when developing an integrated network
of roadside healthcare facilities to meet the health service needs of the truck drivers, as
operated by NGO North Star. More specifically we consider the problem of choosing
optimal locations for clinics that are added to the existing network, and allocating
(additional) service packages to clinics. The optimization considers two criteria,
namely the number of truck drivers served and the effectiveness of the service delivery
to the population served. The latter criterion is modeled through three novel access
measures which capture the needs for effective health service provisioning.
The resulting optimization problem differs from previously studied healthcare fa-
cility location problems due to the specific mobile nature of health service demand
of truck drivers. This chapter develops a mixed-integer linear programming model
which captures the three access measures. We present computational analyses by
solving problem instances arising from the network of major transport corridors in
South-East Africa. Understanding the relationship between access to services and ef-
fectiveness is still in early stages of development, and availability of data is essentially
limited in Sub-Saharan Africa. We therefore present a theoretical and computational
analysis on the robustness of the model, investigating the relationship between data
inaccuracy, solutions, and solution values. This analysis reveals that the solutions
found are highly robust.
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Until recently, the North Star NGO has predominantly made network design de-
cisions based on the first objective criterion: maximize the number of truck drivers
served. Our experiments indicate that considerable gains in effectiveness of the ser-
vices are attainable when taking the second criterion into account, without having
to reduce the number of truck drivers served much. We show that solutions that
are close to optimal for both patient volume and effectiveness can be obtained by
balancing the weights of the criteria in the objective function. Furthermore, our
computational experiments reveal that the marginal increase in objective value when
adding a facility or a service package to the network is not necessarily decreasing:
synergy effects in terms of the effectiveness of service provisioning can be obtained
when increasing the number of facilities that offer a given package along a truck
route. Decision makers can exploit this property by making long-term investment
plans for the network of RWCs instead of taking investment decisions sequentially.
Although, as we prove, the RHFLP is strongly NP-hard, our numerical experi-
ments show that the real life test instances can be solved within reasonable compu-
tation times using standard software. Further research on approximation and exact
solution methods will be valuable if future applications consider more complex and
larger problem instances. Another relevant direction is to (empirically) investigate
the validity and the impact of the assumptions underlying our parameter estimates.
For instance, our model implicitly assumes that patient volumes at the locations are
unaffected by network design decisions. Likewise, models which include stochastic
parameters can be of value to solve practical instances, given the many uncertainties
in the data.
Our model disregards equity in health delivery, disadvantaging for instance truck
drivers traveling along less frequently traveled routes. As access to health services is a
human right laid down in the WHO constitution (United Nations, 1946), we advocate
that, once the high volume needs are addressed, equity considerations should be
investigated and taken into account in future work on network expansion. This gives
rise to questions regarding the trade off between equity and effectiveness (see, e.g.,
Ares et al. (2016); McCoy and Lee (2014) for related work).
The proposed model captures the effectiveness of the services provided via the
three newly proposed measures of access. There is much room for improvement
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in the understanding of the relationships between access and effectiveness, and the
role of the services provided (e.g., integrating HIV and TB care is known to bring
about significant synergy effects). We believe that the models, and subsequently
the solutions proposed and health services provided to the truck drivers can greatly
benefit further understanding in this area.
Appendices
3.A Linearization of Effectiveness Variables eqs
In order to model eqs by means of a set of linear constraints, we now introduce
additional notations and definitions related to the the trip of a truck driver in flow
q (see Table 3.7 for an overview). For a given solution ω, we represent this trip by
the following vector of vertices: piqs = [piqs(1), piqs(2), . . . , piqs(n − 1), piqs(n)]. Here,
piqs(1) and piqs(n) are the start vertex Oq and the end vertex Dq, respectively. The
vector [piqs(2), . . . , piqs(n− 1)] is the sequence of package s locations that are passed
during a trip from Oq to Dq. Recall that for a given solution ω a package s location
is a location k with a facility that offers package s, and note that piqs(1) and piqs(n)
are not a package s location. As motivated in the main text, we make the following
assumption:
Assumption 3.1. A truck driver cyclically travels from Oq to Dq to Oq to Dq et
cetera, as follows:
piqs(1), piqs(2), . . . , piqs(n− 1), piqs(n), piqs(n− 1), . . . , piqs(2), piqs(1), piqs(2), . . . ]
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tkl travel time between two locations k and l
Lq set of vertices in the path of flow q, Lq = {Oq ∪Kq ∪Dq}
Lkq set of locations that are passed after passing location k during a trip from Oq to Dq
piqs set of vertices representing a trip from Oq to Dq
= [Oq , package s locations along path, Dq ]
iklqs
{
1 if location l is the immediate successor of location k in vector piqs
0 otherwise .
tcCTLkl total time a truck driver in flow q is covered in segment k → l, (k, l) ∈ Kq ×Kq
tcCTLkDq total time a truck driver in flow q is covered in segment k → Dq → k, k ∈ Kq
tcCTLOql total time a truck driver in flow q is covered in segment l→ Oq → l, l ∈ Kq
tcRCTLkl effective time a truck driver in flow q is covered in segment k → l, (k, l) ∈ Kq ×Kq
tcRCTLkDq effective time a truck driver in flow q is covered in segment k → Dq → k, k ∈ Kq
tcRCTLOql effective time a truck driver in flow q is covered in segment l→ Oq → l, l ∈ Kq
Note: see Section 3.3.2 for the definition of the effective time covered during period [t1, t2]
Table 3.7: Table of Notations.
Let us consider the case that |piqs| ≥ 3 (i.e., there is at least one package s lo-
cation along the path). Because of Assumption 3.1, we know that a truck driver
in flow q always returns to piqs(1) after reaching piqs(n), and vice versa. We refer
to the cycle from piqs(1) via piqs(n) to piqs(1) as the flow q cycle. This cycle could
be regarded as a set of paths between successively passed package s locations. This
set is given by: {piqs(h) → piqs(h + 1)|2 ≤ h ≤ n − 2} ∪ {piqs(n − 1) → piqs(n) →
piqs(n − 1)} ∪ {piqs(h + 1) → piqs(h)|2 ≤ h ≤ n − 2} ∪ {piqs(2) → piqs(1) → piqs(2)}.
We refer to these paths as package s cycle segments from now on. The lenght of a
cycle segment represents the travel time of the truck driver for that segment, and is
obtained via the parameters tkl.
Example. For sake of conciseness, we omit the subscripts q and s in this example.
Figure 3.8 illustrates the path of a truck driver travelling from origin pi(1) to des-
tination pi(4). During his trip, he passes two package s locations: pi(2) and pi(3).
Hence, the set of package s cycle segments is given by {pi(2)→ pi(3), pi(3)→ pi(4)→
pi(3), pi(3) → pi(2), pi(2) → pi(1) → pi(2)}. Consequently, the set of travel time inter-
vals between successively passed package s locations are given by: {tpi(2),pi(3), tpi(3),pi(4)+
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tpi(4),pi(3), tpi(3),pi(2), tpi(2),pi(1) + tpi(1),pi(2)}.
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Figure 3.8: Package s cycle segments within the flow q cycle.
Let variable iklqs be equal to 1 if location l is the immediate successor of location
k in vector piqs and equal to 0 otherwise. In Appendices 3.B, 3.C, and 3.D we prove
the following results:
Proposition 3.4. Constraints (3.17) - (3.21) ensure that variable iklqs is equal to 1
if and only if location l is the immediate successor of location k in vector piqs.
∑
l∈Lq
iklqs = yks q ∈ Q, k ∈ Kq, s ∈ S (3.17)∑
l∈Lq
iklqs = 1 q ∈ Q, k ∈ Oq, s ∈ S (3.18)∑
k∈Lq
iklqs = yls q ∈ Q, l ∈ Kq, s ∈ S (3.19)∑
k∈Lq
iklqs = 1 q ∈ Q, l ∈ Dq, s ∈ S (3.20)
iklqs ∈ {0, 1} q ∈ Q, k ∈ Lq, l ∈ Lkq, s ∈ S (3.21)
Lemma 3.1. For solution ω, the polyhedron PB(ω) = {i|0 ≤ i ≤ 1, (3.17)− (3.20)}
is a singleton.
Lemma 3.2. The constraint matrix B defined by the left-hand side of constraints (3.17)-
(3.20) is totally unimodular (TU).
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Note that, for a given a solution ω, the right-hand side of constraints (3.17)-
(3.20) is integral. It follows from the unimodularity of B that the polyhedron PB(ω)
is integral as well (Schrijver, 1998). By Lemma 3.1 we know that this polyhedron
consists of one feasible solution, which must hence be integral. This shows that the
solution space remains the same when defining variables iklqs as continuous variables
instead of binary variables:
iklqs ∈ [0, 1] q ∈ Q, k ∈ Lq, l ∈ Lkq, s ∈ S (3.22)
Variables iklqs provide a complete description of the package s cycle segments.
Let us consider a given segment k → l for which iklqs = 1. For this cycle segment
the average access time is given by 12 t2kl, and the the total time covered tcCTLkl and
the effective time covered tcRCTLkl (see equation (3.3)) are calculated as:
tcCTLkl = min
{
tkl, τ
CTL
s
}
tcRCTLkl =

tkl if tkl < τRCTL1s
tkl − 12
(tkl−τRCTL1s )2
τRCTL2s −τRCTL1s
if τRCTL1s ≤ tkl ≤ τRCTL2s
τRCTL2s − 12
(
τRCTL2s − τRCTL1s
)
if tkl > τRCTL2s
For segments k → Dq → k and l → Oq → l the values are obtained by replacing
tkl in these definitions by their durations: tkDq + tDqk and tOql + tlOq , respectively.
Using these parameters and the variables iklqs, the value of access measure ajqs(y) is
calculated by auxiliary (linear) constraints (3.23) - (3.25). For conciseness, we refer
to this variable as ajqs from now on. The idea behind these constraints is that they
calculate the value of ajqs per package s cycle segment and aggregate these in the
correct way (the aggregation for aCTLqs and aRCTLqs is obvious, the aggregation for
aASAPqs is explained in De Vries (2011)):
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aCTLqs =
1
Tq
∑
l∈Kq
iOqlqstc
CTL
Oql +
∑
k∈Dq
ikDqqstc
CTL
kDq (3.23)
+
∑
k∈Kq
∑
l∈Kq
iklqs
(
tcCTLkl + tcCTLlk
)
aRCTLqs =
1
Tq
∑
l∈Kq
iOqlqstc
RCTL
Oql +
∑
k∈Dq
ikDqqstc
RCTL
kDq (3.24)
+
∑
k∈Kq
∑
l∈Kq
iklqs
(
tcRCTLkl + tcRCTLlk
)
aASAPqs =
1
2Tq
∑
l∈Kq
iOqlqs
(
tOql + tlOq
)2 + ∑
k∈Dq
ikDqqs
(
tkDq + tDqk
)2 (3.25)
+
∑
k∈Kq
∑
l∈Kq
iklqs
(
t2kl + t2lk
)+ iOqDqqsM
Here, M is a large number that sets aASAPqs to a large constant if service package
s is not offered along the path of flow q. Namely, constraints (3.18) and (3.20) ensure
that iOqDqqs = 1 in this case.
Example (cont’d). Let the travel times in the path introduced in the example be
tpi(1),pi(2) = tpi(2),pi(1) = 4, tpi(2),pi(3) = tpi(3),pi(2) = 7, tpi(3),pi(4) = tpi(4),pi(3) = 3. This
implies that T = 28. Let the critical time-limit τ be equal to 5. The light arcs in
Figure 3.9 illustrate the time slots during which a truck driver is covered. For each
of the segments, the duration of this time-slot equals 5. Therefore aCTL = 2028 . Next,
let τRCTL1 and τRCTL2 be equal to 2 and 3, respectively. Figure 3.10 illustrates the
degree of coverage for each part of the cycle: it equals 1 for parts in which the travel
time to the next package s location is at most 2, and decreases to 0 when this travel
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time increases to 3. The effective time covered equals 2.5 for each cycle segment.
Consequently, aRCTL equals 1028 . Finally, the average value of ∆(t) during a trip
along the cycle is given by aASAP = 12·28
(
(4 + 4)2 + (3 + 3)2 + 72 + 72
) ≈ 3.5.
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from next package s location 
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Figure 3.9: Time-slots during which truck drivers are at most 5 time-units from the next package
s location.
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Figure 3.10: Left: degree of coverage for each part of the cycle, with recommended time-limit
2 and critical time-limit 3. Right: degree of coverage as a function of the access time.
LetMqs represent an upper bound on ajqs. The set of auxiliary (linear) constraints
that model eqs as a piecewise linear function of ajqs can be formulated using the so-
called Lambda Method (Lee and Wilson, 2001):
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eqs = λ3qs + λ4qs q ∈ Q, s ∈ Sj (3.26)
j ∈ {CTL,RCTL}
eqs = λ1qs + λ2qs q ∈ Q, s ∈ Sj (3.27)
j = ASAP
λ1qs + λ2qs + λ3qs + λ4qs = 1 q ∈ Q, j ∈ J, s ∈ Sj (3.28)
λ1qs0 + λ2qsαjs + λ3qsαjs + λ4qsMqs = ajqs q ∈ Q, j ∈ J, s ∈ Sj (3.29)
λ1qs ≤ z1qs q ∈ Q, j ∈ J, s ∈ Sj (3.30)
λ2qs ≤ z1qs + z2qs q ∈ Q, j ∈ J, s ∈ Sj (3.31)
λ3qs ≤ z2qs + z3qs q ∈ Q, j ∈ J, s ∈ Sj (3.32)
λ4qs ≤ z3qs q ∈ Q, j ∈ J, s ∈ Sj (3.33)
z1qs + z2qs + z3qs = 1 q ∈ Q, j ∈ J, s ∈ Sj (3.34)
λiqs ≥ 0 i ∈ {1, 2, 3, 4} (3.35)
ziqs ∈ {0, 1} i ∈ {1, 2, 3} (3.36)
Summarizing, to transform model (3.8) - (3.15) into a mixed-integer linear pro-
gramming model, it suffices to replace equations (3.9) by constraints (3.17) - (3.20)
and (3.22) - (3.36).
3.B Proof of Correctness of Constraints (3.17)-(3.21)
Proof. Let us consider a given flow q and package s. We refer to a location l for which
iklqs = 1 as a successor of k and to a location k for which iklqs = 1 as a predecessor
of l. We claim that the constraints induce the n − 1 successor-predecessor pairs
(piqs(h), piqs(h+1)), h = 1, ..., n−1, and that ipiqs(h),piqs(h+1)qs = 1 for h = 1, ..., n−1,
as required.
We prove our claim by induction. Note that, by definition of the variables iklqs,
we know that a condition for location l to be a successor of k is that it is visited
after location k during a trip along the path of flow q, as required. Note further
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that, if a location k has exactly one successor l, then constraints (3.17) and (3.18)
ensure that iklqs = 1. By definition of the variables iklqs, we know that piqs(n) has
no successor. Constraint (3.20) ensures that piqs(n) has at least one predecessor,
and constraint (3.17) ensures that piqs(n− 1) has at least one successor. Hence, this
successor must be piqs(n), forcing that ipiqs(n−1),piqs(n)qs = 1. Hence, our claim holds
for h = n− 1. Now, we show by induction that our claim holds for h− 1, given that
it holds for h, ..., n − 1. Constraint (3.17) imposes that piqs(h − 1) has at least one
successor. This implies that there exists an index h′ > h − 1 such that piqs(h′) has
h − 1 as a predecessor. By our induction hypothesis, we know that each location
piqs(hˆ) for which hˆ > h already has the location piqs(hˆ−1) as a predecessor, and that
ipiqs(hˆ−1),piqs(hˆ)qs = 1. Hence, none of the locations piqs(hˆ) for which hˆ > h can be
a successor of piqs(h). Hence, piqs(h) must be the only successor of piqs(h − 1), and
ipiqs(h−1),piqs(h)qs = 1. This shows that our claim is true for h = 1, ..., n− 1.
Finally, observe that each of the constraints is met if ipiqs(h),piqs(h+1)qs = 1 for the
n− 1 successor-predecessor pairs (piqs(h), piqs(h+ 1)). This implies that for the given
q and s, no other variable iklqs can attain a positive value, as required.
3.C Proof of Unique Solution for Polyhedron PB(ω)
Proof. This follows from the same argument as the one used in Appendix 3.B. Con-
sider a given flow q and a given package s. We now refer to a location l for which
iklqs > 0 as a successor of k and to a location k for which iklqs > 0 as a predecessor
of l. Using induction it follows that the constraints allow for one unique solution:
they induce the n−1 successor-predecessor pairs (piqs(h), piqs(h+ 1)), h = 1, ..., n−1,
and ipiqs(h),piqs(h+1)qs = 1 for h = 1, ..., n− 1.
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3.D Proof of Total Unimodularity of the Constraint
Matrix Corresponding to Constraints (3.17)-
(3.20)
Proof. Let us represent the constraint matrix corresponding to constraints (3.17)-
(3.20) by B, which has one column for each variable iklqs. Next, we prove that
B meets conditions that are sufficient for this matrix to be totally unimodular, as
specified in (Heller and Tompkins, 1956).
Note that every entry in B is a 0 or 1. Let us write matrix B as [B1;B2],
where B1 represents the matrix formed by the rows corresponding to the “outflow
constraints” (3.17) and (3.18), and where B2 represents the matrix formed by the
rows corresponding to the “inflow constraints” (3.19) and (3.20). Consider a given
service package s, a given truck flow q and a given arc (k, l) for which the variable iklqs
is defined. Constraints (3.17) and (3.18) ensure that in the corresponding column
in B1 there is precisely one entry with the value 1. Similarly, constraints (3.19) and
(3.20) ensure that in the corresponding column in B2 there is precisely one entry
with the value 1. This shows that we can partition the rows of B into two disjoint
sets forming the matrices B1 and B2 such that, if two non-zero entries in a column
of B have the same sign, then the one entry is in B1 and the other row is in B2,
as required. As implied by the previous observation, every column contains at most
two non-zero entries.
3.E Proof of Strong NP-hardness of RHFLP
Proof. The fact that the decision version of RHFLP is in NP follows from the obser-
vation that a YES answer can be verified in polynomial time through the MIP for-
mulation. In what follows, we propose a polynomial time reduction from CLIQUE –
a strongly NP-Complete (Papadimitriou and Steiglitz, 1998) problem – to RHFLP’s
decision problem. This implies the NP-Completeness of the latter.
CLIQUE represents the following decision problem: “does graph G(V,E) contain
a complete sub-graph consisting of k nodes?” The transformation introduces a po-
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tential RWC location k ∈ KP for each node v ∈ V and a path q ∈ Q for each edge
e ∈ E. Path q introduced for edge (v1, v2) is a direct path between the potential RWC
locations introduced for nodes v1 and v2. Furthermore, we set |S| = 1, p = ps = k,
fqs = 1∀q, dk = 0, ws = 1, and tkl = 1 ∀(k, l). Other parameters values are chosen
so as to make the effectiveness of package s provisioning for flow q equal 1 if and
only if RWCs are placed at both endpoints of the corresponding path. If j = CTL,
this is realized when τCTLs = 1, αCTLs = 1, αCTLs = 1. If j = RCTL, it suffices to
set τRCTL1s = 1, τRCTL2s = 1, αRCTLs = 1, αRCTLs = 1. Finally, if j = ASAP , values
αASAPs = 0.5, αASAPs = 0.5 suffice. The fact that |KP | = |V | and |Q| = |E| makes
this a polynomial time reduction.
We shall now show that CLIQUE has a YES-answer if and only if the solution
value of the corresponding RHFLP decision problem instance equals k · (k − 1)/2.
If. If the RHFLP instance has a value of k · (k − 1)/2, the number of flows for
which the effectiveness of package s provisioning is strictly positive equals at least
k · (k − 1)/2. The fact that this number is at most k · (k − 1)/2 follows from the
fact that service packages s can only be allocated to k RWC locations. Hence, this
number must be exactly k · (k − 1)/2, which is only the case if exactly k · (k − 1)/2
unique flow paths have the k allocated service packages as end points. Hence, the
corresponding CLIQUE instance must have a clique of size k.
Only if. At most k · (k − 1)/2 flow paths have a strictly positive effectiveness
of package s provisioning since we allocate service packages s to k RWC locations.
Further, the solution value equals the number of flow paths for which effectiveness
of the package s provisioning per truck driver equals 1, since effectiveness equals
either 1 or 0. Combining these observations implies the solution value equals at most
k · (k − 1)/2. If G(V,E) has ak−clique, the corresponding k RWC locations connect
exactly k · (k − 1)/2 flow paths. Effectiveness of package s provisioning for each
of these flows equals 1 when allocating package s to these k locations. Hence, the
solution value of the RHFLP is exactly k · (k − 1)/2.
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3.F Proof of Proposition 3.2
Proof. By definition, v∗(ω∗) ≥ v∗(ω#). In addition, the objective function is linear
in fqs and dk, which implies that v#(ω∗) ≥ (1 − δ)v∗(ω∗) and that v#(ω#) ≤
(1 + δ)v∗(ω#). Hence, v
#(ω∗)
1−δ ≥ v∗(ω∗) ≥ v∗(ω#) ≥ v
#(ω#)
1+δ .
This worst case bound is attained under three conditions. First, v∗(ω∗) = v∗(ω#).
Second, K∗ ∩K# = ∅ and Q∗ ∩Q# = ∅, where K∗ = {k|xk = 1, ω∗}, K# = {k|xk =
1, ω#}, Q∗ = {q|eqs > 0, s ∈ S, ω∗} and Q# = {q|eqs > 0, s ∈ Sω#}. Generally this
second condition is not met, since it is likely that the solutions ω∗ and ω# both locate
facilities at the busiest truck stops (i.e., K∗∩K# 6= ∅), and provide the busiest truck
flows with continuous access to service package s (i.e., Q∗ ∩Q# 6= ∅). Third, let f#qs
and d#k denote the true values of the parameters fqs and dk. Then f#qs = (1+δ)fq∀q ∈
Q#, f#qs = (1−δ)fq∀q ∈ Q∗, d#k = (1+δ)dk∀k ∈ K#, d#k = (1−δ)dk∀k ∈ K∗. Under
these conditions, v#(ω∗) = (1 − δ)v∗(ω∗) and v#(ω#) = (1 + δ)v∗(ω#). Rewriting
shows that the bound is attained with equality.
3.G Proof of Proposition 3.3
Proof. We rewrite the objective function as:
rZPV + (1− r)
∑
s∈S
wsZˆs =
∑
ob∈OB
wobZob (3.37)
Here, for package s and service package type j, Zˆs =
∑
q∈Q fqsgˆ
j
s(ajqs), where
gˆjs(·) = g
j
s(·)
ws
. Furthermore, let w#ob and w∗ob denote “optimal” and the presently used
value for wob, respectively, and let Z#ob and Z∗ob denote the value Zob for solutions ω#
and ω∗, respectively. We rewrite v#(ω#) − v#(ω∗) to ∑ob∈OB+ w#ob (Z#ob − Z∗ob) +∑
ob∈OB− w
#
ob
(
Z#ob − Z∗ob
)
. Here, OB+ = {ob|Z#ob > Z∗ob} and OB− = {ob|Z#ob ≤
Z∗ob}. Note that v#(ω#) − v#(ω∗) is maximized if w#ob = (1 − δ)w∗ob for all ob ∈
OB− and if w#ob = (1 + δ)w∗ob for all ob ∈ OB+. Next, observe that the fact that
v∗(ω∗) ≥ v∗(ω#) implies ∑ob∈OB+ w∗ob (Z#ob − Z∗ob) ≤ −∑ob∈OB− w∗ob (Z#ob − Z∗ob).
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Consequently,
v#(ω#)− v#(ω∗) ≤ (1 + δ)
∑
ob∈OB+
w∗ob
(
Z#ob − Z∗ob
)
(3.38)
+(1− δ)
∑
ob∈OB−
w∗ob
(
Z#ob − Z∗ob
)
(3.39)
≤ 2δ
∑
ob∈OB−
w∗ob
(
Z∗ob − Z#ob
)
(3.40)
≤ 2δ
∑
ob∈OB
w∗ob (Z∗ob − Zob) (3.41)
Here, Zob denotes a lower bound on Zob for any solution ω (e.g., the value of Zob
in the network without the new facilities).
Using the fact that v∗(ω∗) ≤ v#(ω∗)1−δ , the bound can be rewritten to:
v#(ω#) ≤ 1 + δ1− δ v
#(ω∗)− 2δ
∑
ob∈OB
w∗obZob (3.42)
= 1 + δ1− δ v
#(ω∗)− 2δγv∗(ω∗) (3.43)
≤ 1 + δ1− δ v
#(ω∗)− 2δ γ1 + δ v
#(ω#) (3.44)
Parameter γ is defined as (note: γ ≤ 1):
γ =
∑
ob∈OB
w∗obZob
v∗(ω∗) (3.45)
By rewriting this inequality, we obtain the bound given in Proposition 3.3. The
following example shows the tightness of the bound. Consider an instance for which
γ = 0 and solutions ω# and ω∗ such that v∗(ω∗) = v∗(ω#), OB∗ ∪ OB# = ∅,
where OB∗ = {ob|Z∗ob > 0}, and OB# = {ob|Z#ob > 0}. Next, let w#ob = (1 +
δ)wob∀ob ∈ OB#, and let w#ob = (1− δ)wob∀ob ∈ OB∗. Then v#(ω∗) = (1− δ)v∗(ω∗)
and v#(ω#) = (1 + δ)v∗(ω#). Rewriting shows that the bound is attained with
equality.

Chapter 4
A Column Generation
Approach for Locating
Roadside Clinics in Africa
based on Effectiveness and
Equity1
4.1 Introduction
Long distance truck drivers in Sub-Saharan Africa are extremely vulnerable to HIV
and other infectious diseases (Apostolopoulos and Sönmez, 2007). The underlying
determinants seem to be loneliness, long separation from home, monotony, and stress,
which make them engage in high-risk sexual behaviors (Morris and Ferguson, 2007).
1Apart from several minor adaptations, this chapter is a direct copy of the article: J. Nunez
Ares, H. de Vries, D. Huisman. A Column Generation Approach for Locating Roadside Clinics in
Africa based on Effectiveness and Equity. Published in European Journal of Operations Research.
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This context thereby brings about huge health (and thereby social and economic)
risks to this population, and seems to fuel the spread of HIV and other infectious
diseases (Gatignon and Van Wassenhove, 2008).
Providing long distance truck drivers with continuous access to basic (HIV) pre-
vention, treatment, and care services is therefore believed to be an effective way to
combat HIV and its consequences. Traditional healthcare facilities, however, are gen-
erally incapable of delivering these services. The main reasons are that truck drivers
do not have time or permission to deviate from their routes, that these facilities can-
not be accessed by truck, and that the opening hours are inconvenient to the drivers
(Gatignon and Van Wassenhove, 2008; Ferguson and Morris, 2007).
Non-governmental organization North Star Alliance (North Star) aims to fill this
gap by placing so-called Roadside Wellness Centers (RWCs) at busy truck stops along
major truck routes in Sub-Saharan Africa. These RWCs provide basic healthcare
services, such as clinical services, HIV testing and counseling, and behavior change
communication to truck drivers and surrounding populations. North Star’s current
network consists of 35 RWCs, and will expand considerably in the next couple of
years. This is expected to bring about large health benefits to truck drivers and
surrounding populations. In the first place, by placing new RWCs at busy truck
stops, North Star makes sure that many truck drivers are provided with (at least a
basic level of) access to the most needed health services when they spend the night
there. In addition, establishing a dense network of RWCs ensures that many truck
drivers also have continuous access to the needed health services. That is, they are
sufficiently close to an RWC at every moment during their trip, which De Vries et al.
(2014a) argue to be a requirement for several health services to be effective.
Choosing the locations of a given number of new RWCs presents novel and com-
plex optimization problems. Decision makers face a huge number of possible location
decisions, and have to balance multiple objectives. De Vries et al. (2014b) propose
a mixed-integer programming (MIP) formulation for the problem to locate a given
number of new RWCs and to decide on the set of health services to be offered by
these RWCs. The objectives are to maximize the impact of the new RWCs in terms of
the patient volume served and in terms of health service effectiveness, as determined
by the extent to which the truck drivers have continuous access to these services.
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Numerical and analytical results suggest that the model potentially yields significant
improvement for the location decisions taken by North Star.
In spite of that, further improvement of the model is needed in two directions.
First, as many other non-profit organizations, North Star operates in a complex
environment that is characterized by many different objectives and stakeholders. As
North Star’s network grows larger, a third objective is gaining importance among
them: to provide equitable access to healthcare. More specifically, inequalities in
access among truck drivers using different truck routes are to be minimized, both for
ethical reasons, as inspired by the right to health (United Nations, 1946), as well as
for medical and financial reasons.
The second direction for improvement deals with the complexity of the location
problem. De Vries et al. (2014b) show that the location problem is strongly NP-
complete, and numerical experiments show that solving large problem instances be-
comes extremely difficult. Moreover, the complexity of the problem will be increased
considerably by including an equity criterion. Alternative model formulations and
solution methods are required to deal with this.
This chapter considers these two directions in the context of the problem of lo-
cating a given number of RWCs (i.e., we do not consider the decisions on the health
services to offer at the RWCs). Our contributions are fourfold. First, we introduce
and motivate the equity criterion, and propose several measures for (in)equality in
access to healthcare among mobile patient populations. Second, we propose and
analyze a novel set partitioning type of formulation for this type of facility location
problem. The strengths of this formulation are that it allows for a variety of objective
functions (e.g., maximizing patient volume, ensuring continuous access, and provid-
ing equity), and that the integrality gap is very small. Third, to deal with the expo-
nential number of variables our formulation brings about, we propose and analyze a
column generation approach to solve it. Moreover, we investigate several strategies
to speed up our algorithm, including dual stabilization, column pool management,
and accelerated pricing. The latter solves the pricing problem to near-optimality
as a sequence of shortest path problems. Last, we numerically assess the trade-off
between the equity criterion and North Star’s current criteria (patient volume and
continuous access) based on randomly generated instances. Our results suggest that
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solutions that are close to optimal with respect to each of the optimization criteria
are attainable.
Though we specifically focus on the problem to select locations for a given num-
ber of RWCs, these contributions also apply to the extension in which decisions on
the health services to offer are considered. Additionally, our contributions are also
applicable to a variety of related facility location problems that deal with moving
demand units. Examples include the positioning of refueling stations, billboards,
detection or inspection stations, convenience stores, and ambulances.
The remainder of this chapter is organized as follows. Section 4.2 gives an
overview of the relevant literature. Section 4.3 describes the problem and the opti-
mization criteria in detail. Next, we present the set partitioning type of formulation
in Section 4.4. Section 4.5 describes our basic column generation approach. After
this, we describe our acceleration techniques in Section 4.6. Section 4.7 presents
our results. This is followed by Section 4.8, which investigates the trade-off between
equity and North Star’s current objectives using a real life case study about the
North South Corridor Network. Finally, in Section 4.9 we draw some conclusions
and discuss possible directions for future research.
4.2 Literature Review
4.2.1 Equity
Equity involves the comparison of two or more populations (or individuals) along
some dimension. To account for the equity criteria in facility location decisions, one
needs to clarify the exact meaning of equity. Though literature on equity stresses
the importance of the subject, particularly in a resource allocation context, there
is no consensus on its definition (Waters, 2000). Young (1995) classifies resource
allocation rules based on three equity concepts: parity (claimants should be treated
equally), proportionality (goods should be divided in proportion to differences among
claimants), and priority (the person with the greatest claim to the good should get
it). Depending on the weights assigned to these concepts, many views on equity are
possible, ranging from a totally egalitarian perspective (inequalities are unaccept-
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able) to a Marxist perspective (inequalities should represent differences in need) to a
Rawlsian perspective (inequality is only allowed if it benefits those least advantaged)
(Williams and Cookson, 2000).
Equity measures compare effects of actions on different groups, and possibly weigh
such effects based on the characteristics of a group (e.g., needs or size). An abun-
dance of literature proposing and analyzing such measures is available. Marsh and
Schilling (1994) provide a list of 20 equity measures that have been developed in
the facility location context. Though each of these measures prefer a completely
equitable distribution over any other distribution, they differ in their valuations of
inequitable distributions. More specifically, they assign different weights to the con-
cepts of parity, proportionality, and priority. Ogryczak (2000) studies the trade-off
between effectiveness and equity corresponding to several equity metrics for loca-
tion problems. In a later paper, Ogryczak (2009) investigates how to include equity
measures while avoiding inferior solutions in terms of effectiveness (e.g. distances).
Literature reveals a wide variety of concepts and variables that are used in studies
on equity. Concepts that are being used to compare the service or utility a health
system provides to different populations include health status, distribution of re-
sources, expenditures, utilization, and access (Goddard and Smith, 2001; Culyer and
Wagstaff, 1993; Musgrove, 1986). For example, Cardoso et al. (2016) incorporate
equity of access, geographical equity, and socioeconomic equity in long-term care and
network design decisions. Griffin (2012) analyzes allocation strategies that aim at
achieving equity in health improvement among different communities. McCoy and
Lee (2014) consider equitable allocation strategies for motor cycle trips facilitating
access to healthcare in rural areas. Besides the variety in concepts and variables,
there also exist differences in the methods to include them in a model. For exam-
ple, Cardoso et al. (2016) incorporate equity by enforcing targets to be met whereas
Cardoso et al. (2015) incorporate equity measures in the objective function.
Given the amount of literature on equity, we can conclude that equity is a fre-
quently applied and highly relevant optimization criterion. Ongoing discussions on
the definition and measurement of equity have yielded in a wide variety of ways to
incorporate this concept in optimization models, some of which we will discuss in the
next section.
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4.2.2 Facility Location and Access to Healthcare
Our work focuses on allocating resources to different populations of truck drivers and
improving levels of access to health care. These are key objectives in the context of
global health problems, which typically deal with scarcities of resources, and have
therefore received much more attention from the Operations Research community.
For example, Brandeau et al. (2003) analyze the optimal allocation of epidemic con-
trol resources over multiple non-interacting populations, Deo et al. (2015) optimize
the allocation of HIV diagnosing services to different health facilities, and McCoy
and Johnson (2014) optimize the allocation of clinic capacity over time. White et al.
(2011) have written an overview of Operations Research applications in low income
countries. They show that research on relevant diseases in our context, in partic-
ular on HIV, is gaining more and more attention among the Operations Research
community.
Since access to healthcare is continuously changing for mobile populations like
truck drivers, De Vries et al. (2014b) introduced the concept of continuous access
to healthcare. Continuous access provides truck drivers with adequate access at any
point in time - which facilitates timely drug refills and prompt access in case of
complications - and enables them to obtain services that require frequent clinic visits
such as routine screening and treatment for HIV and TB. De Vries et al. (2014a) argue
that this brings significant health benefits for truck drivers. One specific mechanism
that explains the relationship between healthcare accessibility and health outcomes is
treatment adherence. Especially for infectious diseases like TB and HIV, adherence
is critical for treatment effectiveness and for reducing transmission and it is highly
determined by accessibility (Munro et al. (2007), Mills et al. (2006)). In general,
being able to receive continuous and coordinated care over time has been shown to
lessen treatment delay and to stimulate treatment adherence, and thereby to decrease
disease progression, disease transmission, and drug resistance (see e.g. Starfield et al.,
2005).
Papers on healthcare facility location problems have been reviewed by Rahman
and Smith (2000) and Daskin and Dean (2004). They show that these problems
are typically solved by minimizing a function of the distances between facilities and
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patients. For example, Smith et al. (2009) model the problem as a p-median problem,
minimizing the (weighted) average distance to the nearest facility. Tanser (2006)
and Verter and Lapierre (2002) go one step further by basing location decisions on
an explicit model for the relationship between distance and healthcare utilization.
The healthcare facility location models proposed or reviewed in these papers have
one element in comon: they assume patients to be static. Since truck drivers are
continuously changing position, these models are inapplicable in our context. The
branch of mobile facility location problems does bear a close resemblance to our
context. Similar to the problem to locate roadside clinics, these problems implicitly
deal with determining the time intervals at which demand units can obtain certain
health services (see e.g. Doerner et al., 2007).
Our problem can be classified as a network location problem. More specifically,
it belongs to the class of flow interception problems, since locations of new facilities
are optimized with respect to a flow of demand units. A flow of demand units in our
work corresponds to a collection of truck drivers traveling the same route. Since such
flow is not simply provided with sufficient access when only one RWC is placed along
the corresponding route, we can further classify our problem as a multi-coverage flow
interception problem.
Next to the highly related Roadside Healthcare Facility Location Problem intro-
duced by De Vries et al. (2014b)(see Section 4.1), there are, as far as we know, only
two other problems in the multi-coverage problems field, namely the billboard loca-
tion problem (Averbakh and Berman, 1996) and the flow refueling location problem
(Kuby and Lim, 2005). Our problem differs from the former because our degree of
coverage is determined by the driving times between facilities rather than the number
of facilities. Our problem differs from the latter in that the flows are covered to some
extent in our problem, while in the refueling location problem they are either covered
or not covered.
4.3 Problem Description
Before we describe our problem in detail, let us introduce some notations. Let KP
denote the set of potential RWC locations – potential locations for new RWCs – and
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let KC denote the set of current RWC locations – locations corresponding to the
current RWCs. The union of these sets KC ∪ KP is the set of RWC locations K.
Furthermore, let binary variable xk indicate whether or not an RWC is available at a
given RWC location k ∈ KP . We consider the problem to select locations for p new
RWCs from the set KP , and measure the quality of a solution with respect to the
patient volume criterion, the continuous access criterion, and the equity criterion by
variables ZPV , ZCA, and ZEQ, respectively. Finally, wPV , wCA, and wEQ represent
the relative importance of the three criteria. Then our objective function is defined
as:
max wPV ZPV + wCAZCA + wEQZEQ (4.1)
The definitions of ZPV , ZCA, and ZEQ use the following notations. Parameter
dk denotes the expected daily number of patients entering an RWC at location k.
The set of long distance truck routes using the road network is denoted by Q and
indexed by q. We measure the level of access along truck route q by means of the
variable cq ∈ [0, 1], which we refer to as the coverage score of route q. Additionally,
we relate to route q an ordered set of RWC locations Kq ⊆ K, where elements
Kq(1),Kq(2), ... represent the 1st, 2nd, ... RWC location passed when traveling the
route. Similarly, KPq and KCq denote the ordered sets of potential and current
RWC locations, respectively. Given location decisions x = {xk}, Kxq represents the
ordered set of RWC locations along route q for which xk = 1. Finally, the number of
truck drivers traveling route q is represented by fq.
De Vries et al. (2014b) propose definitions of ZPV and ZCA based on interviews
with North Star’s CEO and staff. The next sections briefly describe these definitions
and the rationale behind them, and introduce and motivate the equity criterion and
corresponding measures.
4.3.1 Patient Volume
The patient volume criterion refers to the objective of serving as many truck drivers
as possible. The rationale behind this objective is that the more truck drivers can be
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provided with at least a basic level of access to the needed health services, the better
it is. Namely, such basic level of access suffices to provide these truck drivers with
many important “single shot” services such as HIV testing and counseling, behavioral
change communication, and condom distribution.
Given location decisions x, we measure patient volume ZPV as the expected total
daily number of patients entering an RWC:
ZPV =
∑
k∈KP
dkxk (4.2)
The patient volume objective provides an incentive to place RWCs at busy truck
stops, as many truck drivers can be reached there.
4.3.2 Continuous Access
Whereas providing truck drivers with a basic level of access suffices to effectively pro-
vide some health services, providing continuous access is beneficial or even required
for effectively providing other health services, as argued in Section 4.2.2. Variable
cq, the coverage score of truck drivers traveling route q, indicates to what extent the
level of access to healthcare provided along this route is “sufficient” or “effective”,
and ranges from 0 (insufficiently covered) to 1 (sufficiently covered). Given location
decisions x, we measure the total level of continuous access provided as the sum of
the coverage scores of all truck drivers in the network, and refer to this measure as
the continuous access score:
ZCA =
∑
q∈Q
fqcq (4.3)
Before we formally define cq, we make the following assumption:
Assumption 4.1. RWC equivalents are accessible at the origin and destination of
each truck route.
106
A Column Generation Approach for Locating Roadside Clinics in Africa based on
Effectiveness and Equity
An RWC equivalent refers to other healthcare facilities that also contribute to con-
tinuity of access along a truck route. As many truck route origins and destinations
correspond to large cities, this assumption holds in most cases. We regard these facil-
ities as RWCs in our model, implying that Kxq (1) and Kxq (m) correspond to current
RWC locations at the origin and destination of route q, respectively (here,m = |Kxq |).
Based on this assumption, we can split up the truck route in m − 1 sub-routes be-
tween two adjacent RWCs along the route:
(
Kxq (j),Kxq (j + 1)
)
, j ∈ {1, 2, ...,m− 1},
corresponding to a travel time of t(Kxq (j),Kxq (j+1)) time units.
Now consider a given moment during the trip of a truck driver along route q. We
define him to be “safe” if the travel time to the next RWC along his route (i.e., his
access time) is at most a given critical time-limit τ , and measure cq as a piece-wise
linear function g(·) of the fraction of time he is “safe” during his trip:
cq = g
∑m−1j=1 min{t(Kxq (j),Kxq (j+1)), τ}
Tq
 (4.4)
Here, Tq denotes the total travel time for route q and the numerator represents
the total time a truck driver traveling route q is safe. Figure 4.1 shows an example
of the function g(·) with three different sections. For later use, we denote the two
breakpoints of the function by µ1 and µ2, respectively, and represent the three seg-
ments of by σ1 = [0, µ1], σ2 = [µ1, µ2], and σ3 = [µ2, 1]. In this example, if the truck
driver is safe less than 40% of the time, he is regarded as being insufficiently covered
and his coverage score cq equals 0. If he is safe 80% or more of the time, then we
regard him as being sufficiently covered and his coverage score equals 1. Finally, his
coverage score equals eq−0.40.8−0.4 if his fraction of time safe eq is less than 80% but more
than 40%. For example, his coverage score equals 0.5 if he is safe 60% of the time.
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Fraction of time safe0 0.4 0.8
1
Insufficiently
covered
Sufficiently
covered
Coverage score
Figure 4.1: Coverage score as a piece-wise linear function of the fraction of time safe, with
µ1 = 0.4, µ2 = 0.8.
4.3.3 Equity
The equity issue arises in a natural way in our healthcare facility location problem.
Truck drivers generally drive along the same truck route for years (personal commu-
nication, North Star, 2011), so that, to a large extent, each truck route corresponds
to a unique population of truck drivers. Different location allocation decisions have
a different impact in terms of access to healthcare along these truck routes, so that
these decisions implicitly determine the (in)equality in access to healthcare among
the different populations.
As North Star’s network is growing larger, this issue is gaining more and more
importance. Whereas it can easily be defended why North Star should assign its
first RWCs to the largest populations, one faces a dilemma as soon as the number
of RWCs in the network grows. Namely, one has to decide whether to assign new
RWCs to large and relatively well-served truck populations, where the total health
impact may be largest, or to underserved populations, where the total health impact
may be smaller. Hence, the principle of providing equal access to healthcare for truck
drivers who (supposedly) have equal needs starts playing a role. Next to this ethical
reason, there also is a pragmatic reason for taking the equity criterion into account:
donors may be more willing to finance North Star’s operations in case that a large
part of the truck driver population benefits from them.
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As mentioned in Section 4.2.1, equity measures compare effects of actions on
different groups. In our context, the different groups are the truck driver populations
corresponding to the different routes, the actions refer to location decisions, and
the effects refer to coverage scores. Some of the most common equity measures
(see Ogryczak, 2000; Marsh and Schilling, 1994) are the sum of absolute deviations
(SAD), the mean absolute deviation (MAD), the minimum effect (ME), and the Gini
coefficient (GC):
ZSADEQ =
∑
q1,q2∈Q|q2>q1
|cq1 − cq2 |fq1fq2 (4.5)
ZMADEQ =
∑
q∈Q
|cq − c¯|fq (4.6)
ZMEEQ = min
q∈Q
cq (4.7)
ZGCEQ =
∑
q1,q2∈Q|q2>q1 |cq1 − cq2 |fq1fq2
2
∑
q∈Q cqfq
(4.8)
Here, c¯ =
∑
q∈Q cqfq∑
q∈Q fq
. Measure ZMEEQ only considers the population that is least
well-off, and thereby neglects inequalities among the other populations. The Gini
coefficient ZGCEQ , which is a normalized variant of measure ZSADEQ , in contrast, does
consider the inequalities among all populations. However, this measure has the dis-
advantage to be highly non-linear, which makes the resulting optimization problem
extremely complex. MeasureZMADEQ minimizes the sum of the absolute deviations
from the mean, but neglects how these absolute deviations are distributed over the
routes. This can lead to inferior solutions, as we show in the example presented be-
low. Measure ZSADEQ does indicate the spread of the outcomes (Ogryczak, 2009), and
thereby avoids this. Hence, among the four proposed measures, we deem ZSADEQ , a
frequently used measure in facility location problems (Ogryczak, 2009, 2000; Marsh
and Schilling, 1994), to be most suitable in our context.
Example 4.1. Figure 4.1 and Table 4.2 describe a small network with 3 truck
routes and 3 potential RWC locations (locations 2, 3, and 6). We evaluate the effects
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of adding one RWC to the network in terms of equity, as quantified by the four
proposed equity measures. To calculate the coverage scores resulting from a location
choice, we make use of the piece-wise linear function presented in Figure 4.1 (i.e.,
µ1 = 0.4 and µ2 = 0.8). Furthermore, we assume the critical time limit to be 60
hours and the truck volumes to be equal to 1. Intuitively, it is clear that the most
equitable location choice would be to assign the RWC to location 2, as then both
route 1 and route 2, which have equal access to healthcare in the initial situation,
benefit from it. We will however show that measures ZMEEQ and ZMADEQ regard all
location choices to be equally attractive.
Figure 4.2: Example network.
RWC Travel
Route locations times
1 1, 2, 3, 4 10, 50, 40
2 5, 2, 6, 7 10, 20, 70
3 1 ,8 200
Table 4.1: Route characteristics.
Table 4.2 describes the effects of the different location choices on the levels of
access, as measured by the fraction of time safe, the corresponding coverage scores,
and the resulting equity scores. Let us first illustrate the calculation of the cover-
age scores. When locating the RWC at location 3, then for route 1 there are two
sub-routes between two adjacent RWCs: sub-route (1, 3) and sub-route (3, 4) with
travel times 60 hours and 40 hours, respectively. In this situation, truck drivers
traveling this route can reach a clinic within the critical time limit of 60 hours at
each point of time during their trip. Hence, their fraction of time safe, calculated
as (min{60, 60}+ min{40, 60}) /100, equals 1. Using the piece-wise linear function
depicted in Figure 4.1, this translates into a coverage score of 1. For route 2, there
is only one sub-route between adjacent RWCs: (5, 7) with travel time 100 hours.
Hence, the fraction of time safe, calculated as min{100, 60}/100, equals 0.6, which
corresponds to a coverage score of (0.6− 0.4) / (0.8− 0.4) = 0.5.
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RWC at Fract. safe Coverage score ZSADEQ ZMADEQ ZMEEQ ZGCEQ
2 0.7/0.7/0.3 0.75/0.75/0 1.5 1 0 0.5
3 1/0.6/0.3 1/0.5/0 2 1 0 0.67
6 0.6/0.9/0.3 0.5/1/0 2 1 0 0.67
Table 4.2: Quality of location decisions in terms of equity, as measured by the four
proposed equity measures.
Since none of the location choices improves the coverage score for the route that
is least well-off (route 3), measure ZMEEQ yields no preference on where to locate the
new RWC. The same holds for ZMADEQ , which is due to the fact that this measure
only considers the sum of the absolute deviations from the mean effect c¯ = 0.5,
and disregards how these deviations are distributed over the different routes. One
implication is that this score thereby provides no incentive to minimize the gaps
among high coverage scores (i.e., above or equal to the average) and among low
coverage scores (i.e., below or equal to the average), so that deviations 0.25 and 0.25
for respectively routes 1 and 2 are regarded as being equivalent to deviations 0.5
and 0. Measures ZSADEQ and ZGCEQ avoid this by considering the entire distribution of
the coverage scores. These measures provide an incentive to minimize the spread of
these variables and thereby to avoid extreme values.
For the remainder of the chapter, we measure equity as ZSADEQ and henceforth
refer to this measure as the equity score ZEQ. Note though that with some minor
adaptations, the models and solution methods presented next can also be applied
when equity is measured by ZMADEQ or ZMEEQ .
4.4 Set Partitioning Type Formulation
De Vries et al. (2014b) propose a MIP formulation for the location problem defined
in Section 4.3. This formulation uses binary variables xk to indicate whether or not
an RWC is placed at potential location k and iklq to identify pairs of RWCs (k, l)
that are adjacent along route q. The latter variables are used to calculate the travel
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time gaps between facilities along the route (which yield the coverage scores cq). We
describe this formulation in Appendix 4.A and refer to it as the direct formulation.
This section proposes an alternative, set partitioning type of problem formulation,
which we refer to as the set partitioning formulation. In contrast with the direct
formulation, this formulation uses binary variables to indicate whether or not to
establish a configuration of RWCs along a given route. A configuration of RWCs
defines for each RWC location along a path whether or not an RWC is located
there, as illustrated in Figure 4.3. The main advantage of introducing these decision
variables is that this allows us to pre-calculate the coverage scores cq, in contrast
with the direct formulation, which defines cq as a variable.
Figure 4.3: Four possible configurations of RWCs along truck route 1.
Next, we summarize the notations used in the set partitioning formulation:
Sets
KP : set of potential locations
Q: set of routes
Nq: set of possible configurations of RWCs along route q
Nkq : subset of configurations of RWCs along route q with an RWC located
at potential RWC location k
Decision variables
ynq : binary variable to indicate whether or not configuration n ∈ Nq is
chosen for route q
xk: binary variable to indicate whether or not to locate an RWC at po-
tential location k
∆+q1q2 ,∆
−
q1q2 : continuous variables used to model the absolute difference
between the coverage scores of routes q1 and q2.
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Parameters
{wPV , wCA, wEQ}: weights of the objective function terms
dk: expected daily number of patients entering an RWC at potential lo-
cation k
fq: the number of truck drivers traveling route q
cnq : coverage score of route q given that configuration n ∈ Nq is realized,
as calculated by (4.4)
Using these notations, the location problem defined in Section 4.3 can be formu-
lated as the following MIP model:
max wPV
∑
k∈KP
dkxk + wCA
∑
q∈Q
∑
n∈Nq
fqc
n
q y
n
q
−wEQ
∑
q1∈Q
∑
q2∈Q
q2>q1
(
∆+q1q2 + ∆
−
q1q2
)
fq1fq2 (4.9)
s.t.
∑
n∈Nq
ynq = 1 q ∈ Q (4.10)∑
k∈KP
xk = p (4.11)
xk −
∑
n∈Nkq
ynq = 0 k ∈ KP, q ∈ Q (4.12)
∑
n∈Nq1
cnq1y
n
q1 −
∑
n∈Nq2
cnq2y
n
q2 = ∆
+
q1q2 −∆−q1q2 q1, q2 ∈ Q, q2 > q1 (4.13)
xk, y
n
q ∈ {0, 1} k ∈ KP, q ∈ Q,n ∈ Nq (4.14)
∆+q1q2 ,∆
−
q1q2 ≥ 0 q1, q2 ∈ Q, q2 > q1 (4.15)
Here, ∆+q1q2 = max{cq1−cq2 , 0} and ∆+q1q2 = max{−(cq1−cq2), 0}, so that |cq1−cq2 | =
∆+q1q2 + ∆
−
q1q2 . The objective function (4.9) maximizes a weighted sum of the pa-
tient volume, the continuous access score and the equity score. Constraints (4.10)
ensure that for each route q ∈ Q only one configuration n ∈ Nq is chosen. Next,
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Constraint (4.11) ensures that the total number of newly placed RWCs is equal to
p. The variables xk and ynq are linked by Constraints (4.12), enforcing the choice of
a configuration n ∈ Nkq if and only if xk equals 1. Constraints (4.13) determine the
value of ∆+q1q2 and ∆
−
q1q2 . Finally, Constraints (4.14) define y
n
q and xk as binary vari-
ables, and Constraints (4.15) define ∆+q1q2 ,∆
−
q1q2 as non-negative variables. Note that
this model is closely connected to the set partitioning problem, as Constraints (4.10)
represent set partitioning constraints, and as we could express the model in terms of
the “partitioning variables” ynq only (by substituting the variables xk).
4.5 Column Generation Approach
Column generation has been proven to be a suitable technique for solving integer
linear programming problems (ILPs) that involve a large number of variables. Instead
of directly solving the linear programming relaxation of an ILP, called the Master
Problem (MP), the method starts with a small subset of variables and solves the
LP relaxation using this restricted variable set. This reduced problem is called the
Restricted Master Problem (RMP). Using the resulting dual variables as an input,
the method identifies excluded variables that may improve the solution value, and
adds them to the set of included variables. The problem to find these variables is
called the Pricing Problem. This process repeats till optimality is proven. Detailed
information about column generation techniques can be found in Desaulniers et al.
(2005) and Lübbecke (2010).
As our set partitioning formulation induces an exponential number of variables,
we set out to develop a column generation approach to solve its LP relaxation. As
we will show in Section 4.7, the set partitioning formulation has a very tight LP
relaxation. Therefore, instead of embedding our column generation approach in a
computationally expensive Branch-and-Bound scheme, we propose a heuristic that
directly constructs a feasible integer solution from the LP relaxation solution. This
section presents our basic solution approach, which solves the pricing problem ex-
actly using a MIP formulation. Section 4.6 proposes several acceleration techniques,
including an alternative method for solving the pricing problem.
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4.5.1 Restricted Master Problem
The RMP is obtained by relaxing the variables xk and ynq from the set partition-
ing formulation (i.e., by defining them as continuous variables instead of discrete
variables) and by including only a subset of all variables ynq . We denote the subset
of configurations n for route q for which the variable ynq is included in the RMP by
N∗q . Furthermore, we represent the dual variables associated with Constraints (4.10),
(4.11), (4.12), and (4.13) by αq, β, γkq, and δq1q2 , respectively.
4.5.2 Pricing Problem
Generating a column for the RMP corresponds to finding a configuration n ∈ Nq \N∗q
for some route q for which the so-called reduced costs of variable ynq is positive. Let
parameter ankq indicate whether or not configuration n for route q has an RWC located
at potential RWC location k. Then the reduced costs of the corresponding variable
ynq are calculated as:
rqn = −αq +
∑
k∈KPq
ankqγkq − cnq ρq (4.16)
Here, ρq =
∑
u<q δuq −
∑
u>q δqu − wCAfq. Note that the reduced costs for ynq
are independent of the characteristics of other routes, and hence that the pricing
problem can be separated per route q:
max
n∈Nq
−αq +
∑
k∈KPq
ankqγkq − cnq ρq (4.17)
This problem can be regarded as an instance of the Roadside Healthcare Facility
Location Problem with |Q| = 1, and hence can be solved using the MIP formulation
presented in De Vries et al. (2014b). We describe the MIP formulation of (4.17) in
Appendix 4.B.
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4.5.3 Initialization and Termination Criterion
We start the column generation approach with a small subset of variables ynq for
route q: the ones corresponding to configurations without new RWCs, configurations
with one new RWC and configurations with an RWC at each potential RWC location
along the route.
Solving the pricing problem for route q to optimality, we obtain one configuration
n∗q having reduced costs r∗q = r
q
n∗q
. Because ynq ≤ 1, LP duality implies:
zRMP ≤ z∗MP ≤ zRMP +
∑
q∈Q
r∗q = UB
Here, z∗MP , zRMP , and UB denote the optimal solution value of the Master
Problem, the optimal solution value of the RMP, and an upper bound on the optimal
solution value of our location problem, respectively. The last equality follows from
the observation that the MP is a relaxation of the location problem. Our column
generation algorithm stops when UB−zRMPzRMP < , where  is a fixed threshold.
4.5.4 Obtaining Integer Solutions
In each iteration (i.e., each time we solve the RMP), we use refined search to build a
feasible solution from the fractional RMP solution. We first select the p+s potential
RWC locations with the largest value for xk, where s denotes some strictly positive
integer. Afterwards, we perform a refined search, identifying p out of the p + s
locations that yield a high solution value. Specifically, we first choose the p − s
locations with the largest value for xk. Next, we complement these by s out of the 2s
remaining locations, evaluating each of the
(2s
s
)
possibilities. If the resulting solution
has a higher solution value then the best known integer solution, we replace the best
solution by the current solution.
Our numerical experiments show that such heuristic solution often has a higher
solution value than the corresponding solution of the RMP. We therefore add the
variables corresponding to the configurations that produce a heuristic solution to the
variable set of the RMP.
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4.6 Acceleration Strategies
Column generation solution approaches often converge slowly towards the optimum.
Causes include a large number of iterations needed to reach convergence, and large
solution times for the pricing problem and/or the restricted master problem. This
section proposes five acceleration strategies tackling these causes: accelerated pricing,
adding multiple columns, column pool management, dual stabilization, and a 2-stage
approach.
4.6.1 Accelerated Pricing
Solving the pricing problem using the MIP model is computationally expensive. In-
stead of directly solving the pricing problem to optimality, the method presented
next tries to quickly identify an attractive (note, not necessarily optimal) variable
using a sequence of shortest path problems, and only uses the MIP model if no at-
tractive column is identified. Next, we introduce some theoretical results inspiring
this approach.
Let enq represent the fraction of time a truck driver traveling route q is “safe”
when choosing configuration n (see Section 4.3.2). Furthermore, let g1(enq ) = 0,
g2(enq ) =
enq−µ1
µ2−µ1 , and let g3(e
n
q ) = 1, i.e. these functions are the extrapolations of
the three function segments of g(·). Next, consider the set of configurations n for
which enq lies in a given segment σi: Nqi. We relate to this set the acyclic graph Gqi
depicted in Figure 4.4. This graph has one node for each RWC location along route
q, including origin node O := KCq(1) and destination node D := KCq(m). Let φn
denote the O−D path visiting the nodes corresponding to the RWCs in configuration
n. In Appendix 4.C, we prove the following result:
Proposition 4.1. There exist arc weights for graph Gqi such that for each n ∈ Nqi
holds that the length of the corresponding O −D path l (φn) equals −rnq
Proof. See Appendix 4.C
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Figure 4.4: Directed graph Gqi for route q. Each node corresponds to an RWC location. The
nodes visited in a path φn fromKCq(1) toKCq(m) correspond to the RWCs located in configuration
n.
A direct implication of Proposition 4.1 is that configurations n ∈ Nqi for which rnq
is larger correspond to shorter paths in the acyclic graph. This inspires the following
solution approach for the pricing problem corresponding to route q (see Algorithm 1).
We construct the acyclic graph corresponding to segment σ1 and solve the shortest
path problem for this graph using the Bellman-Ford algorithm. Next, we calculate
rnˆq for the configuration nˆ corresponding to the shortest path. If rnˆq > 0, we mark
variable ynˆq as an attractive variable. We repeat this procedure for segment σ2, and
add the attractive variable having the largest reduced costs to the set of variables
included in the RMP. (The proof of Proposition 4.1 implies that the configurations
obtained for segments σ1 and σ3 are the same, so that we do not need to repeat the
procedure for σ3).
Note that this first part of our solution approach is not exact. Since the graph
corresponding to segment σi misrepresents the reduced costs corresponding to con-
figurations n 6∈ Nqi, the configuration found may not be the one with the largest
reduced costs. In some cases, however, we can use the configurations obtained to
prove that no configuration with positive reduced costs exists. For example, let the
configurations found for the graphs Gq1 and Gq2 be represented by n1 and n2, re-
spectively. Suppose that en1q ∈ σ3 and en2q ∈ σ2, that 0 ≥ rn2q ≥ rn1q , and that ρq > 0.
118
A Column Generation Approach for Locating Roadside Clinics in Africa based on
Effectiveness and Equity
By optimality of n2 know that for each of the configurations n for which enq ∈ σ2
holds that rnq ≤ rn2q . Furthermore, because ρq > 0, we know that for each of the con-
figurations n for which enq ∈ σ1 ∪σ3 holds that rnq ≤ rn1q ≤ rn2q (see Equation (4.16)),
showing that for each n holds that rnq ≤ rn2q ≤ 0.
In case that we cannot prove that a column with positive reduced costs does not
exist, we set out to find one using a refined search. Specifically, we propose to solve
the pricing problem |KPq| times. In each time, we adapt the graphs Gqi such that
they enforce locating an RWC at a specific potential RWC location k ∈ KPq and
optimize the other location decisions using the Bellman-Ford algorithm. Next, we
add the attractive variable having the largest reduced costs to the set of variables
included in the RMP. If also the refined search fails to identify an attractive variable,
we solve the pricing problem using the MIP model presented in Appendix 4.B.
Algorithm 1 Pricing algorithm for route q.
Require:
route q and dual variables αq, β, γkq, and δq1q2
Ensure:
variable with positive reduced cost or certificate that no such variable exists
1: construct graphs Gq1 and Gq2
2: obtain configuration(s) using the Bellman-Ford algorithm
3: if reduced costs of at least one of the corresponding variables are positive then
4: return the variable with the largest reduced costs
5: else if certificate that no such variable exists then
6: stop
7: else apply refined search
8: if variable with positive reduced cost found then
9: return the variable with the largest reduced costs
10: else
11: solve pricing problem as a MIP
12: return a variable with positive reduced costs or a certificate that no such
variable exists
13: end if
14: end if
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Note that we apply this solution method to each route q, yielding up to |Q|
variables to be included in the RMP per iteration.
4.6.2 Adding Multiple Columns
The algorithm presented in the previous subsection adds in each iteration at most
one variable per route to the set of variables included in the RMP. Adding multiple
attractive variables per iteration is a common acceleration technique. The ideas un-
derlying it are that any variable with positive reduced costs is attractive for entering
the RMP, that it is often easy to find multiple attractive variables, and that adding
multiple variables tends to significantly decrease the number of iterations required
to solve the RMP. We propose to adapt steps 3 - 7 of Algorithm 1 as follows: we
start with obtaining the optimal configuration(s) corresponding to the two generated
graphs and perform the refined search algorithm. All variables with positive reduced
costs found are then added to the variable set of the RMP.
4.6.3 Column Pool Management
We save each column generated in our the column generation approach in a column
pool. Before each iteration, we determine for each column in the pool whether or not
to include it in the RMP. The aim is to balance the purpose to maximize the objective
value of the RMP (by including as many attractive columns as possible) and on the
other hand the aim to minimize the solution time for the RMP (by minimizing the
number of columns included). Specifically, we include a column if at least one of the
following conditions holds: (1) it was generated in the initialization, (2) it resulted
from the previous call to the pricing problem, (3) it has been part of the basis at
least once in the last κ iterations, where κ denotes some strictly positive integer (4)
it has reduced costs greater than a given percentage of the best reduced cost among
all columns available for that path, (5) it is part of an integer solution found that
has an objective value greater than the corresponding RMP relaxation.
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4.6.4 Dual Stabilization
Column generation is often characterized by large oscillations in the dual variables
from iteration to iteration. This leads to slow convergence and often to degeneracy.
Several techniques have appeared that stabilize the dual variables and thereby accel-
erate the convergence (see Desaulniers et al., 2005). We propose to call the pricing
problem twice per iteration. The first call provides the dual solution obtained in the
current iteration, pi∗, as an input. The second call provides piST = λpˆi + (1 − λ)pi∗
as an input, as suggested by Pessoa et al. (2010). Here, pˆi represents the best known
dual solution (i.e., the dual that produces the smallest upper bound) and λ denotes
some constant between 0 and 1.
4.6.5 2-Stage Approach
The time required to solve the RMP is relatively large. This seems to be caused by
the large number of variables and constraints needed to calculate the equity score.
In response to that, we implement a 2-Stage column generation approach. In the 1st
stage we solve the RMP without Constraints (4.13). This corresponds to leaving the
equity score out of consideration. In the 2nd stage, we include Constraints (4.13),
and solve the full RMP with the columns generated so far.
4.7 Computational Experiments
This section numerically analyzes the column generation approach presented in Sec-
tions 4.5 and 4.6. Section 4.7.1 starts with describing the randomly generated net-
works used for this analysis. Next, we analyze the integrality gap for the direct
formulation and the set partitioning formulation in Section 4.7.2. For our baseline
case, Section 4.7.3 describes the convergence of the column generation approach and
the impact of each of the acceleration strategies. Finally, Section 4.7.4 analyzes the
computational performance of the column generation approach in detail for the en-
tire set of instances. All mathematical models are implemented in Java, using ILOG
CPLEX v12.61 to solve our LP and MIP problems, and analyzed using a computer
running Windows 8.1 with a 2.3 GHz i7-4712HQ processor and 16GB of RAM.
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4.7.1 Randomly Generated Instances
We generate clustered and non-clustered network graphs to test our algorithm. Ap-
pendix 4.D describes the methods we use to generate the graphs, routes, and demand
parameters in detail. Furthermore, Figures 4.5a and 4.5b show an example of a non-
clustered and a clustered instances with 200 potential locations and 200 routes.
(a) Non-clustered instance. (b) Clustered instance.
Figure 4.5: Examples of randomly generated instances. Black points represent current RWC
locations and white points represent potential RWC locations.
Instance Names Quantity nOD nr np
M
ed
iu
m r75p150n1, r75p150n2,... 10 15 5 150r125p150n1, r75p150n2,... 10 25 5 150
r200p100n1, r200p100n2,... 10 40 5 100
r200p200n1, r200p200n2,... 10 40 5 200
r200p200c1, r200p200c2,... 10 40 5 200
La
rg
e r320p600n1, r320p600n2,... 3 80 4 600
r500p1000n1, r500p1000n2,... 3 100 5 1000
r2400p5000n1, r2400p5000n2,... 3 300 8 5000
Table 4.3: Characteristics of the randomly generated instances.
Table 4.3 describes the characteristics of 59 randomly generated instances used
for our numerical experiments. Here, nOD denotes the number of O-D nodes in the
generated graphs, nr represents the number of routes departing from each O-D node
122
A Column Generation Approach for Locating Roadside Clinics in Africa based on
Effectiveness and Equity
(hence, the total number of routes equals nr · nOD), and np denotes the number
of potential RWC locations in the generated instance. An instance named rXpYnZ
resp. rXpYcZ is the Zth instance in the set of non-clustered resp. clustered in-
stances having X routes and Y potential locations. Furthermore, we refer to instance
r200p200n1 as our baseline case. Finally, we use the following parameter values in
our experiments: p = 20, µ1 = 0.4, µ2 = 0.8, τ = 100, wPV = 10, wCA = 1.5 and
wEQ = 10−4. The values of the latter three parameters were chosen so as to reflect
the trade-offs decision makers face in practice. The instances can be accessed at
http://people.few.eur.nl/hdevries.
4.7.2 Integrality Gap
Figure 4.6 shows boxplots of the integrality gap (i.e., the gap between the optimal
solution value and the optimal solution value of the LP relaxation) for the direct
formulation and the set partitioning formulations, based on the 50 medium instances
(large instances were excluded, as many could not be solved to optimality). We ob-
serve that the integrality gap for the direct formulation is much larger: it generally
ranges between 20% and 40% whereas the gap for the set partitioning formulation is
generally smaller than 1%. Furthermore, solving the LP relaxation of the direct for-
mulation results in an integer (i.e., an optimal) solution for 20% of the non-clustered
instances, highlighting the strength of the formulation.
4.7 Computational Experiments 123
0
10
20
30
40
50
60
In
te
gr
al
ity
 g
ap
 (%
)
(a) Direct formulation.
0
1
2
3
4
5
In
te
gr
al
ity
 g
ap
 (%
)
(b) Set part. formulation.
Figure 4.6: Integrality Gap.
4.7.3 Effect of Acceleration Strategies
Figure 4.7 shows the convergence of the basic column generation approach for our
baseline case r200p200n1. It confirms the slow convergence behavior that has moti-
vated several of our acceleration techniques. The effects of these techniques in terms
of the optimality gap reached after 500 seconds (note, we know the optimal solution
by solving the location problem exactly), the time/number of iterations needed to
reach convergence, the time/number of iterations needed to find the final solution
(i.e., the best solution found), and the total number of columns generated/included in
the last iteration are described for the baseline case in Table 4.4. This table provides
these statistics for the following solution approaches: (1) the basic approach (BA), as
presented in Section 4.5, (2) approach 1 + accelerated pricing (AP), (3) approach 2
+ adding multiple columns (MC), (4) approach 3 + column pool management (CM),
(5) approach 4 + dual stabilization (DS), and (6) approach 5 + 2-Stage approach
(2S).
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Figure 4.7: Convergence of the basic column generation approach for instance r200p200n1.
Solution approach 1 2 3 4 5 6
Opt. gap after 500 sec. (%) 2.314 0.759 1.130 0.000 0.684 0.000
Time final solution (sec.) 3026 6368 1410 495 946 375
Time convergence (sec.) >7200 >7200 1410 1387 946 393
Iterations to final solution 57 120 28 10 22 23
Iterations to convergence >130 >133 28 35 22 24
Columns last iteration 7573 5764 14432 13232 12616 9073
Total columns generated 7573 5764 14432 16706 18458 10031
Table 4.4: Impact of acceleration strategies for instance r200p200n1. Solution approaches: 1 =
BA, 2 = 1 + AP, 3 = 2 + MC, 4 = 3 + CM, 5 = 4 + DS, and 6 = 5 + 2S.
Though each approach identified the optimal solution, the table shows that the
acceleration techniques jointly result in a vast improvement in the computational per-
formance of the column generation algorithm. Particularly adding multiple columns,
column pool management, and the 2-stage approach have a large impact. This seems
to be explained by the fact that MC greatly reduces the number of iterations and that
CM and 2S significantly reduce the time required to solve the RMP (which accounts
for approximately 99% of the solution time).
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Figure 4.8 provides a more detailed view on the performance of the acceleration
techniques, showing the development of the solution value for solution approaches 1,
4, and 6 (for sake of clarity we excluded the others from the figure). It shows that the
approach including all acceleration techniques obtains near-optimal solutions within
a couple of seconds.
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Figure 4.8: Development of the solution value over time for solution approaches 1 (BA), 4 (BA
+ AP + MC + CM), and 6 (BA + AP + MC + CM + DS + 2S), measured as a fraction of the
optimal solution value.
4.7.4 Overall Results
Next, we analyze the performance of the column generation approach for the full
set of instances and compare it with the performance of CPLEX 12.61 on the direct
formulation. The specific column generation approach we consider here includes each
of the acceleration strategies, and will be referred to as the 2-stage approach from
now on. Furthermore, we use a computation time of 1 hour as a stopping criterion.
Table 4.5 describes the performance of the two approaches for the 50 medium
instances. Columns tCONV and tSOL contain the average time to convergence and
the average time to finding the final solution (i.e., the best solution found) for both
approaches and column# Converged shows the number of instances for which conver-
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gence was reached within 1 hour of computation time. They show that average solu-
tion times for both approaches are comparable and that the approach using CPLEX
on the direct formulation seems to outperform the 2-stage approach in terms of time
to convergence and in terms of the number of times convergence was reached within
the time limit. The 2-stage approach obtains the optimal solution in 34 of the 50 in-
stances (all of them were non-clustered instances), and yields a negligible optimality
gap for the others. Columns tRMP and tPP , providing the average time this approach
spends on the RMP and the pricing problem, highlight the efficiency of our approach
for solving the pricing problem and stress the importance to decrease computation
times for the RMP. Finally, we note that the performance of both approaches is worse
for the clustered instances. The reason is that the clustering induces several routes
that pass many potential RWC locations. As the number of variables and constraints
in the direct formulation and the number of variables in the set partitioning formu-
lation increases steeply with the number of potential facility locations along a path
(see Table 4.6), this substantially increases their complexity.
Avg. opt. gap # Converged Avg. computation time
DF 2S DF 2S DF 2S
tSOL tCONV tSOL tCONV tRMP tPP
r75p150n 0.00% 0.01% 10 10 3.28 4.75 5.61 12.05 3.32 0.30
r125p150n 0.00% 0.03% 10 10 44.38 88.84 19.75 143.52 73.70 5.09
r200p100n 0.00% 0.03% 10 10 30.11 57.49 40.45 60.28 32.29 0.53
r200p200n 0.00% 0.00% 10 9 133.84 230.05 169.2 1056.68 890.1 7.05
r200p200c 0.24% 0.87% 8 6 903.12 1468.53 1128.57 2396.76 2029.11 6.19
Table 4.5: Performance of CPLEX 12.61 on the direct formulation (DF) and the column genera-
tion approach including each of the acceleration strategies (2S) on the 50 medium problem instances.
Table 4.6 describes some more details about the 2-stage solution approach, includ-
ing the average number of iterations till convergence, the average number of columns
included in the last iteration, the average total number of columns generated dur-
ing the execution of the algorithm, and the average total number of columns in the
instances (i.e., included in the master problem). The huge number of columns cor-
responding to the larger instances show that a column generation solution approach
is crucial for the set partitioning formulation.
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#Iterations #ColumnsLast Iteration Generated Total
r75p150n 32 4,224 4,950 345,623
r125p150n 60 9,704 16,871 976,515
r200p100n 23 3,035 3,158 19,237
r200p200n 58 14,677 32,164 2,476,941
r200p200c 85 20,265 61,396 423,362,894
Table 4.6: Average numbers of iterations performed and columns generated by the 2-stage
approach on the 50 medium problem instances.
The computational benefits of the 2-stage approach become particularly visible
when large problem instances are considered. Though both formulations did not
converge after the time limit of 1 hour, Table 4.7 shows that the value of the best
solution obtained by the 2-stage approach is on average much higher. For the set of
largest instances, CPLEX even fails to produce an integer solution within the time
limit.
Instance Obj. value DifferenceDF 2S
r320p600n1 16888.75 17001.31 112.57
r320p600n2 24863.54 24704.83 -158.70
r320p600n3 23539.43 22933.96 -605.48
r500p1000n1 13397.37 14759.82 1362.45
r500p1000n2 7977.70 8594.52 616.81
r500p1000n3 -6661.87 15562.55 22224.42
r2400p5000n1 - 227090.11 -
r2400p5000n2 - 222021.25 -
r2400p5000n3 - 222671.04 -
Table 4.7: Objective value obtained after 1 hour for the 9 large problem instances using ap-
proaches DF and 2S.
4.8 Sensitivity Analysis on Equity
As motivated, it is becoming more and more relevant to have insight in the trade-off
between the equity criterion and North Star’s current optimization criteria. This
section investigates this trade-off for the case study introduced by De Vries et al.
(2014b). This case considers the North South Corridor Network, a network of high-
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ways connecting the main regions of economic importance in Southern and East
Africa with the main regional ports. The case includes 53 potential RWC locations,
18 current RWC locations, and 60 long distance truck routes. Figure 4.9 depicts this
network and the locations of current RWCs in this network (note, the RWC Equiva-
lents at truck route origins and destinations are not depicted here). The case study
data can be accessed at http://people.few.eur.nl/hdevries.
Figure 4.9: Map of the North-South Corridor Network.
We solve the problem to place 5 new RWCs in this network for 1000 settings of
the weight parameters wPV , wCA, and wEQ, yielding 11 Pareto efficient solutions.
Figures 4.10a and 4.10b show their relative optimality with respect to each of the
three criteria, measured as a fraction of the highest attainable value for these criteria.
The filled dots in such figure represent solutions that are not only Pareto efficient
with respect to the three criteria, but also with respect to the two criteria considered
in the figure.
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Figure 4.10: Quality of 11 Pareto-efficient solutions with respect to two optimization criteria,
measured as a fraction of the highest attainable value for these criteria (based on 5 new facilities).
We see that considerable gains in terms of equity can be made at a marginal
cost in terms of continuous access and/or patient volume. For example, choosing the
solution corresponding to point B (equity is assigned a significant weight) in these
figures instead of the solution corresponding to point A (equity is hardly considered)
increases the equity score by 3.6 percentage points and decreases the continuous ac-
cess score by only 0.1 percentage points and the patient volume by only 0.7 percentage
points. More generally, our results suggest that it is possible to obtain solutions that
are relatively close to optimal with respect to each optimization criterion. For exam-
ple the relative optimality of the solution corresponding to point A with respect to
each of the three criteria equals at least 92%.
Figure 4.11 illustrates the impact of including the equity criterion on the actual
levels of access provided in solutions A and B by showing the distribution of the
coverage scores for the entire truck driver population we consider. Increasing the
importance of equity decreases the number of truck drivers having very low coverage
levels or high coverage levels. For example, the number of truck drivers having very
low coverage levels decreases from 370 to 0 and the number of truck drivers having
high coverage levels decreases by 21.
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Figure 4.11: Coverage scores for truck driver population in Pareto efficient solutions A (equity
is hardly considered) and B (equity is assigned a significant weight). Very low: cq ∈ [0, 0.25), low:
cq ∈ [0.25, 0.5), medium: cq ∈ [0.5, 0.75), high: cq ∈ [0.75, 1].
4.9 Conclusions and Discussion
This chapter considers the problem to locate a given number of new RWCs based
on three optimization criteria: maximize patient volume, ensure continuity of access,
and establish an equitable health system. We first propose several measures of eq-
uity of access to healthcare in the context of a mobile patient population, based on
a review of the literature available. Measures for the patient volume criterion and
the continuous access criterion are taken from previous work on this problem. The
equity criterion significantly increases the complexity of the location problem, and
existing models and solution methods will be unsuitable for solving large instances.
We therefore come up with a novel, set-partitioning type of formulation for the prob-
lem. Numerical experiments show that, in contrast with the formulation previously
introduced, the integrality gap for this formulation is very small. As this formula-
tion requires an exponential number of variables, we propose a column generation
algorithm to solve it. Additionally, we propose and analyze several state-of-the-art
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acceleration techniques, including accelerated pricing, dual stabilization and a 2-stage
approach.
Though the facility location problem is strongly NP-hard, our algorithm yields
near-optimal solutions to large problem instances within an acceptable amount of
time. Nevertheless, we see several opportunities for improvement. For example, our
approach can be transformed into an exact approach by embedding it in a Branch-
and-Price scheme. Furthermore, we use a relatively simple heuristic for generating
feasible integer solutions. More advanced (meta)heuristics, taking better advantage
of the benefits of placing multiple facilities along a route, could to be promising.
Finally, our numerical analysis of the trade-off between equity and North Star’s
current optimization criteria provides some interesting insights. Considerable gains
in terms of equity can be made at a marginal loss in terms of patient volume and/or
continuous access. Furthermore, our results suggest that solutions that are close to
optimal in terms of each of the three criteria are attainable by appropriately balancing
the weights attached to them. This provides a strong argument for incorporating the
equity criterion into future network design decisions.
Appendices
4.A Direct Formulation
The direct formulation uses the following notations in addition to those introduced
earlier in this chapter. Kkq represents the set of locations that are passed after
location k during a trip from along route q. Variable iklq, k ∈ Kq, l ∈ Kkq equals 1 if
locations k and l are adjacent RWCs along route q (i.e., RWCs are located at both
locations, and there is no RWC between them), and equals 0 otherwise. Finally, λiq
and ziq are auxiliary variables to model the piecewise linear function g(·)
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max wPV
∑
k∈K
dkxk + wCA
∑
q∈Q
fqcq
−wEQ
∑
q1∈Q
∑
q2∈Q
q2>q1
(
∆+q1q2 −∆−q1q2
)
fq1fq2 (4.18)
s.t. cq = λ3q + λ4q q ∈ Q (4.19)
λ1q0 + λ2qµ1 + λ3qµ2 + λ4q =
1
Tq
∑
k∈Kq
∑
l∈Kkq
iklq min{tkl, τ}
 q ∈ Q (4.20)
λ1q + λ2q + λ3q + λ4q = 1 q ∈ Q (4.21)
λ1q ≤ z1q q ∈ Q (4.22)
λ2q ≤ z1q + z2q q ∈ Q (4.23)
λ3q ≤ z2q + z3q q ∈ Q (4.24)
λ4q ≤ z3q q ∈ Q (4.25)
z1q + z2q + z3q = 1 q ∈ Q (4.26)
cq1 − cq2 = ∆+q1q2 −∆−q1q2 q1, q2 ∈ Q, q2 > q1 (4.27)
xk = 1 k ∈ KC (4.28)∑
k∈KP
xk = p (4.29)∑
l∈Kq
iklq = xk k ∈ Kq, q ∈ Q (4.30)∑
l∈Kq
iklq = 1 k ∈ KCq(1), q ∈ Q (4.31)∑
k∈Kq
iklq = xl l ∈ Kq, q ∈ Q (4.32)∑
k∈Kq
iklq = 1 l ∈ KCq(m), q ∈ Q (4.33)
xk ∈ {0, 1} k ∈ Kq, q ∈ Q (4.34)
∆+q1q2 ,∆
−
q1q2 ≥ 0 q1, q2 ∈ Q, q2 > q1 (4.35)
iklq ∈ [0, 1] k ∈ Kq, l ∈ Kkq, q ∈ Q (4.36)
λiq ≥ 0 i ∈ {1, 2, 3, 4}, q ∈ Q (4.37)
ziq ∈ {0, 1} i ∈ {1, 2, 3}, q ∈ Q (4.38)
The objective function (4.18) represents a weighted sum of the patient volume, the
continuous access score, and the equity score. Constraints (4.20) - (4.26) define cq
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as a piece-wise linear function of the fraction of time a truck driver traveling route q
is “safe” during his trip. This fraction is calculated by the right-hand side of (4.20).
Next, Constraints (4.27) enable the calculation of |cq1 − cq2 |. The current network
of RWCs is described in Constraint (4.28). Constraints (4.30)-(4.33) ensure that the
variables iklq attain the correct value. Finally, the decision variables are defined in
(4.34) - (4.38).
4.B MIP Formulation Pricing Problem
max −αq +
∑
k∈KPq
γkqxk − ρqcq (4.39)
s.t. cq = λ3q + λ4q (4.40)
λ1q0 + λ2qµ1 + λ3qµ2 + λ4q =
1
Tq
∑
k∈Kq
∑
l∈Kkq
iklq min{tkl, τ}
 (4.41)
λ1q + λ2q + λ3q + λ4q = 1 (4.42)
λ1q ≤ z1q (4.43)
λ2q ≤ z1q + z2q (4.44)
λ3q ≤ z2q + z3q (4.45)
λ4q ≤ z3q (4.46)
z1q + z2q + z3q = 1 (4.47)
xk = 1 k ∈ KCq (4.48)∑
l∈Kq
iklq = xk k ∈ Kq (4.49)∑
l∈Kq
iklq = 1 k ∈ KCq(1) (4.50)∑
k∈Kq
iklq = xl l ∈ Kq (4.51)∑
k∈Kq
iklq = 1 l ∈ KCq(m) (4.52)
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xk ∈ {0, 1} k ∈ Kq (4.53)
iklq ∈ [0, 1] k ∈ Kq, l ∈ Kkq (4.54)
λiq ≥ 0 i ∈ {1, 2, 3, 4} (4.55)
ziq ∈ {0, 1} i ∈ {1, 2, 3} (4.56)
See Appendix 4.A for the interpretation of this model. Solving the problem
formulated in this model yields location decisions xk, which define a configuration of
RWCs n for route q.
4.C Proof of Proposition 4.1
Let Knq denote the ordered set of RWC locations along route q for which xk = 1 in
configuration n. Our proof of Proposition 4.1 makes use of the following lemma:
Lemma 4.1. Suppose that enq lies in segment σi of the piecewise linear function g(·).
Then
cnq =
m−1∑
j=1
gi
(min{t(Knq (j),Knq (j+1)), τ}
Tq
)
(4.57)
Proof. This immediately follows from definition (4.4), and from the fact that the
linearity of gi(·) implies that the summation can be taken out of this function.
Proposition. There exist arc weights for graph Gqi such that for each n ∈ Nqi holds
that the length of the corresponding O −D path l (φn) equals −rnq .
Proof. We define the weights corresponding to the arcs in this graph as follows. First,
we add αq to all arcs departing from the Kq(1) (the current RWC location at the
origin of the route) and add −γkq to all incoming arcs for potential RWC location
k ∈ KPq. Finally, we add gi
(
min{tkl,τ}
Tq
)
ρq to each arc (k, l).
To prove our claim, let us define l (φn). Note that path φn must use an arc
departing from the node corresponding to Kq(1), so that it’s length includes the
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term αq. Furthermore, it includes the term −γkq for each visited node correspond-
ing to a potential RWC location k ∈ KPq. Finally, the length includes the term
gi
min
{
t(Knq (j),Knq (j+1)),τ
}
Tq
 ρq for each of the arcs corresponding to the pair of RWC
locations
(
Knq (j),Knq (j + 1)
)
. Hence, using Lemma 4.1 we obtain that:
l (φn) = αq −
∑
k∈KPq
ankqγkq +
m−1∑
j=1
gi
(min{t(Knq (j),Knq (j+1)), τ}
Tq
)
ρq
= αq −
∑
k∈KPq
ankqγkq + cnq ρq = −rnq
This concludes the proof.
4.D Random Network Generation
The non-clustered instances were generated as follows. First, we generate the loca-
tions of nOD O-D nodes in [0, 1000]2 according to a continuous uniform distribution.
We calculate Euclidian distances between nodes, and take the minimum spanning
tree of the full graph. Next, the full road network is obtained by adding for each
node na additional arcs, connecting it to the na closest nodes it has not yet been con-
nected to in the minimum spanning tree. We assume that each O-D node represents
a current RWC location (in accordance with Assumption 4.1), and that currently no
RWC is located elsewhere. The locations of np potential RWC locations are gener-
ated by drawing completely random positions at the full road network (hence, each
location along the full road network has equal probability of being selected). Next,
we generate for each O-D node nr truck routes that have this node as an origin,
and randomly select one of the other O-D nodes as its destination (if a generated
flow already exists, we draw a different destination). The specific routes correspond-
ing to the truck flows are obtained by applying a shortest-path algorithm. The truck
driver volume parameters fq are calculated as fq = ηOqηDq , and normalized such that∑
q∈Q fq = 100nODnr (hence, the average truck driver volume equals 100). Here,
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ηOq and ηDq denote the population at the origin and destination of flow q, respec-
tively, which are drawn from a uniform distribution on [0, 1]. Finally, we generate
the patient volume parameters as dk = dfk + dvk, where d
f
k = 10 represents the fixed
patient volume and dvk the patient volume that depends on the flow volume passing
this location, fk. The first reflects the fact that North Star only selects potential
locations at which the expected patient volume exceeds a given threshold. We draw
dvk from a Gamma distribution with shape parameter fk and scale parameter 1, and
normalize them such that
∑
k∈K d
v
k = 20|K| afterwards (hence, the average patient
volume equals 10 + 20).
To generate the clustered instances, we start with a 6 × 6 grid on [0, 1000]2.
Among the 36 cells, we randomly select n cells to be assigned a total number of nOD
O-D nodes to. Here, the number n is drawn from a discrete uniform distribution on
the set {3, 4, ..., 8}. The assignment of the O-D nodes is performed by distributing
them over the n cells first, and by assigning them a random position within their
assigned cell next (according to a continuous uniform distribution). The number of
nodes assigned to one of the n cells is drawn from a discrete uniform distribution on
the interval on {0, 1, ..., nu}, where nu represents the number of unassigned nodes.
Next, we generate a road network. In each of the cells in the grid we generate 30 road
network nodes, according to a continuous uniform distribution. Next, we generate an
initial set of road network arcs by connecting each node (including the O-D nodes) to
its closest 5 neighbors. If the graph is not yet connected afterwards, we add for each
node an arc connecting this node with the closest neighbor it was not yet connected
to. This process is repeated until the graph is connected. Next, we choose |KP |
of the road network nodes to become potential RWC locations, and transform the
graph into a graph consisting of only RWC locations (O-D nodes and potential RWC
locations) and arcs connecting them (i.e., an arc between two of these locations is
introduced if there exists a path between them such that no other RWC location
is passed). All other parameters are determined in the same way as done for the
non-clustered instances.
Chapter 5
Forecasting Human African
Trypanosomiasis Prevalences
from Population Screening
Data using Continuous Time
Models1
5.1 Introduction
Human African trypanosomiasis (HAT), also known as sleeping sickness, is a para-
sitic disease that is caused by two sub-species of the protozoa Trypanosoma brucei:
Trypanosoma brucei gambiense (gambiense HAT) and Trypanosoma brucei rhode-
siense (rhodiense HAT). The infection causing the disease is transmitted from person
1Apart from several minor adaptations, this chapter is a direct copy of the article: H. de Vries,
A.P.M. Wagelmans, E. Hasker, C. Lumbala, P. Lutumba, S.J. de Vlas, J.J. van de Klundert (2016).
Forecasting Human African Trypanosomiasis Prevalences from Population Screening Data using
Continuous Time Models. Published in PLoS Computational Biology.
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to person through the tsetse fly. It is estimated that there were 20 000 cases in the
year 2012 (WHO, 2015b) and that 70 million people from 36 Sub-Saharan countries
are at risk of HAT infection (Simarro et al., 2012; WHO, 2015a).
Our work focuses on gambiense HAT, which represents 98% of all HAT cases
WHO (2015a). Gambiense HAT, which we will refer to as “HAT” from now on,
is a slowly progressing disease and is fatal if left untreated. In the first stage of
the disease, symptoms are usually absent or non-specific (Brun et al., 2010). The
median duration of this stage is about 1.5 years (Checchi et al., 2008). By the
time patients arrive at a healthcare provider, the disease has often progressed to the
neurological phase, which causes severe health problems. In addition, this treatment
delay increases the rate of transmission, since an infected patient is a potential source
of infection for the tsetse fly (Brun et al., 2010; Fevre et al., 2006). Therefore, active
case finding and early treatment are key to the success of gambiense HAT control
(WHO, 2013; Hasker et al., 2010).
The current case finding strategy uses mobile teams that travel from village to
village to conduct exhaustive population screening (Mpanya et al., 2012; Brun et al.,
2010; Hasker et al., 2010). For example, 35 mobile teams are active in the Democratic
Republic of the Congo (DRC). Because this strategy has considerably reduced disease
prevalence in several African countries (Rock et al., 2015; Fevre et al., 2006; Moore
and Richer, 2001; Paquet et al., 1994), the disease is no longer perceived as a major
threat. Consequently, donors are now scaling down their financial commitments
(Hasker et al., 2010). This, however, poses a serious risk to the control of HAT.
The disease tends to re-emerge when screening activities are scaled down, bringing
about the risk of a serious outbreak, as shown by an epidemic in the 1990s (Brun
et al., 2010; Moore and Richer, 2001; Van Nieuwenhove et al., 2001). For example,
the number of cases in 1998 is estimated to have exceeded 300 000 (WHO, 2015a).
In order to minimize the risk of re-emergence when resources are scaled down,
and in order to eliminate and eradicate the disease, maximizing the effectiveness of
the control programs is crucial. Mpanya et al. (2012) suggest that the effectiveness of
population screening is determined by (among others) the management and planning
of the mobile teams. Planning decisions – which determine which villages to screen,
and at what time interval to screen them – have a direct impact on the risk and
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the magnitude of an outbreak. Existing literature does not address these issues,
as highlighted by the WHO (2015b), and a wide variety of screening intervals have
been applied in different control programs (Ruiz et al., 2002; Simarro et al., 1990;
Paquet et al., 1994). To optimize the planning decisions, it is of key importance to
be able to predict the evolution of the HAT prevalence level in the villages at risk.
This allows decision makers to assess the relative effectiveness of a screening round
in these villages and to prioritize the screening rounds to be performed.
However, practical tools for predicting HAT prevalence appear to be lacking.
Existing models for HAT are mostly based on differential equations, describing the
rate of change for the HAT prevalence level among humans and flies as a function of
the prevalence levels among humans and flies (some models also include an animal
reservoir) (Stone and Chitnis, 2015; Funk et al., 2013; Medlock et al., 2013; Artzrouni
and Gouteux, 2001; Chalvet-Monfray et al., 1998; Jusot et al., 1995; Rogers, 1988).
As the information needed to use such models – e.g., the number of tsetse flies in
a village – is not available on the village level, using these models for prediction is
impractical.
This chapter therefore sets out to develop practical models describing and pre-
dicting the expected evolution of the HAT prevalence level in a given village, based on
historical information on HAT cases and screening rounds in that village. The main
difference with the models mentioned in the previous paragraph is that our models
make no assumptions about the causal factors underlying the observed prevalence
levels: the “inflow” of newly infected persons and the “outflow” of infected persons by
cure or death. Instead, we just consider data on the net effect of these two processes
– the evolution of the prevalence level – and fit five different models to this. To ana-
lyze the predictive performance of these models, we make use of a dataset describing
screening operations and HAT cases in the Kwamouth district in the DRC for the
period 2004 - 2013.
Furthermore, we use one of the models to analyze the fixed frequency screening
policy, which assigns to each village a fixed time interval for consecutive screening
rounds. Specifically, we investigate screening frequency requirements for reaching
elimination and eradication. Here, eradication is defined as “letting the expected
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prevalence level go to zero in the long term”, and elimination is defined as “reaching
an expected prevalence level of one case per 10 000”.
Our chapter thereby contributes to the branch of research on control strategies
for HAT. Next, we list several other works that are highly related to ours. The
effectiveness of active case finding operations is analyzed by Robays et al. (2004),
who define “effectiveness” as the expected fraction of cases in a village which will
eventually get cured as a result of a screening round in that village. The papers by
Stone and Chitnis (2015), Chalvet-Monfray et al. (1998), and Artzrouni and Gou-
teux (1996) introduce differential equation models to gain structural insights on the
effectiveness of combinations of active case finding and vector control efforts and on
the requirements for eradicating HAT. The effect of active case finding activities is
modeled through a continuous “flow” of infected individuals into the susceptible com-
partment. Since we explicitly model the timing and the effects of a screening round,
this is one of the main differences with our paper. Finally, Rock et al. (2015) study
the effectiveness of screening and treatment programs and the time to elimination
using a multi-host simulation model. Their paper, however, considers the screen-
ing frequency as a given, whereas we consider the effects of changing this frequency.
Furthermore, we propose models for predicting prevalence on a village level, whereas
their model implicitly assumes all villages to be homogeneous.
5.2 Materials and Methods
5.2.1 Data
Our dataset consists of information on screening operations in the period 2004 -
2013 in the health zone Kwamouth in the province Bandundu. The raw data were
cleaned up based on the rules described in Appendix 5.A. The number of villages in
the dataset equals 2324, and 143 of these villages were included in the data analysis
based on three criteria: (1) the number of screening rounds recorded was at least
two, (2) at least one case has been detected over the time horizon, and (3) at least
one record of the number of people screened during the operation was available. The
first condition is necessary to enable modeling the prevalence level observed in a
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given screening round as a function of past observed prevalence levels, and the third
condition is necessary for estimating prevalence itself. We estimate the prevalence
level in a village at the time of a screening round as the number of cases detected
in that round over the number of people participating in that round. Furthermore,
lacking population size data, we estimate the population of a village as the maximum
number of people participating in a screening round reported for that village. Though
our dataset also contains cases identified by the regular health system in between
successive screening rounds, these do not yield (direct) estimates of prevalence levels
in the corresponding villages, as required by the models proposed in the next section.
We therefore focus on the active case finding data only.
The total number of screening rounds reported for the 143 villages included equals
766 (on average 5.4 per village). Figure 5.1 shows cumulative distributions of the ob-
served prevalence level in these screening rounds (mean 0.0055, median 0.0011, stan-
dard deviation 0.0121), the time interval between each pair of consecutive screening
rounds (mean 1.28, median 1.00, standard deviation 1.03), the estimated population
for each village (mean 1073, median 450, standard deviation 2046), and the partic-
ipation level in the screening rounds (mean 0.69, median 0.72, standard deviation
0.27). Note that the relatively large number of observations with a participation
level of 100% is due to the method used to estimate the population sizes.
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(a) Observed prevalence level in 766 screen-
ing rounds for the 143 villages in Kwamouth.
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(b) Participation in the 766 screening
rounds for the 143 villages in Kwamouth.
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(c) Estimated number of people living in the
143 villages in Kwamouth.
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(d) Time between 623 consecutive screening
rounds for the 143 villages in Kwamouth.
Figure 5.1: Descriptive statistics of the dataset.
5.2.2 Prediction Methods
Before we propose our prediction methods, we introduce some notations. A table of
the most important notations used in this chapter can be found in Appendix 5.G. Let
sv = {sv1, sv2, ...} denote the vector of screening time intervals for village v, where
sv1 denotes the time between the start of the time horizon and the first screening for
this village, sv2 denotes the time between the first and the second screening, and so
on. The time at which the nth screening is performed is given by Svn =
∑
m≤n svm
and the participation fraction in this screening round is denoted by pvn. Parameter
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Nv represents the population size of village v. Furthermore, let iv represent historical
information on HAT cases in this village: the numbers of cases detected during past
screening rounds. We model the expected prevalence level at time t in village v as
a function fv(·) of sv, iv, and some parameters β: fv(t, sv, iv, β). Note that the
expected prevalence level is a latent, i.e. unobserved, variable, and that the observed
prevalence level, xv(t), generally deviates from the expected value. We measure
prevalence levels fv(·) and xv(·) as fractions and represent the difference between the
expected and observed prevalence level in village v by the random variable εv:
xv(t) = fv(t, sv, iv, β) + εv (5.1)
Time series models such as discrete time ARMA, ARIMA or ARIMAX models
seem to be the most popular methods for predicting prevalence (or incidence) (see e.g.
Abeku et al., 2002; Allard, 1998). These models describe the prevalence level at time
t as a linear function of the prevalence levels at time t− 1, t− 2, ... and (optionally)
some other variables. Their applicability in our context is however limited. Discrete
time models require estimates of the prevalence level at each time unit (e.g., each
month), whereas information to estimate the HAT prevalence level is available only
at moments at which a screening round is performed. Namely, many HAT patients
are not detected by the regular health system, particularly if they are in the first
stage of the disease (Hasker et al., 2010).
The class of continuous time models is much more suitable for analyzing data
observed at irregularly spaced times. These models assume that the variable of in-
terest, fv(t, sv, iv, β), follows a continuous process, defining its value at each t > 0.
The next subsections propose five continuous time models for predicting HAT preva-
lence levels. We again note that models describing the causal processes determining
the observed prevalence levels in detail (e.g., by explicitly modelling disease inci-
dence, passive case finding, death and cure) may be most intuitive, but require data
that are not available on a village level. Therefore, to safeguard their relevance for
practical application, the variables we include are only those that are available on a
large scale. This does not imply that our models neglect the causal processes. In-
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stead, they are to some extent accounted for in an implicit way by fitting the models
to the observed prevalence levels.
Data that are typically available at village level are numbers of HAT cases found
during screening rounds and the times of these screening rounds. For a given vil-
lage, the first yields estimates of past prevalence levels, and the latter yield the time
intervals between past screening rounds. We hypothesize that the current expected
prevalence level at time t is related to past prevalence levels, past screening inter-
vals, and in particular the time since the last screening round, which we denote by
δ−v (t) = minn{t − Svn|Svn ≤ t}. Hence, we include (functions of) these variables in
our models.
Linear regression models are very widely used in the world of forecasting (see e.g.
Franses (1998)). Major advantages of these models are that they are easy to under-
stand, to implement, to fit, and to analyze. Therefore, the first model we introduce
is a linear model (model 1), which also serves as a benchmark for our more advanced
models. This model describes the expected HAT prevalence in a given village as a
function of the time since the last screening and past prevalence levels. Such linear
model is, however, very vulnerable to a typical structure present in active case find-
ing datasets. High past prevalence levels tend to increase the priority of screening
a village, causing the time intervals between screening rounds to decrease. As a re-
sult, δ−v (t) is a highly “endogenous” variable. More formally, external variables (past
prevalence levels) are correlated with both the dependent variable (fv(t)) and the
independent variable (δ−v (t)), which makes it hard to quantify the (causal) relation
between them. In response to this, we present four alternative models. Model 2 is
a fixed effects model, which adds a dummy-variable for each village to the initial
model. Model 3 is a (non-linear) exponential growth and decay model which is in-
spired by the SIS epidemic model. This model is being used extensively for modeling
epidemics that are characterized by an initial phase in which the number of infected
individuals grows exponentially, and a second phase in which this number levels off
to a time-invariant carrying capacity. We refer to model 3 as the logistic model with
a constant carrying capacity. Finally, model 4 is a less data dependent version of
model 3 and model 5 is variant of model 3 in which the carrying capacity is allowed
to vary over time.
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Model 1: Linear Model. Let xv(Svn) and x¯v(Svn) represent the observed preva-
lence level exactly at the nth screening round in village v and the average observed
prevalence level in the three years prior to the nth screening round in village v, re-
spectively. (For screening rounds in the first T < 3 years of our dataset, x¯v(Svn)
represents the average prevalence levels in these T years). The linear model (LM)
describes the expected prevalence level at time t, fv(Svn + δ−v (t)) as a function of
the time since the last screening round in village v before time t, and past observed
prevalence levels in that village:
xv(Svn + δ−v (t)) = fv(Svn + δ−v (t)) + εv
= β1x¯v(Svn) + β2xv(Svn) + β3
√
δ−v (t) + β4δ−v (t)
+β5x¯v(Svn)
√
δ−v (t) + β6xv(Svn)
√
δ−v (t)
+β7x¯v(Svn)δ−v (t) + β8xv(Svn)δ−v (t) + εv (5.2)
We include the term
√
δ−v (t) into this model to incorporate the non-linear nature
that characterizes epidemics: the (increase in the) number of cases typically levels off
after an initial phase of fast growth. Furthermore, we include the cross terms based
on the hypothesis that the prevalence level increases faster over time for villages
which have higher past prevalence levels.
Model 2: Fixed Effects Model. Datasets about the HAT epidemic, such as the
data set used in this study, show much similarity to panel data in the sense that
both our data and panel data consist of observations at multiple points in time for
multiple units (i.e., villages). The causality problem mentioned in the introduction
of this section can be regarded as the problem that differences between units explain
part of the regressors. A common way to deal with differences between units in
panel data is to assume that there is a unit-specific, time-invariant fixed effect that
contributes to the dependent variable. This is modeled by adding a constant for each
unit to the regression model. Thereby, the model relates deviations from the fixed
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effect to variations in the explanatory variables. In line with this, we consider the
following regression model, which we denote by the fixed effects model (FEM):
xv(Svn + δ−v (t)) = fv(Svn + δ−v (t)) + εv
= αv + β1x¯v(Svn) + β2xv(Svn) + β3
√
δ−v (t) + β4δ−v (t)
+β5x¯v(Svn)
√
δ−v (t) + β6xv(Svn)
√
δ−v (t) + β7x¯v(Svn)δ−v (t)
+β8xv(Svn)δ−v (t) + εv (5.3)
Here, αv represents the fixed effect for village v. Note that the term αv forms the
only difference between the FEM and the linear model.
Model 3: Logistic Model with a Constant Carrying Capacity. Literature
suggests that the development of the expected fraction of individuals infected with
HAT grows exponentially in a first phase and that this fraction levels off to (or
oscillates around and converges to) an equilibrium prevalence level in a second phase
(Jusot et al., 1995; Rogers, 1988). We refer to the equilibrium prevalence level as the
carrying capacity. A simple epidemic model that incorporates these effects is the SIS
model, which describes the evolution of the expected prevalence level in village v by
means of the following differential equation:
dfv(t)
dt
= κ · fv(t)
(
1− fv(t)
Kv
)
(5.4)
Here, as in the previous section, fv(t) denotes the expected fraction of people
in population v who are infected at time t, Kv represents the carrying capacity of
this village, and κ represents a parameter indicating the speed of convergence to the
epidemic equilibrium. When the epidemic is in its initial phase, the growth rate of
fv(t) is approximately κ · fv(t), whereas this rate goes to 0 when fv(t) approaches
the carrying capacity Kv. We propose to use the explicit solution to this differential
equation to model the development of the expected HAT prevalence level in village v.
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This solution is obtained by multiplying both sides of Equation (5.4) by dt, taking the
integral on both sides, and regarding the previous screening (i.e., the one performed
at time Svn) as the beginning of the time horizon:
fv(Svn + δ−v (t)) =
Kv
1 +Avn · e−κ·δ−v (t)
(5.5)
Avn can be interpreted as a parameter determining the expected prevalence level
immediately after the nth screening round in village v: Avn = Kvfv(S+vn) − 1, where S
+
vn
denotes this moment.
We fit the parameters in function (5.5) using the dataset described in the previous
section. To keep the model simple, we assume that κ is constant over time and over
villages (i.e., this parameter is an intrinsic property of the epidemic). Furthermore,
we specify an interval of realistic values for κ based on the following reasoning. Note
that κ represents the expected number of new infections per infected person per time
unit in a population that is almost completely susceptible: fv(t) → 0. Now let r
represent the yearly removal rate for HAT – the rate of progression to death or cure
– and let R0 denote the basic reproduction number for HAT – the average number
of secondary cases induced by one case in an otherwise susceptible population. Since
the expected disease duration of this one case is 1r years, the average rate at which
secondary infections are induced by this one case equals R01
r
= r ·R0 per year. Under
the assumption that this rate is constant over the disease duration, this implies that
κ = r · R0. Since several analyses suggest that the value of R0 is generally close to
1 in endemic regions (Rock et al., 2015; Funk et al., 2013; Davis et al., 2011), we
hypothesize that R0 ∈ [1.0, 1.5]. Furthermore, 95% confidence intervals for the stage
1 and stage 2 disease duration, as presented by Checchi et al. (2008), suggest that r
lies in the interval [0.22, 0.52]. Based on these ranges we estimate that κ lies in the
interval [0.2, 0.8]. We note that one could try to estimate village-specific or focus-
specific ranges for R0 (and hence for κ) using the next-generation matrix method, as
proposed by Diekmann et al. (1990). Yet, as the corresponding data requirements
are relatively large, we deem this to be practically unsuitable.
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Furthermore, we hypothesize that Kv is highly related to past prevalence levels
and past screening activities in village v. Higher prevalence levels indicate a higher
carrying capacity. Furthermore, if two villages had equal prevalence levels, but if
village 1 has been screened more frequently than village 2, this may indicate that
the carrying capacity in village 1 is higher. In accordance with these hypotheses, we
estimate Kv as:
Kv = β1 + β2µ˜vx˜v (5.6)
Here, x˜v and µ˜v denote the observed average prevalence level in village v during
five consecutive years and the average screening frequency (screening rounds per
year) in this village during these years, respectively. We take the last five years of
data in our estimation sample (as we discuss in the next section, we split up the
dataset in an estimation sample and a prediction sample). If only T < 5 years of
data are available, we base x˜v and µ˜v on these T years. Note that variables x˜v and
µ˜v are based on historical information and hence that these variables (and hence
the estimated carrying capacity) are not affected by current screening frequency
decisions. Furthermore, we note that these variables should be based on the same
period of five years, since combined information on the screening efforts and resulting
prevalence levels provides insight into the epidemic potential in a village.
The estimate of Kv provides one of the two inputs for determining Avn. The
second input is the expected prevalence level in village v at time S+vn (i.e., immediately
after the nth screening round). Under the assumption that infected individuals who
are detected during a screening round are immediately “removed”, the only people
infected at time S+vn are those who did not participate in the screening round and
those not detected by the diagnostic test. This suggests the following relation between
the expected prevalence after and the expected prevalence before the nth screening
round in village v:
fv(S+vn) = (1− pvn · s) fv(S−vn) (5.7)
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Here, pvn and s denote the participation in the nth screening in village v and
the sensitivity of the diagnostic test, and S−vn denotes the moment right before the
infected individuals were removed. We assume that s = 0.925 based on the review
by Brun et al. (2010), and obtain the following estimator for Avn:
Avn =
Kv
fv(S+vn)
− 1 = β1 + β2µ˜vx˜v
(1− pvn · s)fv(S−vn)
− 1 (5.8)
The model requires an assumption about the (unobserved) expected prevalence
level at the beginning of the time horizon (i.e., at 01-01-2004). The only informa-
tion we have about this level is that it is lower than the expected prevalence level
at the first screening round. Furthermore, under the realistic assumption that the
epidemic is in its “convex part”, the expected prevalence level will have steeply in-
creased between 01-01-2004 and the first screening round, suggesting that there is a
substantial difference between the two. Therefore, taking x˜v as an estimate of the
expected prevalence level at the first screening round and lacking further information,
we choose to estimate fv(0) as half the average observed prevalence level during five
years: 0.5x˜v. Section 5.3.2 discusses the sensitivity of our results with respect to this
choice.
Substituting Equation (5.6) and Equation (5.8) into the definition of the preva-
lence level (5.5) we obtain the following model, which we refer to as the Logistic Model
with a Constant Carrying Capacity (LMCCC), and which we fit by estimating the
parameters κ, β1, and β2:
xv(Svn + δ−v (t)) = fv(Svn + δ−v (t)) + εv
= β1 + β2µ˜vx˜v
1 +
(
β1+β2µ˜vx˜v
(1−pvn·s)fv(S−vn) − 1
)
· e−κ·δ−v (t)
+ εv (5.9)
Note that the expected prevalence level before the nth screening round, fv(S−vn),
depends on the estimated values of κ, β1, and β2. In fact, by substituting its defini-
tion, Equation (5.9) can be written in the following form (see Appendix 5.B):
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xv(Svn + δ−v (t)) =
β1 + β2µ˜vx˜v
1 +
∑
i≤n avie−κ·δvi
+ εv (5.10)
Here, avi and δvi denote some nonnegative constants.
Model 4: Restricted Logistic Model with a Constant Carrying Capacity.
Estimates of historical prevalence levels x˜v are available on a very large scale. The
national HAT control programs are a main source of these data, as they keep track
of all HAT cases found. Alternatively, modeling studies have yielded estimates of the
incidence levels in Sub-Saharan Africa at the level of detail of 1 km2 (see Simarro et al.
(2010, 2012)), which can be transformed into corresponding estimates of prevalence
levels. Data to measure µ˜v, the historical screening frequency in village v, are however
scarcer in general, as gathering these data brings about a significant administrative
burden. It is therefore relevant to investigate the predictive performance of a model
that only uses x˜v to estimate Kv instead of µ˜vx˜v. We do so by fitting the following
model, which we refer to as the restricted Logistic Model with a Constant Carrying
Capacity (rLMCCC):
xv(Svn + δ−v (t)) =
β1 + β2x˜v
1 +
(
β1+β2x˜v
(1−pvn·s)fv(S−vn) − 1
)
· e−κ·δ−v (t)
+ εv (5.11)
Model 5: Logistic Model with a Varying Carrying Capacity. The models
presented in the previous subsections implicitly assume that the carrying capacity
(i.e., the upper bound on the expected prevalence level) remains the same over time.
However, due to possible changes in conditions that affect the disease dynamics –
such as vegetation, the number of flies and humans in and around a village, passive
case finding activities – it is realistic to assume that the carrying capacity may vary
over time. Furthermore, the epidemic potential may also vary due to variations in
susceptibility to or tolerance of HAT infection, as argued by Welburn et al. (2016).
Based on this assumption, we propose a Logistic Model with a Varying Carrying
Capacity (LMVCC):
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xv(Svn + δ−v (t)) =
β1 + β2µ¯v(Svn)x¯v(Svn)
1 +
(
β1+β2µ¯v(Svn)x¯v(Svn)
(1−pvn·s)fv(S−vn) − 1
)
· e−κ·δ−v (t)
+ εv (5.12)
The only change with respect to the logistic model with a constant carrying
capacity is that x˜v and µ˜v are replaced by x¯v(Svn) and µ¯v(Svn), the average observed
prevalence level in and the screening frequency for village v in the three years prior
to the nth screening round in that village, respectively.
5.2.3 Model Fitting
As HAT prevalence levels are very low, the variance of these levels is high, which
enhances the chance that there are significant outliers among the observations. For
example, no cases were detected in three out of four screening rounds performed in
a village of 122 people, whereas five cases were detected in the 4th round. This im-
plies two things. First, observed prevalence levels will generally deviate significantly
from expected prevalence levels. Second, we need to choose a technique for estimat-
ing the model coefficients that is robust with respect to outliers. Instead of Least
Squares (LS) regression, one of the most commonly applied model fitting methods,
we therefore use Least Absolute Deviations (LAD) regression to fit the model pa-
rameters, which is known to be relatively insensitive to outlying observations (Heij
et al., 2004). An alternative technique would be to use a maximum likelihood es-
timation (MLE) approach based on a heavy-tailed probability distribution for the
observed prevalence levels. In Appendix 5.D, we show the results obtained when
assuming a Poisson, Beta-Binomial, or Negative Binomial distribution. Each of the
MLE approaches is, however, clearly outperformed by the LAD regression approach.
The variance of the observed prevalence level strongly depends on the sample
size. For example, under the assumption of an independent infection probability for
each person, the variance is inversely proportional to the sample size. We therefore
weight the fitting deviation evn = fv(Svn)−xv(Svn) for observation n for village v by
weight wvn =
√
Nv · pvn, yielding the following weighted LAD regression problem:
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min
β
Sabs(β) =
∑
(v,n)
wvn|evn| (5.13)
To deal with the risk of overfitting, we select the variables to be included in the
models by means of a backward elimination method. This method initially includes
all variables in the model and iteratively removes the least significant variable (if its
p-value > 0.10) and estimates the model with the remaining variables. The algorithm
stops as soon as all remaining variables are significant or if only one variable is left.
We enforce that αv and κ cannot be removed by the backward elimination method so
as to preserve essential elements of the corresponding models. Hence, only parameters
β1-β8 in models 1 and 2, and parameters β1-β2 in models 3-5 could be removed.
Finally, to test the predictive performance of the models, we split the data in
an estimation sample (which we use for fitting the model) and a prediction sample.
Specifically, for each of the 143 villages, we include the last screening round in the
prediction sample, and include the others in the estimation sample. Next, we measure
performance based on the mean of the prediction errors ME =
∑
v
e
v̂n
|V | , indicating
whether the predictions obtained by the model are biased, and based on two indica-
tors for the amount of explained variation in the prevalence levels: the mean absolute
error, MAE =
∑
v
|e
v̂n
|
|V | and the mean relative error, MRE =
∑
v
|e
v̂n
|∑
v
xv(S
v̂n
) . Here,
the index combination v̂n indicates the last screening round for village v. The intu-
ition behind the measures of explained variation is that they equal 0 if the predicted
prevalence levels are exactly equal to the observed prevalence levels (i.e., the model
perfectly explains the variation in the observed prevalence levels) and that their
value increases when the absolute difference between predicted and observed levels
increases (i.e. when the model explains less variation in observed prevalence levels).
We use Matlab R2015b for the implementation of our methods.
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5.3 Results
5.3.1 Fitted Models
Table 5.1 presents the coefficient estimates for the variables of the five presented
models. The results for models 1 and 2 are very similar. Seven of the eight variables
are identified as being non-significant by the backward elimination algorithm: The
interaction terms, the long term prevalence level, the time since the last screening
round, and the square root of the time since the last screening round. The resulting
model provides a clear prediction method: The expected prevalence equals 24.5%
of the prevalence level observed at the previous screening round (note, if this level
was 0.0%, the estimated expected prevalence remains 0.0%) according to model 1,
and equals 14.7% of this prevalence level plus a constant fraction αv according to
model 2. Hence, this model predicts that, in the absence of screening activities, the
expected prevalence remains the same over time.
Variable Coefficient name Coefficient value Std error P-value
Model 1: Linear Model
xv(Svn) β2 0.245 0.035 0.000
Model 2: Fixed Effects Model∗
xv(Svn) β2 0.147 0.055 0.004
Model 3: Logistic Model with a Constant Carrying Capacity
µ˜vx˜v β2 1.763 0.409 0.000
δ−v (t) κ 0.800 0.086 0.000
Model 4: Restricted Logistic Model with a Constant Carrying Capacity
x˜v β2 1.234 2.210 0.288
δ−v (t) κ 0.800 0.130 0.000
Model 5: Logistic Model with a Varying Carrying Capacity
Constant β1 0.004 0.001 0.002
µ¯v(Svn)x¯v(Svn) β2 0.330 0.157 0.018
δ−v (t) κ 0.800 0.123 0.000
∗ For sake of conciseness, the estimates of αv are not given here.
Table 5.1: Estimated weighted LAD regression models.
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The fitted models 3, 4, and 5 reveal a clear and intuitive relationship between
screening frequency, prevalence, and carrying capacity: a larger historical prevalence
indicates a higher carrying capacity, and facing an equal historical prevalence for a
higher historical screening frequency indicates a higher carrying capacity. The con-
stant term has been identified as non-significant for models 3 and 4 and as significant
for model 5. To illustrate the typical output of models 3 and 4, Figure 5.2 shows the
development of the expected prevalence levels for two villages over time (the lines),
as well as the observed prevalence levels (stars and circles). Furthermore, Figure 5.3
depicts the carrying capacities for the 143 villages in Kwamouth, as estimated by the
LMCCC model. Though data to validate these estimates are lacking, we note that
they are in the same order of magnitude as prevalence levels found during screening
rounds. The latter are usually between 1% and 5% in high or very high transmission
areas, and exceed 10% in some extreme cases (Checchi et al., 2012; Pépin and Méda,
2001).
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Figure 5.2: Evolution of the expected prevalence level over time for two villages according to
the LMCCC model (lines) versus the observed prevalence levels (circles and stars). Village 1:
solid line vs. circles. Village 2: dashed line vs. stars.
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Figure 5.3: Histogram of estimated carrying capacities for the 143 villages in Kwamouth, as
estimated by the LMCCC model. Measured as a percentage of the population.
5.3.2 Comparison of Models
As mentioned in Section 5.2.3, we measure the predictive performance of the different
models in terms of the prediction bias and in terms of the amount of variation
explained. Table 5.2 contains the values of the different indicators for each of the
models and Appendix 5.H compares the prediction errors produced by the different
models. These prompt several interesting observations.
ME MAE MRE
Model 1: LM −0.00186 0.00401 1.26
Model 2: FEM −0.00105 0.00507 1.60
Model 3: LMCCC −0.00094 0.00476 1.50
Model 4: rLMCCC 0.00047 0.00600 1.89
Model 5: LMVCC −0.00176 0.00363 1.14
Table 5.2: Comparison of the predictive performance of the five models in terms of mean errors
(ME), mean absolute errors (MAE), and mean relative errors (MRE). The best indicator values
are in bold.
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First, the prediction bias ranges from 0.47/1 000 (rLMCCC model) to -1.86/1 000
(LM model). Given that the average observed prevalence in the 766 screening rounds
in our dataset equals 5.5/1 000, we consider the biases of the LM model and the
LMVCC model as quite substantial. Yet, this may be very well explained by the
highly variable character of the HAT epidemic. A small number of outbreaks may
substantially shift the average observed prevalence level. For example, without the
four most negative prediction errors, the prediction bias for the LM model would be
only -0.69/1 000.
Second, the LM model performs relatively well in terms of explained variation.
Yet, we see two vulnerabilities of this model: (1) as discussed before, this model
is likely to be hampered by endogeneity, inducing a potential bias in the coefficient
estimates, and (2) the variation in the screening intervals is relatively small for the
villages with the highest endemicity levels in our sample, as these villages are screened
almost every year. When there is little variation in δ−v (t), the true effects of variations
might not become visible. These two fundamental vulnerabilities may very well
explain why (a function of) δ−v (t) has not been identified as significant for the LM
model. As a result, this model unrealistically predicts that the value of the expected
prevalence level remains the same over time in the absence of screening activities,
contrasting with vast historical evidence.
The same vulnerabilities apply to the FEM model, which also provides a counter-
intuitive relation between the expected prevalence and δ−v (t). On top of that, its
predictive power is relatively low, which could be explained by the fact that, for
many villages, there is insufficient data to estimate the fixed effect accurately.
As variants of the logistic model already fix the structure of the relationship
between δ−v (t) and fv(Svn + δ−v (t)) based on epidemiological insights, these models
do not suffer from the vulnerabilities mentioned above. We therefore consider these
models to have most potential for accurately predicting HAT prevalence levels in
general (i.e., in any region and for any time horizon). Among the three logistic
model variants, model 3 (LMCCC) performs reasonably well in terms of both criteria.
Model 5 (LMVCC) has a substantial prediction bias, but performs best in terms of
explained variation. Though model 4 (rLMCCC) performs best in terms of prediction
bias, it performs very weakly in terms of explained variation.
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Hence, among the logistic model variants, there is no clear winner when both
criteria are assigned equal importance. For planning decisions, however, we consider
model 5 to be most suitable, followed by model 3. The reason is that, in contrast
with prediction bias, explained variation indicates the ability to identify differences
in expected prevalence levels between villages, as required for effective planning de-
cisions. Hence, identifying an effective prioritization of the different villages will be
more important than obtaining unbiased estimates of the resulting prevalence levels.
The sensitivity level s is known to differ between regions (Truc et al., 2002).
Furthermore, the population size of a village had to be estimated, which induces
a potential bias in the participation level estimates. These issues beg to question
the robustness of our results on the logistic model variants (note, models 1 and
2 are not affected by this as these do not use these parameters). Appendix 5.E
shows the results of a sensitivity analysis, which largely confirm our findings. In all
scenario’s analyzed, model 5 remains best in terms of explained variation, followed
by model 3, and models 3 and 4 outperform model 5 in terms of prediction bias.
Another assumption that questions the robustness of our results is the one about the
expected prevalence level at the beginning of the time horizon (i.e., at 01-01-2004).
Appendix 5.F provides the results of a sensitivity analysis on this assumption. Again
our main findings remain the same.
5.3.3 Analysis of the Fixed Frequency Screening Policy
In the previous section we argue that, among the models analyzed in this chapter,
variants of the logistic model have most potential for accurately predicting HAT
prevalence levels in general. In this section we demonstrate the applicability of
one of these model variants to analyze the effectiveness of screening operations. In
particular, since information on the development of the carrying capacities is lacking,
as required by the LMVCC model, and since we consider the predictive performance
of model 3 superior to that of model 4, we choose to use the LMCCC model as a
basis for this analysis. We do note that the theoretical results presented here also
hold for model 4 and, if the carrying capacity remains constant, for model 5 also.
158
Forecasting Human African Trypanosomiasis Prevalences from Population
Screening Data using Continuous Time Models
Our analysis will concentrate on the fixed frequency screening policy. This policy
assigns to each village a fixed time interval for consecutive screening rounds based
on the village’s characteristics. As the policy is relatively easy to understand and
implement, it has been the basis for guideline documents for HAT control. For
example, the WHO recommends a screening interval of one year for villages reporting
at least one case in the past three years, and an interval of 3 years for villages that
did not report a case in the last three years, but did report at least one case during
the past five years (WHO, 2015b).
In the first part of this section, we mathematically analyze the impact of a fixed
screening policy for a given village and investigate the screening frequency required
to eradicate HAT in that village. As mentioned in the introduction, we define that
HAT is eradicated in the long term if the expected prevalence level goes to zero in
the long term.
A shorter term objective is to eliminate HAT, where elimination is defined as
having at most one new case per 10 000 persons per year (WHO, 2013, 2015b). For
example, the WHO’s roadmap towards elimination of HAT states the aim to eliminate
(gambiense) HAT as a public health problem by 2020 – which is defined as having
less than one new case per 10 000 inhabitants in at least 90% of the disease foci
(WHO, 2015b) – and to reach worldwide elimination by 2030. The second part of
this section presents analytical results about the time needed to reach elimination
and about the screening frequency requirements for reaching elimination within a
given time frame. As our models consider expected prevalence instead of incidence,
we redefine elimination as “reaching an expected prevalence level of one case per
10 000”. We argue that the times and efforts required to reach this elimination target
are practically suitable lower bounds on the times and efforts needed to reach the
WHO’s targets. First, incidence and prevalence levels are argued to be “comparable”
for HAT if mobile units visit aﬄicted areas infrequently (Stone and Chitnis, 2015).
If mobile teams visit the areas more frequently, incidence will only become larger
compared to prevalence and the prevalence level target will be easier to achieve than
the incidence level target (e.g., under the assumption that the fraction of flies infected
is proportional to the fraction of humans infected, this follows directly from the
epidemic model presented by Rogers (1988)). Second, even if the expected prevalence
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level is below the defined threshold level, the intrinsic variability of the HAT epidemic
may induce an actual prevalence level that exceeds this threshold.
Throughout this section, we consider an imaginary village with a constant car-
rying capacity K. (For sake of conciseness we omit the subscript v in this section).
Furthermore, we assume a constant participation level pvn = p, 0 < p < 1, and a
fixed screening interval τ . The expected prevalence level at the beginning of the time
horizon is denoted by f(0), f(0) > 0. Finally, recall that s, 0 < s < 1, denotes the
sensitivity level.
Screening Requirements for Eradication. Let f¯n,n+1 denote the expected av-
erage prevalence level faced between screening rounds n and n+1. In Appendix 5.B,
we prove the following results, which imply that the expected average HAT preva-
lence level will go to zero if the screening interval τ is at most − log(1−p·s)κ years, and
that it will go to some strictly positive level otherwise:
Proposition 5.1. If τ ≤ − log(1−p·s)κ , then limn→∞ f¯n,n+1 = 0.
Proposition 5.2. If τ > − log(1−p·s)κ , then limn→∞ f¯n,n+1 = K
(
log(1−p·s)
κ·τ + 1
)
.
A first insight provided by these propositions is that the eradication threshold
for the screening interval strongly depends on p and s; The level of participation
in the screening activities and the sensitivity of the diagnostic test. To illustrate
this, Figure 5.4 shows the screening interval required for eradication for a range of
values of the participation level and the sensitivity level. For example, if both values
equal 70%, the required screening interval is 0.84 years (approximately once per 10
months). In case of participation and sensitivity levels of 99%, the required interval
equals 4.9 years. This reveals the tremendous benefits of maximizing these values.
A second main insight is that annual screening, as currently recommended for
endemic areas (WHO, 2015b), only leads to eradication if the case detection fraction –
defined as participation times sensitivity – exceeds 55%. For example, this is realized
when the participation and sensitivity levels are both at least 75%. Furthermore,
under realistic current sensitivity and participation levels – 92.5% based on Brun
et al. (2010), and 70% based on our dataset, respectively – eradication requires a
screening frequency of at least once per 1.30 years (approximately 15 months).
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A final insight is that the eradication threshold does not depend on the village’s
carrying capacity, meaning that the same upper bound on the screening frequency
holds for all endemic areas. This can be understood by observing that changing
the carrying capacity just changes the prevalence level with a constant factor at
each point of time (see Equation (5.4)). Consequently, also the long term average
prevalence changes with this constant factor, and hence remains zero if and only if
the eradication threshold is met. We note that this does not imply that the disease
burden, as measured by the number of person-years of illness, does not depend on the
village’s carrying capacity. In contrast, our results in Appendix 5.B reveal that, for a
given screening policy, the disease burden scales linearly with the carrying capacity.
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Figure 5.4: Screening interval required to reach elimination, for different levels of participation
in the screening activities, and different levels of the sensitivity of the diagnostic test(s) performed.
Screening Requirements for Elimination. Let α = 11−p·se−κ·τ , β =
p·s
1−p·s , and
A0 = Kf(0) − 1. In Appendix 5.C, we prove the following result on the time till the
expected prevalence level hits a predefined level C in case of a screening interval of
length τ :
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Proposition 5.3. If f(0) > C and τ ≤ − log(1−p·s)κ , the expected prevalence level is
smaller than or equal to C for the first time after screening round n∗, where
n∗ =

⌈
α log
(
K
C −1+ βα−1
A0+ βα−1
)⌉
if α > 1
⌈
K
C −1−A0
β
⌉
if α = 1
(5.14)
This result enables us to estimate the time needed to reach the expected preva-
lence level of 1/10 000 for a given village. For example, let us consider a “typical vil-
lage” with a current long term prevalence level (x˜) of 5/1 000 and let us assume that
µ˜ = 1 (the median historic screening frequency in our dataset) and that f(0) = 0.5x˜.
Next, let us use the fitted LMCCC model described in Table 5.1 to estimate the
village’s carrying capacity. Then, if annual screening is maintained and under the es-
timated current sensitivity and participation levels, the estimated time to elimination
is 10 years.
Figure 5.5 provides some more insight into the relationship between the case
detection fraction, the screening interval and the number of years needed to reach
elimination. We see that the time to elimination ranges from 0.5 years (detection
fraction: 99%, screening interval: 6 months) to 15 years (detection fraction: 75%,
screening interval: 1.5 years) and that the detection fraction has a substantial impact
on the time to elimination. For example, in case of a screening interval of 1.5 years,
the time to elimination decreases from 15 years to 4.5 years when the case detection
fraction increases from 75% to 90%. As explained, we consider the times shown here
to be lower bounds on the times needed to reach the WHO’s targets, which is in line
with earlier findings (Stone and Chitnis, 2015; Rock et al., 2015).
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Figure 5.5: Time needed to reach elimination in a “typical village” (current prevalence level of
5/1 000), for different levels of the case detection fraction (p · s) and different screening intervals.
Now, suppose that we would like to determine the screening interval needed to
let the prevalence level cross the boundary C within T years. From the results stated
in Appendix 5.B it follows that this is equivalent to finding n∗: the smallest number
of screening rounds such that An∗ ≥ KC − 1. Note that, under the fixed frequency
policy, performing n screening rounds in T years implies a screening interval of Tn
years. In the following result, we assume that the first screening round is performed
at time Tn (and hence that the last is performed at time T ):
Lemma 5.1. Given that τ = Tn ≤ − log(1−p·s)κ , then limn→∞An = ∞ and the
sequence {An} is monotonically increasing in n.
This lemma justifies the use of a simple search algorithm for finding the number of
screening rounds to perform in the next T years, given the target prevalence level C.
For example, this number can be found by increasing the value of n till An exceeds
the threshold value KC − 1.
We use this approach to determine the screening interval required to reach elim-
ination within 5 years from now for different levels of the case detection fraction
and different current long term prevalence levels (x˜) of an imaginary village. Again,
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we use the fitted LMCCC model described in Table 5.1 for estimating the village’s
carrying capacity and assume that µ˜ = 1 and that f(0) = 0.5x˜.
Figure 5.6 depicts the results. We see that the number of screening rounds needed
to reach elimination within five years ranges from 1 (i.e. τ = 5) to 11 (i.e. τ = 0.45).
Another observation is that annual screening only leads to elimination within five
years if the case detection fraction is very high – roughly above 75% – or if the current
prevalence level is very low – roughly below 1/1 000. For the reason stated before, we
consider this to be a lower bound on the efforts needed to reach the WHO’s targets
within five years.
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Figure 5.6: Screening interval required to reach elimination within five years, for different levels
of the case detection fraction (p · s) and different current long term prevalence levels (x˜).
5.4 Discussion and Conclusions
This chapter introduces and analyzes five models for predicting HAT prevalence in
a given village based on past observed prevalence levels and past screening activities
in that village. Based on the quality of prevalence level predictions in 143 villages in
Kwamouth (DRC), and based on the theoretical foundation underlying the models,
164
Forecasting Human African Trypanosomiasis Prevalences from Population
Screening Data using Continuous Time Models
we conclude that variants of the logistic model – a model inspired by the SIS model
– are most practically suitable for predicting HAT prevalence levels. Sensitivity
analyses show that this conclusion is very robust with respect to assumptions about
participation levels, the sensitivity of the diagnostic test, or the initialization value
of the prevalence curves are violated. Second, we demonstrate the applicability of
one variant of the logistic model to analyze the effectiveness of the fixed frequency
screening policy, which assigns to each village a fixed time interval for consecutive
screening rounds.
Due to the intrinsic variability of the HAT epidemic, observed prevalence levels
will generally deviate significantly from predicted prevalence levels. We strongly
believe, however, that this does not render predictions worthless in the context of
planning decisions. In contrast, a major contribution of our models is that they
indicate the expected disease burden in different villages and can hence be applied to
develop planning policies that aim to minimize the total expected disease burden for
the villages considered.
Our analysis of the fixed frequency screening policy reveals that eradication of
HAT is to be expected in the long term when the screening interval is smaller than
a given threshold. This threshold strongly depends on the case detection fraction:
the fraction of cases who participate in the screening rounds and are detected by
the diagnostic tests. Under current conditions, we estimate the threshold to be
approximately 15 months. This suggests that annual screening, as recommended by
the WHO for endemic areas, will eventually lead to eradication. More specifically,
our model predicts that annual screening will lead to eradication if the case detection
fraction exceeds 55%.
The logistic model also reveals expressions for the time needed to reach the more
short term target of eliminating HAT and for the screening interval required to
eliminate HAT within a given time frame. These suggest that it takes 10 years
to eliminate HAT in a village or focus with a prevalence of 5/1 000 (under current
conditions and annual screening). Furthermore, we estimate that it is only feasible
to reach elimination within five years if the case detection fraction is very high –
roughly above 75% – or if the current prevalence level is very low – roughly below
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1/1 000. We argue that these figures are practically suitable lower bounds on the
time or efforts needed to reach the WHO’s targets for elimination.
Our results on requirements for eradication or elimination are based on a deter-
ministic model, which begs to question their validity for reality, where events are
stochastic. We note, however, that we model the expected behavior of a stochastic
system, and hence that our results also hold in expectation for the stochastic system.
On the other hand, we acknowledge that our models are not perfect. For example,
we neglect interaction effects between neighboring villages. It would therefore be
interesting and relevant to investigate whether our results can be reproduced by a
validated simulation model.
A necessary condition for the applicability of our prediction models is that data
about possible past HAT cases are available. Obviously, they thereby fail to identify
endemic villages that have never been visited by a screening team. Different types
of models, making use of different types of data – such as vegetation data (see e.g.
Rogers (2000)) or data about cases in nearby areas – are needed for these villages.
A second limitation of the models is that they have been tested on a set of villages
for which the screening interval was relatively short. Consequently, it is hard to
establish the behavior of the epidemic if much larger screening intervals are used
or if screening operations would be abandoned. Since datasets that do reveal this
behavior are lacking, fitting the models to an appropriate dataset obtained by a
validated simulation model would be a promising direction for future research.
We consider it likely that the speed of convergence to an epidemic equilibrium,
as indicated by the parameter κ, differs per disease focus. This may be due to
differences in epidemiological conditions, such as the presence of an animal reservoir
and the specific tsetse subspecies living in a focus. These differences induce a need
for developing and analyzing a cost-effective control strategy that takes differences
between foci into account, as also recognized by Simarro et al. (2013). Repeating
our analyses for different disease foci to investigate differences in requirements for
elimination and eradication would therefore be highly relevant.
Our analyses revealed that the effectiveness of screening operations strongly de-
pends on the participation level in the screening activities and the sensitivity of the
diagnostic tests. Using screening algorithms with a higher sensitivity or case find-
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ing procedures that increase participation levels therefore seems to be very effective.
For example, Robays et al. (2004) list several combinations of diagnostic tests with
different sensitivity levels, and a more acceptable case finding procedure is currently
being piloted in the DRC. Using our model to investigate the cost-effectiveness of
different control strategies, defining the screening frequencies as well as the screen-
ing procedures and diagnostic tests used, would be a promising direction for future
research.
The results on the fixed frequency screening policy are all concerned with the
screening frequency or the time needed to reach certain targets. While at a strategic
level, these results might be interesting, at a tactical or operational level, screening
frequency decisions are constrained by resource availability. Consequently, policies
providing effective, acceptable, and practically suitable recommendations on how
to allocate available screening capacity over the villages at risk are of much higher
relevance at these levels. Literature about this allocation problem is however absent,
as also observed by the WHO (2015b), so that future research addressing this topic
is much needed.
Appendices
5.A Notes Data Cleanup
The following rules were used for cleaning up the database:
• If only the year of screening was reported, assume that it took place at July
1st.
• If the month of screening was not reported, assume that it took place in July.
• If the day of screening was not reported or invalid (e.g., 0), assume that it took
place at the 1st day of the month.
• Only select data between 01-01-2004 and 31-12-2013 (there are some data about
2014, but these are incomplete).
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• If the dates of two screening rounds are at most three months apart, we regard
them as one screening round.
• If two screening rounds are entered in the same cell (> 3 months apart), but
the number of people screened is entered only once, assume that the number
of people screened is the same for both rounds.
• If a screening round took multiple days, choose the first day as the screening
date.
• If the number of people screened in a screening round is not reported, assume
it to be equal to the average number of people screened in the rounds for which
this number is reported.
5.B Proofs on Screening Requirements for Eradi-
cation
For sake of conciseness we omit the subscript v in this section. Before we state our
proofs, let us make some observations about the expected prevalence level immedi-
ately after the nth screening round:
f(S+n ) =
K
1 +An
(5.15)
Let us specifically focus on the parameter An. Note that a larger value of An implies
a lower prevalence level after the screening round and vice versa. Recall that the
impact of a screening round is estimated as (see main text):
fv(S+vn) = (1− pvn · s) fv(S−vn).
This implies for any n ≥ 1:
An =
K
f(S+n )
− 1 (5.16)
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= K
(1− p · s) · f(S−n )
− 1 (5.17)
= K
(1− p · s) · K1+An−1·e−κ·τ
− 1 (5.18)
= α ·An−1 + β (5.19)
= αn ·A0 +
n∑
i=1
αn−i · β (5.20)
=
αn ·A0 + β α
n−1
α−1 if α 6= 1
A0 + n · β if α = 1
(5.21)
Here, α = 11−p·se−κ·τ , β =
p·s
1−p·s , and A0 =
K
f(0) − 1. Note that α, β, and A0 are
strictly positive. These observations and definitions allow us to prove the following
results.
Lemma 5.2. If τ ≤ − log(1−p·s)κ , then limn→∞An =∞ and An is discretely convex
and increasing in n.
Proof. First, rewriting yields that the condition τ ≤ − log(1−p·s)κ is equivalent to the
condition α = 11−p·se−κ·τ ≥ 1. The result now follows immediately from Equa-
tion (5.21) and by the observations that A0 > 0 and β > 0. If α > 1 these imply
that:
lim
n→∞An > limn→∞α
nA0 =∞ (5.22)
Furthermore, if α = 1, it holds that:
lim
n→∞An = limn→∞A0 + n · β =∞ (5.23)
The discrete convexity of An is trivial for the case that α = 1, since An is linear
in n in this case. If α > 1, the convexity follows from the fact that every function
having the form c · αn + d is convex in n for c ≥ 0 and α ≥ 0. Finally, the fact that
An is increasing in n follows directly from Eq (5.20).
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Lemma 5.3. If τ > − log(1−p·s)κ , then then the sequence {An} converges monotoni-
cally to A = β1−α .
Proof. First, rewriting yields that the condition τ > − log(1−p·s)κ is equivalent to the
condition α = 11−p·se−κ·τ < 1. The fact that the sequence converges to A now follows
immediately by taking the limit in Equation (5.21):
lim
n→∞An = limn→∞α
n ·A0 + βα
n − 1
α− 1 (5.24)
= β1− α = A (5.25)
To prove that An converges monotonically to A, we distinguishing two cases:
An−1 < A and An−1 > A, (it is obvious for An−1 = A). First, consider the case that
An−1 < A. We show that An < A, and that An −An−1 > 0, implying monotonicity.
The first claim is implied by Equation (5.20):
An = α ·An−1 + β (5.26)
< α · β1− α + β (5.27)
= β1− α = A (5.28)
To prove the second claim we make use of the given that α < 1:
An −An−1 = α ·An−1 + β −An−1 (5.29)
= (α− 1)An−1 + β (5.30)
> (α− 1) β1− α + β = 0 (5.31)
Next, consider the case that An−1 > A. Using on exactly the same reasoning as the
one presented above, it follows that An > A as well, and that An −An−1 < 0.
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This completes the proof.
Now we have established the (long term) behavior of the parameter An, let us
consider the implications for the (long term) prevalence level. Recall that f¯n,n+1
denotes the expected average prevalence level faced between screening rounds n and
n+ 1, which is calculated as:
f¯n,n+1 =
1
τ
∫ τ
0
K
1 +An · e−κ·t dt (5.32)
= K
κ · τ log
(
An + eκ·τ
An + 1
)
(5.33)
Using this definition, we now prove the desired results:
Proposition 5.1. If τ ≤ − log(1−p·s)κ , then limn→∞ f¯n,n+1 = 0.
Proof. From Lemma 5.2 we know that limn→∞An =∞. Hence, we derive that:
lim
n→∞ f¯n,n+1 = limn→∞
K
κ · τ log
(
An + eκ·τ
An + 1
)
(5.34)
= K
κ · τ log (1) = 0 (5.35)
Proposition 5.2. If τ > − log(1−p·s)κ , then limn→∞ f¯n,n+1 = K
(
log(1−p·s)
κ·τ + 1
)
.
Proof. From Lemma 5.3 we know that limn→∞An = A = β1−α . Hence, we derive
that:
lim
n→∞ f¯n,n+1 = limn→∞
K
κ · τ log
(
An + eκ·τ
An + 1
)
(5.36)
= K
κ · τ log ((1− p · s) e
κ·τ ) (5.37)
= K
(
log (1− p · s)
κ · τ + 1
)
(5.38)
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5.C Proofs on Screening Requirements for Elimi-
nation
For sake of conciseness, we omit the subscript v in this section. Recall that α =
1
1−p·se
−κ·τ , β = p·s1−p·s , that A0 =
K
f(0) − 1, and that α, β, and A0 are strictly
positive.
Proposition 5.3. If f(0) > C and τ ≤ − log(1−p·s)κ , the expected prevalence level is
smaller than or equal to C after screening round n∗, where
n∗ =

⌈
α log
(
K
C −1+ βα−1
A0+ βα−1
)⌉
if α > 1
⌈
K
C −1−A0
β
⌉
if α = 1
(5.39)
Proof. First, rewriting yields that the condition τ ≤ − log(1−p·s)κ is equivalent to the
condition α = 11−p·se−κ·τ ≥ 1. According to the LMCCC model, the first time the
expected prevalence level crosses the boundary value C occurs immediately after a
screening round. This is because the expected prevalence level only increases in the
period between two screening rounds. Hence, we prove our theorem by determining
the screening round n∗ : f(S+n∗) ≤ C. By the definition of An = Kf(S+n ) − 1, we know
that this is equivalent to determining n∗ : An∗ ≥ KC − 1. Now, substituting the
following recurrence relation (see S2 Text)
An =
αn ·A0 + β α
n−1
α−1 if α > 1
A0 + n · β if α = 1
(5.40)
yields:
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αn ·A0 + βα
n − 1
α− 1 ≥
K
C
− 1 if α > 1 (5.41)
A0 + n · β ≥ K
C
− 1 if α = 1 (5.42)
Rewriting these inequalities gives the desired result.
Lemma 5.1. Given that τ = Tn ≤ − log(1−p·s)κ , then limn→∞An = ∞ and the
sequence {An} is monotonically increasing in n.
Proof. To reflect that the value of α now depends on n, the number of screening
rounds performed in the next T years, let us define αn as:
αn =
1
1− p · s · e
−κTn (5.43)
Hence, rewriting the definition of An in terms of αn yields:
An = αnn ·A0 +
n∑
i=1
αn−in · β (5.44)
In what follows, we make use of the fact that αn ≥ 1, that αn > αn−1 > 0 and
hence that αin > αin−1. This property follows directly from the definition of αn and
from the fact that κ · T is strictly positive. Using this result, the first part of the
Lemma is shown by taking the limit for n:
lim
n→∞An = limn→∞α
n
n ·A0 +
n∑
i=1
αn−in · β =∞ (5.45)
The following inequality proves that An−An−1 > 0, and hence that An increases
monotonically with n:
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An −An−1 = A0
(
αnn − αn−1n−1
)
+ β
(
αnn +
n−2∑
i=1
(
αin − αin−1
))
> 0 (5.46)
5.D Results for Maximum Likelihood Approaches
Poisson Beta-Binomial Negative Binomial
ME/MAE/MRE ME/MAE/MRE ME/MAE/MRE
Model 1: LM */*/* */*/* */*/*
Model 2: FEM -0.00080/0.00598/1.88 0.00168/0.00702/2.21 -0.000232/0.00523/1.65
Model 3: LMCCC 0.00132/0.00667/2.10 0.01056/0.01537/4.84 0.00689/0.01187/3.74
Model 4: rLMCCC 0.00575/0.01080/3.39 0.03352/0.03802/11.97 0.02248/0.02708/8.52
Model 5: LMVCC -0.00007/0.00434/1.36 0.00639/0.00943/2.97 0.00194/0.00720/2.27
* Model could not be fitted: several observations require the calculation of P (xv(t) = y), y > 0,
whereas fv(t) = 0. Since this probability equals 0 irrespective of the parameter estimates, the
(log)likelihood could not be maximized.
Table 5.3: Predictive performance of the five models in terms of mean errors (ME), mean
absolute errors (MAE), and mean relative errors (MRE) when they are fitted using a maximum
likelihood approach assuming a Poisson, Beta-Binomial, or Negative Binomial distribution.
5.E Sensitivity Analysis on Sensitivity and Partic-
ipation Levels
ρ = −0.2 ρ = −0.1 ρ = 0.05
ME/MAE/MRE ME/MAE/MRE ME/MAE/MRE
Model 3: LMCCC −0.00018/0.00530/1.67 −0.00033/0.00521/1.64 −0.00112/0.00463/1.46
Model 4: rLMCCC 0.00221/0.00728/2.29 0.00150/0.00674/2.12 0.00014/0.00577/1.82
Model 5: LMVCC −0.00113/0.00395/1.24 −0.00136/0.00382/1.20 −0.00191/0.00357/1.13
Table 5.4: Predictive performance of the logistic models in terms of mean errors (ME), mean
absolute errors (MAE), and mean relative errors (MRE) when the real case detection fraction
(s · pvn) deviates a fraction ρ from the values used in the baseline analysis. E.g., ρ = −0.1
means that the real fraction is 10% smaller than the presently used fraction. The
best indicator values are in bold.
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5.F Sensitivity Analysis on the Initial Value As-
sumption
ι = 0.4 ι = 0.6 ι = 0.8
ME/MAE/MRE ME/MAE/MRE ME/MAE/MRE
Model 3: LMCCC −0.00086/0.00481/1.51 −0.00095/0.00475/1.50 −0.00096/0.00475/1.49
Model 4: rLMCCC 0.00069/0.00619/1.95 0.00028/0.00583/1.84 0.00009/0.00567/1.79
Model 5: LMVCC −0.00171/0.00395/1.16 −0.00186/0.00369/1.12 −0.00194/0.00350/1.10
Table 5.5: Predictive performance of the logistic models in terms of mean errors (ME), mean
absolute errors (MAE), and mean relative errors (MRE) for different assumptions about ι, the
parameter determining the expected prevalence level at the beginning of the time horizon: fv(0) =
ιx˜v .
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5.G Table of Notations
Village characteristics
V set of villages v
Nv population size of village v
pvn participation fraction in the nth screening round for village v
Svn time at which the nth screening round in village v is performed
S+vn moment immediately after the nth screening round in village v
S−vn moment just before the nth screening round in village v
svn time between the n− 1th and the nth screening round in village v
δ−v (t) time since the last screening round in village v before time t
µ˜v average screening frequency in village v during 5 consecutive years
µ¯v(Svn) average screening frequency in the 3 years prior to the nth screening round in village
v
Prevalence level notations
xv(t) prevalence level (fraction) in village v observed at time t
fv(t) expected prevalence level (fraction) in village v at time t
εv random disturbance for the prevalence level (fraction) in village v
x˜v average observed prevalence level (fraction) in village v during 5 consecutive years
x¯v(Svn) average observed prevalence level (fraction) in the 3 years prior to the nth screening
round in village v
Prediction model notations
αv fixed effect for village v
Kv carrying capacity of village v
κ growth rate parameter
Avn initial value parameter for screening round n in village v
evn prediction error/ fitting deviation for screening round n in village v
wvn weight of observation n for village v
Disease characteristics
r yearly removal rate for HAT
R0 basic reproduction number for HAT
s sensitivity of the diagnostic test
Screening policy analysis notations
τ fixed time interval for screening rounds
f¯n,n+1 expected average prevalence level between the nth and the (n+ 1)th screening round
Table 5.6: Table of Notations.
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5.H Prediction Errors
Observed prevalence
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
Pr
ed
ic
te
d 
pr
ev
al
en
ce
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
(a) LM model
Observed prevalence
0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
Pr
ed
ic
te
d 
pr
ev
al
en
ce
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
0.18
0.2
(b) FE model
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(c) LMCCC model
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(d) rLMCCC model
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(e) LMVCC model
Figure 5.7: Predicted prevalence vs. observed prevalence for the 143 observations in the pre-
diction sample.
Chapter 6
Optimizing Population
Screening for Infectious
Diseases
6.1 Introduction
Infectious diseases are disorders caused by the entrance, growth, and multiplication
of microorganisms, such as bacteria, viruses, parasites or fungi, in the body (Bennett
et al., 2014). Despite optimism about the elimination of these diseases in the 1960s,
fuelled by improved sanitation, antibiotics, and vaccination programs, they continue
to be a major cause of suffering. Infectious disease agents have evolved, new diseases
have emerged, some have re-emerged, and for others considerable efforts have not
led to elimination (Hethcote, 2000). Some of the most notable examples are HIV,
tuberculosis (TB), and malaria.
An important element in fighting infectious diseases is to detect and control out-
breaks as early as possible (Dasaklis et al., 2012). This is particularly important for
high-impact diseases that have a high transmission rate and/or have a long incu-
bation period. The success of disease control programs therefore often depends on
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active case finding (ACF), i.e. the deployment of health service staff to search for
infected individuals. ACF forms an important practice in the fight against disease
such as tuberculosis (Golub et al., 2005), leprosy (Moura et al., 2013), and human
African trypanosomiasis (HAT) (WHO, 2013). One of the most rigorous ACF strate-
gies is to perform exhaustive population screening – also referred to as door-to-door
screening – in which mobile teams are sent out to screen villages or populations at
risk.
Though population screening is costly, it can effectively contain epidemics and
can be a crucial element of the journey towards disease elimination (cf. WHO, 2013).
Yet, the willingness of health authorities and international donors to maintain this
costly strategy tends to diminish when the urgency, e.g. in terms of number of cases
found, decreases (see Hasker et al., 2012, 2010, for evidence for HAT). As a result,
the disease persists and incidence and prevalence may increase again, thus increasing
the burden of disease. To improve the applicability and acceptability of this tool,
it is hence of key importance to deploy the mobile teams so as to maximize the
effectiveness of the population screening. The latter is to a large extent determined
by the planning decisions to determine which villages to screen and with what time
interval to screen them (cf. Mpanya et al., 2012). Yet, research on how to plan
screening optimally appears to be lacking, as for instance indicated by the WHO
in the context of HAT control (WHO, 2015b). In fact, current planning practices
are reported to vary widely (see, e.g., Ruiz et al., 2002; Simarro et al., 1990; Paquet
et al., 1994).
This chapter investigates how to maximize effectiveness of population screening
for infectious diseases. The problem of maximizing effectiveness is formulated as
deploying mobile screening teams so as to minimize the expected burden of an in-
fectious disease, which we refer to as the mobile screening team deployment problem
(MSTD). The novelty and complexity of MSTD lie in the objective function which
must capture the effect of planning on the expected burden of disease. This relation-
ship is considered to be complex and highly non-linear (see for instance Chapter 5
and the references therein). Our general model assumes that the expected case load
and disease burden decreases after a screening round, due to treatment initiation for
the cases identified. Motivated by existing work (cf. Welburn et al., 2016; Robays
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et al., 2004; Piot, 1967), we consider two assumptions to capture this effect: (1) the
disease burden in the village drops to a fixed level, or (2) the disease burden decreases
by a given fraction after screening. For the period between two screening rounds, we
solely assume the disease burden to be increasing. We propose several flexible solu-
tion approaches to solve MSTD as well as simple planning policies, which tend to
be more suitable in practice. Moreover, we use insights into the disease burden asso-
ciated with optimal planning decisions to assess the relationship between screening
capacity and long-term disease burden. This can assist policy makers in determining
how many teams are expected to be needed to stabilize the epidemic or to reach
eradication of the disease.
Our results and methods are generic, and have much potential to be of value in
solving pressing real-life problems. This is illustrated through the analysis of a spe-
cial case of the deployment problem, the problem of planning mobile screening teams
for HAT, which motivated our work. This special case is referred to as MSTDHAT .
Approximately 70 million people in 36 Sub-Saharan countries are at risk of HAT
infection (Simarro et al., 2012; WHO, 2015a), and massive population screening has
so far been the sole effective control strategy. We show that easily implementable
planning policies yield near-optimal decisions and have the potential to substantially
improve upon the policy recommended by the WHO. Furthermore, we prove a piece-
wise linear relationship between expected HAT prevalence and screening capacity.
Below, we review related literature, formally define MSTD, and present basic
models for the expected burden of disease. We then present generic methods to as-
sess the relationship between screening capacity and the expected disease burden.
We develop three general solution approaches and four simple planning policies for
MSTD and show MSTD to be NP-Hard. Finally, we numerically assess the per-
formance of the algorithms and the robustness of the solutions for MSTDHAT . All
proofs can be found in Appendix 6.A.
6.2 Literature
Optimization in Epidemic Control. Logistics plays an essential role in epidemic
control. It determines the speed of response, which in turn determines the disease
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burden averted. Dasaklis et al. (2012) provide an overview of scientific research in
this field. Applications include network design for medical supplies, inventory man-
agement, and triage strategies. The authors observe a substantial gap in literature
explicitly incorporating logistics operations: Most research has focused on strategic
resource allocation problems.
The latter arise when decision makers have to allocate limited resources among
competing control programs or populations. See Katoh and Ibaraki (1998) for an
overview of the corresponding literature. The characteristics of an epidemic make
these problems complex (Brandeau, 2005). First, epidemics typically evolve in a
non-linear way (see Hethcote, 2000). Second, the relationship between the amount
of resources invested and health outcomes, which is referred to as the “production
function” (Zaric and Brandeau, 2001), tends to be complex. Third, control programs
or populations may not be independent.
Our problem has some similarity with resource allocation problems in the sense
that screening capacity has to be “allocated” among different villages. Yet, it focuses
on operational resource allocation decisions, i.e. the decisions which villages to visit
and when, whereas strategic (and tactical) level resource allocation has focused on
resource quantities and corresponding static allocation decisions.
Mobile Healthcare Planning Problems. Distance or travel time to the nearest
healthcare facility is a major determinant of healthcare utilization and several types of
health outcomes (De Vries et al., 2014a). Providing sufficient levels of access through
spatially fixed facilities is often not feasible, particularly in scarcely populated and
poor areas. For this reason, mobile healthcare units are being used in several countries
(see Doerner et al. (2007) for references).
The routing problem for mobile healthcare facilities was first presented by Hodg-
son et al. (1998). The authors model this as a tour-location problem, which is to
select a tour and tour stops so as to minimize the total travel time and to satisfy
the constraint that each demand point is covered. Hachicha et al. (2000) extend this
model to the multiple vehicle case and propose three heuristics to solve it. Doerner
et al. (2007) model the problem as a multi-objective optimization problem, using
coverage and travel time criteria. The main difference between these problems and
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MSTD is that the latter minimizes the burden of disease, i.e. a health outcome
measure, rather than travel times or coverage, which are logistics process measures.
Finally, McCoy and Lee (2014) analyze optimal deployment of motorcycles, which
are used to provide healthcare services in rural areas. The problem of determining
the number of visits to each outreach site is modeled as a resource allocation prob-
lem based on effectiveness and equity criteria. Effectiveness is modeled to depend
(polynominally) on the number of visits. In MSTD, effectiveness is modeled more
specifically by means of disease burden as a function of time intervals between con-
secutive visits.
Maintenance Planning Problems. MSTD is closely related to maintenance
optimization problems. Using the classification scheme presented by Dekker (1996),
a village can be modeled as a multi-component system, where the inhabitants are
the components. Disease burden can be modeled as deterioration, risk of infecting
others as stochastic dependence between components, and screening as maintenance
or repair.
Multi-component maintenance models are reviewed by Nicolai and Dekker (2008).
A vast majority of these models, however, do not take resource constraints into con-
sideration but instead make a trade-off between costs and benefits of maintenance.
Here, we mention papers that most closely resemble our work. Dekker (1995) pro-
poses a MIP model to prioritize a fixed number of maintenance activities. The
objective is to minimize the total penalty associated with delays. Wei and Liu (1983)
analyze the problem of designing a schedule that adheres to capacity constraints and
fixed given maintenance time intervals. A close variant of this problem is the free
periodic maintenance problem (FPMP), which is to find a cyclic schedule that mini-
mizes the sum of operating costs and maintenance costs (Anily et al., 1998; Bar-Noy
et al., 2002). The periodic maintenance problem (PMP) additionally assumes a fixed
number of planning periods (Grigoriev et al., 2006). We refer to the latter work for
an overview of results on these and similar problems.
MSTD differs from PMP in two ways. First, PMP assumes that at mostM ma-
chines can be serviced per period, whereas in MSTD capacity is also geographically
and demographically constrained. Second, the assumption that disease burden in-
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creases linearly with the time without screening and is “reset” to zero after screening
will generally not hold for epidemics.
Finally, our problem has some similarity with the k-travelling repairman problem,
which is to select tours for k repairmen so as to minimize the total waiting time of the
customers (Fakcharoenphol et al., 2003). Again, there are fundamental differences in
terms of objective functions and geographical constraints.
Human African Trypanosomiasis. HAT or sleeping sickness is a slowly pro-
gressing parasitic disease, transmitted from human to human through the tsetse fly
(Brun et al., 2010). The case that we elaborate on in this chapter is the T.B. Gam-
biense variant of HAT, which causes 98% of all HAT cases (WHO, 2015a). It is fatal
if left untreated and develops in two stages. In the first stage, the parasite typically
causes little or unspecific symptoms such as headaches, fever, and weakness (Brun
et al., 2010). The median duration of this stage is about 1.5 years (Checchi et al.,
2008). Patients typically do not seek care until a second stage, when the parasite
has crossed the blood-brain barrier. The parasite then causes various neurological
disorders, including sleeping disorders, severe suffering, and, eventually, death.
The treatment delay associated with the first asymptomatic phase is a major
enabler of sustained transmission of HAT. Patients are a potential source of infection
for the tsetse fly (Brun et al., 2010; Fevre et al., 2006), and hence indirectly for
uninfected people. They may be infectious for more than 1.5 years until they start
to seek care themselves (Hasker et al., 2010); this is considered a form of passive case
finding (PCF). These characteristics underline the crucial importance of active case
finding (ACF) and early treatment for effective HAT control (WHO, 2013; Hasker
et al., 2010).
The current practice of ACF is to send mobile teams to endemic villages for
exhaustive population screening (Mpanya et al., 2012; Brun et al., 2010; Hasker
et al., 2010). The national HAT disease control program in the DRC, for example,
employs 35 such mobile screening teams. This strategy is proven to be effective (Rock
et al., 2015; Fevre et al., 2006), but is also considered to be costly. As a consequence,
funding and thus screening activity may be reduced (Hasker et al., 2010), resulting
in a risk of increased HAT incidence and prevalence (Simarro et al., 2011). Major
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epidemics following the collapse of screening after independence of African countries
illustrate the need for sustained screening to prevent reemergence (Brun et al., 2010).
The WHO, for instance, estimated that more than 300 000 cases occurred in 1998
alone (WHO, 2015a).
HAT has been targeted for elimination by the WHO. Elimination will require con-
siderable effectiveness from the scarcely available resources, thus further underlining
the need for optimization. Chapter 5 studies several models to capture the effects of
ACF planning decisions on HAT prevalence, which we use as a basis for analysis.
6.3 Problem Formulation
In MSTD, we consider M mobile teams, a set of endemic villages V and planning
periods (e.g., months) t ∈ T = {1, 2, . . . , T}. MSTD entails determining for each
mobile team and for each period t which subset of villages to visit, so as to minimize
the total expected disease burden over the planning horizon.
The assignment of teams to villages is constrained by a maximum mission length.
One mission corresponds to one planning period, and its length equals the time on
site plus the time spent traveling. Whereas the time on site can be easily estimated,
there are several reasons to simplify the estimation of the time spent traveling. First,
due to time-consuming screening efforts, time on site tends to dominate travel times.
Second, travel time data may be scarce and imprecise. Third, time on site and travel
are often combined, causing working days to be a bit longer or shorter depending
on the required travel. Instead of considering routing and travel time details, we
therefore assume that a team stays within the same region or cluster of villages during
the planning period for which travel times between subsequently visited villages can
be conveniently incorporated in daily schedules. A cluster c in the set of clusters C
hence represents a collection of villages that lie “within travel distance” from each
other. We denote the subset of villages corresponding to cluster c by Vc and let
binary variables yct indicate whether a team is assigned to cluster c in period t.
We assume that screening village v in a given period use up a fraction rv of the
time available in that planning period. We let binary variables xvt indicate whether
village v is screened in planning period t. These variables translate into a vector
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of time intervals between consecutive screening rounds τv(xv) = {τv0, τv1, ..., τvnT }.
Here, τv0 represents the time between the beginning of the planning horizon and
screening round 1, τv1 the time between screening round 1 and screening round 2,
..., and τvnT the time between the last screening round and the end of the planning
horizon. For convenience of notation, we will denote this vector by τv from now on.
We let function Bv(τv) represent the resulting average expected disease burden over
the planning horizon. Disease burden could, for example, be measured in terms of
average prevalence, person-years of illness, or QALYs or DALYs (Yadav, 2010). Using
this notation, MSTD can be formulated as:
min
∑
v∈V
Bv (τv) (6.1)
s.t.
∑
v∈Vc
rvxvt ≤ yct c ∈ C, t ∈ T (6.2)∑
c∈C
yct = M t ∈ T (6.3)
xvt, yct ∈ {0, 1} v ∈ V, c ∈ C, t ∈ T (6.4)
For each period t and cluster c, Constraint 6.3 regulates screening capacity avail-
able. Constraint 6.4 limits the number of teams assigned to clusters per period.
The next section discusses the objective function in detail based on the following
assumptions:
Assumption 6.1. The time interval between consecutive screening rounds in periods
t and t+ τ equals exactly τ periods. Hence, the precise screening moment within the
period is the same for each period.
Assumption 6.2. The expected disease burden is increasing in time since the last
screening round.
The first assumption is justifiable when the precise timing of the screening round
within the period has little impact on the expected development of the disease bur-
den, which is particularly the case for slowly evolving epidemics. For ease of expo-
sition, we will assume that screening rounds take place at the end of the planning
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period. The second assumption is very general, and holds for progressive infectious
disease for which cure without treatment is not possible. Reduction from the periodic
maintenance problem implies the following (see Appendix 6.A):
Proposition 6.1. The MSTD, as formulated in (6.1) - (6.4), is NP-Hard under
Assumption 6.2.
We briefly note here that the decision version of MSTD is not trivially in NP ,
as it may be non-trivial to evaluate the objective function (or any other certificate
for a yes-instance) in time that is polynomial in the input parameters.
6.4 Disease Burden Models
For every village v ∈ V , we define the disease burden progression function fv(s) ≥ 0
to describe the development of the expected disease burden over time from the very
beginning of the epidemic in the absence of ACF., i.e. xvt = 0 ∀t. Here, s is referred
to as the stage of progression of the epidemic. The effect of a screening round at
stage s is now modeled to reset the epidemic to a different stage of progression.
Let svn denote the stage of progression after screening round n. In the following
paragraphs, we consider two cases. In the first case, the disease burden decreases
with a given positive fraction p, and the epidemic moves to the stage corresponding
to the resulting burden:
fv(svn) = (1− p)fv(svn−1 + τvn−1). (6.5)
This may occur, for example, when only a fraction of the infected people participate
in screening rounds or when the diagnostic test only detects a fraction of the cases. In
the second case, the epidemic is always reset to a same stage s∗v after screening. For
example, this may occur when all infected people are detected during a screening
round or when a reservoir of “latent disease carriers” exists who are not detected
during screening rounds (see, e.g., Welburn et al., 2016). We refer to these as the
fractional screening impact case and the fixed screening impact case, respectively.
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The first is further explained in Figure 6.1. The black line in this figure represents
the disease burden progression function. After screening round n, we are at the stage
corresponding to the left red point, after which the burden develops to the right
red point. Next, screening round n + 1 makes the burden decrease with fraction p,
causing us to end up in an earlier epidemic stage: the one corresponding to the left
blue point. Afterwards, the burden develops to the right blue point, and the process
repeats.
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𝑠𝑛+1 𝑠𝑛+1 + 𝜏𝑣𝑛+1 𝑠𝑛 𝑠𝑛 + 𝜏𝑛
𝑓𝑣 (𝑠𝑛+1)
𝑓𝑣(𝑠𝑛+1 + 𝜏𝑣𝑛+1)
𝑓𝑣 (𝑠𝑛)
𝑓𝑣(𝑠𝑛 + 𝜏𝑣𝑛)
𝑝 ⋅ 𝑓𝑣(𝑠𝑛 + 𝜏𝑣𝑛)
Figure 6.1: Function fv(s), the disease burden progression function, and the relationship with
the actual burden incurred over time for the fractional screening impact case.
We denote the cumulative disease burden progression function by:
Fv(τ) =
∫ τ
0
fv(s)ds. (6.6)
To summarize, we are interested in the average expected disease burden, which
relates to decision variables τv and progression function fv(s) as follows:
Bv(τv) = 1
T
nT∑
n=0
∫ τvn
0
fv(svn + t)dt. (6.7)
6.4 Disease Burden Models 187
Increasing disease burden progression functions. We first discuss the general
class of epidemics for which the burden progression function is simply increasing in
time and afterwards consider the special case of a burden progression function for the
HAT disease, as proposed in the literature. A property that will be important in our
further analyses is that the cumulative progression function Fv(τ) of an increasing
progression function, as defined in (6.6), is convex in τ (Hardy et al., 1952).
One general and relevant subclass of increasing burden progression functions is
obtained in that case when (1) expected incidence (rate of new disease cases) is a
differentiable, increasing function λv(s) ≥ 0 of s and/or (2) the expected disease
burden incurred by an infected person is a differentiable, increasing function β(τ −
s) ≥ 0 of the time since the onset of the disease τ − s. The disease burden at stage
τ is then calculated as:
fv(τ) =
∫ τ
0
λv(s)β(τ − s)ds, (6.8)
and is stated to be increasing in the following proposition.
Proposition 6.2. The expected disease burden at stage τ , as defined in (6.8), is in-
creasing in τ if functions λv(s) ≥ 0 and/or β(s) ≥ 0 are differentiable and increasing
in s.
Logistic model. The average expected number of infected people is a common
indicator of disease burden. In an extensive modeling study, De Vries et al. (2016)
investigate how expected HAT prevalence, defined as the fraction of people infected,
in a village v relates to the timing of screening rounds in that village. Based on
predictive performance and theoretical justification, variants of the so-called logistic
model are judged to be the most suitable.
As can be seen from Figure 6.2, the logistic model corresponds to an epidemic in
which expected prevalence grows exponentially in an initial phase and levels off to
an equilibrium prevalence level or carrying capacity afterwards. The latter is village-
specific and can be estimated based on past prevalence levels and screening rounds.
Let Kv denote the carrying capacity of village v. Then the model specifies that, in
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Figure 6.2: Development of expected disease prevalence according to the logistic model. Preva-
lence first grows exponentially and levels off to the equilibrium prevalence level (dotted line) after-
wards.
the absence of screening, the expected number of people infected in village v, having
total population Nv, develops according to the following formula:
fv(svn + t) =
NvKv
1 +Ae−κ(svn+t) . (6.9)
Here, κ represents a constant determining the steepness of the s-shaped curve
and Av = Kvfv(0) − 1 reflects the prevalence level at the beginning of the epidemic.
For convenience in notation, we define Avn = Ave−κsvn . Substituting function (6.9)
into (6.7) and deriving the integral yields the following expression for the average
expected number of people infected (Chapter 5):
Bv(τv) = NvKv
κT
nT∑
n=0
log
(
Avn + eκτvn
Avn + 1
)
. (6.10)
We note that variable Avn, n > 0 equals∞ when p = 1 and that it can be determined
recursively when p > 0 (Chapter 5):
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Avn+1 =
e−κτvn
(1− p)Avn +
p
1− p . (6.11)
Let us now turn our attention to the case motivated before where a screening
round resets expected prevalence to a fixed level. Letting parameter A∗v = e−κs
∗
v
reflect this fixed level, equation (6.10) implies that the average expected number of
people infected in village v can be estimated as:
Bv(τv) = NvKv
κT
nT∑
n=0
log
(
A∗v + eκτvn
A∗v + 1
)
. (6.12)
We refer to the MSTD using the HAT burden function (6.10) or (6.12) as
MSTDHAT and prove the following result by reduction from the 3-partition problem:
Proposition 6.3. MSTDHAT is strongly NP-Hard, even when M = |C| = 1.
6.5 Relationship between Capacity and Burden
As motivated, insight into the relationship between screening capacity – i.e., the num-
ber of mobile screening teams – and disease burden is crucial to assess what resources
are needed to eradicate the disease or to keep the disease burden below certain limits
in the long term. Of course, one could analyze this by simply solving MSTD for
varying capacity levels. However, given the complexity of MSTD and the long-term
horizon that needs to be considered, doing so will generally be computationally in-
feasible. As an alternative, we propose simple methods to assess long-term burden
for a stylized variant of MSTD, named MSTDR. In this problem, we relax the
requirements that at most M teams can be deployed in each time period t and that
teams cannot visit multiple clusters in one period. Instead, MSTDR requires that
at most M teams are deployed on average per planning period and that each village
has an infinite sequence of screening intervals of equal length, denoted by parameter
τv, or equivalently maintains a fixed screening frequency piv over an infinite horizon:
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min
∑
v∈V
Bv
(
1
piv
)
(6.13)
s.t.
∑
v∈V
pivrv ≤M (6.14)
piv ≥ 0 v ∈ V. (6.15)
Note that we now define Bv as a function of fixed screening interval τv (instead of a
vector of screening intervals). Note further thatMSTDR makes clustering irrelevant.
The impact of these assumptions on the implied relationship between capacity and
burden is discussed in the final section.
Optimal resource allocation for increasing burden progression functions
and fractional screening impact. Solving MSTDR for the fractional impact
case requires insight into the long-term development of the disease burden. It is
intuitively clear that, for a given screening interval, the disease burden will either
go to infinity in the long term or converge to some value, as formally proven in the
following lemma.
Lemma 6.1. For a given value τv and for each increasing progression function
fv(τv), the sequence {fv(svn)}n either monotonically converges to some finite value
or goes to infinity when n→∞.
For a given increasing burden function fv(s), multiple or even infinitely many lim-
iting values of {fv(svn)}n may exist. The specific value that will be attained is
determined by the initial disease burden fv(sv0) and the screening interval τv, as
shown in Example 6.1. The limiting values can be found by solving:
fv(s) = (1− p)fv(s+ τv) t ≥ 0. (6.16)
Let us consider a village v with initial burden fv(sv0) and let Λ denote the (possibly
infinite) set of limiting values fv(s`) that can be attained by varying τv. Arguments
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similar to those in Lemma 6.1 show that decreasing the screening interval never
yields a higher limiting value. As a consequence, it is not possible that screening
intervals τ1 and τ2 lead to the same limiting value whereas τ3, τ1 < τ3 < τ2 leads to a
different limiting value. Hence, there exists a partition of values for τv in a (possibly
infinite) set of domains, e.g. (τv`, τv`], such that each domain is associated with a
single limiting value. Within the domain, it holds that setting τv = τv` dominates
other choices in the sense that it yields the same long-term average disease burden
Bv` = 1τv`
∫ τv`
0 fv(s` + t)dt with the lowest screening frequency. This follows from
the fact that average disease burden, as defined in (6.7), is calculated as the Cesaro
mean of a converging series, which is shown to equal the limiting value of that series
(Hardy, 2000).
If the number of limiting values is finite, the problem is to select one of the finite
set of dominating screening frequencies for each village such that we minimize average
expected disease burden and obey the capacity constraint. Hence, problem (6.13) -
(6.15) can be solved as a multiple-choice knapsack problem (Kellerer et al., 2004) with
capacity M , weights wv` = limτv→ rvτv` and values Bv`. This method is not feasible
if there is an infinite number of limiting values. For several functions, however, the
limiting value can be expressed as a function of τv and the resulting optimization
problem can be efficiently solved, as illustrated in Example 6.2.
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Example 6.1. Suppose that fv(s) =
eαvs+βv . Then it holds that:
fv(svn+1)
fv(svn)
= (1− p)e
αv(svn+τ)+βv
eαvsvn+βv
= (1− p)eαvτv .
Hence there exists some threshold τ∗v =
1
pi∗v
log
( 1
1−p
)
/αv such that:
lim
n→∞
fv(svn) =

∞ if τv > τ∗v
fv(sv0) if τv = τ∗v
0 if τv < τ∗v
This shows that, under optimal resource
allocation, there exists a threshold capac-
ity M∗ =
∑
v∈V pi
∗
vrv such that the long-
term average disease burden equals 0 if
M exceeds this capacity, goes to infinity
if M is smaller than this capacity, and
equals
∑
v∈V fv(sv0) otherwise.
Example 6.2. Suppose that fv(s) =
αvs
2. Then equation (6.16) yields:
αv(s+ τv)2
αvs2
− 11− p = 0.
Calculating the roots of this quadratic
function gives the following limiting pro-
gression stage:
s∗v =
2τv +
√
p/(1− p)√
p/(1− p)
.
Plugging this into fv(s) yields the follow-
ing limiting value for the disease burden:
lim
n→∞
fv(svn) = αv
(
2τv +
√
p/(1− p)√
p/(1− p)
)2
Hence, fv(svn) will converge to fv(s∗v),
where s∗v is a linear function in τv. After
applying variable transformation piv =
1
τv
, the resulting allocation problem can
be solved as a convex optimization prob-
lem.
Optimal resource allocation for increasing burden progression functions
and fixed screening impact. In the fixed screening impact case, the disease
burden incurred between two screening rounds remains the same for each pair of
consecutive rounds. For this reason, one only needs to analyze the burden between
one pair of screening rounds rather than its long-term development. Next, we propose
a general and practically suitable solution method for problem (6.13) - (6.15) based
on the following lemma:
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Lemma 6.2. Let fv(τv) be an increasing burden progression function. Then Bv
(
1
piv
)
is convex and decreasing in piv for piv > 0.
This implies that, for all increasing burden progression functions fv(τv), the prob-
lem can be solved efficiently as a convex optimization problem, e.g. using interior
point algorithms (Nesterov and Nemirovskii, 1994). These methods also effectively
deal with the boundary issue that arises when Fv
(
1
piv
)
is not defined for piv = 0
but only for lim piv → 0, as they approach but never actually reach the boundary
(Nesterov and Nemirovskii, 1994).
Optimal resource allocation for the logistic model with fractional screen-
ing impact. Since the disease burden progression function corresponding to the
logistic model is increasing, the results presented above also hold for this specific
case. Dedicated analysis of the optimal resource allocation, however, yields more
specific insights.
Let f¯vn denote the average expected prevalence in village v between screening
rounds n and n+ 1. The following lemma states how the long-term average expected
disease burden relates to τv.
Lemma 6.3. Screening village v with constant interval τv yields average prevalence
level:
Bv(τv) = lim
nT→∞
1
nT
nT∑
n=0
Nv f¯vn
= max
{
0, NvKv
(
log(1− p)
κτv
+ 1
)}
. (6.17)
The following lemma implies that we can get rid of the maximum operator:
Lemma 6.4. Under the logistic model with fractional screening impact, there exists
an optimal solution to problem (6.13)-(6.15) in which the screening interval is at least
τ∗ = − log(1−p)κ > 0 for each village.
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Enforcing this lower bound implies that the second term in (6.17) is nonnegative.
Consequently, the burden function can be replaced by this second term itself. This
transforms problem (6.13) - (6.15) into the following LP problem:
min
∑
v∈V
NvKv
(
piv
log(1− p)
κ
+ 1
)
(6.18)
s.t.
∑
v∈V
pivrv ≤M (6.19)
pi∗ ≥ piv ≥ 0 v ∈ V (6.20)
Here, pi∗ = 1τ∗ . The following proposition states the optimal solution.
Proposition 6.4. Under the logistic model with fractional screening impact, the total
average expected disease burden is minimized by greedily assigning screening interval
τ = max {(− log (1− p)) /κ, τR}
to villages in descending order of the ratio NvKv/rv. Here, τR denotes the minimum
screening interval that can feasibly be attained using the remaining screening capacity.
Figure 6.3 illustrates this result. For village v, increasing screening frequency linearly
from zero to rvpi∗ decreases the burden linearly from NvKv to zero. Hence, doing
so in descending order of the presented ratio yields a piecewise linear relationship
between capacity M and total average expected disease burden. Note that it is easy
to read from this figure the minimum capacity required for reaching a given target
burden level.
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Figure 6.3: Piecewise linear relationship between capacity M and average expected disease
burden, as implied by the logistic model with fractional screening impact.
Optimal resource allocation for the logistic model with fixed screening im-
pact. Let us now consider the optimal resource allocation when the disease burden
develops according to the logistic model with absolute screening impact. Screening
village v at frequency piv indefinitely yields the following average expected disease
burden (see equation (6.12)):
Bv
(
1
piv
)
= NvKvpiv
κ
log
(
A∗v + e
κ
piv
A∗v + 1
)
. (6.21)
Let us define Bv
( 1
0
)
as the average disease burden in village v when it is never visited
by a screening team. i.e., Bv
( 1
0
)
= limpiv↓0 Bv
(
1
piv
)
. In Appendix 6.A we prove the
following, which is in line with the general results proven in Lemma 6.2:
Lemma 6.5. The disease burden function Bv
(
1
piv
)
, as defined in (6.21), is convex
and decreasing in piv for piv ≥ 0.
Because of the convexity of the objective function and the linearity of the resource
constraint, problem (6.13) - (6.15) is equivalent to the following Lagrangean dual
optimization problem, which can be solved using a subgradient algorithm (Bertsekas,
1999):
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max{L(λ) : λ ≤ 0}. (6.22)
Here, the Lagrangean function L(λ) is defined as:
L(λ) = min
{∑
v∈V
Bv
(
1
piv
)
+ λ
(
M −
∑
v∈V
pivrv
)
: piv ≥ 0
}
. (6.23)
The following result provides the optimal solution to the Lagrangean function. Here,
function
(
d
dτ Bv
)−1 denotes the inverse of the derivative of Bv:
Proposition 6.5. The optimal value of L(λ) is unique and is obtained by:
piv =

∞ if λ = 0(
d
dτ Bv
)−1 (λrv) if 0 > λ ≥ −NvKvrvκ log (A∗v + 1)
0 otherwise
6.6 Solution Methods
We propose three methods to solve problem (6.1) - (6.4). The methods are general in
the sense that they are capable of dealing with the complete variety of disease burden
progression functions discussed in Section 6.4. In addition, we propose several simple
planning policies that are worthy of exploration for practical purposes, where a simple
policy is currently the norm.
6.6.1 BLP Approach
The binary linear programming (BLP) approach takes formulation (6.1) - (6.4) as
a starting point and tackles the non-linearity of burden function Bv(τv) by dis-
cretizing the disease burden progression function fv(s). We define a discretiza-
tion as an ordered set of burden levels Fv = {fv(s1), fv(s2), . . . , fv
(
s|Fv|
)}, where
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fv(s1) < fv(s2) < . . .. Here, fv (s1) is a lower bound on attainable disease burden
values.
Let i ∈ Fv be the burden level of village v at the beginning of planning period
t, and j ∈ Fv be the burden level of village v at the end of period t. Notice that j
depends on whether village v is screened in period t. Binary parameter A1vij equals
1 if screening village v, which is at burden level i at the current period’s beginning,
results in burden level j at the next period’s beginning, and 0 otherwise. Similarly,
binary parameters A0vij reflect the burden level transitions in case village v is not
screened in period t.
Since we assume each screening round takes place at the end of a planning period
(see Section 6.3), the average expected burden incurred during period t only depends
on the disease burden level i at the beginning of that period. Let parameters b¯vi
represent the corresponding average expected burden. Furthermore, let variables zvit
indicate whether or not village v encounters burden level i ∈ Fv at the beginning of
period t. For the beginning of period 1, the expected disease burden level is indicated
by binary parameters ζvi1, and we set zvi1 correspondingly. Using this notation, the
planning and allocation problem can be formulated as the following BLP problem:
min
∑
v∈V
∑
i∈Fv
∑
t∈T
1
T
b¯vizvit (6.24)
s.t. zvjt+1 ≥ zvit + xvt − 1 ∀(i, j) : A1vij = 1, v ∈ V, (6.25)
t ∈ {1, . . . , T − 1}
zvjt+1 ≥ zvit + (1− xvt)− 1 ∀(i, j) : A0vij = 1, v ∈ V, (6.26)
t ∈ {1, . . . , T − 1}∑
i∈Fv
zvit = 1 ∀v ∈ V, t ∈ T (6.27)
zvi1 = ζvi1 ∀v ∈ V, t ∈ T (6.28)∑
v∈Vc
rvxvt ≤ yct t ∈ T , c ∈ C (6.29)∑
c∈C
yct ≤ M t ∈ T (6.30)
xvt, yct, zvit ∈ {0, 1} v ∈ V, c ∈ C, t ∈ T , i ∈ Fv (6.31)
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Here, (6.24) - (6.28) model the discretized objective function. The other constraints
have the same interpretation as in formulation (6.1) - (6.4). We observe that both
the number of constraints and the number of variables are O (|V| · |T | ·maxv{|Fv|}).
The proposed discretization may restrict the optimization to an incomplete set
of relevant disease burden values and hence may imply incorrect solution values and
suboptimal solutions. Discretized formulations can, however, be ensured to be exact
in the following two ways. First, we can pre-calculate all attainable burden levels and
include them into Fv. Since, in principle, the number of possible burden levels grows
exponentially with T , this is typically only feasible when T is small. As an alternative,
we can repeatedly solve the model while adding the actual set of burden levels Fva
encountered by each village to Fv. Details about this algorithm are provided in
Appendix 6.C. Computation times are also a major drawback of this approach.
6.6.2 Iterated Local Optimization
For a given time period t and solution (x,y), which satisfies yct = 0 for all c ∈ C,
let bˆct(x) denote the solution value improvement when choosing to additionally send
a mobile team to cluster c in period t. When considering the planning for all other
periods to be fixed, it is optimal to send mobile teams to the M clusters for which
bˆct(x) is largest. This idea is elaborated in the iterated local optimization (ILO)
approach, as formally explained in Algorithm 2. The algorithm repeatedly selects a
period t, sets yct = 0 for all clusters c, and reoptimizes the planning for that period
while keeping the planning for all other periods fixed. The solution thus found can
be identical to the initial solution, or can be another solution with the same or lower
solution value. To improve the quality of the final solutions obtained, we run the
algorithm for two starting solutions: x = 0 and the initially infeasible solution x = 1,
and continue until no further improvements are found.
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Algorithm 2 Iterated local optimization method.
1: while the solution changes do
2: for t ∈ T do
3: Fix xvs for all s 6= t
4: Determine bˆct(x) and corresponding decisions xvt
5: Set yct = 1 for the M clusters with largest bˆct(x) values
6: Update xvt
7: end for
8: end while
Determining bˆct(x) is an optimization problem in itself. For a given solution x
and period t, let bˆvt(x) denote the decrease in average burden when choosing to
screen village v ∈ Vc instead of choosing not to. Then the problem is to find the
subset of villages in cluster c that maximizes the total burden decrease while not
exceeding screening capacity. We note that this is equivalent to a knapsack problem
with values bˆv(x), weights rv, and capacity 1. We solve this problem as a BLP (see
Kellerer et al., 2004).
6.6.3 Column Generation Approach
An alternative approach is to formulate the problem in terms of selecting a visit
schedule or visit pattern for each of the villages. Let P denote the set of patterns,
each of which can be characterized by a binary vector B|T |. Subset Pt represents
the patterns in which a screening round takes place at time t. Furthermore, let
variables xpˆv indicate whether pattern pˆ is assigned to village v and let b¯pˆv denote
the corresponding average expected disease burden. Then the planning and allocation
problem can be formulated as:
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minZ =
∑
v∈V
∑
pˆ∈P
b¯pˆvxpˆv (6.32)
s.t.
∑
pˆ∈P
xpˆv = 1 v ∈ V (6.33)∑
v∈c
∑
pˆ∈Pt
rvxpˆv ≤ yct c ∈ C, t ∈ T (6.34)∑
c∈C
yct = M t ∈ T (6.35)
xpˆv, yct ∈ {0, 1} pˆ ∈ P, v ∈ V, c ∈ C (6.36)
A main disadvantage of this formulation is that the number of patterns equals 2|T |,
and hence that the number of variables grows exponentially with |T |. Our third
proposed solution approach is therefore based on column generation.
As is standard practice, our column generation approach starts from solving the
so-called master problem (MP) – the LP relaxation of problem (6.32) - (6.36) –
using only a subset of the visit patterns. The resulting problem is referred to as
the restricted master problem (RMP). Next, “promising” patterns are identified in
the so-called pricing problem, and added to the RMP. This process is repeated until
no more promising patterns can be found. The resulting set of patterns is then
added to (6.32) - (6.36), which can subsequently be solved to optimality using integer
programming techniques. Notice that this approach is not necessarily exact, as the
optimal solution to (6.32) - (6.36) may require patterns which have not been included
or generated to find the optimal solution to the LP relaxation.
Pricing Problem. For a given solution, the pricing problem for village v corre-
sponds to finding a pattern with negative reduced costs. Let cv denote the cluster
village v belongs to and let γv and γct represent the dual variables corresponding to
constraints (6.33) and (6.34). Then the reduced costs of column pˆ are given by (cf.
Desaulniers et al., 2005):
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rcpˆv = b¯pˆv − γv −
∑
t:pˆ∈Pt
rvγcvt. (6.37)
Consequently, the pricing problem is defined as:
rc∗v = min
pˆ∈P
b¯pˆv − γv −
∑
t:pˆ∈Pt
rvγcvt. (6.38)
LP duality implies the following lower bound on the solution value of the LP relax-
ation of our problem, ZMP , and hence of Z (Desaulniers et al., 2005). Here, ZRMP
denotes the solution value of the RMP:
ZRMP +
∑
v∈V
rc∗v ≤ ZMP ≤ Z (6.39)
In solving the pricing problem, we again encounter the difficulties caused by the
non-linearity of the burden progression function. We deal with this as follows. First,
we again discretize the progression function fv(s), yielding the set of burden levels
Fv. Next, we build the graph G(Fv) depicted in Figure 6.4. Each column of nodes
represents one period, and each node within a column represents a burden level
i ∈ Fv. A visit pattern corresponds to a sequence of the red and blue arcs which
model the sequence of screening decisions. A blue (red) arc from node i in period t to
node j in period t+1 represents the situation where village v has burden level i at the
beginning of period t and is screened (not screened) in period t, resulting in burden
level j at the beginning of period t+ 1. As the node set forms a discretization of the
possible burden levels, the burden level of node j may not exactly equal the burden
level j∗ resulting from screening at burden level i. We choose j = maxj′∈Fv :j′≤j∗ j′,
i.e. the node with highest burden level not larger than j∗. Hence the resulting burden
level j is a lower bound for the actual resulting burden level. Parameter b¯i denotes
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the average expected disease burden in a given period when burden level i represents
the disease burden at the beginning of the period.
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Figure 6.4: Graph used to solve the pricing problem for village v as a shortest path problem.
It can easily be verified that the length of a given s−t path provides a lower bound
on the reduced costs of the corresponding visit pattern. Consequently, the shortest
path obtained for any discretization Fv yields a lower bound on rc∗v and hence can
serve to provide a lower bound on Z (see equation (6.39)). Moreover, if the burden
levels visited by a given s − t path mirror the actual burden levels encountered, its
length exactly equals reduced costs. As we motivate in Appendix 6.D, this implies
that one can obtain an exact solution method for the pricing problem by repeatedly
solving the shortest path problem.
Heuristic Pricing. A common strategy to accelerate a column generation ap-
proach is to search for one negative reduced costs column rather than the most neg-
ative one (Desaulniers et al., 2002). Since many iterations tend to be needed to find
the optimal pattern using the algorithm presented in Appendix 6.D, we also follow
this strategy. Specifically, we first try to find a promising pattern using the local
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search algorithm explained in Appendix 6.E. If this fails, we apply the shortest path
approach for a dense discretization (see Figure 6.4).
Warm Start. A second acceleration strategy is to give the column generation al-
gorithm a “warm start” by providing it with the patterns from the solutions obtained
by iterated local optimization.
6.6.4 Planning Policies
We now propose four simple planning policies which generate solutions period by
period, starting from period one, using straightforward polynomial time heuristics.
1. The equalization policy equalizes screening frequencies of the villages. We define
τu =
∑
v rv/M , i.e. the minimum number of planning periods needed to visit
all villages once. Then, in period t, we first determine for each cluster c the
number N(t, c) of people who were not screened in the past τu planning periods.
Next, the policy selects for screening in period t the M clusters with highest
N(t, c). Within each cluster, the teams are assigned to villages in descending
order of the time since the last screening round, until capacity is consumed.
2. The filtering policy applies the equalization policy but restricts the problem
instance to a subset of the villages for which screening is considered most urgent.
3. The differentiation policy generalizes the filtering policy and the equalization
policy. It first classifies villages into several classes ec (e.g., high and low),
depending on an urgency measure. In addition, it assigns to each class ec a
target screening interval τec. Next, in period t, we firstly determine for each
cluster c the number N(t, c) of people for which the time since the last screening
equals at least their target interval. Assignment of teams to clusters and to
villages within the clusters is done as in the equalization policy.
4. The burden level policy strives to screen the villages with the highest burden
levels. For each cluster c, it calculates l(c), the total expected disease burden
at the beginning of the period for the persons screened in that cluster if a team
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is assigned to it. The specific persons screened are determined by selecting
villages in decreasing order of expected disease burden per person until capacity
is consumed. Next, the policy assigns teams to the M clusters with highest
l(c).
6.7 Case Study
This section numerically illustrates the application of our results and methods to
HAT, the disease which motivated our work. The presented case study is based on
a database of screening operations and villages in Kwamouth, DRC. Using available
data and models (Chapter 5), we analyze the computational and solution quality for
the presented solution approaches, as well as their sensitivity with respect to data
impreciseness. We implemented our experiments in Matlab R2015a and used CPLEX
12.63 as a BLP solver.
6.7.1 Baseline Case Description
Our dataset describes HAT screening rounds in 2324 villages in the Kwamouth health
district (Bandundu, DRC) between 2004 and 2013. From these villages, 239 were
included in our case study based on two criteria: (1) there exists at least one record
of the number of people screened and (2) the geo-coordinates are known. The first
criterion is required to estimate population sizes and the second is required for as-
signing villages to clusters. Participation (part) in screening rounds in Bandundu has
been estimated as 71% (Robays et al., 2004). If this percentage were always attained
exactly, the total population equals 1.41 times the number of people participating.
However, participation varies substantially (Robays et al., 2004). Thus, we estimate
the total village population to be 1.2 times the maximum number of people partic-
ipating in a screening round reported for that village. To ensure that each village
can be screened in one planning period, one village had to be split into two. Both
are considered separate villages in the remainder of our analyses, which increases the
total number of villages to 240.
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Current planning practices in the national sleeping sickness control program of
the DRC largely support cluster-based planning (Hasker, 2016):
“They define different axes, and then simply visit one axis per trip. (...) An
axis can be a major road or a river by which you travel. Of course, there are
not many roads. Most villages can only be accessed by one road, so if you are
travelling in a given direction, it is logical to stay in that region.”
“The planning assumes that they screen 300 persons per day, 20 days per month,
so 6000 [persons] per month, and then they return to their basis.”
Reflecting current practice, we let a planning period represent one month. We esti-
mate that the number of people participating in a screening round in village v equals
part · Nv and that each screening round lasts a fraction rv = part · Nv/6 000 of a
planning period. We initially consider the case of one screening team. Since the total
estimated number of people from the 240 villages participating in screening equals
73 521, this team would need approximately 12 months to visit the villages, which is
in line with the current WHO guidelines for villages having one case in the past three
years (WHO, 2015b). We manually clustered the villages, following the structure of
the road network. The resulting clusters, the villages, and their relative population
sizes are depicted in Figure 6.5.
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Figure 6.5: Map of the 240 villages in Kwamouth included in our case study. Population is
indicated by node size.
Average expected number of people infected, as calculated by (6.10), is used as an
indicator of disease burden. Carrying capacities for 70 villages were obtained from
De Vries et al. (2016). Since sufficient screening data were lacking for the other vil-
lages – defined as having information about at least two screening rounds and at least
one disease case – these were randomly generated from an exponential distribution
with mean 0.858%. This distribution was based on 143 carrying capacities estimated
for this region by De Vries et al. (2016). We do not claim these estimates to be accu-
rate, but consider them to be realistic enough for the purpose of the computational
analysis presented in this case study.
In line with common practice in the evaluation of active case finding (Robays
et al., 2004; Piot, 1967), we calculate the impact fraction p as the product of the fol-
lowing fractions: (1) participation, part, (2) sensitivity of the screening test, sensscr,
(3) sensitivity of the confirmation test, senscon, and (4) treatment initiation, treat.
Here, sensitivity is defined as the fraction of infected people who are detected when
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participating in screening. Baseline values for these and other parameters used in
the case study can be found in Table 6.1. We note that time is measured in months.
Parameter Value Source/remark
part 0.71 (Results on Bandundu by Robays et al., 2004)
sensscr 0.95 (Robays et al., 2004)
senscon 0.75 (Lutumba et al., 2006)
treat 0.99 (Results on Bandundu by Robays et al., 2004)
κ 0.0667 (De Vries et al., 2016). Adapted from year-based estimate.
Av0 2.526 (De Vries et al., 2016)
M 1
T 36
Table 6.1: Baseline case parameters.
6.7.2 Computational Experiments
We now consider the computation times and solution quality for the three solution
methods proposed in Section 6.6. To allow the calculation of the exact solution and
hence of exact optimality gaps, we first consider small instances in which T ranges
from four to seven months (for larger horizons, finding the guaranteed optimal solu-
tion becomes extremely difficult) and M ranges from one to two. The BLP approach
uses a discretization consisting of 25 prevalence levels equally spaced between zero
and the village’s carrying capacity. The exact solution was determined by applying
this approach for a discretization containing all 2T prevalence levels that could pos-
sibly be attained. Table 6.2 shows the CPU times (sec.) and optimality gaps for the
three methods.
M = 1 M = 2
T 4 5 6 7 4 5 6 7
CPU
time
(sec.)
BLP 3.0 18.2 62.1 193.0 3.9 30.9 85.5 371.8
ILO 0.4 0.5 0.7 0.7 0.4 0.8 1.4 2.4
CG 3.3 4.6 6.4 9.3 3.1 5.0 7.1 9.7
Opt.
gap
BLP 0.000% 0.000% 0.000% 0.008% 0.004% 0.005% 0.022% 0.037%
ILO 0.000% 0.000% 0.000% 0.001% 0.003% 0.006% 0.009% 0.007%
CG 0.000% 0.000% 0.000% 0.001% 0.003% 0.006% 0.009% 0.007%
Table 6.2: Computational results.
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Each of the methods yields optimal or near-optimal solutions. Yet, computation
times for the BLP approach soon become impractical, even though the discretization
contains only 25 prevalence levels. For the other approaches, solution times grow
much more slowly, which renders them more suitable for large problem instances,
such as instances considering up to 36 months, as in the case study at hand.
To assess the added value of the column generation approach over the ILO ap-
proach, we also applied the three methods to T ∈ {12, 18, 24, 30, 36}. In each case,
the approaches attain the same solution value, showing that it is hard for the col-
umn generation (CG) approach to improve upon ILO solutions. Implications for the
potential role of the column generation approach are discussed in the final section.
Due to its computational performance and solution quality, we shall use the ILO
approach as a solution method in the remainder of this section. Since we have no
proof of optimality for the obtained solutions, we refer to them as “optimized” rather
than “optimal”.
6.7.3 Baseline Case Results
To gain intuition regarding the optimized planning decisions, we now analyze them
in detail for the baseline case (M = 1, T = 36). Figure 6.6 shows how numbers of
screening rounds relate to carrying capacities (i.e., node sizes). We observe that there
is substantial correlation between the two, as also shown on a more aggregate level
in Figure 6.7. Characteristics of other villages within a cluster form a second major
determinant. For example, the total population of the blue cluster is comparatively
small (see Figure 6.5). As a consequence, it is relatively unattractive to visit this
cluster often, which constrains the number of visits to villages in that cluster having
a high carrying capacity. The reverse is true as well: several villages with a relatively
low carrying capacity are frequently visited due to high carrying capacities of other
villages in the same cluster. Next to the need for choosing the clusters deliberately,
this also touches upon equity considerations.
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Figure 6.6: Number of screening visits to each village in 36 months. Carrying capacities are
indicated by node sizes.
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Figure 6.7: Average yearly screening frequencies in the optimized solution for four classes of
villages.
A third observation is that 26 out of the 240 villages are not visited in the 36
months considered. In terms of current planning guidelines, this is equivalent to
being excluded from the screening program (WHO, 2015b). While exclusion may be
preferable from a medium term effectiveness viewpoint, it raises equity concerns, and
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can also be problematic when the objective is disease elimination. We come back to
these issues in the discussion.
6.7.4 Performance of Planning Policies
Let us now investigate the trade-off between solution quality and solution method
complexity. Figure 6.8 describes the performance of the planning policies proposed
above in terms of average expected number of people infected. Here, the filtering
policy includes all villages assigned a strictly positive frequency in Proposition 6.4 in
the screening program. The differentiation policy divides villages into 4 equally sized
classes. The first class contains the villages with highest carrying capacities, etc.
The policy assigns the classes 40%, 30%, 20%, and 10% of the screening capacity,
respectively.
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Figure 6.8: Average and final (end of planning horizon of 36 months) expected number of people
infected in the 240 villages for the optimized schedule and the schedules following from the planning
policies.
Without screening, the average expected number of people infected in the 240
villages during the next 36 months would be 341 persons. Hence, the solutions
avert 52% (equalization) up to 67% (optimized) of average prevalence, which shows
the substantial impact active case finding can have. We observe that the burden
level policy performs only 0.7% worse than optimized planning. The filtering policy
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and the differentiation policy perform substantially worse. This is explained by the
fact that the optimal screening frequency for a given village is, as discussed, largely
determined by the characteristics of villages sharing the same cluster, which these
policies do not appropriately account for.
The results more generally show that differentiating screening frequencies rather
than uniformly allocating capacity pays off substantially. For example, the average
expected number of people infected decreases from 165 persons for the schedule fol-
lowing from the equalization policy to 111 persons (-32%) for the optimized schedule.
One possible concern about minimizing average disease burden for a short time
horizon is that the resulting screening policy may yield an undesirable final disease
burden. This potential drawback does not occur in the presented case study. In-
stead, as shown in Figure 6.8, the average expected number of people infected is
well correlated with the final expected number of people infected. Next, we analyze
end-of-horizon effects in detail.
6.7.5 End of Horizon Effects
To assess the extent to which planning decisions are determined by the planning
horizon, we obtain the optimized solution for T = 72 and compare the first twelve
months of this solution with the optimized solution for T = 12. This is repeated
for T = 24 and T = 36. Figure 6.3 depicts the results. We observe little difference
between average disease burdens. Compared to the partial solutions, referred to
as “optimized T72”, average disease burden is slightly lower. Solutions are also
comparable in terms of the final expected number of people infected. This indicates
that solution value and final disease burden are relatively insensitive to the length of
the planning horizon, at least for this example.
6.7.6 Sensitivity Analysis: Carrying Capacities
As we cannot directly observe the carrying capacities of the villages, we estimate
them from observables. Chapter 5 proposes and fits a formula relating the carrying
capacity to the average observed prevalence and the average screening frequency in
the past five years. Due to stochasticity in prevalence levels, however, such estimates
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Figure 6.9: Comparison of solution for T ∈ {12, 24, 36} with the partial solution for T = 72.
may be imprecise, which begs the question to what extent this impacts the quality
of scheduling decisions. Figure 6.10 summarizes sensitivity analysis results. For
each village, we randomly draw the “real” carrying capacities according to a uniform
distribution on [Kv(1−∆),Kv(1 + ∆)], determine the “real” optimized solution, and
calculate the “real” value of the solutions that were based on the “incorrect” carrying
capacities. This is repeated 100 times for each ∆ ∈ {0.2, 0.4, 0.6, 0.8, 1.0} which yields
the depicted average and maximum observed optimality gaps.
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Figure 6.10: Results of the sensitivity analysis on carrying capacity estimates.
The results show that solution quality is rather robust with respect to imprecise-
ness. For example, the estimated “optimality” gap for the burden level policy ranges
from 1.0% for ∆ = 0.2 to 12.2% for ∆ = 1.0. Hence, even when the real carrying
capacities deviate up to 100% from the assumed values, the estimated average gap for
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this policy equals only 12.2%. Furthermore, the maximum observed “optimality” gap
is rather close to the average. For the solution obtained by the burden level policy,
for example, the maximum ranges from 1.5% for ∆ = 0.2 to 20.3% for ∆ = 1.0. Note
that the actual optimality gap may be larger since we used the optimized solution
for comparison. We note further that one needs to be careful in generalizing these
results. They are based on a specific assumption on the distribution of carrying ca-
pacities, and will be affected when this distribution differs in reality. Directions for
future research are addressed in the final section.
6.7.7 Sensitivity Analysis: Screening Impact
There is an ongoing debate about the expected impact of active case finding (Welburn
et al., 2016), which is known to vary among regions (Robays et al., 2004) and may
change over time. As a consequence, the true impact of screening may deviate from
the assumed impact, as quantified by parameter p in the presented fractional impact
models. Figure 6.11 depicts how the quality of solutions obtained for baseline value
p = 0.5 (see Table 6.1) is affected when p equals 0.1, 0.3, 0.7, or 0.9 in reality. Here,
“optimized incorrect” refers to the optimized solution using p = 0.5. To estimate the
resulting optimality gap, we also present the solution value for the optimized solution
using the “real” value of p.
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Figure 6.11: Optimality gap attained when basing decisions on the baseline value for p, for
different actual values of p.
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We observe that the estimated optimality gap for the optimized schedule using
p = 0.5 is only 3.1%, 2.7%, and 9.4% when in reality p equals 0.1, 0.3, and 0.7,
respectively. This shows that even a substantial over- or underestimation of impact
does not necessarily have serious consequences. When p equals 0.9 in reality, however,
sub-optimality increases to 50.2%.
A second observation is that the burden level policy outperforms optimized plan-
ning by 4.5 and 21.4 percent points when p equals 0.7 and 0.9, respectively. This
strengthens the belief that the burden level policy provides a good alternative to
optimized planning. The schedules obtained by the equalization, filtering, and dif-
ferentiation policies remain inferior to the optimized schedules, irrespective of p.
6.8 Conclusions and Discussion
This chapter considers the problem of scheduling mobile population screening teams.
Disease burden in a given village or population is assumed to increase between screen-
ing rounds. Screening is modeled to decrease the disease burden either by a given
fraction or to some fixed level. We present generic solution methods and insights,
which have much potential to be of value in solving practical problems. This is
illustrated through the case study of HAT disease control in Kwamouth, DRC.
One main takeaway is that effectiveness of screening programs can increase sub-
stantially when rationalizing planning decisions based on endemicity and clustering.
For example, we estimate that the average expected number of people infected in the
region considered decreases from 165 persons to 111 persons (-32%) when using an
approach that incorporates these aspects instead of an approach that simply assigns
(approximately) the same screening frequency to each village. This has important
implications for current guidelines. The WHO recommends yearly screening for vil-
lages which had at least one case in the past three years screening every three year
for villages which had no case in the last three years but at least one case in the
past five years (WHO, 2015b). However, screening capacity may not be sufficient to
implement these guidelines. Moreover, our results suggest that the lack of differenti-
ation can result in substantial sub-optimality and hence the WHO guidelines could
likely be improved by aligning screening frequencies more closely with prevalence.
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A second major finding is that simple planning policies yield solutions that are
close to those obtained by more sophisticated methods. For example, a policy that
solely bases decisions on current disease burden levels performs only 0.7% worse
than methods employing sophisticated optimization techniques. This is important,
since complexity tends to go hand in hand with costs in terms of software imple-
mentation, software maintenance, and/or training (cf. Banker et al., 1993). From a
cost-effectiveness point of view, choosing such a simple policy might thus be prefer-
able. One should note, though, that the most suitable method may differ by context.
Our numerical results were obtained for a specific disease burden progression func-
tion and a specific set of villages and might change for other case studies. Moreover,
specific applications might require adaptations from the presented solution methods,
and some might be more suitable for such adaptations than others. For example, if
policy makers impose a maximum screening interval per village, this could easily be
incorporated in pricing problem (6.39).
Third, sensitivity analyses for our case study suggest that solution quality is
relatively insensitive to impreciseness of input data, at least for the sophisticated
methods and the burden level policy. Due to inherent stochasticity of infectious
disease outbreaks and screening impact, this is very important. When estimates
become very imprecise, however, substantial sub-optimality may be induced, which
shows the necessity of investing in reliable parameter estimates. Future research
testing our policies and solution approaches within a validated simulation model
would be highly valuable. Furthermore, one could investigate models that explicitly
account for impreciseness. Bayesian statistics, for example, could be very well used
to dynamically update beliefs about the burden progression function, given newly
obtained burden level estimates. Incorporating such beliefs would make the problem
stochastic, and may require different models and solution methods.
To the best of our knowledge, we are the first to present generic methods to
analyze the relationship between capacity and long-term average disease burden.
These can assist policy makers, e.g., in determining how many teams are expected to
be needed to stabilize the epidemic or to achieve disease eradication. For some cases,
the analyses reveal analytical expressions for this relationship. For example, we prove
that the function is piecewise linear for the logistic model with fractional screening
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impact. We note, though, that the analyses are based on a problem variant in
which clustering constraints are relaxed, which suggests that the estimated capacity
requirements for reaching a given disease burden target level are lower bounds on
the actual capacity requirements. This is not completely trivial, since we restrict
ourselves to fixed time intervals between screening rounds. Though this has been
proven optimal for a special case of MSTDR (Bar-Noy et al., 2002), we have not
been able to do so for the general setting considered. Future research is needed to
investigate this.
A limitation of our methods is that they assume villages to be independent:
intervening in one village or deciding not to do so does not impact the epidemic
in others. Since infectious disease agents can move between different villages, this
potentially affects solution quality. In our case study, we do not expect this to be
substantial, since tsetse flies do not cover large distances (Williams et al., 1992) and
since poor infrastructures in the DRC severely restrict human mobility (Foster and
Benitez, 2011). Nevertheless, in a situation in which elimination is close, as is the case
in many HAT disease foci (Simarro et al., 2011), one may wish to also visit villages
that are of low endemicity, so as to reduce the risk that the disease re-emerges from
them. Equity considerations might form a second reason to provide some level of
access to screening in such villages (cf. Ares et al., 2016; McCoy and Lee, 2014).
Future research is needed to propose models and solution methods incorporating
such aspects.
Appendices
6.A Proofs
Proof of Proposition 6.1.
Proof. This directly follows from the fact thatMSTD has the PMP (see Section 6.2)
as a special case, which was shown to be NP-hard by Grigoriev et al. (2006).
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Proof of Proposition 6.2.
Proof. The integral in (6.8) is the convolution of the functions λv(s) and β(s), de-
noted by λv ∗ β. Taking the derivative of a convolution gives (Bracewell, 1965):
(λv ∗ β)′ = λ′v ∗ β = λv ∗ β′
Hence, this yields:
d
dτ
fv(τ) =
∫ τ
0
λ′v(s)β(τ − s)ds (6.40)
=
∫ τ
0
λv(s)β′(τ − s)ds. (6.41)
We know that λv ≥ 0 and β ≥ 0. Moreover, it is given that λ′v > 0 and/or β′ > 0.
This implies that the derivative of function (6.8) is strictly positive and hence this
function is increasing.
Proof of Proposition 6.3.
Proof. Consider a 3-partition instance with target value B and positive integers
B/4 < ri < B/2 for i ∈ {1, ..., 3T} and a target value B such that
∑
i ri = TB.
The 3-partition problem requires one to decide whether the integers can be parti-
tioned into T triples (i, j, k) such that ri + rj + rk = B for each of the T triplets.
The 3-partition problem is known to be strongly NP-complete (Gary and Johnson,
1979).
A polynomial-time reduction from 3-partition to MSTDHAT is obtained as fol-
lows. We consider T + 1 planning periods, one cluster of villages, and one screening
team. For each integer i ∈ {1, ..., 3T}, we introduce a village v(i), resulting in 3T
villages. For i ∈ {1, ..., 3T}, village v(i) requires screening capacity rv(i) = ri/B.
Moreover, village v(i) has population Nv(i) = ri, carrying capacity Kv(i) = 1, and
Av(i)0 = 0. There is one team available. The reduction will simultaneously cover the
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cases of fixed screening impact and fractional screening impact. For the fractional
impact, we choose p = 1. For the fixed impact, we equivalently set A∗v = 0. These
parameter settings imply that prevalence in a given village v(i) equals 1 until the
first period in which v(i) is screened and is reset to zero starting from the end of that
first screening period (because of assumption 2).
We now claim that the 3-partition instance I is a yes-instance if and only if the
MSTDHAT instance has a solution of value at most 12T (T + 1)B. The proof is
straightforward and the main intuition is depicted in Figure 6.12.
1 2 3 T T+1…..
B
3B
2B
(T-1)B
TB
…
…
Time
Disease 
burden
Figure 6.12: Disease burden incurred over time in the MSTDHAT instance if the 3-partition
instance is a yes-instance.
If. Let S = (s1, s2, . . . , sT ) be solution for I satisfying ri + rj + rk = B for
each triplet st, t = 1, . . . , T . Then a solution for MSTDHAT is formed by simply
maintaining the triplets of corresponding villages (v(i), v(j), v(k)). Now, schedule
villages corresponding to the first triplet s1 at period 1, the villages corresponding
to the second triplet at period 2, et cetera, until the villages of the final triplet sT
are schedule at period T . Notice that the screening of the villages corresponding to
integers in triplet st is assumed to take effect at time t, t = 1, . . . , T .
The initial disease burden at the beginning of the planning horizon is given by∑n
i=1Nv(i), which in turn equals TB. Hence this is also the total burden during
this period, as screenings takes effect when the period ends. More generally, during
period t, the scheduling of villages v(i) ∈ st reduces the burden by
∑
i∈st Nv(i) = B a
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time t, while the burden of disease during period t sums to (T − t+ 1)B, as depicted
in Figure 6.12. Hence the total disease burden from time 0 to time T + 1 equals∑T+1
t=1 (T − t+ 1)B =
∑T
t=1 tB = 12T (T + 1)B.
Only if. Now suppose the MSTDHAT instance has a solution of value at most
1
2T (T + 1)B. As there is one team available in each period t, t = 1, . . . , T , the sum
of the screening capacity consumptions rv(i) = ri/B of the villages v(i) screened in
period t cannot exceed 1. As a result, a population of at most B people can be
screened in each period. Starting with the given disease burden of TB, and reducing
the disease burden per period with the maximum attainable value of B, we arrive at
a total minimum disease burden of
∑T+1
t=1 (T − t+ 1)B =
∑T
t=1 tB = 12T (T + 1)B, as
is required for a yes-instance of MSTDHAT . This value is only attained if in each
period t, t = 1, . . . , T + 1, the reduction in disease burden is equal to the maximum
possible reduction per period of B. As rv(i) = ri/B, it then follows from the fact
that B/4 < ri < B/2 for i ∈ {1, ..., 3T}, that exactly 3 villages are screened in each
period t, t = 1 . . . , T . As the sums of the screening capacity consumptions of the
villages v(i), v(j), v(k) screened in the same period t add up to 1, ri + rj + rk = B.
Hence, the T triplets of the village indices form a (certificate for a) yes-answer for
3-partition instance I.
Note that the decision version of MSTDHAT is in NP since we can calculate the
value of a solution in at most |V| · |T | steps: for each village and for each of the time
intervals τvn, one needs to determine Avn, which costs a constant amount of time.
Next, the solution value is calculated by means of (6.10). This completes the proof
that the decision version of MSTDHAT is strongly NP-complete.
Proof of Lemma 6.1.
Proof. First, note that the fact that fv(s) is increasing implies that sgn (fv(s1)− fv(s2)) =
sgn (fv(s1 + τ)− fv(s2 + τ)) for any pair of values s1 and s2 and any non-negative
constant τ . Furthermore, observe that the relationship between fv(svn+1) and fv(svn),
as described in (6.5), implies that:
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fv(svn+2)− fv(svn+1) = (1− p) (fv(svn+1 + τv)− fv(svn + τv)) ,
Combining these observations yields that sgn (fv(svn+2)− fv(svn+1)) = sgn (fv(svn+1)− fv(svn)).
Applying this argument repeatedly completes the proof.
Proof of Lemma 6.2.
Proof. Let functions gv(s) and Gv(τ) be defined as follows:
gv (s) = fv (s∗v + s) , (6.42)
G (τ) =
∫ τ
0
gv(s)ds. (6.43)
Using this notation, function Bv
(
1
piv
)
can be written as pivGv
(
1
piv
)
. The fact that
this function is decreasing follows from a geometric interpretation of its derivative:
d
dpiv
pivGv
(
1
piv
)
= Gv
(
1
piv
)
− 1
piv
gv
(
1
piv
)
The first term represents the area under the curve gv(s) for the domain [0, 1piv ]. The
second represents a box of height gv( 1piv ) and width
1
piv
. Because gv(s) is increasing
and non-negative (since fv(s) is), the second part strictly contains the first, which
implies that the first derivative is negative on this domain.
Convexity of Bv
(
1
piv
)
follows from the facts that pivGv
(
1
piv
)
represents the so-
called perspective of Gv(τv), that Gv(τv) is convex since gv(τv) is increasing (Hardy
et al., 1952), and that the perspective of a convex function is convex as well for piv > 0
(Boyd and Vandenberghe, 2004).
Proof of Lemma 6.3.
Proof. Our summation is the Cesaro mean of the sequence {f¯vn}n. Chapter 5 shows
that this sequence monotonically converges to the value defined in (6.17). The fact
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that the Cesaro mean of a convergent sequence yields the limit value when n → ∞
(Hardy, 2000) proves our result.
Proof of Lemma 6.4.
Proof. Suppose there exists an optimal solution with τv < τ∗. Then increasing τv
to τ∗ does not change the value of the burden function (6.17) and does not violate
capacity constraint (6.14). The fact that τ∗ > 0 follows from the given that p > 0.
Proof of Proposition 6.4.
Proof. Problem (6.18) - (6.20) can be seen as a continuous knapsack problem with
capacity M , items v, weights rv, and values −NvKv log(1−p)κ . The optimal solution
to this problem is to “select” items in descending order of the ratio of value over
weight (Kellerer et al., 2004). This corresponds to ordering the villages in descending
order of the presented ratio, and (in this order) setting piv = pi∗ (i.e., τv = τ∗) if
remaining capacity suffices and setting piv to minimum possible screening frequency
otherwise.
Proof of Lemma 6.5.
Proof. For the logistic model, functions gv (s) and G (τ) (see (6.42) and (6.43)) are
defined as:
gv (s) =
NvKv
1 +A∗ve−κs
(6.44)
G (τ) = NvKv
κ
log
(
A∗v + eκτ
A∗v + 1
)
(6.45)
(6.46)
Using this notation, function Bv
(
1
piv
)
can be calculated as pivGv
(
1
piv
)
. Furthermore,
the chain rule implies that its first derivative is calculated as:
d
dpiv
pivGv
(
1
piv
)
= Gv
(
1
piv
)
− 1
piv
gv
(
1
piv
)
222 Optimizing Population Screening for Infectious Diseases
The two terms have a geometric interpretation. The first represents the area under
the curve gv(s) for the domain [0, 1piv ]. The second represents a box of height gv(
1
piv
)
and width 1piv . Since gv(s) is strictly increasing (see equation (6.9)), the second part
strictly contains the first for all piv > 0, and this implies that the first derivative is
negative on this domain.
The following derivation shows that the function is also decreasing at piv = 0.
First, we define the boundary value Bv( 10 ) as:
Bv
(
1
0
)
= lim
piv↓0
NvKvpiv
κ
log
(
A∗v + e
κ
piv
A∗v + 1
)
= lim
piv↓0
NvKvpiv
κ
(
κ
piv
− log (A∗v + 1)
)
= NvKv
This is then used to calculate the derivative at piv = 0:
d
dpiv
Bv
(
1
0
)
= lim
ε↓0
εBv
( 1
ε
)− Bv ( 10)
ε
= lim
ε↓0
NvKv
ε
− NvKv
κ
log (A∗v + 1)−
NvKv
ε
= −NvKv
κ
log (A∗v + 1) < 0 (6.47)
Differentiating Bv
(
1
piv
)
twice yields:
d2
dpi2v
Bv
(
1
piv
)
= A
∗
vκNvKve
κ
piv
pi3v
(
A∗v + e
κ
piv
)2 .
Since all terms in the numerator and denominator are positive, this proves the con-
vexity of the function.
Proof of Proposition 6.5. We first prove the following lemma:
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Lemma 6.6. The range of the function ddpivBv
(
1
piv
)
is
[−NvKvκ log (A∗v + 1) , 0)
Proof. Note that Bv
(
1
piv
)
is only defined for piv ≥ 0. By Lemma 6.5, we know that
the derivative of this function is negative and increasing on this domain. Hence,
we only need to analyze the extremes of the domain. The lower bound on the
range follows from Lemma 6.5, which shows that the derivative at piv = 0 equals
−NvKvκ log (A∗v + 1). The upper bound on the range follows from taking the limit to
infinity:
lim
piv→∞
d
dpiv
Bv
(
1
piv
)
= lim
piv→∞
Gv
(
1
piv
)
− 1
piv
gv
(
1
piv
)
= lim
piv→∞
NvKv
κ
log
(
A∗v + e
κ
piv
A∗v + 1
)
− NvKv
1 +A∗ve−
κ
piv
(6.48)
= 0
Using this result, we can now prove Proposition 6.5.
Proof. When there is no penalty for violating constraint (6.14), i.e. when λ = 0,
Lemma 6.5 implies that L(λ) is decreasing in piv and hence that it is optimal to
choose piv = ∞. For a large penalty, i.e., when λ < −NvKvrvκ log (A+ 1), Lemma 6.6
implies that
∂
∂piv
L(λ) ≥ −NvKv
κ
log (A+ 1)− rvλ
> 0
Hence, the Lagrangean function increases with piv in this case, implying that is it
optimal to make piv as small as possible: piv = 0. In the third case, the Lagrangean
problem is solved by solving ∂L(λ)∂piv = 0, where the derivative is calculated as:
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∂
∂piv
L(λ) = d
dpiv
Bv
(
1
piv
)
− rvλ (6.49)
By Lemmas 6.5 and 6.6, we know that there is one unique value of piv that
minimizes the Lagrangean function and that this value is given by function hv(λ).
6.B Upper Bounds on Screening Intervals
Among the increasing burden progression functions fv(s), those that are convex de-
serve specific attention. Though it will generally be unrealistic to assume the (disease)
burden will keep increasing in the absence of screening, convex functions can provide
useful approximations. For example, they are shown to adequately reflect willingness
to pay for water as a function of the time without water (see, e.g., Holguín-Veras
et al., 2016, 2013). One general and extremely relevant subclass of convex disease
burden progression functions are those obtained when (1) expected incidence (rate
of new disease cases) is an increasing function λv(s) of s and (2) the expected disease
burden incurred by an infected person is an increasing function β(τ − s) of the time
since the onset of the disease τ − s. The disease burden at stage τ is then calculated
as in (6.8) and is proven to be convex in the following proposition.
Proposition 6.6. The disease burden at stage of progression τ , as defined in (6.8),
is convex in τ if functions λv(s) and β(s) are increasing in s.
Proof. The integral in (6.8) is the convolution of the functions λv(s) and β(s), de-
noted by λv ∗β. Taking the derivative of a convolution twice gives (Bracewell, 1965):
(λv ∗ β)′′ = λ′v ∗ β′.
Hence, this yields:
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d2
dτ2
fv(τ) =
∫ τ
0
λ′v(s)β′(τ − s)ds. (6.50)
Because λ′v ≥ 0 and β′ ≥ 0, this implies that the second derivative of function (6.8)
is nonnegative and hence that this function is convex.
Using the same reasoning, one can prove the convexity of fv(s) when one of the
functions λv(s) or β(s) is convex and the other nonnegative.
Let us now return to our original planning and allocation problem, as formulated
in (6.1) - (6.4). As an input for several solution methods, it can be useful to know that
there exists an optimal solution for which the number of planning periods between
two screening rounds in a given village v does not exceed a given (finite) upper
bound. The same holds for the number of planning periods between two allocations
of a team to a given cluster c. It is not difficult to come up with instances in which
the optimal time interval is infinite, showing that such a finite upper bound does
not exist in general. For the class of epidemics characterized by convexly increasing
disease burden progression functions and a fixed screening impact, and when rv is
equal among villages (e.g., as obtained when redefining villages as sub-populations
of a given size), we can establish the following upper bounds. Here, R =
⌊
1
rv
⌋
denotes the number of villages that can be screened per team per month and τ =
max
{⌈
2|V |−1
RM
⌉
, 3
}
.
Proposition 6.7. If fv(s) is monotonically increasing and convex, rv = r for all
villages v ∈ V, and |C| = 1, then the number of planning periods between two visits
of village v is bounded from above by:
τˆv =
⌈
max
w∈V
{
t :
Fw(s∗v + τ − 1)− 2Fw
(
s∗v + τ−12
)
Fv(s∗v + t)− Fv(s∗v + 2)− Fv(s∗v + t− 2)
= 1
}⌉
.
Proof. Again, we make use of functions gv(s) and Gv(τ) as defined in (6.42) and
(6.43). Suppose village v is not visited for t planning periods, and consider the case
that t ≥ τ . There exists at least one village w that is visited at least 3 times during
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the first τ of the t planning periods. Switching the second of these three visits to
village v increases the burden in village w by at most
Gw(τ − 1)− 2Gw
(
τ − 1
2
)
≥ 0.
Due to the convexity of gv(s) and hence of Gv(s), the largest increase is obtained
when the three visits are performed at times 1, τ , and τ−12 . In addition, this switch
decreases the burden in village v by at least
Gv(t)− (Gv(2) +Gv(t− 2)) > 0.
The smallest decrease is obtained when the second visit to village w is performed at
time 2. Hence the switch is always beneficial if
Gw (τ − 1)− 2Gw
(
τ − 1
2
)
≤ Gv(t)− (Gv(2) +Gv(t− 2)) (6.51)
Note that the right-hand side is negative when t = 0 and that it monotonically
increases to infinity when t increases because gv(s) is convex and monotonically
increasing. Hence, equality of the equation is attained for a unique value of t. The
fact that we do not know village w beforehand then leads to the proposed bound.
Proposition 6.8. If fv(s) is monotonically increasing and convex, rv = r for all
villages v ∈ V, and |C| ≥ 2, then the number of planning periods between two visits
of district c is bounded from above by:
tˆc =
⌈
max
d∈C
{
t : maxv∈Vd {min{|Vd|,R} (Fv(s
∗
v + 2τˆv)− 2Fv (s∗v + τˆv))}
minv∈Vc {min{|Vc|,R} (Fv(s∗v + t)− Fv(s∗v + 2)− Fv(s∗v + t− 2))}
= 1
}⌉
(6.52)
where
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τˆv =
⌈
max
w∈V
{
t :
Fw(s∗v + τ − 1)− 2Fw
(
s∗v + τ−12
)
Fv(s∗v + t)− Fv(s∗v + 2)− Fv(s∗v + t− 2)
= 1
}⌉
, (6.53)
and
τ = max
{(⌈
2|Vc| − 1
R
⌉
− 1
)
|C|+ 1, 2|C|+ 1
}
.
Proof. We first prove an upper bound on the time between two consecutive visits for
each village in a given cluster d. Afterwards, we show that switching a team from
cluster d to a different cluster c is beneficial when the time since the last visit to c
exceeds a certain threshold.
Suppose that cluster c has not been visited in the last tc ≥ τ planning periods,
where τ = (q−1)(|C|−1)+1M for some positive integer q. Then there exists at least one
cluster d that is visited at least q times during the first τ of the tc planning periods.
Let us now consider a given village v in cluster d that has not been visited for tv ≥ τ
planning periods and let q = max
{⌈
2|Vd|−1
R
⌉
, 3
}
. Then there is at least one other
village w ∈ Vd that is visited at least 3 times. Applying the “switching trick” from
the proof of Proposition 6.7 yields that the number of planning periods between two
visits of village v is bounded from above by τˆv (see (6.53)).
Next, suppose that we are going to switch one of the (at least three) screening
rounds in cluster d to cluster c. We know that village v ∈ Vd is visited at least three
times during 2τˆv + 1 planning periods. Hence, this increases the total disease burden
in district d by at most
max
v∈Vd
{min{|Vd|,R} (Gv(2τˆv)− 2Gv (τˆv))} ,
and decreases the total disease burden in district c by at least
min
v∈Vc
{min{|Vc|,R} (Gv(tc)−Gv(2)−Gv(tc − 2))} .
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Applying the “switching trick” again, now on a cluster level, and accounting for the
fact that we do not know cluster d beforehand, we obtain the proposed bound.
Proposition 6.9. If fv(s) is monotonically increasing and convex, rv = r for all
villages v ∈ V, and |C| ≥ 2, then the number of planning periods between two visits
of village v ∈ Vc is bounded from above by:
τˆv =
⌈
max
w∈V
{
t :
Fw(s∗v + τc − 1)− 2Fw
(
s∗v + τc−12
)
Fv(s∗v + t)− Fv(s∗v + 2)− Fv(s∗v + t− 2)
= 1
}⌉
,
where
τc =
⌈
τˆc
⌈
2 · |Vc| − 1
R − 1
⌉
+ 1
⌉
,
and where τˆc is as defined in (6.52).
Proof. Suppose village v ∈ Vc is not visited for t planning periods, and consider the
case that that t ≥ τc. There exists at least one village w that is visited at least 3
times during the first τc of the t planning periods. Applying the “switching trick”
(see Proposition 6.7) between village v and some village w ∈ Vc yields the result.
6.C Repeated BLP Approach
An exact approach to solve problem (6.1) - (6.4) is obtained by repeatedly applying
the BLP approach, as described in Algorithm 3. First, we set parameters A1ij and
A0ij optimistically: the burden level j at the beginning of the next period is the
tightest lower bound on the actual burden obtained when starting the current period
with burden level i. Second, we we solve the BLP, determine the actual set of
burden levels Fva encountered in each village, add this to the existing set of burden
levels Fv, update parameters A1vij and A0vij , and resolve the BLP problem. This
process is repeated until we find a solution in which the burden levels encountered
mirror the actual burden levels. Optimality of this solution is guaranteed by the
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fact that the quality of each other solution is represented optimistically by the choice
of the parameters A1vij and A0vij . Convergence of the algorithm is implied by the
observations that the algorithm always terminates when a solution is obtained for
the second time and the number of possible visit patterns is finite.
Algorithm 3 Repeated BLP Approach
1: I = 1,Fv = Fv0,Fva = ∅
2: while Fva * Fv||I = 1 do
3: Fv := Fv ∪ Fva
4: Update parameters A1vij and A0vij optimistically
5: Solve BLP (6.24) - (6.31)
6: Evaluate Fva
7: I := I + 1
8: end while
6.D Exact Solution Method Pricing Problem (6.39)
The following algorithm solves the pricing problem to optimality. The reason lies in
the observation that the length of the shortest path found equals the reduced costs
of the corresponding visit pattern. Since the length of each alternative path provides
a lower bound on their respective corresponding patterns, there is no alternative
pattern having lower reduced costs.
Algorithm 4 Exact solution method for pricing problem (6.39).
1: I = 1,Fv = Fv0,Fva = ∅
2: while Fva * Fv||I = 1 do
3: Fv := Fv ∪ Fva
4: Build graph G(Fv). Select arcs optimistically
5: Find the shortest s− t path
6: Evaluate Fva
7: I := I + 1
8: end while
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Convergence of the algorithm is again guaranteed by the observations that the algo-
rithm terminates as soon as the same path is encountered for the second time, and
since the number of possible paths is finite.
6.E Local Search Method Pricing Problem (6.39)
The idea behind the local search method is to repeatedly fix the schedule for village v
for T −k planning periods to and optimize the schedule for the remaining periods by
enumerating all options. We first do so for k = 1 until the algorithm converges and
for k = 2 afterwards. For a given value of parameter k, the algorithm is explained
below. As with the iterated local optimization method, we run the algorithm twice,
using starting solutions xv = 0 and xv = 1.
Algorithm 5 Local search method for a given value of parameter k for pricing
problem (6.39).
1: while the solution changes do
2: for Tk ⊆ T : |Tk| = k do
3: Fix xvs for all s ∈ T \Tk
4: Evaluate all options for the remaining schedule {xvt : t ∈ Tk}
5: Choose the best schedule and update xvt
6: end for
7: end while
6.F Table of Notation
MSTD
T set of planning periods t ∈ {1, 2, ..., T}
V set of villages v
C set of clusters c
Vc subset of villages in cluster c
yct 1 if cluster c is visited in period t; 0 otherwise
xvt 1 if village v is visited in period t; 0 otherwise
rv fract. of available time per team per period consumed by visiting village v
M number of mobile screening teams
Bv(τv) average disease burden incurred in village v, given τv
Disease burden model
τv vector of screening intervals for village v
fv(s) disease burden in village v when the epidemic is in stage of progression s
Fv(τ) cumulative disease burden in village v between stage s = 0 and s = τ
p screening impact fraction
λv(s) disease incidence in village v when the epidemic is in stage of progression s
β(τ − s) expected disease burden per person, given the time since disease onset τ − s
Nv population of village v
Kv carrying capacity of village v (logistic model)
κ speed of convergence parameter (logistic model)
Av , Avn, A∗v initial value parameter (logistic model)
Capacity-burden relationship
piv screening frequency for village v
Λ set of possible limiting values fv(s`) for a given initial burden
τv`, τv` bounds on interval for τv within which limiting value fv(s`) is attained
f¯vn avg. expected prevalence in village v between screening rounds n and n+ 1
Solution methods
Fv ordered discrete set of burden levels i
Fva ordered discrete set of actual burden levels for a given solution
zvit 1 if village v encounters level i at the beginning of period t; 0 otherwise
ζvi1 initial value parameter for zvit
A1vij 1 if level j successes level i in village v if it is screened; 0 otherwise
A0vij 1 if level j successes level i in village v if it is not screened; 0 otherwise
b¯vi avg. exp. burden in a period if at the period start level i is encountered
bˆct(x) sol. value improvement when choosing yct = 1 instead of yct = 0, given x
bˆvt(x) sol. value improvement when choosing xvt = 1 instead of xvt = 0, given x
P set of screening patterns pˆ ∈ B|T |
Pt subset of screening patterns pˆ that perform a screening in month t
xpˆv 1 if pattern pˆ is chosen for village v; 0 otherwise
b¯pˆv avg. burden incurred in village v during the planning horizon for pattern pˆ
γv , γct dual variables corresponding to constraints (6.33) and (6.34)
rcpˆv reduced costs for pattern pˆ and village v
rc∗v minimum reduced costs for village v
G graph used to solve pricing problem (6.39) as a shortest path problem
Cases
part fraction of people participating in screening rounds
sensscr fraction of infected people detected by the screening test
senscon fraction of infected people detected by the confirmation test
treat fraction of people initiating treatment after diagnosis
Table 6.3: Key notation.

Chapter 7
Conclusions and summary
This thesis discusses how the field of humanitarian logistics could contribute to
evidence-based humanitarian decision making, which is defined as “the integration of
humanitarian decision makers’ expertise, contextual information, and best available
evidence into the decision making process for humanitarian operations”. Evidence
resulting from modeling and optimization studies is typically perceived to be weak,
but such studies have major potential advantages over empirical research methods.
We argue that, to unlock this potential, it is of key importance to consider the full
spectrum of relevant objectives, choose the right objective function, analyze internal
validity of models and external validity of results, and choose the right format of
results and their presentation.
Next to initiating this discussion, we also contribute to the required evidence base
by developing and evaluating a variety of tools, solutions, and recommendations that
are related to key decisions in humanitarian operations. These analyses explicitly
account for the aforementioned challenges. First, the spectrum of relevant objectives
is based on extensive interactions with humanitarian organizations. Second, we use
ultimate outcomes as an objective for modeling choices. Third, we employ “best
available evidence” to model the link between decisions and outcomes. Fourth, we
extensively analyze sensitivity of results with respect to modeling assumptions and
data quality.
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Critical analysis reveals several directions where future research could contribute
to a stronger evidence base. First, of course, we could proceed to implementation
and evaluation of our methods. For the case of sleeping sickness control, we are
indeed considering empirically analyzing different planning policies. For the case of
roadside clinics, experimentation is less trivial. However, a cross-sectional analysis,
relating differences in health outcomes to differences in access to clinics is certainly
feasible. Second, though our sensitivity analyses explore the effect of several major
simplifying assumptions, there are likely other explicit or implicit assumptions for
which additional analyses would improve the strength of the evidence. Third, our
analyses of the trade-off between effectiveness and “costs of complexity” of tools or
guidelines could be substantially deepened. For example, it would be worthwhile
to investigate guidelines for the location decisions considered that use traffic count
data instead of origin-destination traffic data. The latter are substantially more
difficult to estimate. Moreover, to make an explicit trade-off between effectiveness
and complexity, empirical analysis of the “costs of complexity” is key.
We now summarize the contributions of each chapter. Chapter 2 discusses the
potential role of advanced, optimization-based planning and routing tools in the hu-
manitarian sector. Using expert interviews and existing literature, we show that the
cost-effectiveness of such a planning system is affected by a broad mix of organi-
zational, demand-related, and operational context factors. Several types of costs –
direct costs, information losses, and costs of conflicting organizational cultures – tend
to outweigh the effectiveness increase realized by advanced planning and routing in
many contexts. The latter tends to be small due to triviality of planning and routing
problems and external constraints that reduce the decision space. Our numerical
results show that advanced approaches tend to substantially underperform when in-
formation is inaccurate, missing, or not (optimally) communicated, as is the case
in many humanitarian contexts. Even if advanced systems are cost-effective, their
implementation tends to have low priority due to capacity shortages and competing
innovations. Our results stress the importance of basing planning system adap-
tations and investments in planning and routing software on thorough contextual
understanding and critical cost-effectiveness analyses. Moreover, they suggest that
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researchers should put more effort into investigating internal and external “validity”
and incorporating costs aspects in their analyses.
Chapter 3 exemplifies the incorporation of “best available evidence” into human-
itarian decision making. We consider the design problem for a network of roadside
healthcare facilities, as run by NGO North Star Alliance. These facilities provide
truck drivers in Africa, who carry a high burden of infectious diseases like HIV, with
access to basic healthcare. Based on a review of existing evidence and expert inter-
views, we suggest that location decisions impact truck drivers’ health in two ways:
by determining their healthcare utilization and by affecting access (dis)continuities.
The latter is because roadside facilities generally are the only source of healthcare
for truck drivers during their trips, which often last multiple weeks. We propose
means of measuring these aspects, and we incorporate them in a mixed-integer lin-
ear programming formulation for the network design problem, which we prove to
be strongly NP-hard. We apply our model to the network of major transport cor-
ridors in Southern and Eastern Africa. A major insight is that substantial gains in
continuity of access can be realized by making a small sacrifice in patient volume
covered. This provides a strong argument for incorporating this criterion in future
design decisions. Based on theoretical and computational analyses, we show that the
solutions found are highly robust with respect to data inaccuracy and with respect
to “suboptimality” of parameter values estimated by decision makers.
Chapter 4 builds upon Chapter 3. As North Star’s network grows larger, the ob-
jective to decrease inequality in access to healthcare along the different truck routes
gains importance. This chapter considers the problem of designing networks of facili-
ties based on the objectives of maximizing healthcare utilization, ensuring continuity
of access, and maximizing equity. Using the North South Corridor Network as a case
study, we show that significant improvements in equity of access can be achieved with
marginal loss in terms of the other objectives. More generally, solutions that are close
to optimal in terms of each objective are shown to be attainable. Since the equity
criterion substantially enhances computational complexity of location decisions, this
chapter also investigates new models and solution methods. Specifically, we propose
a novel, set-partitioning type of formulation for the problem and propose a column
generation algorithm to solve it. We also propose and analyze several state-of-the-
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art acceleration techniques, including dual stabilization, column pool management,
and accelerated pricing. Though the facility location problem is strongly NP-hard,
our algorithm yields near-optimal solutions to large, randomly generated problem
instances within an acceptable amount of time.
Chapter 5 investigates evidence-based objective functions in the context of pop-
ulation screening for human African trypanosomiasis (HAT; sleeping sickness). Mil-
lions of people in the DRC and surrounding countries are at risk of sleeping sickness,
which can severely impact health and is fatal if left untreated. Extensive screening
campaigns, where mobile units screen populations at risk, have so far been the only
means to control the epidemic. Important questions in this context are: Which vil-
lages should be included in the screening program? How frequently should villages
be screened to ensure eradication in the long term? What is the effectiveness of
planning decisions for mobile screening teams, and how can their planning be op-
timized? To answer such questions, it is of utmost importance to understand the
relationship between (the timing of) screening rounds and the expected development
of the epidemic. We introduce and test five models that describe this relationship
based on historical information. We demonstrate the applicability of one of these
models to develop and evaluate planning policies, presenting mathematical expres-
sions for the relationship between participation in screening rounds, sensitivity of the
diagnostic test, endemicity level in the village, and the screening frequency required
to reach eradication (zero prevalence) or elimination (one case per 10 000) within
a given time-frame. Applying these expressions to the Kwamouth (DRC) health
zone yields estimates of the maximum screening interval that leads to eradication,
the expected time to elimination, and the case detection fraction needed to reach
elimination within five years, each of which has important policy implications.
Finally, Chapter 6 considers how evidence on the relationship between planning
of screening rounds and disease burden can improve planning decisions for mobile
population screening teams. This chapter also analyzes the trade-off between the
effectiveness of planning decisions and complexity of decision support methods. For
a general class of epidemics, we present generic methods to assess the relationship
between screening capacity and long-term disease burden. These methods can assist
policy makers in determining how many screening teams are expected to be needed to
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stabilize the epidemic or to reach eradication of the disease. Furthermore, we model
the planning problem, prove it to be NP-hard and propose three flexible solution
approaches – a binary linear programming approach, an iterated local optimization
approach, and a column generation approach. Since simple planning rules tend to be
the norm in practice, we also propose several easily implementable planning policies.
Next, we numerically assess performance of our algorithms and policies, as well as
sensitivity of solutions. As a case study, we consider the planning of mobile teams
in DRC that screen for cases of HAT. Our analyses reveal a piece-wise linear rela-
tionship between expected HAT prevalence and screening capacity. We also show
that the simple planning policies yield results that are close to those obtained by
advanced approaches and that solution quality is relatively insensitive to imprecise-
ness of input data. For our case study, we estimate that targeting screening efforts
based on endemicity instead of uniformly distributing screening capacity decreases
HAT prevalence by 32%. Our results suggest that the WHO’s guidelines on screening
frequencies could be substantially improved.
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Nederlandse Samenvatting
(Summary in Dutch)
Dit proefschrift bespreekt hoe het vakgebied van de humanitaire logistiek kan bijdra-
gen aan op bewijs gefundeerd (evidence-based) beslissen bij het bieden van humani-
taire hulp. Dit definiëren we als “het integreren van de expertise van de beslisser,
contextuele informatie, en het best beschikbare bewijs in het beslisproces voor hu-
manitaire operaties”. Bewijs dat voortkomt uit modelleerstudies wordt over het alge-
meen als vrij zwak gezien. Toch hebben dit soort studies grote potentiële voordelen
ten opzichte van empirische studies. Om dit potentieel te benutten is het van groot
belang dat modellen rekening houden met het volledige spectrum aan relevante doe-
len, dat de doelfunctie goed wordt gefundeerd, dat interne validiteit van modellen en
externe validiteit van resultaten wordt geanalyseerd, en dat resultaten in het juiste
format worden gepresenteerd.
Naast het initiëren van deze discussie dragen we bij aan het genereren van het
vereiste bewijs zelf. Dit doen we door methoden, oplossingen, en aanbevelingen te
ontwikkelen voor een aantal belangrijke typen beslissingen in de humanitaire sector.
Onze analyses houden expliciet rekening met de bovengenoemde uitdagingen. Ten
eerste is het spectrum aan relevante doelen bepaald op basis van nauwe samenwerking
met de humanitaire organisaties zelf. Ten tweede nemen we uiteindelijke uitkomsten
als een basis voor modelleerkeuzes. Ten derde gebruiken we het “best beschikbare
bewijs” om de link tussen beslissingen en uitkomsten te modelleren. Tot slot maken
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we uitgebreide analyses van de gevoeligheid van resultaten ten opzichte van aannames
en kwaliteit van data.
Kritische reflectie legt verschillende richtingen bloot waarin toekomstig onder-
zoek de kwaliteit van het bewijs zou kunnen verhogen. Ten eerste kunnen we na-
tuurlijk overgaan tot implementatie en evaluatie van onze methoden. Binnen onze
studie naar slaapziektebestrijding overwegen we inderdaad om verschillende plan-
ningsmethoden empirisch te testen. Experimenteren ligt minder voor de hand bin-
nen onze studie naar het plaatsen van klinieken langs Afrikaanse snelwegen. Wat
in deze context wel mogelijk is, is een cross-sectionele studie, waarbij verschillen in
toegang tot zorg worden gerelateerd aan verschillen in gezondheidsuitkomsten. Ten
tweede, hoewel onze gevoeligheidsanalyses het effect van verscheidene versimpelende
aannames hebben getest, zijn er wellicht andere impliciete of expliciete aannames
waarvoor extra analyses het bewijs zouden kunnen versterken. Ten derde zouden
onze analyses van de trade-off tussen effectiviteit en de “kosten van complexiteit”
kunnen worden verdiept. Zo zou men bijvoorbeeld kunnen kijken naar richtlijnen
voor locatiebeslissingen die gebruik maken van verkeerstellingen in plaats van tellin-
gen per vertrekpunt-bestemming combinatie. De laatstgenoemde zijn veel lastiger te
verkrijgen dan de eerste. Om de trade-off tussen effectiviteit en complexiteit expli-
ciet te maken zou daarnaast een empirische studie naar de kosten van complexiteit
kunnen worden gedaan.
In wat volgt zullen we de bijdragen van individuele hoofdstukken samenvatten.
Hoofdstuk 2 analyseert de potentiële rol van geavanceerde optimalisatiemethoden
voor plannings- en routeringsbeslissingen in de humanitaire sector. Door middel van
interviews met experts en de bestaande literatuur laten we zien dat de kosteneffec-
tiviteit van een planningssysteem afhangt van een groot aantal organisationele, vraag
gerelateerde, en operationele factoren. De eventuele effectiviteitsstijging die wordt
gerealiseerd door geavanceerde plannings- en routeringssystemen weegt vaak niet op
tegen de verschillende typen kosten van deze systemen: directe kosten, mogelijk in-
formatie verlies, en mogelijke kosten van conflicterende organisationele culturen. De
stijging in effectiviteit is bovendien vaak klein door trivialiteit van plannings- en rou-
teringsproblemen en door externe restricties die de beslissingsruimte verkleinen. Onze
numerieke resultaten laten daarnaast zien dat geavanceerde tools erg slecht kunnen
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presteren wanneer informatie onnauwkeurig of onvolledig is of wanneer het subopti-
maal wordt gecommuniceerd, zoals vaak het geval is in humanitaire situaties. Zelfs
wanneer geavanceerde systemen kosteneffectief zijn heeft hun implementatie vaak een
lage prioriteit wegens capaciteitsgebrek en andere gewenste innovaties. Onze resul-
taten laten hiermee zien dat het erg belangrijk is om aanpassingen aan plannings-
en routeringssystemen te baseren op een grondige analyse van context en kostenef-
fectiviteit. Bovendien suggereren ze dat onderzoekers meer nadruk zouden moeten
leggen op het analyseren van interne en externe “validiteit” en op het meenemen van
kostenaspecten in hun analyses.
Hoofdstuk 3 laat zien hoe het “best beschikbare bewijs” de basis kan vormen voor
beslissingen in de humanitaire sector. We bekijken het vraagstuk hoe een netwerk
van klinieken langs Afrikaanse snelwegen te ontwerpen, zoals het netwerk dat wordt
gerund door organisatie North Star Alliance. Deze klinieken voorzien Afrikaanse
vrachtwagenchauffeurs van basale medische hulp. Toegang tot zorg is erg belangrijk
voor deze populatie, aangezien chauffeurs een hoge ziektelast van HIV en andere
infectieziekten dragen en ook bijdragen aan de verspreiding ervan. Op basis van
een review van beschikbaar bewijs en interviews met experts motiveren we dat lo-
catiebeslissingen de gezondheid van vrachtwagenchauffeurs op twee manieren beïn-
vloeden: Ze bepalen de mate waarin chauffeurs de voorzieningen benutten en ze
bepalen de “gaten” tussen klinieken die langs een truckroute worden gepasseerd en
daarmee de (dis)continuïteit van toegang tot zorg. Klinieken langs de weg vormen
over het algemeen namelijk de enige bron van gezondheidszorg gedurende de ritten,
welke vaak weken duren. We ontwikkelen modellen om deze aspecten te kunnen
kwantificeren en integreren die in een mixed-integer linear programming formulering
voor het netwerkontwikkelingsprobleem. Ook laten we zien dat dit probleem sterk
NP-moeilijk is. We passen ons model toe op het netwerk van transport corridors in
het Zuiden en Oosten van Afrika. Een van de belangrijkste inzichten die volgt uit
deze analyse is dat je, zonder veel in te leveren op patiënten aantallen, een substan-
tiële verbetering kunt realiseren in continuïteit van toegang. Dit vormt een sterk
argument om dit criterium mee te nemen bij toekomstige locatiebeslissingen. Boven-
dien laten we met theoretische en numerieke analyses zien dat de kwaliteit van de
locatiekeuzes vrij ongevoelig is voor onnauwkeurigheid in data en modelparameters.
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Hoofdstuk 4 bouwt voort op Hoofdstuk 3. Terwijl North Star’s netwerk van kli-
nieken uitbreidt, wordt het doel om grote verschillen tussen de mate van toegang tot
zorg tussen de verschillende transportstromen te minimaliseren steeds belangrijker.
Dit hoofdstuk bekijkt het probleem hoe een netwerk van klinieken te ontwerpen op
basis van 3 doelen: Het maximaliseren van de benutting van gezondheidszorg, het ver-
beteren van de continuïteit van toegang, en het minimaliseren van ongelijkheid. Op
basis van een studie naar het North South Corridor netwerk laten we zien dat een sub-
stantiële vermindering van ongelijkheid kan worden bereikt door een kleine opoffering
in patiënt volume en continuïteit van toegang. Ook laten we zien dat er netwerken
bestaan waarbij ieder van de drie doelen vrijwel maximaal wordt behaald. Omdat
het (on)gelijkheidscriterium het locatieprobleem substantieel complexer maakt, be-
kijkt dit hoofdstuk ook alternatieve modellen en oplosmethoden. Specifiek stellen we
een soort set-partitioning probleemformulering voor en ontwikkelen we een kolom-
generatiemethode om dit op te lossen. We analyseren ook verschillende technieken
om deze methode te versnellen, waaronder dual pricing, column pool management,
en accelerated pricing. Hoewel het locatieprobleem sterk NP-moeilijk is, levert ons
algoritme binnen afzienbare tijd vrijwel optimale oplossingen voor grote, willekeurig
gegenereerde probleem instanties.
Hoofdstuk 5 onderzoekt op bewijs gebaseerde doelfuncties voor de bestrijding
van de zogenaamde slaapziekte (human African trypanosomiasis; HAT). Miljoenen
mensen in de DRC en omliggende landen lopen het risico om besmet te raken met
deze ziekte, welke een enorme gezondheidsimpact kan hebben en fataal is wanneer
het niet snel genoeg wordt behandeld. Uitgebreide screeningsprogramma’s, waarbij
mobiele teams de bevolking uit dorpen in risicogebieden screenen, zijn tot nu toe
de enige manier om de epidemie te bedwingen. Belangrijke vraagstukken in deze
context zijn: Welke dorpen moeten worden bezocht? Hoe frequent moeten dorpen
worden bezocht om de ziekte uiteindelijk te kunnen uitroeien? Wat is de effectiviteit
van planningsbeslissingen voor de mobiele teams, en hoe kunnen deze beslissingen
worden geoptimaliseerd? Om dit soort vragen te kunnen beantwoorden is het van
cruciaal belang te begrijpen hoe (het tijdstip van) screening verband houdt met de
verwachte ontwikkeling van de epidemie. Wij ontwikkelen en analyseren vijf modellen
die deze relatie beschrijven op basis van historische informatie. Ook laten we zien
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hoe je zo’n model kunt inzetten om beleid voor planningsbeslissingen te ontwikkelen
en te analyseren. Dit doen we specifiek door wiskundige formules te presenteren
die laten zien hoe de screeningsfrequentie benodigd voor eliminatie (minder dan een
geval per 10000) of uitroeiing afhangt van participatie in screeningsactiviteiten, de
gevoeligheid van de diagnostische test, en de endemiciteit. Deze formules passen we
toe op de Kwamouth (DRC) regio, wat resulteert in schattingen van de maximale
screeningsinterval die leidt tot uitroeiing, de verwachte tijd tot eliminatie, en de
fractie van de ziektegevallen die je moet detecteren per bezoek om eliminatie binnen
vijf jaar te bereiken. Ieder van deze resultaten heeft belangrijke implicaties voor
beleid.
Tot slot bekijkt Hoofdstuk 6 hoe bewijs over de relatie tussen planning van popula-
tiescreening en ziektelast kan worden ingezet om planningsbeslissingen voor mobiele
screeningsteams te verbeteren. Ook analyseert dit hoofdstuk de trade-off tussen de
effectiviteit van planningsbeslissingen en de complexiteit van tools om zulke beslissin-
gen te ondersteunen. Voor een omvangrijke klasse van epidemieën presenteren we
generieke methoden om de relatie tussen screeningscapaciteit en ziektelast in kaart
te brengen. Deze methoden kunnen beleidsmakers helpen bij het bepalen hoeveel
teams nodig zijn om de epidemie te stabiliseren of uit te roeien. Ook modelleren we
het planningsprobleem voor de mobiele teams, bewijzen we dat dit probleem sterk
NP-moeilijk is, en stellen we drie flexibele oplosmethoden voor. Deze maken re-
spectievelijk gebruik van binary linear programming, iterated local optimization, en
kolomgeneratie. Omdat simpele methoden vaak de norm zijn in de praktijk stellen we
ook verscheidene simpele planningsregels voor. Vervolgens analyseren we de kwaliteit
van onze algoritmes en planningsregels en de gevoeligheid van oplossingen. Hierbij
gebruiken we de planning van mobiele slaapziektebestrijdingsteams in de DRC als
testcase. Onze analyses onthullen een stuksgewijs lineaire relatie tussen de verwachte
slaapziekteprevalentie en screeningscapaciteit. We laten ook zien dat een van de sim-
pele planningsregels vrijwel even goed presteert als geavanceerde methoden en dat de
kwaliteit van oplossingen vrij ongevoelig is voor onnauwkeurigheid in de benodigde
data. Voor onze testcase schatten wij dat een op endemiciteit gebaseerde inzet van
screeningscapaciteit in plaats van een uniforme inzet de prevalentie met 32% kan
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verminderen. Onze resultaten suggereren hiermee dat de richtlijnen van de WHO
waarschijnlijk substantieel kunnen worden verbeterd.
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Humanitarian crises like the Syrian war, Ebola, the earthquake in Haiti, the Indian Ocean tsunami, and the 
ongoing HIV epidemic prompt substantial demands for humanitarian aid. Logistics plays a key role in aid 
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decision support methods for designing networks of roadside HIV clinics. The third case study concerns 
the deployment of mobile teams that screen for infectious disease outbreaks. 
Optimization tools come with assumptions about objectives to be reached and about their link with the 
decisions to be supported. In humanitarian logistics, safeguarding adequacy of these assumptions is 
complex but crucial. Throughout our case-studies, we explore how best available evidence can be used to 
link decisions to objectives, i.e., how to enable evidence-based optimization in humanitarian logistics.
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