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The reconstruction of 3D ultrasound (US) images from mechanically registered, but otherwise irregularly positioned, B-scan
slices is of great interest in image guided therapy procedures. Conventional 3D ultrasound algorithms have low computational
complexity, but the reconstructed volume suﬀers from severe speckle contamination. Furthermore, the current method cannot
reconstruct uniform high-resolution data from several low-resolution B-scans. In this paper, the minimum mean-squared error
(MMSE) method is applied to 3D ultrasound reconstruction. Data redundancies due to overlapping samples as well as correlation
of the target and speckle are naturally accounted for in the MMSE reconstruction algorithm. Thus, the reconstruction process
uniﬁes the interpolation and spatial compounding. Simulation results for synthetic US images are presented to demonstrate the
excellent reconstruction.
Copyright © 2008 W. Huang and Y. Zheng. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.
1. INTRODUCTION
Medical ultrasound is a widely used imaging modality be-
cause of its real-time, nonradioactive, low-cost, and portable
nature. While currently the majority of clinical ultrasound is
based on 2D cross-sectional slices, a lot of recent researchers
have shown their interest in 3D ultrasound, which is antic-
ipated to have a lot of advantages over conventional 2D ul-
trasound by increasing spatial anatomical detail, facilitating
accurate measurement of organ volumes and improving di-
agnostic comprehensibility [1].
Fenster and Downey described various methods that
have been used to perform 3D ultrasound imaging [2]. They
categorized them as 3D probe, mechanic acquisition system,
and freehand acquisition system. 3D probe sends and re-
ceives echoes from a 2D array of elements, instead of from
conventional 1D array, to create 3D images. Although it may
represent a promising approach for 3D imaging, this method
isstillintheexperimentalstagerightnow[3].Mechanicalac-
quisition system operates by moving the conventional trans-
ducer in a precise and predeﬁned manner [4]. Mechanical
acquisition system facilitates 3D reconstruction since 2D ul-
trasound slices are acquired at the predeﬁned spatial loca-
tions,butitsuﬀersalackoffreedomofmovementandcanbe
cumbersome and diﬃcult to be applied clinically. Freehand
acquisition system is a combination of conventional 2D ul-
trasound device with relatively inexpensive 3D position sen-
sor, which is attached to the probe. When a user moves the
probeslowlyandsteadilyoveraparticularanatomicalregion,
B-scans ultrasound data together with their 3D spatial coor-
dinates are recorded into the computer. Freehand imaging
allowsuser to get images at arbitrary positions without any
constraint. The cost and ﬂexibility make freehand system a
popular choice for 3D imaging [5].
In freehand system, information about the third dimen-
sion is achieved by the transducer’s movement. In clinical di-
agnostics, physician usually moves the transducer along one
direction to acquire a series of slices. Those slices are nearly
but not exactly parallel, some of which may intersect. These
2D images are usually interpolated into a Cartesian volume
for visualization and data analysis. Each pixel in the 2D B-
scans is placed in the corresponding position in the 3D vol-
ume. If B-scans do not intersect a particular voxel in the
Cartesian volume, the voxel’s value is estimated by interpola-
tion. This process is depicted in Figure 1.
Many 3D interpolation algorithms have been proposed,
such as voxel nearest neighbor (VNN) [6], pixel nearest
neighbor (PNN) [7], distance-weighted (DW) interpolation
[8], and bilinear interpolation. These algorithms are rather
simple because they are designed to have low-computational2 International Journal of Biomedical Imaging
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Figure 1: Illustration of 3D volume reconstruction from 2D free-
hand B-scans.
(a) (b)
Figure 2: Nonuniform resolution feature in bilinear reconstruc-
tion volume from freehand 2D slices: (a) high resolution in cross-
sectional view, (b) low resolution in sagittal view.
complexity. The missing point is estimated by either the
nearest measurement or by the weighted average of the sev-
eralpixelsintheneighborhood. Usingthesemethods,thein-
terpolated signal will exactly pass through the measured data
samples. So speckle noise and measurement error will be in-
evitably brought into the reconstruction result.
Besides the performance of interpolator, the 3D volume’s
image quality also depends on other variables such as trans-
ducer geometry, frequency, focal zone position, and time
gain compensation. Within a slice, the resolution (in-plane)
is determined by the pulse bandwidth and transducer aper-
ture. In the direction perpendicular to the slice (elevation),
the resolution is determined by the thickness of the slice and
the inter-slice distance. In general, the in-plane resolution is
much higher than the elevation resolution due to the trans-
ducer thickness and large elevation sampling intervals. The
volume interpolated from a single sweep data set therefore
has nonuniform spatial resolution. This eﬀect is shown in
Figure 2.
In clinical imaging, the operator usually acquires several
sets of B-scans of the same target region from diﬀerent inter-
rogation angles and diﬀerent sweep directions to increase the
(a) (b)
Figure 3:Compounded3Dvolumefortwoorthogonaldatasets:(a)
cross-sectional view, (b) sagittal view.
details in each look. Another beneﬁt of this technique is that
redundant data are acquired with statistically independent
speckle patterns. Compounding those data, the underlying
image information will sum constructively while the speckle
artifact will be averaged out, resulting in a reduced speckle
image.Thistechnique,knownas“spatialcompounding,”has
been proven eﬀective [9].
However, there is a tradeoﬀ between speckle reduction
and spatial resolution [5]. Because data at each angle have
vastly diﬀerent in-plane and elevation resolutions, averag-
ing data sets of diﬀerent angles results in a 3D volume with
much lower resolution than the in-plane resolution. Figure 3
shows a 3D volume compounded by two data sets acquired
in orthogonal directions. Compared with Figure 2, although
the volume increases details in sagittal direction, the cross-
sectional image gets blurred.
The conventional compounding method does not ad-
dress spatial resolution disparity and just simply averagesre-
dundant data. Each sweep of data is ﬁrst interpolated into a
3D volume. Then those 3D volumes are spatially registered
and averaged. The ﬁnal compounded volume has low-spatial
resolution due to averaging of nonuniform resolution data.
From a statistical signal processing perspective, both inter-
polation and spatial compounding are estimations of an un-
derlyingsignalinthepresenceofspecklenoise.Thus,thetwo
processescanbeuniﬁedwithasingleobjectiveofminimizing
theestimationerror.Inthispaper,weproposeusingthemin-
imum mean-squared error (MMSE) principle to optimally
combine the acquired 2D data, achieving interpolation and
compounding simultaneously.
The remainder of this paper is organized as follows.
Section 2 formulates the general MMSE reconstruction
problem and derives a solution that outperforms existing in-
terpolation methods. Section 3 applies MMSE method to 3D
ultrasound reconstruction using multiple B-scans with dif-
ferent orientation angles. Section 4 validates our method us-
ingbothsyntheticandexperimentalultrasounddata.Finally,
Section 5 gives conclusions.W. Huang and Y. Zheng 3
2. GENERAL MMSE RECONSTRUCTION METHOD
In this section, we derive the MMSE reconstruction algo-
rithm based on statistical models of the image and speckle
noise. Let g(x) be the ultrasound signal at a spatial point
x = (x, y,z). Then g(x) is modeled as
g(x) = s(x)+n(x), (1)
where s(x) is the noiseless object image, and n(x)i sa na d -
ditive noise. It is reasonable to assume that noise is uncorre-
lated with signal, E{s(x)n(x )}=0.
Let g = [g(x1),g(x2),...,g(xM)]T bethevectorof(irreg-
ularly sampled) signal at spatial points x1,x2,...,xM. The
minimum mean-squared error (MMSE) estimator of s(x)
given observation g is the conditional mean estimate   s(x) =
{s(x) | g}. Generally, MMSE estimator depends on probabil-
ity density function(PDF)of s(x)andg.Inmostcases,thisis
a nonlinear problem and diﬃcult to obtain an analytical so-
lution. Here, we impose a linear constraint on the estimator
structure. We restrict ourselves to the class of estimators that
are linear functions of g and seek the optimal (in the MMSE
sense) estimator within the class. That is, we seek an estima-
tor of the form   s(x) = gTk(x), where k(x) is the reconstruc-
tion basis function to be found, such that E{|s(x) −   s(x)|
2}
is minimized. Standard estimation theory [10] gives the fol-
lowing solution:
  s(x) = gTR−1
gg rgs(x). (2)
Here, rgs(x) = E{gTs(x)},a n dRgg is the measurement co-
variance matrix, Rgg = E{gTg}. Based on the additive noise
model:
Rgg = E
 
gTg
 
= E
 
(s+n)
T(s+n)
 
= E
 
sTs
 
+E
 
nTn
 
= Rss +Rnn,
(3)
where s and n are signal and noise vectors, Rss and Rnn are
signalandnoisecovariancematrices,respectively.Wefurther
assume that the ultrasound signal has an exponential auto-
correlation function. So s(x)c a nb em o d e l e da sa na u t o r e -
gressive process with autocorrelation function of the form:
Rss(i, j) = E
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= σ2
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−α|xi−xj|,( 4 )
where σ2
s and α are parameters, |·| refers to the Euclidian
distance. On the other hand, we model the autocorrelation
function of the noise n(x)a s
Rnn(i, j) = E{n
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}=σ2
nδ(i, j), (5)
where σ2
n is the noise variance. Thus,
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(6)
Substituting (6) into (2), we obtain the linear MMSE recon-
structor. The computational complexity of reconstruction is
determined by the number of voxels N. To reconstruct one
point, N2 + N multiplications and N2 − 1 additions are re-
quired. Furthermore, a N × N matrix inversion is required
in the process. The total complexity is O(N3). Therefore,
MMSE reconstruction using (2)i sn o tp r a c t i c a li nr e a lU S
reconstruction due to the large number of sampling points.
The inversion of measurement covariance matrix Rgg is
the most time-consuming step in the reconstruction process.
For the matrix Rgg, if the signal s(x) has short-correlation
length, for example, if α ≥ 0.3/m i l l i m e t e r ,i ti so b s e r v e dt h a t
the oﬀ-diagonal element Rgg(i, j) = σ2
s e−α|xi−xj| for i / = j is
far less than the diagonal element σ2
s + σ2
n. So the inversion
of Rgg can be approximated by the inversion of its diagonal
elements.
Appling the matrix inversion approximation to (6), we
obtain the approximate MMSE reconstructor k (x). Its ith
component is given by
k
 
i(x) =
σ2
s
σ2
s +σ2
n
e−α|x−xi|. (7)
Note that σ2
s /(σ2
s +σ2
n) is the signal’s energy divided by the to-
tal energy in the sampling point xi. I tc a nb er e g a r d e da st h e
index of texture information which measures scene homo-
geneity. It is large in homogeneous areas and small in noisy
areas. The term e−α|x−xi| reﬂects correlation between the re-
construction point x and the ith sampling point xi. So the
reconstructor k  balancesthe signal’s strengthand signal cor-
relation at the reconstruction point.
3. MMSE RECONSTRUCTION FOR MULTIPLE
DATASETS WITH DIFFERENT ORIENTATIONS
For multiple datasets, each sweep of B-scans has poor resolu-
tion in the elevation direction due to transducer’s thickness
and large sampling interval. In the frequency domain, each
sweep only occupies a narrow strip. Thedirection of the strip
is diﬀerent for each data set, reﬂecting the diﬀerent direction
and look angle of each sweep. Reconstruction of the origi-
nal 3D high-resolution image from a single sweep of B-scan
is an ill-posed problem. However, when multiple images of
the same source are blurred by diﬀerent blurring kernels, a
well-posed reconstruction problem can be formulated if the
data sets are acquired with well-distributed angles in the fre-
quency domain. In image processing techniques, this is also
called “super-resolution (SR) image reconstruction”, which
refers to the process of reconstructing a high-resolution im-
age from multiple low-resolution images. SR image recon-
struction is an active research ﬁeld, which is introduced in
the two review papers [11, 12].
A lot of approaches for SR image reconstruction have
been proposed. Theseinclude: iterated backprojection meth-
ods [13], stochastic SR reconstruction methods [14], pro-
jection onto convex sets (POCS) [15, 16] method, and fre-
quency reconstruction method [17]. The diﬀerences among
these methods depend on what type of image model is em-
ployed,inwhichdomain(spatialorfrequency)thealgorithm4 International Journal of Biomedical Imaging
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Figure 4: Reconstruction result for a spherical target from synthetic ultrasound data: (a) a slice of simulation data, (b)-(c) a slice of re-
construction result from bilinear and MMSE methods, (d) sagittal view of simulation data, (e)-(f) sagittal view from bilinear and MMSE
reconstruction results.
is applied, and so on. Based on the properties of ultrasound
B-scans (narrow and nearly parallel strip band-limited), we
develop a frequency domain MMSE compounding method,
which has low-computational complexity and is amenable to
parallel implementation.
The cause of resolution degradation using simple av-
eraging methods becomes clear in the frequency domain.
When multiple data sets are averaged, the nonoverlapping
high-frequency components are weighted down relative to
the overlapping low-frequency components, thereby lower-
ing the resolution. Our approach does not weight the fre-
quencycomponentsofthedatasetequally.Rather,weweight
them according to the SNR at the current frequency, in a
MMSE sense similar to the Wiener ﬁlter. In more detail, let
s(x) be the ideal 3D ultrasound image with uniform high-
resolutionineachdirection,g1(x), g2(x),...,gm(x)aremsets
of 3D volume data of the same region reconstructed from in-
terpolating 2D slices acquired from the diﬀerent angles. The
image acquisition and sampling process for the ith volume is
modeled as
gi(x) = hi(x)∗s(x)+ni(x), i = 1,2,...,m,( 8 )
where hi(x) represents the ith strip ﬁlter with low bandwidth
in the ith elevation direction. For example, h1(x)m a yb ea
moving average ﬁlter in the x-direction, while h2(x)m a yb e
a moving average ﬁlter in the y-direction, and so forth. ni(x)
is white additive noise generated in the sampling process and
has variance σ2. In the frequency domain, (8)c a nb ew r i t t e n
as
Gi(k) = Hi(k)S(k)+Ni(k), i = 1,2,...,m. (9)
Accordingtostandardstatisticalsignalprocessingtheory,
the MMSE estimate of S(k)g i v e nGi(k)i s
  S(k) =
 
iH
∗
i (k)Gi(k)
 
i|Hi(k)|
2 +σ2. (10)
Note that if there is only one dataset, (10)r e d u c e st o
the well-known Wiener ﬁlter. If there are multiple datasets,
(10) naturally weights them according to the SNR at the cur-
rent frequency. If the datasets are acquired with reasonably
well-distributed angles, we could expect a 3D reconstruction
with uniformly high resolution in all directions. In the next
section, we will demonstrate our method’s superior perfor-
mance using synthetic ultrasound data.
4. MMSE RECONSTRUCTION RESULTS
Inthissection,wevalidatetheMMSEreconstructionmethod
using both synthetic and experimental ultrasound data. The
synthetic simulation allows the computation of ground truth
information and thus quantiﬁcation of algorithm perfor-
mance. The method to synthesize ultrasound data is de-
scribed in [18].
The 3D ultrasound signal s(x) can be simply modeled as
s(x) = [t(x)·n(x)]∗h(x), (11)W. Huang and Y. Zheng 5
(a) (b) (c)
Figure 5: (a) A slice of clinical US B-scan of prostate, (b) a slice of bilinear reconstruction, and (c) a slice of MMSE reconstruction.
(a) (b)
(c) (d)
Figure 6: Two synthetic 3D ultrasound image sets I1 and I2. I1 and I2 are imaged the same region but with diﬀerent speckle pattern: (a) I1
cross-sectional view, (b) I1 sagittal view, (c) I2 cross-sectional view, (d) I2 sagittal view.
where t(x) is the echogenicity model of the object being
imaged, n(x) is a multiplicative zero mean Gaussian white
noise, and h(x) is the impulse response of a hypothetical ul-
trasound imaging system. In this paper, h(x) is modeled as
Gaussian-enveloped sinusoid:
h(x, y,z) = exp
 
−
x2 + y2 +z2
2σ2
 
·sin
 2πf 0
cy
 
, (12)
where x, y,a n dz denote axial, lateral, and elevational coor-
dinates, respectively, σ represents the beam-width of trans-
mitting ultrasonic wave, c is the speed of ultrasound in tis-
sue, and f0 is the center frequency. In our simulations, σ =
0.3mm, c = 1540 m/s, and f0 is 5MHz.
In the ﬁrst simulation, we reconstruct a spherical object
from one sweep of synthetic ultrasound data. We synthesize
71 parallel slices. In each slice, the target is a dark circular6 International Journal of Biomedical Imaging
(a) (b)
(c) (d)
Figure 7: Two reconstructed 3D ultrasound image sets: (a) J1 cross-sectional view, (b) J1 sagittal view, (c) J2 cross-sectional view, (d) J2
sagittal view.
disk with varying radii. From these 71 slices, 20 slices are
randomly selected. We then try to reconstruct the original
3D data from these 20 slices.
To test the performance of MMSE reconstruction meth-
od, we compared its result with the most frequently used in-
terpolation method—bilinear interpolation method. In the
bilinear method, each reconstruction point is estimated by
the nearest two samples in the B-scans that fall on either
side of it. The point is then set to the inverse distance-
weighted average of the two contributing samples. In our
algorithm, not only two nearest samples, but also all sam-
ples within a window are also used to estimate the recon-
struction point. Diﬀerent window sizes may be used accord-
ing to the image content. Here, we select a 5 × 5 window.
σ2
n and σ2
s are calculated local variance within the window.
α = 0.5/millimeter. Figure 4 shows the reconstruction result.
All the images are log-compressed for display. It is observed
that speckle remains signiﬁcant for the bilinear reconstruc-
tion, while speckle is much reduced, and contrast of the tar-
get is enhanced for the MMSE reconstruction.
In the second experiment, we reconstruct a 3D image
from clinical B-scans. Prostate cancer is reported to be the
secondmostfrequentlydiagnosedcancerintheUnitedStates
male population and is the third most frequent cause of can-
cer death. Radiation oncology treatment is one of the pri-
mary methods for killing cancer cells in the prostate. Ac-
curate location of the prostate is important in delineating
prostate boundary and improving dose delivery accuracy of
radiation therapy. Figure 5(a) shows a slice of US B-scan im-
age of a human prostate. We acquired another two adjacent
B-scans slices, which fall on the two sides of this slice,and
use them to reconstruct this slice. Figures 5(b) and 5(c) show
the reconstruction results by the bilinear method and MMSE
method, respectively. Judging from the visual appearances,
one may reasonably say that our MMSE reconstruction pro-
duces less noisy and higher quality images. We also evaluate
thereconstructionresultbyspeckle’sSNR.Inultrasoundim-
age, the speckle’s SNR is deﬁned as the mean to standard de-
viation ratio. For fully developed speckle pattern, the theo-
retical SNR is 1.91. In this experiment, the SNR for bilinear
interpolation result is 1.95, where the MMSE reconstruction
result’s speckle SNR is enhanced to 2.01.
In the ﬁnal simulation, we validate the multiset MMSE
reconstruction algorithm. In the reconstruction, we consider
date sets that are synthesized but yet with realistic speckle
patterns and noise statistics. The beneﬁts of using syntheticW. Huang and Y. Zheng 7
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Figure 8: Comparison of compounded 3D ultrasound images by two methods: (a) cross-sectional view of the dataset by conventional
method, (b) sagittal view of the dataset by conventional method, (c) cross-sectional view of the dataset by MMSE method, (d) sagittal view
of the dataset by MMSE method.
data are that they are easier to obtain, and there is no data
registration error and no truncation of the ﬁeld of view. This
allows us to focus on evaluating the resolution degradation
problem due to compounding disparate resolution data.
The simulation process is as follows. First, we synthesize
two ideal 3D ultrasound images I1 and I2 which are imaged
inthesameregionbuthaveindependentspecklepattern.The
phantom consists of a set of spheres with diﬀerent radii. Fig-
ures 6(a)–6(d) display I1 and I2’s cross-sectional and sagittal
image, respectively. Both I1 and I2 have the uniform spatial
resolution in each direction.
The acquired image is the average of several adjacent
slices due to transducer thickness. So, we convolve I1 with
a directional moving-average ﬁlter and sample the ﬁltered
image in this direction to get a series of 2D slices. Suppose
the transducer’s thickness is N slices, we sample every N/3
slice to get acceptable aliasing error. This corresponds to an
elevation sampling interval of 1-2mm, which is practical.
We process I2 in the same way but ﬁlter it in the orthogo-
nal direction to get another set of 2D slices. These two sets
of 2D slices are reconstructed to 3D images J1 and J2 us-
ing the ideal Shannon interpolator. Figures 7(a)–7(d) shows
J1 and J2’s cross-sectional and sagittal image, respectively
(N = 15 resolution cell). Note the diﬀerent in-plane and el-
evation resolutions.
We then generated 3D compounded ultrasound images
R1 and R2 using conventional method and our method, re-
spectively.Figures8(a)–8(d)displaytheresults.Judgingfrom
the appearance of two compounded images, one may ar-
gue that speckle is reduced but the lesions are blurred using
the conventional method, whilethe reconstructionusing our
method preserves high resolution in every direction.
From the simulation above, we have demonstrated the
algorithm with compounding of 2 data sets, and the advan-
tages are clear. It is expected that performance diﬀerence to
be even bigger, if more data sets are compounded. This tech-
nique could increase small-lesion detectability and give more
accurate measurement of organ volume.
5. CONCLUSIONS
In this paper, we develop a novel reconstruction method in
medical ultrasound. Both the signal and noise’s statistics are
incorporated in the MMSE reconstruction formulation. The8 International Journal of Biomedical Imaging
MMSE reconstruction outperforms bilinear reconstruction
in terms of speckle signal-to-noise ratio and contrasts be-
tween the target and homogeneous regions.
Anotheradvantage of MMSE reconstruction method is
that it can be applied in 3D compounding. Conventional ul-
trasound compounding only considers the data spatial re-
dundancy and simply averages all data sets. Our method
takes into account the diﬀerent degrees of redundancy for
diﬀerent frequency components. The frequency components
are weighted not equally but according to the Wiener ﬁl-
ter/MMSE principle. The result is that high-frequency com-
ponents are better preserved.
We also observe that this reconstruction algorithm is
very computationally aﬀordable, since each frequency com-
ponent of the reconstruction is estimated separately, and the
transformation between spatial and frequency domains can
be done via FFT. The limitation of the proposed algorithm
is that the 2D freehand B-slices must be acquired approxi-
mately parallel and equally-spaced, because only in this case,
the sampling and interpolation process can be modeled as a
low-pass ﬁlter.
It should be noted that our reconstruction formula is de-
rived under the assumption of additive noise. But in ultra-
sound data, the speckle is better modeled as multiplicative
noise. Deriving a MMSE reconstruction formula applicable
to multiplicative noise is a diﬃcult task since nonlinear esti-
mationproblemsareinvolved.Inthispaper,weapplyMMSE
reconstruction to ultrasound data with multiplicative noise,
even though additive noise is assumed in the formulation.
Both synthetic and experimental results have demonstrated
MMSE reconstruction method’s good performance.
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