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Abstract
The Nahm data of periodic instantons, often called calorons, with spatial CN -
symmetries are considered, by applying Sutcliffe’s ansatz for the monopoles
with CN -symmetries. The bulk data of calorons are shown to enjoy the
periodic Toda lattice, and the solutions are given in terms of elliptic theta
functions. The case of N = 3 calorons are investigated in detail. It is found
that the “scale parameters” of these calorons have upper bounds in their
values, so that they do not have the large scale, or monopole, limits. The
instanton limit of the C3-symmetric caloron is obtained.
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1. Introduction
There has long been interest in the topological objects in field theories
[1, 2, 3, 4, 5, 6]. In particular, the instanton solutions to anti-self-dual
(ASD) Yang-Mills equations in R4 [7], as well as the Bogomoln’yi-Prasad-
Sommerfield (BPS) monopole solutions to the Bogomoln’yi equations on R3
[8, 9] are both attracted much attention in wide area of mathematical physics.
The instantons on partially compactified space R3 × S1 are called calorons
[10], which are interpreted as the instantons of finite temperature gauge theo-
ries. The fascinating feature of calorons is their non-trivial holonomy around
S1 at the spatial infinity [11, 12, 13, 14, 15]. The appearance of the non-
trivial holonomy is considered as giving a criterion of the confinement in pure
Yang-Mills gauge theories [16, 17, 18].
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Despite the extreme interest for such topological objects, a few analytic
descriptions are known for instantons, monopoles and calorons. For the con-
struction of these solutions, the ADHM/Nahm formalism is familiar. In
the formalism, instead of solving the original partial differential equations,
what we have to find first is the ADHM/Nahm data, which are solutions
to algebraic equations and/or ordinary differential equations; thereafter we
make a transformation into the “real” gauge fields. However, even for the
ADHM/Nahm data, not so many exact, or analytic, solutions are known ex-
plicitly. In general, if we need the analytic ADHM/Nahm data, we have to
impose the system an appropriate symmetry by ansatz.
In this paper, we construct the Nahm data of calorons associated with
instanton charge N which have N -th rotational symmetries around an axis
(CN -symmetries). We will apply the CN -symmetric ansatz for monopole
Nahm data given by Sutcliffe [19, 20] as the bulk Nahm data of calorons.
The ansatz makes the Nahm equations into the celebrated periodic Toda
lattice equations. Although the uniqueness of the CN -symmetric ansatz for
monopoles was proved by Braden [21], the analytic Nahm data compatible
with appropriate monopole boundary conditions was not known in analytic
form, except for the higher symmetric case such as Platonic symmetries [22].
It is expected that the monopole Nahm data of charge N is solved by genus
N − 1 abelian integral in general [19, 23]. However, we claim here that
there can be the “bulk” Nahm data of CN -symmetric calorons in terms of
elliptic, or Jacobi, theta functions. As will be seen in the following sections,
the distinct criterion on the boundary conditions of the Nahm data between
monopoles and calorons enables to determine the analytic Nahm data with
CN -symmetries. As a remarkable result, the caloron Nahm data obtained
here do not have the monopole, or large scale, limits. The large period,
or instanton, limit of the CN -symmetric calorons is also investigated. We
restrict ourselves to consider the calorons of the SU(2) gauge theory, and of
trivial holonomy cases, the generalization to the higher rank gauge groups,
and the non-trivial holonomy ones are given in elsewhere. We will illustrate
the construction with the C3-symmetric Nahm data, as an introductory work.
The paper is organized as follows. In section 2, beginning with a short
review on the symmetric Nahm data, we consider the CN -symmetric Nahm
data of calorons by applying Sutcliffe’s ansatz. The reduced Nahm equations
are solved in terms of elliptic theta functions. In section 3, we obtain the
exact form of the Nahm data with C3-symmetry, as a first example. Section
4 is devoted to conclusion and discussion.
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2. The Nahm data of calorons with CN -symmetries
2.1. Symmetric Nahm data
In this section, we consider the Nahm data of SU(2) calorons of charge N
with CN -symmetries. The Nahm data of calorons are composed of two parts,
the bulk data Tj(s) (j = 1, 2, 3), and the boundary data W [24]. The former
is three N × N matrix valued regular functions periodic in s; we take the
fundamental period [−µ, µ] here. Throughout this paper, we take the gauge
T0(s) = 0. The boundary data is an N -dimensional row vector of quaternion
entries. In the Nahm construction of calorons, the Nahm data {Tj(s),W} are
defined by the following four conditions. The first is the differential equations
for the bulk data, called Nahm equations,
T ′j(s) =
i
2
ǫjkl[Tj(s), Tk(s)], (1)
where i, j and k run through 1 to 3, ǫijk is totally anti-symmetric tensor, and
the derivative is with respect to the variable s. The second condition is the
hermiticity for the bulk data
T †j (s) = Tj(s), (2)
and the third ones are the so called reality conditions
T tj (s) = Tj(−s). (3)
The fourth conditions are the relations between the bulk data and the bound-
ary data, called the matching conditions
Tj(−µ)− Tj(µ) = 1
2
tr2 σjW
†W, (4)
where the trace is taken for the quaternions. The SU(2) caloron gauge fields
can be obtained by the Nahm data {Tj(s),W} through the Nahm transform.
Next we consider the symmetry of caloron Nahm data under the action of
SO(3), a rotation in the configuration space [25]. Let us denote R an element
of the subgroup of SO(3), i.e., for a spatial rotation of a position vector we
have xj 7→ x′j = Rjkxk, where Rjk is an image of R in the 3-dimentional
orthogonal representation of SO(3). We also denote R2 the image of R in
the 2-dimensional irreducible representation of SU(2), which gives rise to a
3
spatial rotation of quaternions, x 7→ x′ = R2xR−12 , where x = xµeµ and the
quaternion basis are given by eµ = (1,−iσ1,−iσ2,−iσ3).
A caloron Nahm data is said to be symmetric under the action of R, if
the Nahm data {Tj,W} enjoy
RNTjR
−1
N = RjkTk, (5)
and
RN ⊗R2W † = W †qˆ, (6)
where RN denotes the image of R in SL(n,C), and qˆ is a unit quaternion,
i.e., qˆ†qˆ = 1. For the case of CN -symmetris around the “3”-axis, we may
have a choice
RN = ω
l diag.[ωN−1, ωN−2, . . . , ω, 1], (7)
where ω is an N -th root of unity and l = 0, 1, . . . , N − 1 [21].
2.2. CN -symmetries and Hermiticity of the bulk data
Let us now consider the bulk Nahm data satisfying the CN -symmetric
condition (5). For this purpose, we will apply the ansatz for the monopole
Nahm data with CN -symmetries given by Sutcliffe over a decade ago [19, 20].
The form of the N ×N bulk data is given in terms of differentiable functions
fj(s) and pj(s) (j = 0, 1, 2 . . . , N − 1) as
T1 =
1
2


f1 f0
f1 f2
f2
. . .
. . . fN−1
f0 fN−1

 , (8)
T2 =
i
2


−f1 f0
f1 −f2
f2
. . .
. . . −fN−1
−f0 fN−1

 , (9)
T3 =
1
2
diag. [p1, p2, · · · , pN−1, p0], (10)
where we have omitted the argument of the functions. From this ansatz,
the hermiticity conditions are enjoyed if fj , pj ∈ R. Substituting the ansatz
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(8–10) into the Nahm equations (1), we obtain the differential equations for
fj(s)’s and pj(s)’s
f ′j =
1
2
fj (pj+1 − pj) (11)
p′j = f
2
j−1 − f 2j , (12)
where the periodicity fj+N = fj and pj+N = pj is taking into account.
The system of differential equations (11,12) is well known as the periodic
Toda lattice. Note that it is necessary, due to the Nahm equation, trT ′3 =
1
2
∑N−1
j=0 p
′
j = 0, which will be confirmed later. Eliminating the pj(s)’s in
(11,12), we have the equations for fj’s,
d2
ds2
log f 2j = −f 2j+1 + 2f 2j − f 2j−1, (13)
which are well known form of Toda lattice except for the sign in the right
hand side.
Having obtained the reduced Nahm equations for the bulk data, we are in
a position to find special solutions to (13) appropriate for the caloron Nahm
data. By introducing τ -functions τj := τ(s, j), (j = 0, 1, . . . , N − 1)
f 2j = −C2
τj−1τj+1
τ 2j
, (14)
the differential equations for τj ’s read from (13) are
d2
ds2
log τj = C
2 τj−1τj+1
τ 2j
, (15)
where C is a constant defined below. Simultaneously, we find the expression
for pj’s by the τ -functions from (11), which is
pj =
d
ds
(
log
τj
τj−1
)
. (16)
We now assume the following form to the τ -functions in terms of elliptic, or
Jacobi, theta functions ϑν(u, q), where u ∈ C and ν = 0, 1, 2 or 3, and q is
the modulus parameter 1. The definition of these elliptic theta functions are
1
ϑ0 is also expressed as ϑ4 in the literatures.
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given in Appendix. The ansatz is
τ(s, j) = exp
(
1
2
A˜s2 + bs+ b˜j
)
ϑν(±s+ κj + a, q), (17)
where A˜, b, b˜, κ and a are constants. This form of the τ -functions for the
periodic Toda lattice was originally introduced by M.Toda in 1967 [27]. Sub-
stituting (17) into (15), we find a differential equation for the theta functions,
A+ C−2 (log ϑν(sj))
′′ =
ϑν(sj − κ)ϑν(sj + κ)
ϑ2ν(sj)
, (18)
where sj := ±s + κj + a, A := A˜C−2, and we have omitted the modulus
dependence. The differential equation (18) is solved if the constants are
given by the special values of theta functions [26, 27],
C−2 =
(
ϑ1(κ)
ϑ′1(0)
)2
, (19)
A = A˜C−2 =
(
ϑ0(κ)
ϑ0(0)
)2
− ϑ
′′
0(0)
ϑ0(0)
(
ϑ1(κ)
ϑ′1(0)
)2
. (20)
Thus we have found the elliptic theta function solution to the Nahm equations
(11) and (12),
f 2j = −C2
ϑν(sj−1)ϑν(sj+1)
ϑν(sj)2
, (21)
pj =
d
ds
(
log
ϑν(sj)
ϑν(sj−1)
)
. (22)
Note that the exponential factors are not appeared in the expression. By
taking the square root of (21), fj ’s are rewritten as
fj = ±iC
√
ϑν(sj−1)ϑν(sj+1)
ϑν(sj)
. (23)
We can take the plus sign in (23) without loss of generality.
We now recall the periodicity of the theta functions ϑν(u+ 1) = ±ϑν(u),
where the sign is depending on ν, see Appendix. Taking into account the
definition sj := ±s + κj + a, we easily find that the periodicity fj+N = fj
and pj+N = pj holds if we take κ = 1/N .
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Having obtained the special solutions to the Nahm equations, let us now
fix the other conditions for the bulk Nahm data. For the hermiticity (2), it
is necessary that fj, pj ∈ R as mentioned earlier. From (22) and (23), it is
sufficient to take ϑν(sj) be real and positive valued on the region s ∈ [−µ, µ],
and C ∈ iR, i.e., pure imaginary valued. For these to be enjoyed, we choose
the modulus parameter q takes real values 0 < q < 1, then we find ϑν(sj) is
positive real valued on s ∈ [−µ, µ] for ν = 0 and 3. On the other hand, for
ν = 1 or 2, ϑν(sj) has a zero and then changes sign on the real axis, so that
the number in the square root of (23) will be negative. One can see there does
not exist a case in which all of the fj ’s take real valued simultaneously, for
ν = 1 or 2. Hence we eliminate the solution of ν = 1 and 2, and concentrate
on the solutions of ν = 0 or 3, hereafter. Next we fix the constant C to be
pure imaginary. From (19), we find
C = ±ϑ
′
1(0)
ϑ1(κ)
, (24)
where both the numerator and the denominator have a factor q1/4,
ϑ′1(0) = 2πq
1/4
∞∏
m=1
(1− q2m)3, (25)
ϑ1(κ) = 2q
1/4 sin κπ
∞∏
m=1
(1− 2q2m cos 2κπ + q4m). (26)
Hence, it is satisfactory if we take the relative branch of q1/4 in (24) so that
C ∈ iR.
2.3. The reality conditions
We now consider the reality conditions (3), i.e., T tj (s) = Tj(−s). One
can easily find that the bulk Nahm data obtained above do not satisfy the
conditions. To illustrate, for the diagonal matrix T3(s), the reality condition
reads all of the components pj(s) have to be even functions, however it is not
the case for (22) in general. Therefore, we have to show that there is another
basis of the bulk Nahm data in which the reality conditions are apparent, by
a unitary transformation UN ,
Tj 7→ T˜j = UNTjU−1N , (27)
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where
T˜ tj (s) = T˜j(−s). (28)
In the new basis of the bulk data T˜j , however, the CN -symmetries are not
apparent. The situation is similar to the monopoles with Platonic symmetries
[22]. We hereafter refer the primary Tj as the bulk data in “CN -symmetric
basis”, and T˜j as that in “reality basis”. In the next section, we show the
explicit form of the unitary transformation and confirm there exists a reality
basis for N = 3. Finally, the transformation of the boundary data from the
CN -symmetric basis to the reality basis can be given by (4) as
W˜ † = UNW
†, W˜ = WU−1N , (29)
where we define W˜ as the boundary data in the reality basis.
3. Example: C3-symmetric calorons
3.1. The bulk data
Let us now illustrate the Nahm data of the CN -symmetric calorons by
considering the most simple case, N = 3. The case of larger values of N will
be considered in forthcoming articles. In general, there will be an individual
facet in the construction for N by N , as in the cases of Platonic monopoles
[22].
First we find the bulk Nahm data in the C3-symmetric basis. The ansatz
for N = 3 reads from (8)–(10)
T1 =
1
2

 0 f1 f0f1 0 f2
f0 f2 0

 , (30)
T2 =
i
2

 0 −f1 f0f1 0 −f2
−f0 f2 0

 (31)
T3 =
1
2
diag. [p1, p2, p0]. (32)
The theta function solutions are given by (21) and (22) with periodicity
fj+3 = fj and pj+3 = pj. Hence we choose κ = 1/3 and a = 0 for sj =
±s + κj + a so that ϑν(sj+3) = ϑν(sj). The ambiguity of the sign in sj
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is fixed to be consistent with the matching conditions (4), which will be
considered later. We find the solutions are
f0(s) = iC
√
ϑν(s1)ϑν(s2)
ϑν(s0)
, (33)
f1(s) = iC
√
ϑν(s2)ϑν(s0)
ϑν(s1)
, (34)
f2(s) = iC
√
ϑν(s0)ϑν(s1)
ϑν(s2)
, (35)
and
p0(s) =
d
ds
log
ϑν(s0)
ϑν(s2)
, (36)
p1(s) =
d
ds
log
ϑν(s1)
ϑν(s0)
, (37)
p2(s) =
d
ds
log
ϑν(s2)
ϑν(s1)
, (38)
where ν = 0 or 3, and C = ϑ′1(0)/ϑ1(κ) ∈ iR, which ensures the hermiticity.
In addition, we observe the consistency condition
2∑
j=0
pj(s) =
d
ds
log
ϑν(s0)
ϑν(s2)
ϑν(s1)
ϑν(s0)
ϑν(s2)
ϑν(s1)
= 0, (39)
holds.
The next task is to fix the boundary data W . For this to be done, it is
appropriate to carry out in the reality basis rather than the C3-symmetric
basis obtained above. Under the inversion s→ −s, we notice that
ϑν(sj) = ϑν(±s+ j/3) −→ ϑν(∓s + j/3) = ϑν(±s− j/3) = ϑν(s−j). (40)
Then we observe f0(s) and p2(s) of the C3-symmetric bulk data are even
functions, on the other hand, f1(s) and f2(s), and p0(s) and p1(s) swap
each other. Taking account of this fact, we suppose the following unitary
transformation. Defining a matrix
J3 =

 0 0 10 1 0
1 0 0

 , (41)
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then we find
U3 =
1√
2
(13 + iJ3) =
1√
2

 1 0 i0 1 + i 0
i 0 1

 , (42)
is a unitary matrix. The bulk data in the reality basis read
T˜j = U3 Tj U
−1
3 , (43)
whose components are
T˜1 =
1
2

 0 f+ − if− f0f+ + if− 0 f+ − if−
f0 f+ + if− 0

 , (44)
T˜2 =
1
2

 f0 −f+ − if− 0−f+ + if− 0 f+ + if−
0 f+ − if− −f0

 , (45)
T˜3 =
1
4

 −p2 0 i(p0 − p1)0 2p2 0
−i(p0 − p1) 0 −p2

 , (46)
where f±(s) = (f1(s) ± f2(s))/2. From the behavior of fj and pj under the
inversion s→ −s, we find that f0, f+ and p2 are even functions, and f− and
p0−p1 are odd functions, respectively. Thus, we can observe that the reality
conditions (3) hold for T˜j’s. Figure 1 and Figure 2 show the profile of the
bulk data elements for the ϑ0 solution and the ϑ3 solution, respectively.
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Figure 1.
The profiles of the bulk data for the ϑ0 solution.
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Figure 2.
The profiles of the bulk data for the ϑ3 solution.
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For larger values of N , one can similarly define the unitary matrices which
transform the CN -symmetric basis into the reality basis. The detail will be
given in the forthcoming articles.
3.2. The boundary data
The next step is to find the exact form of the boundary data in the reality
basis,
W˜ = (λ, ρ, χ), (47)
where λ, ρ and χ are quaternions with components λ = (λ0, λ1, λ2, λ3), etc..
The right hand side of (4) turns out to be
1
2
tr2 σjW˜
†W˜ =
1
2
tr2 σj

 λ†λ λ†ρ λ†χρ†λ ρ†ρ ρ†χ
χ†λ χ†ρ χ†χ


=
1
2
tr2 σj

 0 λ†ρ λ†χρ†λ 0 ρ†χ
χ†λ χ†ρ 0

 , (48)
where we have used λ†λ =
∑3
µ=0 λ
2
µ ∈ R etc.. Defining
g(µ) :=
1
2
(f−(−µ)− f−(µ)) = −f−(µ), (49)
h(µ) :=
1
4
{(p0(−µ)− p1(−µ))− (p0(µ)− p1(µ))}
= −1
2
(p0(µ)− p1(µ)) , (50)
we find that the left hand side of (4) for j = 1 is
T˜1(−µ)− T˜1(µ)
=
1
2

 0 −if−(−µ) 0if−(−µ) 0 −if−(−µ)
0 if−(−µ) 0

− 1
2

 0 −if−(µ) 0if−(µ) 0 −if−(µ)
0 if−(µ) 0


=

 0 −ig(µ) 0ig(µ) 0 −ig(µ)
0 ig(µ) 0

 . (51)
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Similarly, we find the cases for j = 2 and 3
T˜2(−µ)− T˜2(µ) =

 0 −ig(µ) 0ig(µ) 0 ig(µ)
0 −ig(µ) 0

 , (52)
T˜3(−µ)− T˜3(µ) =

 0 0 ih(µ)0 0 0
−ih(µ) 0 0

 . (53)
By component-wise, the matching conditions (4) for N = 3 read from (48),
(51), (52) and (53) as
1
2
tr2 σ1λ
†ρ = −ig(µ), 1
2
tr2 σ1λ
†χ = 0,
1
2
tr2 σ1ρ
†χ = −ig(µ),
1
2
tr2 σ2λ
†ρ = −ig(µ), 1
2
tr2 σ2λ
†χ = 0,
1
2
tr2 σ2ρ
†χ = ig(µ), (54)
1
2
tr2 σ3λ
†ρ = 0,
1
2
tr2 σ3λ
†χ = ih(µ),
1
2
tr2 σ3ρ
†χ = 0,
By using the fact that the left hand side of (48) is invariant under the multi-
plication of a unit quaternion h, i.e., h†h = 1, to W˜ from the left, we can fix
one of the quaternion component to be zero. We choose the real component
of λ, say, to be zero. Thus, the remaining components of the boundary data
to be determined are
λ = −i(λ1σ1 + λ2σ2 + λ3σ3),
ρ = ρ0 − i(ρ1σ1 + ρ2σ2 + ρ3σ3),
χ = χ0 − i(χ1σ1 + χ2σ2 + χ3σ3).
(55)
Then one can observe that a solution to (54) is given in terms of λ1, λ2 and
λ3, with λ1 6= λ2,
ρ0 = −λ1 + λ2
Λ2
g(µ), ρ1 = ρ2 =
λ3
Λ2
g(µ), ρ3 =
λ1 − λ2
Λ2
g(µ)
χ0 = λ3, χ1 = −λ2, χ2 = λ1, χ3 = 0, (56)
subject to a constraint
h(µ) = λ21 + λ
2
2 + λ
2
3 =: Λ
2. (57)
13
There are two independent parameters in this boundary data due to the
constraint (57). Note that the constraint (57) gives a restriction h(µ) > 0 on
the bulk data, which reads
h(µ) = −1
2
(p0(µ)− p1(µ)) > 0. (58)
For this condition to be enjoyed, we have to take an appropriate sign in the
argument of theta function, such as sj = s + j/3 for the ϑ3 solution, and
sj = −s + j/3 for the ϑ0 solution, respectively.
Although the boundary data (56) with (57) is a solution to (54), it does
not enjoy the C3-symmetry condition
R3 ⊗ R2W † = W †qˆ, (59)
in general, where W = W˜U3, and R3 and R2 are the images of C3-rotation.
To find the C3-symmetric boundary data, we need to impose additional con-
straints λ1 = λ2 and λ3 = 0 on (56) . Then the solution (56) reduces to
λ = iλ1(σ1 + σ2),
ρ = ρ0 = − 2λ1 g(µ),
χ = −iλ1(σ1 − σ2),
(60)
with a constraint h(µ) = 2λ21, so that there is no independent parameter.
We can observe this boundary data has the C3-symmetry (59) around the
“3-axis”, with
R2 = qˆ = cos
(π
3
)
+ i sin
(π
3
)
σ3. (61)
Therefore, we have found the C3-symmetric caloron Nahm data.
3.3. Large scale and large period limit
We now discuss some particular limits of the Nahm data.
Let us consider first the large scale, or monopole, limit of the caloron
Nahm data. If the caloron Nahm data has a monopole limit, the bulk data
has to have a simple pole at the boundary s = ±µ whose residue belongs to
an irreducible representation ξj of su(2) [29],
T˜j(s) −→ ξj
s∓ µ + · · · . (62)
Here it does not matter which basis of the bulk data are used.
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All of the caloron Nahm data obtained in the former articles always pos-
sess these monopole limits, because they are basically constructed by rear-
ranging the Nahm data of monopoles [11, 12, 13, 14, 15, 25]. In the case being
considered here, the components of the bulk data do not have poles, or are
non-singular on the region [−µ, µ] for any value of µ, found from (44)-(46).
The value of the boundary data, or the scale parameters, of the caloron have
some upper limits and non-divergent. In the reference [20], the author con-
structed an approximated Nahm data of a monopole by the Laurent series
expansion with a simple pole, which was sufficient to visualize the monopole
energy. He also claimed that if one would like to find the exact form of the
monopole Nahm data, then one needed the Riemann theta function for sur-
face of genus greater than one, which of course required much cumbersome
efforts. For the analysis on the calorons, however, it is mandatory to know
the analytical behavior of the Nahm data on the whole region [−µ, µ] than
only at the neighborhood of the boundary. We successfully constructed the
Nahm data for the calorons, but they do not have large scale limits.
The other limit we consider is the large period, or the instanton, limit,
which comes from by taking µ → 0. We restrict ourselves to the case with
C3-symmetry; For the case of the general boundary data (56), it is extremely
complicated to analyze the large period limit. In this limit, only the value of
the bulk data at s = 0 contributes, whose explicit form is
T˜1(0) =
1
2

 0 f 0+ f 00f 0+ 0 f 0+
f 00 f
0
+ 0

 , T˜2(0) = 1
2

 f 00 −f 0+ 0−f 0+ 0 f 0+
0 f 0+ −f 00

 ,
T˜3(0) =
1
4

 −p02 0 00 2p02 0
0 0 −p02

 , (63)
where we defined f 0+ := f+(0) etc.. The elements are given by the special
values of the theta functions,
f 0+ := f+(0) = iC
√
ϑν(0)ϑν(2κ)
ϑν(κ)
= iC
√
ϑν(0)
ϑν(κ)
, (64)
f 00 := f0(0) = iC
√
ϑν(−κ)ϑν(κ)
ϑν(0)
= iC
ϑν(κ)
ϑν(0)
, (65)
p02 := p2(0) = −
ϑ′ν(−κ)
ϑν(−κ) +
ϑ′ν(κ)
ϑν(κ)
= 2
ϑ′ν(κ)
ϑν(κ)
, (66)
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where κ = 1/3, ν = 0, 3 and we used the periodicity ϑν(2/3) = ϑν(−1/3). In
the boundary data (60), the contribution to the instanton limit comes from
the lowest order terms in µ. The µ-dependence of the boundary data are
fixed by the consistency with the matching conditions (4); One can find the
lowest order terms are O(
√
µ),
λ1 =
√
2µ λ˜1 + . . . , (67)
ρ0 = −2
√
2µ ρ˜0 + . . . , (68)
where
4λ˜21 = −C2
{(
ϑν(κ)
ϑν(0)
)2
− ϑν(0)
ϑν(κ)
}
, (69)
and
ρ˜0 =
iC
4λ˜1
(−3ϑ′ν(κ))
√
ϑν(0)
ϑ3ν(κ)
. (70)
It can be found from (69) that only the ϑ0 solution admits real λ˜1; the right
hand side is positive definite for pure imaginary C. On the other hand, the
right hand side is negative for the ϑ3 solution, so that it is excluded from the
large period limit. This does not mean that the ϑ3 solution has no instanton
limit; it only means that the C3-symmetry and the instanton limit are not
compatible. If we consider the case of general boundary data, we expect that
there exists the instanton limit of the ϑ3 solution, since the behavior of the
lowest order in µ, (67) and (68), must be modified.
Thus, we finally observe the Nahm data reduced to an ADHM matrix
[30],
∆ =


2iλ˜1(σ1 + σ2) 2ρ˜0 −2iλ˜1(σ1 − σ2)
iT˜j(0)⊗ σj

+


0 0 0
x 0 0
0 x 0
0 0 x

 ,
(71)
where the x-independent part reads
1
2


2iλ˜1(σ1 + σ2) 2ρ˜0 −2iλ˜1(σ1 − σ2)
i(f 00σ2 − 12p02σ3) if 0+(σ1 − σ2) if 00σ1
if 0+(σ1 − σ2) ip02σ3 if 0+(−σ1 + σ2)
if 00σ1 if
0
+(σ1 + σ2) −i(f 00σ2 + 12p02σ3)

 . (72)
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One can show that the ADHM conditions for instantons ℑ∆†∆ = 0 ⇔
trσj∆
†∆ = 0 turn out to be
4λ˜21 − (f 00 )2 + (f 0+)2 = 0 (73)
λ˜1ρ˜0 +
3
8
p02 f
0
+ = 0, (74)
which are consistent with (69) and (70) for the case of ν = 0 as expected.
4. Conclusion
In conclusion, we have considered the Nahm data of calorons with instan-
ton charge N which do not have the large scale limit. For the construction
of the bulk Nahm data, we have applied the CN -symmetric ansatz for the
monopoles given by . As an illustration, the case of instanton charge N = 3
is investigated in detail. We have confirmed that there are C3-symmetric
calorons by a specific choice of the boundary data, and given its instanton
limit. We have also found the unitary transformation of the Nahm data
between the C3-symmetric basis and the reality basis. To obtain the entire
understanding on the CN -symmetric calorons, it is necessary to investigate
the case of larger N in more detail, which will be given in the forthcoming
articles.
From the perspective of the integrable systems, it is significant to inves-
tigate the structure of ASD Yang-Mills solitons as a whole. In this context,
there are much works to do near future. For example, it will be interesting
to generalize the present work by introducing the theta functions of higher
genus, the generalized Toda lattice corresponding to the affine Lie algebra
rather than Aˆ
(1)
N−1, and so on. In particular, it is quite attractive to consider
that there are any other calorons without monopole limits.
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Appendix
In this appendix, we give the definition of the elliptic theta functions and
their properties necessary for the present article. The elliptic theta functions
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are functions of two complex variables u and q. The latter is often called
the modulus parameter. Introducing an auxiliary variable z := eupii, they are
defined by the Fourier series expansion in u,
ϑ0(u, q) =
∞∑
n=−∞
(−1)nqn2z2n = 1 + 2
∞∑
n=1
(−1)nqn2 cos 2nπu, (75)
ϑ1(u, q) = i
∞∑
n=−∞
(−1)nq(n−(1/2))2z2n
= 2
∞∑
n=1
(−1)n−1q(n−(1/2))2 sin(2n− 1)πu, (76)
ϑ2(u, q) =
∞∑
n=−∞
q(n−(1/2))
2
z2n−1 = 2
∞∑
n=1
q(n−(1/2))
2
cos(2n− 1)πu, (77)
ϑ3(u, q) =
∞∑
n=−∞
qn
2
z2n = 1 + 2
∞∑
n=1
qn
2
cos 2nπu. (78)
From these definitions, it is apparent that ϑ1 is odd function in u and all of the
others are even functions. One can easily find their periodicity, ϑν(u+ 1) =
ϑν(u) for ν = 0, 3 and ϑν(u+1) = −ϑν(u) for ν = 1, 2. There are literatures
in which the definition of the variable u is scaled so that the periodicity is
ϑν(u + π) = ±ϑν(u). It is also known that the elliptic theta functions have
quasi-periodicity in the complex u plain, see for example [28].
The elliptic theta functions enjoy many interesting relations. Among
them, the Jacobi triple product identities are well-known, which gives infinite
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product representation of the Fourier series given above,
ϑ0(u, q) = q0
∞∏
n=1
(1− q2n−1z2)(1− q2n−1/z2)
= q0
∞∏
n=1
(1− 2q2n−1 cos 2πu+ q4n−2), (79)
ϑ1(u, q) = −iq1/4q0z
∞∏
n=1
(1− q2nz2)(1− q2n−2/z2)
= 2q1/4q0 sin πu
∞∏
n=1
(1− q2n cos 2πu+ q4n), (80)
ϑ2(u, q) = q
1/4q0z
∞∏
n=1
(1 + q2nz2)(1 + q2n−2/z2)
= 2q1/4q0 cosπu
∞∏
n=1
(1 + q2n cos 2πu+ q4n), (81)
ϑ3(u, q) = q0z
∞∏
n=1
(1 + q2n−1z2)(1 + q2n−1/z2)
= q0 cos πu
∞∏
n=1
(1 + q2n−1 cos 2πu+ q4n−2), (82)
where q0 :=
∏∞
n=1(1− q2n).
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