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Advances in Statistical Script Learning
Karl Pichotta, Ph.D.
The University of Texas at Austin, 2017
Supervisor: Raymond J. Mooney
When humans encode information into natural language, they do so with the
clear assumption that the reader will be able to seamlessly make inferences based on
world knowledge. For example, given the sentence “Mrs. Dalloway said she would
buy the flowers herself,” one can make a number of probable inferences based on
event co-occurrences: she bought flowers, she went to a store, she took the flowers
home, and so on.
Observing this, it is clear that many different useful natural language end-
tasks could benefit from models of events as they typically co-occur (so-called
script models). Robust question-answering systems must be able to infer highly-
probable implicit events from what is explicitly stated in a text, as must robust
information-extraction systems that map from unstructured text to formal assertions
about relations expressed in the text. Coreference resolution systems, semantic role
labeling, and even syntactic parsing systems could, in principle, benefit from event
co-occurrence models.
To this end, we present a number of contributions related to statistical event
co-occurrence models. First, we investigate a method of incorporating multiple en-
tities into events in a count-based co-occurrence model. We find that modeling mul-
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tiple entities interacting across events allows for improved empirical performance
on the task of modeling sequences of events in documents.
Second, we give a method of applying Recurrent Neural Network sequence
models to the task of predicting held-out predicate-argument structures from doc-
uments. This model allows us to easily incorporate entity noun information, and
can allow for more complex, higher-arity events than a count-based co-occurrence
model. We find the neural model improves performance considerably over the
count-based co-occurrence model.
Third, we investigate the performance of a sequence-to-sequence encoder-
decoder neural model on the task of predicting held-out predicate-argument events
from text. This model does not explicitly model any external syntactic information,
and does not require a parser. We find the text-level model to be competitive in
predictive performance with an event level model directly mediated by an external
syntactic analysis.
Finally, motivated by this result, we investigate incorporating features de-
rived from these models into a baseline noun coreference resolution system. We
find that, while our additional features do not appreciably improve top-level per-
formance, we can nonetheless provide empirical improvement on a number of re-
stricted classes of difficult coreference decisions.
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Chapter 1
Introduction
1.1 Motivating Statistical Script Learning
A basic Gricean pragmatic analysis of language dictates that when speakers
or writers encode information in natural language, very obviously inferable facts
will be left implicit (Grice, 1975). Grice states that language, when used felici-
tously, generally follows the cooperative principle, which he succinctly describes
as:
Make your conversational contribution such as is required, at the stage
at which it occurs, by the accepted purpose or direction of the talk
exchange in which you are engaged.1
In particular, Grice identifies, as a particular set of guidelines embodying this prin-
ciple, the two maxims of quantity, which are:
1. Make your contribution as informative as is required (for the current pur-
poses of the exchange).
2. Do not make your contribution more informative than is required.2
In particular, the second maxim of quantity (which is related to another Gricean
maxim, that of relation, which states simply “be relevant”) implies that the typical
1Grice (1975), p.43
2Ibid.
1
text has a good many obviously-inferable facts that are not explicitly stated (assum-
ing speakers act cooperatively).
Consider the following examples, taken from English language Wikipedia:
1. Peter the Great made a temporary peace with the Ottoman Empire that al-
lowed him to keep the captured fort of Azov.3
2. The Germans built field fortifications to hold the ground captured in 1914
and the French began siege warfare to break through the German defences
and recover the lost territory.4
3. Although he became an American citizen in 1945, shortly before his death,
Barto´k never felt fully at home in the USA.5
Suppose we want to build a question-answering system that can answer questions
about open-domain text (Harabagiu et al., 2000; Lin and Pantel, 2001; Hermann et
al., 2015; Rajpurkar et al., 2016). What follows are some simple questions about the
above examples that have clear answers, but which nonetheless require nontrivial
inferences from the documents in order to answer properly:
• (About (1)): Did Peter negotiate with the Ottomans? Who captured the fort?
From whom?
• (About (2)): Who did the Germans capture ground from?
• (About (3)): Did Barto´k move to the US?
3https://en.wikipedia.org/wiki/Peter the Great
4https://en.wikipedia.org/wiki/Battle of Verdun
5https://en.wikipedia.org/wiki/Bela Bartok
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All of these questions, though they have clear answers, nonetheless require infer-
ence of implicit events (e.g. one typically negotiates before making peace, one
typically moves to a country before naturalization, and so on). In other words,
a sufficiently robust natural language question-answering system must have some
model, explicit or implicit, of event co-occurrence, in order to answer questions like
the above.
This thesis investigates methods of automatically inducing such script mod-
els from large corpora of unannotated text. Scripts are models of stereotypical event
sequences; in this dissertation, we define a number of different models describing
event sequences, and investigate different methods of parametrizing and learning
such models. Such models will be evaluated intrinsically on their ability to infer
held-out events from documents; we also collect human judgments of the quality of
systems’ automatically inferred events, and incorporate features derived from script
systems into a system performing an extrinsic task.
Models of event co-occurrence information, it bears mentioning, have com-
pelling applications to other tasks besides question answering. Chapter 6 gives an
investigation into incorporating features from such models into one external task;
we give a more thorough treatment of future applications in Chapter 8
1.2 Summary of Contributions
This thesis investigates models of event co-occurrence information, learned
from large bodies of natural language documents. Chapter 2 describes some back-
ground and related work useful for understanding the original contributions pre-
3
sented in later chapters. Chapter 3 describes a count-based model of event co-
occurrence which models events containing multiple entity arguments, originally
described in Pichotta and Mooney (2014). This model, contra prior work, mod-
els co-occurring predicates with multiple arguments (as opposed to predicates with
single positional arguments). We find that, in this regime, modeling multiple ar-
guments yields better empirical predictions of events in documents, even single-
argument events.
Chapter 4 describes a Recurrent Neural Network-based model (Pichotta and
Mooney, 2016a) which, in a sense, generalizes the previous chapter’s model, in
that it allows for the direct incorporation of noun information, allows for a greater
number of possible event types (by decomposing the simplex events of Chapter 3
into sequences of constituent components), and generalizes lexically by using word
embeddings. This model provides superior performance in modeling sequences of
events.
Chapter 5 investigates the use of text-level sequence-to-sequence neural encoder-
decoder models for the task of event prediction, as described originally in Pichotta
and Mooney (2016b). We find that system performance on predicting events is
roughly comparable to that of the analogous event-level systems, and, on the task
of predicting the raw text describing events, the systems which directly model text
provide superior performance.
The results from Chapter 5 indicate, among other things, that event co-
occurrence models should be evaluated on extrinsic end-user tasks. Chapter 6 gives
some first steps at such evaluations, investigating a few ways of incorporating fea-
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tures derived from systems described in previous chapters into a baseline learning-
based coreference resolution system, which is trained to cluster noun phrases in a
document according to whether they refer to the same real-world entity. We find
that, though top-level system performance is affected only very marginally, some
of the features are empirically useful for restricted classes of difficult coreference
decisions.
Chapter 7 describes a subset of the large body of related work, to place the
current document in context. In Chapter 8 we describe potential future work, and
in Chapter 9 we briefly summarize and conclude.
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Chapter 2
Background
This thesis concerns advances in the learning of statistical scripts, in par-
ticular by leveraging recent advancements in the art of training large neural nets
on large amounts of data. We give a background on prior work in statistical script
learning, provide a short summary of Recurrent Neural Networks relevant to our
methods, and give a short description of the task of coreference resolution.
This chapter is intended to give motivations and background useful for un-
derstanding the original contributions presented subsequently. Chapter 7 gives a
broader survey of related work.
2.1 Roots in Philosophy, Psychology, and Cognitive Science
The ways in which humans contextualize perceptions and reasoning based
on learned world dynamics have been of interest to philosophers and psycholo-
gists for at least a century. For example, the types of experience-mediated world
knowledge which allow humans to make probable (that is, likely, but not classically
necessary) inferences have been explored by philosophers since at least the seminal
investigations into abductive reasoning by Charles Sanders Peirce in the late 19th
and early 20th centuries. Considering “any inference which does not regard its own
conclusion as being necessarily true (though the facts be as the premisses assert),”
Peirce writes:
6
. . . [W]e begin by asking how often certain described conditions will,
in the long run of experience, be followed by a result of a predesig-
nate description; then proceeding to note the results as events of that
kind present themselves in experience; and finally, when a consider-
able number of instances have been collected, inferring that the general
character of the whole endless succession of similar events in the course
of experience will be approximately of the character observed. . . . [I]f
the character manifested by the series up to a certain point is not that
character which the entire series possesses, still, as the series goes on,
it must eventually tend, however irregularly, towards becoming so; and
all the rest of the reasoner’s life will be a continuation of this inferential
process. This inference does not depend upon any assumption that the
series will be endless, or that the future will be like the past, or that
nature is uniform, nor upon any material assumption whatever.1
The machinery of probabilistic inference from experienced events to non-necessary
facts, in Peirce’s view, is based on a model built from the (incomplete) chain of
events presenting themselves to the experience of a human, with the reasoner’s
inference machinery approaching a stable solution as the human extends their se-
quence of experienced events. In the chapters below, we will describe computa-
tional models of events learned from data which operate in a somewhat conceptu-
ally similar way to this idealized probabilistic reasoner of Peirce’s.
In the field of psychology, formal experimental investigation of the man-
1 Peirce (1902), CP 2.784.
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ner in which humans synthesize, elide, and infer during recollection of scenarios
dates back at least to the seminal work of Bartlett (1932), who, inspired in part by
Head (1920), describes the idea of general “schemata” which mediate perceptual
processing, action, and remembering:
Determination by schemata is the most fundamental of all the ways in
which we can be influenced by reactions and experiences which oc-
curred some time in the past. All incoming impulses of a certain kind,
or mode, go together to build up an active, organised setting: visual,
auditory, various types of cutaneous impulses and the like, at a rela-
tively low level; all the experiences connected by a common interest:
in sport, in literature, history, art, science, philosophy and so on, on a
higher level. There is not the slightest reason, however, to suppose that
each set of incoming impulses, each new group of experiences persists
as an isolated member of some passive patchwork. They have to be
regarded as constituents of living, momentary settings belonging to the
organism, . . . and not as a number of individual events somehow strung
together and stored within the organism.2
This line of analysis was quite influential to later cognitive psychologists and Com-
puter Scientists investigating the role of schemas in human cognition (Minsky,
1974; Rumelhart, 1978; Brewer, 2000, inter alia).
2Bartlett (1932), p. 201.
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2.2 Statistical Script Learning
2.2.1 Early Script Learning Systems
The modeling of sequences in events for reasoning in AI dates back to the
1970s. Minsky (1974) and Rumelhart (1975) provide early methods for incor-
porating hand-constructed notions of co-occurring events into reasoning systems.
Schank and Abelson (1977) provide a particularly detailed and influential anal-
ysis of structured scripts for understanding situations in AI. In this conception,
sentences are mapped to structures describing a canonical meaning representation,
constructed from a fixed set of primitives called conceptual dependencies (Schank,
1975). These dependencies include, for example, the actions PTRANS (a physical
transfer of an object’s location), ATRANS (an abstract transfer of of some property
of an object), MTRANS (a mental transfer of a though), and PROPEL (to apply a
force to), among others, along with a number of conceptual categories, conceptual
roles, and syntactic rules describing the possible relationships between these dif-
ferent types of structured objects. A script consists of a hand-written prototypical
situation-specific sequence of such conceptual dependency structures, allowing one
to infer elided details in natural language text, assuming a translation from text to
conceptual dependency structures can be faithfully executed. This allows one to fill
in elided details from text; for example, given the passage
John went into the restaurant. He ordered a hamburger and a coke. He
asked the waitress for the check and left.
one can infer, using a script describing what happens while eating at a restaurant,
9
that John ate a hamburger, though it is not explicitly stated
These approaches are non-probabilistic and depend on complicated hand-
written structured world information, which results in brittle systems that cannot
straightforwardly generalize to situations differing significantly from the ones en-
coded. Further, determining which situation’s script to apply to a given text is
nontrivial, and the fixed set of conceptual primitives introduces serious limitations.
Around the same time, there was a related effort to describe narratives using Story
Grammars (Mandler and Johnson, 1977; Thorndyke, 1977), which are essentially
Context-Free Grammars describing the structures of stories, analogous to the more
familiar word-level CFGs describing the syntactic structure of sentences.
Mooney and DeJong (1985) present a non-probabilistic method of learning
script structures automatically from text. This is a first step to helping obviate the
need for hand-engineering knowledge structures for situation understanding. The
system, GENESIS, uses explanation-based learning to generalize a particular natu-
ral language text describing a novel situation into a more general, abstract schema
which describes a formal plan encoding the script dynamics of the situation type.
The system uses classical planning techniques to work backward, from observed
actions performed by characters in the document to latent explanations for those
actions; it can then group together the whole causal structure consisting of induced
explanations and observed states, and generalize into a more abstract schema (such
that the input text is an instance of such a schema).
Miikkulainen (1993) presents DISCERN, a Neural Network system which
stores story instances in a hierarchical episodic memory and is capable of answer-
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ing simple questions about simple incomplete stories. This system is trained to
paraphrase and answer questions about stories generated automatically from, e.g.,
restaurant, shopping, and travel scripts. The system uses gradient-based optimiza-
tion to learn distributed representations for a small vocabulary, allowing it to auto-
matically identify situation-specific role relationships between words; it then uses a
hierarchically organized episodic memory component, which it can query to iden-
tify the story types of novel stories, and subsequently answer simple questions and
generate paraphrases.
The literature about scripts following Schank and Abelson (1977) typically
uses quite complex notions of events to capture the subtleties of interacting events,
and the script objects themselves are typically not learned and disjoint across differ-
ent situations. For example, there may be a “restaurant script,” giving the stereotyp-
ical description of a diner at a restaurant, and a distinct “workday at office” script,
and the two are unrelated. These scripts are non-probabilistic (that is, there is no
notion of probability associated with any states or transitions). As a means of de-
scribing situations as expressed in documents, these scripts will have high precision
and low recall: a document may invoke the events in a hand-written script exactly as
it was written, but any variation on this rigid structure is difficult to handle. Further,
since these objects are non-probabilistic, there is no way of resolving ambiguity in
event inference probabilistically. For example, consider the following (constructed)
examples:
(1) Nancy commutes to her job in New York City.
(2) Nancy commutes to her job in upstate New York.
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Under a reasonable conception of script knowledge, we should be able to infer
either Nancy drives to her job or Nancy takes the subway to her job from either
sentence; however, given the differing commuting scenarios of the two locations
(as, ideally, expressed in a sufficiently large text corpus), taking the subway is much
more likely in the former example than in the latter. This sort of information is
difficult to encode and learn without a probabilistic framework that learns from
data, and is crucial for making probable inferences.
2.2.2 Statistical Models of Event Co-Occurrence
The difficulties outlined in the previous section—data sparsity and the lack
of large labeled resources make learning models with complex structured events dif-
ficult, and implicit event inferences would benefit from probabilistic models—may
be addressed by simplifying event representations and adding probabilities. This is
somewhat analogous to the history of automatic parsers, where theoretically satisfy-
ing lexical and grammatical frameworks (e.g. Head-Driven Phrase Structure Gram-
mar (Pollard and Sag, 1994) or Lexical Functional Grammar (Kaplan and Bresnan,
1982)), which have quite complex lexico-syntactic structure, are not typically used
by state-of-the-art parsers, which are probabilistic and use greatly simplified lex-
ical representations with learned probabilities. Simplifying event representations
enables tractable statistical learning of script models, along with probabilistic event
inference.
Chambers and Jurafsky (2008) give a method of learning co-occurrence
statistics between simple events in which entities engage, learning their model from
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a large corpus of text. This system is capable of inferring novel pair events from
documents; for example, given the text:
Andrew Wiles won the 2016 Abel prize for proving Fermat’s last theo-
rem,
the system will ideally be able to infer novel facts such as (accept, subject) or
(publish, subject) for the entity Andrew Wiles, and facts like (accept, object) for
the entity Abel prize.
Their approach follows the following general method, explained in more
detail below, for learning a script model:
1. Syntactically parse a large corpus of documents.
2. Run a coreference resolution engine on each document to determine which
noun phrases refer to the same entity.
3. Extract events (consisting of verbs and their entity arguments) from each
document.
4. Aggregate statistics on which events frequently co-occur, involving the same
entity in the same document.
The syntactic analysis in step (1) will output information on, e.g., how verbs relate
to various noun phrases within a sentence, and which nouns are grammatical heads
of noun phrases. The coreference resolution engine in step (2) will output which
noun phrases across a document refer to the same entity. For example, in the sen-
tence Chaucer travelled to Picardy the next year; in 1373 he visited Florence, a
coreference system will annotate that Chaucer and he refer to the same entity. In
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step (3), Chambers and Jurafsky (2008) treat events as (verb, dependency) pairs, di-
viding these events into sets based on the entity participating. The model is, as they
describe it, protagonist-centered, meaning that events will only be in the same set if
they relate to the same entity. So in the above example, there is one entity (Chaucer)
which engages in two events, (travel, subject) and (visit, subject), indicating that the
same entity was grammatical subject of both of these verbs.
In step (4), a co-occurrence statistic N(a, b) is calculated for all pairs of
events a and b, where N(a, b) is the total number of event sets from step (3) where
both a and b occur, across all documents (that is to say, N(a, b) gives the number of
times the two pair events a and b relate to the same entity). For example, we would
expect (eat, subject) and (drink, subject) to have a high N value, since entities
that are mentioned being the subject of eat are also likely to be subjects of drink;
however, we would expect (eat, object) and (drink, object) to be lower, since things
which are eaten are not typically also drunk. During learning, the model tracks pair
events related to one entity at a time; during inference, it conditions on pair events
related to a single entity of interest.
In order to infer implicit (verb, dependency) event pairs which a document’s
entity is likely to have engaged in, Chambers and Jurafsky (2008) pick events max-
imizing Pointwise Mutual Information (PMI) with that entity’s observed events.
That is, if an entity e is involved in events a1, . . . , a` in a document, then novel
events b are inferred by maximizing the objective
Spmi(b) =
∑`
i=1
PMI(ai, b) (2.1)
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with PMI defined in the usual way:
PMI(a, b) = log
P (a, b)
P (a)P (b)
∝ log N(a, b)
(
∑
xN(a, x)) (
∑
xN(b, x))
Events inferred for an entity will be those which co-occur more frequently than
chance with the events the entity is observed as having engaged in.
In order to evaluate a system’s inferences, Chambers and Jurafsky (2008),
like some subsequent work (including our work described below), use what they
call the Narrative Cloze test, in which an observed event is held out and a system
is judged by its ability to infer this held-out event, given the remaining observed
events. This is somewhat like the standard use of perplexity or cross-entropy when
measuring sequence model performance: a model is judged quantitatively by its
ability to statistically model observed data.
Bejan (2008) and Manshadi et al. (2008) also described systems with some-
what similar ideas roughly contemporaneously. Bejan (2008) represents events as
single words, and uses Latent Dirichlet Allocation (Blei et al., 2003) to build an
unsupervised generative model (where a “topic” becomes instead a “scenario” de-
scribing a notion of event co-occurrence). Manshadi et al. (2008) represent events
as (verb, noun) pairs, with “verb” the main verb of a sentence, and “noun” the
head noun of the verb’s patient argument, based on a classifier trained on PropBank
(Palmer et al., 2005). Each of these pairs is treated as an item in an event vocabulary,
and a language model is trained on this the sequence of such events. Systems are
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evaluated on two tasks: (1) differentiating between sequences of events with their
observed document order and randomly shuffled sequences of the same events; and
(2) differentiating between a sequence and the same sequence with its last event
replaced by a random imposter event.
Chambers and Jurafsky (2009) extend the methods of Chambers and Ju-
rafsky (2008) in a number of ways. First, they incorporate the noun identity of
arguments into their event inference objective, providing performance gains under
the Narrative Cloze evaluation. We will similarly demonstrate below, in Chapter 4,
that incorporating noun information into a more complex script model provides sig-
nificant performance improvements. Second, they account for all of a document’s
entities when inferring novel events, rather than just a single entity; however, the
cost of doing so is that they infer only bare verbs rather than more structured (verb,
dependency) pairs.
Jans et al. (2012) describe a model for sequences of (verb, dependency)
events, showing improvements on the Narrative Cloze evaluation over the method
of Chambers and Jurafsky (2008). Unlike the latter, they take the relative ordering
between events in a document into account. That is, during learning and inference,
Chambers and Jurafsky (2008) treat the collection of events in which an entity en-
gages as an unordered set, resulting in N(a, b) = N(b, a) for all events a, b; on the
other hand, Jans et al. (2012) account for the document order of events, so in general
N(a, b) 6= N(b, a). When accounting for event ordering, the task under evaluation
becomes “infer an event at a position t in the observed sequence of events,” rather
than “infer an event co-occurring with the observed set of events.” They infer such
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events by maximizing the objective
Sbigram(b) =
t∑
i=1
logP (b|ai) +
∑`
i=t+1
logP (ai|b) (2.2)
where ` is the length of the event chain from which we are inferring novel events,
and P (b|a) is the learned bigram probability of observing event b in a sequence
after event a:
P (b|a) = P (a, b)
P (a)
=
N(a, b)∑
xN(a, x)
where N(a, b) is the 2-skip bigram count, defined to be the number of times event
b is observed following a in a training corpus with at most two intervening events.
Using this objective, they demonstrate substantial improvements over the method
of Chambers and Jurafsky (2008) under the Narrative Cloze evaluation.
Rudinger et al. (2015b) demonstrate improved results in modeling chains
of (verb, dependency) pair events by applying the log-bilinear language model of
Mnih and Hinton (2007) to the task. This model learns, for each event type a, two
dense vectors in Rd: ta, representing the event a when it occurs as a target event
to be inferred, and ca, representing a when it occurs as a context event used to
infer other events. It also learns a real-valued bias ba ∈ R to represent a’s prior
probability. The probability of an event b following a sequence of events a1, . . . ak
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is represented as a log-linear model:
p(b|a1, . . . , ak) = 1
Z
exp
(
tTb tˆa + bb
)
(2.3)
with Z the partition function normalizing the distribution, and tˆa being a sum of
the context vectors in the k-element context window, modulated pointwise by a
collection of final learned vectors:
tˆa =
k∑
i=1
mi ◦ cbi
where x ◦ y is the elementwise product of two identically-sized vectors x and y,
and mi is a vector weighting the relative importance of different dimensions when
preceding an inferred event by i event. They demonstrate superior performance
to Chambers and Jurafsky (2008) and Jans et al. (2012) on the Narrative Cloze
evaluation.
2.2.3 Intrinsic Evaluation of Event Inference Systems
There are a number of ways to evaluate learned script systems, each with
its own strengths and weaknesses. As mentioned in Section 2.2.2, one widely de-
ployed evaluation is the narrative cloze evaluation (Chambers and Jurafsky, 2008),
in which systems are evaluated by their ability to infer held-out events from unseen
test documents. Chambers (2017) gives an in-depth analysis of the behavior of the
narrative cloze evaluation on a number of systems (including the system presented
below in Chapter 3), varying a number of different setup hyperparameters to gauge
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the robustness of comparative system differences. Among other things, Chambers
(2017) finds that systems which make inferences by maximizing the PMI-based ob-
jective of (2.1) greatly underperform baseline systems, but outperform baselines if
the evaluation setup is restricted by evaluating only on inferring uncommon events;
due to the Zipfian distribution of natural language tokens, the evaluation setup can
easily be dominated by the common events comprising the distribution’s head, and
this can greatly affect the performance of objective (2.1) on the narrative cloze task,
as this objective takes a high value on low-probability events with high PMI with
observed events.
Chambers (2017) observe that, compared to the setup originally introduced
by Chambers and Jurafsky (2008), more recent instances of the narrative cloze eval-
uation setup, including those presented below, differ in that:
(1) They use automatically generated test instances, which in general are biased
by noisy automatic parses and coreference information, rather than human-
generated test instances.
(2) The evaluation setup is ordered, rather than unordered (that is, the document-
relative position of events is used as a feature).
(3) All chains of events are used in evaluation, rather than the single largest
chain in a document (presuming a document to be primarily about a single
entity).
(4) Events are included in the evaluation according to their unigram probability
(that is, an events are included in evaluation sets on a per-token basis rather
than a per-type basis, so a verb-dependency structure that occurs multiple
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times related to an entity may be included multiple times in the test set).
We will, below, evaluate on both the task of inferring held-out (verb, dependency)
events and on the task of inferring more structured events with multiple entity ar-
guments.
The numeric results of the various forms of narrative cloze evaluations in the
literature do not admit straightforward interpretation. Further, the Gricean princi-
ples of pragmatics described in Section 1.1 dictate that, in general, very obviously
inferrable facts are not explicitly stated in text, and are therefore not well-handled
by the cloze evaluation. Motivated by these concerns, we will also present mul-
tiple human evaluations below, in which crowdsourced workers are solicited for
judgments about the conditional likelihood of inferred events, based on input text.
2.2.4 Other Types of Event Collection Models
In addition to prior work directly focused on modeling sequences of events
for the goal of event inference, there are a number of related threads of prior work
which we describe here more briefly. First, there is a body of work focusing on
automatically inducing structured collections of events intended to be useful for
information extraction. Chambers and Jurafsky (2011) gives a method for unsu-
pervised learning of event templates, evaluating on the MUC-4 terrorism corpus.
They are able to perform slot-filling3 in an unsupervised manner, achieving system
performance comparable to supervised systems. Cheung et al. (2013), Chambers
3A learned event template will be a data structure encoding, for example, the fact that bomb-
ing events have locations, perpetrators, and destroyed targets; slot-filling will identify the entity a
particular text indicates is, e.g., the perpetrator.
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(2013), and Nguyen et al. (2015) describe different generative models aimed at
learning event templates and evaluated on the MUC template filling task.
There is also a body of work on learning models of co-occurring events
with the aim of interpretability. Balasubramanian et al. (2013) give an unsuper-
vised method of learning collections of events that annotators on a crowdsourcing
platform judge to be coherent. That is, where previously described methods eval-
uate on ability to infer held-out events or perform a slot-filling task, their method
is evaluated on human coherence judgments on grounded instances of event tem-
plates. Bamman et al. (2013) describe a generative model of sequences of actions
characterizing characters in films. Bamman and Smith (2014) describe a method
for learning biographical models from Wikipedia, evaluating quantitatively on the
task of predicting the age of a person at life events.
There is also a body of work aimed at producing small, high-precision mod-
els of real-world situations from smaller corpora. Regneri et al. (2010) and Li et al.
(2012) provide methods of learning directed graphs of events from human-elicited
event sequences describing specific situations (for example, “visiting a doctor” or
“going on a date in a movie theater”). Frermann et al. (2014) describe a hierarchical
Bayesian model which is able to outperform that of Regneri et al. (2010) on the task
of properly ordering event pairs. (Orr et al., 2014) describe a Hidden Markov Model
system which learns event structure from human-generated narratives of different
household tasks. In these systems, events are either simple verbs or snippets of text.
Rudinger et al. (2015a) apply a number of simple models of (verb, dependency)
event pairs to a corpus of 143 short blog posts about dining experiences.
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McIntyre and Lapata (2009) and McIntyre and Lapata (2010) give systems
which learn event structure in an unsupervised fashion for the end goal of automatic
story generation, evaluated by collecting human judgments of the generated stories.
Rahman and Ng (2012) and Peng et al. (2015b) find event co-occurrence features to
be beneficial for a limited coreference resolution problem. Adel and Schu¨tze (2014)
demonstrate that event co-occurrence information is empirically useful for the task
of antonym detection.
2.3 Neural Sequence Modeling
2.3.1 Recurrent Neural Networks
Neural Networks (NNs) are a general class of (statistical or non-statistical)
models which date back to the 1940s and 1950s (McCulloch and Pitts, 1943; Rosen-
blatt, 1958). Neural nets are, abstractly, functions which apply a sequence of linear
and nonlinear transformations to some input data. The transformation coefficients
are learned using some method which optimizes parameters to get the NN’s output
to match, as closely as possible, some target distribution generating a training set.
Neural Nets are often conceptualized as directed graphs describing their computa-
tions, with designated input nodes and output nodes. In this respect they cosmeti-
cally resemble Probabilistic Graphical Models (PGMs), but the nodes in the graph
need not (and typically do not) have strict probabilistic semantics, being instead
learned deterministic functions; because of this, there is not a large overlap in the
methods used to train NNs and PGMs (though there is a growing body of work into
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Figure 2.1: Single Hidden Layer Feedforward Network.
differentiable units with probabilistic semantics (Jang et al., 2017; Maddison et al.,
2017)).
Figure 2.1 depicts the simplest nontrivial NN with latent learned features,
a feedforward NN with one hidden layer. The net is “feedforward” because the
computation graph has no cycles. The intermediate hidden layer is a series of z
totally latent nonlinearities (of a fixed function type, for example, sigmoids or rec-
tified linear units) applied to a linear transformation of the input layer. The coeffi-
cients parametrizing both the linear transformations (represented by arrows between
nodes) and nonlinear transformations (represented by Hi nodes) are learned from
data, frequently with first-order gradient-based methods (e.g. backpropagation).
Recurrent Neural Nets (RNNs) are Neural Nets whose computation graphs
contain cycles. In particular, RNN sequence models are RNNs which learn to map
an arbitrarily long input sequence x1, . . . , xn to an output sequence oi, . . . , on via a
learned intermediate hidden state zi, . . . , zn. Suppose that, for t = 1, . . . , n, xt ∈
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RN , ot ∈ RM , and zt ∈ RH . The most basic RNN sequence models (so-called
“vanilla RNNs” (Elman, 1990)) are described by the following equations:
zt = f(Wi,zxt +Wz,zzt−1)
ot = g(Wz,ozt)
where xt is the vector describing the input at time t; zt is the vector giving the hid-
den state at time t; ot is the vector giving the predicted output at time t; f and g are
element-wise nonlinear functions (typically sigmoids, hyperbolic tangent, or recti-
fied linear units, chosen as part of the model design process); and Wi,z, Wz,z, and
Wz,o are the appropriately-sized weight matrices describing the linear transforma-
tions of the input-to-hidden, hidden-to-hidden, and hidden-to-output connections,
respectively. The cycle in the computation graph arises from the fact that zt is a
function of zt−1. That is, vectors zt and zt−1 are computed by the same dynamics
matrix Wz,z and the same nonlinear function f , and to calculate zt we need zt−1 as
input.
Vanilla RNNs are notoriously difficult to train on account of the so-called
vanishing and exploding gradient problem (Hochreiter et al., 2001), the phenomenon
that the gradient signal used to train the network will likely either approach zero
(“vanish”) or diverge (“explode”) as it is propagated back through timesteps during
learning, leading to instability. The spectral radius (the magnitude of the largest
eigenvalue) of the hidden-to-hidden dynamics matrix Wz,z should be around 1 for
stability of learning (Sutskever et al., 2013), and this property is not necessarily
straightforward to initialize or maintain. Further, long-distance data dependencies
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Figure 2.2: Graphical Depiction of Long Short-Term Memory unit at timestep t.
The four nonlinearity nodes (it, gt, ft, and ot) all have, as inputs, xt and zt−1. Small
circles with dots are elementwise vector multiplications. Though all of ot, ft, it, gt,
and mt are vectors, we only depict mt, the memory, as a vector, for clarity.
(in which some timestep’s input is highly predictive of output at some much later
timestep) are not well modeled by vanilla RNNs (Hochreiter et al., 2001).
Long Short-Term Memory (LSTM) units (Hochreiter and Schmidhuber, 1997)
sidestep both of these problems by introducing a more complicated hidden unit. The
LSTM formulation we use, from Zaremba and Sutskever (2014), is described by the
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following equations (explained below):
it = σ (Wx,ixt +Wz,izt−1 + bi)
ft = σ (Wx,fxt +Wz,fzt−1 + bf )
ot = σ (Wx,oxt +Wh,izt−1 + bo)
gt = tanh (Wx,mxt +Wz,mzt−1 + bg)
mt = ft ◦mt−1 + it ◦ gt
zt = ot ◦ tanhmt.
These equations are depicted graphically in Figure 2.2. Here, as with the vanilla
RNN above, we have an input vector xt ∈ RN , an output vector ot ∈ RM , and
a hidden state vector zt ∈ RH . Now, however, we have three additional vectors
in RH : ft, gt, and mt, the forget gate, input modulation gate, and memory cell,
respectively. The vectors bi, bf , bo, and bg are constant bias vectors. The functions
σ and tanh are the sigmoid and hyperbolic tangent, defined by
σ(x) =
1
1 + e−x
tanhx =
ex − e−x
ex + e−x
= 2σ(2x)− 1.
Note that 0 ≤ σ(x) ≤ 1 and −1 ≤ tanhx ≤ 1. The operator v ◦ w denotes
element-wise multiplication between two identically-sized vectors v and w. The
memory cell mt is multiplied element-wise by the forget vector ft, whose values
are between 0 and 1, calculated from the current input and the previous hidden state;
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Figure 2.3: Illustrations of (a) an RNN sequence model modeling the sequence
“〈S〉 The cat sat . 〈/S〉” and (b) an RNN sequence-to-sequence model modeling the
decoding of the sequence “〈S〉 It slept . 〈/S〉” after encoding the same sequence as
in (a).
this mechanism allows the network to learn to “forget” or “remember” information
in the hidden state, based on the input and hidden state. The input at state t is
also fed directly into mt, modulated by the vector gt, whose values are between
−1 and 1. The only directly recurrent variable is the memory cell mt. Note that
since the LSTM unit is simply a composition of easily differentiable functions, we
may use standard gradient-based methods (e.g. backpropagation) to train all of the
parameters.
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2.3.2 RNN Sequence Models and Sequence-to-Sequence Models
There are (among others) two standard training/testing setups using Recur-
rent Neural Networks, which we now describe, and which will be used in subse-
quent chapters. These are the RNN sequence model, illustrated in Figure 2.3a, and
the RNN sequence-to-sequence model, illustrated in Figure 2.3b.
In the sequence model setup of Figure 2.3a, a sequence is modeled by learn-
ing to iteratively predict the next element in the sequence, conditioned on all previ-
ous elements (Graves, 2013). In the basic setup, the input at a timestep is a one-hot
vector identifying the word, and the output is a distribution over next tokens, trained
to predict the next timestep’s input. During inference, one can argmax or sample
from a timestep’s output distribution in order to get a single prediction for the next
step’s input. In the case where the inputs and outputs are words, input one-hot vec-
tors are typically mapped first to low-dimensional continuous embeddings (some
architectures also mediate output predictions through tied embeddings, but, below,
we do not). Note the RNN weights are tied across timesteps (this is what makes
the network recurrent)—that is, the model coefficients controlling the conditional
output vectors and hidden-to-hidden dynamics remain fixed across the entire input.
Generally, RNNs can also be used to model sequential data where the input
and output do not have the relationship pictured in Figure 2.3a; that is, the output
of an RNN need not be the subsequent timestep’s input. One common extension to
the model in this case is to use a bidirectional RNN (sometimes called a biRNN,
or a biLSTM in the case of an LSTM hidden unit), which concatenates the hidden
states of two RNNs going in different directions before outputting predictions. In
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this setup, at a timestep t, a forward RNN constructs an RNN output vector con-
ditioned on past inputs x1 . . . , xt−1, a backward RNN constructs an output vector
conditioned on future inputs xt+1, . . . , xN , and the two are concatenated to form
the RNN’s final output used for predictions. This is helpful in tasks where future
timesteps’ inputs are empirically useful for prediction.
The sequence-to-sequence model pictured in Figure 2.3b, also called an
encoder-decoder model, is similar to the sequence model, but it has an initial en-
coding stage with no output signal to predict (Sutskever et al., 2014). This setup is
appropriate for sequence-to-sequence transduction, where the task can be defined as
mapping from one sequence to another. In the encoding step, the input sequence is
consumed, one timestep at a time, which ultimately produces an RNN latent state.
In the second decoding stage, an output sequence is produced, one timestep at a
time (as in the sequence model setup), conditioned on the hidden state of the initial
decoding stage. Typically, separate RNNs are used for encoding and decoding (as
the two are different tasks and therefore in principle controlled by distinct dynam-
ics), but some models use the same RNN for both steps. This setup has recently
been quite successful in varied tasks across NLP, including Machine Translation
(Kalchbrenner and Blunsom, 2013a; Cho et al., 2014; Sutskever et al., 2014; Bah-
danau et al., 2015) parsing (Vinyals et al., 2015b; Choe and Charniak, 2016), dialog
systems (Vinyals and Le, 2015), and captioning images and videos (Donahue et al.,
2015; Venugopalan et al., 2015b,a), among others.
RNN sequence-to-sequence models are frequently augmented with atten-
tion mechanisms (Bahdanau et al., 2015; Cho et al., 2015). Attention mechanisms,
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briefly, parametrize soft alignments between input timesteps and output timesteps
in a sequence-to-sequence setup. Whereas a standard encoder-decoder setup, given
an input of length n, will produce a single hidden vector after the encoding step,
an attention model will instead produce n hidden vectors, maintaining the hidden
state at each input encoding step. When decoding, at a given timestep, instead of
conditioning updates to the hidden state on a single vector (the previous timestep’s
hidden state), as a standard encoder-decoder model does, an attention model will
also condition on a learned conditional distribution over all the n latent states from
the encoding stage, forming the convex sum of the state vectors according to the
distribution. That is, at a given output timestep, the attention model will provide a
soft alignment between all input steps; the hidden steps will be combined according
to this alignment, and the resulting vector will be input to the LSTM decoder unit
at that timestep. See Cho et al. (2015) for a survey of a number of attention-based
approaches to different problems.
2.4 Coreference Resolution
We now briefly outline the task of nominal coreference resolution. Chapter 6
describes a number of ways of incorporating features derived from statistical scripts
into a baseline learning-based coreference resolution system. A more thorough
motivation and description of modern coreference resolution systems is given in
Section 6.1.
Briefly, the task of coreference resolution is to automatically cluster the noun
phrases in a document (including, but not limited to, pronouns) into equivalence
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[His]1 appeal rejected, [[Cromwell's]1 veteran troops]2 went on to fight [the 
Scots]3. At first, the campaign went badly, as [[Cromwell's]1 men]2 were 
short of supplies and held up at fortifications manned by [Scottish troops]3.
Entity 1
His
Cromwell’s
Cromwell’s
Entity 2
Cromwell’s veteran troops
Cromwell’s men
Entity 3
The Scots
Scottish troops
Figure 2.4: Illustration of a nominal coreference clustering. Coreferring noun
phrases are indicated in text with subscripts. Note mentions may nest.
classes, such that two noun phrases are in the same class if and only if they corefer
identically, that is, they refer to the same entity or entities in the world (Ng, 2017).
This task is pictured briefly in Figure 2.4, which gives a short passage along with its
coreference clustering, and illustrates a number of the subtleties of the task. First,
the pronoun his appears before the proper noun describing it, namely Cromwell,
and is therefore a case of cataphora (where a pronoun is used before its corefer-
ent, in opposition to the more common anaphoric case); this phenomenon is not
generally well-handled by state-of-the-art coreference resolution systems. Second,
note that mentions may be nested—the noun phrase Cromwell’s is a substring of the
phrase Cromwell’s veteran troops, though the two refer to different entities. Third,
note that some non-pronomial noun phrases corefer with other entities (e.g. troops,
which corefers with men), while others do not corefer with anything (e.g. appeal,
campaign). Such nominal coreference decisions are difficult for automatic corefer-
ence systems, as the great majority of noun phrases in text do not corefer with other
noun phrases.
There are a number of general approaches to learning-based coreference
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systems, the most common of which are described in Section 6.1. One major
system architecture decision concerns exactly how the document-level clustering
decision is decomposed into more tractable, local decisions over candidate men-
tions, that is, noun phrases which may corefer. Some systems consider the
(
n
2
)
mention-pairs independently, using either independent decision models or indepen-
dent ranking models, subsequently combining selected pairwise links into mention
clusters (Soon et al., 2001; Durrett and Klein, 2013; Wiseman et al., 2015; Clark and
Manning, 2016a). Other models decompose the document-level decision into indi-
vidual decisions between single mentions and currently-constructed partial clusters
of mentions (Luo et al., 2004; Rahman and Ng, 2009). Other systems make deci-
sions at the cluster level—that is, learned parameters control whether to iteratively
merge pairs of clusters into a single cluster (Lee et al., 2013; Wiseman et al., 2016;
Clark and Manning, 2016b). See Ng (2017) for a survey of systems using these
approaches, along with a number of other general approaches.
The intuitive appeal of applying features which encode general world knowl-
edge to the task of coreference resolution is strong. In the example pictured above
in Figure 2.4, for example, it requires knowledge of demonym usage to conclude
that the Scots and Scottish troops may corefer—one cannot reasonably cluster these
mentions without knowing that these two demonyms both refer to people from
Scotland. Statistical scripts, described in Section 2.2.2, encode another type of
knowledge which is intuitively appealing to coreference. Consider, for example,
the sentence
Rasputin was said to possess the ability to heal through prayer and was
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indeed able to give the boy some relief, in spite of the doctors’ predic-
tion that he would die.4
In this sentence, the word he could refer to either Rasputin or the boy; the decision
is difficult to make from the syntactic structure alone (consider the sentence with
the word die replaced with make matters worse). The decision could be aided by
the world knowledge that give X relief and predict that X would die are likely to
co-occur for the same entity X (and, indeed, that it is unlikely that X possesses the
ability to heal through prayer and predict that X would die would be mentioned in
text for the same entity X). We investigate incorporating script-derived features in
Chapter 6, motivated by this observation that information about event co-occurrence
can inform coreference decisions. Section 6.4 outlines some of the many prior
efforts to incorporate world knowledge in various forms into coreference resolution
systems.
4https://en.wikipedia.org/wiki/Grigori_Rasputin
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Chapter 3
Statistical Scripts with Multi-Argument Events
Here, we describe a method of learning co-occurrence-based statistical scripts
with more complex events modeling interactions between entities, described in
Pichotta and Mooney (2014). The statistical model is a simple Markov-like co-
occurrence model; Chapter 4 will describe a more complex Neural Net system (with
superior performance) which models similar events.
3.1 Background
A short survey of published statistical models of event co-occurrence was
given in in Section 2.2.2; we briefly recount some information relevant to this chap-
ter.
There are a number of efforts at building co-occurrence models of (verb,
dependency) pair events capable of inferring events. Chambers and Jurafsky (2008)
describe a system that infers event pairs based on their having high average PMI
with observed event pairs. This is described as a protagonist-centered model, in that
chains of verb-dependency event pairs in both learning and inference pivot around
The work in this chapter has been published in the following publication:
Karl Pichotta and Raymond J. Mooney. Statistical script learning with multi-argument events. In
Proceedings of the 14th Conference of the European Chapter of the Association for Computational
Linguistics (EACL 2014), pages 220–229, 2014.
All work in this chapter represents original contributions.
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a single entity, according to an automatic coreference analysis, and possible entity-
entity interactions mediated by events are not modeled. Chambers and Jurafsky
(2009) describe an extension to this system which can incorporate noun information
about arguments and reason about events involving multiple entities.
Jans et al. (2012) describe a verb-dependency pair event system which infers
events at a position by maximizing a function of the probability of textually-prior
events succeeding candidate inferences, along with the probability of textually-
subsequent events preceding candidate inferences, according to (2.2). Rudinger
et al. (2015b) present superior results on inferring such events using a log-bilinear
language model.
The systems of Chambers and Jurafsky (2008) and Jans et al. (2012) are
directly based on co-occurrence counts of verb-dependency pair events, tabulated
from a large corpus: learning consists of tabulating these counts, and inference
consists of calculating the value of an objective function using these counts (and
subsequently maximizing). In this chapter, we present a novel co-occurrence model
in this paradigm.
3.2 Methods
3.2.1 Multi-Argument Events
Statistical scripts are models of co-occurring events learned from large cor-
pora. In this setting, the precise formulation of what constitutes an “event” becomes
crucial. As mentioned above, there is a body of related prior work which focuses on
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Napoleon Marie Louise Elba
(remain married, subj) (remain married, prep)
(not join, obj) (not join, subj) (not join, prep)
(not see, obj) (not see, subj)
remain married(n, ml, ·)
not join(ml, n, e)
not see(ml, n, ·)
Figure 3.1: (Top) Pair event representation of text in Example 3. (Bottom) Multi-
argument event representation of the text.
inferring (verb, dependency) pair events (Chambers and Jurafsky, 2008; Jans et al.,
2012; Rudinger et al., 2015b), (verb, noun) pair events (Manshadi et al., 2008) or
simplex verb events (Bejan, 2008; Chambers and Jurafsky, 2009; Orr et al., 2014).
These various formalizations of events are simple enough to enable tractable learn-
ing and inference algorithms to be run on large corpora (and they are simple enough
that the total number of events remains manageable). However, these formalisms
are incapable of expressing some fundamental aspects of event structure. Consider,
for example, the following example:
(3) Napoleon remained married to Marie Louise until his death, though she did
not join him in exile on Elba and thereafter never saw her husband again.1
A representation of this sentence with (verb, dependency) pair events is given in
Figure 3.1 (Top). Each column gives the sequence of pair events for a different en-
tity in the discourse (so Napoleon and Marie Louise each engage in three different
events, while Elba engages in one). Some crucial aspects of the event structure, e.g.
1https://en.wikipedia.org/wiki/Napoleon
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that Napoleon and Marie Louise are married to each other (and that one didn’t see
the other), are not captured by this pair representation. That is, the (remain married,
subj) event and the (remain married, obj) event are totally unrelated to each other:
the pairwise interaction between the entities Napoleon and Marie Louise cannot be
captured with pair events, even in principle. From (3.1), we may wish to infer some-
thing like “Napoleon stayed on Elba” or “Napoleon sent letters to Marie Louise;”
however, it is not obvious how to represent these events with multiple arguments in
this framework.
We therefore enrich our event representation by introducing multi-argument
events. These multi-argument events are more complex than pair events, but still
simple enough to enable tractable learning and inference. Figure 3.1 (Bottom) gives
the multi-argument event representation of Example 3. There are three entity vari-
ables n, ml, and e, representing Napoleon, Marie Louise, and Elba, respectively,
and these variables serve as arguments to the multi-argument predicates based on
verbs. Entity information can be derived from gold-standard coreference informa-
tion if it is available; in the experiments below, we use automatic (noisy) corefer-
ence annotations, which can be provided for arbitrarily large corpora. This event
formulation is capable of capturing relationships between different entities: two en-
tities may have intra-event interactions, and co-occurring events may involve the
same pair of entities.
Formally, we define a multi-argument event to be a relational atom of the
form v(es, eo, ep), where v is a predicate verb and es, eo, and ep are entity variables
standing in subject, direct object, and prepositional relations to the predicate v. In
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the work presented in this chapter, v will be a verb lemma (possibly phrasal), and
es, eo, and ep will take values of different entities observed in documents, depending
on the syntactic relation those entities have to the verb v. Any of es, eo, or ep may
be null, indicating that no noun phrase stands in that particular relation to v. We
represent null arguments with a dot “·”. For example, “Napoleon was exiled to
Elba” could be represented as exile(·, n, e).
We limit ourselves to verbal predicates when constructing structured events
from raw text. Nominal events are widespread (e.g. “explosion,” “wedding,” “sprint”),
but differentiating such nouns from non-eventive nouns (e.g. “computer”) is a diffi-
cult task without a standard broad-coverage solution, and identifying arguments of
nominal events is similarly difficult and noisy (Gerber and Chai, 2010).
3.2.2 Learning Event Co-Occurrence
In this section, we describe the multi-argument event co-occurrence model
from Pichotta and Mooney (2014) (in Chapter 4 we describe an empirically supe-
rior model which also uses relational events). We use the objective function (2.2)
from Section 2.2.2 to infer novel relational events; this objective requires only a
conditional distribution P (a2|a1) describing the probability of observing event a2
after having observed event a1. By definition, we have
P (a2|a1) = P (a1, a2)
P (a1)
where P (a1, a2) is the probability of seeing a1 and a2, in order. The most straight-
forward way to estimate P (a1, a2) is, if possible, by counting the number of times
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we observe a1 and a2 co-occurring and normalizing the function to sum to 1 over
all pairs (a1, a2). For Chambers and Jurafsky (2008, 2009) and Jans et al. (2012),
such an estimate is straightforward to arrive at: events are (verb, dependency) pairs,
and two events co-occur when they are in the same event chain, relating to the same
entity (Jans et al. (2012) further require a1 and a2 to be near each other). One need
simply traverse a training corpus and count the number of times each pair (a1, a2)
co-occurs. The Rel-grams of Balasubramanian et al. (2012, 2013) admit a similar
strategy: to arrive at a joint distribution of pairwise co-occurrence, one can simply
count co-occurrence of ground relations in a corpus and normalize.
However, given two multi-argument events of the form v(es, eo, ep), this
strategy will not suffice. For example, if during training we observe the two co-
occurring events
(4) ask(mary, bob, question)
answer(bob, ·, ·)
we would like this to lend evidence to the co-occurrence of events ask(x, y, z) and
answer(y, ·, ·) for all distinct entities x, y, and z. If we were to simply keep the
entities as they are and calculate raw co-occurrence counts, we would get evidence
only for x = mary, y = bob, and z = question, resulting in poor generalization.
A good deal of the relationship between the entities in two multi-argument
events may be captured by paying attention to their overlapping entities. For exam-
ple, to describe the relationship between the three entities in (4), it is most important
to note that the object of the first event is identical with the subject of the second
(namely, both are bob). We ignore the exact identity of the non-overlapping entities
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Algorithm 1 Learning with entity substitution
1: for a1, a2 ∈ evs do
2: N(a1, a2)← 0
3: for D ∈ documents do
4: for a1, a2 ∈ coocurEvs(D) do
5: for σ ∈ subs(a1, a2) do
6: N(σ(a1), σ(a2)) += 1
mary and question, as it is intuitively less important for capturing the relationship
between the two events than knowing the event-event overlap relationships. It is
worth noting that these intuitions break down in the presence of idiomatic singleton
entities: in the event pay(bob, attention, mary), it is crucial to note that the direct
object is attention; that is, “x paid y to z” fails to capture the crucial fact that y is
“attention” and interacts idiomatically with the verb. The system presented below
in Chapter 4 better handles this by directly incorporating noun information into an
RNN.
Two multi-argument events v(es, eo, ep) and v′(e′s, e
′
o, e
′
p), share at most three
entities. We thus introduce four variables x, y, z, and O. The three variables x, y,
and z represent arbitrary distinct entities, and the fourth, O, stands for “Other,” for
entities not shared between the two events. We can rewrite the entities in our two
multi-argument events using these variables, with the constraint that two identical
(i.e. coreferent) entities must be mapped to the same variable in {x, y, z}, and no
two distinct entities may map to the same variable in {x, y, z}. This formulation
simplifies calculations while still capturing pairwise entity relationships between
events.
To learn a co-occurrence-based model for novel event inference, we must
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count the number of times two events a1 and a2 co-occur. Call this countN(a1, a2).
The joint co-occurrence probability then becomes simply
P (a1, a2) =
N(a1, a2)∑
a′1,a
′
2
N(a′1, a
′
2)
, (3.1)
from which we may straightforwardly calculate a conditional probability P (a2|a1).
To calculate N(a1, a2) in such a way that pairwise relationships are maintained and
exact entity identity is abstracted away, we, upon observing a2 following a1 in a
training document, “hallucinate” observing co-occurrences of all events a′1 and a
′
2,
where a′1 is a1 with any subset of its entities rewritten, a
′
2 is a2 with any subset of
its entities rewritten, subject to the constraint that entities overlapping between a1
and a2 are rewritten consistently with variables {x, y, z}.
Algorithm 1 gives this method in more formal pseudocode. The algorithm
populates a co-occurrence table N , where entry N(a1, a2) gives the co-occurrence
count of events a1 and a2. The variable evs in line 1 is the set of all events in
our model, which are of the form v(es, eo, ep), with v a verb lemma and es, eo, ep ∈
{x, y, z, O}. The variable documents in line 3 is the collection of documents in
our training corpus. The function cooccurEvs in line 4 takes a document D and
returns all ordered pairs of co-occurring events in D, where, following the 2-skip
bigram model of Jans et al. (2012), and similar to Balasubramanian et al. (2012;
2013), two events a1 and a2 are said to co-occur if they occur in order, in the same
document, with at most two intervening events between them.2 The function subs
in line 5 takes two events and returns all variable substitutions σ mapping from
2Other notions of co-occurrence could easily be substituted here.
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entities mentioned in the events a1 and a2 to the set {x, y, z, O}, such that two
coreferent entities map to the same element of {x, y, z}. A substitution σ applied to
an event v(es, eo, ep), as in line 6, is defined as v(σ(es), σ(eo), σ(ep)), with the null
entity mapped to itself.
Once we have calculatedN(a1, a2) using Algorithm 1, we may define P (a1, a2)
for two events a1 and a2, giving an estimate for the probability of observing a2 oc-
curring after a1, from (3.1), and then define the conditional probability of seeing a2
after having seen a1 as:
P (a2|a1) = P (a1, a2)∑
a′ P (a1, a
′)
=
N(a1, a2)∑
a′ N(a1, a
′)
. (3.2)
3.3 Experiments
3.3.1 Evaluation Setup
We evaluate four systems on the task of inferring held-out relational events
from unseen test documents. That is, we extract a sequence of events from an
unseen test document, hold one out, and judge systems by their ability to infer this
event. This is the “Narrative Cloze” evaluation described in Section 2.2.2.
The four systems compared are:
1. Random: This system guesses randomly selected events observed during
training.
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2. Unigram: This system ignores the observed events in test documents and
infers events according to their observed frequency (that is, its most confident
inference is always the most common event, the next inference is the second-
most-common event, and so on).
3. Multiple Protagonist: This is the most direct way of guessing a full multi-
argument event using a single protagonist pair-event model (a co-occurrence
model of pair-events relating to a single entity). The multiple protagonist sys-
tem uses a single-protagonist model to predict multi-argument events, given
a sequence of known multi-argument events.
Suppose we have a non-empty set E of entities mentioned in the known
events. We use a single-protagonist system to infer additional multi-argument
events involvingE. A multi-argument event a = v(es, eo, ep) represents three
pairs: (v, es), (v, eo), and (v, ep). The multiple protagonist model scores an
event a according to the score the single protagonist model assigns to these
three pairs individually.
For entity e ∈ E in some multi-argument event in a document, we first ex-
tract the sequence of (verb, dependency) pairs corresponding to e from all
known multi-argument events. For a pair d, we calculate the score Se(d), the
score the single protagonist system assigns the pair d, given the known pairs
corresponding to e. If e has no known pairs corresponding to it (in the cloze
evaluation described below, this will happen if e occurs only in the held-out
event), we fall back to calculating Se(d) with a unigram model over (verb,
dependency) pair-events.
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We then rank a multi-argument event a = v(es, eo, ep), with es, eo, ep ∈ E,
with the following objective function:
M(a) = Ses((v, subj)) + Seo((v, obj)) + Sep((v, prep)) (3.3)
where, for null entity e, we define Se(d) = 0 for all d. In the cloze evaluation,
E will be the entities in the held-out event. Each entity in a contributes inde-
pendently to the score M(a), based on the known (verb, dependency) pairs
involving that entity.
This model is somewhat similar to the multi-participant narrative schemas de-
scribed in Chambers and Jurafsky (2009), but whereas they infer bare verbs,
we infer an entire multi-argument event.
4. Joint: Finally, we evaluate the system described in Section 3.2, which di-
rectly models the multiple entities serving as event arguments.
We follow previous work in using the narrative cloze task to evaluate sta-
tistical scripts (Chambers and Jurafsky, 2008, 2009; Jans et al., 2012; Rudinger et
al., 2015b), evaluating a system on its ability to infer a held-out event given the
other events in an unseen test document. In other work, the cloze task is to guess
a pair event, given the other events in which the held-out pair’s entity occurs. We
will evaluate directly on this task of guessing pair events shortly. First, however,
we evaluate on the task of guessing a multi-argument event, given all other events
in a document and the entities mentioned in the held-out event. This is, we argue,
the most natural way to adapt the cloze evaluation to the multi-argument event set-
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ting: instead of guessing a held-out pair event based on the other events involving
its lone entity, we will guess a held-out multi-argument event based on the other
events involving any of its entities.
A document may contain arbitrarily many entities. The script models we
evaluate, however, only model events involving entities from a closed class of four
variables {x, y, z, O}. We therefore rewrite entities in a document’s sequences of
events to the variables {x, y, z, O} in a way that maintains all pairwise relationships
between the held-out event and others. That is, if the held-out event shares an entity
with another event, this remains true after rewriting.
We perform entity rewriting relative to a single held-out event, proceeding
as follows:
• Any entity in the held-out event that is mentioned at least once in another
event gets rewritten consistently to one of x, y, or z, such that distinct entities
never get rewritten to the same variable.
• Any entity mentioned only in the held-out event is rewritten as O.
• All entities not present in the held-out event are rewritten as O.
This simplification removes some structure from the original sequence, but retains
the pairwise entity relationships between the held-out event and the other events.
3.3.2 Evaluation Results
For each document, we use the Stanford dependency parser (De Marneffe et
al., 2006) to get syntactic information about the document; we then use the Stanford
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coreference resolution engine (Raghunathan et al., 2010) to get (noisy) equivalence
classes of coreferent noun phrases in a document.3 We train on approximately 1.1M
articles from years 1994-2006 of the NYT portion of the Gigaword Corpus, Third
Edition (Graff et al., 2007), holding out a random subset of the articles from 1999
for development and test sets. Our test set consists of 10,000 randomly selected
held-out events, and our development set is 500 disjoint randomly selected held-out
events. We use add-one smoothing on all joint probabilities. To reduce the size of
our model, we remove all events that occur fewer than 50 times.4
We evaluate performance using the following two metrics:
1. Recall at 10 (R10): Following Jans et al. (2012), we measure performance
by outputting the top 10 guesses for each held-out event and calculating the
percentage of such lists containing the correct answer.5 This value will be
between 0 and 1, with 1 indicating perfect system performance.
2. Accuracy: A multi-argument event v(es, eo, ep) has four components. For
a held-out event, we may judge the accuracy of a system’s top guess by giv-
ing one point for getting each of its components correct and dividing by the
number of possible points. We average this value over the test set, yielding a
value between 0 and 1, with 1 indicating perfect system performance.
Table 3.1 gives the Recall at 10 and accuracy scores for the different sys-
3We use version 1.3.4 of the Stanford CoreNLP system.
4A manual inspection reveals that the majority of these removed events come from noisy text or
parse errors.
5Jans et al. (2012) instead use recall at 50, but we observe, as they also report, that the compara-
tive differences between systems using recall at k for various values of k is similar.
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Method R10 Accuracy
Random 0.001 0.334
Unigram 0.216 0.507
Multiple Protagonist 0.209 0.504
Joint 0.245 0.549
Table 3.1: Results for multi-argument events.
tems. The unigram system is quite competitive, achieving performance comparable
to the multiple protagonist system on accuracy, and superior performance on recall
at 10. Evaluating by the recall at 10 metric, the joint system provides a 2.9% ab-
solute (13.2% relative) improvement over the unigram system, and a 3.6% absolute
(17.2% relative) improvement over the multiple protagonist system. These differ-
ences are statistically significant (p < 0.01) by McNemar’s test. By accuracy, the
joint system provides a 4.2% absolute (8.3% relative) improvement over the uni-
gram model, and a 4.5% absolute (8.9% relative) improvement over the multiple
protagonist model. Accuracy differences are significant (p < 0.01) by a Wilcoxon
signed-rank test. These results provide evidence that directly modeling full multi-
argument events, as opposed to modeling chains of (verb, dependency) pairs for
single entities, allows us to better infer held-out verbs with all participating entities.
The “Multiple Protagonist” system adapts a baseline pair-event system to
the task of guessing multi-argument events. We may also do the converse, adapting
our multi-argument event system to the task of guessing the simpler pair events.
That is, we infer a full multi-argument event and extract from it a (subject,verb)
pair relating to a particular entity. This allows us to compare directly to previously
published methods which infer pair-events.
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Method R10 Accuracy
Random 0.001 0.495
Unigram 0.297 0.552
Single Protagonist 0.282 0.553
Joint Pair 0.336 0.561
Table 3.2: Results for pair events.
Table 3.2 gives the comparative results for on the task of inferring held-out
pair events. The random and unigram systems are analogous to the identically-
named multi-argument systems, but on pair events instead. The single protagonist
system is our reimplementation of the methods of Jans et al. (2012), maximizing the
objective (2.2) (the “Multiple Protagonist” model pieces together inferences from
this single protagonist model). The joint pair system takes the multi-argument
events guessed by the joint system and converts them to pair events by discarding
any information not related to the target entity; that is, if the held-out pair event
relates to an entity e, then every occurrence of e as an argument of a guessed multi-
argument event will be converted into a single pair event, scored identically to its
original multi-argument event. Ties are broken arbitrarily. The test set is con-
structed by extracting one pair event from each of the 10,000 multi-argument events
in the test set used in Table 3.1, such that the extracted pair event relates to an entity
with at least one additional known pair event.
On the task of inferring pair events, the joint system provides a 3.9% abso-
lute (13.1% relative) improvement over the unigram baseline, and a 5.4% absolute
(19.1% relative) improvement over the single protagonist system, according to R10.
These differences are significant (p < 0.01) by McNemar’s test. By accuracy, the
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joint system provides a 0.9% absolute (1.6% relative) improvement over the un-
igram model, and a 0.8% absolute (1.4% relative) improvement over the single
protagonist model. Accuracy differences are significant (p < 0.01) by a Wilcoxon
signed-rank test.
These results indicate that modeling more complex multi-argument event
sequences allows better inference of simpler pair events. These performance im-
provements may be due to the fact that the joint model conditions on information
not representable in the single protagonist model (namely, all of the other events in
which a multi-argument event’s entities are involved). In the next chapter, we im-
prove upon this co-occurrence model by introducing a neural model over relational
events.
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Chapter 4
Using Recurrent Neural Networks for Event
Inference
In this section, we describe an LSTM-based script system, described in Pi-
chotta and Mooney (2016a), which provides superior performance to the simpler
co-occurrence-based system from Chapter 3. It uses a modified version of the multi-
argument events presented in the previous chapter, but decomposes these structured
events into their constituent components during learning and inference to improve
generalizability, and is parametrized by a large number of learned continuous latent
parameters, rather than relying directly on discrete corpus counts.
4.1 Motivations and Background
4.1.1 Motivating the System
The co-occurrence joint model of Chapter 3 has a number of shortcomings
which the LSTM-based model we present in this chapter can in principle address.
These include the following observations about the co-occurrence model of the pre-
vious chapter:
The work in this chapter has been published in the following publication:
Karl Pichotta and Raymond J. Mooney. Learning statistical scripts with LSTM recurrent neural
networks. In Proceedings of the 30th AAAI Conference on Artificial Intelligence (AAAI-16), 2016.
All work in this chapter represents original contributions.
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1. The Joint model does not decompose events into constituent components:
when calculating co-occurrence scores between two events, the events are
treated as essentially atomic, so no information is shared between similar
events. So “x married y” and “x is married to y” are totally unrelated events
(since they have different argument structure).
This is problematic, first, because there is structure shared between the two
events that could be shared during learning (when one is observed, it lends
evidence to the other) and, second, because not decomposing events and treat-
ing them as simplex objects makes the size of the vocabulary of structured
event types prohibitively high if we want to include noun information about
arguments.
2. There is no mechanism for generalization beyond the lexical level. For ex-
ample, “x journeyed to y” and “x traveled to y” are only related insofar as
they might co-occur with each other; the fact that “x arrived at y” is quite
likely to co-occur with both can only be learned if the latter is observed di-
rectly with both of them. We will use low-dimensional lexical embeddings to
allow for this sort of generalization.
3. The noun identity of entity arguments is entirely ignored. So, for example,
“she sits on the chair” and “she sits on the board of directors” will get identi-
cal event representations. This is a considerable shortcoming, given that the
most common verbs (which account for a very large portion of event tokens,
given the Zipfian distribution of tokens) are typically very polysemous, with
many different word senses. The system presented in this chapter will in-
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corporate noun information about arguments, which can in principle allow a
system to implicitly perform word sense induction and disambiguation.
4. There is only a single notion of “event co-occurrence,” so, during inference,
the relative position of an observed event to an inferred event (whether it im-
mediately precedes or is relatively far back) is ignored. The RNN sequence
model we will use is capable of learning more complex latent sequence dy-
namics.
5. The model cannot infer structured events not observed exactly in the training
set, nor can it infer events never observed co-occurring with observed events
(modulo smoothing effects, which typically do not greatly affect top infer-
ences). Decomposing events into individual components can address these
shortcomings.
6. Finally, there is a particularly important special case of Point 3 above, namely,
that nouns frequently behave idiomatically with other event components. For
example, “the hurricane made landfall” and “the elves made shoes” will get
identical representations in the system of Chapter 3, though “make landfall”
is an idiomatic light verb construction whose semantics are very poorly cap-
tured by only using the verb “make.” As such constructions are quite common
in English (Butt, 2010), this is an important consideration.
Though the Neural Net model we propose in this section handily outperforms the
co-occurrence model from Chapter 3, the extent to which the performance improve-
ment is actually due to addressing any of these issues in particular is not straight-
forward to determine. Though we hope to perform a further analysis to tease these
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issues apart, we leave any such analysis to future work.
4.1.2 Background
We now briefly review some prior work useful for understanding this chap-
ter. A more thorough treatment of some of this background material can be found
in Section 2.3.
Recurrent Neural Nets are described in some detail above, in Section 2.3.1,
and RNN sequence models are described in Section 2.3.2. Briefly, RNN sequence
models maintain a hidden real-vector-valued state that is updated at each timestep,
conditional on the timestep’s input and the previous hidden state value (the hidden
state, before the first timestep, is initialized to a fixed value, e.g. zero). In our sys-
tems, we follow the standard step of mapping high-dimensional categorical input
(e.g. words) to low-dimensional continuous vectors (i.e. embeddings) before in-
putting to the RNN unit. RNN sequence models are trained to iteratively predict
the next timesteps’ input (as described in Section 2.3.2).
There are a number of related models, many neural, of various notions of
event structure and co-occurrence which are described below in Chapter 7. Notably,
Rudinger et al. (2015b) give a log-bilinear model of verb-dependency pair event
co-occurrence, described in more detail above in Section 2.2.2, which is governed
by learned latent continuous embeddings for event pair types. This model is non-
recurrent and does not decompose events into subcomponents.
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4.2 Methods
Motivated by the concerns outlined above in Section 4.1.1, we propose us-
ing a Recurrent Neural Net model (in particular, an LSTM, described in Section
2.3.1) to statistically model events in sequence. This model will be capable of in-
corporating noun information about event arguments and will give verbs and nouns
low-dimensional embeddings, capturing predictive similarity between words. Crit-
ically, the model’s inferences are generated from a continuous-valued hidden state
vector to model the dynamics of event sequences, rather than simple Markov as-
sociations between surface forms of events. The qualitative analysis we provide
below in Section 4.3 will provide evidence that learned latent states capture fairly
long-range dependencies between events.
We frame script learning as an RNN sequence modeling task, using the stan-
dard technique of training an RNN sequence model to sequentially predict the next
input. At timestep t, the model is trained to predict the input at timestep t+ 1. The
sequence modeled is the sequence of 5-component events (in this section we model
events as atoms v(es, eo, ep, p), where we add p, the preposition relating ep to v),
which we linearize into a single flat sequence. That is, a sequence of N events has
5N timesteps.
We differentiate between two types of script systems based on what the mod-
els predict. Noun models learn to predict events as verb lemmas, noun lemmas,
and prepositions. Entity models learn to predict verbs, entity IDs, and preposi-
tions, where an entity ID is an integer identifying an argument’s entity according
54
to a coreference resolution engine. This is similar to the entity-based systems in
Chapter 3; however, where before we rewrote entities relative to a single (held-out)
event’s entities, here we assign global entity IDs instead and do not perform any
entity rewriting.
For example, suppose we observe the two co-occurring events
(pass, senate, bill1, ·, ·)
(veto, president, it1, ·, ·)
where subscripts indicate entity IDs. An LSTM noun model will be trained to model
the sequence
(pass, senate, bill, ·, ·, veto, president, it, ·, ·)
by successively predicting the next element in the sequence (when receiving pass
as input, it is trained to predict senate; in the next timestep it is trained to predict
bill, and so on). An LSTM entity model will be trained to predict
(pass, 0, 1, ·, ·, veto, 0, 1, ·, ·)
where 0 denotes singleton nouns, and 1 is the entity ID for bill/it. To infer a five-
element event, it suffices to infer five timesteps’ output.
We consider four similar model architectures differing in inputs and outputs,
depicted in Figure 4.1 (the inputs and outputs not present in all models have dotted
lines). At each timestep t, there are multiple inputs, each of which is a one-hot
vector (with one 1 and all other entries 0). First, there is the deterministic 1-of-5
input ct, indicating which component of the event is input at t: verbs will have
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ct wt et
Predictions
LSTM
Embeddings
Inputs
(t - 1) LSTM (t + 1)
P (wt+1) P (et+1)
Figure 4.1: LSTM Script System at timestep t.
ct = 1, subject entities ct = 2, and so on. Next, there is a 1-of-V input wt, with V
the size of the vocabulary, giving the component word at timestep t (this may be a
verb, a noun, a preposition, or null). Finally, three of the four models have a one-hot
et input, which gives the entity ID of noun arguments according to a coreference
engine. This et value has special values for null, singleton entities, and non-entity
words (verbs and prepositions). We limit the number of entity IDs to 5,1 treating all
other entities as singletons.
One-hot input vectors are mapped to continuous distributed representations,
labeled “Embeddings” in Figure 4.1. These embeddings are learned jointly with the
other model parameters. Predictively similar words should get similar embeddings.
The embeddings are input to a recurrent LSTM unit, which modifies a latent state
vector at each timestep. All models have an output vector from the LSTM, in RV ,
which is input to a softmax function, yielding a distribution over predictions for the
next wt value. Additionally, entity models have a second output vector which is in-
198% of training sequences involve five or fewer non-singleton entities, so we lose coreference
information in only 2% of sequences.
56
put to a softmax predicting the next et value. We train all models by minimizing the
cross-entropy error at the top softmax layer and backpropagating the error gradient
through the network.
We compare four related architectures, which all receive and predict verbs
and prepositions but differ in the input and output of entity arguments:
1. LSTM-noun-noun, which receives only noun information about arguments
and learns to predict argument nouns;
2. LSTM-ent-ent, which receives only entity IDs and learns to predict entity
IDs;
3. LSTM-both-noun, which receives noun and entity IDs and learns to predict
nouns;
4. LSTM-both-ent, which receives noun and entity IDs and learns to predict
entity IDs.
To generate probable event inferences, we perform a five-step beam search
over the components (v, es, eo, ep, p) of events. In steps 2 through 5 of this search,
the previous step’s output is treated as input. Since the LSTM-both-noun and
LSTM-both-ent models require both noun and entity ID information but only pre-
dict one of the two, we must generate entity ID information from predicted nouns,
and vice versa. When predicting with the LSTM-both-noun model, we call any pre-
dicted non-null noun a singleton entity; when predicting with the LSTM-both-ent
model, we guess the special Out-Of-Vocabulary token for any predicted non-null
entities.
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4.3 Experiments
4.3.1 Evaluation Setup
Systems Evaluated
We compare the four systems enumerated in Section 4.2 to four baseline
systems:
1. Unigram: Like the unigram system in Section 3.3, this system infers events
(either with or without nouns, as appropriate) according to their unigram fre-
quency, ignoring the other elements in the test document.
2. All-bigram: This is the “Joint” system of Section 3.3, but without rewriting,
and conditioning only on previous events. That is, a closed event vocabulary
of the most frequent events is calculated, co-occurrence event statistics are
counted from the training corpus as in Section 3.3, and an event a is scored
as an inference at position t by maximizing the objective
S(a) =
t−1∑
i=0
logP (a|si).
This system conditions on the same events as the neural systems.
3. Rewrite Bigram: This is the All-bigram system, but we rewrite entity IDs
during learning as in Section 3.3. This allows us to evaluate the contribution
of entity rewriting in the current task setup.
4. 2D Rewrite Bigram: This is the Rewrite bigram system, but it optimizes
the objective given in (2.2), incorporating events after timestep t in addition
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to past events. This will allow us to compare directly to the system of Chapter
3, and, comparing to the rewrite bigram system, allow us to gauge the utility
of conditioning on subsequent events in the current task setup.
Quantitative Evaluation Metrics
As in Chapter 3, we evaluate using the Narrative Cloze (we will also provide
human judgments of inferences below).
We use four different metrics, all based on the Narrative Cloze:
1. Recall at 25 (“R25”), as above, is the percentage of held-out events that
appear in the top 25 system inferences. We relax from 10 to 25 because the
task is exceptionally difficult for noun systems, which must infer the verb and
head nouns of entity arguments. Note, however, that results are comparatively
similar for R10 and R25.
2. Verb recall at 25 (“R25-V”) is recall at 25, but counting an inference as
correct if its verb matches the held-out event’s verb (ignoring arguments).
3. 4-Tuple recall at 25 (“R25-4”) is recall at 25, ignoring prepositions. This
allows us to compare directly to the methods in Chapter 3, which do not
directly include prepositions. We evaluate LSTM systems by predicting 5-
tuples and discarding prepositions, and evaluate baseline systems by directly
modeling (v, es, eo, ep) 4-tuples.
4. Accuracy with Partial Credit (“Acc”) is like “accuracy” in Section 3.3,
but with partial credit for similar words. We compute a system’s single most
confident inference and calculate, for every component of the held-out event,
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a similarity score between that component and the respective inferred compo-
nent. This relaxes the requirement that inferred events match exactly, which
is intuitively appealing for systems that predict nouns as well as verbs. Par-
tial credit is computed using WUP similarity (Wu and Palmer, 1994), based
on distance in the WordNet hierarchy (Fellbaum, 1998). We assign a simi-
larity score by taking the maximum WUP scores over all Synset pairs (with
appropriate parts-of-speech). Accuracy is average WUP score across event
components (ignoring OOVs and nulls in the held-out event). This will be
between 0 and 1. We use the NLTK implementation of WUP (Bird et al.,
2009)
Experimental Details
We use the Stanford dependency parser (De Marneffe et al., 2006) and coref-
erence system (Raghunathan et al., 2010).2 We represent noun arguments by their
head lemmas. For a training and testing corpus, we use English Language Wikipedia,3
breaking articles into paragraphs. We switched to Wikipedia from newswire be-
cause, first, it is larger (the RNN model is quite complex and needs a large training
corpus) and, second, a qualitative analysis indicates it contains a fair amount more
narrative text describing events in order than newswire does.
Our training set was approximately 8.9 million event sequences, our vali-
dation set was approximately 89,000 event sequences, and our test set was 2,000
events from 411 sequences, such that no test-set article is in the training or valida-
2We use version 3.3.1 of the Stanford CoreNLP system in these experiments.
3http://en.wikipedia.org/, dump from Jan 2, 2014.
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tion set. We add a <s> beginning-of-sequence pseudo-event and a </s> end-of-
sequence pseudo-event to every sequence. The event component vocabulary com-
prises the 2,000 most common verbs, the 8,000 most common nouns, and the top
50 prepositions; all other words are replaced with an Out-Of-Vocabulary (OOV)
token. For the unigram and bigram event vocabulary, we select the 10,000 most
common events (with either nouns or entity IDs, depending on the system). We
apply add-one Laplace smoothing to bigram co-occurrence counts.
We use the implementation of LSTM provided by the Caffe library (Jia et al.,
2014), training using batch stochastic gradient descent with momentum with a batch
size of 20. Since RNNs are quite sensitive to hyperparameter values (Sutskever et
al., 2013), we measured validation set performance in different regions of hyper-
parameter space, ultimately selecting learning rate η = 0.1, momentum parameter
µ = 0.98, LSTM vector length of 1,000, and a Normal N (0, 0.1) distribution for
random initialization (biases are initialized to 0). Event component embeddings
have dimension 300. We use `2 regularization and Dropout (Hinton et al., 2012)
with dropout probability 0.5. We clip gradient updates at 10 to prevent exploding
gradients (Pascanu et al., 2012) We damp η by 0.9 every 100,000 iterations. We
train for 750,000 batch updates, which took between 50 and 60 hours. We use a
beam width of 50 in all beam searches.
61
Entities Nouns
System R25 R25-V R25-4 Acc. R25 R25-V R25-4 Acc.
Unigram 0.101 0.192 0.109 0.402 0.025 0.202 0.024 0.183
All-Bigram 0.124 0.256 0.140 0.420 0.037 0.224 0.039 0.220
Rewrite Bigram 0.110 0.205 0.125 0.421 - - - -
2D Rewrite Bigram 0.104 0.192 0.114 0.416 - - - -
LSTM-ent-ent 0.145 0.279 0.160 0.450 - - - -
LSTM-both-ent 0.152 0.303 0.171 0.458 - - - -
LSTM-noun-noun - - - - 0.054 0.298 0.057 0.256
LSTM-both-noun - - - - 0.061 0.300 0.062 0.260
Table 4.1: Narrative Cloze results on entity and noun models, with four metrics
(higher scores are better).
4.3.2 Experimental Results
Automatic Evaluations
Table 4.1 gives results on the Narrative Cloze evaluation. The LSTM-both-
ent system demonstrates a 50.0% relative improvement (5.7% absolute improve-
ment) over the best system of Chapter 3 (2D rewritten all-bigram, evaluated using
4-Tuple event recall at 25). Note that the simpler all-bigram system outperforms
the rewritten versions. This is probably because there is information encoded in the
entity IDs (the relative ordering of entities, and which entities are singletons) that is
lost during rewriting. Note also that, on this corpus, the 2D rewritten system, which
makes predictions based on subsequent events in addition to previous events, does
marginally worse than the system using only previous events. We hypothesize this
is because subsequent events are less predictive than previous events on this corpus,
and are comparatively overweighted.
Compared to the strongest baselines, the best-performing entity system achieves
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a 22.6% relative improvement on R25, an 18.4% relative improvement on verb-
only R25, and an 8.8% relative improvement on accuracy with partial credit. The
best-performing noun system achieves a 64.9% relative improvement on R25, a
33.9% relative improvement on verb-only R25, and an 18.2% relative improve-
ment on accuracy with partial credit. LSTM-both-ent is the best entity model, and
LSTM-both-noun is the best noun model; that is, the best performing system in
both cases is the one which is given both noun and entity information.
Subjective Human Evaluation
The low magnitude of the Narrative Cloze scores in Table 4.1 reflects the
task’s difficulty. The evaluation has a number of intuitive shortcomings: first, by
their very nature, most obviously inferable facts are not explicitly stated in docu-
ments, and so the Narrative Cloze cannot evaluate such inferences. Further, Cloze
scores on individual held-out events are not easily interpretable (if a system has
difficulty inferring a single held-out event, it is unclear if it is from a system short-
coming or because the held-out event was simply inherently difficult to predict in
that context).
Motivated by these concerns, we also evaluate inferences by eliciting human
judgments via Amazon Mechanical Turk. Given a text snippet, annotators are asked
to rate, on a 5-point Likert scale, the likelihood of inferences, with 5 signifying
“Very Likely” and 1 “Very Unlikely/Irrelevant” (uninterpretable events are to be
marked “Nonsense”). This provides interpretable scores, and, further, allows us to
directly compare entity- and noun-predicting models, which is not straightforward
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using the Narrative Cloze.
We present annotators with a snippet of text and 5 phrases, 4 of which are
automatic script inferences based on the events in the snippet, and one of which
is a randomly selected event from the 10,000 most frequent events (“Random”).
We transform relational events to English phrases using an LSTM model trained
to predict, from extracted event tuples, the original text from which the event was
extracted. This network uses a hidden state vector of length 1,000 and a vocabulary
of 100k tokens. We elicit three judgments for each inference, treating “nonsense”
judgments as 0 scores.
We asked annotators to judge each system’s most confident inference not
involving one of the ten most frequent verbs in the corpus.4 This restriction is mo-
tivated by the observation that events with very common verbs occur so frequently
that they are almost trivial as reasonable inferences (for the same reason that the
unigram system is so competitive at the narrative cloze task); the inference, for ex-
ample, that an entity has something or knows something may be strictly true, but is
uninteresting as a script inference.
We evaluate two noun-predicting systems: LSTM-both-noun and All-bigram-
noun, which were the best-performing LSTM and Bigram systems on the Narrative
Cloze; we also collect judgments for two entity systems, LSTM-both-ent and All-
bigram-ent. We collect judgments on inferences from 100 snippets, each of which
is the smallest set of initial sentences from a different paragraph in the test set such
that the text contains at least two events.
4have, make, use, include, know, take, play, call, see, give.
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System All Filtered
Random 2.00 0.87
All-Bigram Ent 2.87 2.87
All-Bigram Noun 2.47 2.21
LSTM-both-ent 3.03 3.08
LSTM-both-noun 3.31 3.67
Table 4.2: Crowdsourced results (scores range from 0 to 5).
The “All” column in Table 4.2 gives average ratings for each system. The
“Filtered” column gives the results after removing annotations from annotators
whose average “Random” score is higher than 1.0 (this is intended to be a sim-
ple quality-control procedure). The LSTM-both-noun system, which predicts verbs
and nouns, significantly outperforms all other systems, both with and without filter-
ing (p < 0.05, Wilcoxon-Pratt signed-rank test). Incorporating nouns into LSTM
models improves inferences; on the other hand, bigram models, which do not de-
compose events into constituent components, perform worse when directly incor-
porating nouns, as this increases event co-occurrence sparsity.
Qualitative Analysis
Figure 4.2 shows, for two short two-event test sequences, the top 3 infer-
ences the LSTM-both-noun system makes at each position (the inferences follow-
ing an event are the system’s top predictions of immediately subsequent events).
Subscripts are entity IDs (singleton entities are unsubscripted). We do not display
bigram inferences, because in these examples they are exactly the most-common
unigram events, as no observed events are in the event vocabulary. These exam-
ples clearly illustrate the importance of incorporating argument noun information:
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Sequence 1 (two events):
Event 1: (obtain, OOV1, phd, dissertation, with) obtained a PhD with a dissertation
Inference 1: (study, he, ., university, at) He studied at a university
Inference 2: (study, OOV, ., university, at) studied at a university
Inference 3: (study, he, ., OOV, at) He studied at
Event 2: (graduate, OOV1, ., university, at) graduated at a university
Inference 1: (move, he, ., OOV, to) He moved to
Inference 2: (move, OOV, ., OOV, to) moved to
Inference 3: (return, he, ., OOV, to) He returned to
Sequence 2 (two events):
Event 1 (destroy, ., airport1, 1945, in) The airport was destroyed in 1945.
Inference 1: (destroy, ., airport, ., .) The airport was destroyed
Inference 2: (rebuild, ., airport, ., .) The airport was rebuilt
Inference 3: (build, ., airport, ., .) The airport was built
Event 2 (open, airport1, ., 1940, in) The airport opened in 1940
Inference 1: (rename, ., airport, ., .) The airport was renamed
Inference 2: (know, ., ., airport, as) . . . known as airport
Inference 3: (use, ., airport, ., .) The airport was used
Figure 4.2: Sample Narrative Cloze inferences. The right column gives possible
English descriptions of the structured events on the left.
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((pass, route, creek, north, in); The route passes the creek in the North
(traverse, it, river, south, to)) It traverses the river to the South
((issue, ., recommendation, government, from); A recommendation was issued from the government
(guarantee, ., regulation, ., .); Regulations were guaranteed
(administer, agency, program, ., .); The Agency administered the program
(post, ., correction, website, through); A correction was posted through a website
(ensure, standard, ., ., .); Standards were ensured
(assess, ., transparency, ., .)) Transparency was assessed.
((establish, ., ., citizen, by) Established by citizens, . . .
(end, ., liberation, ., .) . . . the liberation was ended
(kill, ., man, ., .) A man was killed
(rebuild, ., camp, initiative, on) The camp was rebuilt on an initiative
(capture, squad, villager, ., .) A squad captured a villager . . .
(give, inhabitant, group, ., .)) . . . [which] the inhabitants had given the group
Figure 4.3: Probabilistically generated event sequences. The right column gives
possible English descriptions of the structured events on the left.
for example, without nouns, (obtain, OOV1, phd, dissertation, with) would be repre-
sented as, roughly, “someone obtained something with something,” from which few
reasonable inferences can be made. Note that since the learning objective does not
directly encourage diversity of inferences, the LSTM makes a number of roughly
synonymous inferences.
To get further intuitions for what these models learn, we can seed a model
with a <s> beginning-of-sequence event and generate events by probabilistically
sampling from its output predictions until it generates </s> (“ask it to generate a
story”). That is, the first event component (a verb) is sampled from the model’s
learned distribution of first components, the hidden state is updated with this sam-
ple, the next component is sampled from the model’s predictions, and so on, until a
</s> is sampled. Figure 4.3 gives three probabilistically generated sequences from
the LSTM-noun-noun model. These sequences, generated totally from scratch one
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component at a time, are reasonably coherent, and exhibit clear thematic dependen-
cies across events.
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Chapter 5
Using Sentence-level RNN Models for Event Inference
The work presented above evaluated on inferring missing events from docu-
ments. However, the exact form that this task takes depends on the adopted defini-
tion of what constitutes an event: formal, structured events may be defined in many
different ways, with differing degrees of structure. In this chapter, we investigate
using raw text, which requires no explicit syntactic annotation, as our mediating
representation, and evaluate how raw text models compare to models of more struc-
tured events, as described in Pichotta and Mooney (2016b)
Kiros et al. (2015) introduced skip-thought vector models, in which an RNN
is trained to encode a sentence within a document into a low-dimensional vector that
supports predicting the neighboring sentences in the document. Though the objec-
tive function used to train networks maximizes performance on the task of predict-
ing sentences from their neighbors, Kiros et al. (2015) do not evaluate directly on
the ability of networks to predict text; they instead demonstrate that the intermediate
low-dimensional vector embeddings are useful for other tasks. We directly evaluate
the text predictions produced by such sentence-level RNN encoder-decoder models,
and measure their utility for the task of predicting subsequent events.
The work in this chapter has been published in the following publication:
Karl Pichotta and Raymond J. Mooney. Using sentence-level LSTM language models for script
inference. In Proceedings of the 54th Annual Meeting of the Association for Computational Lin-
guistics (ACL-16), Berlin, Germany, 2016.
All work in this chapter represents original contributions.
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We find that, on the task of predicting the text of held-out sentences, the sys-
tems we train to operate on the level of raw text generally outperform the systems
we train to predict text mediated by automatically extracted event structures. On
the other hand, if we run an NLP pipeline on the automatically generated text and
extract structured events from these predictions, we achieve prediction performance
roughly comparable to that of systems trained to predict structured events directly.
The difference between word-level and event-level models on the task of event pre-
diction is marginal, indicating that the task of predicting the next event, particularly
in an encoder-decoder setup, may not necessarily need to be mediated by explicit
event structures. To our knowledge, this is the first effort to evaluate sentence-level
RNN language models directly on the task of predicting document text. Our results
show that such models are useful for predicting missing information in text; and
the fact that they require no linguistic preprocessing makes them more applicable
to languages where quality parsing and co-reference tools are not available.
5.1 Background
As described in section 2.3.1 and used in Chapter 4, Recurrent Neural Net-
works (RNNs) are neural nets whose computation graphs have cycles. In particular,
RNN sequence models are RNNs which map a sequence of inputs x1, . . . , xT to
a sequence of outputs y1, . . . , yT via a learned latent vector state whose value at
timestep t is a function of its value at the previous timestep t− 1.
RNN sequence models have recently been shown to be extremely effective
for word-level and character-level language models (Mikolov et al., 2011; Joze-
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fowicz et al., 2016). At each timestep, these models take a word or character as
input, update a hidden state vector, and predict the next timestep’s word or charac-
ter. There is also a growing body of work on training RNN encoder-decoder models
for NLP problems. These systems first encode the entire input into the network’s
hidden state vector and then, in a second step, decode the entire output from this
vector (Sutskever et al., 2014; Vinyals et al., 2015b; Serban et al., 2016).
Sentence-level RNN language models, for example the skip-thought vector
system of Kiros et al. (2015), conceptually bridge these two approaches. Whereas
standard language models are trained to predict the next token in the sequence of
tokens, these systems are explicitly trained to predict the next sentence in the se-
quence of sentences. Kiros et al. (2015) train an encoder-decoder model to en-
code a sentence into a fixed-length vector and subsequently decode both the fol-
lowing and preceding sentence, using Gated Recurrent Units (Chung et al., 2014).
In the present work, we train an LSTM model to predict a sentence’s successor,
which is essentially the forward component of the skip-thought system. Kiros et
al. (2015) use the skip-thought system as a means of projecting sentences into low-
dimensional vector embeddings, demonstrating the utility of these embeddings on
a number of other tasks; in contrast, we will use our trained sentence-level RNN
language model directly on the task its objective function optimizes: predicting a
sentence’s successor.
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5.2 Methodology
5.2.1 Narrative Cloze Evaluation
We briefly discuss the Narrative Cloze evaluation, used in previous chapters,
as it relates to the current Chapter. Below, we will also present a system evaluation
based on human judgments of inferences.
The evaluation of inference-focused statistical script systems is not straight-
forward. The systems in previous chapters used the Narrative Cloze evaluation
(Chambers and Jurafsky, 2008), in which a single event is held out from a docu-
ment and systems are judged by their ability to infer this held-out event given the
remaining events. This automated evaluation measures systems’ ability to model
and predict events as they co-occur in text.
The exact definition of the Narrative Cloze evaluation depends on the for-
mulation of events used in a script system. For example, Chambers and Jurafsky
(2008), Jans et al. (2012), and Rudinger et al. (2015b) evaluate inference of held-
out (verb, dependency) pairs from documents; the system of Chapter 3 evaluates
inference of verbs with coreference information about multiple arguments; and the
system of Chapter 4 evaluates inference of verbs with noun information about multi-
ple arguments. In order to gather human judgments of inference quality, in Chapter
4, we also trained an encoder-decoder LSTM network for transforming verbs and
noun arguments into English text to present to annotators for evaluation.
In this chapter, we evaluate instead on the task of directly inferring sequences
of words. That is, instead of defining the Narrative Cloze to be the evaluation of
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predictions of held-out events, we define the task to be the evaluation of predic-
tions of held-out text; in this setup, predictions need not be mediated by noisy,
automatically-extracted events. To evaluate inferred text against gold standard text,
we argue that the BLEU metric (Papineni et al., 2002), commonly used to evalu-
ate Statistical Machine Translation systems, is a natural evaluation metric. It is an
n-gram-level analog to the event-level Narrative Cloze evaluation: whereas the Nar-
rative Cloze evaluates a system on its ability to reconstruct events as they occur in
documents, BLEU evaluates a system on how well it reconstructs the n-grams.
This evaluation takes some inspiration from the evaluation of neural encoder-
decoder translation models (Sutskever et al., 2014; Bahdanau et al., 2015), which
use similar architectures for the task of Machine Translation. That is, the task we
present can be thought of as “translating” a sentence into its successor. While we
do not claim that BLEU is the optimal way of evaluating text-level inferences, but
we do claim that it is a natural ngram-level analog to the Narrative Cloze task on
events.
If a model infers text, we may also evaluate it on the task of inferring events
by automatically extracting structured events from its output text (in the same way
as events are extracted from natural text). This allows us to compare directly to
previous event-based models on the task they are optimized for, namely, predicting
structured events.
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5.2.2 Models
Unidirectional Models
As described in Section 2.2.2, statistical script systems take a sequence of
events from a document and infer additional events that are statistically probable.
Exactly what constitutes an event varies: events may be a (verb, dependency) pairs
inferred as relating to a particular discourse entity (Chambers and Jurafsky, 2008;
Rudinger et al., 2015b), simplex verbs (Chambers and Jurafsky, 2009; Orr et al.,
2014), or verbs with multiple arguments, as in Chapters 3 and 4.
In this chapter, when considering models of formal, structured events, we
continue in the vain of Chapters 3 and 4, and adopt a representation of events
as verbs with multiple arguments (Balasubramanian et al., 2013; Modi and Titov,
2014). Formally, we define an event to be a variadic tuple (v, s, o, p∗), where v is a
verb, s is a noun standing in subject relation to v, o is a noun standing as a direct
object to v, and p∗ denotes an arbitrary number of (pobj, prep) pairs, with prep a
preposition and pobj a noun related to the verb v via the preposition prep. This
is essentially the event representation of Chapter 4, but whereas we then limited
events to having a single prepositional phrase, we now allow an arbitrary number,
and we do not lemmatize words. Any argument except v may be null, indicating no
noun fills that slot. For example, the text
Napoleon sent the letter to Josephine
would be represented by the event (sent, Napoleon, letter, (Josephine, to)). We
represent arguments by their grammatical head words.
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∅
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∅
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Goodbye
Goodbye
</S>
</S>
∅
Input
Hidden (zt)
Output (yt)
Encoding Decoding
LSTM LSTM LSTM LSTM LSTM LSTM
Embedding (xt)
Figure 5.1: Encoder-Decoder setup predicting the text “Goodbye” from “Hello”
We evaluate on a number of different neural models which differ in their
input and output. All models are LSTM-based encoder-decoder models, that is to
say, sequence-to-sequence models, as described in Section 2.3.2. These models
encode a sentence (either its events or text) into a learned hidden vector state and
then, subsequently, decode that vector into its successor sentence (either its events
or its raw text).
Our general system architecture is as follows. At each timestep t, the input
token is represented as a learned embedding vector (learned jointly with the other
parameters of the model), such that predictively similar words should get similar
embeddings. This embedding is fed as input to the LSTM unit (that is, it will be
the vector xt in Section 2.3.1, the input to the LSTM). The output of the LSTM
unit (called zt in Section 2.3.1) is then fed to a softmax layer via a learned linear
transformation.
During the encoding phase the network is not trained to produce any output.
During the decoding phase the output is a one-hot representation of the subsequent
timestep’s input token (that is, with a V -word vocabulary, the output will be a V -
dimensional vector with one 1 and V − 1 zeros). In this way, the network is trained
75
to consume an entire input sequence and, as a second step, iteratively output the
subsequent timestep’s input, which allows the prediction of full output sequences.
This setup is pictured diagrammatically in Figure 5.1, which gives an example of
input and output sequence for a token-level encoder-decoder model, encoding the
sentence “Hello .” and decoding the successor sentence “Goodbye .” Note that
we add beginning-of-sequence and end-of-sequence pseudo-tokens to sentences.
This formulation allows a system to be trained which can encode a sentence and
then infer a successor sentence by iteratively outputting next-input predictions until
the </S> end-of-sentence pseudo-token is predicted. We use different LSTMs for
encoding and decoding, as the dynamics of the two stages need not be identical.
We notate the different unidirectional systems as follows. Let s1 be the input
sentence and s2 its successor sentence. Let t1 denote the sequence of raw tokens in
s1, and t2 the tokens of s2. Further, let e1 and e2 be the sequence of structured events
occurring in s1 and s2, respectively (described in more detail in Section 5.3.1), and
let e2[0] denote the first event of e2. The different systems we compare are named
systematically as follows:
• The system t1  t2 is trained to encode a sentence’s tokens and decode its
successor’s tokens.
• The system e1  e2 is trained to encode a sentence’s events and decode its
successor’s events.
• The system e1  e2  t2 is trained to encode a sentence’s events, decode
its successor’s events, and then encode the latter and subsequently decode the
successor’s text.
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t1 encode/decode
“The dog chased the cat.” “The cat ran away.” ran_away(cat)
t2 e2parse
e1 encode/decode e2 t2encode/decode
chased(dog, cat) ran_away(cat) “The cat ran away.”
Text representation
Event representation
Figure 5.2: Different system setups for modeling the two-sentence sequence “The
dog chased the cat.” followed by “The cat ran away.” The gray components inside
dotted boxes are only present in some systems.
We will not explicitly enumerate all systems, but other systems are defined analo-
gously, with the schema X  Y describing a system which is trained to encode X
and subsequently decode Y , and X  Y  Z indicating a system which is trained
to encode X , decode Y , and subsequently encode Y and decode Z. Note that in a
system X  Y  Z, only X is provided as input.
We also present results for systems of the form X a Y , which signifies that
the system is trained to decode Y from X with the addition of an attention mecha-
nism. Attention mechanisms were described in Section 2.3.2. We use the particular
attention formulation given by Vinyals et al. (2015b). In short, these models have
additional parameters which can learn soft alignments between positions of encoded
inputs and positions in decoded outputs. Attention mechanisms have recently been
shown to be quite empirically valuable in many complex sequence prediction tasks.
For more details on the attention model used, see Vinyals et al. (2015b).
Figure 5.2 gives a diagrammatic representation of the different system se-
tups. Text systems infer successor text and, optionally, parse that text and extract
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events from it; event sequences infer successor events and, optionally, expand in-
ferred events into text.
Note that the system t1  t2, in which both the encoding and decoding
steps operate on raw text, is essentially a one-directional version of the skip-thought
system of Kiros et al. (2015).1 Further, the system e1  e2  t2, which is trained
to take a sentence’s event sequence as input, predict its successor’s events, and
then predict its successor’s words, is comparable to the event inference system of
Chapter 4. There, we use an LSTM sequence model of events in sequence for event
inference, and optionally transform inferred events to text using another LSTM;
here, on the other hand, we use an encoder/decoder setup to infer text directly.
Bidirectional Models
Future events may also be empirically useful in making inferences—Jans et
al. (2012) condition on events subsequent to the position of inference using differ-
ent parameters from the events prior to the position, as does the system presented in
Chapter 3. In addition the unidirectional inference systems presented in the previ-
ous chapter, we also consider systems which condition on future document context.
When predicting the text of a sentence t2, in addition to conditioning on the previ-
ous sentence t1, we can also condition on the subsequent sentence t3. We do this
by concatenating the hidden state vector h1 (obtained from encoding t1) with the
hidden state vector h3 (obtained from encoding subsequent text t3), and condition-
1The system of Kiros et al. (2015), in addition to being trained to predict the next sentence, also
contains a backward-directional RNN trained to predict a sentence’s predecessor; we condition only
on previous text. Kiros et al. (2015) also use Gated Recurrent Units instead of LSTM.
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The group set off up the mountain on Tuesday. They became stranded by an 
avalanche early Wednesday morning. A rescue crew successfully rescued 
them the next day by helicopter.
The group set off up the mountain on 
Tuesday.
They became stranded by an avalanche early 
Wednesday morning.
A rescue crew successfully rescued them the 
next day by helicopter.
encode encode
decode
[Encode previous sequence] [Encode subsequent sequence]
[Decode middle sequence]
Figure 5.3: A diagrammatic representation of the bidirectional sequence-to-
sequence setup. In this example, the middle sentence in the passage is being de-
coded based on the encoded representations of the previous and subsequent sen-
tence.
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ing on this larger concatenated vector during decoding (during the backward step of
learning, we backpropagate error back both directions). We can do the same with
event sequences, conditioning on events from both prior and subsequent test. An
example of inference in this setup is illustrated in Figure 5.3 This technique is, in
principle, applicable to any problem which can be framed as a two-level sequence
problem, that is, as a sequence of sequences.
This setup is, in a sense, the sequence-to-sequence analog to the bidirec-
tional RNN sequence models described in Section 2.3.2. Whereas biRNNs typi-
cally model a flat sequence in two directions, conditioning on past and future in-
puts, these systems model a sequence of sequences, conditioning on past and future
input sequences.
5.3 Evaluation
5.3.1 Experimental Details
We train a number of LSTM encoder-decoder networks which vary in their
input and output. Models are trained on English Language Wikipedia, with 1% of
the documents held out as a validation set. Our test set consists of 10,000 unseen
sentences (from articles in neither the training nor validation set). We train mod-
els with batch stochastic gradient descent with momentum, minimizing the cross-
entropy error of output predictions. All models are implemented in TensorFlow
(Abadi et al., 2015). We use a vocabulary of the 50,000 most frequent tokens, re-
placing all other tokens with an out-of-vocabulary pseudo-token. Learned word
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embeddings are 100-dimensional, and the latent LSTM vector is 500-dimensional.
To extract events from text, we use the Stanford Dependency Parser (De Marneffe
et al., 2006; Socher et al., 2013). We use the Moses toolkit (Koehn et al., 2007) to
calculate BLEU.2
We evaluate the task of predicting held-out text with three metrics. The first
metric is BLEU, which is standard BLEU (the geometric mean of modified 1-, 2-,
3-, and 4-gram precision against a gold standard, multiplied by a brevity penalty
which penalizes short candidates). The second metric we present, BLEU-BP, is
BLEU without the brevity penalty: in the task of predicting successor sentences,
depending on predictions’ end use, on-topic brevity is not necessarily undesirable.
Evaluations are over top system inferences (that is, decoding is done by taking the
argmax). Finally, we also present values for unigram precision (1G P), one of the
components of BLEU.
We also evaluate on the task of predicting held-out verb-argument events,
either directly or via inferred text, as in Chapters 3 and 4. We use two evalua-
tion metrics for this task. First, the Accuracy metric measures the percentage of a
system’s most confident guesses that are totally correct. That is, for each held-out
event, a system makes its single most confident guess for that event, and we calcu-
late the total percentage of such guesses which are totally correct. This metric is
equivalent to “Recall at 1,” similar to the recall metrics from Chapters 3 and 4. This
is quite a stringent metric, as an inference is only counted correct if the verb and all
arguments are correct. To relax this requirement, we also present results on what
2Via the script multi-bleu.pl.
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we call the Partial Credit metric, which is the percentage of held-out event com-
ponents identical to the respective components in a system’s top inference. This
metric is what Chapter 3 calls “Accuracy;” In this chapter, we use “accuracy” only
to mean Recall at 1.
Our Wikipedia dump from which the training, development, and test sets are
constructed is from Jan 2, 2014. We parse text using version 3.3.1 of the Stanford
CoreNLP system. We use a vocab consisting of the 50,000 most common tokens,
replacing all others with an Out-of-vocabulary pseudo-token. We train using batch
stochastic gradient descent with momentum with a batch size of 10 sequences, us-
ing an initial learning rate of 0.1, damping the learning rate by 0.99 any time the
previous hundred updates’ average test error is greater than any of the average losses
in the previous ten groups of hundred updates. Our momentum parameter is 0.95.
Our embedding vectors are 100-dimensional, and our LSTM hidden state is 500-
dimensional. We train all models for 300k batch updates (with the exception of the
models compared in §5.3.3, all of which we train for 150k batch updates, as training
is appreciably slower with longer input sequences). Training takes approximately
36 hours on an NVIDIA Titan Black GPU.
5.3.2 Experimental Evaluation
Table 5.1 gives the results of evaluating predicted successor sentence text
against the gold standard using BLEU. The baseline system t1  t1 simply re-
produces the input sentence as its own successor.3 Below this are systems which
3“t1  t1” is minor abuse of notation, as the system is not an encoder/decoder but a simple
identity function.
82
System BLEU BLEU-BP 1G P
t1  t1 1.88 1.88 22.6
e1  e2  t2 0.34 0.66 19.9
e1
a e2  t2 0.30 0.39 15.8
t1  t2 5.20 7.84 30.9
t1
a t2 4.68 8.09 32.2
Table 5.1: Successor text predictions evaluated with BLEU.
make predictions from event information, with systems which make predictions
from raw text underneath. Transformations written X a Y are, recall, encoder-
decoder LSTMs with attention.
Note, first, that the text-level models outperform other models on BLEU. In
particular, the two-step model e1  e2  t2 (and comparable model with attention)
which first predicts successor events and then, as a separate step, expands these
events into text, performs quite poorly. This is perhaps due to the fact that the
translation from text to events is lossy, so reconstructing raw sentence tokens is not
straightforward.
The BLEU-BP scores, which are BLEU without the brevity penalty, are no-
ticeably higher in the text-level models than the raw BLEU scores. This is in part
because these models seem to produce shorter sentences, as illustrated below in
section 5.3.6.
The attention mechanism does not obviously benefit either text or event level
prediction encoder-decoder models. This could be because there is not an obvious
alignment structure between contiguous spans of raw text (or events) in natural
documents.
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These results provide evidence that, if the Narrative Cloze task is defined
to evaluate prediction of held-out text from a document, then sentence-level RNN
language models provide superior performance to RNN models operating at the
event level.
System Accuracy Partial Credit
Most common 0.2 26.5
e1  e2[0] 2.3 26.7
e1
a e2[0] 2.2 25.6
t1  t2  e2[0] 2.0 30.3
t1
a t2  e2[0] 2.0 27.7
Table 5.2: Next event prediction accuracy (numbers are percentages: maximum
value is 100).
Table 5.2 gives results on the task of predicting the next verb with its nominal
arguments; that is, whereas Table 5.1 gave results on a text analog to the Narrative
Cloze evaluation (BLEU), Table 5.2 gives results on the verb-with-arguments pre-
diction version. In the t1  t2  e2[0] system (and the comparable system with
attention), events are extracted from automatically generated text by parsing output
text and applying the same event extractor to this parse used to extract events from
raw text.4 The row labeled Most common in Table 5.2 gives performance for the
baseline system which always guesses the most common event in the training set.
The LSTM models trained to directly predict events are roughly compara-
ble to systems which operate on raw text, performing slightly worse on accuracy
and slightly better when taking partial credit into account. As with the previous
4This is also a minor abuse of notation, as the second transformation uses a statistical parser
rather than an encoder/decoder.
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comparisons with BLEU, the attention mechanism does not provide an obvious im-
provement when decoding inferences, perhaps, again, because the event inference
problem lacks a clear alignment structure.
These systems infer their most probable guesses of e2[0], the first event in
the succeeding sentence. In order for a system prediction to be counted as correct,
it must have the correct strings for grammatical head words of all components of
the correct event.
5.3.3 Adding Additional Context
The results given above are for systems which encode information about
one sentence and decode information about its successor. This is within the spirit
of the skip-gram system of Kiros et al. (2015), but we may wish to condition on
more of the document. To investigate this, we perform an experiment varying the
number of previous sentences input during the encoding step of t1  t2 text-level
models without attention. We train three different models, which take either one,
three, or five sentences as input, respectively, and are trained to output the successor
sentence.
Num Prev Sents BLEU BLEU-BP 1G P
1 5.80 8.59 29.4
3 5.82 9.35 31.2
5 6.83 6.83 21.4
Table 5.3: Varying the amount of context in text-level models. “Num Prev Sents”
is the number of previous sentences supplied during encoding.
Table 5.3 gives the results of running these models on 10,000 sentences from
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the validation set. As can be seen, in the training setup we investigate, more addi-
tional context sentences have a mixed effect, depending on the metric. This is
perhaps due in part to the fact that we kept hyperparameters fixed between experi-
ments, and a different hyperparameter regime would benefit predictions from longer
input sequences. More investigation could prove fruitful.
5.3.4 Evaluating Bidirectional Systems
As described in Section 5.2.2, we also evaluate the performance of bidi-
rectional systems, which condition on both previous and subsequent context when
making predictions during the decoding step. We compare bidirectional systems
with unidirectional sequence-to-sequence models. We compare the following sys-
tems:
• A unidirectional text-level system, as evaluated above, labeled t1  t2.
• A bidirectional text-level system, labeled t1  t2   t3, which conditions on
the sequence of words to the left and to the right.
• A unidirectional event-level system, as evaluated above, which is trained
to encode events, decode events, and then separately decode text from the
decoded events, labeled e1  e2  t2.
• A bidirectional event-level system, labeled (e1∧e3)  e2  t2, gives results
for a bidirectional event model, which encodes the event sequences in sen-
tences to the left and right of the target sentence, conditions on both to predict
a sequence of events and expands them into text with a separate sequence-to-
sequence decoder (as with previously presented systems).
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System BLEU BLEU-BP 1G P
e1  e2  t2 1.21 2.00 25.07
(e1 ∧ e3)  e2  t2 1.30 2.78 28.12
t1  t2 3.75 4.55 25.53
t1  t2   t3 3.63 6.35 32.78
Table 5.4: BLEU Results on bidirectional models compared to unidirectional mod-
els. System descriptions are given in the text. BLEU-BP is BLEU without brevity
penalty, and “1G P” is unigram precision.
For these experiments, models are trained on the same Wikipedia corpus
as in the previous section. All models are trained for 2.5M batch updates (with a
batch size of 32); all other hyperparameters are as described in Section 5.3.1. We
test only on sentences that have both predecessor and successor sentences (so both
unidirectional and bidirectional sentences can make inferences). Thus, the test set
in this section is different from that in the previous sections, and the results are
slightly different in magnitude.
Table 5.4 gives results on BLEU (along with BLEU without the brevity penalty
and 1-gram precision) comparing the one-directional and bidirectional models. Note,
first of all, that the bidirectional models generally outperform the unidirectional
models. The exception to this is that the one-directional text-level model outper-
forms the bidirectional one according to raw BLEU; note, however, the relationship
reverses when the brevity penalty is removed. The brevity penalty, motivated by
machine translation evaluation, the original task the metric was designed for, is a
way of balancing precision with recall—a single 4-gram from the target text would
maximize BLEU but not have a high-enough recall to be a faithful translation. In
this task, maintaining the length relationship between target and candidate texts
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may not not be as intuitively important. Generally, these results provide evidence
that, for the task considered, conditioning on immediately subsequent text or events
is empirically beneficial.
5.3.5 Crowdsourced Evaluation
Since the evaluations presented above do not admit straightforward inter-
pretation, we also solicit human judgments of inferred text, collected via Amazon
Mechanical Turk.5 As with the crowdsourced evaluation presented in Section 4.3.2,
we present annotators with the text of a predecessor sentence and elicit numeric rat-
ings for different systems’ top inferences based on the presented text, with ratings
ranging from 1 (“very unlikely/irrelevant”) to 5 (“very likely”), with 3 described as
“neutral.” We also allow annotators to mark a sentence as “nonsense,” which we
count as 0. We collect 3 annotations apiece for 150 test sentences drawn from the
test set from Section 5.3.4. Since the event-level systems sometimes infer an empty
sequence of events (because some sentences do not have finite non-copula verbs),
we restrict the set of examples we elicit annotations for to those examples for which
the event-level systems infer non-empty event sequences.
Table 5.5 gives human evaluation results. The four automated systems are as
presented and described in Section 5.3.4. The “Gold” system is the gold-standard
sentence, that is, the actual text treated as a reference in Section 5.3.4. The text-
level systems are rated more highly than the event-level systems, and comparable
bidirectional systems are rated more highly than their unidirectional counterparts.
5http://mturk.com
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System Judgment (0-5)
e1  e2  t2 1.94
(e1 ∧ e3)  e2  t2 2.00
t1  t2 2.35
t1  t2   t3 2.56
Gold 3.86
Table 5.5: Crowdsourced evaluation results of inference quality for different sys-
tems. Higher is better, with min 0 and max 5.
Note that these numbers are generally somewhat lower in magnitude than
the previous crowdsourced evaluation results, presented in Table 4.2, though the
interface of this task was very similar to the task presented in that chapter. This
could be because the tasks were presented slightly differently—in Chapter 4, tasks
were presented as “snippets” containing tokens marked as “X,” which the annota-
tors were instructed to read as “something” or “someone.” This detail was included
to account for comparison with the systems of Chapter 3, which contained refer-
ences to the variable referred to in that chapter as “O,” standing for an entity not in
the input text. Further, in this evaluation, we presented the gold-standard sentence
as one of the inference texts, in addition to the automatically inferred text segments,
which may prime annotators to view other inferences as less plausible.
It is worth noting that the gold sentences (that is, the actual text to occur at a
given inference position in Wikipedia) received a rating of 3.86 out of 5, with 3 de-
scribed to annotators as “Neutral,” which is lower than may be intuitively expected.
The bidirectional text-level system’s score of 2.56 is 1.3 points (out of a six-point-
total scale) worse. This indicates there is considerable room for improvement. The
low gold-standard rating indicates that annotator expectations may be biased in un-
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Figure 5.4: Histograms plotting the distribution of human ratings (from 0-5) for
inferences from different systems. Horizontal axis gives percentages of ratings at a
particular value. Histograms are given in the same top-to-bottom order as in Table
5.5.
expected ways. More detailed experiments could disentangle the possible issues
and biases present in these results, but this is left as future work.
Figure 5.4 gives histograms for the distributions of annotations for different
systems. The number of very low-rated inferences can be seen to be lower for both
bidirectional and text-level systems. The best automatic system lags behind the
gold output, particularly in the number of “5” ratings, clearly indicating that there
is significant room for improvement.
90
Input: As of October 1 , 2008 , 〈OOV〉 changed its company name to Panasonic
Corporation.
Gold: 〈OOV〉 products that were branded “National” in Japan are currently marketed
under the “Panasonic” brand.
Predicted: The company’s name is now 〈OOV〉.
Input: White died two days after Curly Bill shot him.
Gold: Before dying, White testified that he thought the pistol had accidentally dis-
charged and that he did not believe that Curly Bill shot him on purpose.
Predicted: He was buried at 〈OOV〉 Cemetery.
Input: The foundation stone was laid in 1867.
Gold: The members of the predominantly Irish working class parish managed to save
£700 towards construction, a large sum at the time.
Predicted: The 〈OOV〉 was founded in the early 20th century.
Input: Soldiers arrive to tell him that 〈OOV〉 has been seen in camp and they call for
his capture and death.
Gold: 〈OOV〉 agrees .
Predicted: 〈OOV〉 is killed by the 〈OOV〉.
Figure 5.5: Sample next-sentence text predictions. 〈OOV〉 is the out-of-vocabulary
pseudo-token, which frequently replaces proper names.
5.3.6 Qualitative Analysis
Figure 5.5 gives some example automatic next-sentence text predictions,
along with the input sentence and the gold-standard next sentence. Note that gold-
standard successor sentences frequently introduce new details not obviously infer-
able from previous text. Top system predictions, on the other hand, are frequently
fairly short. This is likely due in part to the fact that the cross-entropy loss does
not directly penalize short sentences and part to the fact that many details in gold-
standard successor text are inherently difficult to predict.
Figure 5.6 gives density plots of a number of randomly selected pairs of text-
level hidden-state dimensions. That is, we take a number of sentences, aggregate
the text-level hidden encoder states for every sentence, and plot the joint densities
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Randomly Selected Pairwise Hidden State Values
(log10-scale density plot)
Figure 5.6: Density plots of some randomly selected pairwise text-level hidden
state dimensions after encoding input text. We show 35 of a possible
(
100
2
)
= 4950
dimension pairs, which range from -1 to 1. Axes are linear; density is colored based
on a logarithmic scale, with lighter colors reflecting higher density.
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for randomly selected dimension pairs. A spectrum of different types of behavior
emerges—some dimension pairs are more obviously independent, with the joint
equal to the product of the marginals, and others exhibit more dependent behavior
of various types. A standard set of techniques has not yet emerged to analyze and
interpret the behavior of latent LSTM activity, so we restricted our analysis above to
system output; we note, however, that it is clear from the density plots that different
units behave and interact quite differently on the dataset, with varying degrees of
independence.
5.3.7 Discussion
The general low magnitude of the BLEU scores presented in Table 5.1, espe-
cially in comparison to the scores typically reported in Machine Translation results,
indicates the difficulty of the task. In open-domain text, a sentence is typically not
straightforwardly predictable from preceding text; if it were, it would likely not
be stated. This motivates the human evaluation results given in Table 5.5, which
yielded the same comparative system ordering as the automatic BLEU-BP and 1-
gram precision results in Table 5.1.
On the task of verb-argument prediction in Table 5.2, the difference between
t1  t2 and e1  e2[0] is fairly marginal. This raises the general question of
how much explicit syntactic analysis is required for the task of event inference,
particularly in the encoder/decoder setup. These results provide evidence that a
sentence-level RNN language model which operates on raw tokens can predict what
comes next in a document as well or nearly as well as an event-mediated script
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model.
RNN sequence models have been demonstrated to be capable of learning re-
cursive tree-structured syntax in some settings (Bowman et al., 2015); it is possible
that the LSTM text-level networks investigated in this chapter are automatically
inducing limited forms of syntactic compositional phenomena (e.g. constituent
boundaries, subject-verb or direct-object dependencies, and other types of depen-
dency links) when constructing latent representations, in particular to the extent that
they are empirically useful for the prediction task. In other words, one possible con-
clusion to draw is that, for most cases, easily inducible notions of compositionality
suffice to get near to the space of realistic predictions.
The text-level model has access to more lexical clues (adverbs, full NPs of
arguments, etc.) than the event-level model, which is based on phrasal head words;
these cues likely have a reasonable amount of predictive power. The extent to which
different types of lexical cues in input sequences help improve inference is a topic
for future study.
We have given what we believe to be the first systematic evaluation of sentence-
level RNN language models on the task of predicting held-out document text. We
have found that models operating on raw text perform roughly comparably to iden-
tical models operating on predicate-argument event structures when predicting the
latter, and that text models provide superior predictions of raw text. This provides
evidence that, for the task of held-out event prediction, encoder/decoder models
mediated by automatically extracted events may not be learning appreciably more
structure than systems trained on raw tokens alone.
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Chapter 6
Neural Discourse Features for Coreference Resolution
In Chapter 5, we presented evidence that encoder-decoder models operating
at the level of raw text perform competitively with analogous systems operating at
the level of predicate-argument structures, on the task of predicting the latter (after
parsing predicted raw text, if necessary). This raises questions about the general
utility of directly modeling predicates and arguments, instead of raw text. To this
end, we investigate incorporating features derived from the systems of Chapter 5
into a useful extrinsic task, coreference resolution. We find, using the limited set of
features and experimental setups we consider, that the event-level features are more
beneficial than the text-level features.
We consider a number of ways of integrating the text- and event-level script
systems described in Chapter 5 into a modern feature-based coreference system
(Durrett and Klein, 2013). We find that, while the top-level effect of such features
is modest, a few specific classes of difficult coreference decisions see improved
performance over the baseline system when features derived from the systems de-
scribed in Chapter 5 are added. We identify and investigate these classes.
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6.1 Background
6.1.1 The Task of Coreference Resolution
Coreference resolution is the task of automatically clustering a document’s
noun phrases into classes such that all and only the noun phrases in a particular class
refer to the same entity in the world. For example, given the following passage:
After a series of court battles, the U.S. Supreme Court unanimously
ruled that [the president]1 was obliged to release [the tapes]2 to govern-
ment investigators. [The tapes]2 revealed that [Nixon]1 had attempted
to cover up activities that took place after the break-in.1
a coreference resolution system should indicate that the president corefers with
Nixon, and that two two instances of the tapes corefer, as indicated by the sub-
scripts. We follow the standard conventions of calling the noun phrases comprising
a cluster mentions, and calling the referent (that is, the label on a particular cluster
of mentions) the entity. Note the above example displays one of the more difficult
phenomena for current systems to handle: namely, a proper coreference analysis
should determine that Nixon has an antecedent, even though it is not anaphoric
(that is, it is a proper noun, and therefore does not obviously have a coreferring
antecedent, as opposed to a pronoun like he or they that obviously would2). Simi-
larly, the nominal mention the tapes, the second time it occurs, has an antecedent
1https://en.wikipedia.org/wiki/Watergate_scandal
2Note there is a slight terminology difference in the literature here: NLP/CL papers will some-
times call a Noun Phrase like Nixon anaphoric because it has an antecedent, whereas the linguistics
literature sometimes uses the term to refer only to pronouns or similar phenomena.
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(namely, the same string’s first occurrence); generally, most noun phrases in text
(e.g. government investigators or activities above) will be singletons, lacking other
coreferring entities.
It bears mentioning briefly that coreference in natural language comprises a
much more general and nuanced set of phenomena than described above. We have
restricted coreference links above to identity relations—that is, two NPs corefer
iff they refer to the exact same entity—but the linguistics literature has analyzed
other types of anaphora. For example, bridging (Clark, 1975; Prince, 1981; Poesio
et al., 2004) is a more general notion of coreferential phenomena that includes set
membership, metonymic, and part-whole relationships, among others. For exam-
ple, consider the following sentence:
A major fire broke out in the Parthenon shortly after the middle of the
third century AD which destroyed the roof and much of the sanctuary’s
interior.3
The antecedent of the roof is the Parthenon, but the relationship is a part-whole
one, rather than an identity one. We do not consider such bridging anaphora in our
system. Karttunen (1969) identifies a class of pronomial reference called paycheck
pronouns, exemplified by his classic example:
The man who gave his paycheck to his wife was wiser than the man
who gave it to his mistress.
In this example, it is not (identically) coreferent with paycheck; since it refers to a
different instance of paycheck (there are two men here, with distinct paychecks),
3https://en.wikipedia.org/wiki/Parthenon
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a formal analysis of the pronoun it will have it pick up the definite description
introduced by its antecedent, but introducing a new entity with a description that is
saliently similar to its antecedent’s. Interpretation of such pronouns is well beyond
the capabilities of current systems. We follow the majority of work on coreference
resolution and restrict our attention to identity relationships.
The task of coreference resolution—clustering noun phrases referring to the
same entity in some world—is an intuitively appealing application for incorporating
different types of formalized world knowledge. In particular, statistical models of
event co-occurrence could be brought to bear to the task. Consider the following
example, given in Section 2.4, reproduced again for convenience:
Rasputin was said to possess the ability to heal through prayer and was
indeed able to give the boy some relief, in spite of the doctors’ predic-
tion that he would die.4
Deciding which entity he refers to requires world knowledge (the person who may
die is the person needing relief, not the person capable of healing). Consider another
example:
While Tsar Nicholas II was away at war, Rasputin’s influence over Tsa-
rina Alexandra increased. He soon became her confidant and personal
adviser....5
To resolve He to Rasputin and not Tsar Nicholas II, it is helpful to know that the
events X’s influence over Y increased and X became Y’s confidant are likely to co-
4https://en.wikipedia.org/wiki/Grigori_Rasputin
5Ibid.
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occur for entities X and Y . Indeed, both the Stanford deterministic coreference
system (Lee et al., 2013) and the Illinois coref system (Peng et al., 2015a) mis-
cluster the pronoun He in this example.
In this chapter, we investigate incorporating features from event co-occurrence
systems into a feature-based coreference resolution system. A number of other prior
approaches to incorporate world knowledge of different types into automatic coref-
erence systems are described in Section 6.4.
6.1.2 Automatic Coreference Resolution Systems
In the last two decades, the state of the art of automatic Noun Phrase (NP)
coreference resolution systems has progressed dramatically; however, coreference
resolution remains one of the more elusively difficult standard NLP tasks, as it re-
quires a greater amount of extra-linguistic world knowledge than most other tasks in
practice. We give a brief description of the field; for a survey describing the partial
landscape of considerations and techniques in Machine Learning-based coreference
resolution, see Ng (2017).
The task of coreference resolution—labeling NP mentions such that coref-
erent mentions have identical labels—is fundamentally a clustering problem. For
computational reasons, however,6 the complex structured inference problem of coref-
erence resolution problem is typically framed as a sequence of simpler classifica-
tion problems. To oversimplify a bit for the purpose of clarity, there are a number of
6The number of clusterings of n points is given by the nth Bell number, which is very large
indeed; further, it is not obvious what topology to use to induce a distance between mentions for
clustering.
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broad approaches to decomposing the coreference clustering decision into smaller
decisions:
• Mention-pair models consider pairs of entity mentions independently, learn-
ing a binary model (either a classification model or a ranking model) which
labels a candidate pair of mentions as coreferent or non-coreferent (Soon et
al., 2001). There is some subtlety in these models concerning training in-
stance creation—if all
(
n
2
)
mention pairs are input as training instances, there
is a large class imbalance—so different systems vary on the scheme used to
construct training examples.
These models may either make independent decisions for all mention pairs
(Clark and Manning, 2016a), or they may restrict the classifier to choose at
most one antecedent for each mention (Denis and Baldridge, 2008; Durrett
and Klein, 2013).
• Entity-mention models consider, for a given mention, whether it is coref-
erent with a possible antecedent entity. That is, the local decision is whether
to mark a single mention as coreferent with a cluster of mentions (Luo et al.,
2004; Rahman and Ng, 2009).
• Entity-entity models frame the decision as work by classifying two men-
tion clusters as coreferent or not—that is, the low-level decision made by the
classifier is whether to merge two groups of mentions into a single group (Lee
et al., 2013; Wiseman et al., 2016; Clark and Manning, 2016b)
Coreference Resolution systems typically have two distinct stages. First,
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the system will perform an automatic mention identification step, in which candi-
date NP mentions will be identified. That is, the system constructs the list of NPs
which it will later cluster, possibly including many singleton mentions that do not
corefer (Recasens et al., 2013). Second, the system will cluster the identified can-
didate mentions according to its model of coreference, typically using one of the
paradigms listed above.
State-of-the-art systems from the last few decades have typically used ma-
chine learning (Soon et al., 2001; Martschat and Strube, 2015; Peng et al., 2015a;
Wiseman et al., 2016; Clark and Manning, 2016b), though note the determinis-
tic Stanford coreference system achieves strong results using deterministic hand-
written rules (Raghunathan et al., 2010; Lee et al., 2013). Clark and Manning
(2016a) give a coreference resolution system that uses reinforcement learning, fram-
ing the problem as a series of sequential decisions to merge clusters.
6.2 Methodology
6.2.1 Baseline System
Pure Coreference System
We extend the system of Durrett and Klein (2013) by adding additional fea-
tures and investigating their effect. This system, while not quite state-of-the-art, is
fairly simple, freely available, easily extensible, and has a relatively fast training
time. In the remainder of this section, we give a very brief system description; for
more details, see Durrett and Klein (2013).
101
The system starts with a high-recall mention detection system, labeling men-
tions as either proper mentions of named entities, pronouns, or nominal mentions
(that is, non-proper Noun Phrases), as a deterministic handwritten function of the
syntactic parse and named entity recognizer output of the document text. The coref-
erence model is a mention-pair model that selects at most one antecedent per men-
tion (a so-called mention-synchronous model). That is, for the ith candidate men-
tion in a document, the model defines a random variable that can take i possible
values: either an integer in 1 . . . i − 1, indicating that the mention at that index is
an antecedent of mention i, or the value NEW, indicating that this mention does not
have an antecedent.
Supposing there are n mentions in a document, and an individual mention
at index i has a random variable Ai (taking i possible values, as described above),
and calling all document context X , Durrett and Klein (2013) use a conditional
log-linear model
Pθ(A|X) = 1
Z
exp
n∑
i=1
θTφ(i, Ai, X) (6.1)
with φ the feature function giving a feature vector for mention Ai in position i
in document X , θ the model’s learned parameter vector, and Z the appropriate
normalizing factor to ensure P is a distribution.
One complication in training this model arises from the fact that, though the
sequence A1, . . . , An uniquely determines a coreference clustering for a sequence
of n mentions (by taking the transitive closure), the converse is not true: if mention
i is in a coreference cluster, it in general has multiple possible AI values. This
is overcome by marginalizing over all antecedent vectors consistent with the gold
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standard clustering during training.
The loss function minimized also has a log-linear term penalizing three
classes of errors according to different hyperparameter coefficients, chosen to trade
off different classes of errors. The three types of penalized errors are (1) false
anaphoric decisions (choosing an antecedent instead of NEW); (2) false new deci-
sions (choosing NEW instead of an antecedent); and (3) wrong link errors (choosing
the wrong antecedent for an anaphoric mention). This additional structured loss
term is combined with the conditional log-linear model into a softmax-margin ob-
jective (Gimpel and Smith, 2010). This tradeoff between three error types was also
adopted by Wiseman et al. (2015) and Clark and Manning (2016a,b).
Letting `(A,C∗) denote this three-term linear sum trading off different error
types (with C∗ the gold-standard clustering), we define
P ′θ(A|X) ≡
1
Z
P (A|X) exp `(A,C∗)
(with Z the appropriate normalizing factor). We define A(C∗) to be the set of
antecedent vectors consistent with the gold clustering; the training objective is then:
J(θ) =
t∑
k=1
log
 ∑
A∈A(C∗)
P ′θ(A|Xk)
+ λ‖θ‖1, (6.2)
with the `1 regularizer used to induce sparsity. Parameters are learned via AdaGrad
(Duchi et al., 2011). See Durrett and Klein (2013) for hyperparameter settings.
We will describe the original system’s features briefly, rather than exhaus-
tively, as these are not original contributions and are not central to the analysis; for a
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complete description, see Durrett and Klein (2013, 2014). The baseline system uses
what Durrett and Klein (2013) call the FINAL feature set. Briefly, the system uses
a number of simple surface features (e.g. head word identity, preceding/following
word identity, mention length), along with a number of slightly more complex fea-
tures (whether mentions are nested, dependency parent and grandparent, speaker,
and number and gender according to Bergsma and Lin (2006)). The full feature list
is given in Tables 1 and 6 of Durrett and Klein (2013).
Joint System and Pruning
Though we modify the coreference system of Durrett and Klein (2013), as
described above, we carry out experiments with the software described in Durrett
and Klein (2014), which jointly trains the coreference resolution system described
above, along with a named entity recognition system and an entity linking system.
We do not train this full joint system in experiments; we modify only the input
features to the coreference component, and only retrain the coreference component.
Notably, during learning and inference, the system constructs a factor graph
for each document (see Durrett and Klein (2014) for details of this construction),
and the number of edges in this factor graph is quadratic in the number of document
mentions. For tractability of learning and inference, the system prunes possible
coreference links by, first, training the pure coreference system in isolation and
using the model probabilities from this system to trim unlikely mention-mention
edges. In particular, it trims edges linking to possible antecedents whose antecedent
probability is much lower than the system’s most confident guess. That is, the full
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“Jim visited her on Saturday.”
Proto-script features for mention “her:”
- “verb_dobj=visited”
- “verb_arg1=jim”
- “verb_arg2=her”
- “verb_pp_arg=saturday”
Proto-script features for mention “Jim:”
- “verb_subj=visited”
- “verb_arg1=jim”
- “verb_arg2=her”
- “verb_pp_arg=saturday”
Proto-script features for mention “Saturday:”
- “verb_prep=visited”
- “verb_arg1=jim”
- “verb_arg2=her”
- “verb_pp_arg=saturday”
Figure 6.1: Example of proto-script features for different mentions in the sentence
“Jim visited her on Saturday.”
system, with a coreference-only probability function pc, prunes antecedent links ai
for mention i in document x for which
log pc(ai|x)− log pc(a∗i |x) < k,
where k ∈ R is a hyperparameter and a∗i is the coreference system’s most confident
guess for the mention i’s antecedent. We use the system’s default value of k = 5.
6.2.2 Additional Script Features
We investigate the effects of augmenting the baseline system with a number
of statistical-script-related features. We investigate the direct incorporation of fea-
tures derived from systems described in previous chapters. Some of the baseline
features may be expressive enough to tangentially include some related informa-
tion, as we describe in more detail below.
Proto-script Features
We first investigate the inclusion of what we call proto-script features,
which are a subset of the dependency structure capturing some of the event-level
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information of events as defined and used in Chapters 4 and 5. In particular, we use
grammatical subject relations, direct object relations, and prepositional relations,
derived from automatic dependency parses of the sentences. An example is given
in Figure 6.1 for a simple sentence. These features include parent and child verb
information, and information about the noun heads of other predicates. They are,
essentially, features based on the single-argument event features of Chambers and
Jurafsky (2008), described in more detail in Chapter 3.
For a given mention, we identify if it is the subject, direct object, or prepo-
sitional object of a verb; if so, we include the (lowercased) verb form as a feature,
along with the (lowercased) forms of the head nouns of any other arguments of the
verb. We also investigated conjunctions of such features, but found them to be of
negligible benefit.
These features are, in principle, capable of capturing selectional preference
information about events. If, for example, a mention is the subject of a verb which
a candidate antecedent is very seldom the subject of, this information may be infor-
mative to a coreference system, and could be captured by such features. They are
conceptually similar to the caseframe features described by Bean and Riloff (2004).
Text-Level Neural Features
Next, we investigate the inclusion of text-level encoder hidden features.
Chapter 5 describes a neural model that is trained to take input text and predict the
subsequent sentence. We encode sentences with coreference decisions into such a
model and derive features from the hidden RNN state after this encoding step.
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A sentence, after the encoding step of a text-level sequence-to-sequence
model, will map to a vector in Rd (in our case, R100). Given the model used by
the full baseline system, it is computationally infeasible to add an additional 100
features to each mention instance. We therefore use Principal Components Analy-
sis (PCA) to reduce the dimensionality of the encoder feature vectors. PCA, briefly,
takes the eigenvalue decomposition of the mean-zero design matrix X multiplied
by itself, XTX; taking the top k eigenvectors of this decomposition (that is, the
eigenvectors with the largest-magnitude eigenvalues) gives a k-dimensional basis
which, when points from X are projected into it, the variance of the projected data
is maximized. That is, the PCA gives a lower-dimensional representation of the
high-dimensional input space which maintains as much of the variance of the data-
generating distribution as possible. See, e.g., Bishop (2006) for more description
and analysis of PCA.
Once we reduce input vectors to their principal components, we indepen-
dently quantize the PCA dimensions by taking quantiles such that each quantile
has approximately the same number of points in the training set. Each sentence
thus gets one feature per PCA dimension. These features are intended to target
discourse-level information about what contexts the text containing a candidate
mention would be expected to appear in.
Swapped Text-Level Neural Features
Since the baseline coreference resolution system makes pairwise decisions,
at training and inference time there are actually two mentions—a candidate men-
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tion and one of its candidate antecedents. Inspired by Bansal and Klein (2012), we
investigate what we call swapped text-level neural features, derived from swapping
nominal mentions into the place of pronouns mentions. That is, if a candidate men-
tion is a pronoun7), and a candidate antecedent is nominal (that is, a non-pronoun
noun phrase), we textually substitute the full noun phrase of the latter into the posi-
tion of the former, and take the text-level encodings using the same method as with
the regular text-level neural features. Bansal and Klein (2012) find this technique
to be beneficial when deriving features from a large n-gram corpus.
The motivation of these features is that, if a noun phrase is swapped into
the context of one of its true coreferent mentions, the result should be discursively
natural, whereas if the NP replaces a mention for a different entity, the resultant
sentence may be discursively quite aberrant. These features are intended to target
this sort of information.
Event-Level Neural Features
In Chapter 5, we investigated two types of systems, text-level systems and
event-level systems. We derived the above text-level features from the former; we
also investigate analogous event-level features from the latter.
Given a mention, we examine the automatic dependency structure of its sen-
tence8 to identify if the mention participates in a predicate-argument structure of
the sort modeled by the event-level models in Chapter 5. If it does, we add the
7Pronominality is determined by membership in the closed list of pronouns used by the baseline
system of Durrett and Klein (2013), comprising 49 word types
8Dependency parses are provided by version 1.8.2 of spaCy, available at https://spacy.
io/
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PCA-derived features of its embedding as mention features, as with the text-level
neural features described above, in addition to an indicator feature giving what the
relationship between the event and mention is (whether it participates as a subject
of direct object, for example).
As with the text-level neural features above, these features are meant to tar-
get discourse-level information about the context a mention appears in; however,
these features are more targeted at events than the text-level features, as they are
derived from the structured predicate-argument structures in which a mention ap-
pears, which in general contain fewer tokens.
6.3 Evaluation
6.3.1 Dataset
Evaluations are carried out on the CoNLL 2012 shared task dataset (Prad-
han et al., 2012), which is based on the OntoNotes corpus (Hovy et al., 2006).
The English portion of the training portion of this corpus is approximately 1.3M
words, comprising approximately 450k words from newswire, 150k from maga-
zine articles, 200k from broadcast news, 200k from broadcast conversations, and
200k from web data. We use the standard dataset split of 2802 training documents
(approx. 1.3M words), 343 development documents (approx. 160k words), and 348
test documents (approx. 170k words).
Figure 6.2 gives the difference between swapped and unswapped text-level
sentence embeddings in the training set; that is, for every mention-swapped em-
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Figure 6.2: A density plot of the difference between the first two PCA dimensions
of the swapped embeddings unswapped text-level embeddings of sentences in the
CoNLL 2012 training set (first Principal Component on the horizontal axis). Bin
densities are in logarithmic (base-10) space. The mean and mode are slightly offset
from the origin.
110
bedding calculated from the dataset (in dimensionality-reduced PCA space), we
subtract the corresponding embedding for the mention’s sentence (in PCA space)
without adulteration. Note the mean and mode are near the origin (the mean is
(0.59, -0.38)): most sentences’ embeddings are largely unchanged, but the differ-
ence the swapping operation makes in script features is relatively symmetric about
the mode.
6.3.2 Training and Hyperparameter Details
We use the out-of-the box settings of the baseline coreference system of Dur-
rett and Klein (2013); the software we use is actually the system described in Dur-
rett and Klein (2014), which jointly trains a coreference resolution system, named
entity recognition system, and an entity linking system. When training models, we
do not retrain the full joint system, training only the coreference portion. The base-
line coreference performance figures presented below, then, match those of Durrett
and Klein (2014). We maintain all default hyperparameter settings of the baseline
system.
For all script features, we use the top 5 principal components, each quantized
into 5 quantiles (that is, each dimension is broken into quintiles). For computational
tractability, we only consider swapping mentions that are within 100 mentions of
each other in the document’s mention sequence (that is, we do not consider, as a
feature, swap features for mention pairs that are very far from each other).
All proto-script features are lowercased. Following the baseline coreference
system’s behavior with lexical features, we replace any proto-script feature that
111
occurs fewer than 20 times with the part-of-speech of its headword, to handle the
data sparsity introduced by the long-tail of rare words.
6.3.3 Quantitative Evaluations
Evaluation Metrics
Results are given in a number of standard coreference metrics, each mea-
suring different aspects of performance: MUC (Vilain et al., 1995), B3 (Bagga
and Baldwin, 1998), and CEAFe (Luo, 2005). We also provide the average of the
F1 scores of these three metrics (frequently reported as the “CoNLL” score in the
literature), as computed from the reference implementation of the CoNLL scorer
(Pradhan et al., 2014). We now briefly describe these metrics; for a more in-depth
discussion and comparison of them, see Moosavi and Strube (2016).
MUC is a link-focused metric: the target variable being measured is the
global per-document set of pairwise links between entity links in clusters, against
which one can calculate per-document precision and recall. That is, MUC preci-
sion is the number of predicted links present in the gold standard, and recall is the
converse. This metric has the bias of naturally preferring large clusters: putting
all mentions into a single cluster will yield perfect recall with, depending on the
corpus, quite reasonable precision.
The B3 metric is mention-focused: it computes per-mention precision and
recall, and takes the (arithmetic) mean over mentions. For a given mention m with
predicted mentions Cm and gold mentions C∗m the number of correct mentions is
given by c ≡ |Cm ∩ C∗m|, with the precision given by c/|Cm| and the recall by
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System MUC B3 CEAFe Avg
P R F P R F P R F
Berkeley 72.33 69.29 70.78 60.94 55.68 58.19 55.45 54.01 54.72 61.23
B+PS 72.56 68.80 70.63 61.56 55.34 58.28 55.65 54.06 54.84 61.25
B+script 72.22 68.72 70.43 60.60 55.22 57.78 55.62 54.03 54.81 61.01
B+swap 72.38 69.32 70.82 61.05 55.72 58.27 55.39 54.08 54.73 61.27
B+ev 72.44 69.07 70.71 61.06 55.46 58.13 55.86 54.12 54.98 61.27
Table 6.1: Top-level coreference results incorporating various features. Results are
given in MUC, B3, and CEAFe Precision, Recall, and F1, along with the arithmetic
mean of the three F scores. B+PS is baseline with proto-script features; B+script
is baseline with text-level features; B+swap is baseline with swapped text-level
features; B+ev is baseline with event-level script features.
c/|C∗m|. This metric is not biased toward large clusters like MUC is, and better han-
dles singleton mentions (which do not have gold-standard links, and are therefore
left out entirely of the MUC recall metric).
The CEAFe metric aligns gold and predicted entities (i.e., clusters of men-
tions) such that each gold cluster aligns to at most one predicted cluster, and vice
versa. Once this alignment is made, it is straightforward to calculate precision,
recall, and F1. A system with too many clusters suffers low CEAFe recall, while
a system with too few suffers in precision. See Luo (2005) for details on cluster
alignment.9
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Top-Level Results
Top-level system results are given in Table 6.1. We give the Berkeley system
results (Durrett and Klein, 2014), along with results of the baseline retrained with
features described in Section 6.2.2. The proto-script features (B+PS) generally in-
crease precision and decrease recall, while the text-level script feature hurts both.
The swap features give performance comparable to the baseline. The event-level
features (B+ev) give a marginal improvement on CEAFe. Generally, the effects of
the additional script features on top-level performance are marginal.
It is worth noting that, generally speaking, the additional features inves-
tigated tend to marginally improve precision while leaving recall either approx-
imately the same or slightly worse. Most candidate mentions in text are non-
coreferring singletons, and of the
(
n
2
)
mention pairs, most do not corefer, even if
they are semantically compatible entities. Since the prior probability on two men-
tions coreferring is so low, weakly informative features are generally not, in them-
selves, sufficient evidence for making coreference links. For example, knowing that
two mentions refer to animate entities is not an incredibly informative signal when
deciding whether those entities corefer (consider a text mentioning many people);
on the other hand, knowing that one mention is animate and another is inanimate
gives a strong indication that the two entities do not corefer. The script features are,
generally, intended to capturing semantic information about entities and the events
9CEAFe is the now-standard name for the CEAF clustering metric that uses what Luo (2005)
calls function φ4, the mention-level F-measure, for cluster similarity when making alignments (they
also consider a number of other now-less-commonly-used notions of cluster-similarity when making
alignments).
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they engage in, and are therefore intended primarily to increase precision.
Results on Difficult Types of Coreference Decisions
We also give accuracy results on a number of difficult restricted decision
classes, in addition to the top-level system performance. In describing the classes,
we also give the short abbreviations we use to refer to the classes in tables below.
System performance on these restricted classes lags behind top-level performance,
as surface-level cues, as incorporated, are generally not informative enough for
these hard decisions, and incorporating world knowledge may conceivably have a
larger impact. The restricted decision classes considered are:
• Nominal/proper mentions with nominal/proper antecedents, no head
match (“N/P+NHM”): the system’s performance accuracy on nominal or
proper mentions (that is, mentions that are not pronouns) which have at least
one gold-standard nominal or proper antecedent, and, for all gold antecedents,
the following condition holds:
(a) the candidate and antecedent have distinct head nouns.
This represents a difficult class of coreference decisions, since the majority
of non-pronomial NPs in a document do not corefer, and the head-matching
heuristic is very informative in such cases (Raghunathan et al., 2010). This
covers, for example, the bolded NP in the following example (antecedent
italicized):
During Johnson’s administration, NASA. . . prepared to make the
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first manned Apollo program flights. On January 27, 1967, the
nation was stunned when the entire crew of Apollo 1 was killed
in a cabin fire during a spacecraft test on the launch pad, stopping
Apollo in its tracks.10
The head noun of the antecedent, program, does not match the head noun of
its coreferent mention Apollo, though the latter’s head is contained in the full
antecedent NP.
• Nominal/proper mentions with nominal/proper antecedents, no head
containment (“N/P+NHC”): the system’s performance accuracy on nom-
inal or proper mentions which have at least one gold-standard nominal or
proper antecedent, and, for all gold antecedents, condition (a) above holds,
along with the following two conditions:
(b) the antecedent’s head noun is not contained in the candidate NP; and
(c) the candidate NP’s head noun is not contained in the antecedent.
This class further restricts the surface-level string features available to inform
the coreference decision. This class is represented by the bold text in the
follow example (antecedent italicized):
After the election, Johnson was quite concerned about the tradi-
tionally ineffective nature of his new office, and set about to as-
sume authority not allotted to the position.11
10https://en.wikipedia.org/wiki/Lyndon_B._Johnson
11Ibid.
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This is the most difficult class of coreference decisions analyzed. Durrett and
Klein (2013) call performance on this class “the biggest weakness of [their]
system.”
• Nominal/proper mentions with nominal/proper antecedents, no head
match, at least one proper (“N/P+P”): the system’s performance accuracy
on mentions with at least one gold-standard antecedent such that condition
(a) above holds for all antecedents (that is, there are no head matches), and
either:
(d) the candidate is a proper mention, and at least one antecedent is a nom-
inal/proper mention; or
(e) at least one gold antecedent is a proper mention, and the candidate is
nominal.
This case targets the situation exemplified by the president in the following
example:
Moreover, many members of the Kennedy White House were con-
temptuous of Johnson, including the president’s brother....12
Note that the baseline system’s mention-synchronous framework allows us to com-
pute accuracy straightforwardly: a given mention will have at most one predicted
antecedent, and that possible-antecedent is either correct according to the gold-
standard or it is incorrect.
Accuracy results on these restricted sets of coreference decisions are given
12Ibid.
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System Overall N/P+NHM N/P+NHC N/P+P
Berkeley 77.65 15.25 6.78 22.07
B+PS 77.37 13.43 5.61 19.79
B+script 77.51 15.61 6.78 22.65
B+swap 77.67 15.25 6.89 21.98
B+ev 77.61 16.15 7.63 23.41
Table 6.2: Accuracy results (in percentages) on the restricted subsets of corefer-
ence decisions, described in the text. B+PS is baseline with proto-script features;
B+script is baseline with text-level features; B+swap is baseline with swapped text-
level features; B+ev is baseline with event-level script features. Results are given
in percentages.
in Table 6.2. Note that, while overall accuracy is not appreciably improved by the
features listed, a number of the other restricted classes see marginal improvements
with additional features. The “N/P+P” class (nominal/proper mentions with nom-
inal/proper mentions, such that at least one is proper) sees a 0.55% improvement
with the text-level script features, and a 1.34% improvement with the event features.
The N/P+NHC class, which is a very difficult class of decisions (the baseline system
accuracy is below 7%) sees a 0.85% performance improvement with the event-level
script features (corresponding to a 12.5% relative improvement). This provides evi-
dence that event-level script features, which have a strong intuitive claim as helpful
for coreference resolution, can help improve performance on classes of difficult
coreference decisions.
To better understand system performance on these restricted subsets of de-
cisions, we also examine what performance on these classes looks like “from the
perspective of the classifier,” so to speak, by restricting ourselves to the mention-
mention links available (after pruning) to the system during inference. Table 6.3
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System Overall N/P+NHM N/P+NHC N/P+P
Berkeley 87.46 43.71 41.39 46.18
B+PS 87.49 54.37 56.06 54.65
B+script 87.38 43.77 40.72 46.66
B+swap 87.45 44.05 41.03 46.08
B+ev 87.47 43.37 41.44 45.65
Table 6.3: Accuracy results, as classified with system-pruned edges. The restricted
subsets of coreference decisions are classified using only the edges remaining after
system pruning. B+PS is baseline with proto-script features; B+script is baseline
with text-level features; B+swap is baseline with swapped text-level features; B+ev
is baseline with event-level script features.
gives results for the same coreference classes as in Table 6.2, but with class mem-
bership calculated with system-pruned edges, as described in Section 6.2.1. That is,
when deciding whether a particular point falls into one of the coreference classes
under analysis, we look only at the mention-mention edges available to the system
after edge pruning (so the denominators are typically smaller). In other words, this
analysis measures the accuracy of these restricted classes from the perspective of a
system that cannot see all the gold-standard links. Note, first of all, that the accu-
racy figures in this table are higher in absolute terms than Table 6.2—since these
decision types are generally quite difficult, correct antecedents will frequently have
low probability under the coreference model, and will therefore be filtered out and
not considered by the system. Note, second, that the proto-script features are re-
markably helpful on the restricted decision classes as calculated under the pruning,
but actually harm system performance when the sets are calculated against gold.
This suggests that, when these features are included, the system improperly prunes
out more links to gold antecedents in these difficult classes.
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6.3.4 Discussion
We have investigated a number of ways of incorporating various types of
features derived from script models into a feature-based coreference system. As
discussed in Section 6.3.3, these features are intended to be a weak signal capturing
semantic properties of mentions, and such signals are naturally better suited for
increasing precision than they are for increasing recall (since the great majority of
mention-pairs represent non-coreference, a semantic signal must be very strong to
overcome the high prior probability of non-coreference). Indeed, as shown in Table
6.1, precision increases on more feature sets than not, across metrics; this more
often than not happens at the expense of recall, with the net result that F-scores are
generally improved only marginally, if at all
As shown in Table 6.2, the event-level script features investigated improve
accuracy on the class of hard decisions the baseline Berkeley system seems to most
struggle with (nominal/proper mentions with new noun heads), increasing accuracy
by 0.85%, from 6.78% to 7.63%. Though this is a modest increase in absolute
terms, it represents a nontrivial relative improvement on a very difficult class of de-
cisions. These difficult classes that see empirical improvement with script features
do represent a minority of the dataset; though we provide evidence that script fea-
tures can help with these difficult examples, an accuracy improvement of less than
1% does not have a very large top-level effect.
There are many additional possible ways of creating features appropriate for
a coreference system from the models in Chapters 4 and 5, which are left to future
work. One clear path forward is to integrate a neural model of events in sequence
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directly into a modern neural coreference system (Wiseman et al., 2016; Clark and
Manning, 2016a,b), so that all latent features could be jointly learned to optimize a
more meaningful coreference-related objective function.
6.4 Related Work
There have been numerous investigations into various schemes of integrating
world knowledge into different coreference systems, both in the form of lexical
features mined from large text corpora (as in the present chapter), and in other
forms. We describe a few related efforts in this general vein.
Bean and Riloff (2004) describe a number of types of caseframe features,
which capture syntactic interactions between candidate mentions and patterns ex-
tracted from an Information Extraction system; these features are conceptually sim-
ilar to the proto-script features described above. They preprocess a corpus with an
Information Extraction system and collect sets of lexicalized patterns which trigger
extracted facts, which they call caseframes. They go on to identify co-occurring
patterns between pairwise anaphor-antecedent links, in addition to calculating se-
lectional preference-type statistics about which nouns participate in these patterns.
They find these features to be beneficial compared to baseline systems on two dif-
ferent single-domain corpora.
Kehler et al. (2004) perform a number of experiments showing that predicate-
argument statistics, which target selectional preference information, do not improve
the performance of a number of baseline coreference systems trained and evaluated
on the ACE 2002 dataset.
121
Ponzetto and Strube (2006) show that, on the ACE 2003 dataset, noisy
automatically-labeled PropBank-style Semantic Role Labeling features (Palmer et
al., 2005) provide a +1.5% improvement in MUC F1 (primarily from increased
recall) over a simple baseline (that of Soon et al. (2001), an early learning-based
coreference system).
Bergsma and Lin (2006) describe a coreference resolution system that uses
features derived from the dependency path between two potentially coreferent men-
tions, that is, the sequence of nodes and dependency labels connecting two candi-
date mentions in a dependency parse tree. For a particular dependency path con-
necting two noun phrases, they calculate the percentage of occurrences of the path
in a large newswire corpus which connect two likely-coreferent noun phrases (e.g.
third-person singular masculine pronouns), yielding a mapping which takes a de-
pendency path and yields the probability of its connected mentions being likely
coreferent NPs; they use this to bootstrap information about the gender and num-
ber of noun phrases. This method is capable of learning selectional preferences of
dependency paths, along with more general syntactic features predictive of corefer-
ence.
Rahman and Ng (2011) investigate various methods of incorporating world
knowledge features into a baseline coreference system. In particular, they investi-
gate features derived from FrameNet (Baker et al., 1998), encoding whether pred-
icates and arguments appear in the same FrameNet frame. They also investigate
indicator features encoding PropBank-style semantic arguments and predicates of
mentions, which contain predicate identity information for mentions appearing as
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semantic roles of verbs. They find verb and FrameNet features to have modest pos-
itive effects (+0.3 to +0.9 F1 on OntoNotes) when added to the baseline Mention-
Pair and Cluster-ranking models.
Irwin et al. (2011) investigate incorporating the narrative schemas described
in Chambers and Jurafsky (2009) into the cluster-ranking coreference algorithm
given in Rahman and Ng (2009), finding the schema features to improve system
performance on B3 F1 and decrease performance on MUC and CEAF F1.
Bansal and Klein (2012) investigate using a number of features derived from
the Google n-grams corpus (Brants and Franz, 2006) as input to a mention-pair
model. In particular, they investigate n-gram features derived from swapping non-
pronomial candidate antecedent mentions into the position of pronomial anaphors,
querying the n-gram corpus to see how many times the resulting string is attested on
the web. This is, in a sense, the n-gram version of some of the RNN-based methods
presented above in Section 6.2.
Peng and Roth (2016) investigate co-occurrence based sequence models me-
diated by automatic FrameNet parses (Baker et al., 1998). They show a perfor-
mance improvement in the Illinois coref system (Peng et al., 2015a) by adding fea-
tures relating candidate mention pairs to each other via invoked FrameNet frames
in the text.
Levesque et al. (2011) argue that a task they call the Winograd Schema
Challenge (WSC), named after the tasks’ original motivation in Winograd (1972),
can serve as a convincing alternative to the Turing test. An instance of the WSC
task consists of a pair of very difficult coreference problems, namely, a pair of
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minimally-modified sentences such that the most reasonable interpretation of a pro-
noun changes between the two sentences. For example, the motivating example in
Winograd (1972) is
(1) The city council refused the women a permit because they feared violence.
(2) The city council refused the women a permit because they advocated vio-
lence.
These examples may require many different types of background knowledge and
reasoning to solve. For example, the pair
(1) The trophy would not fit in the brown suitcase because it was too big.
(2) The trophy would not fit in the brown suitcase because it was too small.
requires complex spatial reasoning to solve. A number of efforts have been made
at solving WSC problems using statistical means (Rahman and Ng, 2012; Peng et
al., 2015b); a corpus large enough to train a reasonably complex learned statistical
system has yet to be developed.
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Chapter 7
Related Work
There are a number of threads of research into modeling events in discourse
in various ways. These efforts vary from modeling predicate-argument interactions
in isolation (selectional preferences and generalizations thereof) to learning models
of entire document or multi-document structures. The work presented in this thesis
does not necessarily build directly off the work presented in this chapter; this chap-
ter is intended to provide a broader survey of research into computational models
of event and document structure.
7.1 Modeling Predicate-Argument Structures
There is a body of work investigating models of predicate-argument struc-
tures in isolation, that is, modeling compatibility of verbs with arguments, isolated
from the discourse context in which they appear. There is, first, a body of work fo-
cused on building statistical models of selectional preferences, that is, which nomi-
nal arguments particular verbs “prefer” for different syntactic or semantic relations
(Erk, 2007; Ritter et al., 2010; O´ Se´aghdha, 2010).
There is also a body of literature on more general notions of statistical mod-
els of predicate-argument structure. Dasigi and Hovy (2014) give a neural model
of verbs with nominal arguments trained to classify anomalous news events (those
occurring in “weird news” sections of newswire websites) from more typical news
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events (that is, can we differentiate between “dog bites man” and “man bites dog”).
Grissom II et al. (2014) show that, in the context of simultaneous machine
translation (incrementally constructing a translation as the input sequence is re-
ceived in a stream) from a verb-final SOV language (such as German) to a verb-
medial SVO language (such as English), predicting the source-side clause-terminal
verb before it is observed helps to produce better target-side translations. In other
words, learning to predict verbs from arguments (and other context) can help im-
prove machine translation in certain settings.
Tilk et al. (2016) present a neural model of predicates with their nomi-
nal arguments (using PropBank-style role labels), capable of predicting predicates
from arguments, or single arguments given predicates along with other arguments.
Granroth-Wilding and Clark (2016) describe a feedforward neural network which
composes verbs and arguments into low-dimensional vectors, evaluating on a multiple-
choice version of the Narrative Cloze task.
7.2 Modeling and Using Event Sequences
Structured models of stereotypical sequences of events date back to AI re-
search from the 1970s, in particular the seminal work of Schank and Abelson
(1977). In this conception, scripts are modeled as temporally ordered sequences
of symbolic structured events. These models are non-probabilistic, and the high
degree of structure in the events create difficulties problems for automated script
learning. Mooney and DeJong (1985) and Miikkulainen (1993) give models for
automatically inducing such scripts from documents.
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We first describe a number of previous investigations into models derived
from various structured and semi-structured sources in Section 7.2.1. In Section
7.2.2, we survey a number of approaches to deriving script knowledge from text
(note this is not a perfectly clear dichotomy, and there are a number of systems
which, conceptually, could go into either of these two sections). Section 7.2.3 de-
scribes some research on different evaluations for such systems.
7.2.1 Models Derived from Structured and Semi-Structured Sources
Charniak and Goldman (1989) give toy examples of Bayes nets which can
be used to recognize plans from stories, allowing them to make inferences about
the presence of objects in the limited circumstances covered by the models. They
propose that the general approach could could be expanded to allow inferences
about states and events.
Liu and Singh (2004) describe ConceptNet, a graph automatically gener-
ated from the semi-structured English sentences in the Open Mind Common Sense
corpus (Singh et al., 2002), intended for use in tasks requiring commonsense rea-
soning. This graph contains labeled edges between nodes, some of which relate
events to each other, for example SubEventOf (e.g. “score goal” is a sub-event of
“play sport”) and EffectOf (e.g. “entertainment” is an effect of “view video”).
Mueller (2004) gives a system which uses the classical logic-based discrete
event calculus, using classical non-probabilistic theorem proving to process text in
the MUC corpora (Grishman and Sundheim, 1996). They first use a hand-coded
non-statistical classifier to identify which hand-coded script matches a document
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(based on either an automatic IE system’s output or on human annotations of roles
and events in the documents). From this, they build a reasoning problem for the
script instantiation, and then apply commonsense reasoning (as encoded by their
schema of logical axioms). On two held-out MUC test sets, the system is able to
find satisfying logical models for 36% and 42% of the test documents, respectively,
using the output of a previously published IE system for MUC. The effort reported
to port the system to a new script type is three eight-hour days. This system is fun-
damentally non-probabilistic and requires hand-coding of situation-specific scripts.
Burchardt et al. (2005) give an in-depth theoretical treatment of how con-
textual relations between instantiated FrameNet frames (Baker et al., 1998) can be
used to make textual inferences, walking though a manual case study, and arguing
that the process could be automated using probabilistic inference rules.
Regneri et al. (2010) use Mechanical Turk to crowdsource the creation of
a collection of Event Sequence Descriptions (ESDs), each of which is a human-
generated sequence of events in a particular pre-determined scenario (for example,
“making scrambled eggs” or “wedding”). They go on to use a Multiple Sequence
Alignment algorithm to align events across different ESDs of the same scenario, al-
lowing them to build Temporal Script Graphs, which are partial orderings of events
preserving the event order of the input ESDs. In total, they collect 493 ESDs for 22
scenarios. Frermann et al. (2014) provide an improved model for the task. Wanzare
et al. (2016) collect a larger corpus of 40 scenarios with 100 ESDs apiece, aug-
mented with partial manual cross-ESD event alignment annotations. Regneri et al.
(2011) give a method for grouping synonymous entity noun phrases in ESDs into
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equivalence classes.
Li et al. (2013) describe a method to automatically generate stories from
graphs created from crowdsourced narratives, similar to the approach of Regneri
et al. (2010). They first collect many crowdsourced linear textual descriptions of a
situation, differing in the events described and the order in which they are stated.
Second, they learn event types and typical precedence orderings, described in detail
in Li et al. (2012). Third, they learn pairwise mutual exclusion constraints between
events using a simple Mutual Information-based thresholding method. The system
is evaluated on the task of generating stories, and system performance approaches
that of untrained humans on a number of qualitative performance metrics.
Berant et al. (2014) present a method of answering questions about para-
graphs in a biology textbook which pivots around a graph representation of the
process described in the paragraph. In this representation, there are Trigger nodes
for verbs, argument nodes for participants in triggers, and edges both between pairs
of triggers (labeled with the type of relation expressed as obtaining between the
triggers) and between triggers and arguments. The edges between events are la-
beled with ”Cause,” ”Enable,” or ”Prevent” (or the generalization of these labels to
the disjunctive case), to indicate one trigger causing another, one trigger enabling
another (preceding but being a necessary condition), or one trigger preventing an-
other from obtaining, respectively. They use a simple log-linear model to generate
such a representation from a novel paragraph. To answer a question, they generate
a similar representation (with regular expressions in it) and try to unify the answer
with the graph representing the process in the paragraph (and to try unifying poten-
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tial other answers, to see if a contradiction can be reached). They achieve superior
results over a number of naive (but competitive) baselines.
7.2.2 Models Derived from Text
Mooney and DeJong (1985) and Miikkulainen (1993) give models for auto-
matically inducing script information from documents, described in Section 2.2.1.
Fujiki et al. (2003) describe a simple method of learning non-statistical script in-
formation automatically from Japanese newswire. They learn pairwise relations
between verbs and arguments by thresholding based on raw co-occurrence counts
in a corpus of first paragraphs in news articles, relying on a thesaurus for lexical
generalization.
Chklovski and Pantel (2004) describe a semi-automatically collected wide-
coverage resource of pairwise relationships between verb types, including a happens-
before relation type (for example, buy happens before sell), and an enablement rela-
tion type (Hobbs, 1978), which obtains when one event makes another possible (for
example, fight enables win). They collect this resource by using Google to query the
web for handcrafted lexico-syntactic patterns, and performing a frequency analysis
on the results.
As described in Section 2.2, Chambers and Jurafsky (2008) give a method
of modeling and inferring simple (verb, dependency) pair-events. Jans et al. (2012)
describe a model of the same sorts of events which gives superior performance
on the task of held-out event prediction; Rudinger et al. (2015b) follow this line
of inquiry, concluding that the task of inferring held-out (verb, dependency) pairs
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from documents is best handled as a language modeling task. The work presented
above in this thesis is, in a sense, an attempt to further probe the limits and utility
of an approach like this.
Chambers and Jurafsky (2009) present a modification to the system of Cham-
bers and Jurafsky (2008) that learns “narrative schemas” instead of the “narrative
chains” of the earlier system. They extract chains of (verb, dependency) pairs in-
volving a single entity, and then reason about all such chains in a document. They
use two distinct perspectives when motivating methods. Mainly, they frame the
work as induction of frame types, constructing objects similar to FrameNet (Baker
et al., 1998) in an unsupervised manner. They also, however, evaluate on the Nar-
rative Cloze, which evaluates systems on ability to infer document structure. There
is also a body of work focusing on automatically inducing structured collections
of events (Chambers, 2013; Cheung et al., 2013; Nguyen et al., 2015; Ferraro and
Van Durme, 2016), typically motivated by Information Extraction tasks.
Kasch and Oates (2010) give preliminary qualitative results of a system
which generates sets of topically-related predicates and arguments. They use Latent
Semantic Analysis (Deerwester et al., 1990) to calculate predicates and arguments
related to unigram topic queries (for example eating and restaurant), and judge
relatedness of predicates and arguments to the query by maximizing Pointwise Mu-
tual Information, inspired by (Chambers and Jurafsky, 2008).
Gerber and Chai (2010) investigate the identification of implicit nominal
arguments for NomBank (Meyers, 2007) predicates, automatically identifying noun
phrases which stand in implicit relations to nominal events (as opposed to the formal
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events considered in this thesis, which treat only verbs as predicates). They find
that PMI-based (predicate, argument) pair features similar to those investigated in
Chambers and Jurafsky (2008) are informative for the task.
Hajishirzi et al. (2011) give a method of translating sequences of sentences
describing dynamic systems into sequences of formal events, using a domain-specific
axiomatization of effect preconditions and postconditions to enforce narrative co-
herence of events in sequence, demonstrating its effectiveness in the RoboCup do-
main.
Chambers and Jurafsky (2011) give an unsupervised method for MUC-4-
style template induction, for example, learning (from text alone) that bombing
events have perpetrators, targets, victims, and instruments, and learning the type
of language that frequently expresses these roles. They find the induced templates
to be competitive for standard IE task against published algorithms which require
hand-built templates.
Adel and Schu¨tze (2014) compute millions of coreference chains across
many documents and calculate two types of embeddings: first, on the Gigaword cor-
pus, and, second, on the coreference chains of the Gigaword corpus. That is, they
treat the tokens of coreferring Noun Phrases as words, and calculate word embed-
dings directly on that. They use these embeddings to perform antonym detection.
Intuitively, antonyms and synonyms will both be distributionally similar—they ap-
pear in similar contexts—but antonyms will corefer to each other much less fre-
quently than synonyms will. They treat the antonym/synonym decision as a binary
decision problem and use the cosine similarities of embeddings in the previously
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described spaces as features input to an SVM. The coreference-only features per-
form relatively poorly in isolation, but improve in performance when added to the
text-based features. The ensemble performs roughly equivalently to the text system
on classifying all types of antonyms, but, when restricted to nouns, gives superior
performance.
Modi and Titov (2014) present neural models of event ordering, optimizing
for the binary decision of deciding if one event precedes another in text.
Le and Mikolov (2014) give a method (which they call Paragraph Vector,
sometimes colloquially referred to as doc2vec or paragraph2vec) for learning dis-
tributed representations of arbitrary spans of text. The setup is similar to that of
word2vec (Mikolov et al., 2013a); in the latter, words are mapped to dense vectors
predictive of context words; in this setup, spans of text are mapped to dense vectors
which, conjoined with word vectors, are predictive of context words. They demon-
strate the low-dimensional embeddings are empirically useful as features for a num-
ber of downstream tasks. At inference time, calculating vectors for unseen spans
is computationally expensive, as unseen spans’ representations must be computed
by gradient descent. This is, in a sense, the logical continuation of the approach of
Mikolov et al. (2013b), who learn representations for simplex n-grams with high
PMI by treating them as a single “word with spaces.”
Bamman and Smith (2014) give a Bayesian method for learning a model
of biographical information from biographies in Wikipedia, jointly learning event
classes (consisting of distributions over terms) and distributions of ages when those
events are likely to occur in the biography (using the weak supervision signals of
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the subject’s birth year and the year of the events’ occurrence).
Li and Hovy (2014) use a convolutional neural net model that, at the top
layer, performs binary classification between sequences of sentences, some of which
have an imposter sentence interposed, trained to identify imposters. This is used to
gauge discourse coherence, defined as ability to detect permutation in sentence or-
dering. They try a number of ways of recursively computing a single sentence’s
latent input, and combine a number of these inputs in a hidden layer.
Kiros et al. (2015) describe a method of mapping sentences to low-dimensional
embeddings (which they call “skip-thought vectors”) such that two contextually
similar sentences will have similar embeddings. They do this by training an RNN to
predict the previous and subsequent sentences. This is very similar to the systems
we evaluated in Chapter 5 (which, indeed, were inspired by Kiros et al. (2015)),
but they do not evaluate directly on their sequence-to-sequence system’s predictive
power.
Kıcıman (2015) describes a small investigation into mining individual users’
Twitter streams to aggregate text which occur more often than chance after fixed
query events, discovering, for example, likely outcomes mentioned after adopting
an animal.
Iyyer et al. (2016) give a neural model of the dynamic trajectories of relation-
ships between pairs of fictional characters, jointly learning relationship descriptors
(similar to topics in topic models) and the manner in which realized descriptors
change over the course of novels. In this way, the model describes the dynamics of
how language used to describe characters interacting with each other changes over
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the course of fictional texts.
Ferraro and Van Durme (2016) give a model integrating various levels of
event information of increasing abstraction, evaluating both on coherence of in-
duced templates and log-likelihood of predictions of held-out events.
Peng and Roth (2016) give eight different Language-Model-style sequence
models mediated by automatic FrameNet parses (Baker et al., 1998), using two
sequence-construction setups and four types of Language Model on each. In the first
sequence-construction setup, they construct sequences of evoked FrameNet frames
and intervening discourse markers (using the list of explicit discourse connectives
present in the Penn Discourse Treebank (Prasad et al., 2008)); in the second, they
construct sequences of argument relations to evoked FrameNet Frames, pivoting
around coreference output. That is, the first setup is conceptually similar to the
more global sequences of Chapters 3 and 4 of this document, while the second setup
is conceptually closer to the protagonist-level models of Chambers and Jurafsky
(2008), Chambers and Jurafsky (2009), and Jans et al. (2012). In both setups, they
investigate an n-gram model, the Skip-gram and CBOW models of Mikolov et al.
(2013b), and the log-bilinear language model of Mnih and Hinton (2007). They
show that adding, as a feature to the Illinois coref system (Peng et al., 2015a),
the conditional probability of a mention’s possible argument relation to a FrameNet
frame in the text, conditioned on a possible antecedent’s possibly-evoked FrameNet
argument, provides an improvement on coreference resolution performance.
Ahrendt and Demberg (2016) investigate augmenting the co-occurrence based
multi-argument event system of Chapter 3 by incorporating WordNet-mediated hy-
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pernym information about events’ entity arguments. They find entity hypernym
information to provide substantial improvements on the narrative cloze task across
a number of different corpora.
7.2.3 Model Evaluation
A number of alternative automatic evaluation setups have been proposed for
event-event co-occurrence models beyond the Narrative Cloze (which was proposed
in (Chambers and Jurafsky, 2008) and used generally in this thesis).
Roemmele et al. (2011) describe the Choice of Plausible Alternatives com-
monsense evaluation corpus, which contains 500 development questions and 500
test questions consisting of a single sentence with two alternative causal inferences,
one of which is judged by humans to be much more plausible. For example,
• Premise: The man broke his toe. What was the cause of this?
• Alternative 1: He got a hole in his sock.
• Alternative 2: He dropped a hammer on his foot.
• Premise: I tipped the bottle. What happened as a result?
• Alternative 1: The liquid in the bottle froze.
• Alternative 2: The liquid in the bottle poured out.
This corpus is not large enough to use as a training set.
Modi et al. (2016) describe the InScript corpus, which consists of 1,000
short stories comprising 200k tokens, collected via Amazon Mechanical Turk, in-
stantiating 10 specific scenarios. These short stories are annotated with coreference
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information and event annotations describing which scenario-specific events and
roles are realized by which tokens in stories. Modi et al. (2017) find that script-
based features are empirically useful for the task of Discourse Referent prediction
(determining which entity will be mentioned next, independent of the surface form
realization) on this corpus.
Mostafazadeh et al. (2016) introduced a corpus of crowdsourced short stories
with plausible “impostor” endings alongside the real endings; script systems can be
evaluated on this corpus by their ability to discriminate the real ending from the
impostor one. Roemmele et al. (2017) describe an RNN-based binary classification
model to identify true last-sentences in the five-sentence stories of this dataset.
7.3 Modeling Collections of Events in Other Modalities
A recent body of work investigates the automatic induction of event structure
in different modalities. Kim and Xing (2014) give a method of modeling sequences
of images from ordered photo collections on the web, allowing them to perform,
among other things, sequential image prediction. Huang et al. (2016) describe a
new dataset of photos in temporal sequence scraped from web albums, along with
crowdsourced story-like descriptions of the sequences (and methods for automati-
cally generating the latter from the former). Bosselut et al. (2016) describe a system
which learns a model of prototypical event co-occurrence from online photo albums
with their natural language captions. Incorporating learned event co-occurrence
structure from large-scale natural datasets of different modalities is an exciting line
of future research.
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Kim et al. (2016a) give a method of inducing a restaurant script from data
from five modalities collected by wearable sensors on individuals in a dining set-
ting. They evaluate on predicting states (e.g. “chatting before ordering,” “drink-
ing”) from sensory input, and construct a probabilistic state-transition diagram (rep-
resenting a simple probabilistic script) between the states based on the collected
data.
Fast et al. (2016) describe a system which mines information about activi-
ties and their co-occurrences from a corpus of fiction for the end making of human-
device-interaction more context-aware across devices. Their system is capable of
making predictions about what activities smart device users are going to do next,
given system predictions of users’ current and recent activities. Notably, the au-
thors elicit human judgments from Mechanical Turk about the distribution of events
likely to involve various objects, and compare this distribution to the system’s pre-
dicted actions, in order to measure possible systematic discrepancies between how
events are represented in fiction and how humans judge them to occur in the real
world.
Vondrick et al. (2016a) give a method of leveraging large corpora of unla-
beled data to improve performance on the tasks of predicting labeled actions and
objects in future video frames. They learn to predict future frames’ latent represen-
tations; from predicted future latent frame representations, they can train a network
to predict labels over future frames. Vondrick et al. (2016b) describe an adversarial
model trained to directly predict the pixels of future frames in short videos.
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Iyyer et al. (2017) introduce the COMICS dataset, consisting of 1.2M panels
from approximately 4,000 comic books, with panel and textbox regions automati-
cally segmented and text automatically OCR’d. They evaluate various systems on
three types of cloze-style evaluation: conditioning on previous panels, they evalu-
ate systems’ ability to infer (a) the correct next panel image, without text; (b) the
correct next panel text (with the panel’s image); and (c) the correct correspondence
between the next panel’s textbox regions and the text that goes in them (to test mod-
els of character coherence). They find their various deep models to lag considerably
behind human performance.
7.4 Modeling and Applying Discourse Structure
There is a body of research into models and applications of formal discourse
analysis. The two most commonly-used paradigms for the automated analysis
of formal discourse structure are Rhetorical Structure Theory (RST) (Mann and
Thompson, 1988), represented by the RST treebank corpus (Carlson et al., 2001),
and the Penn Discourse Treebank (PDTB) (Prasad et al., 2008). An RST parse gives
a single tree structure over a document, with the leaf nodes representing elementary
discourse units (minimally discursively meaningful spans of text), and the edges
between nodes labeled with a closed set of relation types; see Mann and Thompson
(1988) for more details. The PDTB gives annotations of discourse relations in text,
consisting of pairs of spans of text in a document related to each other by a closed
ontology of discourse relation types; a relation instance is either triggered by an
explicit discourse connective (e.g. “because”, “before”), or it is implicit, lacking
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an explicit discourse connective word. See Prasad et al. (2008) for more details.
We give a brief summary of some prior work on computational models of formal
discourse analysis, some of which uses one of these two frameworks, and some of
which uses other sources of discourse information.
Kalchbrenner and Blunsom (2013b), propose using a Recurrent Neural Net
to model sentences in discourse, which, at each timestep, takes a vector represen-
tation of a sentence calculated using a convolutional neural net. That is, they have
an intra-sentential model of composition (which uses convolution to derive a single
vector per sentence), and the output of this intra-sentential model is fed to an inter-
sentential model, which is trained to classify speech acts (“statement,” “backchan-
nel,” “opinion,” and so on) in a dialogue corpus. They achieve superior results to the
best prior model, which is an HMM-based model (that looks forward into the future,
in addition to only conditioning on past elements, which is what their RNN-based
model does). The intra-sentential composition operation, which is input a fixed-
length vector for each word, iteratively performs convolutions on a per-dimension
basis until arriving at a single fixed-length vector for the sentence.
Jansen et al. (2014) present evidence that discourse information is useful for
question-answering when the questions are more complicated than simple factoid-
type questions. They provide two ways of integrating discourse information into
a reranking system for answers to questions. First, they present a shallow method
which incorporates a closed list of 75 high-frequency discourse markers (e.g. “be-
cause,” “after,”); second, they use automatic RST parses. They find that incorporat-
ing both types of discourse features is beneficial to a number of question-answering
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tasks.
Li et al. (2014), Ji and Eisenstein (2015), and Ji and Eisenstein (2014) use
RNNs for discourse parsing, the task of determining how spans of text in docu-
ments relate to each other from a discourse perspective. Liu et al. (2016b) use a
Convolutional Neural Network for implicit discourse relation classification.
Bhatia et al. (2015) demonstrate that automatically inferred RST parses are
empirically useful for sentiment classification, despite the fact that the system they
use has a fairly low accuracy score (around 60%). They use RST information in
two general ways to help sentiment classification. First, they downweight the im-
portance of words further down in the tree, under the assumption that text closer to
the RST tree’s root node is more discursively important. Second, they propagate
information up the structure of the RST tree, calculating sentiment for the elemen-
tary discourse units at the leaf nodes, and using a recursive composition operation
to calculate sentiment at non-terminal nodes.
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Chapter 8
Future Work
We now describe a number of possible extensions to the work presented
above.
8.1 Improvements to Models
Convolutional Models: Recently, Convolutional Neural Networks (CNNs)
have been shown to be useful for many NLP tasks, proving competitive with RNN-
based methods for many NLP tasks (Kalchbrenner and Blunsom, 2013b; Zhang
et al., 2015; Kim et al., 2016b; Oord et al., 2016; Gehring et al., 2017). CNNs
were generally popularized in the Computer Vision literature (LeCun et al., 1989;
Krizhevsky et al., 2012), where networks take the form of compositions of two-
dimensional convolution operations with intermediate nonlinear pooling operations;
when applied to NLP problems, architectures typically use one-dimensional convo-
lutions instead. Intuitively, the lower-level 1D text convolutions are analogous to
classical n-grams, but operating over word embeddings rather than raw one-hot
tokens; higher-level embeddings capture ordered co-occurrence information over
(possibly overlapping) n-grams. These architectures could be fruitfully applied
to discovering document-level information about paradigmatic co-occurrences of
predicate-argument structures.
Encouraging Diversity of Inferences: If an event co-occurrence system’s
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desired end task is to infer a set or sequence of implicit predicates with arguments,
it may be desirable to enforce diversity of inferences; if a system’s top inferences
are all roughly synonymous, for example, this may not be ideal. A simple mutual
information-based measure, such as the one used to learn pairwise event mutual
exclusion constraints in Li et al. (2013), may be beneficial for encouraging diver-
sity of inferences. Incorporating submodular objectives (Tschiatschek et al., 2017;
Dolhansky and Bilmes, 2016) or using Determinental Point Processes (Kulesza and
Taskar, 2012) may also be fruitful approaches to encourage inference diversity.
Better Bidirectional Sequence Models: In Chapter 4 we investigated one-
directional sequence models, and in Chapter 5 we investigated bidirectional sequence-
to-sequence models, which relied on the hierarchical nature of text sequences (raw
text comprises sequences of sentences, each of which is a sequence of tokens).
Bidirectional RNNs are widely used for sequence-labeling tasks in NLP, but the
best way to incorporate information about the future (in addition to information
about the past) in a sequence model (which iteratively predicts the next timestep’s
input), in settings where that is a meaningful idea, is an open question. Such models
could be useful for inferring implicit events in documents.
Incorporating Additional Signals into Inferences: Additional sources of
information beyond sequences of the types of events under consideration may be in-
formative for making more high-quality inferences. One straightforward but possi-
bly effective means of doing this is by incorporating a high-quality language model
trained on a very large corpus (Venugopalan et al., 2017). One could also con-
ceivably incorporate auxiliary information from other modalities—for example, in-
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corporating statistical models of events as identified in a large video corpus, or a
different model of the sort described in Section 7.3—into a text-based event sys-
tem.
Differentiable Memory: Recently, there has been a great interest in neural
models with various types of differentiable memory, which is amenable to SGD-
based training (Weston et al., 2015; Sukhbaatar et al., 2015; Dyer et al., 2015;
Grefenstette et al., 2015). These models are intuitively appealing for the task of
inferring events from documents, which may require evidence from arbitrarily far
back in a document.
Handling Proper Nouns and Rare Words: There are a number of recent
neural sequence-to-sequence models which, when outputting sequences, can output
either a word from the vocabulary (as in the typical sequence-to-sequence setup) or
output one of the words from the input sequence verbatim (Vinyals et al., 2015a; Gu
et al., 2016; Merity et al., 2017). This is useful for inferring outputs involving proper
names or rare words present in the input, which may be either out-of-vocabulary or
too rare to have reliably informative parameters. These models could be obviously
useful for systems outputting events involving the entities in a document.
Conditioning on More Events: In Section 5.3.3, we presented evidence
that, as the amount of raw text a text-prediction system is conditioned on increases,
performance on the task of predicting held-out text does not necessarily increase.
The extent to which this is true at the level of structured events, which are shorter
and therefore less difficult to backpropagate error gradients through, was not inves-
tigated.
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Expanding the Structure of Formal Events: In the regime of modeling
formal syntax-mediated events, possibly for some extrinsic end-task, the verbs-
with-nominal-arguments setup used in a number of the chapters of this thesis still
fails to capture much important structure. A number of possible ways of expanding
and improving these event structures are:
• Nominal Events: Many nouns introduce states or events (e.g. “carnival,”
“assassination”), and would be informative for a system fruitfully using event
structure. A system which can reliably differentiate such nouns from decid-
edly non-eventful nouns (“car”) may be useful to a script system.
• Stative-Eventive Distinction: Formal semanticists frequently differentiate
between stative verbs (e.g. “know”) describing conditions obtaining over an
interval of time, and eventive verbs (e.g. “open”) describing events taking
place at a certain time. Differentiating between stative and eventive verbs
may be useful for a computational script system. Note that different instances
of a verb type may differ along this axis (compare “he squinted” with “he
squinted constantly because of his vision”)—automatically identifying stative
or eventive tokens is a relatively understudied problem.
• Adding Modals and Modifiers: The structured events considered in this
dissertation do not include many modifiers to verbs. Consider the example:
King Frederick William I nearly executed his son for desertion.
It is clear that the adverbial modifier nearly is very useful for modeling the
text formally using events. Fruitfully incorporating such modifiers (in addi-
tion to modals like “might” or “must”) could benefit script systems.
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• Tense and Aspect: As the stative-eventive distinction mentioned above
changes the calculus of what is described in a text as happening when, so
do tense and aspect, which are very well-described in the linguistics litera-
ture. In the formal-event systems used in this dissertation, “he did eat” and
“he will eat” are treated identically; script systems may benefit from incorpo-
rating such information.
Connections to High-Precision Crowdsourced Scripts: Empirical con-
nections between the high-recall models learned from large corpora, of the sort
considered in this thesis, with the high-precision situation-specific scripts derived
from crowdsourced data (Regneri et al., 2010; Li et al., 2013) are currently not
well-explored. These two general paradigms could be empirically useful to each
other.
Incorporating Temporal Classifiers: The ordered models of predicates and
arguments presented above model sequences of predicates as they occur in docu-
ments, which is not necessarily the same as modeling them in the temporal order
in which they occur in the world. Systems which automatically classify temporal
relationships between events, for example those trained on the TIMEBANK corpus
(Pustejovsky et al., 2003), may be useful for improving and understanding event
co-occurrence models.
Incorporating Formal Discourse Structure Information: There are a num-
ber of formalizations of discourse structure amenable to automatic analysis (e.g.
RST (Mann and Thompson, 1988) and the PDTB (Prasad et al., 2008), described
in Section 7.4). Statistical script systems and systems modeling these other formal
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discourse structures could be mutually beneficial.
Hierarchical RNN Models: There are multiple ways of constructing hier-
archical RNN sequence models in problems with natural multilevel structure (Li et
al., 2015; Sordoni et al., 2015). When modeling, e.g., a sequence of sequences, one
can compose RNN models at both the lowest level and at the higher level, inputting
the latent values from the former into the latter. Such approaches ease the diffi-
culties in backpropagation through long time sequences. As event sequences are
naturally modeled as sequences of sequences, such models may be usefully applied
to models of events in sequence.
Structured Inference and Ensembling: The task of predicting structured
events is a structured inference task. The neural methods presented above decom-
pose the structured inference into a sequence and decompose the error into the sum
of per-step errors; however, there are other ways to perform structured inference
(Taskar et al., 2005; Weiss et al., 2015). These methods may be fruitful for improv-
ing prediction of structured events. Multiple different structured prediction models
can be ensembled for improved performance (Henderson and Brill, 2000; Cortes et
al., 2014).
Other Ways of Incorporating Scripts into Coreference Systems: In Chap-
ter 6, we investigated a limited number of ways of constructing features for corefer-
ence systems from pre-learned event co-occurrence models. There are many more
conceivable ways of doing so, for example, by directly modeling the relationship
between two potential coreferents’ events. Ideally, script models could be jointly
trained with coreference models, perhaps in a semi-supervised setup, to enable
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learning discourse-level features which are informative for the end-task of coref-
erence resolution.
8.2 New Corpora and Evaluations
Inference-Centered Question-Answering Corpora: There are a number
of recent large-scale question-answering corpora that are large enough to be used
to train large neural models (Rajpurkar et al., 2016; Hermann et al., 2015). In these
corpora, answers to questions typically have direct textual evidence in predeter-
mined relevant passages, and do not require reasoning about implicit events that are
not explicitly stated in text. A large crowdsourced corpus of passages paired with
questions that require inferences about implicit events (similar to Mostafazadeh et
al. (2016) but pivoting around the task of question-answering) could progress the
state of the art of answering questions about information not explicitly present in
text, and would serve as a useful extrinsic evaluation for event co-occurrence mod-
els.
One possible way to construct such a corpus semi-automatically would be to
transform a cloze-style evaluation, as implemented above, into a question-answering
evaluation, by syntactically transforming held-out declarative sentences into queries
(e.g. “Jones died” could be transformed into “who died?”). This is conceptu-
ally similar to the cloze-style evaluation corpus of Hermann et al. (2015), who
turn human-generated summaries into queries; transforming held-out document
sentences into queries would produce an inference-focused, rather than summary-
focused, question-answering corpus. Since many such constructed queries would
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be unanswerable from the text, a crowdsourcing phase could be used to filter out
unanswerable queries, similar to the construction of the LAMBADA corpus (Pa-
perno et al., 2016).
Other Automatic Training and Evaluation Objectives: There is a vigor-
ous debate in the dialog community about the appropriateness of BLEU and other
automatic and unsupervised evaluation metrics for judging dialog system quality
(Liu et al., 2016a). As human judgments are relatively expensive to collect and not
realistic as a direct training objective, it would be beneficial to have clearly mean-
ingful training and evaluation objectives that correlate convincingly with human
judgments or some other extrinsically meaningful metric (a number of which are
enumerated below).
Comparing to Human Performance on Inference: We presented human
evaluations of script inference systems, wherein human annotators are asked to
judge the quality of automatic inferences. We have not, however, gauged hu-
man performance on the task of making inferences directly. The human ratings
of human-generated inferences would provide a meaningful performance ceiling.
Investigating Genre Effects: Different genres of text will yield different
behavior with respect to co-occurring predicate-argument structures. For exam-
ple, some genres of documents will tend to be more organized in temporal order
than others, some genres will tend to be more focused on single individuals than
others, and so on. Simonson and Davis (2015, 2016) give a number of results quan-
tifying the relationships between narrative schemas automatically extracted from
newswire and the categories and topics of the documents from which they were
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extracted. Further quantifying the differences between genres and the effects these
differences have on NLP systems, including event co-occurrence models, may be a
useful direction for future work.
Fine-Grained Analysis of Human Evaluations: We presented multiple hu-
man evaluations, wherein annotators were asked to rate the quality of inferences
from text. The extent to which different properties of the inferences—grammaticality,
prior probability effects, and so on—affect ratings could be elucidated with further
focused crowdsourced evaluations.
Fine-Grained Analysis of Automatic Evaluations: There are presumably
many different phenomena contributing to systems’ behavior under the narrative
cloze evaluations. For example, different systems are biased toward the unigram
distribution to different extents and in different circumstances. Identifying and clas-
sifying the conditions in which systems predict common events, and those in which
they predict more rare events, for example, could yield insights into the patterns
learned by different script systems.
8.3 Possible Extrinsic Applications
Summarization: Models of events in sequence as they occur in documents
could be fruitful for improving automatic summarization systems. Barzilay et al.
(2002) give evidence that the relative chronological ordering between events is em-
pirically useful for multi-document news summarization; presumably, more general
script information could be similarly useful in similar tasks.
Zero-Anaphora Resolution: In so-called pro-drop languages, anaphoric
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pronouns may be omitted if the antecedent is clear from context (Mitkov, 2002).
The task of resolving these non-realized gap pronouns, called zero anaphora or null
anaphora resolution, is more challenging than anaphora resolution in a language
with obligatory surface realization of pronouns (Iida et al., 2006; Chen and Ng,
2013). Event co-occurrence knowledge could be useful for the related tasks of
identifying zero anaphors and resolving them.
Syntactic Parsing: Prepositional Phrase attachment ambiguity haunts syn-
tactic parsers. Consider the following sentences:
• After taking the witness stand, she read aloud her testimony to the court.
• After taking the witness stand, she read aloud her letter to the shareholders.
In the first example, to the court modifies read, whereas in the second, to the share-
holders almost certainly modifies letter. Knowing that, after taking the witness
stand, people frequently read things to the court would help resolve this ambiguity.
The extent to which such world knowledge can be empirically useful to syntactic
parsers, and the methods of incorporating such knowledge, are open questions.
Winograd Schema Challenge: As described in Section 6.4, there are a
number of small Winograd Schema Challenge evaluation corpora (Levesque et al.,
2011), which are collections of hard coreference problems requiring world knowl-
edge to resolve. Peng et al. (2015b) augment a general-purpose coreference reso-
lution solver with features targeted to WSC problems. The augmented coreference
systems we presented in Chapter 6 have not been evaluated on these corpora.
Computational Creativity: There have been a number of efforts applying
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similar models to those presented above to either aid humans in creative endeavors
or to automatically generate text recognizable as creative in some way (McIntyre
and Lapata, 2009; Roemmele, 2016; Khalifa et al., 2017; Martin et al., 2017). As
models of co-occurring events improve, they will be increasingly useful to efforts
in computational creativity.
Relation Extraction: A good deal of investigation has been done into ex-
tracting formal structured relations between entities from unstructured text (Culotta
and Sorensen, 2004; Riedel et al., 2013); the process can in some cases be aided by
mining databases of facts (Nahm and Mooney, 2000). Script inferences could, in
principle, be used to improve recall of information extraction systems in a similar
way: if a relation is not explicitly expressed in text, but is very probable according
to an event co-occurrence model, based on the text of the document, this may be an
informative feature to a relation extraction system.
Other Applications of Bidirectional Sequence-to-Sequence Models: To
our knowledge, the bidirectional sequence-to-sequence framework used in Chapter
5 is not widely explored. It is, in principle, applicable to any problem with two
layers of sequential semantics: if something can be modeled as a sequence of se-
quences, then, when decoding an individual sequence, encoded prior and posterior
sequences may be useful. This could conceivably be applied to tasks such as op-
tical character recognition error correction, imputation of missing data, or building
predictive autoregressive models of cyclical time-series data.
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Chapter 9
Conclusions
To summarize briefly, the main contributions of this thesis are as follows:
1. We describe a method of incorporating multiple arguments into predicate-
argument structures used for a model of event co-occurrence (Chapter 3). We
find that this allows for more predictive models, particularly in the sense that
predicates and single arguments are better predicted by the multi-argument
model.
2. We describe a method of modeling sequences of predicates with arguments
using Recurrent Neural Networks (Chapter 4) which, through the lexical gen-
eralizability allowed by low-dimensional embeddings, are capable of model-
ing a large vocabulary of noun information about arguments. These models
provide superior predictive performance of predicate-argument sequences.
3. We investigate the use of raw-text-level RNN-based encoder-decoder mod-
els for the task of modeling sequences of more structured events (Chapter
5). We find such models, which do not require language-specific parsers, to
perform comparably to the direct models of sequences of predicate-argument
structures, and to be better at producing text describing events.
4. We investigate the use of features from RNN-based encoder-decoder mod-
els for the task of noun coreference identification (Chapter 6). We find some
of these features to be marginally beneficial for top-level precision (at the
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expense of recall), and beneficial for a restricted class of very difficult coref-
erence problems.
We have investigated a number of ways of using neural nets to infer implicit
predicate-argument structures from documents, modeling them directly or implic-
itly in modeled raw text, and we have presented a preliminary evaluation of such
models’ utility for the task of coreference resolution. Hopefully, such models can
be improved in the future, and will prove useful for other downstream tasks. The
connections between models of events as expressed in text and models of events
as they occur in the world are still largely unexplored, as are applications of such
models to many extrinsic end-tasks. We look forward to continuing some of the
many exciting threads of future work in the area.
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