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Abstract
The gas mixture in the contact gap of a low-voltage circuit breaker post current-zero
is characterized by a high degree of non-equilibrium. This partially-ionized mixture,
which includes air, metal vapor and plastic vapor, is subjected to a transient recovery
voltage post current-zero. This gas mixture, however, does not retain its dielectric ca-
pability instantaneously and as a consequence, is susceptible to dielectric breakdown
post current-zero. Dielectric breakdown strength is characterized by a positive value
of net ionization coefficient, which is the difference between ionization and attachment
coefficients. A significant effort is directed in this work towards addressing effects of
kinetic and chemical non-equilibrium on net ionization coefficient including the effects
of a non-Maxwellian distribution of electron energies. The generalized distribution func-
tion is obtained from a Boltzmann equation solver. The effects of metallic and plastic
vapors on dielectric breakdown strength at atmospheric pressure after current-zero for
low-voltage circuit breaker applications have been investigated in this work. The effects
of vibrationally-excited diatomic species and electronically-excited monatomic species
on breakdown strength are also presented. The excited species are observed to lower
the breakdown strength. The overall objective of this proposed research is analyzing
the important factors contributing to the dielectric breakdown in a low-voltage circuit
breaker post current-zero, which is a complex electro-hydrodynamic problem. Working
towards this objective, a simplified and generalized framework is developed to predict
the possibility of dielectric breakdown in a realistic low-voltage circuit breaker. It is
expected that the current approach will provide quantitative comparisons between dif-
ferent metallic and plastic vapor combinations observed in realistic circuit breakers.
The numerical results have been observed to predict reasonably the possibility of break-
down with available experimental data, particularly for air and metal vapor mixtures.
This approach is the first step towards addressing realistic non-equilibrium conditions
prevailing in an LVCB after current-zero and the results will be a valuable tool for
suggesting improvements in dielectric interruption ability of LVCBs.
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Chapter 1
Introduction
1.1 Background
Industrial installations and household appliances utilize electrical energy for their func-
tioning. A stable operation of these devices requires effective protection against possible
fault (or short-circuit) currents originating from the electrical current source. For this
purpose, incorporating switching elements becomes imperative. The peak currents flow-
ing through these devices range from a few amperes in a household appliance to several
kilo-amperes in an industrial installation and the short-circuit currents have been ob-
served to reach even an order of magnitude higher in both cases. These short circuit
currents generate intense electro-mechanical stresses and heat fluxes which could result
in considerable loss of life and property in the absence of appropriate circuit inter-
rupters. The general term “circuit breakers” [1] is designated to switching elements
which interrupt short-circuit currents and prevent damages to electrical devices. The
chief function of a circuit breaker is to suitably connect (or disconnect) the electrical
current flow to the load and this is achieved through engaging (or disengaging) electri-
cal contacts present within them. After detecting a short-circuit current, the electrical
contacts automatically separate resulting in a high current electrical arc discharge. The
observed temperatures in the core of the generated electric arc are usually in the range
of 20,000-30,000 K and in order to prevent significant erosion or melting of the circuit
breaker components, a suitable mechanism is devised to instantaneously (upon separa-
tion of contacts) drive the arc away from the contacts region and eventually extinguish
1
2the arc.
Figure 1.1: A sample low-voltage circuit breaker used in a CFD simulation [2].
In this research project, we focus our attention on alternating-current low voltage
circuit breaker (LVCB) and will now briefly explain the mechanism of extinguishing the
arc in a typical LVCB shown in figure 1.1. In the normal operating mode, the sinusoidal
input current flows through the engaged contacts in the direction indicated using red
arrows. Detection of a fault current, which could occur anytime within a cycle, results in
separation of the movable contact from the fixed contact and creation of an electric arc.
The current in the conducting parts of the breaker induces a magnetic field B (pointed
outward to plane of the figure) perpendicular to the electric current density j in the
arc, which in turn creates a convective cross-flow generated by a pressure gradient (∇p)
equivalent to the electro-magnetic Lorentz force (j ×B). This cross-flow is necessary for
moving the arc away from the contacts into the splitter plates. Furthermore, the larger
arc is broken down into smaller arcs in the rack of steel splitter plates, within which
the smaller arcs get elongated, cooled and extinguished owing to the ferromagnetic
properties of iron. Most importantly, the arc extinction is aided by the AC current
dropping to zero twice within a cycle. This state, when the arc has been completely
extinguished and the AC current reaches zero, is commonly referred to in literature as
current zero (CZ). It is worth mentioning here that in all the circuit breakers, there
is a small time delay of a few nanoseconds (ns) between arc generation and cross flow
3initiation. As a result, a substantial erosion of the metallic contacts, copper, iron and
tungsten for example, has been observed under experimental conditions. Electronegative
gases, air and SF6 for example, are highly favored as the gaseous medium in a circuit
breaker owing to their ability to form anions by quenching excess electrons from the
highly ionized state. Even though the highly electronegative SF6 gas could be employed
as the medium for transporting the high current arc away from the contacts, atmospheric
pressure air is preferable since SF6 gas has an extremely high global-warming coefficient.
1.1.1 Thermal and dielectric breakdown
The contact gap after CZ is filled with a high temperature (on the order of 1,000 K)
and weakly-ionized plasma, meaning that a residual electrical conductivity is present
after CZ. In addition to the metallic contact erosion mentioned earlier, erosion of plastic
side walls has also been reported in an LVCB. Owing to the inductance and capacitance
of the circuit, which is characteristic of the circuit designed for a specific application, a
rapidly rising transient recovery voltage (TRV) of several Volts per microsecond appears
across the contacts a few microseconds (µs) after CZ. The time between the occurrence
of CZ and appearance of TRV is known as the delay time and controlled experiments can
Figure 1.2: Characteristics of: (a) Thermal breakdown. (b) Dielectric breakdown. [3]
be performed for different stipulated delay times. Even though delay times of several µs
have been considered in controlled experimental set-ups [3], the delay times are on the
4order of ns in reality. This means that the TRV appears almost instantaneously post-CZ
compared to other fluid dynamic time scales. In general, the greater the delay time the
greater is the temperature drop of the plasma and the recovery of dielectric properties
owing to the cooling during the delay time has been termed in the literature as “free
recovery”. In order to improve the interruption capability of the LVCB, the hot gaseous
mixture needs to be cooled rapidly to eliminate residual currents which might grow
rapidly and thereby retain its dielectric capabilities. In literature, the terms breakdown
and arc re-ignition have occasionally been used interchangeably. Based on experimental
investigations [3], the gaseous mixture could be subjected to two types of breakdown
- (a) Thermal breakdown or (b) Dielectric breakdown. Although a strict distinction
between these breakdowns is somewhat arbitrary, the characteristics of these two types
shown in figure 1.2 are observed to be different. The thermal breakdown, in figure
1.2(a), has been characterized by an increase in gas temperature within the contact gap
due to Joule heating effect of the recovery current flow. The increasing temperature
further increases the electrical conductivity and hence, the recovery current increases
steadily till the point of voltage collapse. The recovery voltage drops slowly before
the voltage collapse. On the other hand, the dielectric breakdown shown in figure
1.2(b) is associated with a sudden collapse in the voltage across the gap associated with
flow of negligible recovery current. The recovery voltage is not observed to droop and
remains constant unlike for thermal breakdown. Also, the recovery times corresponding
to dielectric breakdown are higher compared to those of thermal breakdown. In this
research project, we focus our attention particularly towards dielectric breakdown of a
hot gaseous mixture in the time zone between (i) a few µs before attainment of CZ and
(ii) several milliseconds (ms) after attainment of CZ.
1.1.2 Streamer/spark breakdown
The quenching medium in a typical low-voltage circuit breaker is mostly air at around
atmospheric pressure, which behaves like a good electrical insulator at low tempera-
tures. When an electric field E is applied across a dielectric gap of length d containing
air at pressure p, the gap begins to conduct a small electrical current whose magni-
tude depends on the operating parameters (E, p and d). An electrical breakdown of a
dielectric gap can be defined as a transition from an insulating to a conducting state.
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down voltage (Vs) and (2) free electrons exist in the gap. Two mechanisms of electrical
breakdown have been subject to extensive research (1) Townsend mechanism and (2)
streamer mechanism. Llewellyn-Jones [4] quantified the importance of the parameter
“pd”, the product of pressure and gap distance, towards classifying the breakdown as
either belonging to Townsend or Streamer type. Depending on whether “pd” is less or
greater than 1000 Torr-cm, Townsend mechanism or streamer mechanism quantify the
breakdown behavior accurately. Hence, for the high pressure (greater than atmospheric
pressure) gas mixture observed in circuit breakers under our consideration, the break-
down behavior is expected to have characteristics closer to the streamer mechanism.
The streamer breakdown is an electrode independent, highly transient and complicated
nanosecond scale mechanism suitable for high pressure discharges. An electron emit-
ted from the cathode is accelerated by the applied electric field and generates several
electron-ion pairs in collisions with neutral molecules during its flight towards anode.
These electrons multiply in number in subsequent collisions resulting in the formation
of a primary electron avalanche which is a pre-requisite for any breakdown mechanism.
Owing to their higher mobilities, the electrons in the avalanche travel significantly faster
towards the anode while the positive ions remain more or less stationary. When the elec-
tron number density within the avalanche attains a significant amplification ( 1012cm−3),
the generated space charge electric fields due to the charge separation can be of the or-
der of the applied electric field leading to breakdown. Streamers are weakly ionized
filaments or channels formed from the primary avalanche in a strong electric field and
grow towards either or both the electrodes. There are two types of streamers observed
in experiments. In the first case, called the cathode-directed or positive streamer, the
streamer is initiated from the anode surface after the avalanche reaches the anode and
it propagates towards the cathode. In the second case, called the anode-directed or
negative streamer, the space charge fields in the primary avalanche, which has not even
travelled far from the cathode, become so high that the avalanche gets transformed into
a streamer and grows towards the anode. Although experimental verification at high
temperatures has not yet been conclusive, it is currently hypothesized that the growth
of streamers is due to secondary electron avalanches created through photo-ionization
process, by photons emitted from excited atoms in the primary avalanche. The streamer
6mechanism neglects the effects of secondary electrons created at the cathode, which is
central to the Townsend mechanism.
1.2 Motivation
Dielectric breakdown or re-ignition has been observed to drastically reduce the perfor-
mance and lifetime of an LVCB [5]. Based on our literature study, both experimen-
tal [6, 7] and numerical works [8, 9] on analyzing dielectric breakdown in high-voltage
circuit breakers (HVCB) utilizing SF6 have appeared earlier compared to breakdown
studies of compressed air in LVCBs. This is primarily because the trend towards uti-
lizing alternatives to SF6 in an LVCB began in the last decade. Furthermore, in the
recent years, there is an increasing trend towards miniaturization of residential circuit
breakers. Apart from the complex geometry of the LVCB which requires complicated
and time-consuming set-ups for detailed experimental investigations, set-ups aimed at
reproducing or repeating the experimental results are not only difficult [3] but also ex-
pensive. The lack of repeatability of experimental results can also be attributed to the
stochastic nature [10] of dielectric breakdown. Additionally, the time duration between
the high-current arc initiation to the eventual dielectric breakdown is on the order of
several ms, while that between arc extinction to breakdown is on the order of several µs.
To summarize, dielectric breakdown is a multi-timescale process, which within complex
LVCB geometries is difficult to be captured and the experimental results are difficult
to be repeated. Hence, it becomes imperative to model numerically the underlying
phenomena in a breakdown in order to improve the performance and lifetime of an
LVCB.
Several numerical works have addressed the time period between contact separation
and extinction [11, 12] in an LVCB. On the other hand, the numerical models which
have proposed to predict breakdown in an LVCB [13] usually address thermal rather
than dielectric breakdown. Much of the previous research published regarding dielectric
recovery characteristics of air mixtures around CZ were found to: (i) be either purely
experimental resulting in fitting simple empirical correlations for the obtained experi-
mental data, or (ii) have significant simplifying assumptions like Local Thermodynamic
Equilibrium (LTE), or (iii) neglected important effects pertaining to metallic or plastic
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by the need to develop numerical models capable of describing dielectric breakdown,
including realistic non-equilibrium effects and involving air, metal vapor and plastic
vapor mixtures, within complex LVCB geometries.
1.3 Scope of the thesis
Dielectric breakdown post-CZ in realistic 3D circuit breaker geometries is a multi-time
scale, non-equilibrium electro-hydrodynamic problem. The arc plasma fluid dynamics
within complex geometries including electro-magnetic effects, in the time interval be-
tween arc formation to extinction, was analyzed by Ru¨mpler [14] for air-metal vapor
mixtures. The important assumptions in his work include: (i) “one-fluid” formulation in
which air and metal vapor are considered to be individual components, (ii) LTE which
implies chemical and kinetic equilibrium, (iii) Laminar flow, and (iv) negligible transient
electro-magnetic effects. Ru¨mpler’s flow solver, which was recently extended to include
plastic vapor effects, will be utilized in the current work to capture fluid flow beyond
arc extinction to a few milliseconds (ms) post-CZ. His solver has been demonstrated to
capture thermal breakdown but it is incapable of capturing dielectric breakdown owing
to the LTE assumption. The current work squarely aims to address this drawback by re-
laxing the LTE assumption while obtaining requisite fluid-dynamic variable inputs from
the flow solver. This thesis describes the development of a generalized framework for
evaluating dielectric breakdown post-CZ within an LVCB, considering air-metal-plastic
vapor mixtures and incorporating realistic non-equilibrium processes. This work also
explains the implementation of this framework in simplified 2D geometries and it is ex-
pected that extensions to 3D geometries will be straight-forward, albeit computationally
expensive.
One of the most important non-equilibrium effects considered in this work is the
generalized non-Maxwellian electron-energy probability function (EEPF), observed ex-
perimentally post-CZ. This is primarily owing to the appearance of the TRV, resulting
in significant deviations from a Maxwellian EEPF. We have ascertained that assuming
8a Maxwellian rather than a non-Maxwellian EEPF for electron-impact collision pro-
cesses, like excitation and ionization, would yield erroneous results for the highly non-
equilibrium state observed post-CZ. An important consequence of a non-Maxwellian
EEPF is kinetic non-equilibrium, in which the electron temperature (Te) is different
from the heavy-species temperature (Th). Additionally, chemical non-equilibrium stem-
ming from finite-rate chemical kinetics prevails post-CZ. Henceforth, an efficient and
stable reaction kinetics solver (CHEMKIN [15], DVODE [16], CHEMEQ2 [17]) is re-
quired in which the reaction rates for electron-impact collision processes are obtained
as inputs from a Boltzmann-equation solver (ELENDIF [18], BOLSIG+ [19]). Even
though significant initial effort was dedicated towards integrating the solvers CHEMKIN
and ELENDIF, it was determined from our subsequent investigations that the soft-
ware ZDPlasKin [20] already provides the integrated capabilities of BOLSIG+ and
DVODE. Moreover, we have also developed an in-house kinetics solver upon integrat-
ing CHEMEQ2 and BOLSIG+, programmed using FORTRAN-90. Finally, the kinetic
effects of higher-energy excited species, which have been observed to play an important
role in electron-impact ionization and attachment processes, have also been included in
this work.
In the following paragraphs, a few other important effects, which are beyond the
scope of current thesis but will be considered in future, are briefly addressed for the
sake of completeness. Firstly, the flow solver has not been updated to consider ki-
netic non-equilibrium which would entail an additional energy conservation equation
corresponding to the electrons. This is referred as non-LTE model in literature and
has been observed to provide closer agreement with experimental results for thermal
plasmas, compared to an LTE model [21]. For plasmas in kinetic non-equilibrium,
thermodynamic and transport properties need to be calculated considering this temper-
ature dissimilarity. Accurate transport properties for general two-temperature thermal
plasmas have been calculated by Rat et al. [22]. Their calculation results for two-
temperature argon plasmas assume chemical equilibrium [23]. The general framework
developed in current work can be easily extended to calculate two-temperature prop-
erties in future. The additional complexity introduced by the current work is that of
chemical non-equilibrium. Calculation of thermodynamic and transport properties con-
sidering chemical non-equilibrium with three simple reactions for oxygen plasma has
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terized by a parameter “r”. This parameter is defined as the ratio of a modified rate
constant accounting for chemical non-equilibrium to the equilibrium rate constant and
is expected to be in the range between 0.7 and 1.5 for the oxygen cutting torch under
their investigation. However, as to date, the number of reactions in the current study for
the simple case of air-metal vapor mixture is around 168 and hence, following a similar
procedure would result in significant computational cost. Depending on the determined
numerical complexity, the effects of chemical non-equilibrium on these properties would
either need to be addressed or certain simplifying assumptions be made to reduce com-
putational effort and cost. As to date, the equilibrium flow solver utilizes look-up tables
and an interpolation mechanism to obtain properties corresponding to the following
input parameters: (a) heavy particle temperature, (b) pressure and (c) mass-fractions
of air, metal vapor and plastic vapor.
After the arc is extinguished and the weakly-ionized gas cools to near ambient tem-
peratures, the metal and plastic vapor within the circuit breaker post-CZ are observed
experimentally to nucleate, condense and agglomerate to form particulate matter. Be-
cause of high collisionality observed in atmospheric pressure gases, agglomeration results
in particle sizes on the order of a few microns (µm). Particle formation and their even-
tual tracking with flow solver is computationally expensive and hence, will be assigned
a lower priority in future work. It has also been observed that metal droplets formed in
the time interval between arc formation and extinction cool down and attach themselves
to the circuit breaker surfaces in the form of protrusions. The contribution of these pro-
trusions towards dielectric breakdown in HVCBs utilizing SF6 gas has been analyzed
by Seeger’s group [25]. Similar simplifications can be considered for gas mixtures in
present work, leading to a refined and accurate breakdown field model in future. Since
the contact material is assumed to be copper in this work, the simplest improvement
that can be introduced at the electrode boundaries is a local “field-enhancement fac-
tor” (β) [26] corresponding to an idealized micro-protrusion (of several possible different
shapes) on the electrode surface. In realistic circuit breakers, alloys of materials with
different thermionic properties like Ag-W (silver-tungsten) and Ag-C (silver-graphite)
in suitable proportions have been employed. The current work is capable of quantifying
the dielectric performance of different metal vapors once electron impact processes data
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for these different electrode materials are obtained.
Experimental work on circuit breakers post-CZ provide evidence on the existence of
turbulent recirculation regions which are responsible for uneven cooling within the con-
tact gap, thereby bolstering non-equilibrium effects [27]. Owing to the inherent modeling
complexities of thermal plasma and extremely small time-scales to capture small-eddy
effects requiring significant computational resources, performing direct numerical simu-
lation (DNS) is simply out of the scope. Researchers have addressed turbulence effects
in thermal plasma using either a k- model [28] or Large-eddy simulation (LES) [21].
Trelles developed an in-house code to address LES turbulence effects for thermal plasma
in a spraying torch using a finite element method. Ru¨mpler’s flow solver, written de-
signed using FLUENT [29], assumes a laminar flow and a possible improvement towards
fluid-dynamic modeling would be to upgrade to a compressible LES model within FLU-
ENT or to consider complete migration to the open-source software Open-FOAM [30].
This effort is of lower priority because of the inherent numerical complexities in transi-
tion to turbulent LES model.
The thesis is organized into the following chapters:
• Chapter 2 briefly covers the literature survey corresponding to the subjects pre-
sented in this thesis.
• In Chapter 3 the overall methodology or approach, including the assumptions, of
this thesis is explained in detail. The theory and numerical procedures required
to obtain properties of general gas mixtures are also described.
• Chapter 4 describes the dielectric, thermodynamic and transport properties of the
dielectric fluid in an LVCB - compressed air.
• Chapter 5 presents the effects of metal vapor inclusion on the properties of com-
pressed air.
• Chapter 6 addresses the impact of plastic vapor on specifically the dielectric prop-
erties of compressed air-metal vapor mixtures.
• Chapter 7 provides a comparison of dielectric breakdown prediction results based
on current work with those from available experimental data, for air-copper mix-
tures alone.
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• Chapter 8 summarizes the conclusions from current work and provides directions
for future work.
• For the sake of clarity, elaborate information on calculation of transport and di-
electric properties in Chapters 4-6 have been relocated to the Appendices. In
particular, the Appendices provide additional details on the dielectric breakdown
field calculations for air-metal-plastic vapor mixtures of interest in the current
thesis.
Chapter 2
Literature review
In this chapter, we provide an overview on the literature study which helped formu-
late our approach to analyzing dielectric breakdown in LVCBs. Some of the earliest
experimental and numerical works on dielectric breakdown post-CZ pertain to gas-blast
HVCBs employing SF6 gas. Hence, we first begin by summarizing the work on arc reig-
nition in gas-blast HVCBs. In a gas-blast circuit breaker, a relatively colder quenching
gas (SF6) is accelerated through a nozzle and directed across the arc at high velocities
near current-zero. However, the gas mixtures in the current work employ compressed
air, which upon arc extinction get contaminated with metal and plastic vapors. Hence,
studies analyzing dielectric breakdown in compressed: (i) air, (ii) air-metal vapor and
(iii) air-metal-plastic vapor will be presented subsequently.
The first analytical theory concerning arc interruption, named “race theory”, was
formulated by Slepian [31]. The race theory can be considered the most simplified
statement regarding dielectric breakdown and postulated that for a successful arc inter-
ruption, the rate of dielectric strength increase must be faster than the rate of recovery
voltage increase. In other words, the dielectric strength of the cathode sheath formed
after CZ needs to be greater than the critical breakdown field of the gaseous medium.
When the rate of electron loss mechanisms, electron attachment and ion recombination
for example, is greater than the rate of rise of TRV, a successful interruption results.
Qualitatively speaking, dielectric breakdown can be viewed on the basis of two com-
peting processes (a) ionization (and detachment) and (b) attachment (and recombi-
nation). The multiplication of electrons due to creation of new electron-ion pairs is
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quantified using the ionization coefficient (α), while the loss of electrons stemming from
the formation of anions in an electronegative gas is quantified using the attachment co-
efficient (η). The difference between the ionization and attachment coefficients (α− η)
is termed the effective or net ionization coefficient (α¯), and breakdown is said to occur
when α¯ has a positive value. Our approach towards analyzing dielectric breakdown in
the proposed research work primarily involves: (a) quantifying the effective ionization
coefficient and (b) determining the factors which lead to its positive value. In this
research work, dielectric breakdown in a complex geometry is characterized by the for-
mation of a conductive channel between the metallic contacts, across which the TRV
appears. An important topic of interest with regard to dielectric breakdown of com-
pressed gases is the streamer tracking in a quiescent gas. Depending upon whether a
transition to streamer to leader is possible, the streamer is expected to result in a spark
breakdown. Pertaining to channel formation in a circuit breaker, two important terms
used in this chapter need to be defined: (a) Streamer, and (b) Leader. A streamer
is defined as an ionization wave which develops in the quiescent gas, carries a large
space-charge generated electric field at its leading edge and possesses a low electrical
conductivity. A leader is a moderately conducting channel in a gas discharge, possess-
ing an electric field much smaller than that of a streamer channel. Most importantly,
leaders form when the channel temperature exceeds the gas dissociation temperature,
meaning that a leader channel is hotter than the streamer channel.
2.1 Dielectric breakdown in HVCBs
The research work on dielectric breakdown in HVCBs post-CZ have focused mostly on
the interruption capability of SF6 gas. Pedersen [32] considered the possibility of SF6
spark breakdown in non-uniform fields for simplified geometries, through both Townsend
and streamer mechanisms. He derived the breakdown criterion for streamer mechanism,
with the inclusion of electron attachment and photo-ionization effects. The high-energy
photons required for photo-ionization were a by-product of radiative recombination of
electrons and positive ions. Upon application of the streamer criterion to spherical
electrodes with gap lengths (d) 0.5 and 1.0 cm in the pressure (p) range 1-4 atm, the
calculated breakdown voltages were observed to be in excellent agreement with the
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measured voltages for all possible combinations except d = 1.0 cm and p = 4 atm.
Additionally, Pedersen extended his streamer criterion to include the effects of surface
roughness [33] and observed a large reduction in breakdown fields for SF6 compared to
those for a clean geometry. This implies that electrode roughness enhances dielectric
breakdown.
Detailed experimental and theoretical investigations of dielectric recovery in a gas-
blast circuit breaker were performed by Ragaller and his co-workers. Using their exper-
imental set-up, Schade and Ragaller [6] obtained the temperature decay profile post-CZ
upto the time of complete dielectric recovery within the gap. The dielectric recovery was
measured in different geometries by applying several voltage profiles across the contact
gap, at different time instants post-CZ. The measured dielectric recovery were observed
to be dependent upon the voltage profile and the breaker geometry. The theoretical
and experimental results revealed the dependence of the recovery curve on (i) the tur-
bulence in the region close to the stagnation point, (ii) deviations from LTE and (iii)
nozzle geometry. The effects of deviations from LTE towards dielectric breakdown will
be addressed in this work.
More recently, Seeger and his colleagues extended their investigations on dielectric
recovery in compressed air [34] to SF6 gas. Firstly, using a theoretical model for the
protrusion on an electrode surface, they explained in detail a stochastic mechanism of
leader formation and the eventual leader to spark transition [25,35] in a HVCB. Subse-
quently, using an estimated critical electric field strength (Ecrit) for the streamer channel
and their theoretical framework for spark breakdown [36], they compared and observed
satisfactory agreement between the measured and predicted leader inception voltages.
The most important parameters determining the gap breakdown were: (i) streamer
length, (ii) streamer corona charge and (iii) channel temperature at leader inception.
The streamer length and corona charge were observed to be directly proportional to the
average temperature in the streamer region. Also, the channel temperatures necessary
for streamer to leader transition for SF6 were observed to be higher than its dissociation
temperature. The primary and valid assumptions in the theoretical analysis are that
Ecrit is directly proportional to pressure and inversely proportional to the temperature.
However, instead of calculating Ecrit explicitly, Seeger et al. [36] propose a simple scal-
ing law for Ecrit with respect to the critical electric field strength at 300 K (Ecr,0).
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Determining Ecrit accurately for general gas discharges is one of the primary objectives
of current work.
2.2 Dielectric breakdown in LVCBs
The dielectric breakdown mechanism for a strongly electro-negative SF6 gas used in a
HVCB is different from that for a weakly electro-negative air used in an LVCB. It will
be observed later that the inclusion of a plastic vapor containing nitrogen atoms, PA-66
for example, increases the electro-negative nature of the overall gas mixture. In this
section, we briefly describe previous research works on dielectric breakdown in LVCBs.
2.2.1 Critical processes in dielectric breakdown of compressed air
Irrespective of the breakdown mechanism, there are various important processes that
result in dielectric breakdown of air which have been studied by researchers. Contri-
bution of multi-species reaction mechanisms towards breakdown have been explored
in earlier works. Several studies describe streamer propagation in compressed air by
providing detailed kinetic mechanisms contributing to the propagation. The effects
of vibrationally-excited and electronically-excited metastable species of nitrogen and
oxygen on breakdown have been documented by several researchers [37, 38, 39, 40, 41].
Mnatsakanyan and Naidis [42] provide a literature review on charged particle forma-
tion processes including (a) direct ionization, (b) stepwise ionization, (c) associative
ionization, (d) photo-ionization, (e) Penning ionization and loss processes including (a)
electron-ion recombination, (b) production of negative ions in nitrogen-oxygen mixtures.
Naidis [43] simulated the streamer-to-spark transition in non-uniform air gaps occur-
ring in nanosecond timescales and mentioned that the “time delay” between the first
streamer propagation and spark formation depends on the mean reduced electric field in
the gap. Towards explaining this time delay, he emphasized the importance of a kinetic
mechanism which is related to the accumulation of active particles (radicals and excited
molecules) changing the balance between the rates of generation and loss of electrons
due to detachment, recombination, stepwise and associative ionization. A comprehen-
sive set of reaction rates for the afore-mentioned processes in high temperature N2-O2
plasmas has also been presented [44,45]. In this work, some of these important reactions
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contributing to the dielectric breakdown have been included.
Owing to the “one-fluid” formulation of the CFD solver, tracking a streamer is
unfeasible and hence, a simplified methodology is preferred to characterize dielectric
breakdown. The most important parameter with regard to breakdown is the critical
reduced electric field strength (Ecrit/N), which is defined as the reduced field strength
(E/N) for which the effective ionization coefficient (α¯) equals zero. Tanaka [46] ana-
lyzed the variation of Ecrit/N with heavy- particle temperature, considering uniform
electric field and a uniform hot gas between temperatures of 300-3500 K. The chief
conclusion was that the critical electric field strength decreases with increasing heavy
particle temperature between 1500-3500 K and that this decrease results mainly from
NO molecule formation over 1500 K and O2 dissociation over 3000 K. In several of the
afore-mentioned research works, relevant parameters like the reaction rates for electron-
impact collision processes were obtained using the numerical solution of Boltzmann
equation for electron energy probability function (EEPF). However, calculation of the
reaction rates assuming a Maxwellian EEPF or empirical correlations based on the re-
duced electric field (E/N) was also observed. A two-term Boltzmann equation solver is
utilized in current work to obtain a generalized EEPF.
2.2.2 Processes characteristic to dielectric breakdown in an LVCB
Apart from the contributing processes in breakdown of atmospheric air, there are a
few additional processes peculiar to a low voltage circuit breaker. Lindmayer and his
co-workers [11] focused particularly on the numerical analysis of arc motion and split-
ting within the splitter plates for a simplified 3D geometry. Rong et al. [12] devised an
experimental set-up for which good agreement was obtained with arc motion profiles
compared to numerical solutions from a set of 3D magneto-hydrodynamic equations.
However, studies focusing on post current zero dielectric recovery have been restricted
to medium- and high-voltage circuit breakers. Seeger et al. [34] reported experimental
investigations pertaining to dielectric recovery post-CZ using air instead of SF6 as the
fluid for a high-voltage circuit breaker geometry. They focused on the highest temper-
ature region (extinct arc) and plotted the experimental results of breakdown voltage
variation with time for different values of pressures. Employing a streamer breakdown
criterion, they observed good agreement with numerical results for the effective reduced
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ionization coefficient (α¯) from a Boltzmann equation EEPF solver. Shea [47,48,49] ex-
perimentally analyzed the effects of exhaust vent size, chamber wall material (plastic)
and contact material (metal) on dielectric recovery for a realistic medium-voltage circuit
breaker configuration along with different TRV delay times. The cooling of the plasma
within the contact gap was observed to increase with increase in delay time. Based
on his observations, Shea concluded that: (a) increasing the vent areas coupled with
greater air flow rates and, (b) use of PA-66 (Nylon) compared with other plastic materi-
als like POM, resulted in longer breakdown delays and hence better dielectric recoveries.
Tanaka [50] extended his earlier calculations of critical reduced electric field strength
in atmospheric pressure air by including metallic copper contamination. The chief con-
clusion drawn from his calculations was that the presence of even a small percentage of
copper was detrimental to the dielectric recovery of the hot gas mixture, since copper
vapor has a small ionization potential (7.7 eV ) compared to other gaseous species. To
our current knowledge, the CFD and kinetic analysis of Teulet et al. [13, 51] can be
considered to be the first effort towards including low to moderately-high temperature
(< 6000 K) effects of copper and PA-66 vapors in a low-voltage circuit breaker. In their
1D model of a decaying arc, Teulet et al.concluded that the presence of PA-66 results
in an increased rate of cooling of an extinguishing arc. They also mentioned that the
accumulation of soot within the circuit breaker would induce leakage currents leading
to a dielectric breakdown. However, citing a lack of molecular collision cross section
data, they neglected the effects of larger hydrocarbon and condensed species and re-
ported that their results might be erroneous owing to the presence of condensed species
below 3000 K. Nonetheless, their analysis is highly simplified in the sense that rather
than quantifying the dielectric breakdown, they associated the interruption capability
with electrical conductivity values at different locations in the breaker geometry and at-
tributed poorer interruption capability to regions with higher conductivity values (and
vice-versa). As mentioned in the previous subsection, estimation of breakdown fields
including plastic vapor is an important outcome from the current work. Even though,
condensed species number densities are captured in the composition calculations, their
contributions to EEPF and soot formation are out of scope of current research work.
We also attempt to make a quantitative comparison of the breakdown fields obtained
from our finite-rate kinetics composition with those from equilibrium composition.
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Ru¨mpler [14] extended Lindmayer’s [11] work to address arc motion and extinction in
a complex, realistic circuit breaker geometry using a hybrid, parallelized finite-element
electro-magnetic (ANSYS) and finite-volume fluid flow (FLUENT) solver. This solver
employs a “one-fluid formulation” in which the ionizing gas comprising of a mixture
of air and copper is treated as a single fluid. Assumption of Local Thermodynamic
Equilibrium (LTE) in the solver implies the electron and heavy particle temperatures
are equal. Moreover, for calculating the thermodynamic and transport properties of
the ionized gas mixture which depend upon the species mole fractions, the mole frac-
tion values are obtained from the assumption of chemical equilibrium obtained at that
particular temperature. Ru¨mpler’s model includes the effects of metallic vapor which
enters the gap volume through erosion of the metallic contacts and considers a sim-
plified P1 non-gray radiation model. He highlighted the simulation results for (a) arc
voltage variation with time, (b) arc positions along the splitter plates for different arc
current values (1 kA, 2 kA) and erosion rates and observed excellent agreement with
experimental results. His CFD simulation’s duration is extended beyond arc extinction
to a few milliseconds (ms) post-CZ, which would provide the required input datasets
for the current research work. As of date, the CFD solver also includes the effects of
plastic vapor (PA-66) emanating from ablation of side walls.
2.3 Overview of possible approaches
Based on our literature survey, one of the possible approaches would be to track the
streamer breakdown [43, 52] for a general circuit breaker geometry using the following
species continuity equations for each species “p”:
∂np
∂t
+∇ · Γp = Sp, (2.1)
where, the flux ~Γp is given by:
Γp = ±µpEnp −D∇np, (2.2)
where, np represents number density of the species under consideration (electron, pos-
itive ion, negative ion or metastable), µpE is the species drift velocity and D is the
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diffusion coefficient. The mobility µp can be calculated from the EEPF. The term Sp
represents the source term related to the generation and loss of species through re-
actions like ionization, recombination, attachment and photo-ionization. The reaction
rate coefficients can be obtained from the EEPF or experimental data. The equations
for species conservation are coupled and result in space-charge generation which can be
calculated from Gauss’ equation:
∇ ·E = e (n+ − ne − n−)
0
, (2.3)
where, n+, ne and n− are the number densities of positive ions, electrons and negative
ions respectively. With appropriate boundary conditions, the equations (2.1)-(2.3) can
be solved numerically to obtain the number densities of the important species considered.
There are several disadvantages with this approach. Firstly, we consider approximately
150 species including several metastable and hydrocarbon species in this research work
which makes the task of solving the afore-mentioned equations highly cumbersome.
Secondly, this approach has been considered for simpler geometries, while the circuit
breakers under consideration have complex 3D geometries. Finally, there exists a ne-
cessity of adaptive mesh refinement in the vicinity of an avalanche to obtain accurate
values of the electric field distortion, arising from the charge density distribution in
the right-hand side of equation (2.3). Adaptive mesh algorithms are computationally
expensive, especially for complex geometries. Hence, this approach is avoided and is
superseded by a simpler and general approach. The approach followed in current thesis
is explained in detail in the next chapter.
Chapter 3
Computation methodology
3.1 Brief overview
Ru¨mpler [14] has devised a Computational Fluid Dynamics solver, referred to as “CFD
solver” for convenience, for modeling arc motion and extinction in realistic three-
dimensional (3D) LVCB geometries. The CFD solver, written using the framework
of ANSYS/FLUENT software modules, solves fluid flow and electro-magnetic conserva-
tion equations simultaneously. The highlight of the CFD solver is the assumption of a
“one-fluid” formulation, in which the constituent components are taken to be air, metal
and plastic vapor. In this formulation, the species conservation equations are solved
for just the metal and plastic vapors instead of the individual species constituting the
gas mixture and hence, it results in a considerable reduction of the computational time.
The thermodynamic and transport properties required for the relevant conservation
equations are obtained by calculating the species composition assuming chemical equi-
librium. The CFD solver in its current form, which is capable of predicting thermal
breakdown, is insufficient for predicting dielectric breakdown owing to its inability to
capture non-equilibrium effects contributing towards dielectric breakdown. The solver
resulting from this thesis work, referred to as “Kinetics solver” for convenience, obtains
relevant inputs from the CFD solver and predicts the probability of dielectric break-
down along different paths within the LVCB geometry. The probability of dielectric
breakdown is quantified using dielectric breakdown fields, which are calculated with the
inclusion of important non-equilibrium effects observed experimentally.
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tachment (η) coefficients
Breakdown field
Ecrit : (α − η) = 0
T, p yair, ymetal, yplast
E C.S. data
e−-impact rates
TRV, cooling rates
Figure 3.1: Flowchart for the computation methodology
Calculation of dielectric breakdown field requires the following inputs : (a) pres-
sure, (b) temperature and (c) species composition. The species composition depends
upon the mass fractions of constituent components in the mixture and could correspond
to either: (i) chemical equilibrium approximation or (ii) chemical non-equilibrium. In
the few microseconds (µs) before CZ, the gas within the contact gap has tempera-
tures above 10,000 K and hence, is highly ionized. At these high temperatures, the
chemical reactions between the constituent species occur at extremely high reaction
rates. The chemical reactions time scales are on the order of nanoseconds (ns) and
compared to the fluid dynamic time scales on the order of µs, occur almost instanta-
neously. However, when the gas temperature decays rapidly after arc extinction and
the TRV appears after a delay time of few nanoseconds post-CZ, significant deviations
from chemical equilibrium have been observed experimentally. These deviations are
primarily due to non-Maxwellian electron-energy probability function (EEPF) owing to
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higher electric fields and finite-rate chemical kinetic effects owing to lower reaction rates
at temperatures below 8,000 K. One of the key objectives of this thesis is to quantify
the deviation from chemical equilibrium for different possible temperature decay and
TRV profiles post-CZ. In this chapter, we first describe the methodology for calculating
the dielectric breakdown fields with the species composition obtained from chemical
equilibrium assumption. Subsequently, following the high-voltage circuit breaker litera-
ture, we describe the methodology for solving chemical kinetics rate equations to obtain
non-equilibrium species composition. The non-equilibrium species composition, which
includes the effects of convective cooling and non-Maxwellian EEPF based reaction
rates, will be utilized to calculate the dielectric breakdown fields for different temper-
ature decay and TRV profiles. Finally, the deviation between the non-equilibrium and
equilibrium breakdown fields will be tabulated at different time instants.
The overall methodology is presented as a flow chart in figure 3.1. We first consider
the case of chemical equilibrium. Given the pressure(p), temperature (T ) and mass
fractions of air, metal and plastic vapor (yair, ymetal and yplast) from the CFD solver,
the chemical equilibrium based species composition is obtained using the free-energy
minimization technique. Subsequently, for a given electric field (E) and the equilibrium
composition, the EEPF is calculated using a Boltzmann equation solver. The Boltz-
mann solver requires electron-impact collision cross sections (C.S.) as input, which are
gathered from standard databases. The electron-impact reaction rates are then com-
puted using the EEPF and cross sections. Finally, the net ionization coefficient (α¯),
which is the difference between the electron-impact ionization (α) and attachment (η)
reaction rate coefficients, α − η, is calculated. The afore-mentioned steps are repeated
for different values of E until the value of α¯ equals zero and this electric field is termed
the critical electric field or the dielectric breakdown field (Ecrit). In the case of chemical
non-equilibrium, the temperature decay and TRV (or, E) profiles over a stipulated time
interval are taken as input from the CFD solver. The convective cooling rate can be
calculated from the temperature decay profile. The pressure is assumed to be constant
over the time interval which is a valid assumption for post-CZ conditions. Starting from
an initial temperature Tinit and a corresponding equilibrium composition, the finite-rate
kinetics solver calculates the variation of species composition with time by solving the
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reaction rate equations. For the reactions involving electrons, the reaction rates are ob-
tained from the Boltzmann EEPF solver. The species composition, and hence the Ecrit
value, at each time instant are expected to be different from those obtained with the
equilibrium assumption. The magnitude of deviation of the non-equilibrium based Ecrit
value from the corresponding equilibrium value provides an estimate for the validity of
the chemical equilibrium assumption.
3.2 Chemical equilibrium composition
3.2.1 Definition of free energies
The assumption of local thermodynamic equilibrium (LTE) implies thermal, kinetic
and chemical equilibrium. Kinetic equilibrium is particularly relevant for a plasma
where ionized species are present and is observed when the electron and heavy-particle
temperatures are equal. According to the second law of thermodynamics, when a closed
system undergoes a process transforming it from one equilibrium state to the other,
the final state corresponds to a minimum total energy and maximum entropy. The
combined effect of minimized total energy and maximized entropy can be captured with
the concept of “free energy” and for a general process, the change in free energy during
the process between two equilibrium states is less than or equal to zero. In this section,
the two free energies used in chemical equilibrium computations are the: (i) Gibbs free
energy (G) and (ii) Helmholtz free energy (F ). For a general process with the afore-
mentioned inequality, the differentials of G and F for a multi-species system are defined
as [53]:
dG = V dp− SdT +
∑
i
µidxi ≤ 0 and
dF = −pdV − SdT +
∑
i
µidxi ≤ 0, (3.1)
respectively. The equality (inequality) in the above equation corresponds to a reversible
(irreversible) process. The variables p, V , T , S, µ and x denote pressure, volume, tem-
perature, entropy, chemical potential and number of moles respectively. The summation
in the last term indicates the summation over contribution from individual species in
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the multi-species system. It can be observed that G is the preferred state function for
processes involving constant pressure and temperature while F is preferred for processes
involving constant temperature and volume. From (3.1), the chemical potential µi for
a species “i” can be defined as:
µi =
(
∂G
∂xi
)
p,T,xj 6=i
=
(
∂F
∂xi
)
T,V,xj 6=i
(3.2)
In the case of an ideal gas mixture, µi can be derived in terms of the partial pressure
pi (in atm) as:
µi = µ0i +RT ln
(
pi
p0i
)
= µ0i +RT ln p+RT ln
(xi
X
)
(3.3)
where, µ0 is the standard chemical potential at the reference pressure of p0i = 1 atm
and is related to the total partition function Zi,tot through:
µ0i = −RˆT ln (Zi,tot) + h0i , (3.4)
where, Rˆ is the universal gas constant and h0i is the enthalpy of formation at p
0
i and T0.
Also, X=
∑
i
xi is the total number of moles and p=
∑
i
pi is the total pressure. The total
Gibbs free energy G for a multi-species system is given by:
G =
∑
i
xiµi, (3.5)
and the condition for equilibrium a process at constant pressure and temperature can
be obtained from (3.1) as:
dG =
∑
i
µidxi = 0. (3.6)
Similar definitions can be deduced for the total Helmholtz free energy F .
3.2.2 Calculation of total partition functions
From (3.4), it can be observed that the calculation of µ0i for species “i” requires the
knowledge of the total partition function Ztot,i of that species. Ztot,i is the product of
25
the translational partition function Ztrans,i and internal partition function Zint,i:
Ztot,i = Ztrans,iZint,i (3.7)
Using statistical theory, Ztrans,i can be derived as [53]:
Ztrans,i =
(
2pimikTi
h2
) 3
2
, (3.8)
where, mi and Ti refer to the mass and temperature of species “i”. In the case of plasmas
under kinetic non-equilibrium, the electron temperature Te is not equal to the heavy-
particle temperature Th for plasmas under kinetic non-equilibrium. On the other hand,
Ti = Te = Th = T for LTE plasmas. Zint,i corresponds to the different internal modes
of energy, with the electronic mode available for all types of heavy species. Diatomic
and polyatomic species introduce complications since they possess additional modes,
namely rotational and vibrational, compared to the monatomic species. It will be
shown in later subsections that the thermodynamic properties enthalpy (h) and specific
heat (Cp) require the knowledge of Zint,i in addition to the species composition.
Internal partition functions of diatomic species
Zint,i is calculated using the elaborate procedure of Drellishak et al. [54], a brief sum-
mary of which is presented here. Drellishak’s procedure is highly accurate because it
takes into account the coupling between rotational and vibrational energy levels:
Zint,i =
1
σ
∑
e
gee
−Ee/kT∑
r,v
grgve
−Er,v(e)/kT (3.9)
For each electronic energy level “e”, there are several vibrational energy levels “v”
coupled with multiple rotational energy levels “r” and the summation needs to be
performed over all permissible v and r levels for a given e level. The final summation is
over all the allowable e levels. In (3.9), g and E denote the degeneracy and energy of the
suitable energy mode respectively. In particular, the rotational degeneracy is calculated
from the rotational quantum number J using: gr = 2J + 1. σ is the symmetry factor
which is equal to 1 (2) for a diatomic molecule with two different (similar) atoms.
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The coupled vibrational-rotational energy term Er,v(e) can be expressed as a sum of a
vibrational energy term Ev(e) and a rotational energy term Er(e, v):
Er,v(e) = Ev(e) + Er(e, v) (3.10)
Substituting (3.10) into (3.9) results in an expanded expression for Zint,i:
Zint,i =
1
σ
∑
e
gee
−Ee/kTex
vmax∑
v=0
gve
−Ev(e)/kTvib
Jmax∑
J=0
gre
−Er(e,v)/kTrot (3.11)
where, the rotational temperature Trot, vibrational temperature Tvib and excitation tem-
perature Tex need not be equal in general. For LTE plasmas, Trot = Tvib = Tex = T
while for two-temperature plasmas, Trot = Tvib = Th and Tex = Te. In (3.11), the vi-
brational term Ev(e) depends upon the zero-point vibrational energy E0(e), vibrational
quantum number v and spectroscopic constants ωe, ωexe, ωeye and ωeze through [55]:
Ev(e) = E0(e) + hc(ω0v − ω0x0v2 + ω0y0v3 + ω0z0v4), with, (3.12)
E0(e) = 0.5ωe − 0.25ωexe + 0.125ωeye + 0.0625ωeze,
ω0 = ωe − ωexe + 0.75ωeye + 0.125ωeze,
ω0x0 = ωexe − 1.5ωeye − 1.5ωeze,
ω0y0 = ωeye + 2ωeze,
ω0z0 = ωeze
and the rotational term Er(e, v) depends upon J , reduced molecular mass µ and spec-
troscopic constants Be, De, αe, βe, re and ωe through [55]:
Er(e, v) = BvJ(J + 1)−DvJ2(J + 1)2, with, (3.13)
Bv = Be − αe(v + 0.5),
Dv = De − βe(v + 0.5),
Be =
h
8piµcr2e
,
De =
4B3e
ω2e
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It is worth noting that Er(e, v) depends on the vibrational quantum number v. The
list of electronic levels for diatomic species considered in this work, which are required
for the first summation in (3.11), and their corresponding spectroscopic constants are
taken from Herzberg [56].
For numerically determining the second and third summations in (3.11), the upper
limits for J (Jmax), v (vmax) are required. vmax can be determined by assuming that
the dissociation energy D0 (cm−1) is the maximum possible energy level attainable for
a vibrating molecule and using this assumption in (3.12) for each rotationless (J=0)
state:
D0 = ω0vmax − ω0x0v2max + ω0y0v3max + ω0z0v4max (3.14)
The Jenkins-Traub algorithm [57] to find zeros of a general complex polynomial is used
to solve (3.14) and obtain the pair: (v=vmax, J=0). Similar v-J pairs need to be
obtained for each v in the range 0 ≤ v ≤ vmax. The J value is determined by comparing
the minimum “effective” potential of a rotating-vibrating molecule [54]:
Um(rm) = D′e
[
1− e−2βξm
]
+
h
8piµcr2m
J(J + 1) (3.15)
with the minimum from the coupled rotational-vibrational energy sum of (3.12) and
(3.13) for a given v′ [54]:
Um =
E0
hc
+ ω0v′ − ω0x0v′2 + ω0y0v′3 + ω0z0v′4 +BvJ(J + 1)−DvJ2(J + 1)2 (3.16)
In (3.15), D′e (cm−1) is the dissociation energy of the given state measured from the
minimum of the potential curve, rm is the internuclear separation at the potential
minimum, ξ and β are defined as:
ξ =
r − re
re
β =
ωe
4(BeD′e)0.5
(3.17)
respectively. Equations (3.15) and (3.16) are simultaneously solved using a bisection
root-finding algorithm to compute J for a given v′. Henceforth, the desired v-J pairs
are obtained and Zint,i in (3.11) is evaluated.
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Internal partition functions of polyatomic species
Zint,i for polyatomic molecules can be calculated using an extension of the procedure
for diatomic molecules. However, the lack of experimental data for higher vibrational-
rotational energy levels including the ground electronic state precludes an elaborate
calculation of Zint,i for polyatomic molecules. A simplifying approximation termed
the “rigid rotator-harmonic oscillator” model is used, in which Zint,i is expressed as a
product of partition functions for a rigid rotator Zr−r and harmonic oscillator Zh−o at
the electronic ground state of the polyatomic molecule [55]:
Zint,i = geZr−rZh−o, where, (3.18)
Zh−o =
n∏
p=1
[
1− e(− hckT νp)
]−dp
,
Zr−r =
1
σ
kT
hcB0
for linear molecules, and,
Zr−r =
√
pi
A0B0C0
(
kT
hc
)3
for non-linear molecules.
In (3.18), the ground state degeneracy ge, the vibrational frequency νp, vibrational
state’s degeneracy dp and the rotational constants A0, B0, C0 for polyatomic species
in this work are obtained from the NIST-JANAF thermochemical tables [58]. A0, B0,
C0 are the rotational constants in the ground vibrational state related to the principal
moments of inertia IA, IB, IC as:
A0 =
h
8pi2cIA
, B0 =
h
8pi2cIB
, C0 =
h
8pi2cIC
(3.19)
Internal partition functions of monatomic species
Zint,i for monatomic species, owing to the lack of vibrational and rotational energy
modes, is simply the first summation in (3.9) [55]:
Zint,i =
∑
e
gee
−Ee/kT (3.20)
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Theoretically, there are infinite number of states below the ionization limit and this
would result in a divergent summation. However, an upper limit for electronic energy
Emax needs to be specified to numerically obtain a convergent sum [59]. Emax is the
cut-off energy resulting from lowering the ionization potential Ei of the species by a
suitable value ∆Ei using Griem’s criterion [54]:
∆Ei = (Qi + 1)
e2
4pi0λD
, (3.21)
and the summation in (3.20) is performed over all energy levels lower than Emax =
Ei −∆Ei. In (3.21), Qi is the species charge, λD is the Debye length based on species
number densities ni given by:
λD =
 0k/e2∑
j,j 6=e−
Q2jnj/Th + n
2
e/Te

1
2
(3.22)
The first term in the denominator of (3.22) indicates summation over the heavy species
only.
Having obtained the total partition functions Ztot,i and hence, the chemical poten-
tials µi for the species considered in this work, we now proceed to the implementation of
free-energy minimization technique. In this thesis work, the gas mixtures under consid-
eration include the presence of condensed species at temperatures lower than 4000 K.
For the purpose of validating equilibrium composition results at temperatures greater
than 4000 K, the minimization of free energy (3.6) was solved using two different ap-
proaches - (i) White’s method, by solution of a set of linear equations and (ii) Godin’s
method, by solution of a set of non-linear equations using Newton’s algorithm. The char-
acteristic features, inherent advantages and drawbacks of each method will be briefly
discussed in the following subsections.
3.2.3 White’s method - including condensed species
White’s method [60] belongs to the category of gradient-descent based optimization
algorithms and is termed as “Method of steepest descent with a quadratic fit”. This
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method has been extended to include multi-phase condensed species by Eriksson [61].
In order to deal with smaller magnitude scalars, the total Gibbs free energy G in (3.5) is
scaled by the product RˆT and this results in the dimensionless quantity
(
µi/RˆT
)
from
(3.3). The scaled total Gibbs free energy
(
G/RˆT
)
(in mol), including the presence of
condensed species, is written as:
G
RˆT
=
Ng∑
i=1
xgi
[(
µ0
RˆT
)g
i
+ ln p+ ln
(
xgi
X
)]
+
Nc∑
i=1
xci
(
µ0
RˆT
)c
i
(3.23)
where, the superscripts “g” and “c” denote the gaseous and condensed species respec-
tively, while Ng and Nc denote the number of gaseous and condensed species respec-
tively. In this work, White’s method is used to calculate equilibrium composition in
the temperature range 300-6000 K owing to greater computational speeds. The source
of greater computational speed pertains to the evaluation of µ0i . From the previous
subsection, it can be clearly observed that one of the most computationally intensive
portions involve the calculation of Ztot,i, and hence µ0i , for each temperature and pres-
sure input. Fortunately,
(
µ0/RˆT
)
in (3.23) can be calculated straight-forwardly from
the standard quantities
(
G0 −H0) /T and ∆fH0 in the NIST-JANAF thermochemical
tables [58] using the formula:
(
µ0
RˆT
)
=
1
Rˆ
[(
G0 −H0Tr
)
T
]
+
(
∆fH0Tr
RˆT
)
(3.24)
where, H0 and ∆fH0 are computed at standard pressure p0 = 1 atm and reference
temperature Tr = 298 K.
Lagrange’s method of undetermined multipliers is then applied to determine a min-
imum value of
(
G/RˆT
)
in (3.23), subject to the elemental mass-balance relations as
auxiliary conditions:
Ng∑
i=1
agijx
g
i +
Nc∑
i=1
acijx
c
i = bj , (j = 1, 2, ....., Nel) (3.25)
where, aij represents the number of atoms of the jth element in a molecule i, bj is
the total number of moles of the jth element and Nel is the total number of elements.
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The bj (j = 1, 2, ....., Nel − 1) values are determined from the input mass fractions of
air, metal and plastic vapors : yair, ymetal and yplast. In the presence of electrons and
ionic species, electrons are taken to be the final element Nel. The final constraint that
needs to be added to the mass-balance relations is the condition of charge conservation
or electro-neutrality. Electro-neutrality is imposed by setting ai,Nel = Qi, where Qi is
the electric charge of the ith species, and bNel = 0. Using the Lagrange multipliers pij
(j = 1, 2, ....., Nel), the following equations can be obtained for gaseous and condensed
species:
(
µ0
RˆT
)g
i
+ ln p+ ln
(
xgi
X
)
−
Nel∑
j=1
pija
g
ij = 0, (i = 1, 2, ....., Ng), (3.26)
(
µ0
RˆT
)c
i
−
Nel∑
j=1
pija
c
ij = 0, (i = 1, 2, ....., Nc) (3.27)
Expanding the mass-balance constraints (3.25) and gaseous species equation (3.26) in
a Taylor’s series about an arbitrary initial guess of mole numbers (ygi (i = 1, ....., Ng),
yci (i = 1, ....., Nc)) and neglecting second or higher order derivatives, we obtain [61]:
Ng∑
i=1
agijy
g
i +
Nc∑
i=1
acijy
c
i − bj +
Ng∑
i=1
agij (x
g
i − ygi ) +
Nc∑
i=1
acij (x
c
i − yci ) = 0, (j = 1, 2, ....., Nel)
(3.28)
and:
(
µ0
RˆT
)g
i
+ ln p+ ln
(
ygi
Y
)
−
Nel∑
j=1
pija
g
ij +
(
xgi
ygi
)
−
(
X
Y
)
= 0, (i = 1, 2, ....., Ng) (3.29)
respectively where, Y=
Ng∑
i=1
ygi . Rearranging (3.29), we can calculate x
g
i :
xgi = −fi + ygi
(X
Y
)
+
Nel∑
j=1
pija
g
ij
 , (i = 1, 2, ....., Ng) where, (3.30)
fi = y
g
i
[(
µ0
RˆT
)g
i
+ ln p+ ln
(
ygi
Y
)]
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Additionally, a correction term Cj is defined as the deviation of the mass-balance con-
straint from zero, based on gaseous species’ initial guess alone:
Cj =
Ng∑
i=1
agijy
g
i − bj , (j = 1, 2, ....., Nel) (3.31)
Substituting (3.30) and (3.31) into (3.28) and rearranging gives:
Nel∑
k=1
pikrjk +
[
X
Y
− 1
] Ng∑
i=1
agijy
g
i +
Nc∑
i=1
acijx
c
i =
Ng∑
i=1
agijfi − Cj , (j = 1, 2, ....., Nel) (3.32)
where, rjk are elements of a symmetric matrix given as:
rjk = rkj =
Ng∑
i=1
(
agija
g
ik
)
ygi , (j, k = 1, 2, ....., Nel) (3.33)
Finally, summing (3.30) over Ng and rearranging, we obtain:
Nel∑
j=1
pij
 Ng∑
i=1
ygi a
g
ij
 = Ng∑
i=1
fi (3.34)
Thus, (3.27), (3.32) and (3.34) form a system of (Nc + Nel + 1) linear equations cor-
responding to the (Nc + Nel + 1) unknown variables: xci (i = 1, 2, ....., Nc), pij (j =
1, 2, ....., Nel) and [X/Y − 1]. Once pij (j = 1, 2, ....., Nel) and X/Y are obtained from
the solution of these equations, xgi can be calculated from (3.30).
Iteration steps for a converged solution
Step 1: Given a suitable initial guess yi (i = 1, 2, ....., Nc + Ng), the mole numbers
xi (i = 1, 2, ....., Nc + Ng) are determined by simultaneously solving the set of linear
equations.
Step 2: The xi need to be non-negative. If xi ≥ 0, they are used as the initial guess
y′i for the next iteration. In other words, the value of λ (0 ≤ λ ≤ 1) in:
y′i = yi + λδi
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is set equal to 1. Here, δi is the deviation of xi from yi: δi = (xi − yi).
Step 3: In general, however, Step 1 yields negative mole numbers for several species.
In such cases, the goal is to obtain a λmin which results in positive mole numbers y′i.
Using y′i as the mole number values in (3.23) and taking the derivative with respect to
λ, we get:
d
(
G(λ)
RˆT
)
dλ
=
Ng∑
i=1
δgi

(
µ0
RˆT
)g
i
+ ln p+ ln

ygi + λδ
g
i
Ng∑
i=1
(ygi + λδ
g
i )

+
Nc∑
i=1
δci
(
µ0
RˆT
)c
i
λmin is the greatest number for which the derivative is negative.
Step 4: For faster convergence towards the solution, the species with mole fractions:
y′i∑
i
y′i
≤ 10−5
are removed for the next iteration.
Step 5: Repeat steps 1-4 until the following convergence criterion is satisfied:
Ng+Nc∑
i=1
(
y′i − yi
yi
)
≤ 10−5
3.2.4 Godin’s method - excluding condensed species
In this thesis work, Godin’s method [62] has been used primarily to obtain the equilib-
rium composition at high temperatures (> 4000 K) where condensed species are absent.
Some of the advantages of this method include: (i) significant reduction in the num-
ber of unknowns to be calculated for multi-species systems and (ii) easy extension to
calculate the chemical composition of two-temperature plasmas for temperatures upto
50,000 K. This method minimizes the total Helmholtz free energy F formulated using
particle numbers N or number densities n = N/V , instead of mole numbers x:
dF =
∑
i
µidNi = 0. (3.35)
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where, F for an ideal gas mixture is determined using statistical theory as [62]:
F = −kT
∑
i
Ni
[
ln
(
Ztot,i
ni
)
+ 1
]
(3.36)
and the chemical potential µi is defined in slightly different terms compared to the last
equality in (3.2):
µi =
(
∂F
∂Ni
)
T,V,Nj 6=i
= −kT ln
(
Ztot,i
ni
)
(3.37)
In this subsection, the subscripts in Ztot will be dropped for convenience and the total
partition function will be symbolized by Z. We assume that there are Nsp species and
Nel chemical elements constituting the species with Nsp ≥ Nel. The most important
feature of this method is the formation of a chemical basis by identifying suitable “basis
species”. The chemical basis is defined as the subset of Nel species (b) from which all
the other Nreac = Nsp − Nel species, termed “non-basis species” (b∗), can be created
through chemical reactions. The overall composition matrix for the gas mixture C has
elements Ci,j indicating the number of atoms of element j in species i. The composition
subset matrices corresponding to the basis and non-basis species are denoted by B and
B∗ respectively. The species making up the basis vector must be independent of each
other and mathematically, the necessary and sufficient condition for a valid b is a non-
singular basis matrix: |B| 6= 0. Also, Nreac independent chemical reactions connect b∗
(B∗) and b (B), through the coefficient matrix Υ :
B∗j,i =
Nel∑
k=1
υj,kBk,i ⇔ B∗ = ΥB (3.38)
From (3.38), Υ of dimensions Nreac ×Nel can be calculated [62]:
Υ = B∗B−1 (3.39)
Having appropriately set up the chemical reactions, the final expression of the mass-
action law for each of these reactions can be derived as:
nb∗j = Zb∗j
Nel∏
i=1
(
nbi
Zbi
)υj,i
, (j = 1, 2, .....Nreac) (3.40)
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Additionally, Nel closure equations are needed to determine the solution and are ob-
tained from three conservation conditions: (i) Nel − 2 atomic nuclei conservation (ii)
total charge conservation or electro-neutrality and (iii) total number density conserva-
tion based on the ideal gas law. For condition (i), the mass fractions (yair, ymetal and
yplast) are required to form the Nel − 2 ratios of nuclei numbers between constituent
elements. Instead of mass fractions, it is sometimes preferable to work with mole frac-
tions (xair, xmetal and xplast) while dealing with metallic and plastic vapors with high
molecular weights. Denoting the molecular weights of air, metal and plastic vapor to
be MWair,MWmetal and MWplast respectively, the mole fractions are expressed as:
xair =
(
yair
MWair
)
/xdenom, (3.41)
xmetal =
(
ymetal
MWmetal
)
/xdenom,
xplast = 1− xair − xmetal, where,
xdenom =
(
yair
MWair
+
ymetal
MWmetal
+
yplast
MWplast
)
The Nel conservation conditions can be expressed using the conservation matrix A and
right hand side vector A0 as [62]:
Nsp∑
i=1
Al,ini = A0l , (l = 1, 2, .....Nel) (3.42)
Separating the conservation conditions in (3.42) into basis and non-basis terms:
−A0l +
Nel∑
i=1
Al,binbi +
Nreac∑
j=1
Al,b∗jnb∗j = 0, (l = 1, 2, .....Nel) (3.43)
and substituting the mass-action laws in (3.40) into the last term of (3.43), we get:
−A0l +
Nel∑
i=1
Al,binbi +
Nreac∑
j=1
Al,b∗j
[
Zb∗j
Nel∏
i=1
(
nbi
Zbi
)υj,i]
= 0, (l = 1, 2, .....Nel) (3.44)
The system of Nel non-linear equations in (3.44) is solved using Newton’s method to
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obtain the number densities of basis species. In the Newton’s algorithm, starting from
an initial guess nbi of basis number densities, corrections δnbi are added subsequently
at the end of each iteration:
Nel∑
i=1
Jl,iδnbi = Rl, (l = 1, 2, .....Nel) (3.45)
where, the residual vector R and the Jacobian matrix J are determined using:
Jl,i =
∂Rl
∂nbi
= Al,bi −
1
nbi
Nreac∑
j=1
Al,b∗jnb∗jυj,i, (3.46)
Rl = −A0l +
Nel∑
i=1
Al,binbi +
Nreac∑
j=1
Al,b∗jnb∗j
Once the basis number densities nbi are obtained, the non-basis number densities nb∗j
are computed using the mass-action laws (3.40). It is worth noting that this method
is computationally fast because it obviates the need to calculate (a) the total partition
functions Z and (b) Jacobian derivatives Jl,i at every iteration. However, Z are required
for calculating the nb∗j and the thermodynamic properties. Unlike the White’s method,
tabulated values for obtaining µ0i are unavailable for temperatures greater than 6,000
K and hence it is not possible to sidestep the laborious calculations of Zint,i outlined
in an earlier subsection. Nonetheless, Newton’s algorithm has quadratic convergence
provided that a good estimate is provided as the initial guess.
Iteration steps for a converged solution
Step 1: The species forming the chemical basis are determined using a flexible basis
optimization algorithm, which ensures the independence of selected species by satisfying
|B| 6= 0. A proper choice of chemical basis prevents the occurrence of unphysical negative
number densities. Most importantly, at temperatures close to 4000 K, the electron and
ionic species mole fractions are observed to fall below 10−12, resulting in a singular B.
At these low mole fraction levels, the basis optimization algorithm reduces Nel by 1 by
eliminating electrons as the final basis element and neglecting the superfluous solution
of electro-neutrality.
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Step 2: The initial guess for a given temperature, pressure and mass fraction com-
bination is taken from the solution for a higher temperature value at the same pressure
and mass fraction values. For obtaining high degree of accuracy, keeping the pressure
and mass fraction values constant, the solver obtains composition results starting from
100,000 K and ending at 4,000 K in decrements of 100 K. The initial guess for 10,000
K, for example, is the equilibrium solution at 10,100 K.
Step 3: With the initial guesses for the basis species number densities nkbi , solve
(3.45) iteratively to obtain the corrections δnk+1bi . Here, k+ 1 and k denote the current
and previous iterations respectively. The basis number densities at the current iteration
are calculated using: nk+1bi = n
k
bi
+ δnk+1bi . The following stringent convergence criterion
based on nbi is utilized for stopping the iterations:
Nsp∑
i=1
(
nk+1bi − nkbi
nkbi
)
≤ 10−10
Step 4: With the availability of nbi , the mass-action laws (3.40) are used to compute
the non-basis number densities nb∗j .
Step 5: Repeat steps 1-4 for the next temperature value (≥ 4,000 K) with the
pressure and mass fractions kept constant.
3.3 Electron energy probability function (EEPF)
Once the species composition has been computed, the next step is the calculation of the
generalized non-Maxwellian EEPF. The appearance of TRV post-CZ across the contact
gap results in an electric field acting on the gas mixture in the gap. Since there are a
finite number of electrons present in the gap at temperatures in the range 2000-6000 K
post-CZ, a Lorentz force Fel owing to the electric field E is imposed on these electrons:
Fel = −eE (3.47)
The electron number densities ne post-CZ are much smaller compared to the total gas
density N , with the electron mole fractions being in the range 10−5− 10−2. Under such
conditions, the electrons undergo collisions with mostly neutral molecules rather than
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with each other and this group of electrons is termed an “electron swarm”. Some of the
important physical properties of an electron swarm include drift velocity vd, transverse
diffusion coefficient DT , electron attachment coefficient η and electron ionization coef-
ficient α. In the absence of magnetic fields, the generalized distribution function f(v)
for electron velocities (EVDF) in an electron swarm is obtained from the solution of the
Boltzmann equation [63]:
∂f
∂t
+ v · ∇xf − eE
m
· ∇vf =
(
∂f
∂t
)
coll
(3.48)
where, ∇x is the gradient operator in the configuration space x, v is the velocity, v is
the velocity magnitude, ∇v is the gradient operator in the velocity space and
(
∂f
∂t
)
coll
is the rate of change of f due to collisions. Only two-particle or binary collisions are
considered for the right-hand side term, with three-particle collisions being considered as
step-wise binary collisions for example. In the absence of external forces due to electric
or magnetic fields, it can be derived that an electron swarm follows a Maxwellian velocity
distribution:
fMaxwell0 (v) = n
( m
2pikT
) 3
2
e−(
mvivi
2kT ) (3.49)
where, the repeating indices in vivi indicate summation over the square of velocity
magnitudes in each direction. It can be clearly seen that the Maxwellian EVDF is
independent of x. Equivalently, fMaxwell0 can be written in terms of the electron energy,
 = 12mv
2, as the dependent variable as:
FMaxwell0 () =
2√
pi
(
1
kT
) 3
2
e−(

kT ) (3.50)
where, FMaxwell0 () is the Maxwellian electron energy probability function (EEPF). In
the case of a general isotropic distribution, f0(v) and F0() satisfy the following nor-
malization conditions respectively:
4pi
∫ ∞
0
f0(v)v2 dv = n (3.51)
∫ ∞
0

1
2F0() d = 1 (3.52)
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Another commonly used form for the energy distribution is the electron energy distri-
bution function (EEDF), f0(), which is related to the EEPF as:
f0() = 
1
2F0() (3.53)
An exact analytical solution of (3.48) is not available and certain simplifying assump-
tions need to be made. The first assumption is that the electric field and collision
probabilities are spatially uniform within the scale of the mean free path. The former
is valid within a control volume and the latter is easily satisfied since the pressures in-
volved within an LVCB are greater than atmospheric and the mean free paths are on the
order of few microns (µm). As a consequence of this assumption, f becomes symmetric
in the velocity space along the electric field direction. Additionally, f is assumed to
vary only along the electric field direction in the coordinate space. Expanding (3.48) in
spherical coordinates, with θ being the angle between velocity and field (z) directions,
we get [63]:
∂f
∂t
+ v cos θ
∂f
∂z
− eE
m
(
cos θ
∂f
∂v
+
sin2 θ
v
∂f
∂ cos θ
)
=
(
∂f
∂t
)
coll
(3.54)
Within a control volume, the collision frequency is on the order of picoseconds (ps)
which implies that the EVDF quickly relaxes to a steady state compared to the kinetic
or fluid dynamic time scales. For the important electron-generating ionization and
electron-draining attachment processes, an additional exponential dependence of f on
t or z is introduced as an approximation. The dependence of f on θ can be simplified
using a two-term spherical harmonic approximation.
Two-term spherical harmonic approximation
Spherical harmonic approximation involves the expansion of f using Legendre polyno-
mials Pn(cos θ) of the form [63]:
f(z, v, θ, t) =
∑
n=0
fn(z, v, t)Pn(cos θ) (3.55)
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The two-term approximation assumes that only the first two terms of the expansion
in (3.55) are important, with P0 = 1 and P1 = cos θ, while the contribution of terms
second order and higher can be neglected:
f(z, v, θ, t) = f0(z, v, t) + f1(z, v, t) cos θ (3.56)
where, f0 and f1 denote the isotropic portion and anisotropic corrections of f respec-
tively. The second term in (3.56) can be viewed as a small perturbation (f1 cos θ  f0)
and f0 need not be a Maxwellian distribution in general. The two-term approximation
fails when the momentum transfer cross section σk,mom of a species k is considerably
lower than the inelastic and/or ionization cross sections in the energy range of interest.
For the species considered in this thesis work, we have verified that σk,mom of each
species exceeds the inelastic/ionization cross sections in the average electron energy
range of 1-50 eV . Substitution of (3.56) into (3.54), integrating over cos θ and using the
orthogonality conditions, we get two different equations for the evolution of f0() and
f1() [19]:
∂f0
∂t
+
γ
3

1
2
∂f1
∂z
− γ
3
−
1
2
∂
∂
(Ef1) = C0, (3.57)
∂f1
∂t
+ γ
1
2
∂f0
∂z
− Eγ 12 ∂f0
∂
= −Nσmγ 12 f1, (3.58)
where, the constant γ = (2e/m)1/2, N is the total number density and the electron
energy  is measured in eV . It can be clearly observed that the evolution equations
for f0 and f1 are inter-dependent. The total momentum transfer cross section σm (m2)
sums up all the contributions from different species using the species mole fraction xk:
σm =
∑
k
xkσk,mom (3.59)
Subsequent simplifications and numerical solution of (3.57) and (3.58) are explained
in detail by Hagelaar and Pitchford [19]. The following collision processes are taken
into account for the solution of f : (i) elastic scattering between electrons and neutrals,
(ii) electron-impact vibrational excitation of neutrals, (iii) electron-impact electronic
excitation of neutrals, (iv) super-elastic collision of electrons with excited energy levels
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leading to increase in electron energy and de-excitation of the excited level, (v) electron-
electron collisions responsible for Maxwellization of EEPF, (vi) gain of electrons due to
electron-impact ionization of neutrals and (vii) loss of electrons due to electron-impact
attachment of neutrals. The numerical values of f0 and f1 are obtained at certain non-
uniformly distributed electron energy values, whose values are determined by the EEPF
solver.
3.4 Dielectric Breakdown field
Once the discretized numerical solution of f0, and hence F0, are obtained, several elec-
tron swarm parameters can be easily calculated. The drift velocity vd is defined as the
velocity acquired by the center of mass of the electron swarm in an electric field and is
directed opposite to the electric field E. The magnitude of vd can be calculated from
F0 using [19]:
vd = µeE = −γ3
E
N
∫ ∞
0

σm
∂F0
∂
d (3.60)
where, µe is the electron mobility. The electron swarm tends to spread as a result of
its random motion which is characterized by its diffusion coefficient D. However, this
diffusion is, in general, anisotropic in the presence of an electric field. Hence, diffusion
is characterized by two different components: (i) longitudinal diffusion coefficient DL
parallel to the field and (ii) transverse diffusion coefficient DT perpendicular to the field.
DT can be obtained from F0 as:
DT =
γ
3N
∫ ∞
0

σm
F0 d (3.61)
For electric fields on the order of a few V/cm, the ratio DT /µe is observed to be equal
to the mean energy of electrons and hence is a measure of the electron temperature Te.
The mean energy of electron swarm, ¯, is related to F0 by:
¯ =
∫ ∞
0

3
2F0 d (3.62)
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and for a Maxwellian distribution pertaining to negligible electric fields, t is given by:
¯Maxwell =
3
2
kTe (3.63)
On the other hand, a definition of temperature is not possible for electric fields on
the order of several kV/cm owing to thermal non-equilibrium in the electron swarm.
Nonetheless, the ratio DT /µe serves as a measure of the swarm’s energy content and for
this reason, is conveniently referred to as the characteristic energy:
e
DT
µe
= Fd¯Maxwell (3.64)
where, Fd is a factor based on the electron energy distribution and equals 2/3 for
Maxwellian distribution.
Calculation of Ecrit requires the knowledge of the ionization (α) and attachment (η)
coefficients. In the literature, it is a common practice to scale the coefficients α and
η by the total number density N and label the value Ecrit/N as the critical reduced
electric field for which the net reduced ionization coefficient α¯/N = (α/N−η/N) equals
zero. Possible electron-impact ionization and attachment reactions involving different
neutral species are considered, for which the ionization and attachment cross sections
are attainable from literature. The reaction rates Rk for the kth reaction involving a
neutral species and an electron can be written as:
Rk = kknkne (3.65)
where, nk is the number density of the neutral species involved in the kth reaction, ne
is the electron number density and the rate coefficients for the kth reaction kk can be
easily calculated from F0 and σk:
kk,ioniz = γ
∫ ∞
0
σk,ionizF0 d (3.66)
kk,attac = γ
∫ ∞
0
σk,attacF0 d (3.67)
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where, the subscripts “ioniz” and “attac” refer to the ionization and attachment re-
actions respectively. If there are Nioniz ionization and Nattac attachment reactions
respectively, α¯/N is then calculated using:
α¯
N
=
( α
N
− η
N
)
=
1
N
(
Nioniz∑
k=1
xkkk,ioniz −
Nattac∑
k=1
xkkk,attac
)
(3.68)
The tabulated values of elastic momentum (σmom), ionization (σioniz) and attachment
cross sections (σattac) (m2) are available at discrete electron energies (eV ) from standard
databases. Using a bisection root-finding algorithm, the E/N for which α¯/N in (3.68)
becomes equal to zero, is computed. With (3.68) being highly non-linear, the bisection
algorithm needs to be modified to take into the possibility of multiple roots. The
physically acceptable root is then taken to be the reduced dielectric breakdown field,
Ecrit/N .
3.5 Thermodynamic and transport properties
Apart from the electric-field dependent electron swarm properties, basic thermodynamic
and transport properties can be calculated using the chemical composition of a gas
mixture. In this thesis work, results for LTE thermodynamic properties are presented
for air-metal-plastic vapor mixtures while transport properties are presented for air-
metal vapor mixtures alone. Extension of the transport properties’ calculations to
two-temperature plasma and the effects of plastic vapor will be considered in future
work.
3.5.1 Thermodynamic properties
The mass density ρ (kg/m3), specific energy e (J/kg) and specific enthalpy h (J/kg)
are calculated from the species number densities ns and their partition functions Ztot,s
by:
ρ =
Nsp∑
s=1
msns, (3.69)
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e =
1
ρ
Nsp∑
s=1
{
nskT
2
s
(
∂ lnZtot,s
∂T
)
+ nsEform,s
} (3.70)
h = e+
p
ρ
(3.71)
where, Eform,s (J) denotes the energy of formation required for species s and Nsp
is the total number of species in the gas mixture. For monatomic species and their
multiply-charged ions, half the dissociation energy of its symmetric parent neutral di-
atomic molecule must be included into Eform,s in addition to the appropriate ionization
energies. The specific heats (J/kg/K) at constant volume cv and constant pressure cp
are related to e and h respectively by:
cv =
(
∂e
∂T
)
v
, (3.72)
cp =
(
∂h
∂T
)
p
= cv +R, (3.73)
where, R = Rˆ/MWgas (J/kg/K) is the specific gas constant with MWgas being the
molecular weight of the gas mixture.
3.5.2 Transport properties
The transport properties for partially-ionized gas mixtures in this work are obtained
from an approximate solution of the Boltzmann equation (3.48) using the Chapman-
Enskog method [64,65]. In the Chapman-Enskog method, the distribution function f is
expanded using a zeroth-order Maxwellian distribution f0 and a first-order perturbation
f1 = φf0, where φ is on the order of the Knudsen number Kn:
f = f0(1 + φ) (3.74)
High pressures observed in the thermal plasmas result in mean free paths of few µm
and hence, low Kn. In such low-Kn regimes involving a high degree of collisions, the
success of this method depends upon utilizing accurate interaction potentials Φij(r)
to describe possible collisions between particles of different molecular structures and
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charges. The interaction potential Φij between particles i and j is dependent only upon
the inter-particle distance r. For example, the Lennard-Jones (L-J) potential with the
parameters combination (, σ) or (, rm) is commonly used to describe neutral-neutral
and ion-neutral interactions:
ΦLJij (r) = 4
[(σ
r
)12 − (σ
r
)6]
= 
[(rm
r
)12 − 2(rm
r
)6]
(3.75)
Here, rm = 21/6σ is the position of the potential’s minimum. The collisional term on
the right hand side of (3.48) is expanded after substitution of (3.74) and accounting for
the collisional dynamics.
The eventual outcome of the Chapman-Enskog method is that the transport proper-
ties are expressed in terms of ratios of determinants. The elements of these matrices qmp
are formed through an pth order of successive approximations, where each additional
approximation results in higher-order matrices [64,65]:
qmpij =
√
2pimi
kTi
Q˜
mp
ij (3.76)
In (3.76), both the indices i and j range from 1 to Nsp meaning that qmp is a square
matrix of order Nsp. Also, Q˜
mp
ij can be formulated for different transport properties as:
Q˜
mp
ij =
Q
mp
ij for viscosity,
Qmpij −
nj
√
mj
ni
√
mi
Qmpii δm0δp0 other properties
(3.77)
where, Qmpij is the summation over all species of suitable “bracket integrals” involving
the tensor W and Sonine polynomials Smn [65]:
Qmpij =
Nsp∑
l=1
ninl
{
δij
[
W iS
m
n (W
2
i );W iS
p
n(W
2
i )
]
il
+ δjl
[
W iS
m
n (W
2
i );W lS
p
n(W
2
l )
]
il
}
(3.78)
where, W 2i is the magnitude of the vector ~Wi = (mi/2kTi)
1/2~Vi. The tensor W equals
~Wi ~Wi−1/3W 2i I and ~Wi for viscosity and other properties respectively. I is the identity
tensor. Even though p→∞ theoretically, a third or fourth order approximation results
in a rapid convergence of the determinant ratios. Each of the matrix elements qmp is a
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linear combination of Chapman-Cowling collision integrals Ω(l,s)ij which are defined by:
Ω(l,s)ij =
(
kT ∗ij
2piµij
)∫ ∞
0
e−γ
2
ijγ2s+3ij Q
(l)
ij dγij (3.79)
where, the reduced mass µij , the effective temperature of collision T ∗ij and the dimen-
sionless relative speed γij are formulated respectively as:
µij =
mimj
mi +mj
, T ∗ij =
[
1
mi +mj
(
mi
Tj
+
mj
Ti
)]−1
, γij =
(
µijg
2
2kT ∗ij
) 1
2
(3.80)
The collision integrals Ω(l,s) capture the collisional dynamics between particles through
their relation to the integral collision cross section Q(l)(g):
Q
(l)
ij (g) = 2pi
∫ ∞
0
σ(g, χ)
(
1− cosl χ
)
sinχdχ = 2pi
∫ ∞
0
(
1− cosl χ
)
b db (3.81)
where, σ(g, χ) is the differential cross-section depending upon the initial relative speed
of colliding molecules g and deflection angle χ, b is the impact parameter. The following
equation highlights the dependence of χ on the interaction potential Φ:
χ = pi − 2b
∫ ∞
rmin
dr
r2
√(
1− b2
r2
− 2Φij(r)
µijg2
) (3.82)
where, rmin is the distance of closest approach obtained by setting the denominator of
the integrand to zero. Hence, the collision integrals can be obtained by numerically
integrating (3.82), (3.81) and (3.79) for a suitable Φij between species i and j. These
integrals are highly non-linear and are observed to have several singularities which cause
the numerical solution to diverge. Hence, the numerical method used to evaluate these
integrals must efficiently capture the multiple singularities in order to obtain a con-
vergent solution. The values (l, s) required in (3.79) depend on the desired order of
approximation and in turn dictate the order of Sonine polynomials. The Sonine poly-
nomials of order m and index n are defined as [65]:
Smn (x) =
∑
j
(−1)j(m+ n)!
(n+ j)!(m− j)!j!x
j (3.83)
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The index n is chosen to be 5/2 and 3/2 for viscosity and other properties respectively.
In this thesis work, in order to obtain transport properties with high order of accuracy,
collision integrals Ω(l,s) are required upto the maximum values of lmax = 3 and smax
= 5. With the condition that s ≥ l, 12 collision integral values are required for each
combination of i and j.
Two of the most popular approaches considered in literature to determine qmp and
the transport properties belong to: (i) Devoto [66] and (ii) Rat et al. [22]. The two major
assumptions in Devoto’s approach are: (a) there is negligible effect of electron-heavy
collisions on the distribution function of heavy species and (b) the change in perturbation
to heavy species distribution function during electron-heavy collisions is small compared
to the change in perturbation to electron distribution function. The consequences of
these assumptions are: (a) the contribution of electron-heavy collision terms towards
atomic and ionic transport properties are neglected and (b) the contribution of the
change in heavy species perturbation term, during electron-heavy collisions, towards
electron transport properties are neglected. In essence, Devoto’s simplifications results
in decoupling of the calculations for heavy particle and electron transport properties
because the ratio of electron to heavy species masses is extremely small. However Rat
and his co-workers claim that Devoto’s assumptions are strictly valid for LTE plasma,
while they fail for two-temperature plasmas because the summation of diffusion driving
forces does not equal zero. As a consequence, the values of diffusion coefficients in argon
plasma for θ = 2 calculated using Devoto’s approach are observed to be different from
those of Rat’s approach by around 30%. In this work, since LTE plasma is considered,
Devoto’s simplified approach is utilized and Rat’s approach will be taken up in future
work for general non-equilibrium plasmas.
Collision integral computation
(i) Neutral-neutral and ion-neutral interactions:
It is assumed in our work that a general potential of the form:
Φ(r) = f(
r
σ
) (3.84)
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is available to characterize the interaction between any two particles, the most promi-
nent example being the Lennard-Jones potential in (3.75). One of the most general and
complicated potentials which is capable of capturing the physics of several potentials
is the Hulburt-Hirschfelder (H-H) potential [67], with its relevant parameters obtained
from spectroscopic measurements. The success of numerical methods to obtain colli-
sion integrals depends upon their ability to resolve possible singularities and provide a
converged solution for any complicated potential Φ [68]. The numerical integration for
collision integrals is least cumbersome for the L-J potential. Recently, a phenomenolog-
ical Lennard-Jones type potential has been suggested by Pirani et al. [69] to represent
neutral-neutral and ion-neutral interactions:
Φ(r) = 
[
m
n(x)−m
(
1
x
)n(x)
− n(x)
n(x)−m
(
1
x
)m]
(3.85)
where, x = r/rm, m = 6 for neutral-neutral interactions, m = 4 for ion-neutral inter-
actions and n(x) = β + 4x2. The parameter β depends on the softness s, which equals
cubic root of the polarizability (α), of the colliding particles:
β = 6 +
5
s1 + s2
(3.86)
For neutral-neutral interactions, the binding energy  and equilibrium distance rm in
(3.85) are related to the polarizabilities of colliding partners using the correlations:
rm = 1.767
α
1/3
1 + α
1/3
2
(α1α2)0.095
,  = 15.7
α1α2[√
α1
Neff,1
+
√
α2
Neff,2
] (3.87)
where Neff is the effective number of electrons contributing to the polarization of the
neutral species. For ion-neutral interactions, the correlations are:
rm = 1.767
α
1/3
i + α
1/3
n
(αiαn
[
1 + 1ρd
]
)0.095
,  = 5.2
z2αn
r4m
[1 + ρd] , with, (3.88)
ρd =
αi
z2
[
1 +
(
2αi
αn
) 2
3
]√
αn
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where z is the ionic charge and the subscripts “i” and “n” denote the ion and neutral
species respectively. The polarizability values of different species in this work are taken
from literature. The collision integrals calculated using (3.85) have been demonstrated
to provide extremely good agreement with the published data [70].
It is usually convenient to perform the numerical integration of the dimensionless
forms of (3.82), (3.81) and (3.79). In order to non-dimensionalize these equations, the
following dimensionless (starred) quantities are utilized:
r∗ =
r
σ
, b∗ =
b
σ
,Φ∗ =
Φ

, T ∗ =
kT

,E∗ = g∗2 =
1
2
µg2

(3.89)
The dimensionless cross section and collision integral are obtained by first dividing Q(l)
and Ω(l,s) by their values for rigid-sphere (r.s.) collisions respectively:
Q(l)∗ =
[
Q(l)
][
Q(l)
]
r.s
=
[
1− 1 + (−1)
l
2(1 + l)
]−1
Q(l)
piσ2
(3.90)
Ω(l,s)∗ =
[
Ω(l,s)
][
Ω(l,s)
]
r.s
=
2
(s+ 1)!
[
1− 1 + (−1)
l
2(1 + l)
]−1 Ω(l,s)√2piµkT
piσ2
(3.91)
Using the dimensionless variables in (3.89), we get the dimensionless right hand sides
of the deflection angle:
χ = pi − 2b∗
∫ ∞
r∗m
dr∗
r∗2
√(
1− b∗2
r∗2 −
Φ∗ij(r∗)
E∗
) , (3.92)
integral cross section:
Q(l)∗(E∗) = 2
[
1− 1 + (−1)
l
2(1 + l)
]−1 ∫ ∞
0
(
1− cosl χ
)
b∗ db∗ (3.93)
and collision integrals:
Ω(l,s)∗(T ∗) =
1
(s+ 1)!T ∗s+2
∫ ∞
0
e−
E∗
T∗Es+1Q(l)∗(E∗) dE∗ (3.94)
In this work, the numerical procedure of Barker et al. [71] is followed to obtain collision
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integrals in (3.94) for neutral-neutral and ion-neutral collisions. Then, the dimensional
collision integrals Q(l,s), required for the calculation of qmp in (3.76), are given by:
Q
(l,s)
ij = piσ
2Ω(l,s)∗ij (3.95)
(ii) Ion-parent neutral interactions:
In the case of ion-neutral collisions, the contribution from charge-exchange processes
needs to be added to the elastic cross sections. This contribution is especially significant
for odd values of l and is negligible for the even values. The charge-exchange cross section
depending on the relative speed g can be approximately written as [72]:
Qc.e. = [A−B ln g]2 (3.96)
where, A and B are constants obtained from experimental measurements. Substituting
(3.96) into (3.95), we obtain the following analytical expression for the dimensional
collision integral depending upon A, B and molecular weight of the gas M [72]:
Q
(l,s)
ij =
1
pi
[
A2 −ABx+
(
Bx
2
)2
+
Bζ
2
(Bx− 2A) + B
2
4
(
pi2
6
−
s+1∑
n=1
1
n2
+ ζ2
)
+
B
2
[B(x+ ζ)− 2A] ln T
M
+
(
B
2
ln
T
M
)2]
(3.97)
where, x = ln(4Rˆ) with Rˆ being the universal gas constant, ζ =
s+1∑
n=1
(1/n)− γ¯ and γ¯ =
0.5772 is the Euler’s constant.
(iii) Charged-charged interactions:
The cross sections for charged-charged collisions are obtained by assuming shielded-
Coulomb (S-C) potential, depending on the particle charges Z and Debye length λD,
for small-angle collisions:
ΦSCij (r) = ZiZj
e2
r
e
− r
λD (3.98)
and the bare Coulomb potential for close collisions. The cross section expressions for l
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= 1, 2 and 3 are derived from substituting (3.98) into (3.81) as [72]:
Q(1) = 4pi
(
b0
y
)2 [
ln
(
2yλD
b0
)
− 1
2
− γ¯
]
, (3.99)
Q(2) = 8pi
(
b0
y
)2 [
ln
(
2yλD
b0
)
− 1− γ¯
]
, (3.100)
Q(3) = 12pi
(
b0
y
)2 [
ln
(
2yλD
b0
)
− 7
6
− γ¯
]
, (3.101)
where, y = γ2 and the average closest impact parameter b0 = ZiZje2/(2kT ). Substi-
tuting (3.99)-(3.101) into (3.95), the analytical expressions of collision integrals for the
afore-mentioned l values are obtained as [72]:
Q
(1,s) =
4pi
s(s+ 1)
b20
[
ln Λ− 1
2
− 2γ¯ + ψ(s)
]
, (3.102)
Q
(2,s) =
12pi
s(s+ 1)
b20 [ln Λ− 1− 2γ¯ + ψ(s)] , (3.103)
Q
(3,s) =
12pi
s(s+ 1)
b20
[
ln Λ− 7
6
− 2γ¯ + ψ(s)
]
, (3.104)
where, Λ = 2 λD/b0, ψ(1) = 0 and ψ(s 6= 1) =
s−1∑
n=1
(1/n).
(iv) Electron-neutral interactions:
Unlike the previous cases, a well-defined potential for electron-neutral interactions
is not available for several neutral particles. For certain monatomic and diatomic par-
ticles, diatomic nitrogen and oxygen for example, differential elastic cross sections are
available which can be substituted into the first equality in (3.81) to obtain the in-
tegral cross section and the collision integrals. However, we use the polynomial fits
provided by Laricchiuta et al. [73] to calculate collision integrals for electron-nitrogen
and electron-oxygen interactions. For monatomic metallic atoms in this work, differen-
tial cross sections are not reported in the literature. For these atoms, we use the elastic
momentum cross sections Q(1) to obtain Q(1,s) from (3.95). The other collision integrals
Q
(2,s) and Q(3,s) are obtained from (3.95) by using the isotropic diffusion approximation:
Q(2) = 23Q
(1) and Q(3) = Q(1) respectively.
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There are some common features observable in the formulation of each transport
property considered in this chapter. As mentioned earlier, the Chapman-Enskog method
results in each transport property being formulated as the ratio of two determinants.
The elements of the denominator matrix are composed primarily of qˆij or qij depending
upon the type of property. The numerator matrix is the same as the denominator
matrix except for additional row and column elements, which are different for different
properties. The additional elements in the final column and final row of the numerator
matrix are column and row vectors of size Nsp respectively. Bold letters used for heavy-
species related properties, qˆ or q, indicate that each element is a matrix of size Nsp×Nsp.
For electron properties, plain lettered q are used to indicate a scalar. The expressions
for qˆ, q and q for different superscripts (m, p) [66, 74] are provided in Appendix B.
The matrices are observed to possess numbers with widely different scales and hence,
an accurate algorithm is required to calculate the determinants. In this work, the
determinants are calculated using the LU-decomposition routine of Intel’s MKL software
[75].
Dynamic viscosity
Kinetic theory predicts that the dynamic viscosity for a simple dilute gas is inversely
proportional to the collision integral Q¯(2,2). For this reason, the integral cross section
(3.81) corresponding to l = 2 is sometimes termed the viscosity cross section in the
literature. In the case of a gas mixture, the second order approximation to dynamic
viscosity (kg/m/s) is given as:
[η]2 = −
5(2pikT )
1
2
2|qˆ|
∣∣∣∣∣∣∣∣
qˆ00ij qˆ
01
ij ni
√
mi
qˆ10ij qˆ
11
ij 0
nj 0 0
∣∣∣∣∣∣∣∣ (3.105)
where, the determinant in the denominator |qˆ| is written as:
|qˆ| =
∣∣∣∣∣qˆ00ij qˆ01ijqˆ10ij qˆ11ij
∣∣∣∣∣ (3.106)
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Diffusion coefficients
In the case of a two-species mixture, the molecular flux of each species is proportional
to the gradient in its number density with the binary diffusion coefficient Dij being the
proportionality constant. For a first order approximation, Dij is derived as [66]:
Dij =
3
16N
√
2pikT
µij
1
Q¯
(1,1)
ij
(3.107)
Dij values are required for the calculation of reactive thermal conductivity κreac formu-
lated by Butler and Brokaw [76]. From (3.107), it can be seen that the binary diffusion
coefficient is inversely proportional to the collision integral Q¯(1,1). For this reason, the
integral cross section (3.81) corresponding to l = 1 is sometimes termed the diffusion
cross section in the literature. Also, Dij between the two species i and j is always pos-
itive. However, there are multiple species in the gas mixtures considered in this work.
Hence, diffusion coefficients between any two species i and j in the presence of other
species need to be determined. The diffusion of one species relative to the other, in
the presence of gradients in number densities of other species, gradients in pressure and
external forces, is captured by ordinary diffusion coefficients Dij . For the entire gas
mixture, Nsp × (Nsp − 1) independent third-order accurate diffusion coefficients Dij for
heavy-species were calculated using [66]:
[Dij ]3 = −
3ρni
2Nmj |q|
(
2pikT
mi
) 1
2
∣∣∣∣∣∣∣∣∣∣∣
q00ij q
01
ij q
02
ij (δhj − δhi)
q10ij q
11
ij q
12
ij 0
q20ij q
21
ij q
22
ij 0
δki 0 0 0
∣∣∣∣∣∣∣∣∣∣∣
(3.108)
where the |q| in the denominator is the determinant of the matrix:
|q| =
∣∣∣∣∣∣∣∣
q00ij q
01
ij q
02
ij
q10ij q
11
ij q
12
ij
q20ij q
21
ij q
22
ij
∣∣∣∣∣∣∣∣ (3.109)
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and δij is the Kroenecker delta function which equals 1 when i = j and equals 0
otherwise. Likewise, Nsp − 1 third-order accurate thermal diffusion coefficients DTi
capturing diffusion in the presence of temperature gradients were calculated using:
[
DTi
]
3
=
15ni
4
(2pikT )
1
2
|q|
∣∣∣∣∣∣∣∣∣∣∣
q00ij q
01
ij q
02
ij 0
q10ij q
11
ij q
12
ij nh
q20ij q
21
ij q
22
ij 0
δki 0 0 0
∣∣∣∣∣∣∣∣∣∣∣
(3.110)
For electrons, simplified expressions for the diffusions coefficients are available from
Devoto’s work [74]. The third-order accurate ordinary diffusion coefficient is separately
calculated as:
[Dee]3 =
3ρni
2Nme|q|
(
2pikT
me
) 1
2
∣∣∣∣∣q22 q23q32 q33
∣∣∣∣∣ (3.111)
while the third-order accurate thermal diffusion coefficient is obtained from:
[
DTe
]
3
=
15ni
4
(2pikT )
1
2
|q|
∣∣∣∣∣q12 q13q32 q33
∣∣∣∣∣ (3.112)
where the |q| in the denominator is the determinant of the matrix:
|q| =
∣∣∣∣∣∣∣∣
q00 q01 q02
q10 q11 q12
q20 q21 q22
∣∣∣∣∣∣∣∣ (3.113)
In a thermal plasma, two types of electric field need to be accounted for in the calculation
of Dij and DTi : (a) the externally applied electric field and (b) the electric field generated
by charge-separation because the electrons diffuse faster than the ions. Accounting for
these electric fields results in suitable ambipolar corrections being added to: Dij to
obtain the ambipolar diffusion coefficients Daij [77]:
Daij = Dij +
αi
β
Nsp∑
l=1
ZlDlj (3.114)
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and DTi to obtain the ambipolar thermal diffusion coefficients D
Ta
i [77]:
DTai = D
T
i +
αimi
β
Nsp∑
l=1
ZlD
T
l
ml
(3.115)
where, αi and β are related to Dij through:
αi =
Nsp∑
j=1
njmjZjDij , β = −
Nsp∑
i,j=1
ZiZjnjmjDij (3.116)
The ordinary diffusion coefficients Dij are required for the calculation of electrical con-
ductivity σ. In the case of non-equilibrium two-temperature plasma, the LTE formula-
tion of Butler and Brokaw [76] for κreac is not applicable. The alternative formulation
which depends upon the ambipolar diffusion coefficients [78, 79] will be considered in
future work.
Thermal conductivity
The total thermal conductivity is the sum of four different contributions: (a) from
heavy-species κh, (b) from electrons κe, (c) from reactions κreac and (d) from internal
degrees of freedom κint:
κtot = κh + κe + κreac + κint (3.117)
In this work, the contribution from the vibrational and electronic modes κint is not
calculated and assumed to be negligible compared to the other contributions. The
third-order accurate heavy-species thermal conductivity is given as [66]:
[κh]3 = −
75k
8
(2pikT )
1
2
|q|
∣∣∣∣∣∣∣∣∣∣∣
q00ij q
01
ij q
02
ij 0
q10ij q
11
ij q
12
ij ni
q20ij q
21
ij q
22
ij 0
0 nj√mj 0 0
∣∣∣∣∣∣∣∣∣∣∣
(3.118)
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while the third-order accurate electron thermal conductivity is given as [74]
[κe]3 =
75n2ek
8
(
2pikT
me
) 1
2 q22
q11q22 − (q12)2 (3.119)
The most important contribution towards thermal conductivity pertains to the contri-
bution from reactions. The species considered in the gas mixture participate in several
dissociation reactions at temperatures lower than 10,000 K and ionization reactions at
higher temperatures. The reactive thermal conductivity κreac is primarily responsible
for several peaks in the total thermal conductivity κtot. The first step in the calculation
of κreac is to set-up all possible dissociation and ionization reactions involving the dif-
ferent species in the gas mixture. If there are Nsp species and Nelem dependent species
which can be used to construct the other independent species, Nreac = Nsp − Nelem
independent reactions can be set-up. A reaction “i” can be exothermic or endothermic,
with an associated net enthalpy per particle ∆hi (J) depending on the enthalpies of
its products and reactants. The enthalpy per particle for any species “j” can be deter-
mined by multiplying its specific enthalpy hj by the factor ρ/nj . Also, the particle flux
(m−1s−1K−1) resulting from a temperature gradient and hence a mole fraction gradient
depends upon the ambipolar diffusion coefficients and can be written as [78]:
Ψi =
N2
ρ
Nsp∑
j=1
mjD
a
ij∇xj (3.120)
The total heat flux resulting from the reactions is obtained by tallying up the product
of the net reaction enthalpy per particle and the particle flux of independent species:
qreac =
Nreac∑
i=1
∆hiΨi =
Nreac∑
i=1
∆hi
N2
ρ
Nsp∑
j=1
mjD
a
ij
∂xj
∂T
∇T = κreac∇T (3.121)
where the term within the parentheses in (3.121) is the reactive thermal conductiv-
ity κreac. The mole fraction derivative with respect to the temperature
∂xj
∂T can be
determined using simple second-order finite difference schemes.
Additionally, beginning from an expression similar to (3.121), Butler and Brokaw [76]
provide an alternate derivation for a gas mixture with µ = Nsp species and ν = Nreac
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reactions. The ν independent species must be on the left hand side of ν reactions with
the Nelem dependent species on the right hand side. The matrix n of size ν × Nelem
stores the stoichiometric coefficients of each reaction. Dealing with molar flux rather
than particle flux, κreac is derived in the usual form of ratio of two determinants:
κreac = − 1
RˆT 2|A|
∣∣∣∣∣∣∣∣∣∣∣∣∣
0 ∆H1 ..... ∆Hν
∆H1 A11 ..... A1ν
. . .
. . .
∆Hν Aν1 ..... Aνν
∣∣∣∣∣∣∣∣∣∣∣∣∣
(3.122)
where, ∆Hi is the net reaction enthalpy of reaction “i” in J/mol obtained by multiplying
∆hi with the Avogadro number. The ν×ν size matrix A in the denominator of (3.122)
can be written as:
|A| =
∣∣∣∣∣∣∣∣∣∣∣
A11 ..... A1ν
. .
. .
Aν1 ..... Aνν
∣∣∣∣∣∣∣∣∣∣∣
(3.123)
The off-diagonal elements of the symmetric matrix A are given as:
Aik =
µ−1∑
j=ν+1
µ∑
m=j+1
∆mj
(nijxm − nimxj) (nkjxm − nkmxj)
xjxm
+
µ∑
j=ν+1
ν∑
p=1
nijnkj∆pj
xp
xj
+
µ∑
j=ν+1
(nkj∆ij + nij∆kj)−∆ik; i, k = 1, 2, .....ν, (3.124)
while the diagonal elements of A are given as:
Akk =
µ−1∑
j=ν+1
µ∑
m=j+1
∆mj
(nijxm − nimxj)2
xjxm
+
µ∑
j=ν+1
ν∑
p=1
p 6=k
n2kj∆pj
xp
xj
+
ν∑
p=1
p 6=k
∆pk
xp
xk
+
µ∑
j=ν+1
∆kj
(xj + nkjxk)
2
xjxk
; k = 1, 2, .....ν. (3.125)
In (3.124) and (3.125), ∆ij = RˆT/Dijp and nij are the elements of the stoichiometric
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coefficient matrix n. In the above derivation, the independent species are given the
indices from 1 to ν while the dependent species are given the indices from ν+1 to µ. In
this work, κreac is calculated using the formula of Butler and Brokaw in (3.122) rather
than 3.121.
Electrical conductivity
The electrical conductivity σ for partially ionized gas mixtures is related to the ordinary
diffusion coefficients Dij through [77]:
σ =
e2N
ρkT
Nsp−1∑
j=1
njmjZjDej − Zj Nsp∑
j=1
nimiZiDji
 (3.126)
However, the second term in (3.126) is found to be negligible compared to the first for
most gas mixtures and hence, to a good approximation, σ is simplified to be:
σ ≈ e
2N
ρkT
Nsp−1∑
j=1
njmjZjDej (3.127)
Combined diffusion coefficients
In this work, we are interested in calculating the diffusion coefficients for general air-
metal vapor mixtures. In the previous section on diffusion coefficients, we have seen
that there are totally Nsp×Nsp ordinary diffusion coefficients and Nsp thermal diffusion
coefficients for an equilibrium gas mixture with Nsp species. However, the CFD solver
is written in terms of air and metal vapor as the components using a “one-fluid” formu-
lation. Hence, the diffusion coefficients corresponding to diffusion of two components
or gases relative to each other, rather than diffusion relative to individual species, are
desired. Such diffusion coefficients have the desired characteristic of capturing complex
mixing and de-mixing effects [80] in the regions close to the plasma boundaries. Mur-
phy [77] has derived diffusion coefficients for diffusion of two non-reacting gases relative
to each other in the presence of (a) mole fraction gradients, (b) pressure gradients and
(c) temperature gradients. Hence, the problem is reduced to the determination of a
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“combined” diffusion coefficient for each of the afore-mentioned gradients and there-
fore, three in total. In general, the diffusion coefficients due to mole fraction gradients
are significantly higher than those due to pressure or temperature gradients. An impor-
tant requirement for using Murphy’s approach is that the two gases A and B must not
share any species or element and hence, metal oxides must not be included in the list of
species for either gas. This requirement is easily met for air-metal vapor mixtures, since
the mole fractions of metal oxides are usually negligible above the boiling point of the
metal. However, this requirement essentially precludes the use of combined diffusion
coefficients when plastic vapors are also included in the gas mixture because some of
the species with high mole fractions belong to both air and plastic vapor.
A slightly different notation compared to Murphy’s is employed in this work: Air is
labeled “gas A” with its species given indices from 1 to p, metal vapor is labeled “gas
B” with its species given indices from p+1 to Nsp−1 and electrons have the index Nsp.
The diffusion mass flux of gas A relative to gas B including the three different gradients
is defined as [77]:
JA = mA
N2
ρ
mB
(
DxAB∇xB +DpAB∇ ln p
)
−DTAB∇ lnT (3.128)
where, the bar notation alludes to a gas-based rather than a species-based variable.
The combined diffusion coefficients owing to mole fraction, pressure and temperature
gradients in (3.128) are expressed respectively as:
DxAB =
1
mB
p∑
i=1
si
Nsp∑
j=1
mjD
a
ij
∂xj
∂xB
, (3.129)
DpAB =
1
mB
p∑
i=1
si
Nsp∑
j=1
mjD
a
ij
(
xj − ρj
ρ
+ p
∂xj
∂p
)
, (3.130)
DTAB = mA
p∑
i=1
si
DTai
mi
− N
2
ρ
Nsp∑
j=1
mjD
a
ijT
∂xj
∂T
 (3.131)
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where, the stoichiometric coefficients si are defined as:
si = bi
p∑
k=1
xk
p∑
k=1
bkxk
, 1 ≤ i ≤ p,
si = bi
Nsp−1∑
k=p+1
xk
Nsp−1∑
k=p+1
bkxk
, p+ 1 ≤ i ≤ Nsp − 1, (3.132)
si = 0, i = Nsp
and the gas-averaged mole fraction variables xA and xB can be calculated from:
xA =
p∑
k=1
(1 + Zk)xk, xB =
Nsp−1∑
k=p+1
(1 + Zk)xk = 1− xA, (3.133)
while the gas-averaged mass variables mA and mB can be calculated from:
mA =
p∑
k=1
(mkxk +meZkxk)
p∑
k=1
xk
, mB =
Nsp−1∑
k=p+1
(mkxk +meZkxk)
Nsp−1∑
k=p+1
xk
, (3.134)
Also, bi in (3.132) represents the number of atoms in the molecular species “i”, with a
value of 1 and 2 for monatomic and diatomic species respectively.
In the case of two-temperature plasmas, recently published data [81, 82] indicate
that the diffusion coefficients calculated using the methodology of Rat [22] have signif-
icant differences compared to those from the methodology of Devoto [66, 72, 74]. The
methodology of Rat will be implemented for the two-temperature plasmas in the future
work.
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3.6 Composition from finite-rate kinetics
The previous sections dealt with calculation of properties, including breakdown fields,
assuming chemical equilibrium. However, during dielectric recovery in a realistic LVCB,
a temperature decay occurs post-CZ. With the contact gap center-line temperatures
expected to be above 6,000 K at the instant of TRV emergence and assuming that
a successful thermal interruption has occurred, significant deviations from chemical
equilibrium are expected owing to finite-rate kinetics. In this thesis, we intend to
quantify the deviations of breakdown fields using finite-rate chemical compositions from
those obtained using chemical equilibrium. The breakdown field comparisons for air-
metal vapor mixtures will be presented while those for air-metal-plastic vapor mixtures
will be taken up in future work.
Analysis of a decaying arc around CZ including finite-rate kinetics has been per-
formed exclusively for SF6, first by Brand and Kopainsky [8] and later by Gleizes and
his co-workers [83, 84]. In their analysis, Brand and Kopainsky provided the following
expression for change in species number densities with time, given a temperature de-
cay with time T (t) from the fluid dynamic solution of mass, momentum and energy
equations:
∂ni
∂t
=
∑
k
Γik − ni
p
kT
∑
i,k
Γik − ni
T
∂T
∂t
, , i = 1, ...Nsp (3.135)
where, Γik represents the net generation of species “i” from reaction “k”. The first term
on the right-hand side of equation (3.135) represents the total generation of species “i”
arising from all the reactions involving the species “i” and can be formulated as:
∑
k
Γik = Qi − Lini, (3.136)
Qi and Li are the rates of formation and decay of species “i”. A decay time scale for
the species, τi, can be derived from Li as: τi = 1/Li. The second term represents
the correction term for pressure increase owing to net generation of particles, while
the third term denotes the particle generation owing to a temperature decay. With S,
F and E− being the elements in an SF6 plasma, three conservation conditions of (i)
electro-neutrality, (ii) atomic nucleus and (iii) total number density need to be satisfied.
An important assumption implicit in this analysis is that the pressure remains constant
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during the entire duration of temperature decay, which is valid for conditions post-CZ.
Gleizes et al. [83] solved equation (3.135) for species number densities corresponding to
a temperature decay from 12,000 K to 3,000 K. Some of the simplifying assumptions
include: (a) Homogeneous and ideal gas plasma, (b) Maxwellian EEPF for all species,
(c) kinetic equilibrium, meaning Th(t) = Te(t) = T (t) obtained from the fluid flow solver
and (d) No recovery voltage is applied during the temperature decay. It is worth noting
that several different cooling rates are possible for any given temperature decay and
hence, Gleizes considered realistic cooling rates of 5×108K/s, 108K/s and 107K/s at
different intervals of temperature decay. The effect of pressure on the variations in
number density were studied for the cooling rate of 108K/s at pressures p = 1, 4 atm.
Two main conclusions from Gleizes et al. [83] regarding departures of electron number
densities from equilibrium were: (i) Decreasing the cooling rate results in a reduction
of departures from equilibrium and (ii) for the cooling rate of 108K/s, increasing the
pressure from p = 1 atm to p = 4 atm results in negligible deviations from equilibrium.
In this work, we employ the decaying arc kinetic analysis for atmospheric pressure
air-metal vapor mixtures, after relaxing certain assumptions mentioned earlier. These
include: (a) a constant recovery voltage appearing instantaneously at time t = 0 and
(b) a general non-Maxwellian EEPF for electrons. We compare the breakdown fields,
at different time instants of the temperature decay, based upon the species composition
corresponding to: (i) chemical equilibrium, (ii) finite-rate kinetics assuming Maxwellian
EEPF for electrons with Te = T and (iii) finite-rate kinetics assuming non-Maxwellian
EEPF for electrons with Te ≥ T . The distinction between (ii) and (iii) is important since
the non-Maxwellian EEPF is a direct consequence of the TRV post-CZ. Initially, nu-
merical integration of equations (3.135) was performed using the CHEMEQ [85] solver.
However, the species number densities were observed to be unstable resulting in viola-
tion of several conservation conditions. Hence, a revised kinetics solver based on the
improved CHEMEQ2 method [17], with smoother integration characteristics and ac-
ceptable conservation condition tolerances, was developed for integrating the system of
equations (3.135). This analysis is expected to quantify the sum total of all possible
non-equilibrium effects on the breakdown fields, especially with the CFD and kinetics
solvers being “stand-alone” or non-interacting pieces of code.
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3.7 Methodology for dielectric breakdown prediction
Based on the experimental observations, dielectric breakdown post-CZ in a circuit
breaker is a complex stochastic process involving an initial streamer formation and
a final spark breakdown. As mentioned earlier, tracking the nanosecond time-scale
streamer leading to a spark breakdown in a realistic circuit breaker geometry is com-
putationally prohibitive. Additionally, streamer tracking would require an elaborate
approach involving species-conservation equations for individual species. This entails a
complete revision of the current CFD solver, which is possible for an air-metal vapor
mixture with less than 50 species but impossible for an air-metal-plastic vapor mixture
with greater than 100 species. Henceforth, a simplified methodology is required for a
breakdown prediction. In this thesis, we characterize dielectric breakdown by a suc-
cessful channel formation between the metallic electrodes across which TRV appears,
without necessarily characterizing the channel as either a streamer or leader.
In order to clearly distinguish between thermal and dielectric breakdown, experi-
ments can be set-up to introduce a delay time of a few µs between arc extinction and
appearance of the TRV. However, in reality, the TRV appears almost instantaneously
and hence, a clear distinction between a thermal and dielectric breakdown is not possi-
ble. In this work, we are interested in predicting dielectric breakdown in circuit breakers,
for which both experimental data and input data from its counterpart CFD simulation
are available. The kinetics solver utilizes the input CFD data to assess the probability
of channel formation along different paths and a breakdown is predicted upon a success-
ful channel formation. Then, the numerical prediction is compared with the available
experimental results. As of date, experimental data and its corresponding CFD simula-
tion data are available for a simplified geometry filled with an air-metal vapor mixture.
The details regarding breakdown prediction for air-metal vapor mixtures are provided
in chapter 7. Testing of the kinetics solver for general air-metal-plastic vapor mixtures
will commence in the future upon obtaining relevant experimental and CFD data.
Chapter 4
Thermodynamic, transport and
dielectric properties of
compressed air
4.1 Dielectric fluid in an LVCB
During a normal operation of the circuit breaker, the space within the designed geometry
is filled with a dielectric fluid. Some of the most desired characteristics for the dielectric
fluid include: (a) greater ability to cool the primary arc with a convective cross-flow and
(b) a high dielectric withstand capability at temperatures and voltages observed post-
CZ. The latter property is extremely crucial since the high-temperature gas is susceptible
to dielectric breakdown during the appearance of the TRV post-CZ. Electronegative
gases, air and SF6 for example, are highly favored as the gaseous medium in a circuit
breaker owing to their ability to form anions by quenching excess electrons from the
highly ionized state. The highly electronegative SF6 gas is commonly used for high-
voltage circuit breaker applications where the TRV ranges between several hundred to
a few thousand kV . Even though SF6 gas could be employed as the medium for low-
voltage circuit breaker applications with a TRV of the order of a few hundred volts,
weakly electronegative air is preferable since SF6 gas has an extremely high global-
warming potential (GWP).
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In this chapter, we first present our results for the thermodynamic and transport
properties of dry air (79% N2, 21% O2) at different values of pressure. Subsequently,
we provide our results for the electron-swarm properties and dielectric breakdown fields
at different temperatures and pressures. For thermodynamic and transport properties,
we provide comparison of our results with those from Cressault [86]. In the case of
electron-swarm parameters and breakdown fields, published data from Dutton [87] and
Tanaka [46] are used for comparison respectively.
4.2 Equilibrium composition of compressed air
The LTE thermodynamic and transport properties depend upon the equilibrium species
composition. Hence, greater agreement with properties results from published data
serves as a validation for the species composition calculations. An LTE plasma com-
Figure 4.1: The variation of different species number densities with temperature for air
at (a) p = 1 atm and (b) p = 5 atm.
position solver has been written for general air-copper mixtures of different air mole
fractions in the range xair = 0 (100% Cu) to xair = 1 (100% air) with increments of
0.05. The list of species included for the composition calculations and their ground-
state energies are provided in Appendix C. The species with the highest mole fractions
for air at p = 1 atm and p = 5 atm are shown in figure 4.1(a) and (b) respectively.
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Certain qualitative features can be deduced. Firstly, for both pressures, monatomic
oxygen is first generated by dissociation of O2 and NO, followed by the dissociation
of N2 which produces monatomic nitrogen. The monatomic nitrogen and oxygen then
undergo ionization reactions at higher temperatures to form N+ and O+ respectively.
Secondly, consider the intersection points of (a) N2 and N curves and (b) N and N+
curves for both pressures. It can be straight-forwardly observed that the intersection
points for both (a) and (b) are shifted to the right for p = 5 atm compared to p = 1
atm. This means that the temperature ranges of dissociation and ionization reactions
increase with pressure and the rightward shifts of dissociation and ionization peaks are
clearly visible in specific heat (section 4.3) and thermal conductivity profiles (section
4.4).
4.3 Thermodynamic properties of compressed air
The most important thermodynamic properties for any gas mixture are density (ρ),
total specific enthalpy (h), and specific heat at constant pressure (Cp). The “total”
in enthalpy indicates sum of the contributions from heavy-species and electrons. The
distinction between the two contributions becomes especially important while dealing
with specific heats of two-temperature plasmas [88]. From (3.72), we can observe that
the accuracy of Cp calculation depends upon the accuracies of both h and ρ. Hence, for
brevity, the plot for specific heat variation with temperature for different pressures is
provided in figure 4.2 instead of the corresponding density and enthalpy variations. The
direction of the arrow in all figures of this chapter indicates the direction of increasing
pressure p unless otherwise mentioned. The most interesting aspect with regard to spe-
cific heat at a given pressure is the presence of several peaks at different temperatures.
Specifically, in figure 4.2, there are four different peaks each increasing in magnitude
compared to the previous peak. The peaks at atmospheric pressure pertain to - (a) dis-
sociation of diatomic oxygen at around 3,500 K, (b) dissociation of diatomic nitrogen
at around 7,000 K, (c) first ionization of atomic oxygen and nitrogen at around 15,000
K, and (d) second ionization of atomic oxygen and nitrogen at around 30,000 K. As
pressure increases, the magnitude of each peak decreases owing to lower specific en-
thalpies for a given temperature at higher pressures. Also, with an increase in pressure,
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Figure 4.2: The variation of total specific heat of air with temperature at different
pressures. The published data [86] is provided for air at atmospheric pressure.
the temperatures at which dissociation and ionization reactions occur increase. This is
evident from the dissociation and ionization peaks shifting slightly to the right. The
results for Cp at atmospheric pressure can be observed to be in excellent agreement with
the published data.
4.4 Transport properties of compressed air
The transport properties of interest in the present work are viscosity, total thermal
conductivity and electrical conductivity.
Viscosity
Firstly, the variations of viscosity (µ) and electrical conductivity (σ) with temperature
are plotted in figure 4.3(a) for different values of pressure. At a given pressure, viscosity
is proportional to the mean free path and temperature. At lower temperatures, when
ionization is not present, neutral-neutral collisions with relatively smaller cross sections
dominate and increasing temperature results in larger mean free paths. However, when
ionization begins to increase, higher cross sections due to charge exchange and charge-
charge Coulombic cross sections lower the mean free paths. Hence, the peak of viscosity
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Figure 4.3: The variation of (a) dynamic viscosity and (b) electrical conductivity of air
with temperature at different pressures.
roughly corresponds to the beginning of significantly higher contributions from charged
species rather than neutrals. As pressure increases, the rightward shift of the peak
obviously relates to the delayed contributions from charged species interactions because
of greater ionization temperatures at higher pressures. The overlap at temperatures
lower than 8,000 K for different pressures agrees with the kinetic theory’s prediction of
pressure independence of viscosity at lower temperatures. A comparison with Cressault’s
viscosity results for air at p = 1 atm indicates differences in the temperature range 8,000-
15,000 K. This can be primarily attributed to the choice of interaction potentials to
calculate electron-neutral and ion-neutral elastic cross sections which predominate in
this temperature range. Our method utilizes “Lennard-Jones” type potential for ion-
neutral interactions and uses the tabulated data of Laricchiuta et al. [70] for electron-
neutral interactions to obtain their respective collision integrals. On the other hand,
Cressault utilizes collision integral values from Capitelli et al. [89], which explains the
deviation from his viscosity results. Nonetheless, the maximum relative error with
respect to Cressault’s values is less than 10%.
69
Figure 4.4: (a) The variation of total thermal conductivity of air with temperature
at different pressures. (b) Variation of individual contributions toward total thermal
conductivity with temperature at atmospheric pressure.
Electrical conductivity
The electrical conductivity σ, on the other hand, is proportional to the electron number
density ne, electron ordinary diffusion coefficient Dee, pressure p and inversely propor-
tional to the mass density ρ of the gas mixture. Hence the profile of σ in figure 4.3(b)
for a given temperature mirrors that of the product: neDeep/ρ. The variable Dee/ρ
decreases with pressure and ne increases with pressure for any temperature. Hence, the
cumulative effect of this product determines the σ profile. For a given pressure, at lower
temperatures where neutral-neutral collisions with smaller cross sections dominate, Dee
is significantly higher compared to higher temperatures where charged Coulombic col-
lisions with higher cross sections dominate. In the case of air, for temperatures greater
than 13,000 K, σ increases with pressure primarily due to greater contribution from
increasing ne compared to decreasing Dee/ρ . The contrary is true for temperatures
lower than 13,000 K.
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Thermal conductivity
The total thermal conductivity (κtot) for air at different pressures is depicted in figure
4.4(a). The contributions of different thermal conductivities - heavy-species (κh), elec-
tron (κe), reactive (κreac) and internal (κint) - towards κtot at atmospheric pressure is
provided in figure 4.4(b). For temperatures lower than 10,000 K at p = 1 atm, κreac
and κh contribute the most towards κtot. Similar to Cp, κreac captures the dissociation
peaks corresponding to diatomic oxygen and nitrogen at 3,500 K and 7,000 K respec-
tively. Above 10,000 K, the contribution from κe becomes significant along with the
additional contribution from κreac capturing the first ionization peak at 15,000 K. In
particular, the contributions from the thermal conductivities apart from κe are negligi-
ble above 20,000 K. As pressure increases, similar to the behavior observed in Cp, the
peaks in κreac shift to right and their amplitudes decrease. Increase in κe is observed
with increasing pressure and hence its contribution is substantially higher for p = 5 atm
compared to p = 1, 2 atm at temperatures above 15,000 K. The contribution from κint
is usually negligible compared to the other three thermal conductivities. A comparison
of κtot values from Cressault in figure 4.4(a) for p = 1 atm indicates excellent agree-
ment at temperatures lower than 7,000 K and reasonable agreement with maximum
relative error less than 20% above 7,000 K. The differences can be attributed to two
main sources. Firstly, in the temperature range 8,000-15,000 K, slight differences are
present in collision integrals due to different interaction potentials for electron-neutral
and ion-neutral cross sections. At temperatures greater than 20,000 K, the κe values
are much closer to those of Capitelli et al. [90] rather than Cressault [86]. This implies
that there is a possibility of over-estimation of κe and hence κtot in Cressault’s work.
4.5 Dielectric properties of compressed air
The species composition-dependent dielectric properties of interest in current work can
be categorized into: (a) the swarm parameters, namely the electron drift velocity and
electron characteristic energy given in (3.60) and (3.64) respectively, and (b) the net
reduced ionization coefficient given in (3.68). Both (a) and (b) depend upon the EEPF
and are required for the calculation of the reduced breakdown field Ecrit/N . A compar-
ison of our Ecrit/N results with those of Tanaka [46] is presented in this section. It is
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a common practice in the electrical discharge literature to consider the reduced electric
field E/N , measured in Townsend (1 Td = 10−21V m2), as an input rather than just
the electric field E.
EEPF
In this work, the EEPFs are calculated using the Boltzmann equation solver BOLSIG+
[19] available through the zero-dimensional plasma kinetics package ZDPlasKin [20].
The set of neutral and excited-species required for the EEPF calculation are listed in
tables C.1 and C.5 respectively of Appendix C. The list of reversible reactions considered
for EEPF calculations are provided in table C.6 of Appendix C. The electron-impact
momentum transfer, excitation, ionization and attachment cross section data for these
reactions are gathered from standard databases [91, 92, 93, 94]. Specifically, the cross
section data for diatomic nitrogen, oxygen and nitric oxide are taken from PHELPS
database [93] while those for monatomic nitrogen and oxygen are chosen from MORGAN
Figure 4.5: EEPF for atmospheric pressure air subjected to an E/N = 50 Td: (a)
excluding excited species effects, (b) including excited species effects.
database [94]. From the attachment cross-section data, it can be observed that diatomic
oxygen is the most electro-negative species in air and is primarily responsible for the
weak electronegativity of compressed air. Tanaka [46] has published results for the
EEDF, which is the product of the EEPF with square root of electron energy , for
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different N2:O2 gas mixture ratios at different temperatures. Tanaka, however, considers
only ground-state species and neglects the effects of electron collisions with vibrationally-
excited molecular species on the EEDF. We include these important effects for the EEPF
calculation and highlight their significance by eventually comparing the breakdown field
profiles with and without the excited species effects.
Depicted in figure 4.5(a) and (b) are the EEPF profiles for atmospheric pressure air
at different temperatures, subjected to an E/N of 50 Td, with and without the excited
species effects respectively. The population of vibrationally-excited diatomic species
in this subsection are assumed to obey an equilibrium Boltzmann distribution. For
comparison, the Maxwellian EEPF for these heavy-species temperatures (Th) and the
electron temperatures (Te) calculated from the actual EEPF are also plotted in figure
4.5(a) and (b) respectively. The Maxwellian EEPFs are straight lines in a semi-log plot
with slopes decreasing with increase in temperatures. A straight-forward observation
is the significant deviation of the calculated EEPF from a Maxwellian EEPF for a
moderately high E/N value observed post-CZ. With regard to the EEPFs without
excited species effects, it can be seen that there is an extremely small difference for
temperatures 1,000-3,000 K while a slight increase in the population of high-energy
electrons is observed at 4,000 K. This is a consequence of greater contribution from
electron-electron collisions at 4,000 K compared to 3,000 K. However, stark differences
are observed between each temperature with the inclusion of excited species effects.
The population of electrons with energies lower than 2 eV decreases while those with
energies greater than 2 eV increase substantially with increase in temperature. The
latter is primarily a result of super-elastic collisions in which a low-energy electron
collides with an excited neutral species resulting in the loss of internal energy leading
to de-excitation of the neutral and an increase in kinetic energy of the electron. The
same behavior is observed for an E/N = 100 Td. Also, the chief energy loss process for
the electrons at each Th pertains to vibrational excitation of diatomic species. This can
be deduced from the collision cross sections of vibrational excitation process, which are
related to the probability of occurrence of that process. The electron-neutral collisions
leading to the formation of v2-v6 of N2, v1-v2 of NO and v1 of O2 have high cross
sections in the order of 10−20m2 in the energy ranges 2.0-3.0 eV , 0.7-1.3 eV and 0.4-0.8
eV respectively. Since each of these excited states have an associated threshold energy,
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Figure 4.6: (a) Comparison of drift velocity and characteristic energy of atmospheric
pressure dry air at 300 K with experimental results provided by Dutton [87]. (b) The
relative error in the drift velocity values compared to those of Dutton.
as given in the section D.2, electrons with energies greater than 3.0 eV tend to lose their
energies and begin to populate lower electron-energy regions. Since the mole fractions
of N2 are substantially higher than either O2 or NO, greater electron population with
energies lower than 2 eV as observed in figure 4.5 is a result of energy losses towards
vibrational excitation of neutral N2.
Swarm parameters
Several databases for electron-impact momentum transfer cross sections exist and hence,
the chosen cross sections in the current work need to be validated. This validation is
undertaken by comparing our electron swarm parameter results with the experimental
data reported by Dutton [87], with the plots for 300 K provided in figure 4.6(a). To our
knowledge, experimental data are available only at lower temperatures and are lacking
at higher temperatures. The calculated characteristic energies DT /µe at different E/N
are observed to closely agree with experimental results with relative errors lower than
5%. With the relative error based on the experimental data provided in figure 4.6(b),
the drift velocities (vd) are found to be in reasonable agreement with the published data
considering the reported experimental uncertainties.
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Ionization coefficients
Figure 4.7: Reduced ionization coefficient α/N for atmospheric pressure air at different
temperatures: (a) excluding excited species effects, (b) including excited species effects.
The Townsend ionization coefficients α are obtained from the reaction rates of
electron-impact ionization collisions, labeled “I” in table C.7 of Appendix C. The ac-
curacy of reaction rates depends upon the accuracy of ionization cross sections and
hence, comparing these coefficients with experimental data serves as a validation for
these cross sections. We have verified that the reduced ionization coefficient α/N pro-
file at 300 K for E/N values lower than 150 Td agree extremely well with available
experimental data [95]. The effects of excluding and including excited species on α/N
of air at different temperatures are plotted in figure 4.7(a) and (b) respectively. Exclud-
ing excited species results in grossly under-predicting α/N especially at temperatures
greater than 2,000 K. This is owing primarily to the significantly greater contribution
from high-energy electrons in the EEPF tail, which are not captured while excluding
excited species.
Reduced breakdown fields
In addition to α, breakdown fields depend upon the attachment coefficient η which
depends upon the reaction rates of electron-impact attachment collisions. These at-
tachment reactions are labeled “A” and listed in table C.7 of Appendix C. Finally, the
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Figure 4.8: (a) Reduced breakdown field Ecrit/N variation with temperature for atmo-
spheric pressure dry air with and without excited species effects. (b) Ecrit/N profiles
for air at different pressures.
variation of the reduced breakdown field Ecrit/N with temperature for air including
and excluding excited species effects is displayed in figure 4.8(a). The relative error for
Ecrit/N calculated excluding excited species effects, with respect to the published results
of Tanaka [46], is less than 5%. The decrease in Ecrit/N after 1,500 K is related to the
dissociation of O2 and creation of NO, resulting in lower reduced attachment coefficients
η/N . However, since Ecrit/N depends on α/N , there is a significant over-prediction of
Ecrit/N owing to the neglection of excited species effects. For example, the exclusion of
excited species effects increases Ecrit/N at 4,000 K by approximately 75%. The Ecrit/N
profiles including excited species effects at different pressures are highlighted in figure
4.8(b). It can be observed that there is appreciable overlap between the profiles below
2,500 K, with a maximum deviation of approximately 20% at 4,000 K for the results
at p = 5 atm from those at p = 1 atm. The observed overlap is an advantage arising
from the use of E/N rather than E, because E/N captures the effects of both electric
field and pressure simultaneously.
Chapter 5
Metal vapor effects
5.1 Sources and effects of metal vapor before CZ
5.1.1 Sources of metal vapor
There are two major sources of metal vapor in an LVCB prior to current zero - (a)
electrodes/contacts and (b) splitter plates. There are two types of contact materials
possible - (i) refractory or “hot” electron emitters possessing high vaporization temper-
atures, tungsten (W) for example, and (ii) non-refractory or “cold” emitters possessing
low vaporization temperatures, copper (Cu) for example. An alloy of refractory and
non-refractory materials with a suitable weight percentage is utilized in realistic circuit
breakers, 50%-50% Cu-W for example. Owing to high (low) boiling points, refrac-
tory (non-refractory) materials suffer lower (greater) material losses due to evaporation.
Nonetheless, owing to high current density and high temperature of the arc, significant
erosion of the metallic contacts occurs during the time interval between arc initiation
and arc motion away from the contacts towards the splitter plates. Additionally, sev-
eral secondary arcs result from breaking up of the primary arc between the splitter
plates. Owing to the ferromagnetic property of the splitter plates, usually composed
of iron, the secondary arcs traverse within the splitter plate gaps for several hundreds
of µs before their eventual extinction close to CZ. As a result, significant erosion of
the non-refractory splitter plate material occurs during the time interval between ini-
tial attachment of secondary arc roots to the splitter plate surfaces and the eventual
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extinction of the arcs. Hence, the metal vapor within the contact gap at and post-CZ
is a mixture of vapors from the afore-mentioned sources.
5.1.2 Effects of metal vapor
The metal vapors in an LVCB prior to current zero contribute to significant radiative
cooling of the primary arc. The presence of metal vapor in air, even in proportions as
small as 1%, dramatically increases the emission and absorption coefficients [14]. This
results in significantly higher rate of radiative arc cooling compared to the case of pure
air. The increase in the radiation coefficients is a direct consequence of lower energy
electronically excited states and lower ionization potentials of metal vapors. Apart
from the radiation coefficients, addition of metal vapors affects both thermodynamic
and transport properties of the plasma. For example, metal vapors result in greater
electrical conductivity especially at temperatures lower than 10,000 K. We have com-
puted the thermodynamic and transport properties of air-copper vapor plasma at LTE
and a comparison of our results with published data [86, 96] will be provided in this
chapter. Other important effects include the formation of metal particles by nucleation,
condensation and coagulation during the gas cooling post-CZ [97,98]. Even though liq-
Figure 5.1: The variation of different species number densities with temperature for
50% Cu, 50% air at (a) p = 1 atm and (b) p = 5 atm.
uid/crystalline metallic condensed species are included in the composition calculations,
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tracking their formation and capturing their effects on the breakdown field is beyond
the scope of current thesis.
5.2 Equilibrium composition of air-copper mixtures
As mentioned in the previous chapter, the equilibrium composition for a general air-
copper mixture is obtained by suitably setting the mole fraction of air xair in the compo-
sition solver. In this chapter, the effect of copper vapor on properties at a given pressure
will be presented in the form of results for xair = 0 (100% Cu), xair = 0.5 (50% Cu, 50%
air), and xair = 1 (100% air). The effect of pressure on different properties of air-copper
mixtures are provided either for 50% Cu or 100% Cu case. The results for intermediate
values of xair will be presented in our forthcoming publications. The direction of the
arrow in figures of this chapter either indicates the direction of increasing pressure p
or increasing copper mole fraction %Cu, wherever appropriate. Since the boiling point
of copper is approximately 2,800 K, we provide the results in the temperature range
3,000-30,000 K.
Figure 5.2: The variation of specific heat with temperature for (a) different %Cu at
atmospheric pressure and (b) 100% Cu at different pressures.
The species with highest mole fractions for the 50% Cu case at p = 1 atm and
p = 5 atm are captured in figure 5.1(a) and (b) respectively. The notable additions
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to the 100% air results in the previous chapter are: monatomic copper (Cu) and its
first ion (Cu+). Monatomic copper has the lowest ionization energy of 7.72 eV among
the species considered and hence, electrons are generated by ionization reactions at
much lower temperatures compared to 100% air. This can be observed in the overlap
of electron and Cu+ number densities for temperatures lower than 10,000 K at both
pressures in figure 5.1. It is worth mentioning that even though Cu2+ has significant
number densities in the temperature range 15,000-30, 000 K, it is not included in the
figure for the sake of clarity.
5.3 Thermodynamic properties of air-copper mixtures
The specific heat Cp profiles for different %Cu at p = 1 atm and 100% Cu at different
pressures are presented in figure 5.2 (a) and (b) respectively. With the increase in %Cu,
Cp decreases significantly in general and the amplitudes of the peaks for 100% Cu are
approximately equal to the amplitudes of the troughs for 100% air. This is primarily
due to the significant decrease in specific enthalpy resulting from significant increase in
mass density ρ with increase in %Cu. Considering the profile for 100% Cu, the first and
second peaks pertain to the first and second ionization of atomic copper respectively.
Figure 5.3: The variation of (a) dynamic viscosity and (b) electrical conductivity with
temperature for different %Cu at atmospheric pressure.
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The results for 100% Cu are in excellent agreement with the published data. The
behavior of specific heat for 100% Cu with increasing pressure is similar to that for
100% air - peaks with decreasing amplitudes while shifting to higher temperatures.
5.4 Transport properties of air-copper mixtures
Viscosity
The viscosity profiles for pure air and pure copper at p = 1 atm including their compar-
ison with published results are depicted in figure 5.3 (a). As the mole fraction of copper
increases, the viscosity decreases significantly in the temperature range 7,000-17,000 K
and there is a shift in the peak towards lower temperatures. The peak amplitude for
pure copper is lower by approximately 40% compared to that for pure air. The lower vis-
cosity can be explained by the emergence of ionization at lower temperatures compared
to pure air, resulting in higher cross sections for charge-exchange and charge-charge
interactions at these temperatures. The deviation from published results are greater for
pure copper compared to that for pure air, which can be attributed to different collision
integrals used by Cressault for Cu-Cu+ interactions. Cressault [86] has considered a po-
larizability potential for Cu-Cu+ interaction while a phenomenological Lennard-Jones
model has been used in the current work.
Electrical conductivity
The electrical conductivities for different %Cu at p = 1 atm are plotted in figure 5.3(b).
The profiles can be explained with the dependence of σ on the interplay between ne
and Dee/ρ at a given pressure. Firstly, Dee decreases significantly with the addition of
copper to air because of charge generation at lower temperatures and increased Coulom-
bic attraction suppressing the diffusion of electrons. Secondly, ρ and ne increase with
increase in copper mole fractions. At temperatures lower than 17,000 K, contribution
from greater ne compensates for the lower contribution from Dee/ρ. However, the op-
posite effect is observed beyond 17,000 K since ne begins to taper and decrease around
17,000 K.
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Figure 5.4: (a) The variation of total thermal conductivity with temperature for different
%Cu. (b) Contributions from reactive (κreac) and electron (κe) thermal conductivity
towards total thermal conductivity for 50% Cu at atmospheric pressure.
Thermal conductivity
Thermal conductivities for different %Cu at p = 1 atm are provided alongside published
results in figure 5.4(a). As the copper mole fraction increases, the thermal conductivity
decreases significantly especially at temperatures lower than 15,000 K. The O2 dissocia-
tion peak at 3,500 K, N2 dissociation peak at 7,000 K and first ionization peak at 15,000
K for pure air are diminished progressively with increase in %Cu. The dissociation and
ionization peaks with diminished amplitudes can be observed for the 50% Cu case. Since
the peaks are primarily due to the contribution from κreac, lower κtot are a consequence
of decreasing κreac with increasing %Cu. The deviation of our κtot calculations from
published data is observed to increase with increase in %Cu. The contributions from
κreac and κe toward κtot, along with published results, for 50% Cu are presented in
figure 5.4(b). At temperatures in the range 7,000-10,000 K, the deviation from κreac
is owing to the different collision integrals used by Cressault for Cu-Cu+ interactions.
Similar to the pure air case, κe is over-predicted by Cressault at temperatures greater
than 15,000 K. The contribution from κint is negligible at all temperatures.
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Figure 5.5: The variation of combined ordinary diffusion coefficient (DxAir−Cu) with
temperature for 50% air, 50% Cu at different pressures. The published data [96] is
provided for DxAir−Cu at atmospheric pressure.
Combined diffusion coefficients
For air-copper mixtures with intermediate mole fraction values between 0 and 1, com-
bined diffusion coefficients owing to gradients in mole fraction, pressure and temperature
can be calculated. Since the combined diffusion coefficients due to mole fraction gra-
dients are significantly higher compared to pressure and temperature, we present only
the combined ordinary diffusion coefficients (Dx) in this work. The variation of Dx
with pressure for 50% Cu is presented in figure 5.5 and it can be deduced easily that
Dx decreases with pressure. This is primarily because Dx depends upon the ordinary
diffusion coefficients Dij , which have an inverse proportionality with pressure as seen
from (3.108).
5.5 Dielectric properties of air-copper mixtures
In this section, we focus on the characteristics of EEPF for air-copper mixtures with
different %Cu. We then provide the variation of Ecrit/N with temperature for differ-
ent %Cu and the temperature range of interest is 300-6,000 K. We chose 6,000 K
as the maximum temperature for the breakdown field calculations since the electron
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mole fractions at 6,000 K for different %Cu range between 10−2-10−1, meaning that a
small residual current flow can be expected at higher temperatures with correspondingly
higher electron number densities.
Composition including condensed species
Figure 5.6: The variation of different species number densities with temperature for
atmospheric pressure air-copper mixtures with: (a) 5% Cu and (b) 10% Cu.
The minimum temperature considered for the equilibrium composition in the previ-
ous section is 3,000 K, since pure copper exists in gaseous form at temperatures above
its boiling point of approximately 2,800 K. However, we require breakdown fields for
the temperature range of interest and hence, it is imperative that the condensed species
of copper Cu(l,cr) be included at temperatures lower than 3,000 K. The composition
calculation is split into the following parts: (i) 300-4000 K including condensed species
using White’s method, (ii) 4000-6,000 K excluding condensed species using Godin’s
method. This split provides high computational efficiency as well as accuracy. As a
validation, the neutral species number densities between 4,000-6,000 K from both the
methods are observed to be in excellent agreement with each other. We have also veri-
fied that the NIST-JANAF tables for Cu+ result in erroneously high internal partition
function values leading to significantly high number densities of Cu+. Owing to electro-
neutrality, the electron number densities are significantly high and hence, there is an
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over-prediction of ionic number densities between 4,000-6,000 K. Since, the Boltzmann
solver requires the knowledge of electron number densities at all temperatures, Godin’s
method is utilized to determine the charged species number densities between 300-6,000
K.
The species composition corresponding to 5% and 10% copper mole fractions are
plotted in figure 5.6(a) and (b) respectively. A sudden plunge of the condensed species
number densities can be observed around approximately 2100 K, which corresponds to
the isothermal phase change of liquid-crystalline copper (Cu(l, cr)) to gaseous copper
(Cu). The temperature at which the phase change occurs increases with increase in
%Cu, reaching 2,800 K for 100% Cu. The atomic copper number densities for 10% Cu
are roughly twice as those for 5% Cu. Higher electron number densities are observed
at a lower temperature for 10% Cu compared to 5% Cu and in general, the electron
number densities increase with increase in %Cu.
Figure 5.7: EEPF for atmospheric pressure air-copper mixture with 5% Cu subjected
to an E/N = 50 Td at different Th: (a) excluding excited species effects, (b) including
excited species effects.
EEPF
The electron-impact reactions, including those related to copper, considered for the
EEPF calculations are listed in table C.5 of Appendix C. The momentum-transfer cross
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section of monatomic copper is extremely important and needs to be carefully chosen
from the available published data [50,99,100]. We choose the momentum-transfer data
of Chervy [99] in the lower energy range 0-15 eV and the data of Tkachev [100] in the en-
ergy range 15-100 eV . This cross section data was utilized for determining the collision
integrals corresponding to electron-atomic copper interaction in the calculation of trans-
port properties. The reasonable agreement with published transport properties serves as
a validation for the cross section data. In this work, we neglect the effects of condensed
species on EEPF despite capturing their number densities in the composition calcula-
tion. Including the particulate effects in partially ionized gases at atmospheric pressure
is highly complicated because the high collision frequencies at these pressures neces-
sitates the inclusion of particles of several sizes and charges along with other species.
Practically speaking, the size of particles found on a circuit breaker wall surface after a
TRV breakdown test are several hundred µm, which is much higher or on the order of
Debye length in a high-pressure collisional plasma. This results in the breakdown of the
simplified orbital motion limited (OML) theory [101] which holds approximately for low
pressure plasma. Moreover, the CFD solver currently does not possess a module dealing
with the tracking of particulate matter because of the extremely high computational
effort required. We first consider figure 5.7(a) depicting the EEPF for 5% Cu subjected
Figure 5.8: EEPF for atmospheric pressure air-copper mixture with 10% Cu subjected
to an E/N = 50 Td at different Th: (a) excluding excited species effects, (b) including
excited species effects.
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to an E/N of 50 Td excluding excited species effects. Atomic copper possesses signifi-
cantly high momentum transfer cross sections at electron energies in the range 0-2 eV ,
compared to the species related to air. Hence, at temperatures in the range 2,000-4,000
K in the presence of Cu, there are significantly high electron-energy losses due to elas-
tic scattering resulting in a greater population of lower energy electrons. This can be
observed from the increase in the lower energy peak at 3,000 and 4,000 K compared to
2,000 K. Also, at 4,000 K, with electron mole fractions around 10−5, electron-electron
Figure 5.9: Maxwellization of EEPF for air-copper mixture with 10% Cu at higher
temperatures subjected to an E/N = 50 Td : (a) excluding excited species effects, (b)
including excited species effects.
collisions at high E/N result in the re-population of the high-energy tail [19]. The
electron-electron collisions result in the “Maxwellization” of the EEPF, which will be
clarified later in this subsection. Similar to the observations for pure air, inclusion of ex-
cited species effects in the form of super-elastic collisions results in significant increase in
the population of high-energy electrons. In addition to the vibrationally-excited species
considered for air, there are electronically-excited species for Cu at lower energy levels
of 1.5-3.0 eV compared to other species. The electronically-excited species of Cu are
assumed to follow a Boltzmann distribution and hence, their number densities increase
with increase in Th. Hence, the inclusion of super-elastic collisions corresponding to
these excited species in addition to those considered for air results in greater popula-
tion of high-energy electrons at higher Th. These observations hold true for 10% Cu as
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illustrated in figure 5.8, albeit with minor differences. With increase in %Cu, and hence
the electron and Cu number densities, the energy loss due to elastic scattering increases
resulting in greater electron population with lower energies for 10% Cu compared to 5%
Cu. This translates to a smaller population within the high-energy tail at 3,000 and
4,000 K for 10% Cu compared to 5% Cu. Finally, the EEPFs for 10% Cu are shown
in figure 5.9 at 5,000 and 6,000 K. At these temperatures, electron-electron collisions
Figure 5.10: Reduced ionization coefficient α/N variation with reduced electric field
for atmospheric pressure air-copper mixture with 5% Cu at different temperatures: (a)
excluding excited species effects, (b) including excited species effects.
begin to affect the EEPF by increasing the population of electrons at high energy levels
resulting in a near-Maxwellian distribution. With or without excited species effects, a
Maxwellian EEPF is observed for 6,000 K. Most importantly, the lower slope observed
after including excited species effects corresponds to a higher electron temperature Te
compared the case excluding those effects. Additionally, at these high temperatures and
extremely small E/N values (≈ 10−2 Td), exclusion of super-elastic collisions produces
an erroneous EEPF which results in a Te lower than Th, which is unphysical.
Ionization coefficients
In order to calculate the ionization coefficients (α), the contributions from different
ionization reactions listed in table C.7 of Appendix C are tallied. The ionization cross
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sections for electronically-excited monatomic species are not available in the literature.
To circumvent this limitation, we utilize the ionization cross sections of their ground-
state monatomic parent species [102, 103] and reduce the electron energies in the cross
section data by the relevant thresholds of excited species’ energies. For example, we
consider ground state Cu with an ionization energy of 7.72 eV and the excited species
Cu(e1) possessing a threshold of 1.5 eV with respect to ground state Cu. The ionization
cross section data for Cu(e1) was obtained by reducing the electron energies in ionization
cross section data for Cu by 1.5 eV . This approximation imitates the process of step-wise
ionization: an electron with energy lower than the ionization energy of Cu but higher
Figure 5.11: (a) Reduced breakdown field Ecrit/N variation with temperature for at-
mospheric pressure air-copper mixture with 5% and 10% Cu, with and without excited
species effects. (b) Ecrit/N profiles for air-copper mixture with 10% Cu at different
pressures.
than the threshold energy of Cu(e1) results in the formation of Cu(e1), which possesses
an ionization energy lower than Cu’s ionization energy by 1.5 eV . Subsequently, an
electron with energy around 6.5 eV , which is still lower than Cu’s ionization energy of
7.72 eV , is capable of ionizing Cu(e1).
Similar to air, the super-elastic collision effects on EEPF are clearly visible through
the plot of α/N in figure 5.10. Even though only a small mole fraction value of 5% Cu is
considered, the α/N including excited species effects are roughly twice those excluding
the effects for 3,000 and 4,000 K. The addition of a small percentage of Cu results in
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higher α/N compared to pure air, which can be observed from the comparison of figures
4.7(b) and 5.10(b) respectively.
Reduced breakdown fields
The reduced breakdown fields Ecrit/N are calculated by tallying the contributions to
ionization (α) and attachment (η) coefficients from ionization and attachment reactions
listed in table C.7 of Appendix C. A comparison of Ecrit/N with and without excited
species effects is provided in figure 5.11(a) for 5% and 10% Cu at atmospheric pressure.
We first consider the case excluding excited species effects. Tanaka [50] has plotted
the Ecrit/N variation with temperature for copper mole fractions in the range 0-10%.
Following Tanaka’s procedure, we have verified that our Ecrit/N results for 10% Cu
agree extremely well with his published results. However, we refrain from providing
the comparison because Tanaka does not include all the excited species of Cu in his
EEPF and Ecrit/N calculation. From figure 5.11(a), it can be observed that including
excited-species effects on EEPF results in significant reduction in Ecrit/N for both 5%
and 10% Cu. A greater %Cu results in a greater energy loss through elastic scattering
resulting in lower α for 10% Cu compared to 5% Cu at temperatures greater than
4,000 K. Hence, the Ecrit/N excluding excited species effects is higher for 10% Cu at
these temperatures. On the other hand, at temperatures greater than 2,000 K, the
Ecrit/N including excited species effects is lower for 10% Cu compared to 5% Cu. As %
Cu increases, the Ecrit/N including excited species effects decreases with temperature.
This trend rightly describes the detrimental effects of higher concentrations of metal
vapor, resulting in lowering the breakdown fields.
The effect of pressure on Ecrit/N of 10% Cu, including excited species effects, is
presented in figure 5.11(a). The boiling point of Cu increases with increase in pressure
and hence, the isothermal phase change at which Cu(l, cr) gets converted to gaseous
Cu occurs at a higher temperature at higher pressures. This is reflected in the Ecrit/N
profiles traversing to the right at around 2,200 K. With increasing pressure, the number
densities of Cu and hence its excited states increase resulting in slightly higher Ecrit/N
at higher pressures, especially for temperatures in the range 2,000-4,500 K. At other
temperatures, an excellent overlap of Ecrit/N profiles is observed.
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5.6 Finite-rate kinetics in air-copper mixtures
In the previous section, breakdown fields were calculated with species composition ob-
tained assuming chemical equilibrium. However, deviations from chemical equilibrium
are observed post-CZ due to finite-rate chemical reactions. Lower chemical reaction
rates are a result of the contact gap cooling and the ensuing temperature decay post-CZ,
compared to the faster reaction rates in the high-temperature, high-current arc phase.
Computation of species composition variation with time for a specified temperature de-
cay and an associated cooling rate has been performed for SF6 gas [8,83] in a HVCB. Two
of the important assumptions of interest to this work, considered by Gleizes et al., [83],
are: (a) Maxwellian EEPF for all species and (b) no recovery voltage applied across the
contacts. However, based on our literature survey, we have not found equivalent studies
for air-metal-plastic vapor mixtures in an LVCB. To address this shortcoming, we have
developed a finite-rate chemical reaction solver following the CHEMEQ2 method [17]
for air-metal-plastic vapor mixtures. The two assumptions made by Gleizes are relaxed
by taking into account: (i) a general non-Maxwellian EEPF for electrons and (ii) a
recovery voltage of suitable magnitude across the contact gap. These two assumptions
are essentially inter-related since the appearance of (ii) is responsible for (i). Our solver
is capable of calculating chemical non-equilibrium composition including temperature
decay and non-Maxwellian reaction rate effects.
In realistic LVCBs, it is roughly estimated that cooling rates range from 107 to 108
K/s and the temperatures near CZ range between 5,000-8,000 K. In this work, we
assume a temperature decay from an initial temperature of 8,000 K to a final tem-
perature of 2,000 K over time durations of 60 µs and 600 µs. The time durations
considered correspond to the cooling rates of 108 and 107 K/s respectively. In this
section, we present results for the species composition variation with time pertaining
to air-copper mixtures, for a cooling rate of 108 K/s. The results for 107 K/s cool-
ing rate are currently under investigation and will be provided in a future publication.
Also, TRV magnitudes of 400 V and 300 V are applied across a contact gap of length
2 cm. Since the deviation of breakdown field results for 300 V are within 5% compared
to those for 400 V , species composition and breakdown field results are presented for
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400 V alone. In order to facilitate a comparison with published data, the air and cop-
per related reaction rates are gathered from Teulet et al. [51] and the NIST kinetics
database [104]. In the reaction set considered, there are 15 species: N2, N, O2, O, NO,
Cu2, Cu, N+2 , N
+, O+2 , O
+, O−, NO+, Cu+, E− and 84 reversible reactions [51]. Con-
densed species are not included in the reaction mechanism and hence, the composition
calculations below 2,500 K are not expected to be accurate. This will be remedied in
a future work by including gas-solid reactions leading to particulate formation. The
electron-impact reactions in the set include: (a) ionization reactions of N2, N, O2, O,
NO, Cu and (b) attachment reactions of O2, O. There are two variations possible with
the electron-impact reaction rates calculated using: (i) a Maxwellian EEPF and (ii) a
non-Maxwellian EEPF calculated using Boltzmann equation solver. The Maxwellian
and non-Maxwellian EEPFs correspond to the absence and application of the 400 V
TRV. Subsequently, the breakdown fields based computed using the composition from
finite-rate kinetics with Maxwellian and non-Maxwellian EEPFs are compared with the
breakdown fields using chemical equilibrium. The computational effort is expected to
increase significantly when the effects of plastic vapor are included in future.
The following steps are followed to obtain the non-equilibrium composition, provided
the mass fraction of copper (yCu), TRV magnitude and the constant cooling rate values
are known:
1. At time t = 0, the species number densities are set according to the chemical
equilibrium composition at 8,000 K. The initial time step ∆tinit is determined by
the kinetics solver, based on the reaction with the smallest time scale.
2. If the computation does not involve an applied TRV, a Maxwellian EEPF corre-
sponding to the heavy-species temperature is utilized for calculating the reaction
rates for electron-impact processes. On the other hand, if a finite TRV is in-
troduced at t = 0, the electron-impact reaction rates are evaluated using the
non-Maxwellian EEPF from BOLSIG+. The time steps ∆t can be in the order of
a few ns and hence, the steady-state must be reached much faster for the EEPF
calculation to be valid. Fortunately, the collision frequencies in air-copper mix-
tures are on the order of 1010-1011 s−1 and hence the steady state time scales for
EEPF are in the range 10−10-10−11 s.
92
3. With all the relevant reaction rates known, the species composition at the end of
∆tinit is obtained.
4. The following four conservation conditions need to be satisfied within acceptable
tolerances: (a) Ideal gas law, (b) electro-neutrality, (c) nucleus ratio between
the elements nitrogen and oxygen and (d) nucleus ratio between the elements
oxygen and copper. Even though it is mentioned in the literature [83] that the
conservation conditions are satisfied at each time step provided they are satisfied
at t = 0, deviations from these conditions need to be evaluated. For our 108 K/s
cooling rate calculations, the deviations were much smaller than 5%.
Figure 5.12: Comparison of Ecrit/N variation with temperature, between
Maxwellian and non-Maxwellian EEPF-based rates, for mole fractions: (a) 5%
Cu and (b) 10 % Cu. The equilibrium composition based Ecrit/N is additionally
plotted.
5. Using the non-equilibrium composition at the end of a time-step, Ecrit is calculated
using the same procedure used for chemical equilibrium composition.
6. Steps 2-5 need to be repeated for every subsequent ∆t till the end time (tend) is
reached, starting with the composition at the end of previous ∆t. For 108 K/s
and 107 K/s constant cooling rates, tend equals 60 µs and 600 µs respectively.
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This procedure is then repeated for different values of yCu. Finally, the Ecrit calcu-
lated with the non-equilibrium compositions using the Maxwellian and non-Maxwellian
reaction rates are added as new columns to the look-up table containing Ecrit from equi-
librium composition. In the figures presented, the two non-equilibrium cases are labeled
as “Maxwellian rates” and “non-Maxwellian rates” respectively, for convenience.
In this section, we furnish results for yCu = 0.2, 400 V TRV and 108 K/s, at different
time instants during the temperature decay. This yCu equals 10% in mole fraction terms.
The mass fraction values in the CFD solver post-CZ are predominantly close to 20%. For
clarity, the variables of interest are plotted against temperature, with an arrow depicting
Figure 5.13: Important species with significant contributions toward determining the
reduced breakdown field. Their number densities for 10% Cu are plotted against tem-
perature.
the direction of increasing time and decaying temperature. Plotted in figure 5.12 is the
variation of reduced breakdown field with temperature for two different copper mole
fractions of 5% and 10%. The temperature range of interest is 2,000-6,000 K. The
upper limit of 6,000 K is chosen in accordance with the maximum temperature in the
equilibrium breakdown field calculations. Below 2,000 K, significantly high number
densities of monatomic copper are expected to be form due to condensation. Since the
reaction mechanism does not include phase-transition reactions, the number densities of
copper will be over-predicted below 2,000K and hence, the choice of 2,000K as the lower
limit. We would like to re-iterate that the reduced breakdown field values calculated
94
below 2,500 K are expected to be inaccurate since the effects of particulate matter are
not included in the EEPF calculations. From figure 5.12, for both 5% and 10% mole
fractions, Ecrit/N values calculated using non-Maxwellian EEPF-based composition are
lower than those computed using Maxwellian EEPF-based composition. The difference
in the Ecrit/N values between the Maxwellian and non-Maxwellian EEPF-based rates
increase substantially above 4,000 K. The results in the following paragraphs will be
used to explain the reasons for the profiles in figure 5.12, at temperatures greater than
4,000 K.
Figure 5.14: (a) Relaxation time for electrons and (b) electron number densities, at
different time instants for Maxwellian and non-Maxwellian cases, with Cu mole fraction
equal to 10%.
Firstly, we focus on the important species which contribute significantly to the ion-
ization and attachment coefficients. With regard to the ionization coefficient, ionization
of Cu is the chief contributor while for the attachment coefficient, direct electron at-
tachment to O and dissociative electron attachment to NO are the major contributors.
The variation of their number densities with temperature is provided in figure 5.13. In
a direct contrast to the equilibrium composition where oxygen atoms recombine to form
diatomic oxygen at lower temperatures leading to decline in their number densities,
the non-equilibrium monatomic oxygen composition increases with decrease in temper-
ature. A similar trend for monatomic nitrogen is observed. This leads to the important
conclusion that in the faster cooling rate regime of 108 K/s, there is not enough time
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available for chemical equilibrium to be attained. Also, the difference in the copper
number densities between Maxwellian and the non-Maxwellian cases increases above
4,500 K.
Secondly, we focus on the electrons. We plot the electron relaxation times and
number densities in figure 5.14. With the decay time τi in section obtained for all
reactions in which electrons are lost, the total electron relaxation or decay time τe is
computed using:
1
τe
=
∑
i
1
τi
, (5.1)
From figure 5.14, the electron relaxation times for the Maxwellian EEPF-based rates is
higher compared to those for non-Maxwellian EEPF-based rates and this is reflected in
turn in the electron number densities which are much lower for the latter compared to
the former. The greatest contribution towards electron decay for non-Maxwellian case is
from the electron-Cu+ recombination reaction at all temperatures. On the other hand,
for the Maxwellian case, the greatest contributions are from the dissociative recombi-
Figure 5.15: EEPFs calculated at E/N = 10 Td using the non-equilibrium compositions,
at times (a) t = 40 µs and (b) t = 35 µs post-CZ when the temperatures are 4,000 K
and 4,500 K respectively. The cooling rate is constant and equals 108 K/s.
nation of electron-NO+ and electron attachment to monatomic oxygen at temperatures
above and below 4,500 K respectively. The reduced breakdown fields for temperatures
in the range 4,000-5,500 K for both the Maxwellian and non-Maxwellian cases are in
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the proximity of 10 Td. Hence, a comparison of the EEPFs using the compositions from
Maxwellian and non-Maxwellian cases, at two different time instants and E/N = 10 Td
are depicted in figure 5.15. At t = 35 and 40 µs, the temperatures 4,500 and 4,000 K
are reached. Comparing the EEPFs in figure 5.15(a) and (b), the EEPF corresponding
to the composition from Maxwellian EEPF-based rates has lower population of high-
energy electrons compared to that from non-Maxwellian EEPF-based rates. With the
difference in copper number densities extremely small at 4,000 and 4,500 K, the con-
tribution from copper towards the ionization coefficient is significantly higher for the
non-Maxwellian case compared to the Maxwellian case. Also, owing to higher electron-
electron collisions arising from much higher electron number densities, the composition
from Maxwellian EEPF-based rates leads to a near-Maxwellian EEPF at these temper-
atures. At temperatures greater than or equal to 5,000 K, the EEPFs calculated using
either compositions tend to merge. However, the copper number densities are higher
for the non-Maxwellian case compared to the Maxwellian case. This results in lower
Ecrit/N for the former compared to the latter above 5,000 K, as seen from figure 5.12.
Also, for 10% Cu, the breakdown field at 6,000 K is extremely small (∼ 0.1 Td) for the
non-Maxwellian based composition compared to the Maxwellian based composition (∼
10 Td).
Chapter 6
Plastic vapor effects
6.1 Sources and effects of plastic vapor before CZ
6.1.1 Sources of plastic vapor
One of the primary challenges in any circuit breaker design is the approach used for
cooling the arc generated by the fault current and ridding the contact gap of the exhaust
gases. In the case of HVCBs employed in industrial installations, a high velocity con-
vective flow of SF6 gas is generated by a suitable mechanism upon detecting the contact
separation [105]. The convective flow is a result of a pressure gradient between a highly
pressurized reservoir and a lower pressure arc chamber. Additionally, a complicated flow
mechanism arising out of ablating plastic wall material is possible. Similar to a HVCB,
the arc chamber of an LVCB employed for residential installations is confined within a
plastic enclosure. During the high current phase when an arc with temperatures around
20,000-30,000 K is formed, plastic wall ablation is observed owing to significant radia-
tive heating. In recent years, an additional plastic gassing insert is placed adjacent to
the contacts which acts as an additional source of plastic vapor [106].
The plastic walls are usually composed of any of the following insulation materials
[107]: (a) Polyethylene Terephthalate (PETP, C10H8O4), (b) Polymethylmethacrylate
(PMMA, C5H8O2), (c) Polyamide-6/6 (PA-66, C12H22O2N2), (d) Polyvinyl chloride
(PVC, C2H3Cl) or (e) Polytetrafluoro ethylene (PTFE, C2F4). There are, however,
concerns regarding the by-products generated from PVC and PTFE vapors which can
97
98
be composed of hydrofluorocarbons and perfluorocarbons with extremely high global
warming potential. Hence, the plastic vapors arising only out of (a)-(c) will be analyzed
in the current work.
6.1.2 Effects of plastic vapor
The vaporization temperatures of most plastic materials are significantly lower than
the high arc temperatures in high-current phase and hence the plastic walls are subject
to evaporation. The plastic vapor arising out of the side walls is an insulator which
cools the arc rapidly and quenches the excess electrons from the partially-ionized gas
resulting in eventual dielectric gas formation. The former characteristic is important
in the high-current phase leading to arc extinction and the latter important in the
low-current or post-CZ phase for preventing re-ignition or restrike. Another desirable
property in an LVCB is a low contact resistance during the life of circuit breaker,
which prevents severe heating overload of the circuit breaker equipment. Shea [108]
compared the performances of a ceramic and a plastic with regard to the gases released
during arcing, which contribute towards an increase in contact resistance. The contact
materials were the same and chosen to be Ag-W and Ag-C. Shea concluded that utilizing
plastic wall material does not increase the contact resistance significantly, while the
increased pressure in the arc chamber and hydrocarbon gases due to the plastic ablation
improve arc interruption. Similar to the metallic particles from metal vapor, plastic
vapors contribute towards the formation of carbon particles and soot during gas cooling
post-CZ. Graphite is included in the list of species for equilibrium composition, but
not included in the EEPF and breakdown field calculations. The number of species
considered in air-metal-plastic vapor mixtures is approximately thrice that for air-metal
vapor mixtures. This implies significantly greater effort required for the calculation of
transport properties, which is still a work in progress and hence will not be presented
in this work.
6.2 Equilibrium composition of air-copper-plastic mixtures
In this section, we focus on the composition of the three plastics PA-66, PETP and
PMMA at temperatures greater than 4,000 K. The presence of condensed species,
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Figure 6.1: The variation of different species number densities with temperature for
pure PA-66 at p = 1 atm: (a) monatomic and (b) polyatomic species.
graphite, at lower temperatures will be considered later. For the sake of clarity, the
number densities of monatomic and polyatomic species are provided separately which
renders it convenient for comparison with published data of Andre´ [109]. The number
densities variation with temperature for 100% PA-66 are provided in figure 6.1. Even
though the plots for the other two plastics are not provided for brevity, comparisons
between the three will be mentioned in this section.
From the chemical formulae of the plastics, it can be observed that only PA-66
contains nitrogen out of the three plastics. This translates to the presence of nitrogen-
based compounds, cyanide (CN) and hydrogen-cyanide (HCN) for example, in PA-66
which are totally absent in the composition of PETP and PMMA. Monatomic and di-
atomic hydrogen are present in greater concentrations for PA-66 and PMMA compared
to PETP. On the other hand, PETP possesses significantly higher number densities of
carbon-monoxide (CO) compared to PA-66 and PMMA. PETP and PMMA generate
greater number densities of monatomic oxygen compared to PA-66. The number den-
sity of diatomic carbon (C2) initially increases and then decreases with a peak around
5,000 K for all the plastics. The number density of ethynyl radical (C2H) for all the
plastics is observed to be much higher than that of ethylene (C2H2), with the ratio
being approximately equal to 5 at 4,000 K.
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Figure 6.2: The variation of total specific heat for different plastics with temperature
at atmospheric pressure. The published data are provided for PA-66 [51], PETP [110]
and PMMA [110] at high temperatures.
6.3 Thermodynamic properties of air-copper-plastic mix-
tures
As mentioned in previous chapters, owing to its dependence on the two thermodynamic
properties - density and enthalpy, specific heat is an essential thermodynamic property
for validating the species composition. Figure 6.2 depicts the variation of specific heat
at constant pressure with temperature for PA-66, PETP and PMMA alongside the
respective published data of Teulet [51] and Koalaga [110]. The data from Koalaga for
PETP and PMMA are available for temperatures above 9,000 K, while those for PA-66
from Teulet are available above 4,000 K. For PETP and PMMA at temperatures below
9,000 K, published data is available from Andre´ [109] but is not presented in the figure.
The calculated specific heat (Cp) values for the plastics agree extremely well with the
relevant published data. A comparison of Cp for PETP and PMMA results with those
from Andre´ [109] indicates that even though the peaks are correctly observed around
5,000 K and 7,500 K, the magnitude of the peaks from his calculations are higher.
On the other hand, a comparison of Andre´’s [109] PA-66 results with those from the
fairly recent results of Teulet [51] at temperatures below 9,000 K indicates wide-spread
discrepancies in the magnitude of the peaks at 5,000 K and 7,500 K. Since our Cp
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values for PA-66 agree extremely well with those from Teulet, we conclude that Andre´’s
results over-estimate the peak magnitudes for PETP and PMMA at temperatures below
9,000 K. Excellent agreement above 9,000 K is observed between all published data
since most of the diatomic and polyatomic species have dissociated to form monatomic
species.
In figure 6.2, the peak at around 5,000 K for PA-66 includes contributions from
dissociation of triatomic carbon (C3), C2H, CN and C2 while the peak at 7,000 K
includes contributions from dissociation of CO and N2. The peaks at 15,000 K and
27,500 K are owing to first ionization of monatomic carbon and hydrogen and second
ionization of monatomic carbon respectively. Likewise, for PETP and PMMA, the peak
at 5,000 K is from the dissociation of C3, C2H and C2 while the peak at 7,000 K is
owing to the dissociation of CO. The ionization peaks are from the same sources as
PA-66.
6.4 Dielectric properties of air-copper-plastic mixtures
Similar to air-copper mixtures, we are interested in computing the breakdown fields in
the temperature range 300-6000 K. Firstly, we choose one of the most commonly used
insulation materials, PA-66, as the source of plastic vapor. It has been experimentally
observed that utilizing PA-66, compared to other plastics, results in cleaner combustion
and hence lower particular matter or soot formation. Next, we compare the breakdown
fields for pure PA-66, PETP and PMMA. All the results provided in this section, ex-
cept the breakdown fields comparison between the plastics, have been presented in our
publication [111].
6.4.1 Air-copper-PA66 mixtures
Composition including condensed species
In order to validate our composition calculations, we have computed the species number
densities for the case of pure PA-66 including the presence of graphite. Our results are in
excellent agreement with the published data [107]. Polyatomic species with the highest
mole fractions for the pure PA-66 case over the temperature range 1,000-5,000 K are
102
Figure 6.3: (a) The variation of polyatomic species number densities with temperature
for pure PA-66, including condensed species, at p = 1 atm. (b) Species with high
number densities for the mass fractions: 44% air, 12% Cu and 44% PA-66, including
the condensed species C(gr) and Cu(l,cr).
shown in figure 6.3(a). Most importantly, we have verified with the published data
that the exclusion of condensed species in the equilibrium calculations would result
in over-prediction of polyatomic species number densities at temperatures lower than
3,300 K. The jump in number densities observed in figure 6.3(a) around 3,300 K
can be attributed to the isothermal phase change of gaseous carbon (C) into graphite
(C(gr)). Additionally, we calculate the composition corresponding to a few cases for
which dielectric strength results will be presented in the next subsection. The two cases
are: (i) the mass fractions of air, copper and PA-66 are 0.44, 0.12 and 0.44 respectively,
(ii) the mass fractions of air, copper and PA-66 are 0.48, 0.04 and 0.48 respectively. The
mass fraction values were chosen from a CFD simulation dataset [14] corresponding to
two different control volumes at a particular time instant post-CZ. As part of testing
the kinetics solver, the CFD data was obtained along a straight line path joining the
two copper electrodes, for a simplified 2D axisymmetric geometry and a stipulated TRV
profile applied post-CZ. Hence, there is no equivalent experimental setup representative
of the CFD simulation. In mole fraction terms, the values for case (i) are 0.8, 0.1 and
0.1 for air, copper and PA-66 respectively and the corresponding values for case (ii)
are 0.86, 0.03 and 0.11. The results corresponding to case (i) alone are presented in
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figure 6.3(b) for clarity, owing to similar order of magnitude estimates between the two
cases. It can be observed from figure 6.3(b) that the species number densities undergo
a jump around 2,200 K owing to the phase change of the two condensed species. The
condensed species of carbon and copper, C(gr) and Cu(l,cr) respectively, are marked
separately in the figure. As the mass fraction of copper increases, the temperature at
which the jump is observed approaches the boiling point of copper (2,835 K). A few
important diatomic and polyatomic species with significant number densities are also
shown in figure 6.3(b) and the jump in number densities is much more significant for
the polyatomic molecules compared to the diatomic molecules.
Breakdown fields
We now present the critical electric field results for mass fraction cases (i) 0.44, 0.12, 0.44
and (ii) 0.48, 0.04, 0.48 mentioned in the previous subsection. As mentioned earlier, the
ionization and attachment coefficients on the left hand side of equation (3.68) represent
the summation of contributions from several species. These coefficients are calculated
from ionization and attachment reaction rates respectively. The rates require the colli-
sion cross sections for the species involved in ionization or attachment reaction and the
EEPF for the integration to be performed on the right hand side of equation (3.68).
Apart from the ionization and attachment cross sections, electron-impact momentum
transfer cross sections are also required for the drift velocity calculation in equation
(3.60). In the case of pure PA-66, there are several small-chain hydrocarbon species for
which experimental collision cross section for momentum transfer are not available in
the literature and hence, certain approximations need to be made. For example, the
cross sections for C2H are taken to be equal to those of C2H2. We would like to note that
even though condensed species have been included in the species composition, analyz-
ing their effects on the EEPF are beyond the scope of current work. Hence, the EEPF
and the critical electric field values are expected to be inaccurate at lower temperatures
where significant condensed species number densities are observed.
Dry air is a weakly electronegative gas with O2 being the most electronegative
species and it was shown by Tanaka [50] that at temperatures greater than 3,000 K
diatomic oxygen dissociated to form monatomic oxygen resulting in drastic reduction in
the attachment coefficient. Also, nitric oxide contributes significantly to the ionization
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coefficient at temperatures greater than 1,500 K owing to its lower ionization potential
(9.25 eV ) compared to other species. Moreover, addition of gaseous copper to dry air
was found to significantly increase the ionization coefficient owing to its lower ionization
potential (7.7 eV ) [50]. Addition of PA-66 to air and copper mixture results in the ad-
dition of several hydrocarbon species which contribute to the ionization and attachment
coefficients. Most of the hydrocarbon species considered possess significantly higher ion-
ization potentials compared to copper and hence, their contribution to the ionization
coefficient is expected to be negligible in the presence of high number densities of copper.
However, recent experimental investigations have observed significantly high dissocia-
tive attachment cross sections at lower electron energy thresholds for HCN [112]. Hence,
a high number density of HCN is expected to contribute significantly to the attachment
coefficient. For a general air-Cu-PA66 mixture excluding excited species effects, we
consider 31 electron-impact ionization and 19 electron attachment reactions in total
corresponding to 27 different species.
An important effect previously not considered in the dielectric strength calcula-
tions [50] is that of the excited species, i.e., the effects of vibrationally-excited diatomic
species and electronically-excited monatomic species on the coefficients equation (3.68)
were neglected. Apart from their contribution to photo-ionization which is beyond
the scope of current work, the excited species serve as an intermediate to electron-ion
pair formation through step-wise ionization [43,52]. Briefly speaking, instead of requir-
ing a high energy electron possessing energy greater than the ionization energy of a
target molecule or atom, a lower energy electron with energy higher than the targets
vibrational or excitation threshold excites the target to a vibrationally- or electronically-
excited state, thereby lowering the threshold for the excited targets eventual ionization.
Because of their lower excitation thresholds and ionization potentials compared to di-
atomic species, monatomic metallic species like copper atoms are expected to contribute
significantly to ionization coefficient through step-wise ionization. Also, an interesting
effect with regard to diatomic hydrogen (H2) is that: with an increase in vibrational
level of ground-state H2, electron-attachment threshold decreases by a few electron volts
while the peak of electron-attachment cross section increases by approximately an order
of magnitude [113]. For example, the electron-attachment thresholds for vibrational
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levels n=0 and n=3 are 3.75 eV and 2.29 eV respectively, while the peak electron-
attachment cross sections are 2.8×10−25 m2 and 7.5×10−22 m2 respectively. For a
general air-Cu-PA66 mixture including excited species effects, the number of electron-
impact ionization and electron attachment reactions increase from 31 and 19 to 35 and
22 respectively. Moreover, the copper mass fraction in case (ii) is three times lower than
that for case (i), while the air and PA-66 mass fractions are roughly the same. Based
on our equilibrium number densities calculations, this difference in copper mass fraction
translates to roughly twice the number of copper atoms for case (i) compared to case
(ii). The hydrocarbon number densities are roughly the same for both the cases.
Figure 6.4: Critical electric field (Ecrit) variation with temperature at p = 1 atm for
cases (i) and (ii): (a) excluding contributions from HCN, (b) including contributions
from HCN towards the attachment coefficient η.
The variation of the critical electric field (Ecrit) over the temperature range 300-6000
K without including the excited species effects for mass fraction cases (i) 0.44, 0.12, 0.44
and (ii) 0.48, 0.04, 0.48 is depicted in figure 6.4(a). In order to substantiate the impor-
tance of HCNs contribution to attachment, the Ecrit values with and without including
HCNs attachment reaction are plotted separately in figure 6.4(a). Firstly, we comment
on the effects of exclusion of condensed species for both cases. At temperatures lower
than 2,200 K, copper and carbon are present in their condensed form and hence, are not
included in the critical field calculations. Especially below 1,100 K, where the number
densities of HCN are not significant, our calculations reproduce the breakdown field
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variations with temperature for atmospheric pressure air. For example, our calculations
yield an Ecrit of approximately 30 kV/cm at 300 K for both cases, which is the break-
down field for air at ambient temperature and pressure. In the range 1,100-2,200 K, the
number densities and hence the contribution to attachment coefficient of HCN increase
significantly, resulting in increase in Ecrit with the inclusion of HCNs contribution. Sec-
ondly, we comment on the effect of the difference in atomic copper number densities
between cases (i) and (ii). Case (ii) is observed to have greater Ecrit values compared to
case (i) for temperatures greater than 2,200 K primarily because of having lower number
densities of copper. Copper contributes the highest towards the ionization coefficient
compared to other species and higher number densities of copper in case (i) result in
lower Ecrit compared to case (ii). This observation is in excellent agreement with the
conclusions in published data [50]. Thirdly, we compare the effects of excluding and
including HCN on Ecrit for both cases. It can be clearly seen from figure 6.4(a) that
the inclusion of HCN’s attachment reaction increases Ecrit significantly, ranging from a
factor of 4 at 2,200 K to an increase of 33% at 6,000 K. Also, at temperatures greater
than around 4,500 K, the decrease in contribution from copper towards the ionization
coefficient results in either the increase of Ecrit as evident from the “no HCN” plots or
slower decrease of Ecrit as evident from the with HCN plots of figure 6.4(a). The overall
trend for Ecrit is that it is decreasing with temperature, except at 2,200 K when a jump
in Ecrit is observed. This jump can be attributed primarily to the number density of
HCN suddenly increasing by an order of magnitude at 2,200 K for both cases (i) and
(ii), as evident from the absence of such a jump in the “no HCN” plots. The jump in
HCN number densities is a direct consequence of isothermal phase change of C and Cu
at 2,200 K.
Table 6.1: Critical electric field (kV/cm) vs. temperature (K) for cases (i) and (ii),
excluding excited species effects.
Temp. (K) Case(i) - Case(ii) - Case(i) - Case(ii) -
no HCN no HCN with HCN with HCN
1000 6.297 6.297 6.297 6.297
2000 1.217 1.217 2.377 2.377
Continued on next page
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Table 6.1 – continued from previous page
Temp. (K) Case(i) - Case(ii) - Case(i) - Case(ii) -
no HCN no HCN with HCN with HCN
3000 0.746 0.797 2.101 2.536
4000 0.331 0.358 0.889 1.072
5000 0.271 0.277 0.607 0.646
6000 0.291 0.297 0.428 0.445
Table 6.2: Critical electric field (kV/cm) vs. temperature (K) for cases (i) and (ii),
including excited species effects.
Temp. (K) Case(i) - Case(ii) - Case(i) - Case(ii) -
no HCN no HCN with HCN with HCN
1000 6.145 6.145 6.145 6.145
2000 0.982 0.982 1.982 1.982
3000 0.565 0.647 1.635 2.0
4000 0.253 0.277 0.588 0.719
5000 0.227 0.253 0.417 0.452
6000 0.128 0.175 0.235 0.275
The variation of Ecrit with temperature including the excited species effects for cases
(i) and (ii) is illustrated in figure 6.4(b). In this work, we assume that the vibrational
energies for diatomic species and electronic levels of monatomic species obey the equi-
librium Boltzmann distribution. The comments pertaining to Ecrit results excluding
excited species effects are valid for those including excited species. However, at tem-
peratures greater than 3,500 K, the number densities of electronically-excited copper
atoms become significant and result in an increase in the population of electrons in the
high-energy tail of the EEPF through super-elastic collisions. Super-elastic collisions
are those in which an electron colliding with an excited target atom or molecule attains
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greater energy and de-excites the target. This results in an increase in the contribution
to the ionization coefficient from copper and hence, a significantly lower Ecrit in figure
6.4(b) compared to those in figure 6.4(a). Additionally, for temperatures in the range
2,000-3,500 K, super-elastic collisions with vibrationally-excited diatomic molecules re-
sult in reduction of Ecrit. However, the effects of electronically-excited copper cause a
greater reduction to Ecrit compared to vibrationally-excited diatomic molecules. Ecrit
values at selected temperatures pertaining to figure 6.4(a) and figure 6.4(b) are listed
in Tables 6.1 and 6.2 respectively, for convenience. By comparing the species number
Figure 6.5: Critical electric field (Ecrit) variation with temperature at p = 1 atm for
cases (i) and (ii) including both the excited species effects and contribution from CN
towards attachment coefficient η.
densities for pure PA-66 in figures 6.1(b) and 6.3(a) respectively, it can be observed
that HCN begins to dissociate around 3,300 K to form CN and as a result, the number
densities of CN attain a peak around 5,000 K. This observation is in general true for
general air-Cu-PA66 mixtures, with the dissociation peak of HCN decreasing with de-
crease in % PA-66. Even though the breakdown field results in figure 6.4(b) include the
important contributions from attachment and ionization coefficients from HCN and ex-
cited species respectively, the results do not include the contributions from CN towards
the attachment coefficient. This is primarily because of the lack of electron-attachment
cross sections for CN in the literature. If a simplifying assumption of CN possessing
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the same attachment cross sections as HCN is made, the breakdown fields for both
cases (i) and (ii) become significantly higher especially at temperatures above 5,000
K. A comparison between the breakdown fields in figure 6.4(b) with those including
this additional contribution from CN is shown in figure 6.5. Although we expect the
experimental breakdown results to be closer to the results in figure 6.5, the breakdown
fields excluding the contribution from CN will be used in the next chapter for testing
the kinetics solver.
Figure 6.6: Critical electric field (Ecrit) variation with temperature at p = 1 atm,
corresponding to a mass fraction of 99.8% for PA-66, PETP and PMMA, including
excited species effects.
6.4.2 Breakdown field comparison for different plastics
Apart from PA-66, there are several other plastics which have been used as enclosure
materials in experiments and numerical models. In this subsection, we demonstrate
the capability of our kinetics solver to compare the performances of different plastics
by plotting their respective breakdown fields. From the Ecrit values for pure PA-66,
PETP and PMMA plotted in figure 6.6, it can be observed that PA-66 possesses higher
breakdown fields compared to PETP and PMMA and hence, is preferable to the other
plastics. While this observation is in agreement with published data [13], the current
work represents the first effort to quantitatively compare the performances of plastics
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in terms of their breakdown field strengths. Previous works have argued for the better
performance of PA-66 on the basis of thermodynamic (Cp) or transport (σ) properties,
rather than a dielectric property (Ecrit). The primary reason for better performance
of PA-66 is that among the plastics under consideration, PA-66 is the only plastic
which contains nitrogen atoms and this translates to greater HCN number densities.
Inclusion of the contribution from CN is expected to significantly increase the gap in
Ecrit between PA-66 and the other two plastics. Since the effects of C(gr) are not
included in the EEPF and Ecrit calculations, the results in figure 6.6 are not expected
to be accurate below 3,000 K. Nonetheless, the profile observed below 3,000 K is
physically acceptable, since it has been established experimentally [114, 115] that the
metallic particulate contamination reduces the breakdown threshold for atmospheric
pressure air gaps.
Chapter 7
Comparison with experiments
In the previous chapters, we focused on determining dielectric breakdown fields for
general air-metal-plastic vapor mixtures and presented results for air-copper-PA66 mix-
tures. We now focus on utilizing the breakdown field results towards predicting dielec-
tric breakdown for a known circuit breaker geometry, for which experimental results
on breakdown are available post-CZ. In the pre-CZ high-current phase, the arc volt-
age results from the CFD solver [14] for a free burning arc were observed to be in good
agreement with experiments. As a logical extension, the CFD solver was deemed appro-
Figure 7.1: Experimental set-up with stationary electrodes and the corresponding com-
putational mesh for a 2D axi-symmetric geometry [14].
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priate to analyze fluid flow post-CZ and provide the required input data for the kinetics
solver developed in current work. In addition to the CFD solver, Ru¨mpler and his co-
workers have devised experimental set-ups for studying dielectric breakdown post-CZ.
Experimental results are available for a simple circuit breaker geometry shown in figure
7.1, involving air-copper mixtures without plastic wall ablation. The details regarding
the experiments are provided in Ru¨mpler’s doctoral thesis [14]. In the experiments, a
well-defined voltage pulse is applied across the contact gap after CZ and time at which
Figure 7.2: Experimental results [14] at different delay times (tv) for the (a) Reignition
and (b) Extinction cases. The delay times (in µs) post-CZ for the experiments numbered
1-4 in each case are given in table 7.1.
Table 7.1: Delay times (µs) for the experimental data in figure 7.2 for (a) Re-ignition
and (b) Extinction cases.
Expt. no. Re-ignition Breakdown Extinction Breakdown
1 44.3 Yes 80.9 No
2 44.0 Yes 128.5 No
3 100.0 Yes 93.4 No
4 128.08 No 67.2 No
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the spark breakdown occurs post-CZ is noted. The load voltages (Ul) across the contact
gap are generated by the Surge Impulse Generator (SIP). Accordingly, numerical simu-
lation data from a CFD set-up which closely mimics the experimental set-up is required
and as a consequence, the same voltage pulse applied on the gap in the experiments is
also applied after a suitable time delay as nodal voltage. The computational mesh for
the CFD simulation’s 2D axi-symmetric geometry is also presented in figure 7.1. In this
chapter, we first briefly describe the numerical procedure utilized to generate CFD data
for an equivalent experimental set-up. Elaborate descriptions of the numerical proce-
dure are available in Ru¨mpler’s thesis [14]. Of particular interest to the current work,
we then describe a simple methodology to predict dielectric breakdown for a given CFD
data post-CZ and compare the numerical predictions with the experimental results.
7.1 Experimental results
Experimental results are available from Ru¨mpler [14] for two different load voltage
magnitudes: (i) Ul = 1.2 kV , and (ii) Ul = 2.0 kV , labeled as the “Extinction” and
“Re-ignition” cases respectively for convenience. The terminology implies a greater pos-
sibility of dielectric breakdown for the “Re-ignition” case owing to the greater magnitude
of the load voltage. For both the cases, the load voltages are applied after different delay
times (tv) post-CZ in order to allow for different levels of arc cooling. In general, we
expect the arc temperatures to decrease with increase in the delay time.
We are particularly interested in the arc voltage profiles across the contact gap,
which are provided in figure 7.2. The delay times post-CZ for application of the TRV
in both cases in listed in table 7.1. Breakdown of the contact gap is characterized by
the sudden collapse of arc voltage, and the time between CZ and the collapse of the
arc voltage is termed the “breakdown time” (tbr) measured in µs. We first consider the
re-ignition case. From the plots in figure 7.2(a) and data in table 7.1, it can be clearly
seen that breakdown is observed for delay times lower than 100 µs while no breakdown
is observed for the delay time of 128 µs. Also, it can be straight-forwardly deduced that
the breakdown times (tbr) increase with increase in delay times (tv). Similarly, for the
extinction case in figure 7.2(b), no breakdown is observed for any of the experimental
trials and the minimum delay time for which breakdown does not occur is 67.2 µs.
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Figure 7.3: Electrical circuit including a Surge Impulse Generator (SIP) source with a
parallel capacitor to generate the voltage pulse after CZ [14].
Apart from arc voltages, several transport variables are required for characterizing
dielectric breakdown in the current work. It is important to note that the transport
variables of interest to current work are difficult to be obtained experimentally for
the entire domain, owing to the miniature contact gap. The CFD solver is expected
to resolve this issue. The accuracy of the CFD solver can also be quantified by the
proximity of its arc voltage results to the experimental results. The numerical arc voltage
results will be presented in the next section and reasonable agreement with experimental
results will be observed. Hence, as an extrapolation, the transport variables from the
CFD solver are expected to closely resemble the corresponding experimental results.
7.2 Numerical procedure for CFD data
The simplified electrical circuit, corresponding to the actual experimental circuit, used
for generating the CFD data post-CZ is shown in figure 7.3. The voltage pulse is
generated by SIP in the measurements along with parallel capacitance Cp and the load
voltage of the SIP in the actual electrical circuit is denoted by Ul. The electrical circuit
for SIP has the following values: Cl = 0.1 µF , R1 = 100 Ω and R2 = 700 Ω. The
contact gap is represented by a time-varying ohmic resistance. The subscript “VM” is
an abbreviation for “verification mode”. The following ordinary differential equations
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(ODEs) for the voltages uCl and uCp are derived for this circuit [14]:
duCl (t)
dt
= −uCl (t)
ClR1
+
uCp (t)
ClR1
,
duCp (t)
dt
=
uCl (t)
CpR1
− uCp (t)
CpR1
− uCp (t)
CpR2
− uCp (t)
CpRVM
, (7.1)
This system of equations is solved with a Runge-Kutta method using the GNU Scientific
Library (GSL) [116] and the solution is linked to FLUENT. The following are the steps
followed by Ru¨mpler [14] for post-arc calculation with a suitable delay time tv:
1. FLUENT: Calculate arc resistance RVM using the latest current and voltage
values, iVM (t) and uCp(t).
2. FLUENT: Solve flow problem with time step size ∆t. The updated distribution
of electrical conductivity (σ) can be obtained.
3. GSL (FLUENT): Solve the set of ODEs with time step size ∆t. The result is
the voltage uCp(t+ ∆t).
Figure 7.4: Numerical results [14] at different delay times (tv) for the (a) Reignition
and (b) Extinction cases. The delay times (in µs) post-CZ for the simulations are
indicated in the legend.
4. FLUENT: Transfer the values uCp(t+ ∆t), σ and ∆t to ANSYS.
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5. ANSYS: Calculate the electric potential for the new time using the voltage
uCp(t + ∆t) as the load. Results obtained are the total current flowing through
the gap iVM (t + ∆t), the distribution of current density and Joule losses.
6. ANSYS: Transfer the values of iVM (t + ∆t), current density and Joule losses
back to FLUENT.
The afore-mentioned approach is an explicit coupling of the ODE solver with the calcu-
lation of the current density or electric potential and the flow solver. Therefore, small
time step sizes are necessary to avoid instabilities and get a physical solution.
Numerical simulations are performed post-CZ using the CFD solver for delay times
in steps of 10 µs, with the maximum delay time of 70 µs. The arc voltage results
from the CFD simulations for the re-ignition and extinction cases are depicted in figure
7.4. For both the cases, the breakdown time is observed to increase with the delay
time. However, the occurrence of breakdown is observed for delay times below 50 µs
and 30 µs for re-ignition and extinction cases respectively. For the re-ignition case, by
comparing the results in figures 7.2(a) and 7.4(a), the CFD solver predicts breakdown
for delay times 40 µs and 50 µs, meaning that the CFD solver predicts breakdown
at approximately 44 µs in accordance with the experimental data. Likewise, for the
extinction case, the CFD solver predicts no breakdown for the 60 µs and 70 µs delay
times, in accordance with the experimental observation for the intermediate value of
67 µs. Nonetheless, the CFD solver is expected to capture thermal breakdown alone
and requires the breakdown field values from the kinetics solver to predict dielectric
breakdown.
7.3 Breakdown prediction procedure
Formulation of the prediction procedure requires the breakdown field results from ki-
netics solver in addition to the transport variables from CFD solver. In this procedure,
we assume that both the CFD and kinetics solvers are stand-alone or non-interacting.
Using the methodology described in section 3.4, dielectric breakdown field (Ecrit) data
for air-copper mixtures in the air mass-fraction (yair) range 0 to 1.0, with increments
of 0.05, are calculated and stored in the form of look-up tables. It is expected that
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Figure 7.5: The two chosen paths from the 2D axi-symmetric geometry for which CFD
simulation data are available after CZ [14]. There are 72 and 88 control volumes along
path0 and path1 respectively.
the yair values from the CFD solver might have general values, rather than multiples
of 0.05. The breakdown fields at these intermediate yair values are calculated by linear
interpolation. In this section, we describe a procedure to incorporate the look-up tables
from the kinetics solver into the CFD solver and predict the possibility of dielectric
breakdown.
Earlier, we have defined dielectric breakdown as a successful formation of a con-
ductive channel between the two electrodes post-CZ. In reality, the channel forms in a
random 3D path between the contacts. However, the CFD solver assumes a simplified
2D axi-symmetric geometry and hence, CFD data are obtained along several 2D paths
connecting the two electrodes. In this work, we present breakdown prediction results
for two different paths, labeled as “path0” and “path1” respectively, shown in figure
7.5. Path0 is the center straight line of length 1 cm joining the two contacts with 72
control volumes while path1 is a curved path with 88 control volumes. Also, as seen
from figure 7.4, the data for these paths are available over a time duration of 215 µs after
CZ. The transport variables of interest in the atmospheric pressure air-copper mixtures
considered in this section include: (i) temperature (Th), (ii) mass fraction of air (yair)
and (iii) electric field (E). It is important to note that Ecrit data at different yair values
are available in the temperature range 300-6,000 K. The upper limit of 6,000 K is cho-
sen because the electron mole fractions at this temperature range between 10−2-10−1,
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Figure 7.6: Th and yCu variation along path0 at various time instants, for the reignition
case with a delay time of 40 µs [14].
depending on the copper mole fraction. Hence, a small residual current on the order
of a few milliamperes (mA) can be expected above 6,000 K. For brevity, we present
the plots of important transport variable along path0 from the CFD simulation for a
particular delay time. The plots of temperature, copper mass fraction, electric field and
critical electric field along path0, from the CFD simulation with a delay time of 40 µs,
are shown in figure 7.6. The profiles are provided from CZ till 200 µs in increments of
50 µs and the direction of the arrow represents the direction of increasing time post-CZ.
As time increases, the temperatures within contact gap are observed to decrease, the
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copper mass fractions near the electrodes decrease owing to diffusion losses and the elec-
tric fields in the bulk decrease. The critical electric fields are exceeded by the electric
field only close to the electrodes and hence, the control volumes closest to the electrodes
are susceptible to dielectric breakdown. Also, Ecrit values not calculated above 6,000 K
and hence, an additional criterion needs to be considered to overcome this limitation.
We now describe the procedure to determine if path0 is capable of forming a con-
ductive channel and hence is susceptible to dielectric breakdown.
1. At a given time instant, the following criteria are used to label a particular control
volume in the path as “conductive”: (1) If the temperature (Th) within the control
volume exceeds 6,000 K. (2) If the electric field (E) in the control volume exceeds
the breakdown electric field (Ecrit) corresponding to Th and yair of the control
volume.
The first and second criterion can be considered as contributions from thermal
breakdown and dielectric breakdown respectively. Using these criteria on the
data plotted for path0 in figure 7.6, several control volumes in path0 are labeled
conductive. However, a few control volumes remain non-conductive.
2. Sum of the lengths of conductive control volumes is determined and an “effective
length”, leff , equal to the difference between the total path length (1 cm) and
the total conductive path length is calculated. leff is the total length of non-
conductive control volumes.
The question to be addressed next is: what are the possible effects associated with
the conductive control volumes? Based on our analysis, diffusion of electrons from
the conductive control volumes to neighboring control volume has time-scales on
the order of a few milliseconds (ms) and hence electron diffusion is negligible in
the time interval of interest. From the analysis of streamer channel in SF6 [25],
after E in a region near the cathode exceeds Ecrit, heating of the region results
in a voltage drop between the cathode and the boundary of the region. This
process occurs over time-scales of tens of nanoseconds (ns) and as a consequence,
the applied voltage gets re-distributed over the remaining non-conductive region
between the two electrodes. We accommodate this voltage re-distribution in our
breakdown prediction in the following way:
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3. With the fluid-dynamic time steps on the order of 0.1 µs, CFD results available
post-CZ in steps of 1 µs and the voltage re-distribution occurring on the order
of ns, the re-distribution is assumed to occur instantaneously at the end of a
time-step.
The potential field needs to be re-calculated by solving the Poisson’s equation
in the CFD solver, but is computationally expensive. We consider a simplified
alternative:
4. The total voltage across the path, Vtot, is determined by summing the product
of electric field and control volume length over all control volumes in the path.
The total voltage carried by the non-conductive control volumes, Vtot,nc, alone is
calculated separately.
5. The electric field in each of the non-conductive control volumes is scaled by a
factor Vtot/Vtot,nc.
6. Steps 1-2 are repeated with the scaled-up electric fields on the non-conductive
control volumes.
Figure 7.7: The plot of effective length (leff ) variation with time, for the CFD
data corresponding to the re-ignition case with 40 µs delay time. A conductive
channel is successfully formed at 52.0 µs post-CZ.
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7. If the re-calculated leff from step 6 equals zero, then a conductive channel has
successfully formed and a breakdown is predicted. The time instant of breakdown
tbr is also noted.
8. If leff from step 6 is non-zero, no dielectric breakdown is predicted. Steps 1-8 are
then repeated for the CFD data at next time increment till either a channel is
formed or the final time instant data (215 µs) from the CFD simulation.
One of the important features in the methodology presented is that the leff calcula-
tion at a given instant is independent of leff in the preceding time instants. This means
that a control volume which was declared conductive in a previous time need not remain
conductive in the current time instant, unless it satisfies the two criteria highlighted in
step 1 at the current time. This independence from previous history can be considered
to account for the stochastic nature of breakdown and can roughly be associated with
the possibility of arrested leaders [25]. Using the afore-mentioned steps, we have cal-
culated leff for the available CFD data corresponding to different delay times between
10-70 µs. For brevity, the variation of leff with time, for path0 and 40 µs delay time
data in figure 7.6, is shown in figure 7.7. The effective length increases with time for
approximately 40 µs and then decreases until it reaches zero at 52 µs. Hence, based on
our definition, a conductive channel has successfully formed at a breakdown time of 52
µs. Curved paths, path1 for example, necessitate a slight modification to the method.
Table 7.2: Breakdown predictions for the Re-ignition case with different delay times.
Delay Breakdown Breakdown Breakdown Breakdown
time CFD (Yes/No) time (µs) Kin (Yes/No) time (µs)
10.0 Yes 14.5 Yes 12.0
20.0 Yes 25.5 Yes 24.0
30.0 Yes 37.5 Yes 37.0
40.0 Yes 53.0 Yes 52.0
50.0 Yes 82.0 Yes 86.0
60.0 No - No -
70.0 No - No -
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Table 7.3: Breakdown predictions for the Extinction case with different delay times.
Delay Breakdown Breakdown Breakdown Breakdown
time CFD (Yes/No) time (µs) Kin (Yes/No) time (µs)
10.0 Yes 15.0 Yes 14.0
20.0 Yes 26.5 Yes 26.0
30.0 Yes 42.5 Yes 42.0
40.0 No - No -
50.0 No - No -
60.0 No - No -
70.0 No - No -
As seen from figure 7.5, curved paths are expected to have greater number of control
volumes compared to path0 owing to their curvature. While keeping the CFD data
unchanged, we consider a 1D projection of the control volumes in the curved path
onto the center line (path0) as a simplification. Steps 1-8 can be carried out once the
projected length for each of the control volume is calculated. In essence, our overall
approach can be considered as a simplified 1D model for a given 2D data.
As mentioned earlier, the CFD simulations were performed for delay times between
10-70 µs for both re-ignition and extinction cases. Input data from the CFD solver
is available for the two paths shown in figure 7.5. We have applied our methodology
to each of the 14 data sets, and the results for the re-ignition and extinction cases are
summarized in tables 7.2 and 7.3 respectively. It can be clearly observed from the tables
that for most of the cases, the methodology (labeled “Kin”) is able to predict breakdown
before the eventual voltage collapse in the CFD solver. There is also agreement with the
experimental data in table 7.1 that a breakdown is possible for the re-ignition case at 44
µs. Hence, we consider our methodology to be a simple but valuable first step to which
further improvements can be made in a future work for better breakdown predictions.
Furthermore, the methodology can also be implemented for air-copper-PA66 mixtures.
Chapter 8
Summary, Conclusions and future
work
8.1 Summary
The recent trend towards miniaturization of low voltage circuit breakers has encouraged
research on improving the circuit breaker’s performance and longevity. One of the
key factors contributing to the deterioration of performance and life of an LVCB is
the occurrence of breakdown post-CZ. The weakly-ionized gas present in the contact
gap post-CZ, which is a complex mixture of compressed air, metal vapor and plastic
vapor, cools rapidly when a recovery voltage appears across the contacts. However,
the gas mixture is generally not expected to retain its dielectric withstand capability
instantaneously and hence, the formation of a conductive channel leading to a dielectric
breakdown is possible. Even though controlled experimental studies have categorized
breakdown distinctly into a high-temperature thermal and a low-temperature dielectric
breakdown [3], breakdown in realistic circuit breakers possesses characteristics belonging
to both types. By controlling the appearance of the TRV post-CZ using a stipulated
delay time, experiments have shown that thermal breakdown can occur within a few µs
post-CZ while dielectric breakdown can occur after a few hundreds of µs post-CZ. In
this work, we are interested in analyzing dielectric breakdown once a successful thermal
interruption has occurred. Since the pressure within the circuit breaker geometry is
on the order of atmospheric pressure and the gap length is on the order a few cm, the
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dielectric breakdown has a closer resemblance towards a streamer breakdown rather
than a Townsend breakdown. One of the major drawbacks of experimental set-ups is
the lack of repeatability of breakdown results, since breakdown is inherently a stochastic
process. Also, the set-ups can be both time-consuming and expensive. Hence, numerical
modeling is imperative for understanding the important features of dielectric breakdown
and developing a simplified dielectric breakdown prediction model has been the primary
objective of this research work.
Numerical studies on breakdown have been predominantly directed towards high
voltage circuit breakers employing SF6 gas. However, in the past decade, a shift to-
wards utilization of compressed gases with lower global warming potential has been
explored. In particular, compressed air has been considered as a candidate for dielectric
fluid in an LVCB. We have avoided the approach of tracking a nanosecond time-scale
streamer, which leads to a spark breakdown, because of computational constraints as-
sociated with this approach for complex gas mixtures. Some of the earlier work on
breakdown in an LVCB [13,51] have addressed thermal breakdown, by considering elec-
trical conductivity profiles and arguing that the regions of high electrical conductivity
have a greater probability of breakdown. Ru¨mpler [14] has devised a CFD solver for
tracking plasma arc motion and its eventual extinction within the LVCB’s splitter plates
close to CZ. The CFD solver, which is capable of capturing thermal breakdown, obtains
transport variables by considering a “one-fluid” formulation for air-metal-plastic vapor
mixtures, while assuming local thermodynamic equilibrium. The kinetics solver devel-
oped in this work considers several non-equilibrium effects, extracts relevant input from
the CFD solver and predicts the possibility of a conductive channel formation leading
to dielectric breakdown.
In this dissertation, we have developed a generalized framework for predicting di-
electric breakdown in an LVCB involving air, metal and plastic vapor mixtures. Im-
portantly, this framework enables performance comparisons between different metal
and plastic vapors. The most important contribution from current work is the com-
putation of dielectric breakdown fields (Ecrit) for gas mixtures employed in an LVCB.
Ecrit depends upon the following inputs from the CFD solver: (i) temperature, (ii)
pressure and (iii) mass fractions of air (yair), metal vapor (ymetal) and plastic vapor
(yplastic). The temperature range of interest is 300-6,000 K and the solver assumes
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thermal breakdown above 6,000 K owing to high electron number densities. At tem-
peratures below 2,500 K, metallic droplets and particles are observed within an LVCB.
Even though condensed species are included in the species composition calculations,
their effects on Ecrit are neglected in the current work. Some of the important non-
equilibrium effects considered in Ecrit calculation include: (i) non-Maxwellian EEPF
which is a direct consequence of the TRV, (ii) vibrationally- and electronically-excited
species and (iii) finite-rate chemical reactions. The non-Maxwellian EEPF is obtained
from a Boltzmann-equation solver [19], which requires electron-impact collision cross
sections for elastic and inelastic processes as input. Some of the electron-impact inelas-
tic collisions under consideration in current work include (a) vibrational excitation, (b)
electronic excitation, (c) super-elastic collisions which result in de-excitation of excited
species, (c) ionization and (d) attachment. We have extensively validated our code by
comparing our results with published data for: (i) equilibrium composition of air-copper
mixtures [50], (ii) equilibrium composition of PA-66 [107], and (iii) Ecrit/N results for
air-copper mixtures [50]. An important parameter of concern in Ecrit calculations is the
electron-impact momentum-transfer cross section of the metal vapor. There are several
standard databases available for these cross sections and hence, careful validation is
required before finalizing the cross section data. The accuracy of transport properties
depend upon the accuracy of collision integrals, which in turn depend upon the mo-
mentum transfer cross sections. Hence, we have validated our momentum transfer cross
section data of metal vapor by obtaining good agreement for our transport property
results with the published data. Finally, we have proposed a simplified methodology
to predict dielectric breakdown, by assessing the possibility of a conductive channel
formation along different paths between the two electrodes. The predictions from this
methodology are compared with available experimental data for air-copper mixtures.
8.2 Conclusions
This research work was commissioned with the primary objective of quantifying di-
electric breakdown in an LVCB containing complex gas mixtures post-CZ. A few of
the expected outcomes included identifying: (i) important species, (ii) reactions and
(iii) possible hot-spots within an LVCB. During the course of pursuing the objective
126
and outcomes, we have taken into account realistic non-equilibrium effects which con-
tribute significantly to enhance or suppress dielectric breakdown. We have highlighted
the importance of these effects on the calculation of critical electric field, Ecrit, for air-
copper-PA66 mixtures. We regard this effort as the first attempt to quantify Ecrit for
general air-metal-plastic vapor mixtures. Ecrit is calculated by tallying the contribu-
tion of individual species towards ionization (α) and attachment coefficients (η), with
the coefficients depending upon the general non-Maxwellian EEPF. Air as a dielectric
fluid is weakly electronegative with diatomic oxygen being the chief contributor to its
electronegativity. We have validated with published data [50] that metal vapors in
air drastically reduce Ecrit by virtue of their lower ionization energies. Through our
transport property calculations for air-copper mixtures, we have verified that an impor-
tant consequence of low ionization energy is higher electrical conductivity at moderate
temperatures 5,000-10,000 K [86]. Also, excluding the effects of electron super-elastic
collisions with vibrationally-excited diatomic species (N2, O2) and electronically-excited
monatomic species (Cu) engenders an over-estimation of the published Ecrit values [50].
This is because the super-elastic collisions generate greater population of high energy
electrons, thereby increasing α and decreasing Ecrit. Including super-elastic collisions
also leads to a correct Maxwellian EEPF at very small electric fields. For air-copper mix-
tures, we have also studied the effects of finite-rate kinetics on Ecrit for a temperature
decay from 8,000 K to 2,000 K, corresponding to different constant cooling rates 107
K/s and 108 K/s. The cooling rate of 108 K/s is usually observed in approximately the
first 10-20 µs of temperature decay while the slower rate of 107 K/s is observed for the
next several 100 µs. We have presented the comparison of Ecrit values using (i) chemical
equilibrium, (ii) Maxwellian EEPF based reaction rates and (iii) non-Maxwellian EEPF
based reaction rates at different time instants, for the 108 K/s cooling rate and a TRV
of 400 V appearing instantaneously across the contact gap of 2 cm. It is worth noting
that the non-Maxwellian EEPF is a direct consequence of the appearance of TRV and
the difference in Ecrit values calculated using (ii) and (iii) are primarily due to the TRV.
The electron and monatomic species decay slowly in the chemical non-equilibrium case
and hence, their number densities are higher compared to the equilibrium composition.
The Ecrit values with the finite-rate reaction composition can be higher or lower than
those using equilibrium composition, depending upon the temperature range of interest.
127
This conclusion is true for any given mass-fraction of copper (yCu).
The addition of plastic vapor results in a nearly three-fold increase in the total num-
ber of species. Plastic vapor has been observed to rapidly cool the arc prior to CZ and
some of the earlier works [13] have related better post-arc interruption characteristics of
a plastic vapor with its lower electrical conductivity. In this thesis, we have established
that better interruption capability of PA-66 is a consequence of its higher Ecrit compared
to the other plastics - PETP and PMMA. Unlike PETP and PMMA, PA-66 contains
nitrogen in its formula. From the equilibrium composition of the three plastics, PA-66
was observed to generate greater number densities of nitriles - CN and HCN compared
to PETP and PMMA. HCN possesses high electron attachment cross sections for the
dissociative-attachment collision process: HCN + E− → H + CN− [112]. This reaction
contributes significantly towards η, resulting in high Ecrit for PA-66. At temperatures
above 3,000 K, HCN begins to dissociate to form the cyano radical (CN). Since CN
has an extremely high electron affinity of 3.862 eV , there exists a high probability of
direct electron attachment to CN to form a stable cyanide anion CN−. Unfortunately,
electron-impact attachment cross sections for CN are unavailable in the literature and
hence, contributions from CN to η were neglected in Ecrit calculations for pure plas-
tics. On the other hand, if we assume that CN has the same electron-attachment cross
sections as HCN and include its contribution to η, the Ecrit values are considerably
higher compared to the case where CN’s contribution to η was neglected. The effects
of finite-rate kinetics on Ecrit with the inclusion of plastic vapor will be taken up in a
future work.
Using the kinetics solver developed in this work, look-up tables for breakdown fields
were generated for different pressures, temperatures and mass fractions of air, metal
vapor and plastic vapor. The temperature range of interest for Ecrit in this work is 300-
6,000 K. Electron mole fractions in the range 0.01-0.1 are possible for gas temperatures
above 6,000 K, leading to a small residual current flow. Experimental data on arc
current and arc voltage are available for a simple circuit breaker geometry containing
an air-copper mixture, with the contact gap subjected to two different TRV magnitudes
- (i) 1.2 kV and (ii) 2.0 kV . The two cases are labeled as “Extinction” and “Re-
ignition” for convenience. Breakdown is characterized by a sudden collapse of the arc
voltage and time after CZ at which the voltage collapses is termed the breakdown time,
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tbr (µs). The experimental tbr values are noted for the TRVs applied with a delay time
of several µs post-CZ. The numerical breakdown prediction model developed in this
thesis requires both the stand-alone CFD and kinetics solvers, with the kinetics solver
obtaining the transport variables from CFD solver. Transport variables, especially the
temperature and electric field, are difficult to be measured for the experimental set-
up. Hence, the transport variable data is obtained from the CFD solver by extending
the simulation time interval to a few ms post-CZ and applying the same TRVs across
the contacts as the experiments. The breakdown in realistic circuit breakers possesses
characteristics of both thermal and dielectric breakdown. The CFD solver is capable of
predicting thermal breakdown, but incapable of capturing dielectric breakdown. In this
work, we characterize breakdown by the formation of a conductive channel formation
between the metallic contacts and we have devised a simple methodology to predict the
channel formation. The CFD transport data is available for two specific paths, stored
in time intervals of 1 µs till 215 µs post-CZ, and delay times in the range 10-70 µs
in increments of 10 µs. Hence, for each of re-ignition and extinction cases, there are
14 datasets in total (7 for each path), with each containing 216 time instant data for
transport variables. For a given path-delay time combination and its corresponding
data at each stored time, a control volume along the path where: (a) E exceeds Ecrit
and (b) T exceeds 6,000 K are marked as “conductive”. Criteria (a) and (b) pertain
to dielectric and thermal breakdown respectively. The total length of non-conductive
control volumes, leff , is calculated. A simple voltage re-scaling is performed for the
non-conductive control volumes at that time instant and the criteria (a) and (b) are
implemented again. If leff after the voltage re-scaling and re-application of breakdown
criteria is non-zero, we conclude that no conductive channel is formed and vice-versa.
Breakdown occurs for the experimental re-ignition case with a 44 µs delay time, and
our methodology predicts breakdown for CFD input corresponding to 40 µs and 50 µs.
Likewise, no breakdown occurs for the experimental extinction case with a 67 µs delay
time, and our methodology predicts no breakdown for CFD input corresponding to 60
µs and 70 µs. Also, our approach predicts the breakdown a few µs earlier than the arc
voltage collapse is observed in the CFD solver, meaning that shorter breakdown times
are observed with our approach compared to the CFD solver. With these agreements
with experimental data, our simple methodology can be considered a valuable first
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step towards breakdown prediction and we intend to introduce stochasticity into the
methodology in future. In reality, the leader formation and propagation leading to the
dielectric breakdown have a stochastic nature [35]. Furthermore, our methodology will
be examined for air-copper-PA66 related experimental data which are expected to be
available in the near future.
8.3 Directions of future work
Possible improvements to our solver as part of immediate future work are first discussed
briefly. These enhancements will be assigned a high priority.
8.3.1 Condensed species effects on EEPF
In the current work, we neglect the effects of condensed species on EEPF and hence the
Ecrit values obtained using the EEPF are expected to be inaccurate at temperatures
below 3000 K. We expect to improve the accuracy of the EEPF and Ecrit at lower
temperatures where the number densities of crystalline copper and/or graphite are ex-
pected to be significant. In a low pressure argon plasma with particulate matter [117],
the populations in low-energy region of the EEPF are higher compared to that for a
pristine plasma. This is primarily the result of high momentum-transfer cross sections
of the particle, leading to greater energy losses through elastic collisions. Denysenko
et al. [118] provide evidence of greater populations in the high-energy tail and lower
populations in the mid-energy portion, with the former owing to increase in the electric
field sustaining the plasma and the latter resulting from Maxwellization of the EEPF
through electron-dust collisions. In our future work, the particle size distribution will be
assumed to be mono- disperse with a size 1 µm. The charge on the particle needs to be
determined, for which the approach of Gatti [119] in the high-collisionality regime will
be considered. To obtain the steady-state EEPF, the Boltzmann equation solver will
be provided the additional inputs: momentum transfer and attachment cross sections
for electron-dust collisions.
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8.3.2 Stochastic breakdown methodology
Based on breakdown field results from current work, we expect the air-metal-plastic
vapor mixture to exhibit breakdown characteristics similar to SF6. In this work, we
employed a simplified methodology to predict the possibility of breakdown without
considering whether the conductive channel attains the transition from a streamer to
a leader. Even though it has not yet been verified from experiments, we surmise that
the initial streamer originates from a metallic/carbon micro-protrusion on the breaker
surface. For a quiescent SF6 gas between a 2 cm contact gap, Seeger and his co-
workers [25,35] have developed a stochastic model addressing breakdown at protrusions
while considering leader propagation. We are currently working to incorporate Seeger’s
stochastic model into our methodology for an accurate breakdown prediction. However,
the stochastic model requires several parameter fits from experimental data, which are
expected to be obtained from on-going experimental investigations for air-copper-PA66
mixtures.
8.3.3 Modifications to CFD solver
Using a two-temperature NLTE approach for a thermal plasma spraying application,
Trelles [21] has observed excellent agreement with experimental arc voltage values. The
CFD solver is expected to be updated to address kinetic non-equilibrium through the
addition of an electron enthalpy conservation equation. An additional modification to
the CFD solver will be conversion from the “one-fluid” formulation to a multi-species
formulation. Instead of considering air and metal vapor as separate components, the
solver could be updated to consider multiple species-conservation equations alongside
momentum and energy equations. Even though this approach makes it easier to in-
corporate chemical non-equilibrium owing to finite-rate kinetics, an upper limit of 50
species conservation equations exists in ANSYS/FLUENT. Hence, the multi-species for-
mulation can only be tested for air-metal vapor mixtures rather than air-metal-plastic
vapor mixtures. The right hand side of a species conservation equation contains a net
generation term due to chemical reactions, which can be obtained straight-forwardly
from the kinetics solver developed in this work.
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8.3.4 Transport properties including plastic vapor
LTE thermodynamic and transport properties for air-metal vapor mixtures have been
calculated in this work using Devoto’s approach [66, 72]. The next major update re-
quired is the calculation of transport properties including plastic vapor. Thermody-
namic properties of different plastic vapors computed in current work were observed
to be in excellent agreement with the published data, meaning that the equilibrium
composition is highly accurate. There are 77 species in total for air-metal-plastic vapor
mixtures and hence, polarizability and Lennard-Jones parameters required for the col-
lision integral calculations need to be gathered from literature. In case the CFD solver
is modified to consider two-temperature non-equilibrium, the transport properties need
to be calculated using the accurate method of Rat et al. [22].
8.3.5 Finite-rate kinetics including plastic vapor
In this thesis, comparison of breakdown fields between chemical equilibrium and non-
equilibrium compositions for air-copper mixtures in the temperature range 2,000-6,000
K was presented. The condensed species effects were neglected in the reaction mecha-
nism and hence, one of the possible improvements in future will be to include solid-gas
reaction kinetics. A similar effort is expected to be performed in future with the in-
clusion of plastic vapor. The computational effort is expected to increase substantially
arising from a three-fold increase in the number of species. However, reaction mecha-
nisms resulting in soot formation from carbon clustering will be beyond the scope of
future work.
The following improvements will be considered in the long term and assigned a lower
priority.
8.3.6 Plasma sheath dynamics
In a high-temperature plasma, a plasma sheath with a thickness of few µm forms adja-
cent to electrode walls. Capturing plasma-sheath effects in a circuit breaker requires ex-
tremely small grid sizes close to the wall, which increases computational time manyfold.
A zero-dimensional plasma sheath model has been considered in the CFD solver [14].
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However, as the plasma cools post-CZ, the cathode sheath is expected to slightly ex-
pand depending on the bulk temperature. During the expansion, the metallic electrodes
can be expected to evaporate accompanied by a release of metal vapor. An accurate
expanding plasma sheath model with metal vapor emanating from the electrode surface
needs to be developed and smoothly stitched to the weakly-ionized bulk. This effort will
improve the accuracy of simulation results since the TRV is expected to be sustained
mostly by the cathode sheath.
8.3.7 Turbulence effects
Fluid flow within the contact gap post-CZ is highly turbulent. The turbulence is mostly
a consequence of the circuit breaker geometry and is further enhanced by surface rough-
ness of the electrodes and circuit breaker walls. Experiments confirm the presence of
turbulent re-circulation regions which enhance mixing between hotter and colder ed-
dies within the contact gap. High rates of heat and mass transfer are the fundamental
characteristics of turbulent flows [120]. The grid resolution in the CFD solver needs to
be increased to accurately capture the effects of turbulence. Direct numerical solution
(DNS) of thermal plasma is prohibitive because the high Reynolds numbers require
extremely high grid resolution. However, large eddy simulation (LES) alleviates this
limitation by considering coarser grid resolutions compared to DNS and using sub-grid
scale models [21] to approximate the effects of small-scales on the larger eddy scales.
If numerical instabilities are observed while using ANSYS/FLUENT, a complete mi-
gration to the open-source platform OpenFOAM [30] will be attempted. Nonetheless,
LES is computationally expensive and hence Reynolds-averaged Navier-Stokes (RANS)
or Prandtl mixing length models [28] might also be examined.
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Appendix A
Glossary and Acronyms
Care has been taken in this thesis to minimize the use of jargon and acronyms, but
this cannot always be achieved. This appendix defines jargon terms in a glossary, and
contains a table of acronyms and their meaning.
A.1 Glossary
• Current-zero (CZ) – The condition after the arc extinction when the arc current
reaches a value of zero.
• Transient recovery voltage (TRV) – The voltage which appears across the
contact gap a few nanoseconds after current-zero, whose magnitude depends upon
the designed circuit’s capacitance and inductance.
• Local thermodynamic equilibrium (LTE) – A plasma is said to be in LTE
when it fulfills the following conditions:
a. Kinetic equilibrium: When electron and heavy-species temperatures are equal.
b. Chemical equilibrium: Micro-reversibility of molecular collisions exist. There
is dissociation-reaction equilibrium (Guldberg-Wage), ionization-reaction equilib-
rium (Saha) and equilibrium Boltzmann distribution for excited species.
c. The velocity/energy distribution of different species in the plasma obey a
Maxwellian distribution corresponding to a single temperature.
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• Non-local thermodynamic equilibrium (NLTE) – Electrons and heavy-species
each obey a Maxwellian distribution, but with different temperatures.
• Electron energy probability function (EEPF) – The distribution of electron
population over different energy levels.
• Breakdown field (Ecrit) – Also known as the critical electric field. It is the elec-
tric field for a given temperature and species composition at which the ionization
and attachment coefficients are equal.
• Reduced breakdown field (Ecrit/N) – The breakdown field scaled by the total
number density N . From the ideal gas law: N = pkT , where k is the Boltzmann
constant.
A.2 Acronyms
Table A.1: Acronyms
Acronym Meaning
LVCB Low voltage circuit breaker
HVCB High voltage circuit breaker
CZ Current zero (arc) condition
TRV Transient recovery voltage
LTE Local Thermodynamic Equilibrium
NLTE Non-local Thermodynamic Equilibrium
EEPF Electron energy probability function
PA-66 Poly-amide 6/6 (Nylon)
PETP Poly-ethylene terephthalate
PMMA Poly-methyl methacrylate
µs Microseconds (10−6 seconds)
µm Microns (10−6 meters)
Appendix B
Expressions for q
mp
ij elements
B.1 qmp for heavy particles
For each interacting particle pair i and j, qmp have been derived by Devoto [66] af-
ter several algebraic manipulations and approximations. In the expressions provided
herein, the summation over index l is valid for all species and hence ranges from 1 to
Nsp. The subscripts il in Q¯
(l,s)
il within the summation are not written out explicitly for
convenience. δij is the Kroenecker delta function which equals 1 when i = j and equals
0 otherwise.
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B.1.2 For viscosity
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B.2 Simplified qmp for electrons
In the case of electrons, several simplified expressions for qmp have been obtained by [74].
In the following equations, the subscript e denotes the electron which has the species
number Nsp. The summation index l is valid for heavy species and hence ranges from
1 to Nsp − 1.
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Appendix C
Parameters for the calculation of
air-copper mixture properties
C.1 List of species and ground-state energies
There are Nsp = 23 species in total considered for calculating thermodynamic and
transport properties of air-copper mixtures.
Table C.1: Species in composition calculations and their ground-state energies.
No. Species gr (eV ) No. Species gr (eV ) No. Species gr (eV )
1. N2 0.0 9. O+2 12.06 17. Cu2 5.03
2. N+2 15.58 10. O 2.6 18. Cu 3.48
3. N 4.88 11. O+ 16.22 19. Cu+ 11.21
4. N+ 19.41 12. O2+ 51.34 20. Cu2+ 31.50
5. N2+ 49.01 13. O3+ 106.27 21. Cu3+ 68.34
6. N3+ 96.46 14. O4+ 183.68 22. Cu4+ 125.72
7. N4+ 173.94 15. NO 0.93 23. E− 0.0
8. O2 0.0 16. NO+ 10.19 - - -
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The ground-state energies provided in table C.1 are required for the equilibrium com-
position calculations and are taken with respect to the common ground state energy of
gr = 0 eV . For example, the ground state of ionic atomic nitrogen N+ is the sum of
half the dissociation energy of the symmetric diatomic nitrogen N2 and the ionization
energy of monatomic nitrogen N.
C.2 Polarizabilites and effective electron numbers of heavy
species
Table C.2: Polarizabilities of heavy-species used in current work for air-copper mixtures.
No. Species α (A˚3) No. Species α (A˚3) No. Species α (A˚3)
1. N2 1.7403 9. O+2 0.812 17. Cu2 11.544
2. N+2 1.7403 10. O 0.802 18. Cu 6.8
3. N 1.1 11. O+ 0.28 19. Cu+ 0.98
4. N+ 0.5335 12. O2+ 0.23 20. Cu2+ 0.45
5. N2+ 0.29 13. O3+ 0.18 21. Cu3+ 0.4
6. N3+ 0.21 14. O4+ 0.16 22. Cu4+ 0.35
7. N4+ 0.2 15. NO 1.7 - - -
8. O2 1.5812 16. NO+ 0.85 - - -
The polarizabilities α and effective electron numbers Neff are required for the calcula-
tion of phenomenological Lennard-Jones parameters in neutral-neutral and ion-neutral
collisions through (3.87) and (3.88) respectively. The polarizabilities for all heavy species
are provided in table C.2 while the effective electron numbers for the neutral species
are provided in table C.3. With α and Neff , the Lennard-Jones parameters rm,  and
β for any neutral-neutral or ion-neutral interaction can be calculated.
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Table C.3: Effective electron numbers of neutral species used in current work for air-
copper mixtures.
No. Species Neff
1. N2 7.6
2. N 4.3878
3. O2 9.33
4. O 5.25
5. NO 8.454
6. Cu2 2.0
7. Cu 7.751
Table C.4: The parameters A and B for charge-exchange collisional integrals.
Partners A B
N2 - N+2 24.5 1.032
N - N+ 26.61 1.27
O2 - O+2 24.05 1.132
O - O+ 19.5 0.832
NO - NO+ 23.61 1.095
Cu - Cu+ 33.0 1.5
C.3 Parameters for ion-parent neutral charge-exchange col-
lision integrals
The values A and B required for calculating the collision integrals in (3.97) for different
ion-parent neutral charge exchange collision partners are given in table C.4.
Table C.5: Excited species in EEPF calculations and their ground-state energies.
No. Species α (A˚3) No. Species α (A˚3) No. Species α (A˚3)
1. N2(v1) 0.29 10. O2(v2) 0.38 19. N(2p) 3.60
2. N2(v2) 0.59 11. O2(v3) 0.57 20. O(1d) 1.97
Continued on next page
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Table C.5 – continued from previous page
No. Species α (A˚3) No. Species α (A˚3) No. Species α (A˚3)
3. N2(v3) 0.88 12. O2(v4) 0.75 21. O(1s) 4.19
4. N2(v4) 1.17 13. NO(v1) 0.30 22. Cu(e1) 1.50
5. N2(v5) 1.47 14. NO(v2) 0.45 23. Cu(e2) 1.50
6. N2(v6) 1.76 15. NO(v3) 0.75 24. Cu(e3) 3.80
7. N2(v7) 2.06 16. NO(v4) 0.90 25. Cu(e4) 5.10
8. N2(v8) 2.35 17. NO(v5) 1.20 - - -
9. O2(v1) 0.19 18. N(2d) 2.40 - - -
C.4 Excited species and ground-state energies in EEPF
calculations
Apart from several ground-state neutral species in equilibrium composition calculations,
vibrationally-excited diatomic species and electronically-excited monatomic species in-
cluded in the EEPF calculations of air-copper mixtures are listed in table C.5.
C.5 Inelastic collisions in EEPF calculations
Table C.6: Vibrational and electronic excitation reactions considered for EEPF calcu-
lations.
No. Reaction Rate coefficients (cm3s−1)
V1. E− + N2 ⇐⇒ E− + N2(v1) BOLSIG+
V2. E− + N2 ⇐⇒ E− + N2(v2) BOLSIG+
V3. E− + N2 ⇐⇒ E− + N2(v3) BOLSIG+
V4. E− + N2 ⇐⇒ E− + N2(v4) BOLSIG+
V5. E− + N2 ⇐⇒ E− + N2(v5) BOLSIG+
V6. E− + N2 ⇐⇒ E− + N2(v6) BOLSIG+
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V7. E− + N2 ⇐⇒ E− + N2(v7) BOLSIG+
V8. E− + N2 ⇐⇒ E− + N2(v8) BOLSIG+
V9. E− + O2 ⇐⇒ E− + O2(v1) BOLSIG+
V10. E− + O2 ⇐⇒ E− + O2(v2) BOLSIG+
V11. E− + O2 ⇐⇒ E− + O2(v3) BOLSIG+
V12. E− + O2 ⇐⇒ E− + O2(v4) BOLSIG+
V13. E− + NO ⇐⇒ E− + NO(v1) BOLSIG+
V14. E− + NO ⇐⇒ E− + NO(v2) BOLSIG+
V15. E− + NO ⇐⇒ E− + NO(v3) BOLSIG+
V16. E− + NO ⇐⇒ E− + NO(v4) BOLSIG+
V17. E− + NO ⇐⇒ E− + NO(v5) BOLSIG+
V18. E− + N2O ⇐⇒ E− + N2O(v1) BOLSIG+
V19. E− + N2O ⇐⇒ E− + N2O(v2) BOLSIG+
V20. E− + N2O ⇐⇒ E− + N2O(v3) BOLSIG+
E1. E− + N ⇐⇒ E− + N(2p) BOLSIG+
E2. E− + N ⇐⇒ E− + N(2d) BOLSIG+
E3. E− + O ⇐⇒ E− + O(1d) BOLSIG+
E4. E− + O ⇐⇒ E− + O(1s) BOLSIG+
E5. E− + Cu ⇐⇒ E− + Cu(e1) BOLSIG+
E6. E− + Cu ⇐⇒ E− + Cu(e2) BOLSIG+
E7. E− + Cu ⇐⇒ E− + Cu(e3) BOLSIG+
E8. E− + Cu ⇐⇒ E− + Cu(e4) BOLSIG+
There are several vibrational (labeled as “V”) and electronic (labeled as “E”) excitation
collisions included in the EEPF calculations and the reversible reactions alone are listed
in table C.6. The forward reaction rate coefficients are first calculated and then the
backward reaction rate coefficients are calculated using microscopic reversibility, both
using BOLSIG+ [19]. The forward and reverse reactions are referred to as “inelastic”
and “super-elastic” collisions respectively. The inelastic collisions involving diatomic
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molecules and super-elastic collisions involving monatomic species can be considered to
be the chief electron-energy loss and gain processes respectively.
C.6 Ionization and attachment reactions
Table C.7: Ionization and attachment reactions for Ecrit/N calculations of air-copper
mixtures.
No. Reaction Rate coefficients (cm3s−1 or cm6s−1)
I1. E− + N2 ⇒ E− + E− + N+2 BOLSIG+
I2. E− + N ⇒ E− + E− + N+ BOLSIG+
I3. E− + O2 ⇒ E− + E− + O+2 BOLSIG+
I4. E− + O ⇒ E− + E− + O+ BOLSIG+
I5. E− + O3 ⇒ E− + E− + O+3 BOLSIG+
I6. E− + NO ⇒ E− + E− + NO+ BOLSIG+
I7. E− + N2O ⇒ E− + E− + N2O+ BOLSIG+
I8. E− + Cu ⇒ E− + E− + Cu+ BOLSIG+
I9. E− + Cu(e1) ⇒ E− + E− + Cu+ BOLSIG+
I10. E− + Cu(e2) ⇒ E− + E− + Cu+ BOLSIG+
I11. E− + Cu(e3) ⇒ E− + E− + Cu+ BOLSIG+
I12. E− + Cu(e4) ⇒ E− + E− + Cu+ BOLSIG+
I13. E− + N(2d) ⇒ E− + E− + N+ BOLSIG+
I14. E− + N(2p) ⇒ E− + E− + N+ BOLSIG+
I15. E− + O(1d) ⇒ E− + E− + O+ BOLSIG+
I16. E− + O(1s) ⇒ E− + E− + O+ BOLSIG+
A1. E− + O2 ⇒ O− + O BOLSIG+
A2. E− + O2 + O2 ⇒ O−2 + O2 BOLSIG+
A3. E− + O2 + O ⇒ O−2 + O 10−31 [121]
A4. E− + O + O2 ⇒ O− + O2 10−31 [121]
A5. E− + O + E− ⇒ O− + E− 10−30 [44]
A6. E− + O3 ⇒ O− + O2 BOLSIG+
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A7. E− + O3 ⇒ O−2 + O BOLSIG+
A8. E− + NO ⇒ O− + N BOLSIG+
A9. E− + NO + M ⇒ NO− + M 8 × 10−31 [44]
A10. E− + N2O ⇒ O− + N2 BOLSIG+
For calculating the breakdown fields, the contributions from each species towards ion-
ization (α) and attachment (η) coefficients needs to be tallied. Table C.7 lists the 16
electron-impact ionization (labeled “I”) and 10 attachment (labeled “A”) reactions with
the associated reaction rates either calculated using BOLSIG+ [19] or obtained from
literature. The reaction rate coefficients have units of cm3s−1 and cm6s−1 for reactions
with two and three reactants respectively.
Appendix D
Parameters for the calculation of
air-copper-plastic mixture
properties
D.1 List of species and ground-state energies
Inclusion of plastic vapor in air and metal vapor mixtures introduces several long and
small-chain hydrocarbons into the species list. Even though only small-chain hydrocar-
bons are considered in the current work, the list of species contains most of the species
considered in published results for species composition and properties. In addition to
the 23 species considered for air-metal vapor mixtures in appendix C, 54 species in table
D.1 are included for species composition and thermodynamic properties calculations of
air-metal-plastic vapor mixtures.
Table D.1: Species in composition calculations and their ground-state energies.
No. Species gr (eV ) No. Species gr (eV ) No. Species gr (eV )
1. CO2 -4.07 19. N2O 0.88 37. CH 6.16
2. CO -1.14 20. NO2 0.37 38. HCN 1.4
3. C 7.42 21. O3 1.50 39. CHNO -1.05
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No. Species gr (eV ) No. Species gr (eV ) No. Species gr (eV )
4. C+ 18.68 22. C2H2 2.35 40. CHO 0.45
5. C2+ 43.07 23. C2H4 0.54 41. CN2 6.06
6. C3+ 90.96 24. C2H4O -0.54 42. CN 4.51
7. C4+ 155.45 25. C2H 4.94 43. CNO 1.65
8. H2O -2.50 26. C2N2 3.20 44. HNO3 0.02
9. H2 0.0 27. C2N 5.76 45. HNO 1.03
10. H+2 15.5 28. C2O 2.97 46. HO2 0.02
11. H 2.26 29. C2 8.68 47. N2H2 2.21
12. H+ 15.86 30. C3 8.50 48. N2H4 0.99
13. CO+ 12.87 31. C3O2 -0.97 49. NH3 -0.47
14. CHO+ 8.63 32. C4 10.06 50. NH2 1.97
15. CH+ 16.85 33. CH2 4.00 51. NH 3.9
16. CN+ 18.69 34. CH2O -1.20 52. OH 0.4
17. CN− 0.629 35. CH3 1.51 53. O−2 -0.44
18. OH+ 13.65 36. CH4 -0.77 54. O− 2.6
Table D.2: Excited species in EEPF calculations and their ground-state energies, re-
sulting from inclusion of plastic vapor.
No. Species gr (eV ) No. Species gr (eV ) No. Species gr (eV )
1. C(1d) 1.26 15. CO2(v3) 0.25 29. C2(v2) 0.25
2. C(1s) 2.68 16. CO2(v4) 0.29 30. C2(v3) 0.40
3. CO(v1) 0.26 17. CO2(v5) 0.33 31. C2H(v1) 0.09
4. CO(v2) 0.53 18. CO2(v6) 0.42 32. C2H(v2) 0.25
5. CO(v3) 0.78 19. CO2(v7) 0.50 33. C2H(v3) 0.40
6. CO(v4) 1.04 20. CO2(v8) 2.50 34. C2H2(v1) 0.09
7. CO(v5) 1.30 21. H2(v1) 0.51 35. C2H2(v2) 0.25
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No. Species gr (eV ) No. Species gr (eV ) No. Species gr (eV )
8. CO(v6) 1.54 22. H2(v2) 1.00 36. C2H2(v3) 0.40
9. CO(v7) 1.79 23. H2(v3) 1.51 37. CH4(v1) 0.16
10. CO(v8) 2.03 24. H(2s) 10.20 38. CH4(v2) 0.36
11. CO(v9) 2.27 25. H(2p) 10.20 39. C2H4(v1) 0.11
12. CO(v10) 2.51 26. H2O(v1) 0.19 40. C2H4(v2) 0.36
13. CO2(v1) 0.08 27. H2O(v2) 0.47 - - -
14. CO2(v2) 0.16 28. C2(v1) 0.09 - - -
D.2 Excited species and ground-state energies in EEPF
calculations
In addition to the vibrationally-excited diatomic species and electronically-excited monatomic
species resulting from air and copper which are listed in table C.5, the hydrocarbon-
related excited species introduced by the addition of plastic vapor are listed in table
D.2.
D.3 Inelastic collisions in EEPF calculations
Table D.3: Vibrational and electronic excitation reactions from plastic vapor considered
for EEPF calculations.
No. Reaction Rate coefficients (cm3s−1)
V1. E− + C2 ⇐⇒ E− + C2(v1) BOLSIG+
V2. E− + C2 ⇐⇒ E− + C2(v2) BOLSIG+
V3. E− + C2 ⇐⇒ E− + C2(v3) BOLSIG+
V4. E− + C2H ⇐⇒ E− + C2H(v1) BOLSIG+
V5. E− + C2H ⇐⇒ E− + C2H(v2) BOLSIG+
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V6. E− + C2H ⇐⇒ E− + C2H(v3) BOLSIG+
V7. E− + C2H2 ⇐⇒ E− + C2H2(v1) BOLSIG+
V8. E− + C2H2 ⇐⇒ E− + C2H2(v2) BOLSIG+
V9. E− + C2H2 ⇐⇒ E− + C2H2(v3) BOLSIG+
V7. E− + CH4 ⇐⇒ E− + CH4(v1) BOLSIG+
V8. E− + CH4 ⇐⇒ E− + CH4(v2) BOLSIG+
V7. E− + C2H4 ⇐⇒ E− + C2H4(v1) BOLSIG+
V8. E− + C2H4 ⇐⇒ E− + C2H4(v2) BOLSIG+
V9. E− + CO ⇐⇒ E− + CO(v1) BOLSIG+
V10. E− + CO ⇐⇒ E− + CO(v2) BOLSIG+
V11. E− + CO ⇐⇒ E− + CO(v3) BOLSIG+
V12. E− + CO ⇐⇒ E− + CO(v4) BOLSIG+
V13. E− + CO ⇐⇒ E− + CO(v5) BOLSIG+
V14. E− + CO ⇐⇒ E− + CO(v6) BOLSIG+
V15. E− + CO ⇐⇒ E− + CO(v7) BOLSIG+
V16. E− + CO ⇐⇒ E− + CO(v8) BOLSIG+
V17. E− + CO ⇐⇒ E− + CO(v9) BOLSIG+
V18. E− + CO ⇐⇒ E− + CO(v10) BOLSIG+
V19. E− + CO2 ⇐⇒ E− + CO2(v1) BOLSIG+
V20. E− + CO2 ⇐⇒ E− + CO2(v2) BOLSIG+
V21. E− + CO2 ⇐⇒ E− + CO2(v3) BOLSIG+
V22. E− + CO2 ⇐⇒ E− + CO2(v4) BOLSIG+
V23. E− + CO2 ⇐⇒ E− + CO2(v5) BOLSIG+
V24. E− + CO2 ⇐⇒ E− + CO2(v6) BOLSIG+
V25. E− + CO2 ⇐⇒ E− + CO2(v7) BOLSIG+
V26. E− + CO2 ⇐⇒ E− + CO2(v8) BOLSIG+
V27. E− + H2 ⇐⇒ E− + H2(v1) BOLSIG+
V28. E− + H2 ⇐⇒ E− + H2(v2) BOLSIG+
V29. E− + H2 ⇐⇒ E− + H2(v3) BOLSIG+
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V30. E− + H2O ⇐⇒ E− + H2O(v1) BOLSIG+
V31. E− + H2O ⇐⇒ E− + H2O(v2) BOLSIG+
E1. E− + C ⇐⇒ E− + C(1d) BOLSIG+
E2. E− + C ⇐⇒ E− + C(1s) BOLSIG+
E3. E− + H ⇐⇒ E− + H(2s) BOLSIG+
E4. E− + H ⇐⇒ E− + H(2p) BOLSIG+
The vibrational (labeled as “V”) and electronic (labeled as “E”) excitation collisions
included in the EEPF calculations are listed in table D.3. These reactions arise solely
from the inclusion of plastic vapor and need to be considered in addition to the reversible
reactions for air-copper mixtures listed in table C.6.
The cross-section data for the momentum-transfer and inelastic collisions listed in
table D.3 are obtained from the following published works: (i) C2H2 [122], (ii) CH4
[123], (iii) CO [124], (iv) CO2 [125], (v) H2 [126], (vi) H2O [127], (vii) C [94] and (vii)
H [128, 129]. The cross-section data for some of the inelastic collisions are unavailable
in the literature and hence, certain assumptions need to be made. For the vibrational
excitations of C2 and C2H, the cross sections of C2H2 are used.
D.4 Ionization and attachment reactions
Table D.4: Ionization and attachment reactions for Ecrit/N calculations including plas-
tic vapor.
No. Reaction Rate coefficients (cm3s−1)
I1. E− + C ⇒ E− + E− + C+ BOLSIG+
I2. E− + CO ⇒ E− + E− + CO+ BOLSIG+
I3. E− + CO2 ⇒ E− + E− + CO+2 BOLSIG+
I4. E− + H ⇒ E− + E− + H+ BOLSIG+
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I5. E− + H2 ⇒ E− + E− + H+2 BOLSIG+
I6. E− + H2O ⇒ E− + E− + H2O+ BOLSIG+
I7. E− + OH ⇒ E− + E− + OH+ BOLSIG+
I8. E− + C2 ⇒ E− + E− + C+2 BOLSIG+
I9. E− + C3 ⇒ E− + E− + C+3 BOLSIG+
I10. E− + C2H ⇒ E− + E− + C2H+ BOLSIG+
I11. E− + C2H2 ⇒ E− + E− + C2H+2 BOLSIG+
I12. E− + C2H4 ⇒ E− + E− + C2H+4 BOLSIG+
I13. E− + CH ⇒ E− + E− + CH+ BOLSIG+
I14. E− + CH ⇒ E− + E− + C+ + H BOLSIG+
I15. E− + CH2 ⇒ E− + E− + CH+2 BOLSIG+
I16. E− + CH2 ⇒ E− + E− + CH+ + H BOLSIG+
I17. E− + CH3 ⇒ E− + E− + CH+3 BOLSIG+
I18. E− + CH3 ⇒ E− + E− + CH+2 + H BOLSIG+
I19. E− + CH4 ⇒ E− + E− + CH+4 BOLSIG+
I20. E− + CH4 ⇒ E− + E− + CH+3 + H BOLSIG+
I21. E− + CN ⇒ E− + E− + CN+ BOLSIG+
I22. E− + HCN ⇒ E− + E− + HCN+ BOLSIG+
I23. E− + C(1d) ⇒ E− + E− + C+ BOLSIG+
I24. E− + C(1s) ⇒ E− + E− + C+ BOLSIG+
I25. E− + H(2s) ⇒ E− + E− + H+ BOLSIG+
I26. E− + H(2p) ⇒ E− + E− + H+ BOLSIG+
A1. E− + CO2 ⇒ CO + O− BOLSIG+
A2. E− + H2 ⇒ H− + H BOLSIG+
A3. E− + H2(v1) ⇒ H− + H BOLSIG+
A4. E− + H2(v2) ⇒ H− + H BOLSIG+
A5. E− + H2(v3) ⇒ H− + H BOLSIG+
A6. E− + H2O ⇒ H− + OH BOLSIG+
A7. E− + H2O ⇒ O− + H2 BOLSIG+
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A8. E− + H2O ⇒ OH− + H BOLSIG+
A9. E− + C2H ⇒ C2H− BOLSIG+
A10. E− + C2H2 ⇒ C2H− + H BOLSIG+
A11. E− + HCN ⇒ H + CN− BOLSIG+
The hydrocarbon related reactions, arising from the inclusion of plastic vapor, which
contribute towards ionization (α) and attachment (η) coefficients are provided in table
D.4. For air-copper-plastic mixtures, the air-copper mixture related reactions provided
in table C.7 need also to be included.
The ionization cross sections for the reactions in table D.4 are taken from the follow-
ing published works: (i) C [94], (ii) CO [130], (iii) CO2 [131], (iv) H [94], (v) H2 [130],
(vi) H2O [132], (vii) OH [133], (viii) C2 [134], (ix) C3 [134], (x) CH [135], (xi) CH2 [135],
(x) CH3 [135], (xi) CH4 [135], (xii) C2H [136], (xiii) C2H2 [136], (xiv) C2H4 [136], (xv)
CN [137] and (xvi) HCN [137]. The ionization cross sections for the monatomic excited
species of carbon and hydrogen are obtained by lowering the electron energies by the
excited-state thresholds, similar to the procedure followed for the excited species in
air-copper mixtures.
The attachment cross sections are obtained from the following published works: (i)
H2 [138], (ii) H2(v1) [113], (ii) H2(v2) [113], (iv) H2(v3) [113], (v) H2O [139] and (vi)
HCN [112]. An interesting observation with regard to diatomic hydrogen is that there
is an increase in the peak of the attachment cross sections by an order-of-magnitude
with each vibrational excitation and hence the peak cross sections for H2(v3) are ap-
proximately three orders of magnitude higher than those for the ground-state H2. The
attachment cross sections for CN are not available in the literature and hence, the
cross-sections of HCN can be utilized as an approximation. Even though the effects of
this approximation are not mentioned in this work, the breakdown fields of mixtures
involving plastic vapors are substantially higher at temperatures above 3,000 K when
HCN dissociates to form CN.
