In this paper, we study the 3D volumetric modeling problem by adopting the Wasserstein introspective neural networks method (WINN) that was previously applied to 2D static images. We name our algorithm 3DWINN which enjoys the same properties as WINN in the 2D case: being simultaneously generative and discriminative. Compared to the existing 3D volumetric modeling approaches, 3DWINN demonstrates competitive results on several benchmarks in both the generation and the classification tasks. In addition to the standard inception score, the Fréchet Inception Distance (FID) metric is also adopted to measure the quality of 3D volumetric generations. In addition, we study adversarial attacks for volumetric data and demonstrate the robustness of 3DWINN against adversarial examples while achieving appealing results in both classification and generation within a single model. 3DWINN is a general framework and it can be applied to the emerging tasks for 3D object and scene modeling.
Introduction
The rich representation power of the deep convolutional neural networks (CNN) (LeCun et al. 1989) , as a discriminative classifier, has led to a great leap forward for the image classification and regression tasks (Krizhevsky 2009; Szegedy et al. 2015; Simonyan and Zisserman 2015; He et al. 2016) . The generative modeling aspect of the CNN is also under explosive development, due to the recent success of the generative adversarial networks (GAN) family models (Goodfellow et al. 2014a; Radford, Metz, and Chintala 2016; Arjovsky, Chintala, and Bottou 2017; Zhu et al. 2017; Karras et al. 2018 ) and the variational auto-encoder (VAE) model (Kingma and Welling 2014) .
The field of 3D object modeling is also enjoying a steady improvement, but with less drastic developments when compared to the 2D image domain. The format of 3D input can be roughly divided into three categories: (1) voxel based (Wu et al. 2015; Qi et al. 2016; Maturana and Scherer 2015; Xie et al. 2018a) , (2) multi-view based (Su et al. 2015; Qi et al. 2016) , and (3) point-cloud based (Qi et al. 2017a; 2017b; Xie et al. 2018b ).
Like in the 2D image domain, there are two typical tasks for 3D object modeling: supervised classification (Qi et al. 2017a; Xie et al. 2018b ) and unsupervised generation (Wu et al. 2015; Xie et al. 2018a) . In this paper, we attempt to build a 3D object model that is simultaneously generative and discriminative by extending the recently developed introspective neural networks (INN) Jin, Lazarow, and Tu 2017; Lee et al. 2018 ) from modeling pixel-based 2D images to modeling voxel-based 3D volumetric data. Specifically, we adopt the Wasserstein introspective neural networks (WINN) method (Lee et al. 2018) and name our approach Wasserstein introspective neural networks for 3D modeling (3DWINN).
The main focus of our work lies in the extension of introspective neural network framework (Tu 2007; Jin, Lazarow, and Tu 2017) to 3D volumetric object modeling. The contributions of this paper can be summarized as follows:
• 3DWINN achieves state-of-the-art results on both generative modeling and discriminative classification tasks for 3D volumetric data within the same model. • In 3D generative modeling, 3DWINN incorporates the Fréchet Inception Distance (FID) scores as an evaluation metric. FID has demonstrated to be more consistent to human judgment than Inception Score and has been widely used in 2D case. We present comparisons against 3D-GAN and 3D-DescriptorNets using this metric and show that 3DWINN demonstrates state-of-the-art performance.
• In discriminative modeling, 3DWINN studies adversarial attacks for volumetric data, which has been previously under explored. We demonstrate that 3DWINN attains robustness to adversarial examples while achieving appealing results on both classification and generation as a single model. Overall, 3DWINN exhibits a general classification capability and robustness over adversarial examples that do not exist within the previous 3D generators such as 3D-GAN (Wu et al. 2016 ) and 3D-DescriptorNet (Xie et al. 2018a) as they need an additional classifier, and demonstrates a generation capability that the existing 3D discriminative classifiers like 3D ShapeNets (Wu et al. 2015) do not possess. We evaluate 3DWINN on the standard benchmark dataset, ModelNet (Wu et al. 2015) , for multiple tasks including 3D object classification, 3D object generation, and adversarial attacks on 3D classification.
Related Work
In this section, we discuss existing work for 3D object modeling, which is itself a long standing problem (McInerney and Terzopoulos 1996) . Here, we focus on a recent line of deep learning based approaches. As stated in the previous section, the existing literature typically builds on top of three types of input format, (1) volumetric data, (2) multiview images, and (3) point clouds. In the past, various 3D object classifiers for discriminative classification have been proposed (Wu et al. 2015; Maturana and Scherer 2015; Su et al. 2015; Qi et al. 2016; 2017a; 2017b; Xie et al. 2018b) . In this work, we give our special attention to 3D generative models (Wu et al. 2015; Xie et al. 2018a ) which usually do not have the direct discriminative classification capability if no additional classifier is obtained.
Typical generative 3D models include volume-based methods such as 3D-GAN (Wu et al. 2016 ), 3D-VAE (Kingma and Welling 2014) , 3D-DescriptorNet (Xie et al. 2018a) , and point-cloud-based approaches like PointOutNet (Fan, Su, and Guibas 2017) . However, none of these models (without an additional classifier) itself produces competitive results for the standard multi-class 3D object classification task. Here, we build a model that is simultaneously generative and discriminative and we are particularly inspired by the recent introspective neural networks (INN) Lee et al. 2018 ) that are capable of performing the standard multi-class classification task while synthesizing new samples inside the classifier. 3D-GAN (Wu et al. 2016) successfully builds a 3D object model by adopting a VAE encoder (Kingma and Welling 2014) to generate 3D objects from 2D images using generative adversarial networks (GAN) (Goodfellow et al. 2014b ). 3D-DescriptorNet (Xie et al. 2018a ) also creates a very impressive generative model with the state-of-the-art results on various tasks including 3D object generation and classification. 3DWINN, in contrast, follows the direction of INN/WINN Lee et al. 2018 ) by progressively updating the CNN classifier directly whereas 3D-DescriptorNet is itself a generator only. For example, to produce the 3D object classification result reported in (Xie et al. 2018a) , an unsupervised learning process is first applied to 3D-DescriptorNet to perform feature extraction, followed by another step of training a separate logistic regression classifier. In contrast, 3DWINN is a single model that is simultaneously generative and discriminative, which is able to directly enhance the standard CNN classifier on the supervised classification task with additional robustness to adversarial attacks which 3D-DescriptorNet is not able to demonstrate.
The key difference between INN and WINN Lazarow, Jin, and Tu 2017; Lee et al. 2018 ) and 3DWINN is that 3DWINN studies the classification and generation problems specifically for 3D volumetric data. Although 2D to 3D extension seems natural, several works including 3D ShapeNets (Wu et al. 2015) , 3D-GAN (Wu et al. 2016) , Volumetric CNN (Qi et al. 2016) , and 3D-DescriptorNet (Xie et al. 2018a) , have shown such extension is inherently non-trivial.
For classification, methods that use multi-view representation often significantly outperformed prior works like 3D ShapeNets that use volumetric data. In terms of generation, although 3D-GAN achieves compelling performance, it is not able to consistently generate samples faithful to training data as shown by FID scores (Heusel et al. 2017 ) (see Table 3 ). Two unique characteristics of volumetric data might cause such difficulty: (1) The high dimensionality constrains the model complexity so it cannot fully exploit the power of 3D representations; (2) The data sparsity introduces significant challenges: for instance, a pixel in 2D represents the observed information while a binary voxel in 3D only indicates whether the object lies within it.
Method
In this section, we introduce our method, Wasserstein introspective neural networks for 3D volumetric modeling (3DWINN) that largely follows the basic principles of INN Jin, Lazarow, and Tu 2017) , and particularly draws inspiration from the WINN (Lee et al. 2018) algorithm. Specifically, we show how we leverage the previous advances in the introspective neural network method Lazarow, Jin, and Tu 2017; Lee et al. 2018 ) and adopt it to build our unified framework for 3D object generative modeling and classification.
Introspective Neural Networks
We first introduce the introspective neural network (INN) framework that was developed in Lazarow, Jin, and Tu 2017 ). An introspective neural network (INN) is a convolutional neural network that is simultaneously discriminative and generative. Later, (Lee et al. 2018) shows a mathematical connection between the WGAN (Arjovsky, Chintala, and Bottou 2017) and INN and adapts the Wasserstein distance into INN, resulting in a significant boost in modeling ability by INN. As shown by (Lee et al. 2018) , the set of training examples S = {x i | i = 1, . . . , n}, where x i ∈ R 32×32×32 in our 3DWINN, constitutes the positive examples of the distribution we would like to model. Built upon the generative via discriminative (GDL) framework by (Tu 2007) , INN is able to model the distribution p(x|y = +1) by sequentially defining new pseudo-negative samples p t (x|y = −1; W t ) (shortened as p − Wt (x)) by computing the following:
where 
where η ∼ N (0, ) is a Gaussian distribution and is the step size that is annealed in the sampling process. It is shown by Lazarow, Jin, and Tu 2017 ) that we can obtain the following using the iterative reclassification-by-synthesis process guided by Eq.
(1):
As noted in previous sections, 3DWINN enjoys the benefit of being simultaneously discriminative and generative; few modifications are needed if we desire a model that focuses on classification instead of generation. In supervised classification setting, since labels are provided during training, we synthesize pseudo-negative examples based on class categories. Following (Lee et al. 2018) , we formulate the loss function as follows:
where
denotes the weights for the k-th class in the last linear layer and w (0) t denotes the weights for all the previous layers in the CNN.
3DWINN
3D geometric data, unlike 2D image data, does not have a canonical representation. Many geometric data structures, such as polygon meshes and point clouds, are often criticized for not being regular-structured, and thus cannot leverage the recent rapid advances in deep learning for 2D images. Although the multi-view rendered image representation achieved much success in 3D object recognition (Su et al. 2015; Qi et al. 2016) , it cannot be used directly to represent 3D objects without conversion to geometric data structures because of its 2D nature. Therefore, in 3DWINN, a unified framework for both 3D object generative modeling and 3D object classification, we choose to represent the raw meshed shapes as 3D binary occupancy grids since their highly-organized structures offer rich contextual information that is crucial to 3D shape recognition and modeling. As done in 3D ShapeNets (Wu et al. 2015) , VoxNet (Maturana and Scherer 2015) , and 3D-GAN (Wu et al. 2016) , we use the binary voxelization method: specifically, if the surface of an input raw mesh data lies within the voxel at a spatial location, the value at that location is 1. Otherwise, if the voxel at a spatial location is empty, the corresponding value is 0. We use a 5-layer convolutional neural network shown in Figure 2 for this paper. The network implementation details are shown in Table 1 . Despite the network structure used in our work, however, it is noted that 3DWINN is a general framework for 3D volumetric modeling and is agnostic to the type of classifier used.
Adversarial Examples
Adversarial attacks on neural networks are a well known weakness of neural networks and is an active area of reFigure 3: 3D objects synthesized by 3DWINN. "observed" denotes the 3D objects from the training set of ModelNet10. "synthesized" denotes the 3D objects synthesized by 3DWINN. "nearest neighbors" denotes the nearest neighbors retrieved from the training sets for their corresponding synthesized 3D objects, where the first column in "nearest neighbors" corresponds to the first column in "synthesized", and so on.
search. The extension of adversarial attacks on image classifiers to 3D volumetric data is non-trivial as it has been previously under explored. The discretized nature of of voxelized objects, however, is the source of ambiguity. Since common volumetric deep learning based methods are computationally limited to 32 × 32 × 32 voxel resolution, 3D voxelized representations are often more blocky than the real data and seemingly stray voxels where a small portion of the real, continuous 3D object overlaps into the region of a voxel and causes the voxel to be marked as filled are common around the edges and fine structures in the voxelized representation. Attacks that add small amounts of perturbation may also successfully attack voxel-based 3D classification models while still maintaining the primary structures of the 3D objects.
It is argued by Lazarow, Jin, and Tu 2017; Lee et al. 2018 ) that the reclassification-bysynthesis process of introspective neural networks (INN) helps tighten the decision boundary as shown in Figure 1 and makes CNNs trained with the INN algorithm more robust to adversarial attacks since discriminative CNNs seem to be vulnerable to adversarial attacks because of their linear nature as posited by (Goodfellow et al. 2014b) .
To verify this property of INN still holds in 3D, we use a vanilla volumetric CNN as the baseline model and a CNN with the same structure but trained with the INN algorithm to compare their classification accuracy against adversarial examples.
CNN classifiers trained with conventional discriminative learning can easily be fooled by adversarial examples, as they learn the most salient (thus discriminative) features. In contrast, CNN classifiers trained with our algorithm learn features that are necessary for fully reconstructing the input space, but with some redundancy for achieving good classification on unperturbed clean images. We hypothesize that this redundancy makes the classifier more robust to small perturbations in input space. Since our classifier has extra information beyond the most discriminative features, one Figure 4 : Pseudo-negative (fake) examples generated during classification training. As step t increases, 3DWINN gradually obtains better generative modeling ability which strengthens its classification performance.
needs to add more perturbation to fool the classifier trained with our method.
Adversarial examples of voxelized 3D objects behave differently from adversarial examples in the 2D case because of their binary nature. The perturbation that is introduced is much more apparent than in the 2D case. In the 2D case, each colored pixel has 256 3 options, assuming 8-bit color channels, and adding a small perturbation is often times imperceptible by the human eye. In the 3D case, however, when a specific voxel is perturbed, the voxel changes from being empty to filled, or vice versa. Therefore, introducing even a small perturbation will noticeably alter the original example. Therefore, we adopt the FGSM method by (Goodfellow, Shlens, and Szegedy 2015) for generating adversarial examples with a smaller perturbation size than in the 2D case. Furthermore, we apply the stronger iterative FGSM attack (Kurakin, Goodfellow, and Bengio 2016) in order to validate the robustness of 3DWINN.
Experiment
In this section, we present experiments conducted on two common tasks in 3D computer vision, 3D object generation and 3D object classification, in both of which 3DWINN demonstrates competitive results. Furthermore, we study the problem of 3D adversarial attacks, and we show that 3DWINN attains additional robustness against adversarial examples compared to the baseline method.
3D Object Generation
We evaluate our model in a widely used 3D CAD dataset ModelNet introduced by (Wu et al. 2015) . In this experiment, we use a common testbed ModelNet10, which is a subset of ModelNet consisting of 10 categories of 3D CAD data with 3,991 training examples and 908 test examples.
Training Details We train the discriminator network with the Adam optimizer (Kingma and Ba 2015) . The learning rate is 0.0001 with β 1 = 0 and β 2 = 0.9. As in (Lee et al. 2018) , we keep the coefficient of the gradient penalty term λ as 10. We perform mini-batch training with size 128, and half of the examples in each mini-batch are randomly chosen from the training set while the other half are taken from the set of pseudo-negative examples synthesized in previous iterations. We then normalize each mini-batch of 3D volumetric data by subtracting its mean value, as in (Xie et al. 2018a) .
As done in the previous works of introspective neural networks (Lee et al. 2018; Lazarow, Jin, and Tu 2017; Jin, Lazarow, and Tu 2017) , we synthesize pseudo-negative examples by performing gradient ascent on the input space. Similar to the classification step, we perform mini-batch training with size 128 and the Adam optimizer. We set the learning rate to be 0.005 with β 1 = 0.8 and β 2 = 0. We also perform cascade training as in (Lee et al. 2018 ): in each cascade, the input is initialized with the examples synthesized in the last cascade. If it is the first cascade, we initialize the input with a Gaussian noise N (0, 1).
Qualitative Evaluation In order to obtain more detailed synthesized samples and to have a fair comparison with other recent methods (Wu et al. 2016 ) and (Xie et al. 2018a ), we train one 3DWINN model for each object category. We show the synthesized 3D objects generated by 3DWINN and the observed 3D objects randomly sampled from the training set for comparison in Figure 3 . In addition, to demonstrate that our model's capability of generalization after observing the training examples, we also show the nearest neighbor of each synthesized 3D object retrieved from the training set. Because direct calculation of L2 distance over raw 3D objects requires them to be perfectly aligned, which is an impractical constraint in practice and could result in the lack of abstraction of higher level features (such as the style of a chair's handle) when retrieving nearest neighbors, we calculate L2 distance on the extracted features of the last convolutional layer of the reference network as described in the later section. We show that our model does not simply memorize the observed dataset. Furthermore, it can generate realistic 3D objects with considerable diversity and detailed geometries at a level on par with the current state-of-the-art method.
Quantitative Evaluation We adopt the Inception score (Salimans et al. 2016) , the Fréchet Inception Distance (FID) (Heusel et al. 2017) , and the average softmax class probability assigned by the reference network as evaluation metrics for 3DWINN's performance in 3D object generation. The reference network used in all metrics is a volumetric convolutional neural network by (Qi et al. 2016) as in the work by (Xie et al. 2018a) .
Inception score is the KL-divergence of the conditional distribution p(y|x) and the marginal distribution p(y|x = G(z))dz. As suggested by (Salimans et al. 2016) , the former indicates the meaningfulness of the test examples and the latter indicates the diversity of the test examples. For fair comparisons with other recent methods, we jointly train a single 3DWINN on all object categories. The conventional way for calculating an inception score is using a single trained model for synthesizing all examples. However, we empirically find that the synthesized examples by 3DWINN from a single iteration tends to have a skewed category distribution, e.g. the categories of synthesized 3D objects are not randomly distributed. We suspect that this may be a nature of introspective neural networks and is worsened by the fact that ModelNet10 is a very skewed dataset with the number of each object category ranging from 100 to 700. Therefore, while maintaining high perceptual quality, the 3D objects synthesized using a single model could still result in a relatively lower inception score because of the lack of diversity in category distribution. Accordingly, to quantitatively evaluate the perceptual quality and to be not affected by the skewness in category distribution, we also report the inception score on the synthesized 3D objects by the models retrieved from the last 10 iterations of the last cascade. As ModelNet10 is skewed in category distribution, we train a single 3DWINN on each object category and report the inception score on the combined synthesized data for comparison as well. Table 2 shows a comparison of different algorithms in terms of the inception score. 
Method
Score 3D Shapenets (Wu et al. 2015) 4.13 ± 0.19 3D-GAN (Wu et al. 2016) 8.66 ± 0.45 3D VAE (Kingma and Welling 2014) 11.02 ± 0.42 3D-DescriptorNet (Xie et al. 2018a) 11.77 ± 0.42 3DWINN-joint-single 7.81 ± 0.22 3DWINN-joint-multi 8.81 ± 0.18 3DWINN-separate-multi 10.25 ± 0.19
It is argued by (Heusel et al. 2017 ) that the Inception Score is not always consistent with human judgement as it does not use the statistics of real world samples and compare it to the statistics of synthetic samples. Hence, (Heusel et al. 2017) proposed the Fréchet Inception Distance (FID) which better captures this similarity and is more consistent with human judgment than the Inception Score is. However, to the best of our knowledge, this metric has not been applied to evaluate the quality of synthesized 3D objects. Therefore, we only compare the FID scores obtained by 3DWINN with the provided synthesized samples by 3D-DescriptorNet (Xie et al. 2018a ) and the samples generated using the provided pre-trained models of 3D-GAN (Wu et al. 2016) . We use the same reference network for evaluation as in the previous section. To calculate the FID score, we extract the activations from the last convolutional layer of the reference network to get a 4096 dimensional feature vector. The formulation of the FID is as follows:
The Fréchet distance between two multivariate Gaussians X 1 ∼ N (µ 1 , C 1 ) and X 2 ∼ N (µ 2 , C 2 ) where X 1 and X 2 are the activations of the last convolutional layer of synthetic and real samples, respectively. C n and µ n are the covariance and mean of the activations of the convolutional layer, respectively. As shown in Table 3 , 3DWINN demonstrates significant improvement over 3D-GAN (Wu et al. 2016 ) and 3D-DescriptorNet (Xie et al. 2018a) .
In addition to the above two Inception scores, we also evaluate 3DWINNs generative capability by calculating the average softmax class probability that the reference network assigns to the synthesized 3D objects for the corresponding class. By comparing the results by our method with previous works, we show in Table 4 that 3DWINN can synthesize meaningful and convincing 3D objects at a level on par with the state-of-the-art.
Limitation Despite appealing results on several benchmarks, we recognize that 3DWINN has certain limitations in 3D generative modeling. As mentioned in the previous section, a single 3DWINN classifier tends to synthesize samples with skewed category distribution; generating samples with diverse category distribution often requires using several classifiers saved at different stages during training. Although (Lee et al. 2018) proposed to use alternative initialization that uses a convolutional neural network to initialize noise instead of a Gaussian initialization to encourage diversity in synthesized samples, we find empirically that this method might not be as efficient as in 2D. Since the introspective neural network method Lazarow, Jin, and Tu 2017; Lee et al. 2018 ) relies on performing gradient ascent via backpropagation on the input space, training on volumetric data of size 32 × 32 × 32, corresponding to a high resolution of roughly 181 × 181 in 2D, is relatively a time-consuming process compared to other methods, such as 3D-GAN which carries out synthesis using forward passes. During inference, however, synthesizing realistic 3D objects using 3DWINN is still feasible as it takes about 7 seconds to synthesize a 3D object of size 32 × 32 × 32.
3D Object Classification
We further examine 3DWINN's modeling ability for the 3D object classification task on ModelNet10. We use the training/test split included in the dataset for fair comparisons. Because 3DWINN is both a generator and a discriminator, we conduct classification experiments in a supervised manner, which is nearly the same as in the unsupervised generator training setting introduced in the previous section, except that we have negative/multi-class examples now. We follow the WINN algorithm (Lee et al. 2018 ) for the supervised classification task. To train to perform classification, an existing generative model based approach such as 3D-DescriptorNet (Xie et al. 2018a ) would use the features extracted from its intermediate layers and train a separate discriminative classifier, which is not end-to-end and sub-optimal. 3DWINN instead can be trained end-to-end to perform classification, which is a clear advantage over 3D-DescriptorNet (92.4%, shown in Table 6 as an unsupervised classification task) , and reports a competitive result (93.6%, shown in Table 5 as a standard supervised classification task).
Training Details In the classification step, we train the discriminator network with Adam (Kingma and Ba 2015) . The learning rate is 0.00002 with β 1 = 0 and β 2 = 0.9. In the synthesis step, we perform gradient ascent on the input space with Adam. The learning rate is 0.002 with β 1 = 0 and β 2 = 0.9. Both the classification and synthesis steps use mini-batch size of 32. The rest of the training details is the same as in the unsupervised synthesis case.
Supervised 3D Object Classification Following the reclassification-by-synthesis scheme introduced by , we jointly train a single model on ModelNet10 with corresponding class labels.
As shown in Table 5 , 3DWINN achieves results on par with the state-of-the-art when compared to other volumetric based supervised methods. Its performance is also comparable to many methods using other 3D representations, such as rendered multi-view images, which are often pre-trained on large-scale image dataset such as ImageNet (Deng et al. 2009 ). However, it is worth noting that the test set of ModelNet10 likely contains harder examples than those in the training set: both our baseline model and 3DWINN obtain significantly better results on the validation set, which we manually split from the given training set prior to training, and 3DWINN obtains a 50% error reduction on the validation set over the baseline model. We show the pseudonegative examples synthesized during classification training in Figure 4 . The faithfulness of the synthesized examples to real 3D objects gradually increases as time proceeds. The newly synthesized pseudo-negative examples will be used in later iterations to improve classification results.
Unsupervised 3D Object Classification We use a linear one-versus-all SVM to quantitatively evaluate the learned features by our unsupervised model trained on all ten object categories of ModelNet10. We use a L2 penalty with regularization penalty parameter C = 0.5. We train a linear SVM on top of the features extracted from the final convolution layer for classification and we find that the accuracy is on par with state-of-the-art results as shown in Table 6 . Method ModelNet10 3D ShapeNets (Wu et al. 2015) 83.5% DeepPano (Shi et al. 2015) 85.5% VoxNet (Maturana and Scherer 2015) 92.0% ORION (Sedaghat et al. 2016) 93.8% Baseline 93.1% 3DWINN (ours)
93.6% (Kazhdan, Funkhouser, and Rusinkiewicz 2003) 79.8% LFD (Chen et al. 2003) 79.9% VConv-DAE (Sharma, Grau, and Fritz 2016) 80.5% 3D-GAN (Wu et al. 2016) 91.0% 3D-DescriptorNet (Xie et al. 2018a) 92.4% 3DWINN (ours) 91.9%
Robustness to Adversarial Examples
Following the method section, we demonstrate the robustness of 3DWINN against adversarial attacks. Note again that existing 3D object generators (Wu et al. 2015; Xie et al. 2018a) are not directly classifiers so no results on the adversarial attacks have been demonstrated in (Wu et al. 2015; Xie et al. 2018a ). Here, we employ attacks generated by FGSM (Goodfellow, Shlens, and Szegedy 2015) and iterative FGSM (Kurakin, Goodfellow, and Bengio 2016) on supervised classification tasks. In FGSM method, we set the perturbation size to 0.005 instead of 0.125 in (Lee et al. 2018) to account for the binary nature of voxelized 3D adversarial examples. In iterative FGSM method, we set the perturbation size to 0.005 and iterate for 5 steps and 10 steps separately. The results in Table 7 show that 3DWINN reaches the significantly lower adversarial error and the higher correction rate compared to the baseline on ModelNet10 under both the FGSM and iterative FGSM attacks.
Conclusion
In this paper, we have presented a new 3D object modeling approach by extending the WINN method (Lee et al. 
2018
) from 2D images to 3D volumetric data. The proposed 3DWINN algorithm is applied to multiple 3D object modeling tasks with competitive results including 3D object generation, unsupervised object classification, supervised object classification, and adversarial attacks. Compared with the existing methods for 3D volumetric modeling, 3DWINN demonstrates its clear advantages on the standard supervised classification tasks while attaining comparable/better results on the unsupervised problems. 3DWINN is general framework and is shown to be an effective approach modeling challenging volumetric 3D objects. The source code of this project will be made publicly available.
