We have investigated the possibility of determining the optical coefficients of muscle in the extremities with in vivo time-resolved reflectance measurements using a layered model. A solution of the diffusion equation for two layers was fitted to three-layered Monte Carlo calculations simulating the skin, the subcutaneous fat and the muscle. Relative time-resolved reflectance data at two distances were used to derive the optical coefficients of the layers. We found for skin and subcutaneous fat layer thicknesses (l 2 ) of up to 10 mm that the estimated absorption coefficients of the second layer of the diffusion model have differences of less than 20% compared with those of the muscle layer of the Monte Carlo simulations if the thickness of the first layer of the diffusion model is also fitted. If l 2 is known, the differences are less than 5%, whereas the use of a semi-infinite model delivers differences of up to 55%. Even if l 2 is only approximately known the absorption coefficient of the muscle can be determined accurately. Experimentally, the time-resolved reflectance was measured on the forearms of volunteers at two distances from the incident beam by means of a streak camera. The thicknesses of the tissues involved were determined by ultrasound. The optical coefficients were derived from these measurements by applying the two-layered diffusion model, and results in accordance with the theoretical studies were observed.
Introduction
In recent years, considerable efforts have been devoted to determine non-invasively the optical properties of tissue, which can be applied in many fields of medicine for diagnostic purposes. The derivation of the absorption and scattering coefficients of tissue requires a theoretical model for the photon propagation in tissue. The transport theory and its approximation, the diffusion theory, have been successfully employed to calculate the photon propagation not only in tissue but also in other turbid media (Ishimaru 1978) . Two extreme models are normally used to describe the geometry of the investigated tissue. The first model assumes that the optical properties of the involved tissues are homogeneous and, thus, simple solutions of the diffusion equation can be derived for the determination of the optical properties (Patterson et al 1989 , Haskell et al 1994 , Kienle and Patterson 1997 . The second approach, in principle, does not impose any restriction on the spatial distribution of the absorption and scattering coefficients and is known as optical tomography Chance 1995, Arridge 1999) . Due to the experimental and mathematical challenges and the ill-posed nature of the second approach (Boas et al 1997 , Pogue et al 1999 , the simplier homogeneous models are normally used to evaluate in vivo measurements.
By considering the investigated tissue as layers we apply an intermediate model that is more versatile than the homogeneous approach and more easily tractable than pure optical tomography. This is especially appealing because many tissue parts have a layered structure, for example the skin and the subcutaneous fat above the muscle in the extremities or the layers of the head above the brain. Examples for applications of the layered model are the provision of pharmacokinetic information about exogeneous chromophores in certain tissue types for photodynamic therapy , Weersink et al 1997 or chemotherapy (Mourant et al 1999) , the evaluation of the depth of necroses in burns (Svaasand et al 1999) or the investigation of the haemodynamics in the brain to detect haemorrhages or to monitor stimulation processes (Delpy and Cope 1997 , Chance et al 1997 , Kohl et al 1998 .
Recently, we derived solutions of the diffusion equation for a two-layered geometry having an infinitely thick second layer in the steady-state, frequency and time domains. These solutions were fitted to Monte Carlo simulations and phantom experiments (Kienle et al 1998a, b) . In the time domain, for example, we found that it is sufficient to measure the relative timeresolved reflectance at two distances from the incident source to obtain accurate estimates of the optical coefficients of the two layers. Time-domain measurements have the advantage that the photons that have experienced a small number of scattering events and, thus, do not fulfil the diffusion approximation, can be easily disregarded. Under specific conditions where the diffusion equation is not valid, for example at small distances from the source, its application deteriorates considerably the determination of the optical coefficients (Kienle et al 1998a , Alexandrakis et al 1998 , Bevilacqua and Depeursinge 1999 .
In this study we investigate the usefulness of the two-layered diffusion model to determine non-invasively the haemodynamics of muscles in the extremities. We concentrate mainly on the determination of the absorption coefficient of the muscle layer, because knowledge of the absorption coefficient at several wavelengths allows one to calculate the blood oxygenation, blood flow and oxygen consumption of the muscle (Fantini et al 1995 , Ferrari et al 1997 . In the literature homogeneous models were used to derive the optical properties in these measurements. However, it has been recognized that the results of those models deteriorate with increasing thickness of the tissue layers above the muscle (Homma et al 1996 , Franceschini et al 1998 , because the probability that the photons have propagated through the muscle layer decreases. Increasing the distance between the source and detector allows us to measure photons that have penetrated deeper in the tissue. However, we have shown that increasing this distance results only in a relatively small improvement of the derived absorption coefficient of the muscle (Kienle et al 1998b) .
In this study Monte Carlo simulations were applied to calculate the time-resolved reflectance of a three-layered model comprising skin, fat and muscle. The thickness of the fat layer above the muscle layer was altered, as was the absorption coefficient of the muscle layer to simulate haemodynamics measurements. We fitted the time-resolved reflectance of these simulated data simultaneously at two distances using the solution of the diffusion equation of a two-layered geometry. The fitting parameters were the absorption and the reduced scattering coefficients of both layers and the thickness of the first layer. In addition, we investigated the parameters obtained when the thickness of the layers above the muscle layer is known. For comparison, we also used a semi-infinite diffusion model to fit the time-resolved reflectance.
We performed time-resolved measurements on the forearms of volunteers using a streak camera. The thicknesses of the skin and subcutaneous fat layer were determined with an ultrasound apparatus. Additionally, the thickness of the tissue layers above the muscle layer was measured with a skin-fold caliper. We used the solution of the diffusion equation of a two-layered turbid medium to derive the optical coefficients from the measurements on the forearms at two distances. As in the theoretical work, the nonlinear regressions were performed with and without fitting the thickness of the first layer of the diffusion model.
Theory

Diffusion equation
In this section we summarize the solutions of the diffusion equation for a semi-infinite and two-layered geometry that has been presented elsewhere (Kienle et al 1998a, b) and whose derivation is based on the Fourier transform technique (Dayan et al 1992) . We give details of the numerical evaluation of the two-layered solution in the appendix. For the derivation of both equations it was assumed that a pencil beam is incident along the z-direction perpendicular to the surface of the turbid medium and that all photons are scattered at a depth z = z 0 = 1/(µ s + µ a ) under the surface, where µ s and µ a are the reduced scattering and the absorption coefficients of the turbid medium (first layer of the two-layered medium). Assuming a refractive index of n o = 1 outside and of n i = 1.4 inside the turbid medium the experimentally observed reflectance R(ρ, t) from the turbid medium can be calculated with (Kienle et al 1998a) 
where D = 1/3(µ a + µ s ) is the diffusion coefficient of the turbid medium (first layer of the two-layered medium) and ρ is the radial distance between the incident beam and the surface point considered. For the semi-infinite geometry the fluence rate is given by (Patterson et al 1989 )
where c is the speed of light in the turbid medium. The extrapolated boundary is located at z = −z b , where
R eff represents the fraction of photons that are internally diffusely reflected at the boundary. R eff equals 0.493 for n o = 1 and n i = 1.4 (Haskell et al 1994) . In order to obtain the timedomain reflectance for a two-layered medium having a first layer thickness l and an infinitely thick second layer, we first compute the reflectance in the frequency domain. The reduced scattering and absorption coefficient of the layer i are denoted by µ si and µ ai . The fluence rate of the two-layered turbid medium is calculated with (Kienle et al 1998a)
where J 0 is the Bessel function of zeroth order, j = √ −1 and the frequency of the sinusoidally modulated source is f = ω/2π. The function φ(z, ω, s) and its approximation for avoidance of numerical errors are given in the appendix. The time-domain reflectance is obtained by calculation of the real and imaginary part of the frequency domain reflectance at many frequencies and by fast Fourier transform of these data (Kienle et al 1998a) .
Monte Carlo simulation
Monte Carlo simulations were used to calculate the time-resolved reflectance from a threelayered turbid medium (Kienle 1995) . We programmed a code that uses the following variance reduction scheme to improve its efficiency. The simulations were run with zero absorption, and the absorption coefficients of the layers were considered afterwards using Beer's law (Graaff et al 1993) . This allowed us, in addition, to calculate from one simulation the reflectance for different absorption coefficients of the third layer to simulate haemodynamics measurements in the muscle.
A pencil beam was assumed for perpendicular illumination of the turbid medium. The scattering angle was calculated using the Henyey-Greenstein phase function (Henyey and Greenstein 1941) , that has an anisotropy factor of g = 0.8. The refractive index inside and outside the turbid medium was assumed to be 1.4 and 1.0 respectively.
Nonlinear regression
The solutions of the diffusion equation are applied to fit the Monte Carlo data in section 4 and the experimental reflectance in section 5 using a nonlinear regression routine described in the literature (Bevington 1983) . Time-resolved reflectance curves at two distances were used in the nonlinear regression. In section 4.1 seven parameters, the reduced scattering and the absorption coefficients of both layers, the thickness of the first layer and two multiplicative constants accounting for the relative measurements of the reflectance at the two distances, were fitted. In section 4.2 six fitting parameters were used: the ones aforementioned without the thickness of the first layer. The time range for the nonlinear regression of R(ρ, t) was chosen as follows: the start time was at 0.9R max (before R max ) and the end time was at R max /1000, where R max is the maximum value of the reflectance curve. Thus, early times, where the diffusion approximation is not valid, are excluded. The time range was accordingly shortened for Monte Carlo simulations and experiments that had poor signal to noise ratio at long time values. The weights for the least-squares calculations were obtained from Poisson statistics in the case of the experimental reflectance. The statistical uncertainties used for calculation of the weights of the Monte Carlo simulations were computed from the output of several simulations having the same set of optical coefficients.
Materials and methods
The time-resolved reflectance on the forearm of six volunteers was measured with an apparatus that has been described in detail elsewhere (Glanzmann et al 1999) . A dye laser that was pumped by a mode-locked and frequency-doubled Nd:YLF laser served as the light source. The pulse duration was about 10 ps and the emission wavelength was λ = 830 nm. The light was delivered via a fibre with a 600 µm core diameter. The same type of fibre was used to detect the re-emitted light. A holding device that did not disturb the mismatched boundary condition assumed in the theory ensured that the two fibres were in contact with the skin at a precise distance from each other. A streak camera with a temporal resolution of 25 ps in the used time window served as the detector. In the nonlinear regression to the experimental reflectance the theoretical data were convolved with the experimental pulse. For this purpose, the laser pulse was measured with the streak camera before each measurement on the forearm. In addition, these measurements allowed us to determine the zero time of the reflectance curves (Kienle et al 1998b) .
The thicknesses of the tissue layers of the forearm were determined with an ultrasound apparatus (7.5 MHz). These measurements allowed us to obtain the thicknesses of the skin and the subcutaneous fat layer (and the fascia) with an error of about 0.5 mm (including the variation of the layer thicknesses at different locations on the forearm). In addition, a skin-fold caliper, that measures mechanically the thickness of the layers above the muscle layer, was used. The main problem of this measurement device is the compression of the fat layer (Wirth 1997) . The precision of this device in determining the thickness of the layers above the muscle layer is about 1 mm for medium subcutaneous fat layer thicknesses.
Determination of the optical properties from nonlinear regression to Monte Carlo simulations
In this section we present results obtained from nonlinear regression of the solution of the diffusion equation for a two-layered turbid medium to reflectance data calculated with three-layered Monte Carlo simulations. Besides the reduced scattering and the absorption coefficients of both layers we fitted the thickness of the first layer of the diffusion model (section 4.1), whereas in section 4.2 we assume that this quantity is known. Time-resolved reflectance at ρ = 10.5 and ρ = 20.5 mm were simultaneously fitted in both sections.
The optical coefficients used in the Monte Carlo simulations were obtained by approximately matching the measurements of the time-resolved reflectance curves on the forearms of six volunteers with theoretical reflectance by considering the optical coefficients for skin (Roggan 1997, Kienle and Hibst 1995) , fat (Mitic et al 1994 , Kienle 1995 and muscle (Pifferi et al 1998 , Kienle 1995 , Cubeddu et al 1999 tissue in the literature (see table 1 ). (Thus, it was possible to use realistic optical properties from the rather large range of values found in the literature.) Figure 1 shows R(ρ, t) measured on the forearms of six volunteers at ρ = 11.8 mm. The thickness of the skin and subcutaneous fat layer was determined with ultrasound measurements (see figure 1) . It can be seen that the shape of the time-resolved reflectance curves is broadened with increasing thickness of the subcutaneous fat layer, mainly due to the low absorption of the fat. In the Monte Carlo simulations the thickness of the skin was assumed to be 1.2 mm, whereas that of the muscle was taken as infinite. The thickness of the subcutaneous fat layer was varied, so that the skin and the subcutaneous fat layers equalled together l 2 = 2, 5 and 10 mm (see table 1). (l 2 denotes the thickness of the skin and subcutaneous fat layer in the Monte Carlo simulations or experiments, whereas l describes the thickness of the first layer in the diffusion model. Parameters obtained by nonlinear regression are indicated by an asterisk.) The absorption coefficient of the muscle layer was varied to account for the variation of the blood content in the muscle and to simulate haemodynamics measurements. 
Nonlinear regression including the first layer thickness as fitting parameter
In figures 2, 3 and 4 the estimated absorption coefficients, reduced scattering coefficients and thicknesses of the first layer of the diffusion model obtained from the regressions are compared with the parameters used in the Monte Carlo simulations. The results for l 2 = 5 mm (circles) and l 2 = 10 mm (squares) can be seen in the figures, whereas those for l 2 = 2 mm are not shown, because in the latter case the χ 2 -space has a shallow shape around the minimum, so that the nonlinear regression converges very slowly and, thus, considerably different parameters deliver almost the same goodness of fit. (However, µ * a2 had differences of only a few per cent compared with the absorption coefficient of the third layer in the Monte Carlo simulations.) The figures show that for l 2 = 5 mm the estimated optical coefficients of the second layer of the diffusion model are close to the optical coefficients of the third layer of the Monte Carlo simulations. In particular the differences in determining µ a3 are only about 2%. The estimated absorption coefficients of the first layer (µ * a1 ) are close to the absorption coefficients of the second layer of the Monte Carlo simulations (µ a2 ), whereas the estimated reduced scattering coefficients of the first layer (µ * s1 ) are between those of the first and second layer of the Monte Carlo simulations. The estimated thicknesses of the first layer l * are about 10% less than the thickness of the first two layers of the Monte Carlo simulations. We note that we also performed Monte Carlo simulations for l 2 = 5 mm and other optical properties that were reported in the literature for skin, fat and muscle. In general, although the features of the estimated parameters showed considerable differences from the above ones (for example the estimated thickness of the first layer was l * ≈ 3 mm for some cases), the estimated absorption coefficients of the second layer (µ * a2 ) showed differences 10% compared with µ a3 . For l 2 = 10 mm the estimated absorption and reduced scattering coefficients of the second layer of the diffusion model show greater differences than those of the third layer of the Monte Carlo simulations compared with l = 5 mm. This is probably caused by the smaller probability that a detected photon has experienced the muscle layer for l 2 = 10 mm compared with l 2 = 5 mm, so that the reflectance curves are less influenced by the muscle layer. However, the differences between µ * a2 and µ a3 are less than 20%.
Nonlinear regression knowing the layer thicknesses
In order to accelerate the convergence of the nonlinear regressions and to improve the determination of the absorption coeffcients of the muscle, we performed nonlinear regressions assuming that l 2 is known and is equal to the first layer thickness of the diffusion model. Figure 5 shows the estimated absorption coefficient of the second layer (µ * a2 ) for l 2 = 2 mm (open circles), 5 mm (crosses) and 10 mm (full circles). The absorption coefficients (µ a3 ) of the muscle tissue can be obtained with differences less than 2% for l 2 = 2 and 5 mm, whereas µ * a2 is systematically smaller than µ a3 for l 2 = 10 mm. However, the differences are less than 5%. For comparison, figure 5 also shows the absorption coefficients (µ * a ) obtained from nonlinear regressions of the solution of the semi-infinite medium to the three-layered Monte Carlo simulations for l 2 = 2 mm (open squares), 5 mm (plusses) and 10 mm (triangles). Timeresolved reflectance data at 20.5 mm were used. The differences between µ * a and the absorption coefficient of the muscle used in the Monte Carlo simulations are less than 2% for l 2 = 2 mm, up to 13% for l 2 = 5 mm and up to 55% for l 2 = 10 mm. (These results are in accordance with those of Franceschini et al (1998) who found that the measured effective optical coefficients of a two-layered tissue are 'representative of the underlying block if the superficial layer is less than ≈0.4 cm'.) The differences increase for increasing l 2 as well as for increasing µ a3 , because the probability that a photon has propagated through the muscle layer and is detected is decreased. The corresponding reduced scattering coefficients estimated from the nonlinear regressions using both the solution of the diffusion equation for a two-layered medium as well as for a semi-infinite medium are shown in figure 6 . Similar to the determination of the absorption coefficients, the differences between the estimated reduced scattering coefficients of the second layer of the diffusion model and those of the muscle layer used in the Monte Carlo simulations are smaller for smaller l 2 and in the case of the two-layered model compared with the semi-infinite model. In general, the estimated reduced scattering coefficients show larger differences than the absorption coefficients.
We have assumed in the calculations so far in this section that the thickness of the layers above the muscle layer is exactly known. We also investigated the influence on the estimated optical coefficients when the assumed value of the layers above the muscle layer in the diffusion model deviates from its true value. Figure 7 shows the estimated absorption coefficients of the second layer for l 2 = 2 mm (crosses), 5 mm (full circles) and 10 mm (open circles) versus l for µ a3 = 0.025 mm −1 . In general, µ * a2 is only weakly dependent on the assumed l. The estimated µ * a2 have differences of less than 2%, 6% and 17% compared with the absorption coefficient of the muscle layer for l 2 = 2, 5 and 10 mm respectively. Contrarily, µ * a1 and µ * s2
show a large dependence on l (data not shown). For large differences between l and l 2 the fit diverges, because either µ * a1 or µ * s2 becomes negative. Figure 8 shows the estimated absorption coefficients of the second layer of the diffusion model versus µ a3 for l 2 = 5 mm assuming in the nonlinear regression that l = 4 mm (full circles), l = 6 mm (crosses) and l = 7 mm (open circles). The estimated µ * a2 have differences less than 4% compared with the absorption coefficients of the muscle layer for all l 2 . In addition, the differences are similar for a certain l 2 and different µ a3 . For example, µ * a2 is Table 2 . Estimated parameters and uncertainties determined by nonlinear regression of the twolayered solution of the diffusion equation to measurements on the forearm. 
Determination of the optical properties from nonlinear regression to in vivo experiments
Measurements of the time-resolved reflectance on a human forearm at ρ = 16.3 mm and ρ = 20.3 mm can be seen in figure 9 . The thickness of the layers above the muscle layer was determined to be l 2 = 5 mm by ultrasound. Also shown are the results of the nonlinear regression of the solution of the diffusion equation for a two-layered medium assuming that the thickness of the involved layers is not known. Table 2 gives the optical parameters obtained from nonlinear regression by fitting the optical coefficients and l (indicated by ) and from nonlinear regression by assuming that the thickness of the layers above the fat layer is known. The true value (l = 5 mm) as well as false values (l = 6 and 7 mm) were assumed. For other values of l the fit diverged. Similar to the nonlinear regression for the three-layered Monte Carlo simulations, the absorption coefficient of the second layer of the diffusion model is relatively independent of the choice of l, whereas µ * a1 and µ * s2 show a strong dependence on l. The semi-infinite solution was also fitted to the time-resolved reflectance measurements. For ρ = 20.3 mm we obtained µ * s = 1.07 mm −1 and µ * a = 0.019 mm −1 . Similar to the theoretical work, µ * a obtained with the semi-infinite model is smaller than that calculated with the two-layered model (see figure 5) .
The nonlinear regressions to the measurements on the forearms of the other volunteers gave, in general, similar results. However, for several measurements it was not possible to obtain a reasonable fit (see below).
Discussion
In this study we investigated the use of a solution of the diffusion equation for two layers to obtain the optical properties of muscle tissue in the extremities. By fitting this solution to three-layered Monte Carlo simulations (representing skin, fat and muscle) we found that the absorption coefficient of the second layer in the diffusion model is, in general, close to the absorption coefficient of the muscle layer in the Monte Carlo simulation. This was found for nonlinear regression including and excluding the thickness of the first layer in the diffusion model as fitting parameter. However, including this parameter in the fit causes the nonlinear regression to converge very slowly, indicating a very smooth χ 2 surface. Therefore, a systematic error in the measurements can greatly influence the optical properties obtained.
The nonlinear regressions are more stable if the thickness of the layers above the muscle layer is known and is used as thickness of the first layer of the two-layered diffusion model. We showed that the estimated µ * a2 has differences of only a few per cent compared with the absorption coefficient of the muscle layer in the Monte Carlo simulations in this case. Additionally, we found that the absorption coefficient of the muscle can still be accurately determined even if l 2 is not exactly known. For large thicknesses of the layers above the muscle layer (l 2 = 10 mm) we found systematic differences between µ * a2 and µ a3 (see figure 5) . However, these differences are less than 5%. In contrast, the use of the semi-infinite diffusion solution results in differences of up to 55% for this l 2 .
Measurements on the human forearms of volunteers were performed at different distances. We showed for measurements on a forearm with a thickness of the skin and subcutaneous fat layer of 5 mm that the estimated optical coefficients using the two-layered diffusion equation solutions are in accordance with the theoretical investigations. We found, for example, that the estimated µ * a2 changed only by 1% and 5% assuming l = 6 mm and l = 7 mm compared with the true value (l = 5 mm) respectively. (For other values of l the nonlinear regression diverged.) Therefore, it is not necessary to know exactly the thickness of the layers above the muscle layer to obtain good estimates of the absorption coefficient of the muscle layer. (Skin-fold caliper measurements or even manual estimates might be sufficient.) The estimated reduced scattering coefficient of the muscle, however, is largely influenced by the choice of l (see the theoretical data in figure 6 and the experimental data in table 2). In general, the derived reduced scattering coefficients of the second layer in the diffusion model show larger differences than those of the muscle layer compared with the absorption coefficients, but the differences are much smaller than those obtained from the semi-infinite model.
A disadvantage of the two-layered solution, besides its more complicated and slower mathematical evaluation, is that the nonlinear regression is less robust to systematical errors in the measurements compared with the semi-infinite model. For the measurements of the timeresolved reflectance the zero time was obtained by an additional measurement of the laser pulse before each measurement on the forearm. Thus, the determination of the zero time depended on the stability of the laser source. To investigate the influence of this quantity we fitted the twolayered diffusion equation to Monte Carlo data where the zero time was changed. It was found that a shift of the zero time of about 40 ps can cause considerably different optical properties. Thus, it is not surprising that the nonlinear regressions to some forearm measurements gave poor fits, because the jitter of our system was in the range of 40 ps during the time between the measurement of the zero time and the forearm measurements. Therefore, we recommend measuring the incident laser beam simultaneously with the in vivo measurement to avoid this problem.
In summary, we showed that for thicknesses of the skin and the subcutaneous fat layer of up to l 2 = 10 mm the absorption coefficient of the muscle in the extremities can be derived accurately using a solution of the diffusion equation for two layers, if l 2 is approximately known.
The relatively small distances used for the measurements of the time-resolved reflectance (ρ < 21 mm) enable a relatively high spatial resolution for imaging purposes. It has to be investigated if a two-layered model can also be used for other applications, such as the determination of the absorption coefficient of the brain, or if this model has to be extended to more layers. This would, probably, imply either an a priori knowledge of the optical coefficients of some layers or measurements of the time-resolved reflectance at more than two distances (Tualle et al 1996) .
