A pair (X, α) is a partial dynamical system if X is a compact topological space and α : ∆ → X is a continuous mapping such that ∆ is open. Additionally we assume here that ∆ is closed and α(∆) is open. Such systems arise naturally while dealing with commutative C * -dynamical systems. In this paper we construct and investigate a universal C * -algebra C * (X, α) which agrees with the partial crossed product [7] -in the case α is injective, and with the crossed product by a monomorphism [18] -in the case α is onto. The main method here is to use the description of maximal ideal space of a coefficient algebra, cf.
Introduction
In the present paper we deal with C * -dynamical systems where dynamics is implemented by a single endomorphism, hence a C * -dynamical system is identified with a pair (A, δ) where A is a C * -algebra and δ : A → A is a * -endomorphism. Usually [21] , [19] , [7] , covariance algebra is another name for the crossed product, though it seems more appropriate to define it as a C * -algebra with a universal property with respect to covariant representations of a C * -dynamical system, cf. [1] . In the literature, cf. [21] , [7] , [16] , [1] , the covariant representation of (A, δ) is meant to be a triple (π, U, H) where H is a Hilbert space, π : A → L(H) is a representation of A by bounded operators on H, and U ∈ L(H) is such that π(δ(a)) = Uπ(a)U * , for all a ∈ A, (0.1) plus eventually some other conditions imposed on U and π. If π is faithful we shall call (π, U, H) a covariant faithful representation. Let us indicate that if π is non-degenerate then (0.1) implies that U is a partial isometry. The covariant representations of a C * -dynamical system give rise to a category Cov(A, δ) where objects are the C * -algebras C * (π(A), U), generated by π(A) and U, while morphisms are the usual * -morphisms φ : C * (π(A), U) → C * (π ′ (A), U ′ ) such that φ(π(a)) = π ′ (a), for a ∈ A, and φ(U) = U ′ (here (π, U, H) and (π ′ , U ′ , H ′ ) denote covariant representations of (A, δ)). In many cases the main interest is concentrated on the subcategory CovFaith(A, δ) of Cov(A, δ) for which objects are algebras C * (π(A), U) where now π is faithful. The fundamental problem then is to describe a universal object in Cov(A, δ), or in CovFaith(A, δ), in terms of the C * -dynamical system (A, δ). If such an object exists then it is unique up to isomorphism, and it shall be called a covariance algebra. As it is well known [21] , in case δ is an automorphism, the classic crossed product A ⋊ δ Z is a covariance algebra of the C * -dynamical system (A, δ). Many authors proposed theories of generalized crossed products with some kind of universality (see [20] , [7] , [16] , [18] , [9] ) being motivated by the paper [5] , in which J. Cuntz discussed a concept of the crossed product by an endomorphism which is not automorphism. For instance, G. Murphy in [18] has proved that a 'corner' of the crossed product of certain direct limit is a covariance algebra of a system (A, δ) where δ is a monomorphism (in fact he has proved far more general result, see [18] ). R. Exel in [7] introduced a partial crossed product which can be applied also in the case δ is not injective, though generating a partial automorphism(see also [10] , [16] ). Nevertheless, in general the inter-relationship between the C * -dynamical system and its covariance algebra is still not well-established.
In the approach developed in this paper we explore the leading concept of the coefficient algebra, introduced in [14] . The elements of this algebra play the role of Fourier's coefficients in the covariance algebra, hence the name. The authors of [14] studied the C * -algebra C * (A, U) generated by a * -algebra A ⊂ L(H) and a partial isometry U ∈ L(H). They have defined A (in a slightly different yet equivalent form) to be a coefficient algebra of C * (A, U) whenever A possess the following three properties
where A ′ denotes the commutant of A. Let us indicate that this concept appears, in more or less explicit form, in all aforesaid articles: If U is unitary then (0.2) holds iff δ(·) = U(·)U * is an automorphism of A, and thus in this case A can be regarded as a coefficient algebra of the crossed product A ⋊ δ Z. For example in the paper [5] , the UHF algebra F n is a coefficient algebra of the Cuntz algebra O n . Also the algebra A considered by Paschke in [20] is a coefficient algebra of the C * -algebra C * (A, S) generated by A and isometry S. The algebra Cα defined in [18] as the fixed point algebra for dual action can be thought of as a generalized coefficient algebra of the crossed product C * (A, M, α) of algebra A by a semigroup M of injective endomorphisms.
The aim of the present paper is to investigate the covariance algebra of the system (A, δ) where A is a commutative unital C * -algebra and δ is 'almost arbitrary' endomorphism. As A is commutative we can use the Gelfand transform in order to identify A with algebra C(X) of continuous functions on the maximal ideal space X of A. Within this identification endomorphism δ generates (see, for example, [13, 2.1]) a continuous partial mapping α : ∆ → X where ∆ ⊂ X is closed and open (briefly clopen) and the following formula holds δ(a)(x) = a(α(x)) , x ∈ ∆ 0 , x / ∈ ∆ , a ∈ C(X).
(0.3)
Therefore we have one-to-one correspondence between the commutative unital C * -dynamical systems (A, δ) and pairs (X, α), where X is compact and α is a partial continuous mapping which domain is clopen. We shall call (X, α) a partial dynamical system. Thanks to [13] , the main tool we are given is the description of maximal ideal space of certain coefficient algebra. More precisely, for any partial isometry U and unital commutative C * -algebra A such that U * U ∈ A ′ and UAU * ⊂ A we infere that (A, δ) is a C * -dynamical system, where δ(·) = U(·)U * . However A does not need to fulfil the third property from (0.2). The solution then is to pass to a bigger C * -algebra E * (A) generated by {A, U * AU, U 2 * AU 2 , ...}. Then (E * (A), δ) is a C * -dynamical system and E * (A) is a coefficient algebra of C * (E * (A), U) = C * (A, U), see [14] . In this case authors of [13] manage to 'estimate' the maximal ideal space M(E * (A)) of E * (A) in terms of (A, δ) or better to say -in terms of the generated partial dynamical system (X, α). Fortunately, the full description of M(E * (A)) is obtained [13, 3.4 ] by a slight strengthening of assumptions -namely by assuming that projection U * U belongs not only to commutant A ′ but to A itself. The partial dynamical system (M(E * (A)), α), corresponding to (E * (A), δ), is thus completely determined by (X, α). Two important facts are to be noticed: α is a partial homeomorphism, and U * U ∈ A implies that the image α(∆) of partial mapping α is open, see Section 1 for details. In Section 2 -with an arbitrary partial dynamical system (X, α) such that α(∆) is open we relate another partial dynamical system ( X, α) such that: 1) α is a partial homeomorphism, 2) there exist a continuous surjection Φ : X → X such that the 'partial diagram' (see diagram (2. 3)) commutes 1 Preliminaries. Maximal ideal space of a coefficient C * -algebra
We start this section with fixing of some notation. Afterwards, we present and discuss briefly the results of [13] in order to present our methods and motivations. We finish this section with Theorem 1.8 to be used extensively in the sequel.
Throughout this article A denotes a commutative unital C * -algebra, X denotes its maximal ideal space (i.e. a compact topological space), δ is an endomorphism of A, while α stands for a continuous partial mapping α : ∆ → X where ∆ ⊂ X is clopen and the formula (0.3) holds. We adhere to the convention that N = 0, 1, 2, ..., and when dealing with partial mappings we follow the notation of [13] , i.e.: for n > 0, we denote the domain of α n by ∆ n = α −n (X) and its image by ∆ −n = α n (∆ n ); for n = 0, we set ∆ 0 = X and thus, for n, m ∈ N, we have α n : ∆ n → ∆ −n , (1.1)
We recall that in terms of the multiplicative functionals of A, α is given by
For the purpose of the present section we fix (only in this section) a faithful representation of A, i.e. we assume that A is a C * -subalgebra of L(H) where L(H) is an algebra of bounded linear operators on a Hilbert space H. Additionally we assume that endomorphism δ is given by the formula
for some U ∈ L(H) and so U is a partial isometry (note that there exists a correspondance between properties of U and the partial mapping α, cf. [13, 2.4] ). In that case, as it make sense, we will consider δ also as the mapping on L(H). There is a point in studying all together with
which in general maps a ∈ A onto an element outside the algebra A and hence, even if we assume that U * U ∈ A ′ , we need to pass to a bigger algebra [14, 4.1] in order to obtain algebra satisfying (0.2) .
) is a C * -algebra generated by ∞ n=0 U * n AU n , then E * (A) is commutative and both the mappings δ : E * (A) → E * (A) and δ * : E * (A) → E * (A) are endomorphisms.
The elements of the algebra E * (A) play the role of coefficients in a C * -algebra C * (A, U) generated by A and U, [14, 2.3] . Hence the authors of [14] call E * (A) a coefficient algebra. It is of primary importance that E * (A) is commutative and that we have a description of its maximal ideal space, denoted here by M(E * (A)), in terms of the maximal ideals in A, see [13] . Let us recall it.
With every x ∈ M(E * (A)) we associate a sequence of functionals ξ
The sequence ξ n x determines x uniquely because E * (A) = C * ( ∞ n=0 δ n * (A)). Since δ * is an endomorphism of E * (A) the functionals ξ n x are linear and multiplicative on A. So either ξ n x ∈ X (X is spectrum of A) or ξ n x ≡ 0. It follows then that the mapping
is an injection and the following statement is true, see Theorems 3.1 and 3.3 in [13] .
, and α : ∆ 1 → X be the partial mapping determined by δ. Then the mapping (1.6) defines the topological embedding of M(E * (A)) into the certain topological space
Sets M N are clopen and the topology on
where ε > 0, a i ∈ A and k, n ∈ N. Remark 1.3. The topology on X is * -weak. One immediately sees then (see (1.6) ), that the topology on N ∈N M N ∪ M ∞ is in fact the product topology inherited from ∞ n=0 (X ∪ {0}) where {0} is clopen.
The foregoing theorem gives us an estimate of M(E * (A)) and aiming at sharpening that result we need to strengthen the assumptions. It happens so that ones we replace the condition U * U ∈ A ′ with the stronger one 
This motivates us to take a closer look at the condition (1.7). Firstly, let us observe [13, 3.5] that if U * U ∈ A ′ then δ is an endomorphism of the C * -algebra A 1 = C * (A, U * U) and since E * (A 1 ) = E * (A) one can apply the preceding theorem to the algebra A 1 for the full description of M(E * (A)) = M(E * (A 1 )). This procedure turns out to be very fruitful in many situations. Example 1.5. Let elements of A be the operators of multiplication by periodic sequence of period n, on the Hilbert space l 2 (N), and let U be a co-isometry;
where N = N ∪ {∞} is a compactification of the discrete space N. In order to express the result that follow precisely let us pass to algebra A 1 = C * (A, U * U). As U * U is the operator of multiplication by (0, 1, 1, ...) the elements of A 1 multiply by sequences of the form (a, h(0), h(1), ...) where a is arbitrary and h(k + n) = h(k), for all k ∈ N. In an obvious manner (with a slight abuse of notation) we infer the spectrum of A 1 to be {y, x 0 , ..., x n−1 }, and the mapping generated by δ considered as an endomorphism of A 1 acts as follows: α(x k ) = x k+1 (mod n) and α(y) = x 0 . In view of Theorem 1.4 and equality E * (A 1 ) = E * (A), we have under notation (N, k) = (x k , x k−1 , ..., x 0 , x n−1 , ..., x 1 N , y, 0, 0, ...):
so M(E * (A)) can be imagined as a spiral -a subset of the cylinder N × {0, 1, ..., n − 1}, (see Figure 1) .
. .
Figure 1.
Maximal ideal space of the coefficient algebra from Example 1.5.
Furthermore, the condition (1.7) is closely related to the openness of ∆ −1 (as ∆ 1 is compact and α is continuous ∆ −1 is always closed). Proposition 1.6. Let P ∆ −1 ∈ A be the projection corresponding to characteristic function
Proof. Let U * U ∈ A. We show that the image ∆ −1 of the set ∆ 1 of functionals satisfying (1.3) under the mapping (1.4) is the set of functionals x ∈ X satisfying x(U * U) = 1.
, a ∈ A, we then have
x ′ is therefore well defined. Since x ′ (δ(1)) = x(1) = 1 it is non zero and there exists its extension x ′ ∈ X on A (see [6, 2.10.2] ). It is clear that x ′ ∈ ∆ 1 and α(x ′ ) = x. Hence x ∈ ∆ −1 . Thus we have proved that x ∈ ∆ −1 ⇐⇒ x(U * U) = 1, which is equivalent to say that U * U ∈ A is the characteristic function of ∆ −1 . It follows then that ∆ −1 is clopen. Now, let ∆ −1 be open. Then χ ∆ −1 ∈ C(X) and δ(χ ∆ −1 ) = χ α −1 (∆ −1 ) = χ ∆ 1 . As A acts nondenerately, rewriting this equation in terms of operators we have
Letting H i = U * UH to be the initial and H f = UU * H to be the final space of U we get U * : H f → H i is the isomorphism and U : H i → H f is its inverse. Taking arbitrary h ∈ H f and applying it to both sides of (1.8) we obtain UP ∆ −1 U * h = h, and hence
The inequality in the second part of the preceding proposition can not be replaced by equality. In order to see that consider for instance A and U from example 1.5. By virtue of Proposition 1.1 the mappings δ and δ * are endomorphisms of the C * -algebra E * (A). With the help of the presented theorems we can now find the form of the partial mappings they generate. We shall relay on the fact [13, 2.5] expressed by the coming proposition. Proposition 1.7. Let δ(·) = U(·)U * , and δ * (·) = U * (·)U be endomorphisms of A and let α be the partial mapping of X generated by δ. Then ∆ 1 and ∆ −1 are clopen and α : ∆ 1 → ∆ −1 is a homeomorphism. Moreover, endomorphism δ * is given on C(X) by the formula
Finally we arrive at the closing theorem. 
are clopen subsets of M(E * (A)),
ii) endomorphism δ generates on M(E * (A)) the partial homeomorphism α :
iii) partial mapping generated by δ * is the inverse of α, that is α −1 : ∆ −1 → ∆ 1 where
Proof. We rewrite Proposition 1.7 in terms of Theorem 1.
However, the definition (1.5) of functionals ξ n x = x n implies that x(UU * ) = 1 ⇐⇒ x 0 (UU * ) = 1, and x(U * U) = 1 ⇐⇒ x 1 (1) = 1, which proves the item i). The mapping α generated by endomorphism δ on M(E * (A)) (see (1.4)), is given by the superposition:
, then the sequence of functionals ξ n x satisfies: ξ n x (a) = a(x n ), a ∈ A, n ∈ N. Now let us consider an analogous sequence of functionals ξ n α( x) defining the point α( x) = (x 0 , x 1 , ...). For n > 0 we have
while for n = 0 we have
Thus we infer that α( x) = (α(x 0 ), x 0 , ...). By Proposition 1.7, α −1 is the inverse to mapping α. Hence we immediately get the formula (1.11).
Reversible extension of a partial dynamical system
One of the most important consequences of Theorems 1.4 and 1.8 is that although the algebra E * (A) is relatively bigger than A and its structure depends on U and U * (U and U * need not to be in A) the C * -dynamical system (E * (A), δ) still can be reconstructed by means of the intrinsic features of (A, δ) itself (provided (1.7) holds). Therefore in this section, we make an effort to investigate effectively this reconstruction and, as it is purely topological, we forget for the time being about its algebraic aspects. Once having the system (X, α), we will construct a pair ( X, α):
• a compact space X -a counterpart of the maximal ideal space obtained in Theorem 1.4 (or a 'lower estimate' of it, see Theorem 1.2), and
• a partial injective mapping α -a counterpart of the mapping from Theorem 1.8.
We then show some usefull results about the structure of ( X, α). In particular, we calculate ( X, α) for topological Markov chains, and show the irrelation between X and projective limits. The most interesting case occurs when the injective mapping α has an open image. We shall call such mappings partial homeomorphisms, cf [10] . More precisely, a partial homeomorphism is a partial mapping which is injective and its image is open.
Let us recall that by a partial mapping of X we always mean a continuous mapping α : ∆ 1 → X such that ∆ 1 ⊂ X is clopen, and so if α is a partial homeomorphism, then α −1 : ∆ −1 → X is a partial mapping of X in our sense, that is ∆ −1 is clopen. As we shall see if ∆ −1 is open then α is a partial homeomorphism and X actually becomes a spectrum of certain coefficient algebra (see Theorem 3.3) . That is the reason why we shall often assume the openness of ∆ −1 however in this section we do not make it a standing assumption in order to get to know better the role of it and the condition (1.7), cf. Proposition 1.6.
The system ( X, α)
Let us fix a partial dynamical system (X, α) and let us consider a disjoint union X ∪ {0} of the set X and the singleton {0} (we treat here 0 as a symbol rather than the number). We define {0} to be clopen and hence X ∪ {0} is a compact topological space. We lay X to be a subset
of the product of ℵ 0 copies of the space X ∪ {0} where the elements of X represent anti-orbits of the partial mapping α. Namely we set
where
The natural topology on X is the one induced from the space ∞ n=0 (X ∪{0}) equipped with the product topology, cf. Remark 1.3. Since X ⊂ ∞ n=0 (∆ n ∪ {0}), the topology on X can also be regarded as the topology inherited from
Definition 2.1. We shall call the topological space X the extension of X under α, or briefly the α-extension of X. Theorem 2.2. Subset X ∞ ⊂ X is compact and X N are clopen subset of X. Moreover, the following conditions are equivalent:
Proof. As sets ∆ n , n ∈ N, are clopen, by Tichonov's theorem, space ∞ n=0 (∆ n ∪ {0}) is compact and to prove compactness of X ∞ it suffices to show that X ∞ is a closed subset of ∞ n=0 (∆ n ∪ {0}). To this end, let x = (x 0 , x 1 , ...) ∈ ∞ n=0 (∆ n ∪ {0}) be the limit point of X ∞ . We show that x ∈ X ∞ . If we assume on the contrary that x = (x 0 , x 1 , ...) / ∈ X ∞ , then there are two possibilities: 1) there is n > 0 such that x n = 0, 2) there is n > 0 such that x n ∈ ∆ n , and α(x n ) = x n−1 , The item 1) lead us to contrary because the set V = ∞ k=0 V k where V k = ∆ k ∪ {0}, for k = n, and V n = {0}, is an open neighborhood of x and V ∩ X ∞ = ∅. Let us suppose that 2) holds. As 1) is impossible we have that x n−1 = 0 (x n−1 ∈ ∆ n−1 ). Hence there exist two disjoint open subsets V 1 , V 2 ⊂ ∆ n−1 such that α(x n ) ∈ V 1 and x n−1 ∈ V 2 . We have
is an open neighborhood of x. Since x is the limit point of X ∞ , there exists y ∈ X ∞ ∩ V . From the choice of V we have y = (y 0 , y 1 , ..., y n , ...) where α(y n ) ∈ V 1 and y n−1 ∈ V 2 and from the definition of X ∞ we have α(y n ) = y n−1 . Therefore we come to contradiction with
To prove that X N is open we recall that ∆ n , n ∈ N, are clopen and ∆ −1 is closed. Hence ∆ n \ ∆ −1 , n ∈ N, are open, and it is easy to see that
Hence X N is open subset of X. It also closed because its complement is a sum of two open sets:
We prove now the equivalence of a), b), c) and d). a)⇒b). Suppose that ∆ −1 is open. We prove compactness of X in analogous fashion as we proved compatness of
(∆ n ∪ {0}) be the limit point of X, and suppose on the contrary that x = (x 0 , x 1 , ...) / ∈ X then there are three possibilities: 1) there are n, m ∈ N such that x n = 0 and x n+m ∈ ∆ n+m (x n+m = 0), 2) there is n > 0 such that x n ∈ ∆ n , and α(x n ) = x n−1 , 3) for some n > 0 we have x n ∈ ∆ n ∩ ∆ −1 , and x n+1 = 0. Let us suppose that 1) holds. Then set V = ∞ k=0 V k where V k = ∆ k ∪{0}, for k = n, m, and V n = {0}, V n+m = ∆ n+m , is an open neighborhood of x. It is clear that non of the points from X belong to V and that bring us to contradiction. The same argumentation as the one concerning X ∞ shows that item 2) is impossible. If we suppose that 3) holds, then set V = ∞ k=0 V k where V k = ∆ k ∪ {0}, for k = n, n + 1, and
, is an open neighborhood of x (here we use the openness of ∆ −1 ). Clearly V does not contain any points from X and we arrive at contradiction. b)⇒c). X 0 is closed hence compact. c)⇒a). Suppose that ∆ −1 is not open. Then X \ ∆ −1 is not closed and hence not compact. Thus there is an open cover {V i } i∈I of X \∆ −1 which does not admit a finite subcover . Defining
we get an open cover of X 0 which does not admit a finite subcover. Hence X 0 is not compact. Thus we see that a)⇔b)⇔c). As b)⇒d) and d)⇒c) are obvious, the proof is complete.
It is interesting how X depends on α. For instance: If α is surjective then X N , n ∈ N, are empty and X = X ∞ , in this case X can be defined as a projective limit, see Proposition 2.10; If α is injective then a natural continuous projection Φ of X onto X given by formula
becomes a bijection and, as we will see, in case ∆ −1 is open even a homeomorphism. But the farther from injectivity α is, the farther X is from X. Proof. If ∆ −1 is not open then by Theorem 2.2, X is not compact and hence not homeomorphic to X. Suppose then that ∆ −1 is open. Then α : ∆ 1 → X is an open mapping because α is a homeomorphism of compact set ∆ 1 onto the compact set ∆ −1 . We only need to show that the mapping Φ −1 is continuous or, which is the same, that Φ is open. We will find the most suitable for that purpose form of open sets generating the topology on X. Let U ⊂ X be of the form
where U i ⊂ X ∪{0}, i = 1, ..., N, are open. Without loss of generality we can assume that U i ⊂ ∆ i ∪{0}, i = 1, ..., N. There are two possibilities:
is open and
Applying the above procedure N times we conclude that Now, we would like to investigate a partial mapping α on X associated with α. It seems very natural to look for a partial mapping α such that Φ • α = α • Φ wherever the superposition α • Φ makes sense. If such α exists then its domain is ∆ 1 := Φ −1 (∆ 1 ) and its image is contained in ∆ −1 := Φ −1 (∆ −1 ). Moreover, as Φ is continuous, we get
It is not a surprise that there always exists a homeomorphism α such that the following diagram
commutes. However, the commutativity of the diagram (2.3) does not determine homeomorphism α uniquely.
Proposition 2.5. Mapping α : ∆ 1 → ∆ −1 given by the formula
is a homeomorphism (and hence if ∆ −1 is open α is a partial homeomorphism of X) such that the diagram (2.3) is commutative.
Proof. The inverse of α is given by the formula α
, and the definition of the topology in X implies that α and α −1 are continuous and hence they are homeomorphisms. The commutativity of the diagram (2.3) is obvious.
In this manner we can attach to every pair (X, α) such that ∆ −1 is open another system ( X, α) where α is a partial homeomorphism of X and if α is a partial homeomorphism then systems (X, α) and ( X, α) are topologically equivalent via Φ, see Proposition 2.3. In particular case of a classical irreversible dynamical system, that is when α is a covering mapping of X, α is a full homeomorphism and hence ( X, α) is a classical reversible dynamical system. This motivates us to coin the following definition.
Definition 2.6. Let (X, α) be a partial dynamical system and let ∆ −1 be open. We say that the pair ( X, α), where X and α are given by (2.1) and (2.4) respectively, is a reversible extension of (X, α).
Example 2.7. It may happen that two different partial dynamical systems have the same reversible extension. Let (X, α) and (X ′ , α ′ ) be given by relations:
; or by diagrams:
Topological Markov chains and projective limits
It is not hard to give an example of a partial dynamical system which is not reversible extension of any 'smaller' dynamical system, though its dynamics is implemented by a partial homeomorphism. Yet many reversible dynamical systems arise from irreversible ones as their reversible extensions. To see that, we recall the topological Markov chains. Let A = (A(i, j)) i,j∈{1,...,N } be a square matrix with entries in {0, 1}, and such that no row of A is identically zero. We associate with A two dynamical systems (X A , σ A ) and (X A , σ A ). The one-sided Markov subshift σ A acts on the compact space X A = {(x k ) k∈N ∈ {1, ..., N} N : A(x k , x k+1 ) = 1, k ∈ N} (the topology on X A is the one inherited from the Cantor space {1, ..., N} N ) by the rule
Unless A is a permutation matrix σ A is not injective, and σ A is onto if and only if every column of A is non-zero. The two-sided Markov subshift σ A acts on the compact space
for k ∈ Z, and x ∈ X A .
Mapping σ A is what is called a topological Markov chain and abstractly can be defined as an expansive homeomorphism of a completely disconnected compactum.
Example 2.8. Let us assume that not only rows of A but also columns are not identically zero. Then σ A is onto and we show that
Thus, x n+m,k+m = x n,k , for k, n, m ∈ N, or in other words
We see that the sequence x ∈ σ A such that x k = x n,m , m − n = k ∈ Z, carries the full information about x. Hence, defining Υ by the formula
where dot over x 0,0 denotes the zero entry, we get injective mapping Υ : X A → X A . It is evident that Υ is surjective and can be readily checked that it is also continuous, whence Υ is a homeomorphism. Finally let us recall that σ A ( x) = (σ A (x 0 ), x 0 , ...) and σ A (x 0 ) = (x 0,1 , x 0,2 , ...) and thus
which says that ( X A , σ A ) and (σ A , X A ) are topologically adjoint by Υ.
Example 2.9. When A has at least one zero column then σ A is not onto, its image is a clopen set of the form
and (X A , σ A ) cannot be topologically adjoint. However by adding countable number of components to X A we can get the system equivalent to ( X A , σ A ). Indeed, we have X A = n∈N X A,n ∪ X A,∞ , see (2.1), and in the same manner as in example 2.8 we obtain the homeomorphism Υ : X A,∞ → X A . For x ∈ X A,n it is natural to set Υ(x 0 , x 1 , ..., x n−1 , 0, 0, ...) = (..., 0, 0, x n−1,0 , ..., x 1,0 ,ẋ 0,0 , x 0,1 , ..., x 0,n , ...). Then the mapping Υ restricted to X A,n is a homeomorphism onto certain clopen subset of {0, 1, ..., N} Z , namely onto
Thus, with an obvious abuse of notation concerning σ A , we can write that
Actually, in Example 2.8 we used the probably known fact that if σ A is onto, then X A is the projective (inverse) limit of the projective sequence X A σ A ←− X A σ A ←− ... . Let us pick out the relationship between α-extensions and projective limits. For that purpose (and also for future needs) we introduce some terminology. As α is a partial homeomorphism, we denote by ∆ n the domain of α n , n ∈ Z. For n ∈ N we have
With the help of Φ and α −1 , we define the family of projections
Since X ∞ = ∞ n=1 ∆ −n , the mappings Φ n are well defined on X ∞ , and the following proposition is straightforward.
Proposition 2.10. The system (X ∞ , Φ n ) n∈N is the projective limit of the projective sequence (∆ n , α n ) n∈N where α n = α| ∆n :
Decomposition of sets in X
Before the end of this section we introduce a certain idea which enables us to 'decompose' a subset U ⊂ X into the family {U n } n∈N of subsets of X. We shall need this device in Section 5.
Definition 2.12. Let U ⊂ X be a subset of α-extension of X and let n ∈ N. We shall call the set
It is evident that if {U n } n∈N is the family of sections of U then U is a subset of Proposition 2.13. If α is injective on the inverse image of ∆ −∞ := n∈N ∆ −n , that is for every point x ∈ ∆ −∞ we have |α −1 (x)| = 1, then for every subset U ⊂ X we have
, and thus x is uniquely determined by x N . As U contain a point with n-entry equal to x N ∈ U N = Φ N ( U ∩ ∆ −N ) it must contain x. In case x ∈ X ∞ we obtain the hypotheses by the assumption because then x n ∈ ∆ −∞ for all n ∈ N. Theorem 2.14. Let (X, α) be a partial dynamical system such that ∆ −1 is open. Then every closed subset V ⊂ X is uniquely determined by its sections {V n } n∈N via formula (2.5).
Proof. Let V ⊂ X be closed, that is compact (see Theorem 2.2), and let
∈ X ∞ then (see the argumentation in proof of proposition 2.13) we immediately get x ∈ V . Thus we only need to consider the case when x ∈ X ∞ . For that purpose we define sets D n = { y = (y 0 , y 1 , ...) ∈ X : y n = x n } ∩ V , n ∈ N, and see that { D n } n∈N is the decreasing family of closed nonempty subsets of compact space V . Hence
Example 2.15. For the sake of illustration of the preceding statements and to see that they cannot be sharpen let us consider a dynamical system given by the diagram and hence it is convenient to identify X with the compactification N = N ∪ {∞} of the discrete space N. Under this identification α is given by
It is clear that all the sections of N are equal to X. As N is not closed in N the Theorem 2.14 does not work here. Indeed
Covariant representations and their coefficient algebra
The aim of this section is to study the interrelations between the covariant representations of C * -dynamical systems corresponding to (X, α) and its reversible extension ( X, α). Hence, from now on we shall always assume that the image ∆ −1 of the partial mapping α is open.
First we show that algebra C( X) possess a certain universal property with respect to faithful covariant representations of (X, α). Afterwards, we construct a dense * -subalgebra of C( X) with help of which we investigate the structure of C( X) and endomorphisms induced by α and α −1 . Finally we show that there is a one-to-one correspondence between covariant faithful representations of (X, α) and ( X, α), and in case α is onto this correspondence is true for all covariant (not necessarily faithful) representations.
Definition and basic result
Let us recall that A = C(X) and δ is combined with α by (0.3). We denote by C K (X) an algebra of continuous functions on X vanishing outside the set K ⊂ X. We start with the definition of covariant representation, cf. [21] , [7] , [16] , [1] . Definition 3.1. A covariant representation of the C * -dynamical system (A, δ), or of the partial dynamical system (X, α), is a triple (π, U, H) where π : A → L(H) is a representation of A on Hilbert space H and U ∈ L(H) is a partial isometry with initial space is π(C ∆ −1 (X))H and whose final space is π(C ∆ 1 (X))H. In addition it is required that
If the representation π is faithful we call the triple (π, U, H) a covariant faithful representation. Let CovRep(A, δ) be the set of all covariant representations and CovFaithRep(A, δ) the set of all covariant faithful representations of (A, δ).
Remark 3.2. As ∆ 1 and ∆ −1 are clopen, projections P ∆ 1 and P ∆ −1 corresponding to characteristic functions χ ∆ 1 and χ ∆ −1 belong to A. Thus for every covariant representation (π, U, H) we see that
. Moreover, we note that the triple (π| π(1)H , U| π(1)H , π(1)H) belong to CovRep(A, δ) and π| π(1)H is non-degenerate. Thus we can always work with non-degenerate representations.
We shall see -Corollary 3.12 -that every C * -dynamical system possess a covariant faithful representation, and hence sets CovRep (A, δ) and CovFaithRep (A, δ) are non-empty. Now we reformulate the main result of [13] in terms of covariant representations. The point is that for every covariant representation (π, U, H) of (A, δ) the condition 1.7 holds. Thus, if π is faithful, then in view of Theorem 1.4 the maximal ideal space of the C * -algebra E * (π(A)), generated by
Theorem 3.3. Let (π, U, H) be a covariant faithful representation of (A, δ) and let X be the α-
In other words, the coefficient algebra of C * (π(A), U) is isomorphic to the algebra of continuous functions on α-extension of X. Moreover this isomorphism (see [13, 3.2] ) is established by mapping op-
where x = (x 0 , ...) ∈ X and we set a n (x n ) = 0 whenever x n = 0.
Proof. By Theorem 1.4 the maximal ideal space of E * (π(A)) is homeomorphic to X. Hence E * (π(A)) ∼ = C( X). Taking into account formulas (1.5),(1.6) we obtain the postulated form of this isomorphism. Indeed, if x ∈ M(E * (π(A)) then
where x n = 0 whenever ξ n x ≡ 0. From the above it follows that C( X) can be regarded as the universal (in fact unique) coefficient C * -algebra for covariant faithful representations. In case δ is injective (that is α is onto), the universality of C( X) is much 'stronger', see Proposition 3.7.
Coefficient
* -algebra
We shall present now a certain dense * -subalgebra of C( X) -a coefficient * -algebra -which frequently might be more convenient to work with. The plan is to construct an algebra E * (A) ⊂ l 1 (N, A) and then take the quotient of it by certain ideal. The result will be naturally isomorphic to a * -subalgebra of C( X). First, let us observe that if we set A n := δ n (1)A, n ∈ N, then we obtain a decreasing family {A n } n∈N , of closed two-sided ideals. Since operator δ n (1) corresponds to χ ∆n ∈ C(X), one can consider A n as C ∆n (X). Let E * (A) denotes the set consisting of sequences a = {a n } n∈N where a n ∈ A n , n = 0, 1, ..., and only finite number of functions a n is non zero. Namely
A n : ∃ N >0 ∀ n>N a n ≡ 0}.
Let a = {a n } n 0 , b = {b n } n 0 ∈ E * (A) and λ ∈ C. The addition, multiplication by scalar, convolution multiplication and involution on E * (A) we define as follows (a + b) n = a n + b n , (3.1)
These operations are well defined and very natural, except maybe the multiplication of two elements from E * (A). We point out here that the index in one of the sums of (3.3) starts running from 0. Proof. It is clear that operations (3.1), (3.2) define the structure of vector space on E * (A) and that operation (3.4) is an involution. The rule (3.3) is less easy to show up its properties. Commutativity and distributivity can be checked easily but in order to prove the associativity we must strain oneself quite a lot. Let a, b, c ∈ E * (A). Then
Simultaneously by analogous computation
Thus, ((a · b) · c) n = (a · (b · c)) n and the n-th entry of the sequence a · b · c is of the form a n n k,j=0
Let us define a morphism ϕ : E * (A) → C( X). To this end, let a = {a n } n∈N ∈ E * (A) and
where a n (x n ) = 0 whenever x n = 0. The mapping ϕ is well defined as only a finite number of functions a n , n ∈ N, is non zero.
Theorem 3.5. The mapping ϕ : E * (A) → C( X) given by (3.5) is a morphism of algebras with involution. The image of ϕ is dense in C( X), that is
Proof. It is clear that ϕ is a linear mapping preserving an involution. We show that ϕ is multiplicative. Let a, b ∈ E * (A) and x = (x 0 , x 1 , ...) ∈ X and let N > 0 be such that for every m > N we have a m = b m = 0. Using the fact that α j (x n ) = x n−j we obtain
To prove that ϕ(E * (A)) is dense in C( X) we use the Stone-Weierstrass theorem. It is clear that ϕ(E * (A)) is a self-adjoint subalgebra of C( X) and as a = (1, 0, 0, ...) ∈ E * (A), we get ϕ(a) = 1 ∈ C( X), that is ϕ(E * (A)) contains identity. Thus, what we only need to prove is that ϕ(E * (A)) separates points of X. Let x = (x 0 , x 1 , ...) and y = (y 0 , y 1 , ...) be two distinct points of X. For some n ∈ N, there is x n = y n and by Urysohn's lemma there exists a function a n ∈ C ∆n (X ∪ {0}) such that a n (x n ) = 1 and a n (y n ) = 0. Taking a ∈ E * (A) of the form
we see that ϕ(a)( x) = 1 and ϕ(a)( y) = 0. Thus the proof is complete. Let us consider the quotient space E * (A)/Ker ϕ and the quotient mapping φ : E * (A)/Ker ϕ → C( X), that is φ(a + Ker ϕ) = ϕ(a). Hence φ is an injective mapping onto a dense * -subalgebra of C( X). We assume the following notations
Definition 3.6. We shall call E * (A) a coefficient * -algebra of a dynamical system (A, δ). We will
The natural injection A ∋ a 0 −→ [a 0 , 0, 0, ...] ∈ E * (A) enables us to treat A as an C * -subalgebra of E * (A) and hence we shall also write
Using mappings Φ n : ∆ −n −→ ∆ n (see page 15), we can embed into E * (A) not only A but all the subalgebras A n = C ∆n (X), n ∈ N. Indeed, if we define Φ * n : A n → E * (A) to act as follows
then obviously Φ * n are injective. Clearly, we have C * ( n∈N Φ * n (A n )) = E * (A) and in case δ is a monomorphism, that is α is surjective, {Φ * n (A n )} n∈N forms an increasing family of algebras and E * (A) = n∈N Φ * n (A n ). We are exploiting this fact in the coming proposition.
Proposition 3.7. If δ is injective then E * (A) is the direct limit lim − − → A n of the sequence (A n , δ n ) ∞ n=0 where δ n = δ| An , n ∈ N.
Proof. Let B = lim − − → A n be the direct limit of the sequence (A n , δ n ) ∞ n=0 , and let ψ n : A n → B be the natural homomorphisms, see for instance [17] . It is straightforward to see that the diagram
commutes and hence there exists a unique homomorphism ψ : B → E * (A) such that the diagram
commutes. It is evident that ψ is a surjection ( n∈N Φ * n (A n ) generates E * (A)) and as Φ * n (A n ) are increasing and Φ is injective, ψ is injective. Therefore ψ is an isomorphism and the proof is complete.
The preceding proposition points out the relationship between our approach and the approach presented by G. J. Murphy in [18] . We shall discuss this relationship in the sequel (see Remark 4.12). Let us now proceed and consider endomorphisms of C( X) given by the formulae
where α : ∆ 1 → ∆ −1 is a canonical partial homeomorphism of X (defined by formula (2.4)). What is important is that characteristic functions of ∆ 1 and ∆ −1 belong to A ⊂ E * (A). Indeed, we have (see remark under Definition 3.6)
Furthermore, the domain ∆ n of mapping α n , n ∈ Z, is clopen and it is just an easy exercise to check, for n ∈ N, that
In particular
We are now ready to give an 'algebraic' description of δ and δ * .
Proposition 3.8. Endomorphisms δ and δ * preserve * -subalgebra E * (A) ⊂ C( X) and for a = (a 0 , a 1 , a 2 , ...) ∈ E * (A) we have
Proof. Let x = (x 0 , x 1 , x 2 , ...) ∈ X. In order to prove (3.11) it is enough to see that for
and for x / ∈ ∆ 1 both sides of equation (3.11) are equal to zero. In the same manner we show validity of (3.12) . If
and if x / ∈ ∆ 1 then both sides of equation (3.11) are equal to zero and thus the proof is complete.
Example 3.9. A dynamical system (X, α) from example 2.15 corresponds to C * -dynamical system (A, δ) where A = C({x 0 , x 1 }) and δ(a) ≡ a(x 0 ). We identify X with N as we did before. Let us investigate E * (A) more closely. Since a = [a 0 , a 1 , ..., a N , 0, ...], a k ∈ A, k = 0, ...N, is a complex function on X = N we can regard it as a sequence (which must have a limit). We check that this sequence has the following form: a(n) = n−1 k=0 a k (x 0 ) + a n (x 1 ) for n = 0, ...N, and a(n) = N k=0 a k (x 0 ) for n > N. Hence E * (A) is a * -algebra of sequences which are asymptotically constant and A consist of sequences of the form (a(x 1 ), a(x 0 ), a(x 0 ), ...):
Within these identifications δ is the forward and δ * is the backward shift.
The interrelations between covariant representations
The construction of a * -algebra E * (A) enables us to excavate the inverse of the isomorphism from Theorem 3.3 and what is more important it enables us to realize that every covariant faithful representation of (A, δ) gives rise to a covariant faithful representation of (E * (A), δ). Theorem 3.10. Let (π, U, H) be a covariant faithful representation of (A, δ). Then there exist an extension π of representation π onto the coefficient algebra such that π : E * (A) → E * (π(A)) is an isomorphism determined by the mapping
Proof. In view of Theorem 3.3 it is immediate to see that π is isomorphism. By Theorem 1.8 and by the form (3.8), (3.9) of endomorphisms δ and δ * we get (3.13).
We can give a statement somewhat inverse to the above.
Theorem 3.11. Let (π, U, H) be a covariant representation of (E * (A), δ) and let π be the restriction of π to A. Then (π, U, H) is a covariant representation of (A, δ). Moreover if (π, U, H) ∈ CovFaithRep (E * (A), δ) then (π, U, H) ∈ CovFaithRep (A, δ) and the prolongation of π mentioned in Theorem 3.10 coincide with π.
Proof. Recall that for a ∈ A we write [a, 0, 0, ...] ∈ E * (A) and thus (see also Proposition 3.8) we get
Hence (π, U, H) ∈ CovRep (A, δ).
Since for [a 0 , ..., a N , 0, ...] ∈ E * (A) we have, cf. Proposition 3.8,
It is clear that if π is faithful then (π, U, H) ∈ CovFaithRep (A, δ) and π is the prolongation of π in the sense of Theorem 3.10. Corollary 3.13. There is a natural bijection between CovFaithRep (A, δ) and CovFaithRep (E * (A), δ).
The latter of preceding corollaries is not true for not faithful representations (see Example 3.16). In general the set CovRep (E * (A), δ) is larger then CovFaithRep (A, δ) and there appears a problem with prolongation of π from A to E * (A) when π is not faithful. Fortunately in view of Proposition 3.7 we have the following statement true.
Theorem 3.14. If δ : A → A is a monomorphism then for any
Proof. Let (π, U, H) ∈ CovRep (A, δ). Let us notice that as δ is injective ∆ −1 = X and hence U is an isometry (see Remark 3.2). Now, consider the C * -algebra E * (π(A)) generated by ∞ n=1 U * n AU n , and define a family of mappings π n : A n → E * (π(A)), n ∈ N, by the formula π n (a) = U * n π(a)U n , a ∈ A n .
Then the following diagram
is commutative. Hence, according to the Proposition 3.7 there exists unique C * -morphism π such that the diagram A n
commutes. The hypotheses now follows.
Corollary 3.15. If δ is a monomorphism then mapping π → π| A establishes a bijection from CovRep (E * (A), δ) onto CovRep (A, δ).
Example 3.16. In case δ is not a monomorphism two different covariant representations of (E * (A), δ) may induce the same covariant representation of (A, δ). Not to look very far let us take the system (X, α) from Example 2.7. The corresponding C * -dynamical system is (A, δ) where
The coefficient algebra is E * (A) = C({ x 0 , x 1 , x 2 , y 0 , y 1 , y 2 }) ∼ = C 6 and for a ∈ A we check that
Moreover, we have δ(a x 0 , a x 1 , a x 2 , a y 0 , a y 1 , a y 2 ) = (0, a x 0 , a x 1 , 0, a y 0 , a y 1 ).
It is now straightforward to see that (π 1 , U, C 2 ) and (π 2 , U, C 2 ) where U = 0 0 1 0 , π 1 (a x 0 , a x 1 , a x 2 , a y 0 , a y 1 , a y 2 ) = a x 0 0 0 a x 1 and π 2 (a x 0 , a x 1 , a x 2 , a y 0 , a y 1 , a y 2 ) = a y 0 0 0 a y 1 are covariant representations of (E * (A), δ) which induce the same covariant representation (π, U, C 2 ) of (A, δ); π(a x 0 , a x 1 , a x 2 , a y 2 ) = a x 0 0 0 a x 1 .
Covariance algebra
In this section we introduce the main object of this paper. We show that the covariance algebra of (A, δ) can be realized as the partial crossed product of (E(A), δ). We also investigate here its crossed product -like structure. Roughly speaking, we show that elements of covariance algebra can be considered as A-valued matrices where the involution corresponds to matrix conjugation while the multiplication is described by formula (4.7), analogous to the formula (3.3).
The algebra C *
(X, α) and its crossed product -like structure
In the coefficient C * -algebra E * (A) = C( X) we have a partial automorphism implemented by the partial homeomorphism α and hence we can apply to E * (A) the whole machinery of the partial crossed product theory. In order to do so we first recall the definition of partial crossed product by a single partial automorphism [7] . Definition 4.1. A partial automorphism of a C * -algebra B is a C * -algebra isomorphism θ : I → J of closed and two sided ideals I and J in B. If such a partial automorphism is given, we let D n denote the domain of θ −n for each integer n with the convention that D 0 = B and θ 0 is the identity automorphism of B. Letting
and defining the convolution multiplication, involution and norm as follows
we equip L with Banach * -algebra structure. The universal enveloping C * -algebra of L is called the partial crossed product and is denoted by B ⋊ θ Z.
We set I = C ∆ −1 ( X) and J = C ∆ 1 ( X) where C K ( X) denotes algebra of functions from C( X) which vanish outside K. It is clear that I and J are closed two sided ideals in C( X) and the mapping δ, given by (3.8), is an isomorphism of I onto J. Hence we obtain the partial automorphism θ = δ|I. Letting D −n denote the domain of the partial automorphism θ n = ( δ| I ) n we obtain
where ∆ n is the domain of partial homeomorphism α n , n ∈ Z. The definition to follow starts the root towards and anticipates the Theorem 4.9. Definition 4.2. Let (X, α) be a partial dynamical system (we recal that ∆ −1 ⊂ X is open) and let C * (X, α) := C( X) ⋊ θ Z. We shall say that C * (X, α) is the covariance algebra of (X, α) and we shall also denote it by C * (A, δ).
Note. The important point to note here is that in case α is injective the systems (A, δ) and (E * (A), δ) are equal and the covariance algebra of (A, δ) is just the partial crossed product. If α is a full homeomorphism then C * (A, δ) is the classic full crossed product. In case α is surjective C * (A, δ) is a crossed product by an monomorphism, cf. Remark 4.12.
We shall write N k=−N a k u k for the element a ∈ L = {a ∈ l 1 (Z, E * (A)) : a(n) ∈ D n } such that a(k) = a k for |k| N and a(k) = 0 otherwise. In view of the defined operations on L it is clear that u is a partial isometry, u k is u to power k and (u k ) * = u −k , so this notation should not cause any confusion. With help of the natural injection E * (A) ∋ a → au 0 ∈ L we identify E * (A) = C( X) with the subalgebra of C * (A, δ). Recalling the identification from Definition 3.6 we have
Example 4.3. The covariance algebra of the dynamical system considered in Examples 2.15 and 3.9 is Toeplitz algebra. Indeed, its coefficient algebra E * (A) consist of sequences which have a limit and δ is a forward shift so the partial crossed product E * (A) ⋊ δ Z, cf. [7] , is a Toeplitz algebra.
Example 4.4. Let us go back again to Example 2.7 (see also Example 3.16). It is immediate that
and invoking [7] , or [16, Example 2.5] we can identify this algebra with M 3 ⊕M 3 where M 3 is the algebra of complex matrices 3 × 3. If we set A = C(X) and A ′ = C(X ′ ) then due to the above remark we note that A and A ′ consist of the matrices of the form   a 
are equal to the algebra of diagonal matrices
Example 4.5. It is known, cf. [7] , [16] , that an arbitrary finite dimensional C * -algebra can be expressed as a covariance algebra of a certain dynamical system. The foregoing example inspires us to present the smallest such a system in a sense. Let A = M n 1 ⊕ ... ⊕ M n k be a finite dimensional C * -algebra and let us assume that 1 < n 1 ... n k , that is there is no factor M 1 in the decomposition of A. We set X = {x 1 , x 2 , ..., x n k −1 , y n 1 , y n 2 , ..., y n k }, so |X| = n k + k − 1, and α(x m ) = x m−1 , for m = 2, ..., n k − 1; α(y nm ) = x nm−1 , for m = 1, ..., k,
It is clear that C * (X, α) = A (see [16, Example 2.5] ). For to include aslo algebras containing l one-dimensional factors one should add l 'isolated' points to the above diagram. Example 4.6. Let a be the bilateral weighted shift on a separable Hilbert space H and let a have the closed range. We have a polar decomposition a = U|a|, where |a| is a diagonal operator and U is the bilateral shift. If we denote by A a commutative C * -algebra
is a unital injective endomorphism of A and hence the dynamical system (X, α) corresponding to (A, δ) is such that α : X → X is onto. It is immediate that the coefficient algebra E * (A) = C( X) has the form C * (1, {U n |a|U * n } n∈Z ). Thus due to [19, Theorem 2.2.1], C * (a) = C( X) ⋊ δ Z and so
We present now -following [19] -the canonical form of (X, α). Let Y denote the spectrum of |a| and let T : X → ∞ n=0 Y be defined by T (x) = (x(|a|), x(δ(|a|)), ..., x(δ n (|a|)), ...). Then similarly to [19] we infer that T is a homeomorphism of X onto T (X), where T (X) is given a topology induced by the product topology on ∞ n=0 Y , and under T , α becomes a unilateral shift on a product space.
The universality of a covariance algebra may be formulated right now, however we would like to study first the algebraic structure of the Banach * -algebra L = {a ∈ l 1 (Z, E * (A)) : a(n) ∈ D n }. With this end in view we describe the following sets
Proposition 4.7. Let θ : C ∆ −1 ( X) → C ∆ 1 ( X) be the partial automorphism generated by α and let D n , n ∈ Z, be given by (4.1). We have
Proof. Let n 0. Since D n = C ∆n ( X) we obtain that a = [a 0 , a 1 , .
..] ∈ D n if and only if χ ∆n · a = a,. In view of (3.10) and definition (3.3) of multiplication we get
Thus a ∈ D n if and only if we can choose a k to be such that
..] and we have:
This implies that we may assume a 0 = a 1 = ... = a n−1 = 0. Formula (4.2) follows immediately from the form of sets D n , n ∈ Z, and the Proposition 3.8.
The foregoing proposition says that, for n ∈ N, an element a is in D −n (respectively in D n ) if and only if it has a representative (a 0 , a 1 , ...) ∈ E * (A) such that a k ≡ 0, k = 0, ..., n − 1 (respectively a k ∈ C ∆ n+k (X), k ∈ N). From now on, while considering elements from D n , n ∈ Z, we will have in mind only such canonical representatives. Thus, setting
we obtain for any a = {a(n)} n∈Z ∈ L where a(n) = [a
Proposition 4.8. Let L be the Banach * -algebra described in definition 4.1. Then L is a dense * -subalgebra of L and the multiplication and involution on L have the following form
(it follows that (a * b) (n) m = 0 in case m + n < 0), and
where a = {a(n)} n∈Z , b = {b(n)} n∈Z , and for a(n) ∈ D n and b(n) ∈ D n we have fixed representantives (a
Proof. As D n is dense in D n , the density of L in L is clear. Now, we choose the representatives of a and b in accordance with (4.3) and we fix n ∈ Z and m ∈ N. In order to prove the formula (4.4) we need to consider an expression of the form θ k (θ −k (a(k))a(n − k)). There we have three cases: 1) k 0. In view of the form of θ and Proposition 3.8 we obtain
Thus, by definition of E * (A) and by (3.3), for m ∈ N, we have
Using Proposition 3.8 again, one can see that
, ...] and by (3.3)
Thus we conclude that the equation (4.6) holds for k ≥ − m. 
n+2 , ...) and thus (4.5) is true. If n < 0 then we have
and one can see that (4.5) holds in this case too. The preceding statement all together with (4.3) incline us to write down elements of L as infinite matrices in such a way that the involution in L corresponds to the conjugation of matrix. Indeed, if we write formally for a ∈ L
The profit out of this is that although the multiplication in L is much more complicated than the standard multiplication of matrices we can now describe the " * " by the the formula which generalizes (3.3). For that purpose denote by M N×N (A) an algebra of infinite matrices {a ij } i,j∈N such that a ij ∈ C ∆ i+j (X) and with at most finite number of a ij which are non-zero. If we identify E * (A) with the subspace of diagonal matrices of M N×N (A) we get a natural prolongation of ϕ (see (3.5) ). Namely, we can define ϕ to map M N×N (A) onto L by the formula
Moreover, we introduce a multiplication ⋆ on M N×N (A) which makes ϕ to be the morphism of algebras, and E * (A) to be the subalgebra of M N×N (A). For a and b in M N×N (A) we set
where · is the standard multiplication of matrices and mapping Λ :
is defined to act as follows: Λ(a) ij = δ(a i−1,j−1 ), for i, j > 1, and Λ(a) ij = 0 otherwise. Denoting a (j−i) i := a i,j , Λ assumes the following shape
We encourage the more inquiring reader to check, using (4.4) , that ϕ(a ⋆ b) = ϕ(a) * ϕ(b) which implies that ϕ is an epimorphism of algebras with involution. This provides us with an interesting formal calculus. We however emphasize the formal character of it (formula (4.8) does not define a mapping on L nor even on E * (A) -consider for instance Example 3.9).
Universality of C * (X, α)
Now we are in position to prove the main result of this section which justifies the anticipating Definition 4.2. The thesis is that C * (X, α) = C * (A, δ) is the universal object in the category of covariant faithful representations of (A, δ) and in case δ is injective, C * (A, δ) is universal also in the category of all covariant representations. We shall base on the results from the previous section and some known facts concerning partial crossed product [7] . We adopt to the commonly used notation U −n = U * n where U is a partial isometry and n ∈ N.
Proof. In both cases, (π, U, H) ∈ CovFaithRep (A, δ) or (π, U, H) ∈ CovRep (A, δ) and δ is injective, (π, U, H) extends to the covariant representation (π, U, H) of (E * (A), δ), see Theorem 3.10 and Theorem 3.14, and π × U has the form
Since C * (π(A), U) = E * (A) ⋊ δ Z we obtain, by [7, Proposition 5.5] , that π × U extends to the representation of C * (A, δ). Proof. By [7, Theorem 5.6] we have (π, U, H) ∈ CovRep (E * (A), δ) where π is σ restricted to E * (A). Hence by Theorem 3.11 we get (π, U, H) ∈ CovRep (A, δ). Proof. In virtue of Theorem 4.9 the mapping (π, U, H) ←→ (π × U) is a well defined injection and by Theorem 4.10 it is also a surjection.
Remark 4.12. Corollary 4.11 can be considered as a special case of Theorem 2.3 from the paper [18] by Murphy where (twisted) crossed products by injective endomorphisms were investigated. However, our approach is slightly different. Oversimplifying; Murphy defines the algebra C * (A, δ) as pZp where Z is the full crossed product of direct limit B = lim − − → A and p is certain projection from B, whereas we include the projection p in the direct limit E * (A) = lim − − → A n ⊂ B, see Proposition 3.7, and hence take the partial crossed product.
Invariant subsets and the topological freeness of partial mappings
The present section is devoted to a generalization of two important notions of the full and partial crossed products. We start with definition of α-invariant sets. With help of this notion we will describe (in the next section) the ideal structure of the covariance algebra (see Theorem 6.4 and compare also with [10, Theorem 3.5]). Next we introduce a new definition of topological freeness -a property which is a powerful instrument when used to construct faithful representations of covariance algebra, cf. [15] . Thanks to that in Section 6 we prove a version of The Isomorphism Theorem.
The definition of the invariance under α and α and their interrelationship
The Definition 5.1 to follow might look strange at first glance however the author's impression is that among the others this one is the most natural generalization of that from [10, Definition 2.7] for the case considered here. One may treat α-invariance as the invariance under the partial action of N on X.
Definition 5.1. Let α be a partial mapping of X. A subset V of X is said to be invariant under the partial mapping α, or shorter α-invariant, if
When α is injective then we have another mapping α −1 : ∆ −1 → X and life is a bit easier.
Proposition 5.2. Let α be an injective partial mapping and let V ⊂ X. Then V is α-invariant if and only if one of the following conditions holds
Proof. The equivalence of invariance of V under α and α −1 is straightforward. The implications i)⇒ ii)⇒ iii) are also obvious. To prove iii) ⇒ iv) let us observe that since
The only thing being left to be shown is that iv) implies α-invariance of V . We prove this via the induction on n. Let us assume that
Applying α n to the latter relation we get
The item ii) tells us that Definition 5.1 extends in a sense [10, Definition 2.7] (where only partial homeomorphisms are considered). Let us note that if ∆ 1 = X and α is not injective, then non of items ii)-iv) is equivalent to (5.1) and therefore non of them could be used as a definition of α-invariance. Example 5.3. Indeed, let us consider set X = {x 0 , x 1 , x 2 , y 2 , y 3 }, and partial mapping α defined by the relations α(y 3 ) = y 2 , α(y 2 ) = α(x 2 ) = x 1 and α(x 1 ) = x 0 :
Then the set V 1 = {x 0 , x 1 , x 2 } fulfills item iv) but it is not invariant under α in the sense of Definition 5.1. Whereas the set V 2 = {x 0 , x 1 , y 2 , y 3 } is α-invariant but it does not fulfill items ii) and iii) (which are equivalent).
We shall show that in general there are less α-invariant sets in X than α-invariant sets in X, cf. Theorem 5.5 and Example 5.6, but fortunately there is a natural one-to-one correspondence between closed sets invariant under α and closed sets invariant under α, see Theorem 5.8. First however we need a Lemma.
Lemma 5.4. Let α be any partial mapping of X and let U ⊂ X be invariant under α. Then we have
On the other hand, for every x ∈ U ∩ ∆ n ∩ ∆ −k there exists y ∈ U ∩ ∆ k such that α k (y) = x. Since x ∈ ∆ n we we have y ∈ U ∩ ∆ n+k and hence U ∩ ∆ n ∩ ∆ −k ⊂ α k (∆ n+k ∩ U). Now we may formulate and prove the first of the anticipated statements.
Theorem 5.5. Let (α, X) be any partial dynamical system and let ( α, X) be its reversible extension. Let Φ : X → X be the projection defined by (2.2). Then the map
is a surjection from the family of α-invariant subsets of X onto the family of α-invariant subsets of X. Furthermore if {U n } n∈N are the sections of U (see Definition 2.12)), then U is α-invariant if and only if U 0 is α-invariant and
Proof. Let U be α-invariant and let U = Φ( U ). Then by (2.4) and α-invariance of U , for each n ∈ N, we have
and hence U is invariant under α and the mapping (5.2) is well defined. Moreover, if U n , n ∈ N, are the sections of U , then by invariance of U under α −1 (see Proposition 5.2) we get
where U = U 0 is α-invariant. Now, we show that the mapping (5.2) is surjective. Let U be any non empty set invariant under α and let us consider set U of the form
First we need to prove that Φ( U ) = U (note that in general U may occur to be empty). It is clear that Φ( U ) ⊂ U. In order to prove that U ⊂ Φ( U ) we take an arbitrary point x 0 ∈ U. We shall find x ∈ U such that Φ( x) = x 0 : 0) If x 0 ∈ U \ ∆ −1 , then we take x = (x 0 , 0, 0, ...) ∈ U, if not we pass to 1) 1) As x 0 ∈ U ∩ ∆ −1 by Lemma 5.4 there exists
we take x = (x 0 , x 1 , 0, ...) ∈ U, if not we pass to 2) 2) As x 1 ∈ U ∩ ∆ 1 ∩ ∆ −1 by Lemma 5.4 there exists x 2 ∈ U ∩ ∆ 2 such that α(x 2 ) = x 1 . If x 2 / ∈ ∆ −1 we take x = (x 0 , x 1 , x 2 , 0, ...) ∈ U, if not we pass to 3) . . . n) As x n−1 ∈ U ∩ ∆ n−1 ∩ ∆ −1 by Lemma 5.4 there exists x n ∈ U ∩ ∆ n such that α(x n ) = x n−1 . If x n / ∈ ∆ −1 we take x = (x 0 , x 1 , ..., x n , 0, ...) ∈ U, if not we pass to n+1) . . . The above algorythm ensure us that either there exists N = 0, 1, ..., such that x = (x 0 , x 1 , ..., x N , 0, ...) ∈ U , or we end up with an infinite sequence x = (x 0 , x 1 , x 2 , ...) such that x n ∈ U ∩ ∆ n and α(x n ) = x n−1 , for all n = 1, 2, ... . In both cases x 0 ∈ Φ( U ).
By virtue of the item v) in the Proposition 5.2 in order to prove the α-invariance of U it suffices to show that
what immediately follows from the form of U , α, α −1 and from α-invariance of U. Thus according to the first part of the proof we conclude that, for each n ∈ N, the n-section U n of U is equal to U ∩ ∆ n and thus we have finished. Proof. By Theorems 5.5 and 2.14, for every α-invariant closed subset U such that Φ( U ) = U we have
that means U is uniquely determined by U. Since X and X are compact, and Φ : X → X is continuous the set U is closed. Hence Φ maps the family of closed α-invariant sets into the family of closed α-invariant sets and Φ is injective. On the other hand, if U is closed and α-invariant then by definition of the product topology, the set U given by (5.3) is also closed and according to Theorem 5.5, Φ( U ) = U. Thus the proof is complete.
The next important notion is the notion of minimality (cf. [10] ). We shall need it to obtain a simplicity criteria for covariance algebra (see Corollary 6.6).
Definition 5.9. The partial continuous mapping α (or a partial dynamical system (X, α)) is said to be minimal if there are no α-invariant closed subsets of X other than ∅ and X. Proof. An easy consequence of Theorem 5.8 When α is injective, the binary operations " ∪ " and " ∩ ", or equivalently partial order relation " ⊂ ", define the lattice structure on the family of α-invariant sets. The situation changes when α is not injective. Of course " ⊂ " is still a partial order relation which determines a lattice structure, but it may happen that the intersection of two α-invariant sets is no longer α-invariant.
Example 5.11. Let (X, α) and (X ′ , α ′ ) be dynamical systems from the Example 2.7. It is easy to verify that there are four sets invariant under α: X, V 1 = {x 0 , x 1 , x 2 }, V 2 = {x 0 , x 1 , y 2 } and ∅; and four sets invariant under α ′ :
However there are four invariant subsets:
Definition 5.12. We denote by clos α (X) a lattice of α-invariant closed subsets of X where the lattice structure is defined by the partial order relation " ⊂ ".
According to Theorem 5.8, Φ determines the lattice isomorphism clos α ( X) ∼ = clos α (X).
Topological freeness
Recall now that a partial action of a group G on topological space X is said to be topologically free if the set of fixed points F t , for each partial homeomorphism α t with t = e, has empty interior [10] . In view of that, the next definition constitutes a generalization of topological freeness notion to the class of systems where dynamics are implemented by one, not necessarily injective, partial mapping.
Definition 5.13. Let α : ∆ → X be a continuous partial mapping of Hausdorff's topological space X. For each n > 0, we set F n = {x ∈ ∆ n : α n (x) = x}. It is said that the action of α (or briefly α) is topologically free, if every open nonempty subset U ⊂ F n has an exit, that is there exists a point x ∈ U such that one of the equivalent conditions hold i) for some k = 1, 2, ..., n we have
We supply now some characteristics of this topological freeness notion.
Proposition 5.14. The following conditions are equivalent i) α is topologically free,
ii) for each n > 0 and every open nonempty subset U ⊂ F n there exist points x ∈ U, y ∈ ∆ 1 \ F n and number k = 1, 2, ..., n, such that α(y) = α k (x).
iii) for each n > 0, the set
has an empty interior.
Proof. i) ⇒ ii). Let U ⊂ F n be an open nonempty set. Let x ∈ U and k = 1, ..., n be such that the item ii) from definition 5.13 holds. We take y ∈ α −1 (α k (x)) such that y = α k−1 (x). Then α(y) = α k (x) and since α n (y) = α k−1 (x) we have y / ∈ F n . ii) ⇒ iii). Suppose that for some n > 0 there exist a nonempty open subsets U of {x ∈ ∆ n−1 : α k−n (x) = {α k (x)} for k = 0, 1, ..., n − 1}. It is clear that U ⊂ F n and hence for some k 0 = 1, 2, ..., n, there exist y ∈ ∆ 1 \ F n such that α(y) = α k 0 (x). In view of our assumption, taking k = k 0 − 1, we obtain that y ∈ α k−n (x) = {α k (x)} but this leads us to contradiction since α k (x) ∈ F n and y / ∈ F n . iii) ⇒ i). Suppose that α is not topologically free. Then there exist an open nonempty set U ⊂ F n such that for all x ∈ U and k = 1, ..., n, we have |α −k (x)| = 1. It is not hard to see that U ⊂ {x ∈ ∆ n−1 : α k−n (x) = {α k (x)} for k = 0, 1, ..., n − 1} and we arrive at the contradiction. The role similar to the one which topological freeness plays in the theory of crossed products is the role played in the theory of C * -algebras associated with graphs by the condition that every circuit in a graph has an exit (see, for example, [4] , [8] ). The connection between these two properties is not only of theoretical character, see for instance in [8, Proposition 12.2] ). Taking this into account the following two simple examples might be of interest. Before that let us establish the indispensable notation. Let A = (A(i, j)) i,j∈{1,...,N } be the matrix with entries in {0, 1}. It can be regarded as an incidence matrix of a directed graph Gr(A): the vertices of Gr(A) are numbers 1,...,N and edges are pairs (x, y) of vertices such that A(x, y) = 1. By a path in Gr(A) we mean a sequence (x 0 , x 1 , ...x n ) of vertices such that A(x k , x k+1 ) = 1 for all k. A circuit (or a loop) is a finite path (x 0 , ..., x n ) such that A(x n , x 0 ) = 1. Finally a circuit (x 0 , x 1 , . .., x n ) is said to have an exit if, for some k, there exists y ∈ {1, ..., N} with A(x k , y) = 1 and y = x k+1 (mod n) .
Example 5.15. Let (X, α) be a partial dynamical system such that X = {1, ..., N} is finite. If we define A by the relation: A(x, y) = 1 iff α(y) = x, then α is topologically free if and only if every loop in Gr(A) has an exit. This is an easy consequence of the fact that Gr(A) is a graph of partial mapping α with reversed edges.
We shall say that a circuit (x 0 , x 1 , ..., x n ) have an entry if, for some k, there exists y ∈ {1, ..., N} with A(y, x k ) = 1 and y = x k−1 (mod n).
Example 5.16. Let (X A , σ A ) be a dynamical system where σ A is a one-sided Markov subshift associated with a matrix A, see page 14. One-sided subshift σ A acts topologically free if and only if every circuit in Gr(A) has an exit or an entry. Indeed, if there exist a loop (y 0 , ..., y n ) in Gr(A) which has no exit and no entry then U = {(x k ) k∈N ∈ X A : x 0 = y 0 } is an open singleton: U = {(y 0 , y 1 , ..., y n , y 0 , ...)}, and U ⊂ F n+1 has no exit in the sense of Definition 5.13, that is σ A is not topologically free. On the other hand, if every loop in Gr(A) has an exit or an entry, then every element x = (x 1 , ..., x n , x 1 , ...) of an open subset U ⊂ F n , n > 0, is such that (x 1 , ..., x n ) has no exit. Hence (x 1 , ..., x n ) must have an entry and thus we have |(σ −k A (x))| > 1, for some k = 1, 2, ..., n.
We end this section with the result which, in a sense, justifies the Definition 5.13, and is the main tool used to prove The Isomorphism Theorem.
4)
and α is topologically free if and only if α is topologically free.
Proof. Throughout the proof we fix an n > 0. It is clear that F n and F n are invariant under α and α respectively, and that Φ( F n ) = F n . By virtue of the Theorem 5.5 we have
But, since F n ⊂ k∈Z ∆ k we obtain F n = (F n × F n × ... × F n × ...) ∩ X and hence (5.4) holds. Now suppose that α is topologically free and on the contrary that there exists an open nonempty subset U ⊂ F n . Without loss of generality, we can assume that it has the form
where U 0 , U 1 , ..., U m are open subsets of X, and as U ⊂ F n = (F n × F n × ...×) they are in fact subsets of F n . It is clear that then we have
Since U is not empty we obtain that U :=
is open and nonempty subset of F n . Due to topological freeness of α there exists y / ∈ F n and k = 1, ..., n, such that α(y) = α k (x) for some x ∈ U. Taking for example any element x = (x 0 , x 1 , ...) ∈ X such that x i = α m−i (x) for i = 0, ..., m, x m+i = α n−i (x) for i = 1, ..., n − k, and x m+n−k+1 = y we arrive at a contradiction, because x ∈ U and x / ∈ F n . Thus F n has an empty interior and as α is partial homeomorphism it is topologically free. Finally suppose that α is not topologically free. Then there exists an open nonempty subset U ⊂ F n such that, for all x ∈ U, |α −k (x)| = 1 and so
is the open (nonempty) subset of F n . Hence α is not topologically free and the proof is complete.
Ideal structure of covariance algebra and The Isomorphism Theorem
It is well-known that every closed ideal of A = C(X) is of the form C U (X) where U ⊂ X is open, and therefore we have an order preserving bijection between open sets and ideals. The Theorem 3.5 from [10] can be regarded as a generalization of this fact; it says that, under some assumptions, there exists a lattice isomorphism between open invariant sets and ideals of the partial crossed product. In this section we shall prove the new useful variant of this theorem. The novelty is that in our approach (cf. Theorem 5.8) it is more natural to investigate the correspondence between ideals of covariance algebra and closed invariant sets. After that we shall prove the last result of this paper -a version of The Isomorphism Theorem -where the main achievement is that we do not assume any kind of reversibility of an action on a spectrum of a C * -dynamical system.
6.1 Lattice isomorphism of closed α-invariant sets onto ideals of C * (X, α)
Let us start with the proposition which is an attempt at describing the concept of invariance on the algebraic level, cf. [10, Definition 2.7] . For that purpose we notice that as we have a familly of mappings α n ∆ n → ∆ −n we also have a familly of morphisms
defined by composition. We believe that this notation does not cause confiusion, although we stress that set ∆ −n does not have to be open and hence we can not identify C(∆ −n ) with a subset of C(X). For instance, it may happen that ∆ −n is not empty but have empty interior and then C ∆ −n (X) is empty while C(∆ −n ) is not.
In the coming statement we shall also abuse notation concerning subsets and write B ∩ C(∆ −n ) = {a restricted to ∆ −n : a ∈ B} where B ⊂ C(X).
Proposition 6.1. Let V be a closed subset of X and let I = C X\V (X) be the corresponding ideal. Then for n ∈ N we have
Hence V is α-invariant if and only if
n (x 0 ) ∈ ∆ −n and V is closed, by Urysohn's lemma, there is a function a 0 ∈ C(X) such that a 0 (α n (x 0 )) = 1 and a 0 (x) = 0, for all x ∈ V . Thus taking a to be the restriction of a 0 to ∆ −n we obtain a ∈ I ∩ C(
. Similarly to proof of item i), using Urysohn's lemma, we can take a 0 ∈ C(X) such that a 0 (x 0 ) = 1 and a 0 | α n (V ∩∆n) ≡ 0. Hence putting a = a 0 | ∆ −1 we have a / ∈ I ∩ C(∆ −n ) and δ n (a) ∈ I ∩ C(∆ n ). In view of item i) and ii), α-invariance of V is evidently equivalent to the condition (6.2). Definition 6.2. If I is a closed ideal of A satisfying (6.2) then we say that I is invariant under the endomorphism δ, or briefly δ-invariant.
In virtue of the Proposition 6.1 it is clear that I is a δ-invariant ideal iff I = C X\V (X) where V is a closed α-invariant set. Thus, using Theorem 5.8 one can obtain a correspondence between the invariant ideals of A and invariant ideals of E * (A). To this end we denote by I E * (A), δ , for any δ-invariant ideal I of A, the δ-invariant ideal generated by I. In other words I E * (A), δ is the smallest δ-invariant ideal of E * (A) containing I. establishes an order preserving bijection between the family of δ-invariant ideals of A and δ-invariant ideals of E * (A). Moreover, the inverse of the mentioned bijection has the form I −→ I ∩ A.
Proof. In order to prove the first part of the statement we show that the support
of the ideal C X\V (X) E * (A), δ is equal to X \ V .
Let a ∈ I = C X\V (X). We identify a with [a, 0, ...] ∈ E * (A) and since x 0 ∈ V for any x = (x 0 , ...) ∈ V , we note that [a, 0, ...]( x) = a(x 0 ) = 0, that is a = [a, 0, ...] ∈ C X\ V ( X). As C X\ V ( X) is δ-invariant, we get C X\V (X) E * (A), δ ⊂ C X\ V ( X), whence S ⊂ X \ V . Now, let x = (x 0 , ..., x k , ...) ∈ X \ V . The form of V (compare Theorem 5.5) implies that there exists n ∈ N such that x n / ∈ V . According to Urysohn's lemma there exists a ∈ C X\V (X) such that a(x n ) = 1. By invariance, all the elements δ k (a) and δ Let us recall that we identify E * (A) with a subalgebra of covariance algebra C * (A, δ). Therefore for any subset K of E * (A) we denote by K an ideal of C * (A, δ) generated by K. The next statement follows from the preceding proposition and the Theorem 3.5 from [10] .
Theorem 6.4. Let (A, δ) be a C * -dynamical system such that α has no periodic points. Then the map
is a lattice anti-isomorphism from clos α (X) onto the lattice of ideals in C * (A, δ). Moreover, for V ∈ clos α ( X) such that Φ( V ) = V following relations hold C X\V (X) = C X\ V ( X) , C X\V (X) ∩ E * (A) = C X\ V ( X), C X\V (X) ∩ A = C X\V (X).
Proof. Since α has no periodic points neither does its reversible extension α. Covariance algebra C * (A, δ) is a partial crossed product C( X) ⋊ δ Z and Z is an amenable group. Hence (C( X), δ) has the approximation property, see [10] . Thus in view of the Theorem 3.5 from [10] , the map V −→ C X\ V ( X) is a lattice anti-isomorphism from clos α ( X) onto the lattice of ideals of C * (A, δ), and the inverse relation is C X\ V ( X) ∩ C( X) = C X\ V ( X).
Now, let V ∈ clos α ( X) and V ∈ clos α (X) be such that Φ( V ) = V . We show now that C X\V (X) = C X\ V ( X) .
In virtue of the Proposition 6.3 we have C X\ V ( X) ∩ A = C X\ V ( X) ∩ C( X) ∩ A = C X\ V ( X) ∩ A = C X\V (X) and hence C X\V (X) ⊂ C X\ V ( X) .
On the other hand, C X\V (X) ∩ C( X) is a δ-invariant ideal of C( X), containing C X\V (X), and so it must contain an ideal C X\V (X) E * (A), δ = C X\ V ( X). Hence C X\ V ( X) ⊂ C X\V (X) .
Concluding, there exists a lattice isomorphism between sets V ∈ clos α (X) and V ∈ clos α ( X), and a lattice anti-isomorphism between sets V ∈ clos α ( X) and ideals C X\V (X) = C X\ V ( X) , hence V −→ C X\V (X) is anti-isomorphism. We automatically get a simplicity criteria for the covariance algebra. We say that (X, α) forms a cycle, if X = {x 0 , ..., x n−1 } is finite and α(x k ) = x k+1(mod n) , k = 0, ...n − 1. Corollary 6.6. Let α be minimal. If (X, α) does not form a cycle then C * (A, δ) is simple.
Proof. It suffices to observe that if α is minimal then α has no periodic points or (X, α) forms a cycle. Hence we can apply Theorem 6.4.
Example 6.7. If (X, α) does form a cycle then there are infinitely many ideals in C * (A, δ). Indeed if we have A = C n and δ(x 1 , ..., x n ) = (x n , x 1 , ..., x n−1 ), it is known that the partial crossed product C n ⋊ δ Z n is isomorphic to the algebra M n of complex matrices n × n and hence C * (A, δ) ֒→ C(S 1 ) ⊗ M n = C(S 1 , M n ).
The Isomorphism Theorem
The last result of this paper is a statement variants of which play a significant role in the operator theory, cf. [2] , [3] , for example.
Theorem 6.8. Let (A, δ) be such that α is topologically free. For any two covariant faithful representations (π 1 , U 1 , H 1 ) and (π 2 , U 2 , H 2 ) mapping
where a (n) k ∈ A and M, N ∈ N, determines isomorphism of C * (π 1 (A), U 1 ) onto C * (π 2 (A), U 2 ).
Proof. Since due to the Theorem 5.17 the partial homeomorphism α is topologically free and according to the Theorem 3.10 representations π 1 and π 2 give rise to covariant representations (π 1 , U 1 , H 1 ) and (π 2 , U 2 , H 2 ) of the partial dynamical system (E * (A), δ) , it is enough to apply the Theorem 3.6 from [15] .
In various concrete specification while using the method mentioned under the Theorem 1.4, it may happen that the foregoing theorem can be applied to systems (A, δ) such that ∆ −1 is not open and α is not topologically free.
Example 6.9. Let A and U be as in the Example 1.5, then the associated system forms a cycle and therefore it is not topologically free. However after passing to algebra A 1 = C * (A, U * U) we obtain the dynamical system (X 1 , α) (see Example 1.5) 
Summary
In this paper we introduced crossed product -like realization of universal algebra associated to 'almost' arbitrary commutative C * -dynamical system (A, δ). This new realization generalizes the known constructions for C * -dynamical systems where dynamics is implemented by an authomorphism or a monomorphism. The main gain of this is that we were able to describe important characteristics of the investigated object in terms of the underlying topological (partial) dynamical system (X, α) -the tool which until now was used succesfully only in the case δ is an authomorphism. Namely, we have described the ideal structure of covariance algebra by closed invariant subsets of X, in particular simplicity criteria is obtained. Moreover we have generalized the condition -the topological freeness -under which all the covariant faithfull representations of (A, δ) are algebraically equivalent. The important novelty in our approach is that the construction of covariance algebra here consits of two independent steps. The advantage of this is that one may analyse covariance algebra on two levels. First, one may study the relationship between initial C * -dynamical system and the one generated on its coefficient C * -algebra, and then one may apply known statements and methods as the latter system is more accessible (generated mapping on the spectrum of coefficient algebra is bijective). We indicate that recently (see [9] ) a notion of crossed-product of C * -algebra by an endomorphism (or even partial endomorphism, see [11] ) has been introduced, a construction which depends also on the choice of transfer operator. This construction is especially well adapted to deal with morphisms which generate local homeomorphisms. In particular it was used to investigate Cuntz-Krieger algebras, cf. [9] , [11] , [8] . However it seems that in case α is not injective there does not exist a transfer operator such that the aforementioned crossed-product is isomorphic to covariance algebra considered here, and in case α is injective the transfer operator is trivial, that is, it is α −1 and thus it does not add anything new to the system.
