To further the application of artificial intelligence techniques in agriculture, this study proposes an approach based on deep neural network to estimate the live weights of pigs in saw stalls. We design a neural network that uses the back of pigs in top-view depth images as the input and outputs the pig weights estimates. The proposed network, which is based on a Faster-RCNN network with an added regressive branch, integrates the pig detection and live weights regressive network into an end-to-end network. It simultaneously performs pig recognition, location and pig weights estimate. Alternating the training method optimises the proposed network. Image simulation using circles with various overlapping areas and radii is used to prove the efficacy of the proposed network. When the overlap area is greater than 30% of the total area, the proposed network is invalid. Real farm experiments were conducted for three months to construct the back of pigs in top-view depth image data set to train the proposed network. The test results not only prove the relationship between size of back area and pig weights, but also verify that the proposed neural network can accurately estimate pig weights. The study will promote the application of intelligent technique in the livestock farming, and provides some references for intelligent weighing researchers.
I. INTRODUCTION
Live weight is an important parameter determining pig body condition. Changes in weights provide direct means to assess the health and growth state of the pig [1] . Furthermore, the weight of growing pigs provides a valuable parameter or indicator for keeping them at suitable level of nutrition and environment [2] , [3] . Also, the commercial feeding strategies depend on the weight growing curves to increase the feed efficiency of pigs [4] . The profit from the animal is usually closely related to the balance between income and costs [5] . Accurate monitoring of weight gain performance and the use of weight data to make effective management decisions is also crucial for efficient pork production [6] .
The weight of a pig is usually obtained by manual or automatic scales. The manual methods are conducted by eye and hand, based on the personal opinion of the buyer or stockman or via direct weighing of the animal [7] . Plateform
The associate editor coordinating the review of this manuscript and approving it for publication was Gianluigi Ciocca . scale or hanging scale methods also have been used to weigh pigs, however, the direct weighing of animals could cause injury and stress to animals and stockmen when forcing the animal onto the scale. To avoid direct contact with animals' bodies, non-contact weight methods based on computerassisted visual images and digital images have already been developed [8] , [9] .
Based on the computer vision and image processing, the research on contactless weighing method system concentrates on three aspects: 1) RGB cameras are popular images collection system and widely applied to monitoring animal condition [8] , [10] . Howerver, RGB cameras cannot collect the three-dimension images. Reference [11] used binocular stereo system to calculate the three-dimension size of pig body and regressive the relationship between live weight and back area in the process of growth. Moreover, depth cameras, including the Kinect [12] , [13] , are the substitute for binocular system to detect the threedimension size. The pig volume are calculated from the VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ depth information and used as one of search keys in a database that lists the volume with the corresponding weights [3] . Although point clouds are used to measure body features, which are generated from depth images and more versatile than RGB or gray image [14] , RGB cameras and depth cameras will coexist for a long time. 2) Finding pigs in images or videos is a very important step, no matter what kind of cameras are used. Therefore, some traditional image processing algorithms, such as edge detection, image segmentation, are used to extract the back of pigs in top-view images [9] , [15] , [16] . Recently, researchers tend to use deep learning algorithm to realize the pig detection [7] , [17] . CNN (convolution neural network) is a popular deep neuual network and excellent in image processing, thus it has been widely applied to livestock farming [18] . Reference [19] used a short neural network, two hidden layers and a fully connected layer, to predict corresponding pig weights. There was no constraint on pig posture and image capture environment, reducing the stress of the pigs. Furthermore, reference [20] used Faster-RCNN [21] , [22] network to recognize lactating sow postures. Reference [23] used Faster-RCNN network to detect the feeding behavior of group-housed pigs. It shows if Faster R-CNN network is trained by pig images, it can detect the pig accurately. 3) Since reference [24] proved that the size of the back area was closely related to pig weight, researchers focused on discussing the specific model between the pig back area and the pig weight. Reference [25] justified the argument that mixed effects model was easily adaptable to stochastic modeling. Reference [4] suggested a need for unique algorithms for specific breeds or lines of pigs. Reference [26] used a single linear regression equation to estimate the live weight of animals from the body area based on the interpretation of individual images. Reference [16] used TF model to estimate live weight with an accuracy of 97.5% on group level and 96.2% on individual level overcoming competing linear and non-linear modeling methods. To sum up, in pig contactless weighing system, the accuracy of live weight measurement is more closely with the accuracy of the pig detection and the weight regressive model. The deep nerual network can analyse regularities in the existing data set, then accurately detect objects and predict parameters. In this study, the original structure of Faster RCNN is modificated. It proposes a deep neural network that integrates object recognition and a regression network. The input data of the proposed network is the back of pigs in top-view images captured by a depth camera, and the output is the live weight estimate of the pig. The rest of the paper is organised as: section II describes the data collection and image processing steps. Also the proposed network design is disscused, which is then followed the explanation of specific layers and the training scheme. Section III explains our experimental results and demonstrates the accuarcy on the real pig's weight estimate. Finally, section IV is the conclusion.
II. MATERIALS AND METHODS

A. ANIMALS AND TREATMENTS
The experimental pig farm is located in Jilin province, China. Twenty first farrowing sows were selected. Pigs were housed in sow stalls, shown in Fig.1 . Each sow stall was installed one ground weighing scale, and pigs lived on the scale, therefore, the pig live weight was recorded all the time. Each day, the worker cleaned the ground scale to ensure the reading was the true value of the weight. Moreover, the worker calibrated the ground scale every week. Pigs were raised in a controlled temperature and humidity environment for three months. The temperature was kept on average at 22 • C, with a minimum of 18.6 • C and a maximum 25.4 • C over the total experimental period. In the experimental period, the light in the room was natural light from 7:00 AM to 19:00 PM. The pig weight ranged from 120 kg to 200 kg.
B. DATE PREPROCESSING
The back of pigs in top-view images in the sow stall are captured by Intel D435 cameras installed in rafters of the barn. When the pig remains stationary on the ground scale, such as sleeping, the reading fluctuation of the ground scale is relatively gentle. On the contrary, when the pig is in motion, such as eating or drinking, the reading fluctuation of the ground scale is extremely large. The maximum fluctuation value can even be tens of kilograms. Aiming to the above phenomenon, only when the pig remains stationary for a long time, the automatic images acquisition system will record the reading of the ground scale, using as the ground truth. However, the system will set the camera in sleep mode to reduce redundant images. Otherwise, when the pig is in motion, the 3D camera is opened to capture the different posture images. The automatic images acquisition scheme is shown in Fig. 2 , which adopts the Client/Server architecture. The server and client devices are in the same wireless LAN. The server is run in the laptop, which is connected to a hard disk. The server has a human-computer interaction interface to view the work status of each client, shown in Fig. 3 . Images storage is in .PNG format.
Because each camera installation height is not exactly same, the distance independence is done as a preprocessing step. All depth images are transformed into points cloud space using the intrinsic parameters of cameras, followed truncated by 1.7 m * 1.7 m * 1 m. All points inside this region are mapped onto the bottom of the cuboid to generate a 2D image, which is a depth image, 8 bit, single channel, 227 * 227 pixels. After distance independence processing, the points cloud is visualized in Fig. 4 .
C. DEEP NEURAL NETWORK DESIGN
In this study, we introduce a regression branch into the Faster R-CNN [21] , [22] to construct an end-to-end network that can recognise and locate pigs and estimate the live weight. They share the feature extraction network (Faster R-CNN), which outputs feature maps. The structure of the improved network is shown in Fig. 5 .
RPN (Region Proposal Network) outputs the pig candidate bounding box of the region of interest (ROI). The feature vector of each candidate region is activated by the ReLU (Rectified Linear Unit) function and two full-connection layers. The three parallel fully-connected layers output the category confidence of the pig, the offset of the positioning box coordinates, and the normalised pig weight. Fig. 6 illustrates the details of the improved network.
ROI pooling creates a map between the proposal boxes and the vector, size 7*7*512. Two shared fully connected layers are used before the three outputs. The new regression branch is constructed by a fully connected layer and a sigmoid function. One neural cell connects the sigmoid function, which can measure all object scale parameters simultaneously ( Fig. 7) .
The output of the regression network is:
whereŶ (i) is the normalised estimate for the i th sample and
is the feature vector of the fully-connected layer of the regression. Because the output of the sigmoid function is [0, 1], the labelled value is mapped to [0, 1] before being input into the network. The normalised value is shown in (2) . Equation (3) is used to estimate the parameters.
where Y (i) is the normalised value and y (i) is the true value of the i th sample. y min and y max are the minimum and maximum of y (i) , respectively,Ŷ (i) is the normalised value of the network, and y (i) is the estimated value. Similar to the Faster R-CNN algorithm, when the (Intersection over Union) IOU between the label and the candidate region is less than 0.5, the ROI is considered a positive example. If and only if the ROI is positive, the loss function of the regression branch is calculated as follows:
where m is the total number of predicted samples,Ŷ (i) is the normalised estimated value of the i th sample, and Y (i) is the true value of the i th sample.
D. SPECIFICATION OF TRAINING SCHEMES
In this study, alternating training is used to optimise the loss functions of the regression network and the object recognition network. The specific flow-chart is shown in Fig. 8 .
In the proposed neural network, although the regression network, that is the pig weight estimate network, is relatively independent, some layers of regression network are shared with the pig recognition and location network. When the regression network is trained, only coefficients of the shared layers are updated, and the weights of other networks remain unchanged. The pig recognition and location networks are used for joint training. Two Adam adaptive learning optimisers are used to optimise the loss functions. The optimiser of the Faster R-CNN is Momentum. When testing the improved network, the loss function of the regression network is not convergent and the error is larger; however, the Adam adaptive optimiser can set different learning rates according to different weighting coefficients. It is used here because it does not use too much memory and it converges within a short time. The Adam adaptive optimiser is calculated as (5) to (9) . 
Here, g t is the gradient of time; m t is the first moment estimate of a gradient and n t is the second momentum.m t andn t are bias-corrected estimates of m t and n t . −m t √n t + is a dynamic constraint of learning rate η, which is oscillatory in a certain range. The network parameters are optimised as follows:
where β 1 and β 2 are hyper-parameters that control the exponential decay rate of the average gradient m t , α is the stepsize, and θ is the predicted model parameter. The default parameters are:
Under the same condition (same data and network parameters), a comparison of the loss function between Momentum and the Adam optimiser is shown in Fig. 9 . When using the Momentum optimiser to update the network, the loss function of the regression network is shown by a green curve. When using the Adam optimiser to update the networks, the loss function is shown by a red curve. The Adam optimiser converges in a shorter time than the Momentum optimiser and the amplitude of the Adam loss function is less than that of Momentum. Therefore, the error of the Adam optimiser is smaller, making it more robust and better suited to optimise the proposed network. 
E. VERIFICATION OF IMPROVED ALGORITHM PERFORMANCE
The system environment used in the experiments is shown in Table. 1
F. OCCLUSION EXPERIMENTS
In this section, we use circle images to confirm the proposed network can detect the circle and estimate the radius at the same time, while we wish to verify the accuracy of radius estimation. Furthermore, in sow stalls, pig back images are always occluded by bars. Therefore, before application, we conduct a simulation to verify the relationship between the occlusion area and the accuracy of object detection. Two sample sets are generated separately, including two circles without occlusion, and two circles with occlusion. The radii are randomly selected from 50 to 150 pixels. There are 50000 images in each sample set, of which 2500 images are randomly chosen as the test set. The remaining 47,500 images construct the training set for training the object detection network. The training epoch is 20,000 times. The learning rate of the previous 1000 training values is set as 0.01, and the other learning rate is 0.001. The training batch is 256 and the training results are displayed every 20 times. In Fig.10 , although the two circles are occluding each other, the occlusion area is small, and the object detection network recognises and locates them clearly. Conversely, in Fig.11 , there is a larger overlap area between the two circles, and the object detection network recognises them as one complete circle.
The test results of 2500 samples are summarised in Table 2 . The AP is the mean Average Precision. Statistically, occlusion between two circles increases the miss rate to 15.04%. To determine how the occlusion area affects the recognition accuracy, we generate 25 datasets with an overlap rate from 10% to 40%. The difference in radii varies from 0 to 50 pixels. There are 8,000 samples in the training set and 2000 samples in the test set. Each dataset is trained 20,000 times, resulting in 25 models. Tables 3, 4, and 5 show the object detection results for a variable overlap rate. The average testing time of one image is 0.143s. The results indicate that, regardless of the radius difference, if the object overlap rate is greater than 30%, the missed detection rate increases rapidly, with an average miss rate of 47.73% . The accuracy of the object detection network also decreases rapidly when the object overlap rate is over 30%. Therefore, in the dataset used in the regression experiment, the overlap ratios are all less than 30%.
G. RADIUS MMEASUREMENT OF A SINGLE CIRCLE
In this experiment, we generate 50,000 single circles. The data are divided into 47500 training samples and 2500 test samples. The single circle has a radius of [50, 150] . The number of training instances is 20000, the network training batch is 256, and the initial learning rate is 0.00001, which decays by 10 times per 10,000 training instances. The training uses the GPU mode. The radius estimate results of single circle images are shown in Fig. 12 . The outputs are the object (circle), the confidence (1.000), and the radius estimate (134.701). Some of the radius estimation results are shown in Table 6 , which lists the radius estimate of the circle, the ground truth of the radius, the absolute error, and the relative error. The ten statistical results show the average relative error of the network measurement is 1.55%, and the average variance of the measurement average relative error is 1.24. This experiment proves that the proposed algorithm can recognise the object and simultaneously predict the scale parameter of the object.
H. RADIUS MEASUREMENT OF TWO CIRCLES WITH OCCLUSION
A total of 50,000 images are randomly generated, which an overlap rate of two circles is less than 30% and a radius difference is less than 50 pixels. 47500 training samples and 2500 test samples are used. Experiment parameters and environment settings are identical to those of the single circle experiment. The radius measurement results of two circle images are shown in Fig. 13 . The outputs are the object (circles), the confidence (1.000), and the radius estimate (125.324 and 110.263). To clearly illustrate the effectiveness of the improved algorithm, some of the radius estimation results are shown in Table 7 . 2500 test images, the average relative error is 1.64% and the average variance of the predicted average relative error is 1.45. The improved algorithm extends the application scope of the original Faster R-CNN algorithm and the simulation results prove the efficiency of the improved network. This experiment proves that with occulsion the proposed algorithm still can recognise the object and simultaneously predict the scale parameter of the object.
III. RESULTS OF PIG LIVE WEIGHT EXPERIMENTS A. DATASET
Based on the simulation results of the circle images, the proposed neural network was applied to the pig contactless weighing. The experimental dataset comprises depth images, which were the back of pigs in top-view images captured by a depth camera. The sample dataset included two groups of images: perfect back images and poor back images, which were shown in Fig. 14,15 .
The grey scale value represented the distance between the back of the pig and the camera. White colours indicated that the object was far from the camera, whereas black colours indicated that the object was close to the camera. The grids were a projection of the bars of the sow stall. As could be seen in Fig. 14, the outline of the pig's back was distinct and the occlusion area was less than 30%. In Fig. 15 , because of movement or other reasons, only the projection of the bars was observed and the back of the pig could not be determined; therefore, the image was poor. All images in the training set were labelled as 'pig' or 'pig_bad' by hand. The pig weight was labelled using the ground scale reading. Labelling software labelled the images into .XML files, which included the image index, image size, object category or background, position coordinates, and the ground truth. In this experiment, we wrote the ground scale reading into the image file name so that the ground truth of
B. INITIAL NETWORK AND TRAINING PARAMETERS
Before training, all pig weight values were normalised and mapped in the range of [0, 1]. The object recognition network outputted three categories: the pig, the pig_bad, and the background. The neuronal cell number of the object location network was set to 3*4. The number of neuronal cells of the pig weight estimation network was set to 1 and the output of the network was the normalised pig weight estimate. Because the proposed network only used the previous 13 levels of the (Visual Geometry Group) VGG network, the transfer learning only involved these 13 levels. Weight coefficients of the basic feature extraction network did not update, so the previous four levels of weight parameters were unaltered (conv1_1;conv1_2;conv2_1 and conv2_2) and the weight coefficients of the other levels were updated in terms of the input images. The RPN network and Faster RCNN convolution parameters initially used the Gaussian function with a zero mean value and a standard variance of 0.01. The training batch was 256, the training iteration was 20000 time, the learning rate was 0.0001, and the training was in GPU mode.
C. EXPERIMENTAL RESULTS
There were 2729 images in the test dataset. To prove that the model generalisation performance was satisfied, the test data and training data were completely different. Table 8 showed 20 pig weight estimates distributed from 159.27 kg to 167.27 kg. The average execution time of one image was 0.174s.
To more clearly analyse the differences between the true values and the estimates, we randomly chose 1000 images and presented the errors in Fig. 16 . The green and red lines represented the absolute and relative errors, respectively. The absolute error was typically less than 0.8 kg and the relative error was less than 0.5%. The relative error was close to 0.5%. The average absolute error of 2729 test images was 0.644 kg and the average relative error was 0.374%. Fig.17-19 showed four examples of the sow stall application. The model outputted three parameters: pig (category), probability, and weight. The AP was 0.909. In example 1, although the pig's back was curved, the proposed network recognised the pig and provided a weight estimate of 163.075 kg, and the true weight was 163.80 kg. In example 2, the pig head was not in the images, only the back, but the proposed network recognised the pigs successfully and estimated the pig weight as 139.678 kg and the ture weight was 139.00 kg. Example 3 showed a perfect pig back image, and the proposed network estimated the weight as 160.820 kg and the true weight was 160.5 kg. Therefore, the proposed network had learned the potential relationship between pig back images and pig weight. The proposed network precisely recognised and located pigs and accurately predicted pig weight when the overlap area in the image was less than 30%.
IV. CONCLUSION
In this study, we improve the network structure of the Faster R-CNN object detection algorithm by introducing a regression neural network and apply it to pig weight estimate using depth images. The new network simultaneously achieves pig recognition, pig location and pig weight estimate. The alternating training scheme achieves rapid convergence of the network and the Adam optimiser replaces the Momentum optimiser. Circle image experiments show that the average relative error of a single circle radius estimate is 1.55%. When there is less than a 30% overlap between two circles, the proposed network can predict the two radii with an average relative error of 1.64%. Therefore, the improved network exhibits good regressive performance. The improved neural network is then used to evaluate pig weight by inputting the back of pigs in top-view images. The network is trained in an alternating training scheme. The average absolute error of the pig weight estimates is 0.644 kg and the relative error is 0.374%. The proposed deep neural network can therefore be used to estimate pig weight using the direct relationship between pig weight and the back of pigs in top-view depth images. The added regressive branch used in this study shares a general feature extraction network with the Faster RCNN algorithm. In conclusion, the proposed deep learning algorithm can be used to develop a non-contact pig weighing system.
In future, aimming to group housed pigs' live weight estimation, the instance segmentation network will be introduced. The image collector will collect top-view depth images, involving multiple pigs. The segmentation network will divid them into multiple independent pigs' back images. By transfer learning of the sow live weigth estimation network, the fattening pigs' live weight estimation can get the satified accuracy. Howerver, the different posture of pigs will affect the weight accuracy, which will be disscused furtherly.
