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We investigate the flat phase of D-dimensional crystalline membranes embedded in a d-
dimensional space and submitted to both metric and curvature quenched disorders using a nonper-
turbative renormalization group approach. We identify a second order phase transition controlled
by a finite-temperature, finite-disorder fixed point unreachable within the leading order of  = 4−D
and 1/d expansions. This critical point divides the flow diagram into two basins of attraction:
that associated with the finite-temperature fixed point controlling the long-distance behaviour of
disorder-free membranes and that associated with the zero-temperature, finite-disorder fixed point.
Our work thus strongly suggests the existence of a whole low-temperature glassy phase for quenched
disordered crystalline membranes and, possibly, for graphene and graphene-like compounds.
PACS numbers: 87.16.D-, 11.10.Hi, 11.15.Tk
Introduction. Graphene [1] is now well recognized
as a unique material due to its outstanding mechan-
ical, optical, thermal, chemical and electronic proper-
ties [2–5]: high mechanical strength, optical transmit-
tance, thermal conductivity and carrier mobility. These
properties make it one of the most studied compounds
both from fundamental and practical viewpoints. At
the fundamental level, graphene has launched very chal-
lenging problems, notably that of unraveling the physics
of Dirac massless fermions propagating in a fluctuating
curved space that mimics quantum gravity [6]. At the
practical level, graphene has been regarded as a very
promising candidate for a broad range of technologi-
cal applications going from energy storage, ultrafiltra-
tion, gas/electrochemical sensor to drug/gene delivery,
bioimaging, chemo/bio sensing and so on (see for in-
stance [7]). This situation has stimulated the design and
study of other two dimensional (2D) materials such as
silicene, germanene, phosphorene, hexagonal boron ni-
tride or transition metal dichalcogenides – such as MoS2
– endowed with properties analogous to those of graphene
except for the presence of a nonvanishing or tunable band
gap making them, notably, good candidates for the de-
sign of semiconductor devices [5, 8].
It is worth recalling that the outstanding properties of
graphene and, more generally, graphene-like compounds
mainly rely on the extreme purity and regularity of their
periodic lattice structure. However, as in all materials,
lattice imperfections such as defects (dislocations, grain
boundaries, etc.), impurities or vacancies are either nat-
urally present or are generated during the manufactur-
ing process. These defects or impurities can dramati-
cally deteriorate the performances of pristine graphene,
such as its carrier mobility or thermal conductivity (see,
for instance, [9, 10]). Conversely, defective graphene has
been shown to display enhanced sensing properties and
a paradoxical increase of its elastic modulus for moder-
ate density of vacancies [11]. Moreover, and of utmost
importance, the production of vacancies, introduction of
impurities, or attachment of a chemical functional group
have been proposed as one of the possible mechanisms
to open a tunable band gap. This defect engineering
of graphene is, however, still at an early stage as even
the role of defects on its mechanical properties is still
not fully understood. Also, many properties of defective
graphene seem to lack universality as they strongly rely
on the nature and mobility of the defects involved, on the
chemical functional group possibly attached to vacancy
defects, etc. [9, 10].
We propose here a first step toward the understanding
of quenched disorder in graphene-like materials by in-
vestigating the long-distance effective action of quenched
disordered crystalline membranes (see [12, 13] for re-
views) that describes the elastic and curvature degrees
of freedom of these systems. The relevance of our pre-
dictions to genuine graphene-like materials obviously re-
lies on the robustness of our results with respect to the
introduction of electronic degrees of freedom, that are
neglected here. We, however, emphasize the remarkable
success of this kind of approach that has already suc-
cessfully explained the existence and stability of pristine
graphene (see, for instance, [14]), which is a priori for-
bidden by the Mermin-Wagner theorem, by the emer-
gence of a nontrivial scaling of the physical parameters
in the deep infrared (IR), notably by the infinitely grow-
ing bending rigidity constant, κ(q) ∼ q−η. Accurate
computations of the exponent η have been realized by
various field-theoretical techniques – perturbation theory
[15–17], self consistent screening approximation (SCSA)
[18–23], nonperturbative renormalization group (NPRG)
approaches [24–27] – that compare very well to results
obtained by Monte-Carlo and molecular dynamics simu-
lations of graphene [28]. Following up on this success we
consider here the influence of quenched disorder on the
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and, hopefully, on graphene-like materials.
Largely motivated by the observation of a remark-
able wrinkling transition to a glassy phase upon cool-
ing of partially polymerized phospholipid vesicles [29–
31], quenched disorder has been thoroughly studied along
these lines (for a review see [32]). Nelson and Radz-
ihovsky [33, 34], using self-consistent techniques and
 = 4 − D expansion, have found that purely metric
disorder was irrelevant at any finite temperature T , the
renormalization group (RG) trajectories being attracted
toward the finite-T , vanishing-disorder fixed point. At
vanishing temperatures, disorder would lead to a desta-
bilization of the flat phase through a disorder-induced
softening of the effective bending rigidity, which has led
these authors to speculate about the existence of a spin-
glass-like phase. Soon thereafter Morse et al. [35, 36],
extending the work done in [33, 34] by adding curvature
disorder, have demonstrated the irrelevance of this kind
of disorder at any finite temperature. Moreover, they
have shown that the interplay between metric and curva-
ture quenched disorders gives rise to a T = 0 fixed point
unstable with respect to temperature. Associated with
this fixed point, one should observe, at sufficiently low
temperatures and high values of disorder, an anomalous
disorder-induced scaling regime [35, 36]. These works
have been pursued by an explicit search for either flat-
glassy or crumpled-glassy phases by means of mean-field
approximations in the case of short-range [37–41] or long-
range [23, 42, 43] disorders.
We have revisited the model considered in [35, 36]
within a NPRG framework in order to go beyond the
early , 1/d expansions and SCSA approaches and have
obtained a surprising result: in the presence of both met-
ric and curvature disorders, there exists a finite-T , finite-
disorder fixed point missed within these approaches. This
fixed point which is unstable with respect to temper-
ature and, thus, associated with a second-order phase
transition, divides the space of coupling constants into
two basins of attraction: one controlled by the finite-T ,
vanishing-disorder fixed point associated with disorder-
free membranes and another one controlled by the T = 0,
finite-disorder fixed point identified in [35, 36] that we
now find to be stable within our approach. We thus pre-
dict a whole “glassy” [72] phase controlled by this fixed
point.
Effective action. Let us consider a D-dimensional
membrane embedded in a d-dimensional space. Each
point of the membrane is identified, within the mem-
brane, by D internal coordinates x ≡ xi, i = 1 . . . D
and, in the embedding space, by the d-dimensional vec-
tor field R(x). The long-distance, effective, action which
we consider is given by [73]:
S[R] =
∫
dDx
{κ
2
(
∂2iR(x)
)2
+
λ
2
uii(x)
2 + µuij(x)
2
−c(x).∂2iR(x)− σij(x)uij(x)
}
(1)
with summation over repeated indices. In Eq.(1) the first
term represents curvature energy with bending rigidity κ,
and the second and third terms the elastic energies with
Lame´ coefficients λ and µ; stability considerations re-
quire κ, µ, and λ+(2/D)µ to be positive. The fourth and
fifth terms represent couplings of disorder fields c(x) and
σij(x) to the curvature ∂
2
iR(x) and strain tensor uij(x),
respectively. These fields are chosen to be short-ranged
quenched Gaussian ones with zero-mean value and vari-
ances given by [35, 36]:
[ci(x) cj(x
′)] = ∆κ δij δ(D)(x− x′)[
σij(x) σkl(x
′)
]
= (∆λδijδkl + 2∆µIijkl) δ
(D)(x− x′)
(2)
where Iijkl =
1
2 (δikδjl + δilδjk), with i, j, k, l = 1 . . . D,
[. . . ] denotes an average over Gaussian disorder and
where ∆κ, ∆µ and ∆λ + (2/D)∆µ are positive. For
disorder-free membranes, the strain tensor uij in Eq.(1)
is given by: uij =
1
2 (gij−g0ij) = 12 (∂iR.∂jR−∂iR0.∂jR0)
where gij represents a metric on the membrane and
R0(x) = [〈R(x)〉] = ζxiei (3)
in which 〈. . . 〉 denotes a thermal average. In Eq.(3) the
ei form an orthonormal set of D vectors so that R
0(x)
represents a flat configuration of reference. In this con-
figuration the tangent vectors ∂iR
0 take nonvanishing
values, ∂iR
0 = ζei, where ζ is the stretching factor, so
that g0ij is just the flat metric: g
0
ij = ζ
2δij . In the pres-
ence of disorder, the reference configuration is no longer
the flat one. Quenched random fields induce [35, 36]
i) a local deformation of g0ij , noted δgij(x), given by :
σij(x) = 1/2(λδijδkl + 2µIijkl)δgkl(x) and ii) a random
spontaneous curvature: ∂2iR(x) = c(x)/κ.
The action Eq.(1) is very close to that considered in
[35, 36]. However ours differs from the latter one by the
fact that it is entirely written in terms of the field R
instead of the fields u and h that generally parametrize
fluctuations around the flat phase. This allows one to
keep a fully rotationally invariant formalism – where, no-
tably, the full strain tensor uij is considered without any
approximation – in which the crumpling-to-flat transition
can be investigated as well [24–27, 44]. The flat phase is
obtained through the limit where the running stretching
factor ζk – see below – that signals the appearance of a
spontaneous symmetry breaking, takes a finite value or,
equivalently, where the dimensionless stretching factor ζk
goes to infinity (see for instance [45]).
NPRG approach. To derive the RG equations for the
coupling constants entering in action Eq.(1) we first av-
3erage over quenched disorder by means of replica formal-
ism. Then we employ a method based on the concept
of effective average action Γk – where k is a running
scale – analog to a Gibbs free energy where only fluc-
tuations of momenta q ≥ k have been integrated out
(see [46] and [47–54] for reviews and, for recent appli-
cations to frustrated magnets [55–57], turbulence [58],
Kardar–Parisi–Zhang equation [59, 60] or random fields
models [61–66]). At the microscopic lattice scale Λ ∝ a−1
where a is the typical length of a chemical bound, Γk=Λ
coincides with the microscopic action S[R] while, at long
distance, k = 0, it coincides with the usual Gibbs free
energy Γ[R]. The effective average action Γk follows an
exact equation [67]:
∂tΓk[R] =
1
2
Tr
{
∂tRk (Γ
(2)
k [R] +Rk)
−1
}
(4)
where t = ln k/Λ and where the trace must be under-
stood as a space (or momentum) D-dimensional integral
as well as a summation over implicit vectorial and replica
indices. In Eq.(4), Γ
αβ (2)
k,ij [R] is the inverse propagator,
the second derivative of Γk with respect to the field R.
Finally, Rk(q) is a cut-off function that suppresses the
propagation of modes with momenta q < k and makes
that Γk encodes only modes with momenta q > k [47].
We consider a cut-off function diagonal both in vector
and replica space – Rαβk,ij(q) = Rk(q)δijδαβ – and we
present our analytical results for the ”Θ” cut-off [68],
Rk(q) ∝ (k4 − q4)Θ(k2 − q2). Equation (4) is a func-
tional partial differential equation that cannot be solved
exactly so that approximations are required. We use here
the field, field-derivative expansion [47] where Γk[R] is
expanded in powers of the order parameter ∂iR and its
derivatives around the nontrivial minimum, Eq.(3), while
preserving the nonperturbative content of Eq.(4). We are
thus led to the following effective action:
Γk[R] =
∫
dDx
{
Zk
2
(
∂2iR
α
)2 − ∆˜κk
2
∂2iR
α.∂2jR
βJαβ
+
λ˜k
8
(
∂iR
α.∂iR
α −Dζ˜2k
)2
+
µ˜k
4
(
∂iR
α.∂jR
α − δij ζ˜2k
)2
−∆˜λk
8
(
∂iR
α.∂iR
α −Dζ˜2k
)(
∂jR
β .∂jR
β −Dζ˜2k
)
−∆˜µk
4
(
∂iR
α.∂jR
α − δij ζ˜2k
)(
∂iR
β .∂jR
β − δij ζ˜2k
)}
.
(5)
where Jαβ is the unit matrix in replica space. Note that
although limited to fourth order in powers of the or-
der parameter ∂iR and to first order in powers of its
derivatives, this truncation has led to very well con-
verged results for pure membranes, (see [24–27]), lead-
ing in particular to the value of η ' 0.85 perfectly con-
firmed numerically [28]. In Eq.(5) we have done the
rescaling R 7→ T 1/2Z1/2k κ−1/2R, where Zk is a running
field renormalization and introduced the running cou-
pling constants: λ˜k = λTZ
2
kκ
−2, µ˜k = µTZ2kκ
−2, ∆˜λk =
∆λZ
2
kκ
−2, ∆˜µk = ∆µZ2kκ
−2, ∆˜κk = ∆κT−1Zkκ−1 and
ζ˜k = ζkT
−1/2Z−1/2k κ
1/2. Note that µ˜k and λ˜k can be
used as a measure of the temperature T while ∆˜κk di-
verges at vanishing temperatures. In order to study this
latter regime we introduce, as in [35, 36], g˜µk = µ˜k∆˜κk
and g˜λk = λ˜k∆˜κk that stay finite at any temperature.
The field renormalization Zk and rescaled curvature dis-
order variance ∆˜κk allow to define the running anomalous
dimensions ηk = −∂t lnZk and η′k = ηk + ∂t ln ∆˜κk that,
at a fixed point, characterize the scaling behaviour of the
thermal – χ(q) – and disorder – C(q) – correlation func-
tions, respectively, that are defined from the two-point
correlation function GRR(q) =
[〈R(q)R(−q)〉] by:
GRR(q) =
[〈δR(q)δR(−q)〉]+ [〈R(q)〉〈R(−q)〉]
= Tχ(q) + C(q)
(6)
with δR(q) = R(q) − 〈R(q)〉, and behave, at low mo-
menta, as:
χ(q) ∼ q−(4−η), C(q) ∼ q−(4−η′) . (7)
Finally, we define from η and η′ the exponent φ by [35,
36]: φ = η′ − η that describes, in particular, the flow of
the temperature near T = 0.
RG equations. We consider the RG equations obtained
from Eq.(5) in the flat phase. We restrict our study to
the attractive hypersurface defined by ∆˜λk = −2/D2 ∆˜µk
and g˜λk = −2/D2 g˜µk – where we have introduced the no-
tation Dn = D + n for n > 0 – that generalizes to any
dimension D the one considered near D = 4 in [33–36]
(see also [74]). The RG equations, in terms of dimen-
sionless coupling constants, µk = Z
−2
k k
D−4µ˜k, ∆µk =
Z−2k k
D−4∆˜µk, ∆κk = Z−1k ∆˜κk and gµk = Z
−3
k k
D−4g˜µk
read:
∂tµk = (D − 4 + 2ηk)µk + 4dc µk(µk A˜D + 3 gµk A˘D)
∂t∆µk = (D − 4 + 2ηk)∆µk
+8dc
(
∆µk µk A˜D + gµk(3 ∆µk A˘D − gµkA´D)
)
∂t∆κk = ∆κk
(
ηk − 4D(D − 1)∆µkA˜D
)
∂tgµk = (D − 4 + 3ηk)gµk
−4gµk
(
D(D − 1)∆µkA˜D − dc(µkA˜D + 3gµkA˘D)
)
(8)
where ηk is given by:
ηk =
32(D − 1)D8
(
2Dgµk +D4(µk −∆µk)
)
AD
DD2D4D8 + 32(D − 1)
(
2Dgµk +D8(µk −∆µk)
)
AD
(9)
and
η′k = 2ηk − 4D(D − 1)∆µkA˜D (10)
4where A˜D = 16AD(D8 − ηk)/(DD2D4D8), A˘D =
16AD(D12 − ηk)/(DD2D8D12), A´D = 16AD(D16 −
ηk)/(DD2D12D16), A
−1
D = 2
D+1piD/2 Γ(D/2), Γ(. . . ) be-
ing Euler’s gamma function and dc = d − D. The RG
Eqs.(8)-(10) generalize those derived perturbatively in
[33–36] with the major difference that our expressions
of ηk and η
′
k involve nonpolynomial, thus nonperturba-
tive, contributions of the disorder that play a crucial role,
see below.
-expansion. Close to D = 4, expanding our equations
in powers of the coupling constants and in  = 4 − D
we recover [75] those obtained in [35, 36]. Let us re-
call their content in D < 4. There exists one fully sta-
ble fixed point, called P4, lying at finite temperature –
µ4 = 96pi
2/(24 + dc) – characterized by vanishing disor-
der coupling constants ∆µ4, gµ4 and by η4 = η
′
4/2 =
12/(24 + dc); it is thus associated with disorder-free
membranes. There exists another fixed point, named
P5, lying at vanishing temperature – µ5 = 0 – char-
acterized by nonvanishing disorder coupling constants
∆µ5 = 24pi
2/(6 + dc), gµ5 = 48pi
2/(6 + dc) and by
η5 = η
′
5 = 3/(6 + dc), i.e. φ5 = 0 at order . A fur-
ther stability analysis [35, 36] shows that P5 is marginally
unstable with respect to temperature so that P5 should
be relevant to the physics of membranes only up to a
typical lengthscale Lc ∼ e1/αT where α depends on the
membrane parameters [35, 36].
Nonperturbative analysis. Studying now directly the
nonperturbative equations (8)-(10) we are led to a sub-
stantively different conclusion. First, we well identify,
as in [35, 36], the fully stable finite-T , vanishing-disorder
fixed point P4 and the T = 0, finite-disorder fixed point
P5. However, we find that P5 is, contrary to what has
been found in [35, 36], stable with respect to tempera-
ture, see Fig.(1). This situation relies on the fact that
there exists a supplementary – critical – fixed point, that
we call Pc, lying between P4 and P5, unstable with re-
spect to temperature, and which governs a second or-
der phase transition between the disorder-free and the
“glassy” phases associated with P4 and P5, respectively,
see Fig.(1). It is very instructive to derive from Eqs.(8)-
(10) the coordinates of Pc, the critical exponent ηc and
the eigenvalue yc associated with the relevant direction
near D = 4. At leading nontrivial order in  one
has [76] : µc = 4pi
22(27 + 5dc)/15(6 + dc)
2, ∆µc =
24pi2/(6 + dc), gµc = 48pi
2/(6 + dc), ηc = 3/(6 + dc)
which equals η′c since ∂t ln ∆˜κk vanishes at Pc and, fi-
nally, yc = (27 + 5dc)dc
2/20(6 + dc)
3. These quantities
are, at first order in , strictly equal to those associated
with P5. Therefore Pc cannot be distinguished, at this
order, from P5; this is the reason why it has been missed
in [35, 36] while it is clearly identified within our ap-
proach, already at order 2 – via µc and yc – and, even
more clearly, in the physical – D = 2 and d = 3 – case,
see Fig.(1). To complete our results we provide in Ta-
ble I the critical exponents η, η′ and the lower critical
dimensions Dlc associated with P5 and Pc in the physi-
cal case both for the NPRG and SCSA [77]. While the
quantitative agreement at P5 is remarkable as for η5 and
Dlc5, what firmly validates our approach, a decisive dis-
crepancy between the NPRG and SCSA is that the fixed
point Pc is present within the former and absent within
the latter. This also results in a disagreement concerning
the stability of P5, already observed at order 
2 where we
find φ5 = −yc while the SCSA leads to φ5 = 0. The ori-
gin of this discrepancy is less trivial to identify than that
occurring between the perturbative (including leading or-
der of 1/d expansion) and nonperturbative approaches
because of the complexity of the set of approximations
– notably partial resummation of infinite amount of dia-
grams – performed within the SCSA [20]. This is under
investigations [69].
η5 η
′
5 φ5 Dlc5 ηc = η
′
c yc Dlcc
SCSA [23] 0.449 0.449 0 1.70 × × ×
NPRG 0.449 0.277 −0.172 1.71 0.492 0.131 1.67
TABLE I: The critical exponent η, η′ and Dlc at the fixed
points P5 and Pc.
FIG. 1: The RG flow in D = 2 and d = 3 within the space
{µk, gµk,∆µk,∆λk = −1/2 ∆µk, gλk = −1/2 gµk}. P1 is the
Gaussian, unstable, fixed point. P4 is fully attractive and
associated with disorder-free membranes. P5 is also fully at-
tractive and controls the low-temperature phase of disordered
membranes. Finally, Pc, unstable with respect to temperature
governs the phase transition between the two phases.
Conclusion. Investigations of the nonperturbative
regime of quenched disordered crystalline membranes
have revealed the existence of a second order phase tran-
sition between a disorder-free phase and a glassy phase
controlled by the T = 0 fixed point. Several issues should
be settled in the near future. First, the question of the
numerical and experimental probe for this phase should
be addressed. Thanks to its potentially wide range of
applicability, our prediction could a priori be tested on
5a large variety of systems. In the context of biological
physics, cell membranes with imperfectly polymerized
cytoskeleton – inducing metric disorder – and with in-
clusion of asymmetrical proteins – generating curvature
disorder – are possible candidates. In the context of 2D
electronic crystalline membranes, an obvious candidate,
among others, is graphene in which inclusion of lattice
defects can induce, in addition to metric alterations, a
rearrangement of sp2-hybridized carbon atoms into non-
hexagonal and, thus, nonvanishing curvature structures.
Second, at the formal level, the very nature of the pu-
tative glassy phase should be clarified [69]. Also, more
specifically in the context of graphene-like membranes,
the remarkable coupling between electronic and elastic
degrees of freedom raises both theoretically and exper-
imentally very challenging issues of understanding how
electronic, transport, thermal, and optical properties are
altered within the expected glassy phase.
ACKNOWLEDGEMENTS
We thank B. Delamotte, J.-N. Fuchs, P. Le Doussal,
L. Radzihovsky, G. Tarjus and M. Tissier for helpful dis-
cussions.
∗ Electronic address: coquand@lptmc.jussieu.fr
† Electronic address: karim.essafi@oist.jp
‡ Electronic address: kownacki@u-cergy.fr
§ Electronic address: mouhanna@lptmc.jussieu.fr
[1] K. S. Novoselov, A. K. Geim, S. V. Morozov, D. Jiang,
Y. Zhang, S. V. Dubonos, I. V. Gregorieva, and A. A.
Firsov, Science 306, 666 (2004).
[2] A. H. Castro Neto, F. Guinea, N. M. R. Peres, K. S.
Novoselov and A. K. Geim, Rev. Mod. Phys. 81, 109
(2009).
[3] M. I. Katsnelson, Graphene: Carbon in Two dimensions
(Cambridge University Press, Cambridge, 2012).
[4] B. Amorim, A. Cortijo, F. de Juan, A. G. Grushin, F.
Guinea, A. Guttie´rez-Rubio, H. Ochoa, V. Parente, R.
Rolda´n, P. San-Jose´, J. Schiefele, M. Sturla and M. A.
H. Vozmediano, Phys. Rep. 617, 1 (2016).
[5] D. Akinwande, C. J. Brennan, J. Scott Bunch, P. Eg-
berts, J. R. Felts, H. Gao, R. Huang, J.S. Kim, T. Li, Y.
Li, K. M. Liechti, N. Lu, H.S. Park, E. J. Reed, P. Wang,
B.I. Yakobson T. Zhang, Y.W. Zhang, Y. Zhou and Y.
Zhu, Extreme Mech. Lett. 13, 42 (2017).
[6] M. A. H. Vozmediano, M. I. Katsnelson, and F. Guinea,
Phys. Rep. 496, 109 (2010).
[7] S. C. Sahu, A. K. Samantara, J. Mohanta, B. K. Jena,
and S. Si, Polymer Nanocomposites based on Inorganic
and Organic Nanomaterials (Wiley, Hoboken, NJ, 2015).
[8] R. Rolda´n, L. Chirolli, E. Prada, J. A. Silva-Guille´n,
P. San-Jose´ and F. Guinea, Chem. Soc. Rev. 46, 4387
(2017).
[9] F. Banhart, J. Kotakoski, and A. Krasheninnikov, ACS
Nano 5, 26 (2010).
[10] L. Liu, M. Qing, Y. Wang, and S. Chen, J. Mater. Sci.
Technol. 31, 599 (2015).
[11] G. Lo´pez-Polin, C. Go´mez-Navarro, V. Parente, F.
Guinea, M. I. Katsnelson, F. Pe´rez-Murano and J.
Go´mez-Herrero, Nat. Phys. 11, 26 (2014).
[12] D. R. Nelson, T. Piran, and S. Weinberg, eds., Proceed-
ings of the Fifth Jerusalem Winter School for Theoretical
Physics (World Scientific, Singapore, 2004), 2nd ed.
[13] M. J. Bowick and A. Travesset, Phys. Rep. 344, 255
(2001).
[14] M. Katsnelson and A. Fasolino, Acc. Chem. Res. 46, 97
(2012).
[15] D. R. Nelson and L. Peliti, J. Phys. (Paris) 48, 1085
(1987).
[16] J. A. Aronovitz and T. C. Lubensky, Phys. Rev. Lett.
60, 2634 (1988).
[17] E. Guitter, F. David, S. Leibler, and L. Peliti, J. Phys.
(Paris) 50, 1787 (1989).
[18] J. A. Aronovitz, L. Golubovic, and T. C. Lubensky, J.
Phys. (Paris) 50, 609 (1989).
[19] P. Le Doussal and L. Radzihovsky, Phys. Rev. Lett. 69,
1209 (1992).
[20] D. Gazit, Phys. Rev. E 80, 041117 (2009).
[21] K. V. Zakharchenko, R. Rolda´n, A. Fasolino and M. I.
Katsnelson, Phys. Rev. B 82, 125435 (2010).
[22] R. Rolda´n, A. Fasolino, K. V. Zakharchenko, and M. I.
Katsnelson, Phys. Rev. B 83, 174104 (2011).
[23] P. Le Doussal and L. Radzihovsky, arXiv:1708.05723.
[24] J.-P. Kownacki and D. Mouhanna, Phys. Rev. E 79,
040101 (2009).
[25] F. L. Braghin and N. Hasselmann, Phys. Rev. B 82,
035407 (2010).
[26] N. Hasselmann and F. L. Braghin, Phys. Rev. E 83,
031137 (2011).
[27] K. Essafi, J.-P. Kownacki, and D. Mouhanna, Phys. Rev.
E 89, 042101 (2014).
[28] J. H. Los, M. I. Katsnelson, O. V. Yazyev, K. V. Za-
kharchenko, and A. Fasolino, Phys. Rev. B 80, 121405
(2009).
[29] M. Mutz, D. Bensimon, and M. J. Brienne, Phys. Rev.
Lett. 67, 923 (1991).
[30] S. Chaieb, V.K. Natrajan and A. A. El-rahman, Phys.
Rev. Lett. 96, 078101 (2006).
[31] S. Chaieb, S. Ma´lkova´, and J. Lal, J. Theor. Biol. 251,
60 (2008).
[32] L. Radzihovsky, Proceedings of the Fifth Jerusalem Win-
ter School for Theoretical Physics (World Scientific, Sin-
gapore, 2004), 2nd ed.
[33] D. R. Nelson and L. Radzihovsky, Europhys. Lett. 16,
79 (1991).
[34] L. Radzihovsky and D. R. Nelson, Phys. Rev. A 44, 3525
(1991).
[35] D. C. Morse, T. C. Lubensky and G. S. Grest, Phys. Rev.
A 45, R2151 (1992).
[36] D. C. Morse and T. C. Lubensky, Phys. Rev. A 46, 1751
(1992).
[37] L. Radzihovsky and P. Le Doussal, J. Phys. I France 2,
599 (1992).
[38] D. Bensimon, D. Mukamel, and L. Peliti, Europhys. Lett.
18, 269 (1992).
[39] D. Bensimon, M. Mutz, and T. Gulik, Physica A 194,
190 (1993).
[40] R. Attal, S. Chaieb, and D. Bensimon, Phys. Rev. E 48,
2232 (1993).
6[41] Y. Park and C. Kwon, Phys. Rev. E 54, 3032 (1996).
[42] P. Le Doussal and L. Radzihovsky, Phys. Rev. B 48, 3548
(1993).
[43] S. Mori and M. Wadati, Phys. Lett. A 185, 206 (1994).
[44] K. Essafi, J.-P. Kownacki, and D. Mouhanna, Phys. Rev.
Lett. 106, 128102 (2011).
[45] O. Coquand and D. Mouhanna, Phys. Rev. E 94, 032125
(2016).
[46] C. Wetterich, Z. Phys. C 57, 451 (1993).
[47] J. Berges, N. Tetradis, and C. Wetterich, Phys. Rep. 363,
223 (2002).
[48] B. Delamotte, D. Mouhanna, and M. Tissier, Phys. Rev.
B 69, 134413 (2004).
[49] J. Pawlowski, Ann. Phys. (NY) 322, 2831 (2007).
[50] P. Kopietz, L. Bartosch and F. Schutz, Introduction to
the Functional Renormalization Group (Springer, Berlin,
2010).
[51] H. Gies, Lect. Notes Phys. 852, 287 (2012).
[52] B. Delamotte, Lect. Notes Phys. 852, 49 (2012).
[53] O. Rosten, Phys. Rep. 511, 177 (2012).
[54] S. Nagy, Ann. Phys. (NY) 350, 310 (2014).
[55] B. Delamotte, M. Dudka, D. Mouhanna, and
S. Yabunaka, Phys. Rev. B 93, 064405 (2016).
[56] T. Debelhoir and N. Dupuis, Phys. Rev. A 93, 051603
(2016).
[57] T. Debelhoir and N. Dupuis, Phys. Rev. A 94, 053623
(2016).
[58] L. Canet, B. Delamotte, and N. Wschebor, Phys. Rev. E
93, 063101 (2016).
[59] L. Canet, H. Chate´, B. Delamotte, and N. Wschebor,
Phys. Rev. E 84, 061128 (2011).
[60] L. Canet, H. Chate´, B. Delamotte, and N. Wschebor,
Phys. Rev. E 86, 019904(E) (2012).
[61] G. Tarjus and M. Tissier, Phys. Rev. Lett. 93, 267008
(2004).
[62] M. Tissier and G. Tarjus, Phys. Rev. Lett. 96, 087202
(2006).
[63] G. Tarjus and M. Tissier, Phys. Rev. B 78, 024203
(2008).
[64] M. Tissier and G. Tarjus, Phys. Rev. B 78, 024204
(2008).
[65] D. Mouhanna and G. Tarjus, Phys. Rev. E 81, 051101
(2010).
[66] D. Mouhanna and G. Tarjus, Phys. Rev. B 94, 214205
(2016).
[67] C. Wetterich, Phys. Lett. B 301, 90 (1993).
[68] D. Litim, Phys. Lett. B 486, 92 (2000).
[69] O. Coquand, J.-P. Kownacki, and D. Mouhanna, unpub-
lished (2017).
[70] T. Papenbrock and C. Wetterich, Z. Phys. C 65, 519
(1995).
[71] L. Canet, B. Delamotte, D. Mouhanna, and J. Vidal,
Phys. Rev. D 67, 065004 (2003).
[72] We call – loosely speaking – this phase “glassy” in refer-
ence to the fact that it is purely controlled by disorder
fluctuations.
[73] We closely follow the notations of Refs.[35, 36] in order
to make comparisons easier.
[74] We indicate that only in the case D < 4 we find it at-
tractive in the IR.
[75] Up to a redefinition of the coupling constants by a factor
1/8pi2.
[76] All the quantities of order 2 given here are approximative
since finite-order derivative approximations of the NPRG
approach are not exact at order 2 [70].
[77] For numerical results we have employed two families of
cut-off functions R˜k(q) = C Zkq
4/(exp(q4/k4) − 1) and
R˜k(q) = C Zkk
4exp(−q4/k4) where C is a free parame-
ter used to investigate the cut-off dependence of physical
quantities. Varying C allows one to optimize each cut-off
function inside its family, i.e. to (try to) find stationary
values of these quantities, see for instance [71].
