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Abstract
A non-centralized model predictive control (MPC) scheme for solving an economic dispatch problem of electrical networks is
proposed in this paper. The scheme consists of two parts. The first part is an event-triggered repartitioning method that splits
the network into a fixed number of non-overlapping sub-systems (microgrids). The objective of the repartitioning procedure is
to obtain self-sufficient microgrids, i.e., those that can meet their local loads using their own generation units. However, since
the algorithm does not guarantee that all the resulting microgrids are self-sufficient, the microgrids that are not self-sufficient
must then form a coalition with some of their neighboring microgrids. This process becomes the second part of the scheme.
By performing the coalition formation, we can decompose the economic dispatch problem of the network into coalition-based
sub-problems such that each subproblem is feasible. Furthermore, we also show that the solution obtained by solving the
coalition-based sub-problems is a feasible but sub-optimal solution to the centralized problem. Additionally, some numerical
simulations are also carried out to show the effectiveness of the proposed method.
Key words: complex system management, large-scale complex systems, system partitioning, control of networks,
decentralisation, real time simulation and dispatching, non-centralized MPC
1 Introduction
Considering the current trend and development
Molzahn et al. (2017); Morstyn et al. (2018), future elec-
trical energy networks would have a high number of dis-
tributed generation and storage units. In this regard, in
the energy management level, a non-centralized control
scheme has been considered as a more suitable scheme
than the conventional centralized one, due to the ability
to deal with high computational requirement, flexi-
bility, reliability and scalability of the non-centralized
scheme Molzahn et al. (2017); Morstyn et al. (2018).
On the other hand, non-dispatchable generation units
introduce additional uncertainty on top of the already
uncertain loads. At the same time, storage units have
slow dynamics that must be taken into account when
solving the economic dispatch problem. In this regard,
model predictive control (MPC) framework, accounting
with the receding horizon principle, has been proposed
to be implemented as a control scheme to the energy
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management of such energy systems Baker et al. (2016);
Wang et al. (2015). As discussed in Parisio et al. (2017);
Zhu and Hug (2014), the MPC framework allows us to
handle components with dynamics, constraints (of phys-
ical and operational nature), and uncertainties better
than traditional economic dispatch schemes.
In this paper, we discuss an energymanagement problem
of such networkswith distributed generation and storage
units. In particular, we solve an MPC-based economic
dispatch problem with a non-centralized scheme. We
consider the microgrid framework Schwaegerl and Tao
(2013) in which the energy network is partitioned into
a group of interconnected microgrids Arefifar et al.
(2012); Barani et al. (2019). Each microgrid is a cluster
of storage units, distributed generation units, and loads
Arefifar et al. (2012). Furthermore, depending on the
physical connection, it can also exchange power with the
other microgrids and the main grid. More importantly,
eachmicrogrid is an independent entity that canmanage
itself, i.e., it has its own local controller. Therefore, in a
non-centralized scheme, these microgrids cooperatively
solve the economic dispatch problem of the network.
A typical non-centralized approach to solving such prob-
lems is by using a distributed optimization algorithm
Baker et al. (2016); Wang et al. (2015); Kraning et al.
(2014); Braun et al. (2016); Guo et al. (2016) (see
Molzahn et al. (2017); Morstyn et al. (2018) for a sur-
vey). Such algorithms are usually iterative and require
high information flow, i.e., at each iteration, each local
controller must exchange information with its neigh-
bors, with the advantage of obtaining an optimal so-
lution. In this paper, we propose an alternative non-
centralized scheme with low information flow. There
are two main ingredients of the approach that we pro-
pose. The first ingredient is a proper partitioning of the
network and the second ingredient is the formulation of
coalition-based sub-problems, which requires a coalition
formation algorithm.
In the first part of the method, we (re)-partition the net-
work into a fixed number of microgrids. The objective
of the repartitioning scheme is to obtain self-sufficient
and efficient microgrids. Roughly speaking, we consider
that a microgrid is self-sufficient when it can provide its
loads using its local distributed generation units. When
this goal is achieved, each microgrid does not need to
rely on the other microgrids, implying a local economic
dispatch problem can be solved by the controller of each
microgrid. In addition, the efficiency criterion is in line
with the objective of the economic dispatch problem.
Therefore, we propose a repartitioning procedure that
has low computational burden and is performed in a dis-
tributed manner. The repartitioning procedure that we
propose is closely related to the partitioning methods
presented in Ananduta and Ocampo-Martinez (2019);
Ananduta et al. (2019); Barreiro-Gomez et al. (2019).
The main idea of the repartitioning procedure is to move
some nodes from one partition to another in order to
improve the cost that has been defined. In addition, in
our scheme, we consider an event-triggered mechanism,
i.e., the network is only repartitioned when the event at
which at least one microgrid that is not self-sufficient
occurs. To the best of our knowledge, an event-triggered
repartitioning scheme has not been proposed in the
literature so far. Note that most system partitioning
methods that have been proposed, e.g., Fja¨llstro¨m
(1998); Guo et al. (2016); Barreiro-Gomez et al. (2017);
Ocampo-Martinez et al. (2011), are intended to be im-
plemented offline prior to the operation of the system
and in a centralized fashion, whereas this paper shows
how online repartitioning can be exploited to design a
non-centralized control scheme and might be performed
in a distributed fashion.
In the second part of the method, we decompose the
economic dispatch problem into coalition-based sub-
problems. Since the repartitioning procedure does
not guarantee that the resulting microgrids are self-
sufficient, each microgrid that is not self-sufficient is
grouped together with some of its neighbors to form
a self-sufficient coalition. In this regard, we propose a
coalition formation procedure, which is also carried out
in a distributed manner. Furthermore, coalition-based
economic dispatch sub-problems are formulated. These
problems are solved by the local controllers of the mi-
crogrids in order to obtain a feasible but possibly sub-
optimal solution to the centralized economic dispatch
problem. The coalition-based economic dispatch ap-
proach is inspired by the coalitional control framework
Fele et al. (2017); Muros et al. (2017); Fele et al. (2018).
In the coalitional control scheme, the sub-systems are
clustered into several coalitions based on the relevance
of the agents, e.g., the degree of coupling among the
sub-systems. Furthermore, the sub-systems that are in
the same coalition cooperatively compute their control
inputs. In our method, the coalitions formed are based
on the necessity to maintain the feasibility of the eco-
nomic dispatch sub-problems, which can be perceived
as the relevance of the agents to the problem itself.
To summarize, the main contribution of this paper is
a novel non-centralized economic dispatch method for
electrical energy networks with distributed generation
and storage units. The methodology has less intensive
communication flows compared to typical distributed
optimization methods, thus suitable with online op-
timization of the MPC framework. To that end, the
methodology combines an event-triggered repartition-
ing approach with the aim of producing self-sufficient
and efficient microgrids and a procedure to form self-
sufficient coalitions of microgrids to solve the economic
dispatch problem. This paper also provides the anal-
ysis of the proposed methodology, including the out-
comes of the repartitioning and coalition formation
algorithms, as well as an upper bound for the sub-
optimality of the proposed scheme. The methodology
that we present in this paper is an extension of that
in Ananduta and Ocampo-Martinez (2019), where a
periodical repartitioning scheme for a fully decentral-
ized scheme is proposed. Additionally, a feasibility
issue, which arises from microgrids that are not self-
sufficient and can be found when using the scheme in
Ananduta and Ocampo-Martinez (2019), is solved by
the coalition-based approach proposed in this paper.
The remainder of the paper is structured as follows. In
Section 2, we provide the mathematical formulation of
the economic dispatch problem and outline the proposed
method. Section 3 presents the proposed event-triggered
repartitioning scheme. In Section 4, the coalition-based
economic dispatch method is explained. Afterward, Sec-
tion 5 provides a discussion about the trade-off between
the sub-optimality and communication complexity of
the method. In Section 6, a numerical study of a well-
knownbenchmark case is presented to show the effective-
ness of the proposed scheme. Finally, Section 7 provides
some concluding remarks and discusses future work.
Notations
The sets of real numbers and integers are denoted by R
and Z, respectively. Moreover, for a ∈ R, R≥a denotes
2
all real numbers in the set {b : b ≥ a, b ∈ R}. A similar
definition can be used for Z≥a and the strict inequal-
ity case. The set cardinality is denoted by | · |. Finally,
discrete-time instants are denoted by the subscript k.
2 Problem formulation
Let a distribution power network be represented by the
undirected and connected graph G = (N , E), where the
set of busses is denoted by N = {1, 2, . . . , n} and the
set of edges that connect the busses is denoted by E ,
i.e., E = {(i, j) : i, j ∈ N} ⊆ N ×N . Furthermore, the
set of neighbor busses of bus i is denoted by Ni, i.e.,
Ni = {j : (i, j) ∈ E}. Each bus i might contain an ag-
gregate load (power demand), dispatchable or nondis-
patchable distributed generation units, and energy stor-
age devices. Each of these components has operational
constraints, which are assumed to be polyhedral and
compact. Furthermore, each bus i ∈ N also considers
power balance equations that must be satisfied at each
iteration k, as follows:
u
g
i,k + u
st
i,k + u
m
i,k +
∑
j∈Ni
v
j
i,k − di,k = 0, (1)
v
j
i,k + v
i
j,k = 0, ∀j ∈ Ni, (2)
where ugi,k ∈ R, u
st
i,k ∈ R, and u
m
i,k ∈ R≥0 denote
the power generated from dispatchable unit, delivered
from/to storage unit, and imported from the main grid
if connected, respectively. Furthermore, di,k ∈ R de-
notes the difference between uncertain loads and the
power generated from non-dispatchable units, which is
also uncertain. Additionally, vji,k ∈ R denotes the power
transferred to/from the neighbor bus j ∈ Ni. Equation
(1) can be considered as a local power balance, whereas
(2) couples two neighboring busses.
The variable di,k is considered to be uncertain and its
disturbance is bounded, i.e.,
di,k = dˆi,k + w
d
i,k, ∀i ∈ N , (3)
|wdi,k| ≤ w¯
d
i , ∀i ∈ N , (4)
where dˆi,k denotes the forecast of di,k whereas w
d
i,k ∈ R
and w¯di ∈ R represent the disturbance/uncertainty and
its bound, which is assumed to be known, for simplicity
and since this work does not focus on handling uncer-
tainties. A stochastic method such as the ones presented
inMargellos et al. (2014); Ananduta et al. (2020) can be
considered as an extension.
To state the MPC-based economic dispatch problem,
define the vectors of decision variables of each bus i ∈
N , which correspond to active components, by ui,k =[
usti,k u
g
i,k u
m
i,k
]⊤
∈ R3 and vi,k =
[
v
j
i,k
]⊤
i∈Ni
∈ R|Ni|.
Furthermore, an economic quadratic cost function is
considered as follows:
Ji,k(ui,k,vi,k) = u
⊤
i,kRiui,k + v
⊤
i,kQivi,k, (5)
where Ri and Qi are positive definite diagonal matri-
ces of suitable dimensions. Therefore, the optimization
problem behind an MPC-based economic dispatch is
stated as follows:
min
{{(ui,ℓ,vi,ℓ)}i∈N }
k+h−1
ℓ=k
∑
i∈N
k+h−1∑
ℓ=k
Ji,ℓ(ui,ℓ,vi,ℓ) (6a)
s.t. (ui,ℓ,vi,ℓ) ∈ Pi, ∀i ∈ N , (6b)
v
j
i,ℓ + v
i
j,ℓ = 0, ∀j ∈ Ni, ∀i ∈ N , (6c)
for all ℓ ∈ {k, . . . , k + h − 1}, where h ∈ Z≥1 denotes
the prediction horizon. The set Pi ⊂ R3+|Ni|, for each
i ∈ N , is assumed to be a compact polyhedral set
such that (1), (3), and (4) as well as the operational
constraints of the active components hold. We refer
to Ananduta and Ocampo-Martinez (2019) for a more
detailed description of such operational constraints.
Assumption 1 For each k ∈ Z≥0, a feasible set of Prob-
lem (6) exists.
Remark 2 Assumption 1 is considered in order to en-
sure that the proposed scheme obtains a solution. In prac-
tice, the satisfaction of this assumption is achieved either
if the network is connected with the main grid, which is
usually assumed as an infinite source of power, or if it is
not connected with the main grid, the total power that can
be generated by the distributed generators is sufficiently
larger than the loads within the network.
In this paper, we solve Problem (6) in a non-centralized
fashion, where there existsm local controllers. Thus, the
network must be partitioned into m sub-systems, each
of which is assigned to a local controller. Then, the con-
trollers cooperatively solve Problem (6). To that end,
Problem (6), which has coupling constraints (6c), must
be decomposed. Our main idea is to decompose Problem
(6) into a number of sub-problems, not larger than m,
such that each sub-problem can be solved independently.
As we will show in the next sections, the independence of
each sub-problem depends on the self-sufficiency of the
microgrids, i.e., the ability to meet local load using lo-
cal production. Therefore, we propose an event-triggered
repartitioning and coalition formation procedures to ob-
tain self-sufficient partitions. A flow diagram that sum-
marizes the overall method is shown in Figure 1.
3 Event-triggered repartitioning scheme
Since the loads in the network vary over time, the net-
workmight need to be repartitioned to maintain the level
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Repartitioning
Solve coalition-based
economic dispatch
(Algorithm 2)
All microgrids
self-sufficient?
No
Yes
Reset coalition
Coalition formation
(Algorithm 3)
Fig. 1. The overall scheme of the proposed method.
of self-sufficiency. In this section, first we state the repar-
titioning problem. Afterward, we present the reparti-
tioning process, which includes when and how the repar-
titioning must be performed. Furthermore, we also pro-
vide an analysis of the repartitioning outcome.
3.1 Repartitioning Problem Formulation
Prior to presenting the methodology that we propose, we
establish some definitions that will be used throughout
the remainder of the paper.
Definition 3 (Non-overlapping partition) The set
M = {M1,M2, . . . ,Mm} defines m non-overlapping
partitions of graph G = (N , E) if
⋃m
p=1Mp = N and
Mp ∩Mq = ∅, for anyMp,Mq ∈M and p 6= q.
Definition 4 (Local imbalance) The local power im-
balance of a subset of nodes M ⊆ N at any k ≥ 0, de-
noted by ∆imM,k, is defined as
∆imM,k =
∑
i∈M
(−u¯gi + di,k) , (7)
where u¯gi denotes the maximum capacity of dispatchable
generation units, whereas di,k follow (3) and the worst
case disturbance, which is shown in (4), is considered. 2
Definition 5 (Self-sufficiency) A subset of nodes
M ⊆ N at any k ≥ 0 is self-sufficient if it has
non-positive local imbalance at any step along the
prediction horizon h, i.e., ∆imM,ℓ ≤ 0, for all ℓ ∈
{k, k + 1, . . . , k + h− 1}. 2
Definition 6 (Imbalance cost) The imbalance cost of
microgrid Mp,k ∈ Mk at any k ≥ 0, denoted by J imp,k,
is defined as J imp,k =
∑k+h−1
ℓ=k max
(
0,∆imMp,k,ℓ
)
, where
∆imMp,k,ℓ is defined based on (7). 2
Definition 7 (Efficiency cost) The efficiency cost of
microgrid Mp,k ∈ Mk at any k ≥ 0, is defined as fol-
lows:
Jefp,k = min
{{ui,ℓ}i∈Mp,k}
k+h−1
ℓ=k
k+h−1∑
ℓ=k
(
J
µ
p,ℓ + J
ǫ
p,ℓ
)
s.t. (ui,ℓ,vi,ℓ) ∈ Pi, ∀i ∈Mp,k,
v
j
i,ℓ + v
i
j,ℓ = 0, ∀j ∈ Ni ∩Mp,k, ∀i ∈ Mp,k,
∀ℓ ∈ {k, . . . , k + h− 1},
where Jǫp,ℓ adds extra cost on the power transferred be-
tween one microgrid to another in order to minimize the
dependency on the neighbors and is defined by Jǫp,ℓ =∑
i∈Mc
p,k
∑
j∈Ni\Mp,k
ceti (p
t
ij,ℓ)
2, where ceti ∈ R≥0 is the
extra per-unit cost of transferring power. 2
Now, we state the repartitioning problem that will be
solved supposing that the network is triggered to per-
form the repartitioning. First, assume that the network
is initially partitioned into m non-overlapping micro-
grids and denote the set of initial partition at k = 0
by M0 = {M1,0,M2,0, . . . ,Mm,0}. Thus, for some
time instants, at which the system must perform repar-
titioning, the optimization problem that must be solved
is stated as follows:
min
Mk
m∑
p=1
Jπ(Mp,k)
s.t. M
(0)
k = Mk−1,
Mp,k ∈Mk is non-overlapping and connected.
(8)
The cost function Jπ(Mp,k) is defined by
Jπ(Mp,k) = αJ
im
p,k + J
ef
p,k, (9)
where α is the tuning parameter to determine the trade-
off between both imbalance and efficiency costs. More-
over, each microgrid must be connected, i.e., the sub-
graph formed by each microgrid is connected. This con-
straint is imposed to avoid decoupling among the nodes
within each microgrid. Furthermore, M
(0)
k denotes the
initial partition at time step k, which is equal to the par-
tition at the previous time step, k − 1. In addition, As-
sumption 8, which is related to the initial partitionM0,
is considered.
Assumption 8 The initial partition M0 is non-
overlapping with connected microgrids.
3.2 Repartitioning Process
The repartitioning process consists of two main steps.
The first step is to determine whether the system must
perform the repartitioning and the second step is to ac-
tually perform the repartitioning. The event that trig-
gers a repartitioning process is the existence of a micro-
grid that is not self-sufficient (c.f. Definition 5). In this
regard, the triggering mechanism is provided in Algo-
rithm 1.
Algorithm 1 (Triggering mechanism)
(1) For each microgrid Mp,k−1 ∈ Mk−1, evaluate its
self-sufficiency at k, based on Definition 5.
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(2) If a microgrid is not self-sufficient, raise a flag to
start repartitioning procedure. Otherwise wait until
all microgrids perform step 1.
(3) If the flag to start the repartitioning procedure is not
raised, then keep the current partition, i.e., Mk =
Mk−1. 2
Now, we discuss the repartitioning process, where the
controllers cooperatively solve Problem (8). We propose
an iterative local improvement algorithm that can be
performed in a distributed and synchronous manner.
Consider the initial partition M
(0)
k . Moreover, denote
the iteration number by superscript (r) and the set of
boundary busses of microgridMp,k, i.e., busses that are
connected (coupled) to at least one bus that belongs
to another microgrid by Mcp,k = {i : (i, j) ∈ E , i ∈
Mp,k, j ∈ N\Mp,k}. Then, the repartitioning proce-
dure is stated in Algorithm 2. Note that Algorithm 2
can be stopped when it reaches a predefined maximum
number of iteration r¯.
Algorithm 2 (Repartitioning procedure) Suppose
that microgrid Mp,k is chosen to propose a node that
will be moved at the rth iteration. Then, the steps at each
iteration are described below:
(1) Microgrid Mp,k computes Jπ(M
(r)
p,k), which is the
local cost function at the rth iteration, based on (9).
(2) MicrogridMp,k computes a node that will be offered
to be moved, denoted by θp, as follows:
θp ∈ arg min
θ∈M
θ(r)
p,k
Jπ(M
(r)
p,k\{θ}), (10)
whereM
θ(r)
p,k ⊆M
c(r)
p,k is a subset of boundary busses
that do not disconnect microgrid Mp,k when re-
moved, i.e., the graph form by M
(r)
p,k\{θ}, for θ ∈
M
θ(r)
p,k , is connected. The node θp is randomly se-
lected from the set of minimizers of (10).
(3) MicrogridMp,k computes the local cost difference if
θp is moved out from microgrid Mp,k, i.e.,
∆Jπ(r)p = J
π(M
(r)
p,k\{θp})− J
π(M
(r)
p,k). (11)
(4) Microgrid Mp,k shares the information of θp and
∆J
π(r)
p to the related neighboring microgridsM
(r)
q,k ∈
N ′θp = {M
(r)
q,k : (θp, j) ∈ E , j ∈ M
(r)
q,k}.
(5) All neighbors M
(r)
q,k ∈ N
′
θp
compute the expected
total cost difference if θp is moved from microgrid
M
(r)
p,k to microgrid M
(r)
q,k, as follows:
∆J
π(r)
t,q = J
π(M
(r)
q,k ∪ {θp})− J
π(M
(r)
q,k) + ∆J
π(r)
p ,
(12)
and send the information of ∆J
π(r)
t,q to microgrid
Mp,k.
(6) MicrogridMp,k selects the neighbor that will receive
θp as follows: q
⋆ ∈ argminq∈N ′
θp
∆J
π(r)
t,q ,where q
⋆ is
randomly chosen from the set of minimizers.
(7) If ∆J
π(r)
t,q⋆ ≤ 0, then the partition is updated as fol-
lows: M
(r+1)
p,k = M
(r)
p,k\{θp}, M
(r+1)
q⋆,k = M
(r)
q⋆,k ∪
{θp}. Otherwise, the algorithm jumps to the next it-
eration, r + 1. 2
Proposition 9 Let M0 be the initial partition at k = 0
and Assumption 8 hold. At any time instant at which
the repartitioning process is triggered, the output of Al-
gorithm 2 is a non-overlapping partition with connected
microgrids and converges to a local minimum. 2
Proof. Define by κ the time instant at which the repar-
titioning process is triggered, i.e., there exists at least
one microgrid in Mκ that is not self-sufficient. Let κ0
be the first (smallest) repartitioning instant. Notice that
the initial partition M(0)κ , at any repartitioning instant
κ > κ0, equals to the solution of Algorithm 2 at the
previous repartitioning instant. Therefore, if at κ0 the
assertion holds, then it also holds for any repartition-
ing instants. Hence, now we only need to evaluate the
outcome of the repartitioning process at κ0. Since the
system is not repartitioned when k < κ0, the initial par-
tition at κ0, M
(0)
κ0
= M0, is non-overlapping with con-
nected microgrids due to Assumption 8. Moreover, at
any iteration of the repartitioning procedure, the node
proposed to be moved is selected from M
θ(r)
p,κ0 , which is
the set of boundary nodes that do not cause the dis-
connection of the associated microgrid when removed
(see (10)). At the end of the iteration, either one node
is moved from one microgrid to another or no node is
moved. These facts imply that, at the end of any itera-
tion, M(r)κ0 remains non-overlapping and the connectiv-
ity of each microgrid is maintained. Now, we show the
convergence of the repartitioning solution. To this end,
let the total cost at the beginning of iteration r be de-
noted by J
π(r)
t =
∑m
p=1 J
π(Mp,κ). The convergence is
proved by showing that the evolution of the total cost
is non-increasing. Suppose that θp is moved from micro-
grid p to microgrid q⋆. Therefore, we have
J
π(r+1)
t − J
π(r)
t = J
π(M
(r+1)
p,k )− J
π(M(r)p,κ)
+ Jπ(M
(r+1)
q⋆,κ )− J
π(M
(r)
q⋆,κ)
= ∆J
π(r)
t,q⋆ ≤ 0.
The first equality follows from the fact that only the
local costs of microgrids p and q⋆ change after iteration
r. The second equality follows from (11) and (12), and
the inequality comes from the condition imposed in step
5
7 of Algorithm 2, where θp is not moved if ∆J
π(r)
t,q⋆ > 0.
When no node is moved, J
π(r+1)
t − J
π(r)
t = 0. 2
4 Coalition-based economic dispatch scheme
In this section, the non-centralized economic dispatch
scheme based on the previously explained repartitioning
approach is discussed. We let each self-sufficient micro-
grid to solve its local economic dispatch problem and
does not allow this microgrid to exchange power with
its neighbors. Therefore, by imposing an additional con-
straint, self-sufficient microgrids do not need to com-
municate with its neighbors to dispatch its components.
However, a fully decentralized method can only be per-
formed if all microgrids are self-sufficient. For any micro-
grid that is not self-sufficient, its local economic dispatch
problem might be infeasible since local power produc-
tion is not enough to meet the load. Since the reparti-
tioning outcome does not guarantee the self-sufficiency
of each microgrid, then the microgrids that are not self-
sufficient form a coalition with some other microgrids
such that the resulting economic dispatch problem that
must be solved by each coalition is feasible. Note that
in general, Problem (6) might actually have feasible so-
lutions that require high power exchange, implying it
might be impossible to partition the network into self-
sufficient microgrids.
4.1 Coalition formation
In order to describe the coalition formation procedure,
denote by Cp,k and Dp,k the set of nodes and the set
of microgrids that belong to coalition p, respectively.
We assign one pair (Cp,k,Dp,k) to each microgrid Mp,k
to keep tracking the nodes and neighboring microgrids
with which it forms a coalition. The coalition formation
mechanism is described in Algorithm 3.
Algorithm 3 (Coalition formation procedure)
Each microgrid Mp,k defines C
(0)
p,k = Mp,k and D
(0)
p,k =
{Mp,k}. While r < m− 1, do:
(1) Each microgridMp,k evaluates whether its coalition
is self-sufficient based on Definition 5, i.e., whether
∆im
C
(r)
p,k
,ℓ
≤ 0, ∀ℓ ∈ {k, . . . , k + h− 1}, holds true.
(2) If coalition C
(r)
p,k is self-sufficient, then microgrid
Mp,k waits for commands until r = m− 1.
(3) Otherwise, microgrid Mp,k initiates a coali-
tion merger by sending ∆im
C
(r)
p,k
,ℓ
, for all ℓ ∈
{k, . . . , k + h − 1}, to the microgrids that do not
belong to coalition C
(r)
p,k but they have physical con-
nections with at least one bus in coalition C
(r)
p,k, i.e.,
Mq,k ∈ N cp,k = {Mq,k : (i, j) ∈ E , i ∈ C
(r)
p,k, j ∈
Mq,k, C
(r)
q,k 6= C
(r)
p,k}. Note that if N
c
p,k = ∅, then
Mp,k waits for commands until r = m− 1.
(4) For each neighborMq,k ∈ N cp,k, if it is not commu-
nicating with another microgrid, then it computes
Jcimq =
∑k+h−1
ℓ=k max
(
0,∆im
C
(r)
q,k
,ℓ
+∆im
C
(r)
p,k
,ℓ
)
. Oth-
erwise, Jcimq =∞. Then, it sends back J
cim
q to coali-
tion C
(r)
p,k.
(5) Based on Jcimq , microgridMp,k chooses the neighbor
that it will merge with as a coalition, as follows:
q⋆ ∈ arg min
Mq,k∈N cp,k
Jcimq s.t. J
cim
q <∞.
(6) Update the coalition sets, i.e., C
(r+1)
ρ,k = C
(r)
ρ,k ∪ C
(r)
q⋆,k
and D
(r+1)
ρ,k = D
(r)
ρ,k ∪D
(r)
q⋆,k, for allMρ,k ∈ D
(r)
p,k and
C
(r+1)
ρ,k = C
(r)
ρ,k ∪ C
(r)
p,k and D
(r+1)
ρ,k = D
(r)
ρ,k ∪ D
(r)
p,k, for
all Mρ,k ∈ D
(r)
q⋆,k.
(7) r ← r + 1 and go back to step 1.
Proposition 10 By performing Algorithm 3, either all
resulting coalitions C
(m−1)
p,k , for p = 1, . . . ,m, are self-
sufficient or all coalitions are merged, i.e., C
(m−1)
p,k = N ,
for p = 1, . . . ,m. 2
Proof. At each iteration r < m − 1, the evaluation in
step 1 has two mutually exclusive outcomes:
(1) All coalitions are self-sufficient.
(2) There exist some coalitions that are not self-
sufficient.
In case 1, we have that C
(m−1)
p,k = C
(r)
p,k, for all p =
1, . . . ,m since the coalitions do not change from the rth
iteration until the (m−1)th iteration. Note that when all
microgridsMp,k ∈Mk are self-sufficient, then C
(0)
p,k, for
all p = 1, . . . ,m, are self-sufficient. Therefore, this case
is also included here. In case 2, according to steps 3-6, at
least one of the coalitions that are not self-sufficient will
be merged with one of its neighboring coalitions at the
next iteration r+1. Since the number of initial coalitions
is finite (m), then if case 2 keeps occurring, all coali-
tions will be merged, i.e., Cp,k = N , for all p = 1, . . . ,m,
at a finite number of iterations. Otherwise, case 1 will
occur. Furthermore, in case 2, the minimum number of
coalitions that can perform steps 3-6 (merging with one
of its neighboring coalitions) is one. If, for r ≥ 1, only
one coalition merges with one of its neighbors, then it
requires m− 1 iterations to merge all coalitions. 2
6
4.2 Non-centralized economic dispatch
In this section, we outline the proposed scheme
to solve Problem (6) based on the coalitions that
have been formed. Note that when all microgrids
Mp,k, p = 1, . . . ,m, are self-sufficient, the coalitions
are reset as in the initialization of Algorithm 3, i.e.,
Cp,k = Mp,k, for p = 1, . . . ,m. First, we reformulate
Problem (6) as shown in Proposition 11.
Proposition 11 Suppose that, at time instant k, the
network is partitioned into m non-overlapping micro-
grids, defined by the setMk = {M1,k,M2,k, . . . ,Mm,k}.
Furthermore, coalitions of microgrids, denoted by Cp,k,
for p = 1, . . . ,m, are formed based on Algorithm 3.
Then, Problem (6) is equivalent to
min
{{(ui,ℓ,vi,ℓ)}i∈N }
k+h−1
ℓ=k
m∑
p=1
∑
i∈Mp,k
k+h−1∑
ℓ=k
Ji,ℓ(ui,ℓ,vi,ℓ)
(13a)
s.t. (ui,ℓ,vi,ℓ) ∈ Pi, ∀i ∈ Cp,k, (13b)
v
j
i,ℓ + v
i
j,ℓ = 0, ∀j ∈ Ni ∩ Cp,k, ∀i ∈ Cp,k, (13c)
v
j
i,ℓ + v
i
j,ℓ = 0, ∀j ∈ Ni\Cp,k, ∀i ∈ Cp,k, (13d)
for all Cp,k, where p = 1, . . . ,m, and all ℓ ∈ {k, . . . , k +
h− 1}. 2
Proof. Since Mp,k, for each p = 1, . . . ,m, is non-
overlapping, the cost function (6a) is equal to (13a).
Moreover, since
⋃m
p=1 Cp,k = N , (6b) is equivalent to
(13b). Furthermore, (6c) is decomposed into (13c) and
(13d). 2
Remark 12 For each coalition Cp,k, (13b) and (13c)
are local constraints. Particularly for the constraints in
(13c), some of them might involve two different micro-
grids. Meanwhile, (13d) are coupling constraints with
other coalitions. 2
By decomposing Problem (13), we formulate the de-
centralized MPC-based economic dispatch problem that
must be solved at each coalition Cp,k, for p = 1, . . . ,m,
as follows:
min
{{(ui,ℓ,vi,ℓ)}i∈Cp,k}
k+h−1
ℓ=k
∑
i∈Cp,k
k+h−1∑
ℓ=k
Ji,ℓ(ui,ℓ,vi,ℓ)
(14a)
s.t. (ui,ℓ,vi,ℓ) ∈ Pi, (14b)
v
j
i,ℓ + v
i
j,ℓ = 0, ∀j ∈ Ni ∩ Cp,k, (14c)
v
j
i,ℓ = 0, ∀j ∈ Ni\Cp,k, (14d)
for all i ∈ Cp,k and ℓ ∈ {k, . . . , k + h − 1}. Note that if
microgridsMp,k andMq,k belong to the same coalition,
i.e., Cp,k = Cq,k, then they must cooperatively solve the
same problem in a distributed manner. Additionally, if
c = m, then each microgrid is self-sufficient, implying a
fully decentralized scheme (without communication) is
applied to the network. On the other hand, if c = 1, then
a fully distributed scheme (with neighbor-to-neighbor
communication) is applied to the network.
Now, we show that Problem (14), for any coalition, has
a solution. Furthermore, the solution to Problem (14) is
also a feasible solution to the original problem (6).
Proposition 13 Suppose that Assumption 1 holds and
let the coalitions Cp,k, for p = 1, . . . ,m, are formed by
using Algorithm 3. Then, there exists a unique solution
to Problem (14), for each coalition Cp,k, where p ∈
{1, . . . ,m}.
Proof. Since the cost function is strictly convex, the
uniqueness of the solution is guaranteed provided that
the feasible set is nonempty. Therefore, we only need to
show that Problem (14), for any Cp,k, has a non-empty
feasible set. Consider the outcome of Algorithm 3 (c.f.
Proposition 10). If Algorithm 3 results in one coalition
over the whole network, i.e., Cp,k = N , for p = 1, . . . ,m,
then it implies that all microgrids must solve the cen-
tralized economic dispatch problem (13) cooperatively.
Therefore, in this case, for any Cp,k, Problem (14) is equal
to Problem (13). Due to Assumption 1, feasible solutions
to Problem (13) exist. Otherwise, Algorithm 3 results
in at least two different self-sufficient coalitions. In this
case, we have non-positive local imbalance (c.f. Defini-
tion 4), i.e., the worst-case uncertain imbalance between
loads and non-dispatchable generation can be met coop-
eratively by the distributed generation units within the
coalition. Therefore, there exists a non-empty subset of
feasible solution of Problem (13) such that (14d), for all
Cp,k, where p = 1, . . . ,m, hold, implying the existence
of a non-empty feasible set of Problem (14). 2
Proposition 14 Let (u⋆i,ℓ,v
⋆
i,ℓ), for all ℓ ∈ {k, . . . , k +
h− 1} and i ∈ Cp,k, be the solution to Problem (14), for
all coalitions Cp,k, where p = 1, . . . ,m. Then, they are
also a feasible solution to Problem (6).
Proof. In Proposition 11, we show that Problem (13) is
equivalent with Problem (6), therefore we only need to
show that (u⋆i,ℓ,v
⋆
i,ℓ), for all ℓ ∈ {k, . . . , k + h − 1}, i ∈
Cp,k, and p = 1, . . . ,m, is a feasible solution to Problem
(13). Note that Problem (14) is obtained by decomposing
Problem (13). As can be seen, the constraints (13b)-
(13c) are decomposed for each coalition and considered
as (14b)-(14c) in Problem (14). Since (u⋆i,ℓ,v
⋆
i,ℓ), for all
ℓ ∈ {k, . . . , k+h−1} and i ∈ Cp,k, satisfy the constraints
(14b)-(14c), they also satisfy (13b)-(13c). Finally, for
any Cp,k, by (14d), we know that v
j⋆
i,ℓ = v
i⋆
j,ℓ = 0, for
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all j ∈ Ni\Cp,k, i ∈ Cp,k, and ℓ ∈ {k, . . . , k + h − 1}.
From this fact, we obtain that vj⋆i,ℓ + v
i⋆
j,ℓ = 0 for all
j ∈ Ni\Cp,k i ∈ Cp,k, and ℓ ∈ {k, . . . , k+h−1}, implying
the satisfaction of the constraints in (13d). 2
Finally, we note that due to the following coupling con-
straints,
v
j
i,ℓ + v
i
j,ℓ = 0, ∀j ∈ Ni ∩ Cp,k\Mp,k, (15)
for all ∀i ∈ Cp,k and ℓ ∈ {k, . . . , k + h − 1} (c.f. Re-
mark 12), a distributed Lagrangian approach, where
the coupling constraints (15) are relaxed, can be im-
plemented to solve Problem (14). In this regard, a
distributed dual-ascent algorithm, such as that pre-
sented in Ananduta et al. (2018), can be applied to solve
Problem (14), in which more than one microgrid is in-
volved. Note that, different distributed algorithms, e.g.,
Boyd et al. (2011); Wang et al. (2015); Kraning et al.
(2014); Baker et al. (2016), can also be chosen instead.
Nevertheless, since there are available distributed algo-
rithms in the literature that can be applied, we assume
that the optimal solution to Problem (14) can be com-
puted in a distributed manner.
5 Sub-optimality and communication trade-off
In this section, we discuss the sub-optimality and com-
munication trade-off of the proposed scheme. First, we
show an estimation of the sub-optimality level achieved
by the scheme. To that end, we state the collection of the
optimization problems (14), for all coalitions Cp,k, p =
1, . . . ,m, as follows:
min
{{(ui,ℓ,vi,ℓ)}i∈N }
k+h−1
ℓ=k
∑
i∈N
k+h−1∑
ℓ=k
Ji,ℓ(ui,ℓ,vi,ℓ)
s.t. (14b), (14c), and (14d), ∀p ∈ {1, . . . ,m},
(16)
for all ℓ ∈ {k, . . . , k + h− 1}. Denote the optimal value
of Problem (16) by J⋆k . Note that J
⋆
k represents the cost
function value of Problem (6) computed by the proposed
scheme. Furthermore, denote by Jok the optimal value
of Problem (6) and define the sub-optimality measure
as the difference between the cost function value com-
puted using the proposed scheme and the optimal value
of Problem (6), denoted by ∆Jk, i.e.,
∆Jk = J
⋆
k − J
o
k . (17)
Proposition 15 Let J⋆k and J
o
k be the optimal values of
Problems (16) and (6) at time k, respectively. Further-
more, let Jbk denote the optimal value of the following
optimization problem:
min
{{(ui,ℓ,vi,ℓ)}i∈N }
k+h−1
ℓ=k
∑
i∈N
k+h−1∑
ℓ=k
Ji,ℓ(ui,ℓ,vi,ℓ)
s.t. (14b) and (14c) ∀p ∈ {1, . . . ,m}.
(18)
Then, the following estimate on the suboptimality mea-
sure ∆Jk, defined in (17), holds:
∆Jk ≤ J
⋆
k − J
b
k. (19)
Proof. Note that Problem (18) can be obtained by
relaxing Problem (6). In particular, the coupling con-
straint vji,ℓ + v
i
j,ℓ = 0, for each pair of nodes i and j
that do not belong to the same coalition, is discarded in
Problem (18). Due to this relaxation, we can conclude
that Jbk ≤ J
o
k . Moreover, based on Proposition 14, the
solution obtained by Problem (14), for all coalitions
Cp,k, p = 1, . . . ,m, is also a feasible solution to Problem
(6), implying that Jok ≤ J
⋆
k . Based on the preceding
observations, the relation in (19) holds. 2
Remark 16 Consider the case when Cp,k = N , for p =
1, . . . ,m. In this case, for any i ∈ N , all neighbors of node
i, i.e., j ∈ Ni, belong to the same coalition as that of node
i. Thus, in (14d), Ni\Cp,k = ∅. This fact implies that
Problem (16) is equivalent to Problem (6) and Problem
(18), implying ∆Jk = 0 and J
⋆
k − J
b
k = 0. Additionally,
Problem (18) can be decomposed into m sub-problems,
each of which can be assigned to each coalition. 2
Now, we discuss the communication cost of the pro-
posed scheme. Algorithms 2 and 3 do require informa-
tion exchange among the controllers. The total size of
data exchanged throughout the process in Algorithms
2 and 3 is O(m) per iteration. Finally, we evaluate the
size of data communicated when solving the coalition-
based economic dispatch problem. Each coalition might
need to use a distributed optimization method since
there might be more than one microgrid in a coalition.
As an example, we consider the dual-ascent algorithm
Ananduta et al. (2018) as the distributed optimization
method. In this algorithm, the size of exchanged infor-
mation is O(m|N |h) per iteration since each microgrid
must exchange the coupled decision variables with each
neighbor. In the best-case scenario, when all microgrids
are self-sufficient, communication might not be neces-
sary at all at one time instant. Furthermore, even if the
repartitioning procedure is triggered, in the worst-case
scenario, i.e., when the resulting coalition includes all mi-
crogrids, the extra amount of data must be exchanged to
perform the repartitioning and coalition formation pro-
cedures is relatively much smaller than that of perform-
ing the distributed algorithm. In addition, for a coalition
that has only one microgrid, its controller only needs to
1 27
59
69
36 39
28 35
3 4 8 9 11 12
42
54
40
41
55
56
57 58Agent 1
19
Agent 3 Agent 4
Agent 5
Agent 7 Agent 8
Agent 6
Agent 2
Fig. 2. The topology of the PG&E 69-bus distribution sys-
tem and its 8-agent initial partition Arefifar et al. (2012).
Squares indicate the distributed generation units, i.e.,  and
2 represent a renewable generation unit and a dispatcha-
bale generator, respectively, whereas crosses, ×, indicate the
storages.
solve a local optimization problem once, which signifi-
cantly reduces the computational burden as well.
In comparison with existing methods that are based on
distributed optimization algorithms, e.g., Baker et al.
(2016); Wang et al. (2015); Kraning et al. (2014);
Braun et al. (2016); Guo et al. (2016), the proposed
scheme reduces the number of neighbors with which each
agent must communicate since each agent only needs
to communicate with a subset of neighbors that belong
to the same coalition. This fact implies the reduction
of communication flows. Moreover, the coalition-based
problem (14) is relatively smaller than the network
problem (6), thus intuitively a solution to (14) can be
computed faster than a solution to (6) using the same
distributed iterative algorithm.
Finally, we discuss the practicality of performing the pro-
posed scheme. As in any distributed scheme, local con-
trollers must cooperate to perform the proposed method
and a communication network must also be available.
Since the partition of the electrical network is dynamic,
a dynamic network, containing necessary communica-
tion links, might be required. Another possibility is by
having an all-to-all network although in the process not
all links will be used. Furthermore, each local controller
must also be able to communicate with the active com-
ponents of the network, i.e., the storage and dispatch-
able generation units. The second important note that
we would like to mention that although in this paper we
consider an MPC-based framework, where the set points
are computed at each time instant, the proposed method
can also be implemented for day-ahead economic dis-
patch without requiring any modification. In this case,
the prediction horizon is set to be one day and prior to
the computation of the decisions, the self-sufficiency of
each microgrid is evaluated.
6 Case study
We consider the PG&E 69-bus distribution network,
as shown in Fig. 2 where dispatchable, solar-based dis-
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Fig. 3. The evolution of coalitions formed.
tributed generation, and storage units are added to the
network. The simulation time is one day with the sam-
pling time of 15 minutes, implying 96 time steps. Fur-
thermore, the prediction horizon is set to be 8 time steps
and the weight on the cost of the repartitioning problem
is set as α = 104.
The initial partition of the network is based on one of the
partitioning results in Arefifar et al. (2012). How the mi-
crogrids form coalitions throughout the simulation can
be seen in Figure 3. We can observe that during the peak
hours 57 ≤ k ≤ 80, coalitions must be formed and, even
at a certain period, all microgrids must join as one coali-
tion, whereas during the off-peak hours, self-sufficient
microgrids can be formed. Figure 4 shows the stage costs
for all time steps and the sub-optimality of the proposed
scheme.
7 Conclusion and future work
We develop a non-centralized MPC-based economic
dispatch scheme for systems of interconnected mi-
crogrids. The approach consists of an event-triggered
repartitioning method with the aim of maintaining
self-sufficiency of each microgrid and decomposing the
centralized economic dispatch problem into coalition-
based sub-problems in order to compute a feasible but
possibly sub-optimal decisions. The main advantage of
the approach is a low communication burden, which is
essential for online applications.
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Fig. 4. Top plot shows the cost values computed using the
proposed scheme, J⋆k , (solid line), by solving Problem (6)
centrally as the benchmark Jok , (dashed-dotted line), and
the lower bound, Jbk (dashed line). Bottom plot shows the
suboptimality of the proposed scheme and its upper bound.
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