The use of a physically-based hydrological model for streamflow forecasting is limited by the complexity in the model structure and the data requirements for model calibration. The calibration of such models is a difficult task, and running a complex model for a single simulation can take up to several days, depending on the simulation period and model complexity. The information contained in a time series is not uniformly distributed. Therefore, if we can find the critical events that are important for identification of model parameters, we can facilitate the calibration process. The aim of this study is to test the applicability of the Identification of Critical Events (ICE) algorithm for physically-based models and to test whether ICE algorithm-based calibration depends on any optimization algorithm. The ICE algorithm, which uses the data depth function, was used herein to identify the critical events from a time series. Low depth in multivariate data is an unusual combination and this concept was used to identify the critical events on which the model was then calibrated. The concept is demonstrated by applying the physically-based hydrological model WaSiM-ETH on the Rems catchment, Germany. The model was calibrated on the whole available data, and on critical events selected by the ICE algorithm. In both calibration cases, three different optimization algorithms, shuffled complex evolution (SCE-UA), parameter estimation (PEST) and robust parameter estimation (ROPE), were used. It was found that, for all the optimization algorithms, calibration using only critical events gave very similar performance to that using the whole time series. Hence, the ICE algorithmbased calibration is suitable for physically-based models; it does not depend much on the kind of optimization algorithm. These findings may be useful for calibrating physically-based models on much fewer data.
critiques a donné des performances très similaires à celles utilisant la série temporelle complète. Par conséquent, le calage basé sur l'algorithme IEC est jugé adapté aux modèles fondés sur la physique. Il ne dépend pas beaucoup du type d'algorithme d'optimisation. Ces résultats peuvent être utiles pour le calage des modèles fondés sur la physique en utilisant beaucoup moins de données.
INTRODUCTION
Hydrological models are simplified, conceptual representations of a part of the hydrological cycle. They are primarily used for water management and flood forecasting. All hydrological models need calibration for identification of model parameters. Even for physically-based models, where some of the parameters can be measured, others must be identified by calibration (Seibert 2000 , Beven 2001 , Montanari and Toth 2007 , Singh 2010 . Some hydrological models, for example, the Water balance Simulation Model, WaSiM-ETH, are very sensitive to time and space resolution and cannot be transferred across scales without recalibration (Cullmann et al. 2006) . Parameter identification is a tough task due to the following (Gan and Biftu 1996 , Beven 2001 , Gupta et al. 2003 , Singh 2010 : (a) simplification of the complex and trivial natural processes, (b) heterogeneity of model parameter distributions in both temporal and spatial span, and (c) limitations of available observation data.
Parameters of a hydrological model can be identified by either manual or automatic calibration. In manual calibration, the evaluation of the agreement between the simulated and observed hydrographs is subjective and based on visual inspection. The parameters are tuned based on "expert" guesses. Hence, manual calibration is almost infeasible for physicallybased models, due to the complexity of large-scale models with many objectives to fulfil, such as matching low flows and high flows, at the same time. Gan and Biftu (1996) pointed out that when an automatic calibration procedure is used, the quality of the final model parameters derived will depend primarily on four major factors: (a) the conceptual base and structure of the model, (b) the power and robustness of the optimization algorithm, (c) the quality and amount of information contained in the data available for model calibration and validation, and (d) the estimation criteria or objective functions used in the optimization procedure. The structure of a model ultimately influences the calibration result. The barrier of computational resources practically no longer exists in hydrology, and in recent years the debate on model complexity versus model performance has intensified (Jakeman and Hornberger 1993 , Bergström et al. 2002 , Booij 2003 , te Linde et al. 2008 .
To improve the parameter identification of a certain model, at least one of the proper factors (b)-(d) mentioned above has to be achieved. A lot of work has been done specifically to develop a global optimization algorithm and selection of data for calibration (Duan et al. 1992 , Srinivas and Deb 1994 , Fonseca and Fleming 1995 , Yapo et al. 1998 , Vrugt et al. 2003a , Gill et al. 2006 , Tolson and Shoemaker 2007 , Bárdossy and Singh 2008 , Feyen et al. 2008 , Singh 2010 . A robust optimization algorithm should be able to help reach the global optimum, which is essential since most hydrological models are highly nonlinear, and a common estimator will end up in a local optimum and give a less satisfactory, or even wrong, estimated parameter result. Several optimization algorithms have emerged in the past. The SCE-UA, developed at the University of Arizona, USA, by Duan et al. (1992) , is a global optimization method that evaluates the objective function at randomly-spaced points in the feasible parameter space. Bárdossy and Singh (2008) put forward the robust parameter estimation (ROPE) algorithm, which looks for parameter optimal space instead of a single optimal point. Parameter estimation (PEST) is another powerful tool to estimate model parameters (PEST 2005, Goegebeur and Pauwels 2007) .
Several studies have been carried out regarding the quality and amount of information contained in the data available for model calibration and validation. However, opinions vary from one to another. Most of the data selection so far is based on empirical and subjective opinion. Cunderlik and Simonovic (2004) tried to find the hydroclimatic extremes to test the HEC-HMS model for both continuous modelling and single-event modelling; however, the selection of these events is based on analysis of hydrological characteristics of a given basin, which is not systematically transferable and needs a lot of experience. A study by Wagener et al. (2003) showed that the information content in a data series is not uniformly distributed, and only a certain time period of observation can represent the hydrological characteristics of a catchment. It can be assumed that those non-representative data are redundant for parameter identification. Gupta and Sorooshian (1985) stated that the data which contain plenty of hydrological variability would be the best choice for calibration, because they may contain most of the information for parameter identification. In other words, these data correspond to the representative time periods for the catchment behaviours. Very wet days after very long dry days, or vice versa, are not very common in nature. This kind of time period in a time series may give an indication of hydrological variability in the series. It should be noted that extreme rainfall or streamflow are not only the most variable part in the series, but there may be a time period which is unusual with respect to others. A longer time series of observation data might not necessarily contain more information, especially when there is a considerable repetition of the same type of information (Singh and Bárdossy 2012) . In another study, Montanari and Toth (2007) demonstrated that a long series of calibration data is not required for calibration; essentially, the only information required is the spectral density function of the actual process simulated by the model. There have been several studies to find continuous or discontinuous data required for hydrological model calibration (Gupta and Sorooshian 1985 , Harlin 1991 , Jakeman and Hornberger 1993 , Yapo et al. 1996 , Cunderlik and Simonovic 2004 , Xia et al. 2004 , Perrin et al. 2007 , Seibert and Beven 2009 , Singh and Bárdossy 2009 , 2012 , Winsemius et al. 2009 , Liang et al. 2010 , Singh 2010 . In most of these studies, continuous or discontinuous data for model calibration were selected randomly. In a previous study, Singh and Bárdossy (2012) developed an Identification of Critical Events (ICE) algorithm. They found that models (conceptual model HBV and HYMOD) calibrated only on critical events performed as well as when the whole data set was used.
It is commonly believed that the improvement of hydrological representation can be better achieved with physically-based distributed rainfallrunoff models, because these models are based on the physical laws. However, such models also need calibration and fine-resolution data. As mentioned above, the power and robustness of the optimization algorithm, and the quality and amount of information contained in the data available for model calibration and validation, are very important for model parameter identification. Hence, the aim of this paper is to test the applicability of the ICE algorithm on a physically-based model and to test whether ICE algorithm-based calibration depends on any optimization algorithms used for calibration. The physically-based model WaSiM-ETH is used herein to demonstrate if the unusual events selected by the ICE algorithm are sufficient to identify model parameters, and the result is compared with the parameters obtained using the whole data series. If this is the case, the amount of data required for calibration can be greatly decreased.
In Section 2 the methodology for critical event selection and the optimization algorithms are described. The study area and the hydrological models used are presented in Section 3, with the results summarized in Section 4, and the paper closes with a discussion of the results and conclusions.
METHODOLOGY

Critical events
A series of discharge or precipitation data may contain several sequences of different features, some of which look very similar and can be considered as repetition of the same kind of event. However, there are several anomalies in these precipitation or discharge series that might correspond to unusual phenomena, such as big floods or drought, or unusually long periods of extreme weather. They can be considered as critical events, because they are hydrologically unusual with respect to the complete series. In this study, the Identification of Critical Events (ICE) algorithm developed by Singh and Bárdossy (2012) is used to identify the unusual hydrological events in a time series. Here, the term unusual hydrological event refers to any event in a series that has very high hydrological variability. It can be high flow, low flow, long drought or steep changes of magnitude of floods. Figure 1 shows the flow chart for the ICE algorithm. The selection of the number of time steps d is based on catchments: for catchments having quicker hydrological response, the critical duration d should be short (3-4 days), while for larger catchments longer times are reasonable (Singh and Bárdossy 2012) . In this study, d = 4 d is used. The concept of data depth is employed in the ICE algorithm, and is briefly described below.
A depth function measures the centrality of a point x with regard to a data set or a probability distribution, and thus helps to define the order (so-called central-outward ordering) and ranks of multivariate data. There is no unique way to define a depth function; many have been introduced since Tukey (1975) . The convex hull peeling depth was introduced by Barnett (1976) , the simplical depth by Liu (1976) , and the likelihood depth by Fraiman and Meloche (1999) . The half-space depth introduced by Tukey in 1975 (although it was mentioned earlier in the 1950s by Hodges 1955) is probably the most frequently used depth function and is adopted in this study. It is defined as the minimum probability mass carried by any closed half space.
The half-space depth of point p with respect to set X (both in the d-dimensional space) can be formulated as:
Here x,y is the scalar product of the d-dimensional vectors, and n h is an arbitrary unit vector in the ddimensional space representing the normal vector of a selected hyperplane. The depth of a point p outside the convex hull of X will be 0, and points on or close to the boundary of the convex hull will have low depth, while points inside and close to the centre will have high depth. The critical events we are interested in are those with low depths lying close to the boundary of the convex hull, since they are unusual in nature and have a low probability of occurrence. A simple case of identification of critical events using two-dimensional space in the ICE algorithm is given in Fig. 2 , which shows the plot of log discharge vs log discharge with one day lag. Singh and Bárdossy (2012) showed that the critical events selected using the Antecedent Precipitation Index (API) and discharge are almost at the same time period, so that either can be used for critical event selection. In this study, the critical events were identified from the discharge series.
A 0-to 3-day lag time series from n days' observation will make up a n × 4 matrix. The depth function, as explained above, is used to calculate the depths D(t) of a vector:
with respect to the whole matrix:
When D(t) = 0, the discharge Q(t) is considered as unusual; this is simply because it lies on or near the boundary of a convex hull. A window of m days (in our case m = 5 d) is used to define the critical events; that is, the critical events are composed of:
The size of window may vary from catchment to catchment. If two unusual events are close to each other, the critical events might overlap and merge into a single critical event. An example of critical events selected by ICE algorithm on discharge series is given in Fig. 3 . Unusual hydrological events can be a combination of high flow, low flow, drought, or an unusually long period of extreme weather, as seen in Fig. 3 .
Optimization algorithms
Due to increase in computational power, several powerful optimization algorithms have emerged. Some of the commonly-used algorithms are shuffled complex evolution (SCE-UA) (Duan et al. 1992) , parameter estimation, PEST (PEST 2005, Goegebeur and Plot of log discharge vs log discharge with 1-day lag. The bold black circle represents the low depth point and, hence, critical time period. This is a simple case of identification of critical events using two-dimensional space in the ICE algorithm. Singh and Bárdossy (2012) . Pauwels 2007), robust parameter estimation (ROPE) (Bárdossy and Singh 2008) , the shuffled complex evolution Metropolis algorithm (SCEM-UA) (Vrugt et al. 2003b) , genetic algorithms (GA) (Goldberg 1989) , simulated annealing (SA) (Kirkpatrick et al. 1983) , and the dynamically-dimensioned search algorithm (DDS) (Tolson and Shoemaker 2007) . Several studies have compared these optimization algorithms (Eberhart and Shi 1998 , Solomatine 1998 , Kim et al. 2001 , Elbeltagi et al. 2005 , but there has been limited success in defining a universal optimization algorithm. To demonstrate the concept of this paper, three optimization algorithms were selected to represent all aspects of optimization based on the technique involved in the optimization: the ROPE algorithm uses the data depth function, SCE-UA uses the evolutionary concept and PEST solves a linearized problem to reach the optimum. A brief description of these algorithms is given below.
Shuffled complex evolution (SCE-UA)
The shuffled complex evolution (SCE-UA) method has been widely applied for calibration of rainfallrunoff models. SCE-UA is a global optimization method developed by Duan et al. (1992) . Based on the best features of several existing methods, including the genetic algorithm (Holland 1975) , a global random search method of the evolutionary principles, and the local direct search simplex method (Nelder and Mead 1965) , the SCE-UA introduces the new concept of complex partition and complex shuffling. A general description of the procedures of the SCE-UA method is given by Duan et al. (1994) . Figure 4 explains the concept of this method with two complexes. Firstly, a large number of points is generated randomly in the feasible parameter space; then the model is run for all the parameters and the objective function value at each point is computed. In the case of minimization, the points are sorted in order of ascending criterion value, while for maximization problems, descending order is used. Next, the points are partitioned into complexes. The optimal number of points in a complex, as suggested by Duan et al. (1993) , is 2n + 1, n being the number of parameters to be calibrated. Evolution of each complex is according to the competitive complex evolution (CCE) algorithm, which is based on the simplex downhill search scheme. This scheme is insensitive to non-smoothness of the response surface and allows the algorithm to make use of the response surface information to guide the search towards improvement. In addition, every member in the population is given at least one chance to contribute to the reproduction of new points before being displaced or discarded. Thus, no information contained in the sample population is ignored. For each complex, the same number of points will be newly generated. Combining all the points in the evolved complexes into a single sample population, all the points are sorted in order of increasing objective function value; then the sample population is re-partitioned into complexes. If any of the pre-specified convergence criteria are satisfied, the process is stopped; otherwise, the procedure is continued. For more details of the procedure and a description of the SCE-UA method, the reader is referred to Duan et al. (1992 Duan et al. ( , 1993 Duan et al. ( , 1994 .
Parameter estimation (PEST)
PEST is a model-independent nonlinear parameter estimation tool to fit the model simulation with observation data by minimizing the weighted sum squared error between them. It employs the Gauss-Marquardt- Fig. 4 Systematic representation of the SCE-UA optimization algorithm. Levenberg optimization method, which generally requires fewer model runs than other algorithms to solve nonlinear problems. PEST searches for the optimal parameter set starting from a certain initial value; instead of following the track with the steepest slope of the objective function, the search path is along a parameter upgrade vector which is controlled by the Marquardt parameter. Figure 5 shows the path of optimum searching in a two-dimensional case. We can see that the track is not along the gradient (which is perpendicular to the contour line), but a vector which deviates from the gradient with a changing angle according to the change of Marquardt parameter. The optimum is reached when the difference of the objective function is within the tolerance. The success of PEST estimation relies largely on the initial value of the parameters. If a point is trapped by small pits and bumps on a relatively flat objective function surface, it is not very likely for it to jump out of the trap to reach the global optimum. For more details of the PEST method and procedure, refer to PEST (2005) and Goegebeur and Pauwels (2007) .
Robust parameter estimation (ROPE)
The ROPE algorithm (Bárdossy and Singh 2008) model calibration looks for optimal parameter space instead of a single parameter set. It uses the merit of data depth function defined by Tukey (1975) . Figure 6 contains a systematic representation of the ROPE algorithm. First, a large number of parameter sets are generated from a uniform distribution in the feasible parameter space, as shown in Fig. 6(a) .
Then the model is run for all the parameters, and the best N% of parameter sets are selected (Fig. 6(b) ). After removing the parameters outside the convex hull (Fig. 6(c) ), another set of the same number of parameters is generated, such that it has higher depth and the parameters are within the convex hull (Fig. 6(d) ). The model is run again, the performance calculated, and the best N% parameters are selected. The cycle of iteration is continued until the pre-determined number of iterations is over, or the variation in performance is within a selected range. For more details about the algorithm, please refer to Bárdossy and Singh (2008) and Singh (2010) . Bárdossy and Singh (2008) showed that the optimal parameter space obtained by the ROPE algorithm is good in transferability (transferring parameters for other time periods) and less sensitive (a small change in the parameter set does not significantly change the performance of the model).
CASE STUDY
Study area
This study is carried out on the Rems catchment in southern Germany. The River Rems has a length of about 80 km and a catchment area of about 580 km 2 . The Rems catchment was divided into four subcatchments, based on data availability: Schwäbisch-Gmünd, Haubersbronn, Schorndorf and Neustadt (the outlet of the whole Rems catchment), as shown in Fig. 7 . The hydrological characteristics of these subcatchments are given in Table 1 . In this study, only the behaviour of the outlet of the whole catchment at Neustadt is considered.
The available hydrological and meteorological data series include discharge, precipitation, temperature (air and soil), vapour pressure, humidity, wind speed, sunshine duration and snow depth at a daily resolution. Altogether, there are 37 precipitation stations in and close to the Rems catchment, 10 of which have records for other meteorological data that are basic input to the WaSiM-ETH model, and have been used in the study. The data of year 1993 are used for calibration (with year 1992 as initialization), while data from 1994-1996 were used for validation.
Physically-based model WaSiM-ETH
The WaSiM-ETH model is a deterministic, distributed grid-based watershed model for the simulation of important water balance components. WaSiM-ETH mainly consists of several modules: a module for the correction and interpolation of meteorological data; an evapotranspiration model; a snow model; an interception model; an infiltration model; a soil model; a discharge routing model; a groundwater model; an irrigation model; and a transport model. The last three models were not used in this study; instead the soil model using the Topmodel approach is used; the model structure is shown in Fig. 8 . Most of the parameters from WaSiM-ETH are insensitive and can be taken directly from other catchments, except for the soil model, which is very sensitive to different conditions. The soil model using the Topmodel approach is controlled by nine parameters and two initial conditions:
• m the recession parameter for baseflow (m); • T kor a correction factor for the transmissivity of the soil (-); • K kor a correction factor for vertical percolation (-); • k D the single reservoir recession constant for surface runoff (h); • sh max the maximum storage capacity of the interflow storage (mm); • k H the single reservoir recession constant for interflow (h);
• P grz the precipitation intensity threshold for generating preferential flow into the saturated zone (mm/h); • r k the scaling of the capillary rise/refilling of soil storage from interflow (0-1); and • c mlt the fraction of snowmelt that is surface runoff (0-1).
The initial conditions are the content of the interflow storage SUZ 0 and the initial saturation deficit SD 0 . These 11 free parameters in the soil model play an important role in the behaviour of the WaSiM-ETH model, and need careful calibration. However, a long testing time before the actual model run can help provide accurate information for the initial condition of the model period, so that the calibration of the two parameters SUZ 0 and SD 0 may be skipped.
RESULTS AND DISCUSSION
The information required for model calibration is essentially the proper representation of the actual hydrological processes in a catchment. We assume the critical events are representative of the physical processes involved. Critical events in any length of a time series will represent the actual catchment hydrological processes; hence, it is not very important to choose a particular time period for calibration. In this study, the available data were divided for calibration of the model (1993) and validation for the three different time periods (1994, 1995 and 1996) . Critical events were selected using discharge series from the calibration year 1993 using the ICE algorithm (see Fig. 3 ). To deal with the problem of initialization of the model, it was warmed up using 1992 data. Calibration of the WaSiM-ETH model was carried out with all three of the optimization methods mentioned above, for the following cases:
Case 1: the whole series of observations of the given time period were used.
Case 2: only a few carefully selected (using the ICE algorithm) critical events of the given time period were used.
The calibration performance was assessed by means of the Nash-Sutcliffe coefficient (NS) (Nash and Sutcliffe 1970) , the logarithm of the Nash-Sutcliffe coefficient (logNS), the root mean square error (RMSE) and the logarithm of root mean square error (logRMSE).
Calibration using SCE-UA
The WaSiM-ETH model was calibrated on both cases 1 and 2 using the SCE-UA algorithm and data from 1993. Table 2 shows the parameter values obtained, which are very similar in both cases. The calibrated model was validated for 1994, 1995 and 1996, and Table 3 shows the calibration and validation performance criteria, which are similar for both cases. The observed and simulated hydrographs from both cases for the calibration and validation time periods are given in Figs 9 and 10, respectively. Calibration using Case 2 is slightly worse than that using Case 1 (Fig. 9) . In both cases, the model failed to produce a peak, but peaks for Case 2 are better represented than for Case 1. This may be because of the fact that some of the peaks belong to critical events. The results show that the model calibrated on only a few carefully selected events can give equally good performance as using the whole time series for calibration.
Calibration using PEST
The WaSiM-ETH model was calibrated on both cases 1 and 2 using the PEST algorithm with data from 1993, as shown in Table 4 . In Table 4 , P grz and c mlt are completely insensitive to the objective function and remain unchanged from initial values. The parameters m and sh max show very small changes. It is worth mentioning that the parameter k H is smaller than k D in calibration based on Case 1, which is not reasonable, since, in reality, the interflow recession slope should not be larger than that of surface flow. The performances in terms of NS, logNS, RMSE and log RMSE (corresponding to parameters in Table 4 ) of calibration and validation for both cases, given in Table 5 , and the observed and simulated hydrographs from both the cases for calibration and validation time periods, given in Figs 11 and 12, respectively, are very similar.
Calibration using the ROPE algorithm
Unlike SCE-UA or PEST, the ROPE algorithm does not generate a certain optimal parameter set; instead, it gives an optimal parameter space. The statistical Table 5 Calibration and validation performance for different time periods for the WaSiM-ETH model using PEST. Case 1: calibrated using the whole time period; Case 2: calibrated on critical events. results from the best 10% calibrated parameter sets and their initial values are shown in Table 6 , for the calibration period using both cases 1 and 2. Figure 13 shows the normalized values of the best 10% calibrated parameter sets from the ROPE algorithm for both the cases. From the figure, we can see the ranges of parameters calibrated based on Case 2 are slightly wider than those calibrated based on Case 1. Except for the case of k D , both calibration methods generate a value that is close to unique. Table 6 shows the statistical result of the best 10% calibrated parameter sets. It is very clear from Table 6 that the model parameters obtained using cases 1 and 2 are very different. The distribution of each parameter value is plotted in Fig. 14 , and one can see that the parameter distribution for each case is different. Some of the parameters, such as k D , the surface flow recession constant, are more structured in Case 2 than in Case 1, meaning that this parameter is more identifiable in Case 2. When we look carefully at the model structure, this parameter is active during peak flows, and some of the events selected by the ICE algorithm were related to peaks. So it is obvious that these parameters get a better chance to adjust during calibration in Case 2. Similar features can be seen in other parameters. To compare the structure of the distribution of parameters obtained in both the cases, the statistical entropy was introduced.
Smaller entropy means more structure in distribution. Statistical entropy is given by:
where i is the class of discretization and p i is the corresponding probability of occurrence in that class. The statistical entropy for all parameters of the WaSim-ETH model is given in Table 7 . The entropy values for parameters m, r k and c mlt calibrated using Case 1 are smaller, which implies that these parameters are more concentrated in one or two certain classes, while those calibrated using Case 2 are more scattered. However, parameters T kor , k D , sh max , k H and P grz have lower statistical entropy values in Case 2. This indicates that these parameters as more structured in this case where we selected events by the ICE algorithm. This gives more identifiability to these parameters. For K kor , the entropy values in both cases are about the same, which means the identifiability of this parameter on certain values does not change much. However, it does not mean that these certain values will be the same, since entropy only represents the scattering degree of a sample, and does not indicate which point of the sample is scattered. The calibrated WaSim-ETH model was validated for the period 1994-1996. Table 8 shows the calibration and validation results. The comparison for both cases 1 and 2 was made based on several objective functions, as given in Table 8 . For different objective functions, the performance of the parameter sets obtained by Case 1 is slightly better than those obtained by Case 2 in the calibration period. However, if we look at the validation period, the result obtained by both the cases is nearly the same. The mean NS coefficients for 1994, 1995 and 1996 are 0.93, 0.78 and 0.88 , respectively, for Case 1, and are very similar for Case 2. Therefore, calibration using both the cases is nearly the same. To aid visual appraisal of the results, the hydrograph for the calibration and validation periods is plotted in Figs 15 and 16, respectively. As can be seen from Fig. 15 , the dynamic of the hydrograph is same in the calibration period in both the cases, except at certain peaks (e.g. at days 330 to 360). For validation on year 1994 data (Fig. 16) , the results in cases 1 and 2 are nearly equal. This clearly indicates that the event selected by the ICE algorithm is also suitable for calibrating a physicallybased model using the ROPE algorithm. Hence, the concept outlined herein may be also applicable for a very complex physically-based model. 
Comparison of results
Comparing the calibration and validation results among the three optimizations for both the cases, we found that PEST presents a much less adequate capability to deal with multiple variables and highly nonlinear optimization problems, although both the cases gave very similar results in calibration and validation. The SCE-UA-based optimization was very good for converging in both the cases. The calibration and validation results in terms of NS, logNS, RMSE, logRMSE and hydrograph were similar in both cases. As the ROPE algorithm-based optimization gives optimal parameter spaces, the statistics of the best 10% were compared. Again, the calibration and validation results were very similar. Overall, the three optimization algorithms gave very similar results in calibration and validation in both the cases in terms of NS, logNS, RMSE logRMSE and hydrograph form.
This shows that calibration based on critical events selected by the ICE algorithm does not depend much on the optimization algorithm. Comparing cases 1 and 2 in all the three optimizations in calibration and validation, we can see that they have very similar results in terms of NS, logNS, RMSE, logRMSE and hydrograph form. This shows that the ICE algorithm can be used for physically-based models. Singh and Bárdossy (2012) showed that the ICE algorithm is also useful for conceptual models such as HBV and HYMOD and Singh et al. (2010) showed that it is also useful in training data-driven models (such as ANNs). Hence, based on the results of this study and previous work, we can conclude that ICE algorithmbased calibration is model independent. Even though ICE algorithm-based calibration does not reduce the computational burden, the concept of ICE algorithmbased model calibration can be applied for very complex hydrological models in data scarce regions.
SUMMARY AND CONCLUSIONS
We presented a strategy for calibrating a physicallybased hydrological model using the most informative sections of calibration time series. The following conclusions were drawn:
• Identification of physically-based model parameters using critical events is more-or-less as good as using the whole data set, with even better simulation for certain periods. Calibration using only critical events needs much fewer observation data.
• The SCE-UA and ROPE methods are global optimization algorithms that are suitable for multivariable calibration. PEST, in comparison, is much inferior when the relationship of the variables and observations is highly nonlinear, and relies considerably on the initial values. SCE-UA can find a set of parameters which is best for calibration, while ROPE can map out a group of optimal parameter space, which is more robust and even transferable to other time periods.
• The strategy used herein can be useful for substantial saving in time and data demand for calibration of physically-based models. This is simply because the ICE algorithm is a useful tool for the identification of critical events, and only a few events can give equally good calibration as using whole time series.
• The concept of this paper may be helpful for incomplete or missing series, but further research is required to complete this task.
• The calibration based on critical events selected by the ICE algorithm does not depend on the optimization algorithm and model.
Further research is on-going to test the ICE algorithmbased calibration on very complex models and to test the dependency of the ICE algorithm-based calibration on other optimization algorithms.
