The new CPS controls system1 was successfully put into operation on 19 November, 1980, when the 800 MeV Booster, after switching over to the new system, was started up for particle physics. A subset of the new system had already been installed on the Antiproton Accumulator in Spring 1980 and has reliably served several months of engineering run. The Booster machine and control of the CPS cycle generation are now routinely operated by the new system which is based on distributed processing, extensively applying microprocessors in the interface. The problems encountered in converting existing accelerator controls, the control switchover itself and operational experience gained up to the date of the conference are described.
Introduction
The objective of the CPS controls project is to provide an integrated and homogeneous controls system that will allow operation of the CPS accelerator complex from one central control room. Involved are Conversion, Switch-over, Start-up Conversion of existing accelerator controls meets two major obstacles: (i) every piece of equipment is affected and every individual is more or less involved. This implies historical "faits accomplis" and discussion partners with good controls competence but of heterogeneous opinions. (ii) the constantly running accelerators leave no time for tests with process hardware except in long annual stops; then too much must be done in too short a time which must be shared with urgent maintenance activities.
MPROCESS----------
Point (i) implies that human communication is a substantial part of the job (a) for reaching workable compromises between cost and homogeneity, and (b) for defining what the system should do and look like for operation. Aspect (a) was dealt with by a cumbersome but ultimately successful exercise which yielded accepted process interfacing standards, a complete set of interfacing modules and performance specifications for each module. After prototyping the non-off-the-shelf material in 1978 and tendering, production and delivery started in 1979. In a second round of discussions late 1979, with specialists of the Booster, timing, operations and software, a detailed layout of the Booster and PLS interfaces was agreed upon. It implied nonnegligible restructuring of existing equipment, either for homogeneity or for new requirements. Aspect (b) was dealt with by including a permanent operational aspects section in the project group: their task was to draw up comprehensive and consistent specifications for future operation. This yielded agreement on the means of interaction (consoles) and relevant input for definition of the software. The result is a highly modular software layout. In addition to the modules specific to one application each, there is the systems and console software, and the so-called applications skeleton which coordinate and arbitrate their execution. The skeleton was designed and standard protocols were defined in 1978 so that production started in 1979. This is where point (ii) comes in. After pure software tests and tests with the interface, further progress can only be made with process equipment and, for beam instrumentation, with the beam itself. Between Spring 1979 and Summer 1980 (the long stop meant for switch-over), there were only 2-day stops every five weeks, three 2-week stops and 100 hours machine development time (with beam) available for the project. Careful preparation allowed efficient use of these short periods of availability. Late in 1979 the complete applications skeleton and a representative sample of specific modules were successfully tested from the first console down to the process. This was a crucial milestone confirming the viability of the concepts used and giving the confidence that it was now "only" a matter of time and hard work. A second encouragement came when in Summer 1980 the Antiproton Accumulator started up, reliably served by the standard interface and lower level software modules,7 supplied as a fringe activity to the Booster conversion.
Of the four months (mid-July to mid-November 1980) switch-over shutdown, the first 1½ months were taken for hardware switch-over and checkout, the second 1½ months for overall system tests including software. The last month was used for beam tests. Since time was short, applications people (the last in the chain, with a fixed end date) worked incredible hours. The beam tests proved to be the most effective period, since all relevant people were available simultaneously and the beam reveals bugs otherwise tedious to find. The month of beam tests was exceedingly hectic. For outsiders the situation was disconcerting; few people had the overview, and their confidence level at that time remains a secret. As by a miracle the situation fell into shape the weekend preceding the scheduled start-up date and -after some hesitation -it was decided to go ahead. The start-up was successful and thanks to a strong presence of all participants the run until Christmas attained about 92% of its planned operation time with only 1.6% downtime attributed to the new controls system.
System Software8
The topology and the tight timing requirements imposed a weighted coexistence of interpreted software (consoles) and compiled code (process computers), so the systems software had to provide a stable environment for both interpreted and compiled applications programs. Thus for the operating system, the network package, languages, libraries and methodologies a compromise had to be sought between performance and protection, and maintainability had to be maximised.
The network (adapated from SPS) was running using the computer manufacturer's operating system, and the Nodal interpreter (also adapted from SPS) was avail- 
Experience during the start-up period confirmed that the system performance is approximately as expected, provided that enough physical memory is available to eliminate disc thrashing. File access time is in certain cases excessive, so a rapidaccess file package which has been implemented will be put into service shortly. Still, an occasional unexplained systems crash must be interpreted as the price of sacrifice of protection for speed.
Consoles8
During start-up, two groups of users must share the various resources: (i) the builders of the different software and hardware elements, (ii) the machine operators who must prepare the machine.
Three access levels6 to the controls system are vided: (i) autonomous access to the process hardware using mobile microcomputers and terminals, (ii) access to the process through mobile terminals connected to the process computer, (iii) access through main operator consoles in the control room. These last two are directly involved in the start-up.
The mobile terminals (ii) available since the setting-up of the CAMAC loops, proved extremely useful for (a) visually given way to a more relaxed atmosphere today, and the recent p successes at PS speak for themselves.
