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Abstract
Increasing availability and quality of actual, as opposed to scheduled, open transport
data offers new possibilities for capturing the spatiotemporal dynamics of railway and
other networks of social infrastructure. One way to describe such complex phenomena is
in terms of stochastic processes. At its core, a stochastic model is domain-agnostic and
algorithms discussed here have been successfully used in other applications, including
Google’s PageRank citation ranking. Our key assumption is that train routes constitute
meaningful sequences analogous to sentences of literary text. A corpus of routes is thus
susceptible to the same analytic tool-set as a corpus of sentences. With our experiment
in Switzerland, we introduce a method for building Markov Chains from aggregated
daily streams of railway traffic data. The stationary distributions under normal and
perturbed conditions are used to define systemic risk measures with non-evident,
valuable information for operation and planning.
Introduction
We study the dynamics of the Swiss railway network over a period of one month via
characteristics of Markov Chains (MCs) [15]. Originally conceived for statistical analysis
of texts, MCs have proven useful in various fields such as search engines [18], traffic
dynamics [7, 12,16] and econometrics [2, 17]. More formally, MCs are defined as
stochastic processes that display the Markov Property
p(xk+1 = Sk+1|xk = Sk, xk−1 = Sk−1, . . . , x0 = S0) = p(xk+1 = Sk+1|xk = Sk), (1)
which means that the probability of a random variable x being at state Sk+1 at time
step k + 1 only depends on its state at time step k [7]. We found that, for the Swiss
railway, a time step of 1 minute is appropriate. Bigger time steps might lead to spatial
ambiguities and are not valid without sampling in Euclidean space [16].
Overall, we have a day-to-day dynamic process, where each day is one discrete-time,
finite-state homogeneous MC [7,16] for itself. In a way, we have 2 levels of aggregation
and descretization [9]: days within a month and minutes within a day. Because trains at
a given minute might be either at some station or in transit between stations, our finite
states include real stations and also virtual transit states. Here is an example of one
route as state transition sequence:
Example 1. StationA, StationA-StationB, StationA-StationB, StationB, StationB,
StationB-StationC, ..., StationY-StationZ, StationZ
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Every MC can be stored in the form of a row-stochastic non-negative n× n
transition probability matrix P, where n is the number of states and Pij is the transition
probability from state Si to state Sj [7]. Each state corresponds to a node of a directed
graph G and each state-transition corresponds to an edge. Diagonal entries of P can be
represented as self-loops in G. As P is row-stochastic, the elements of each row should
sum up to 1 [7]. Because the number of actual station states and also the number of
virtual transit states is subject to daily variation, the size of the corresponding MC also
varies, Fig 1. In order to ensure comparability, we define a common intersection of
actual stations. At a coverage of 75% of the Swiss railway, this equals 1194 stations.
Figure 1. Size of the corresponding Markov Chain, October 2019
A clear weekly pattern can be observed. MCs on Saturdays and Sundays are smaller.
The Data
The actual data [11] is published by the Swiss Federal Railways (SBB) on a daily basis.
In contrast to timetables, each day of actual data is a unique collection of routes that
enables us to study the real behavior of the network. The data set is multi-modal,
including trains, buses, trams, metro and boats. In the present work we take only
railway traffic into consideration under the assumption that the corresponding networks
are of different nature: trains do not typically share stations with boats and have also
very different speed. The data set is also multi-jurisdictional, involving many different
operators, a challenging setup from the perspective of homogeneity and data integrity.
Most of the methods developed around linear dynamical systems are based on
discrete-time and homogeneous MCs. This means that continuous dwell and running
times [12] need to be discretized [9] as a kind of preprocessing step. The result is a
series of N × 1440 matrices, where N is the number of executed routes on the said day
and 1440 is the total number of discrete steps (minutes). Generally, the actual data is a
valuable source also for other investigations such as spatio-temporal prediction problems.
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The Model
We propose here a hybrid model which combines features of both primal and dual
networks [7, 13,19]. A primal approach would represent stations as nodes and their
connections as edges. The inverse, dual approach would turn the connections into nodes
and the stations into edges. Primal networks are typically graphed in L-space [4,21] and
the respective graphs can be either planar [10,16] or non-planar. The planar case is
often referred to as space-of-stations where the links play the role of physical
rail-tracks, while the non-planar as space-of-stops [13, 21] where the links connect
consecutive stops of a route. Dual networks are typically graphed in P-space [4, 13,21],
also referred to as space-of-changes [13] or space-of-transfer [21]. The advantages
or drawbacks of primal and dual have already been thoroughly discussed in other
works [7, 13,19], but, to our best of knowledge, merging the two modes offers an
alternative perspective that has not enjoyed enough attention yet. Thus, we introduce a
generic space-of-states, where a state can be a stop or a transit, Fig 2a. A space of
states explicitly captures temporal dynamics as it does not assume any fixed topology
(e.g. roads or rail-tracks) and can be implemented as a discrete-time, finite-state
homogeneous MC without spatial sampling. This novel approach is easily applicable to
other systems, such as air traffic.
(a) MC as directed graph with self-loops (b) Disruption at C - perturbation strategy
Figure 2. Model architecture
Stations might be directly or indirectly connected via transit states.
Building ergodic MCs
For every day, we assume a strongly connected directed graph G which also implies that
the corresponding matrix P should be irreducible [7, 16]. All states of an irreducible and
aperiodic MC, commonly referred to as ergodic, are positive recurrent [20] with
E(Ti|x0 = Si) <∞, (2)
where Ti is the time of first return to Si. This means that a traveler is expected to
return to an initial state within a finite number of steps.
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Matrices built from actual data don’t always contain only positive recurrent states.
There are two kinds of states which need special attention: null-recurrent [16, 20] and
absorbing states [1, 17,18].
• State Si is null-recurrent if E(Ti|x0 = Si) =∞
• State Si is absorbing if p(xk+1 = Si|xk = Si) = 1
Essentially, returning to a null-recurrent or escaping from an absorbing state is
impossible. In order to solve this problem, we use the technique of teleportation
according to which the Markov matrix can be updated as follows:
Pˆij = αPij + (1− α)/n, (3)
where 0 < α < 1 is the teleport probability [16]. Table 1 provides an overview of the
stations that were found to behave either as null-recurrent or as absorbing states.
Table 1. Actual null-recurrent and absorbing states, October 2019
Notice that most of these states are border stations. Interestingly, on 29.10 both
null-recurrent and absorbing states were observed. Here the absorbing state is a depot
and the null-recurrent belongs to a brand new line, officially launched two months later.
Date Null-recurrent Absorbing
03.10 Chiasso Olimpino I
04.10 Landesgrenze CH-Liechtenstein
07.10 Schaffhausen Nord
08.10 Sagliains Abzw Sasslatschtunne
11.10 Schaffhausen Nord
15.10 Gene`ve-Stade
17.10 Gaggiolo Confine
20.10 La Plaine-Frontie`re
21.10 Gaggiolo Confine
La Plaine-Frontie`re
Landesgrenze CH-Liechtenstein
23.10 Le Locle-Frontie`re
29.10 Cheˆne-Bourg Ge`neve Voie-Creuse
Eigenspectra and the Kemeny constant
For every ergodic MC, according to the Perron-Frobenius theorem [7,16], all eigenvalues
of P are within a spectral radius of 1 with the largest of them, called the Perron root,
being always equal to 1 and unique. The corresponding left-hand Perron eigenvector is
also unique and defined by
piTP = piT , (4)
such that pi > 0 and ‖pi‖1 = 1. Each entry pii of the stationary distribution vector piT
represents the long-run time fraction of being in the respective state [7]. Of particular
interest is also the second eigenvector of P. It has been shown [7,14] that if the
respective eigenvalue is real, it associates nodes to weakly-connected sub-communities.
Given the eigenvalues λ1 = 1, λ2, . . . , λn, we can compute the Kemeny constant K
which is an intrinsic quantity of every MC [7,16,17].
K =
n∑
j=2
1
1− λj , (5)
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K can be interpreted as the average expected time (steps) from any given state (origin)
to any other random state (destination). As such, it is an excellent indicator of network
connectivity and it can be used to evaluate the impact of modifications on the overall
performance of the network [16,17]. To obtain the average travel time in minutes, the
constant should be divided by the time-frame of aggregation which in our case is 1440
minutes. For the Swiss railway network, we calculated that K ≈ 30.5,±1 minute.
Sensitivity analysis of transition probability matrices
At least two methodologies for robustness assessment of the Swiss railway network
under perturbed conditions have been proposed in the past: graph-theoretical and
aggregated. The graph-theoretical approach [8], attempts to establish a structural and
operational robustness assessment framework, but does not include dynamic aspects.
The aggregated [6] approach explains the spatio-temporal ramifications of an extremely
rare disruptive event in statistical terms, but has a rather forensic than operational
character. Here we choose a data-driven and aggregated perturbation methodology in
the form of sensitivity analysis of transition probability matrices. Our approach is able
to scale and has the potential to be applied, beyond the national, to a continental level.
It has been shown in previous works [16,17] that, by perturbing the values of the
corresponding transition matrix, one can analyze the effect of a disruption at some node
on the other nodes and the network as a whole. The original transition matrix P is thus
perturbed into P˜ = P+ E [7], where E is a singular matrix (each row sums to 0). For a
reduction of just one entry Pip of the Markov matrix by a quantity t · Pip
E = t
Pip
1− Pip ei[e
T
i P− eTp ], (6)
where ek is a vector whose k
th entry equals 1 [7] and Pip < 1. If Pip = 1, then Eip = −t,
Eii = t and all other entries of E are set to 0. In order to linearly reduce the activity of
a certain station (node) [17], we need to perform the above perturbation on multiple
incoming edges of direct or indirect connection to that station, Fig 2b. If the connection
is bi-modal (direct and indirect), then Eq (6) can be generalized for a finite set of nodes:
E = t
∑
j∈S
Pij
1−
∑
j∈S
Pij
ei[e
T
i P− eTS ], (7)
where every jth entry of eS equals
Pij∑
j∈S
Pij
and
∑
j∈S
Pij < 1.
Linear reduction of a station’s activity by multiple perturbations of the transition
probability matrix is more suitable for a real-world network than simple node removal.
Our strategy to indirectly cause the disruption by weakening the incoming links allows
also for plenty of variation and flexibility. We assumed a homogeneous reduction of 95%
on all incoming links, but any percentage, link subset, or random linear combinations,
are valid options. The algorithm can be adjusted also for perturbation on the outgoing
links, depending on the scope of application.
From the resulting perturbed transition probability matrix P˜, a new stationary
distribution p˜i can be calculated. Along with the assessment of the perturbation’s
impact on network performance metrics, such as the Kemeny constant, dedicated
systemic risk measures can be articulated by comparing the stationary distributions
under normal and perturbed conditions.
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Results
The methodology we proposed here is generic and can account for different use cases.
Therefore, we highlight few of them that we found interesting for the reader. Even in a
highly efficient, optimized and well studied system such as the Swiss railway network,
there are surprising results when dealing with the daily variation of the actual flows.
We will explain the results on different levels of abstraction and detail.
First Eigenvector
The first eigenvector of the transition probability matrix P is equivalent to the
stationary distribution of the system. In terms of traffic networks, each vector
component pii measures congestion at the corresponding station [7, 16], Fig 3.
Figure 3. Time series of the stationary distribution (1st Eigenvector)
Evolution of the stationary distribution for the Swiss railway network in October 2019.
A segment of the lowest probabilities is further reduced towards the end of the month.
The first eigenvector provides a high level overview of the system and remains
largely stable with time. Nevertheless, closer inspection reveals certain trends. In the
first weekend, high probabilities were redistributed in the west part of the country.
Furthermore, some of the lowest probabilities were reduced near the end of the month.
For more details and variation, we also need to consult the second eigenvector.
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Second Eigenvector
Due to the orthogonality of first and second eigenvector, there is zero correlation
between them and thus both convey very valuable and non overlapping information.
Whereas the first one is equivalent to the stationary distribution, the second one is
related to the second eigenvalue which measures the rate of convergence to the
stationary distribution [7]. As we mentioned before, the second eigenvector is known to
be a good indicator for the existence of weakly-connected sub-communities and is closely
related to the concept of spectral clustering and minimum balanced cuts [14], Fig 4.
Figure 4. Spectral clustering in space and time (2nd Eigenvector)
Spatio-temporal dynamics of the the Swiss railway network’s weakly-connected
sub-communities in October 2019. There is a stark displacement of the border between
groups of states in the first weekend that attenuates gradually in the following weeks.
Our results are in agreement with the theoretical foundation [7], according to which
the eigenvector associated with the second eigenvalue of a Markov chain can be used to
detect nearly disconnected groups of states. This is clearly the case for the southeastern
canton of Grisons where we also have a jurisdictional separation. Surprisingly enough,
under consideration of the actual flows, the weakly-connected sub-communities are not
static and a spatio-temporal shift in the spectral clustering is possible. What was barely
visible from the stationary distribution, becomes obvious with the second eigenvector,
namely the fact that the first weekend of October developed a completely distinct
dynamic which might be related to the beginning of the Swiss autumn holidays.
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Perturbation analysis
In order to calculate the corresponding systemic risk measures, we performed daily
perturbation analyses for all the stations of our network. By comparing the respective
stationary distributions, before and after perturbation of a certain station, one obtains a
very detailed picture of the spatio-temporal dynamics. As an example, we can see the
countrywide effect on pi by a disruption at Bern in Fig 5. We strongly believe that such
functionality can be best demonstrated as an interactive web application and because of
that we invite the reader to work with the open-source code in our online repository1.
Figure 5. Countrywide effect on pi by a disruption at Bern
Values are percentages of change with respect to the stationary distribution of the
corresponding day. Positive changes can be understood as increased traffic, negative
changes as reduced traffic. The last week of October appears to have a stable behavior.
Overall, with the exception of the more consistent last week, the day-to-day behavior
of the system appears almost weather-like. The effects spread in an asymmetric and
fragmented manner as certain routes seem to be more affected than others that remain
largely neutral despite their geographic proximity to the disrupted station. Positive
effect suggests traffic above normal capacity and high congestion as the probability of
staying at certain stations rises. Negative effect means reduced traffic as the respective
stations operate below normal capacity, but it also means reduced accessibility.
1https://bit.ly/3fGvCXC
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Global and local systemic risk measures
Known network measures, such as various centrality measures [8, 13,21], are purely
based on network structure and often fail to address dynamic aspects of flow and time
which are crucial when evaluating the real behaviour of the system and the related risks.
To study these dynamics, we model the network as a nonlinear high dimensional
spatio-temporal system with a series of MCs and accordingly employ time series of
systemic risk measures, which primarily come from an econometric context [2].
As suggested previously, a global measure of network performance is provided by the
Kemeny constant. If we compare the respective values of K for every station, before
and after disruption, we get the local measure ∆K [7, 16,17]. Given some perturbed
matrix P˜ and the original P, ∆K = K(P˜)−K(P)K(P) .
Positive ∆K means deterioration of the overall network performance when the node
is disrupted. In this case, ∆K is clearly a systemic risk measure. On the other hand,
negative ∆K means improvement of the overall network performance when the node is
disrupted. This is known in traffic planning as the Braess Paradox [5], blue in Fig 6.
Figure 6. ∆K, systemic influence and systemic fragility of each station
Median values of ∆K, systemic influence and systemic fragility of all common stations
over a period of one month. The most disruptive stations are not the biggest ones.
Systemic Influence and Systemic Fragility, Fig 6, are dedicated systemic risk
measures that were first introduced in [2] and further developed in [17]. For a given
threshold γ, we define the absolute impact of a disrupted node i on some node j 6= i as
Wij =
{
|pij − pij |, if |pij−pij |pij > γ
0, otherwise
and the systemic influence as Ii =
∑
j
Wij
max
∑
j
W:j
Systemic fragility is then defined as φi =
∑
j
Fji
max
∑
j
Fj :
, where Fji =
{
1, if Wji > 0
0, otherwise
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Dynamics of the system in time
Best and worst case assessments, spatio-temporal community detection and
identification of critical stations can be facilitated with the use of descriptive statistics.
Simple indicators, such as minimum, maximum, median and standard deviation,
efficiently summarize the trends on an aggregate level and highlight areas that require
closer attention, both important criteria for experts and decision makers alike.
We identified 7 measures that best capture the temporal dynamics of the system:
inflow, outflow, pi (stationary distribution), weakly-connected sub-communities, ∆K,
systemic influence and systemic fragility. Inflow and outflow, which are the respective
frequencies of inbound and outbound trains for each node, were found to be practically
identical for the Swiss railway network. Because this might not be the case for other
systems, we don’t consider the measures as redundant, Fig 7.
Figure 7. Descriptive statistics of the selected measures over one month
In contrast to systemic influence, the patterns ensuing from systemic fragility are
remarkably continuous. Of particular interest is the area around Olten in central
Switzerland, which is known to host the null-point stone of the Swiss railway network.
The area displays high resistance to perturbations even at maximum fragility. There is
historical evidence [3] that this part of the network belonged to the Swiss Central
Railways (SCB), a 19th century company that was founded with the primary goal to
construct a railway cross with its center at Olten. This is a striking finding that
suggests a link between systemic fragility and network growth, a claim which
needs to be verified also for other networks in further research.
5th June, 2020 10/14
Rankings
We conclude the presentation of our results with some rankings. The complementary
character of the selected measures becomes clear when we consider the top 10 stations
of the respective high and low segments, Fig 8.
Figure 8. Highest and lowest values of selected measures, 1 month median
Each of the above metrics captures unique qualities of the system.
Table 2 lists the top 10 stations with highest positive impact on Kemeny constant.
Their position, suggests that, when a disruption occurs, certain dependent groups of
states without re-routing alternatives, become almost disconnected from the main body.
This explains why very central stations in areas with multiple re-routing alternatives do
not necessarily have the highest positive effect on K.
Table 2. Top 10 stations with highest positive ∆K(%), 1 month median
Rank Name pii ∆K(%) influence fragility
1 Pontresina 0.001124 30.255355 0.032478 0.833333
2 Sargans 0.001063 27.812951 1.000000 0.471014
3 Bellinzona 0.002121 17.818407 0.168668 0.648649
4 Chur 0.001216 15.010850 0.445668 0.542636
5 Landquart 0.001537 13.356088 0.535641 0.504505
6 Arth-Goldau 0.001567 10.511559 0.426408 0.575949
7 Courte´telle 0.000224 10.138158 0.047553 0.446970
8 Bern 0.005762 10.112646 0.584837 0.325758
9 Aigle-Hoˆpital 0.000108 10.076081 0.042331 0.774775
10 Les Arnoux 0.000094 9.558433 0.005585 0.801802
Table 3 lists the top 10 stations with highest negative impact on Kemeny constant.
In accordance to the Braess paradox, a disruption at one of these nodes, improves the
overall network performance. The metric favors a more circular network by penalizing
extremities and should not be a panacea for real planning decisions.
Table 3. Top 10 stations with highest negative ∆K(%), 1 month median
Rank Name pii ∆K(%) influence fragility
1 Bernina Diavolezza 0.000207 -1.260966 0.057206 0.890909
2 Cavaglia 0.000165 -0.792631 0.007344 0.904762
3 Campocologno 0.000362 -0.768361 0.004253 0.952381
4 Tirano 0.000080 -0.751423 0.002468 0.944444
5 Cadera 0.000087 -0.681906 0.005925 0.904762
6 Brusio 0.000200 -0.648663 0.004372 0.952381
7 Miralago 0.000124 -0.385095 0.003973 0.936508
8 Champe´ry-Village 0.000042 -0.376263 0.001163 0.882883
9 Litziru¨ti 0.000167 -0.343973 0.002103 0.575540
10 Morteratsch 0.000155 -0.306009 0.019862 0.886792
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Table 4 lists the top 10 most influential stations. Sargans, which has a neuralgic
position right at the junction (or minimal cut) between the two major sub-components,
is by far the most influential, surpassing Zu¨rich HB, the most frequented station.
Table 4. Top 10 stations with highest systemic influence, 1 month median
Rank Name pii ∆K(%) influence fragility
1 Sargans 0.001063 27.812951 1.000000 0.471014
2 Zu¨rich HB 0.009634 8.509657 0.804672 0.281818
3 Winterthur 0.003072 3.411224 0.673169 0.421875
4 Bern 0.005762 10.112646 0.584837 0.325758
5 Landquart 0.001537 13.356088 0.535641 0.504505
6 Chur 0.001216 15.010850 0.445668 0.542636
7 Arth-Goldau 0.001567 10.511559 0.426408 0.575949
8 Klosters Platz 0.000711 2.777364 0.385454 0.728682
9 Filisur 0.000275 7.356629 0.370642 0.800000
10 Reichenau-Tamins 0.000293 2.825486 0.336020 0.727273
Table 5 lists the top 10 stations with highest systemic fragility. If fragility is actually
related to network growth, a claim that requires additional empirical and theoretical
evidence, then these stations are very fragile branches of a growing tree. To this end,
high systemic fragility might imply growth potential.
Table 5. Top 10 stations with highest systemic fragility, 1 month median
Rank Name pii ∆K(%) influence fragility
1 Campocologno 0.000362 -0.768361 0.004253 0.952381
2 Campascio 0.000109 -0.283120 0.002450 0.952381
3 Brusio 0.000200 -0.648663 0.004372 0.952381
4 Tirano 0.000080 -0.751423 0.002468 0.944444
5 Miralago 0.000124 -0.385095 0.003973 0.936508
6 Le Prese 0.000272 5.695729 0.011444 0.936364
7 Boden 0.000051 -0.110071 0.001573 0.927928
8 Matten 0.000051 0.640186 0.001893 0.927928
9 St. Stephan 0.000051 1.691439 0.001943 0.927928
10 Sto¨ckli 0.000051 2.929745 0.002014 0.918919
Conclusion
StationRank provides a comprehensive data-driven methodology for spatio-temporal
analysis and evaluation of actual railway dynamics. The respective data set is updated
on a daily basis, so given the simplicity and efficiency of the algorithm, it is very easy to
achieve near real-time results. Every day, a prepossessed corpus is generated from the
raw data, the respective MC is built and subsequently perturbed to account for a
linearly variable disruption at each station of the network. Depending on the scope of
application, the results can be used in the form of interactive perturbation analyses,
holistic spatio-temporal evaluations of the system’s behavior and of course various
rankings, thus enabling valuable insights.
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