Abstract. In this paper, by virtue of Malliavin calculus, we establish a relationship between backward doubly stochastic differential equations with random coefficients and quasilinear stochastic PDEs, and thus extend the well-known nonlinear stochastic Feynman-Kac formula of Pardoux and Peng [14] to non-Markovian case.
Introduction
It is well-known that Peng [15] and Pardoux and Peng [13] established the so-called nonlinear Feynman-Kac formula by virtue of nonlinear backward stochastic differential equations (BSDEs in short) introduced by Pardoux and Peng [12] , that is they constructed a connection between quasilinear parabolic PDEs and Markovian forward-backward stochastic differential equations (FBSDEs in short). Later, Pardoux and Peng [14] introduced the so-called backward doubly stochastic differential equations (BDSDEs in short) in order to give a probabilistic representation of solutions to a class of systems of quasilinear parabolic stochastic partial differential equations (SPDEs in short). They established the well-known nonlinear stochastic Feynman-Kac formula by virtue of BDSDEs.
In order to illustrate the nonlinear stochastic Feynman-Kac formula, let us be more specific. Let {W t ; 0 ≤ t ≤ T } and {B t ; 0 ≤ t ≤ T } be two mutually independent standard Brownian motions with values in R d and in R l , respectively. For each (t, x) ∈ [0, T ] × R d , let {X where f and g are deterministic functions. The dW integral is a forward Itô integral and the dB integral is a backward Itô integral. As we know, under enough smoothness assumptions on b, σ, f and g, there exists a random field {(u(t, x); 0 ≤ t ≤ T }, which is σ(B r − B t ; t ≤ r ≤ T )-measurable, such that Y t,x t = u(t, x) and Z t,x t = σ(x)∇u(t, x). Here, {u(t, x); (t, (σσ [7] , Wen and Shi [19] , Zhang and Shi [20] , etc. During the past two decades many efforts have been made to extend the nonlinear (stochastic) Feynman-Kac formula to non-Markovian situation. Ma, Yin and Zhang [8] extended the nonlinear Feynman-Kac formula to the random coefficient case under the following assumption
See [8] for detailed discussion. Peng and Wang [17] established a nonlinear Feynman-Kac formula in non-Markovian case by using the functional Itô/path-dependent calculus. To the best of our knowledge, a few works have been done for nonlinear stochastic Feynman-Kac formula in nonMarkovian situation, especially when the coefficients are random. In fact, if the coefficients are random, it is very difficult to find a proper probabilistic representation for the solutions of PDEs (or SPDEs).
In this paper, we consider the BDSDE (1.1) with random coefficients, that is, the coefficients f and g are σ(B r − B t ; t ≤ r ≤ T )-measurable processes. By virtue of Malliavin calculus, we establish a relationship between this type of BDSDEs and backward quasilinear SPDEs, thus extending the nonlinear stochastic Feynman-Kac formula of Pardoux and Peng [14] (also the nonlinear FeynmanKac formula of Pardoux-Peng [13] ) to non-Markovian situation.
This paper is organized as follows. In Section 2, some preliminary results are presented. Section 3 is devoted to establish the regularity of the solutions of BDSDEs. We relate the BDSDEs to a system of backward quasilinear SPDEs in Section 4.
Preliminaries
In this section, we present some preliminaries about BDSDEs and Malliavin derivative. The Euclidean norm of a vector x ∈ R k will be denoted by |x|, and for a k × d matrix A, we define A = √ T rAA * .
BDSDEs
Throughout this paper, let (Ω, F, P ) be a probability space and T > 0 be a fixed terminal time. Let {W t ; 0 ≤ t ≤ T } and {B t ; 0 ≤ t ≤ T } be two mutually independent standard Brownian motion processes defined on (Ω, F, P ), with values in R d and in R l , respectively. Let N denote the class of P -null sets of F. For each t ∈ [0, T ], we define
, where for any process {η t }, F η s,t = σ{η r − η s ; s ≤ r ≤ t} ∨ N and F η t = F η 0,t . Note that the collection {F t ; t ∈ [0, T ]} is neither increasing nor decreasing, and it does not constitute a filtration.
For any n ∈ N, let M 2 (0, T ; R n ) denote the set of (classes of dP × dt a.e. equal) n-dimensional jointly measurable stochastic processes {ϕ t ; t ∈ [0, T ]} which satisfy:
Similarly, we denote by S 2 (0, T ; R n ) the set of n-dimensional continuous stochastic processes, which satisfy:
be jointly measurable such that for any (y,
Moreover, we assume that there exist constants c > 0 and 0 < α < 1 such that for any (ω,
There exists
Given ξ ∈ L 2 (Ω, F T , P ; R k ), we shall consider the following BDSDE:
Note that the integral with respect to {B t } is a "backward Itô integral" and the integral with respect to {W t } is a standard forward Itô integral. These two types of integrals are particular cases of the Itô-Skorohod integral, see Nualart and Pardoux [9] .
Proposition 2.1 (Pardoux and Peng [14] , Theorem 1.1). Under the condition (H1), BDSDE (2.1) has a unique solution
Proposition 2.2 (Pardoux and Peng [14] , Theorem 1.4). Assume (H1) and (H2) hold, and for
Malliavin derivative
Let us recall the notion of derivation on Wiener space. The following definition comes from Pardoux and Peng [14] , and for more information about Malliavin calculus we refer the readers to Nualart [10] . For any random variable F of the form:
and
To such a random variable F , we associate a "derivated process" {D t F ; t ∈ [0, T ]} defined as
For such an F , we define its 1, 2-norm as:
We denote by S the set of random variables of the above form, and define D 1,2 the Sobolev space:
The "derivation operator"
Regularity of the solution of BDSDEs
Let us first recall some notations from Pardoux and Peng [13] .
R q ) will denote, respectively, the set of functions of class C k from R p into R q , the set of those functions of class C k b whose partial derivatives of order less then or equal to k are bounded, (and hence the function itself grows at most linearly at infinity), and the set of those functions of class C k p which, together with all their partial derivatives of order less then or equal to k, grow at most like a polynomial function of the variable x at infinity.
We are given
, and for each t ∈ [0, T ), x ∈ R d , we denote by {X t,x s , t ≤ s ≤ T } the unique strong solution of the following SDE:
It is well known that the random field {X t,x s ; 0 ≤ t ≤ s ≤ T, x ∈ R d } has a version which is a.s. of class C 2 in x, the function and its derivatives being a.s. continuous with respect to (t, s, x).
Moreover, for each (t, x),
where ∇X t,x s denotes the matrix of first order derivatives of X t,x s with respect to x and D 2 X t,x s the tensor of second order derivatives. Now the coefficients f and g of BDSDE
will be the form
where f and g are functions from
Here the integral with respect to {B(ω, s)} is a "backward Itô integral". It is easy to see that ← − B t is F B t,T -measurable, for any t ∈ [0, T ]. The coefficients f and g can be seen as the compound functions of f and ← − B , and g and ← − B , respectively. We assume that for any e ∈ R l , (x, y, z) → ((f (e, x, y, z), (g(e, x, y, z)) is of class C 3 , and all derivatives are bounded on
x, y, z)) is also of class C 3 , and all derivatives are bounded too.
We assume again that (H1) and (H2) hold, together with 
We shall define X Before proceeding to the proof of this theorem, let us state an immediate corollary:
There exists a continuous version of the random field {Y
is of class C 2 a.s., the derivatives being a.s. continuous in (t, x).
Proof of Theorem 3.1. We point out that the proof is similar to the proof of Theorem 2.1 of Pardoux and Peng [14] . We first note that we can deduce from Proposition 2.2 applied to the present situation that, for any p ≥ 2, there exist c p and q such that:
where
ϕ, ψ and χ are defined analogously, with f replaced by g, and
Combining the argument of Proposition 2.2 with the estimate:
we deduce that for all p ≥ 2, there exists c p and q such that
Note that (H1) implies that χ r ≤ α < 
. We note that for each p ≥ 2, there exists c p such that E sup
The same estimates as above yields
Finally, we consider
We note that
Using similar arguments as those in Proposition 2.2, combined with those of Theorem 2.9 in Pardoux and Peng [13] , we show that
The existence of a continuous derivative of Y t,x s with respect to x follows easily from the above estimate, as well as the existence of a mean-square derivative of Z t,x s with respect to x, which is mean square continuous in (s, t, x). The existence of a continuous second derivative of Y t,x s with respect to x is proved in a similar fashion.
From Lemma 2.3 of Pardoux-Peng [13] , we can get the following result similarly.
and for t ≤ s ≤ T ,
where (Z s ) i denotes the i-th component of Z s .
It turns out that under the assumptions of Theorem 3.1, the components of X 
Dropping the superscript t, x for convenience, let us now express Z in terms of the Wiener space derivative of Y . 
where Proof. We restrict ourselves to the case d = 1, and note that
The item (i) is trivial consequence of the fact that Y s and Z s are F s -measurable. Now we consider the item (ii). From Eq. (3.3) and the definition (2.2), note that t ≤ θ ≤ s ≤ T , we deduce
and similarly,
Hence we have
Now the existence and uniqueness of solutions of above equation follows easily from the results of Pardoux and Peng [12] by using the same kind of method, i.e., the Picard iteration.
Finally, since for t < θ ≤ s ≤ T , 
Our proof is completed.
We next want to show that {D s Y s ; t ≤ s ≤ T } processes an a.s. continuous version. It is easy to deduce, as in Pardoux and Peng [13] 
where F and G are defined in (3.6) . From the uniqueness of the solutions of BDSDE (3.5) and the formula (3.4), we directly have 
BDSDEs with random coefficients and quasilinear SPDEs
We now relate our BDSDE to the following system of quasilinear backward stochastic partial differential equations:
where u :
Theorem 4.1. Let f and g satisfy the assumptions of Sects. 2 and 3, and h be of class Remark 4.3. Our result extends the nonlinear stochastic Feynman-Kac formula of Pardoux-Peng [14] (and the linear stochastic Feynman-Kac formula of Pardoux [11] ) to non-Markovian case. Indeed, if f and g are determined, i.e., independent of ω, then our stochastic Feynman-Kac formula degenerates to the result of Pardoux-Peng [14] .
Remark 4.4. Our result also expands the nonlinear Feynman-Kac formula of Pardoux-Peng [13] to the random coefficient case. In fact, if the coefficient g ≡ 0, then BDSDE (3.3) degenerates to a BSDE, and our stochastic Feynman-Kac formula extends the result of Pardoux-Peng [14] to non-Markovian case. In this case, a similar (but different) result was obtained in Ma et al. [8] .
Remark 4.5. Let ϕ ∈ M 2 (0, T ; R l ) such that ϕ t takes value in D 1,2 for all t ∈ [0, T ]. Denote ψ(ω, t) := E ϕ(ω, t)|F B t,T . Then, in (3.2), if the coefficients f and g are of the form f (ω, t, x, y, z) = f (ψ(ω, t), x, y, z), g(ω, t, x, y, z) = g(ψ(ω, t), x, y, z), Theorem 4.1 and Theorem 4.2 can also be established by the similar way.
