an event that another coder does not note as an event. It has also been extended to eliminate discrepancies caused by differing base rates between raters (Brennan and Prediger 1981) and to accommodate both covariates and alternative chance models (von Eye 2006) .
In this article, we consider a situation in which Cohen's (1960) original kappa is applicable, but the choice of estimator for that kappa may be important. In particular, we wish to summarize kappa values for large sets of related items (which have either dichotomous or multiple response options) when relatively few unique cases have been multiply coded. The sparseness of multiple-coded cases may limit the precision of estimates of kappa unless an estimator makes efficient use of multiple items within a given domain. We therefore compare the precision of two ways of estimating Cohen's kappa in this situation.
More specifically, we consider the situation in which we have two observers, a small number of subjects, and a large number of measurements per subject, a situation not uncommon in anthropology and other fields of social science (Bernard 2001) . The measurements arise from the coding by two independent coders of transcripts from a small number of semistructured interviews, with a large number of items per interview.
1
Calculating a separate kappa value for each item would yield a large number of relatively unstable measures of interrater agreement while failing to provide a meaningful assessment of the overall agreement between coders. It would often be most helpful in such a situation to have a few wellestimated summary kappa statistics for each of several domains. We demonstrate that the choice of a pooled versus averaged estimator of kappa can substantially affect the stability and hence the utility of this approach. We then make specific recommendations for analysts in this common situation.
BACKGROUND
Before discussing the pooled estimator of the kappa statistic, we will briefly review the calculation of the kappa statistic for a single item. Consider two coders who independently judge whether a predefined code matches a respondent's answer to an interview question. When this has been done for a number of interviews, we can count the number of times they agree and disagree and set up the usual agreement table (see Table 1 ).
Here, P 11 . . . P 22 sum to 1 and represent the observed relative frequencies of a particular outcome (i.e., the number of times each agreement combination was observed, divided by the total number of interviews coded).
We can calculate the observed agreement as P O = P 11 + P 22 and the agreement we would expect to see by chance alone as P E = (P 11 + P 21 ) * (P 11 + P 12 ) + (P 12 + P 22 ) * (P 21 + P 22 ).
Kappa is then defined as Although there are references to a "pooled" kappa estimator in the applied social science literature, rarely is there a specification of how such an estimator is calculated (Adamson, Bakeman, and Deckner 2004) . Two articles in the field of ophthalmology focused on the calculation of kappa when two graders rate pairs of eyes (Oden 1991; Schouten 1993) . We build on the idea presented in these articles-that a summary kappa estimator can be defined in two different ways, which we will refer to as pooled kappa (κ pooled ) and averaged kappa (κ ave ).
Typically, coders do not assign just one code to code an entire interview, but rather tens, hundreds, or even thousands of codes, resulting in a large number of kappa statistics. To summarize these, it might be tempting to take a simple arithmetic mean of the separate J kappas, which we will call "averaged kappa":
Alternatively, we may average over the separate P O and P E instead of kappa and substitute these averages into the kappa estimator:
Whereas variance in the numerator of individual kappas has an additive effect on total variance, variance in the denominator of individual kappas has a multiplicative effect. Averaging individual kappas may not efficiently reduce the variance-increasing effects of small denominators for individual kappas. Instead, use of a pooled kappa estimator that stabilizes the denominator variance by pooling estimates of numerator and denominator terms before division may be a more efficient way to reduce the effect of variability in small denominators. To determine empirically which approach provides a better estimate of the true pooled kappa, we performed a simulation.
METHOD
Our simulation consisted of the following steps:
1. The design points at which we evaluated our simulation consisted of all 20,089 possible combinations of {P 11 , P 12 , P 21 , P 22 }, for which κ true > 0, with a resolution of 0.01, after eliminating redundant evaluations points that were identical except for exchanging rater 1 and rater 2. We refer to a given design point as a set S* = {P 11 , P 12 , P 21 , P 22 }. This resulted in observed agreement rates of 19%-98% and true kappa values of 0-0.96. 2. For each set S*, we randomly and independently drew a series of 100 sets S 1 . . . S 100 of agreement matrices from a multinomial distribution with probabilities S*. This step generates observed relative frequencies from specified probabilities. S 1 . . . S 100 represent 100 separate items over which we wish to calculate a pooled kappa statistic. Because they are randomly drawn from the same distribution, the ideal pooled κ statistic calculated over these series would be equal to κ true . We calculated both κ ave and κ pooled , in addition to the squared error for both, defined as the squared difference between the pooled estimator and κ true . Sampling was multinomial (only total sample sizes fixed), rather than product multinomial (row totals fixed). This simulation assumes no additional dependence in agreement in raters beyond that determined by S* = {P 11 , P 12 , P 21 , P 22 }.
3. For each set S*, we repeated step 2 as a Monte Carlo simulation with 1,000 replications and calculated the mean of the 1,000 squared errors for each pooled kappa. The average squared error over these simulation runs for a given method is the mean squared error (MSE) for that method at that design point or the sum of variance and squared bias (if any). We present errors in terms of the square root of MSE, also known as root MSE (RMSE) because this measure is in the same units as kappa and is comparable to the standard error of kappa.
In some cases, κ ave is not defined because at least one of the item-level kappas is not defined (which occurs when there is 100% expected agreement). The only situation in which κ pooled is not defined is when there is 100% expected agreement for all item-level kappas. When either κ ave or κ pooled is not defined, we exclude both κ ave and κ pooled from the analysis.
The simulation was performed using R version 2.4.1 (R Development Core Team 2006). Pseudo-random numbers were drawn using the default Mersenne-Twister algorithm in R (Matsumoto and Nishimura 1998) .
RESULTS

Simulation
From the simulation described above, we obtained 20,089 pairs of MSEs (each based on 1,000 replications at each unique design point) associated with κ ave and κ pooled . Figure 1 shows for each κ true the RMSE of both estimators. To facilitate comparison, we divided the horizontal axis into bins of 0.05 and averaged the RMSEs of each estimator within each bin. RMSEs for both estimators are largest for true kappas of 0.4-0.7 and smallest near true kappas of 0 and 1. Within each bin, the RMSE associated with κ pooled is smaller on average than the MSE associated with κ ave . The advantages of the former over the latter are greatest at middle values of true kappa, where the error and hence the need for precision is greatest. Figure 2 compares the RMSE of each estimator to the probability of chance agreement (P E ), which ranged from 0.188 to 0.887 with these simulated values. For both methods, RMSE increases with the probability of chance agreement. This is not unexpected, because the denominator approaches 0 when the probability of chance agreement approaches 1, and ratio estimates are known to be more sensitive to variance in the denominator than in the numerator when quantities are close to 0 (Basilevsky 1980) . The methods differ little at lower values of P E , but for P E > 0.6, the RMSE for κ pooled increases more slowly than for κ ave. The relative efficiency of κ ave to κ pooled (the inverse ratio of their variances) is less than 91% beyond P E = 0.75 and less than 72% beyond P E = 0.85, meaning that κ ave would require as much as 39% more sample (100% / 72% -100%) to obtain the same precision as κ pooled for P E ≥ 0.85. Values of P E ≥ 0.75 will typically occur when both raters score a dichotomous event in more than 85% or fewer than 15% of cases.
Application
We applied the pooled kappa estimator in a practical setting in which two interviewers coded twenty-five interview notes from 1-hour interviews with sponsors of the CAHPS Health Plan Survey ). Six randomly selected interviews were coded by both coders. To assess the reliability of the coding, we calculated κ pooled over subsets of coding items for these six interviews. The interview consisted of 2,176 items in twelve sections, 2 with between 6 and 492 items per section, as detailed in Table 2 . For 50% of items, however, only one code was assigned. We did not include these items in the calculation of the pooled kappa statistic (as kappa would be undefined at the item level), so restricted to the 1,076 items (6-274 per section) that showed variation in coding by the entity evaluated. Table 2 displays the pooled kappa statistic and the averaged kappa statistic for each section.
The absolute difference between pooled kappa and average kappa varies between 0 (section K) and 0.08 (sections D and E2). For three sections, average kappa is larger than pooled kappa; for one section, both are equal, and for eight sections, pooled kappa is larger than average kappa. For section G, the choice of estimator would also determine whether the agreement would be classified as "moderate" (with kappa between 0.41 and 0.60) or "substantial" (with kappa between 0.61 and 0.80) according to the Landis and Koch (1977) classification. These differences can largely be attributed to greater unsystematic error in average kappa relative to pooled kappa, as the standard error of pooled kappa is smaller than the standard error of average kappa for all but two sections. In one section (E2, report format) these standard errors were the same for the two methods, and for another (G, dissemination), the standard error was slightly larger for the pooled kappa than for averaged kappa. Examination of the latter section revealed some interitem correlation in rates of agreement. As demonstrated in our simulations, pooled kappa is an equal or more efficient estimator than average kappa when interitem dependence in agreement is 0 or negligible. Small advantages to average kappa are possible when interitem dependence is substantial, which is likely the case only when heterogeneity within a set of items makes a summary measure of agreement questionable or suggests regrouping items to increase homogeneity within the groupings. We believe that, as was the case in this application, dependence is more likely to be negligible, as there is little reason to expect crossitem correlation in the classification of a varied set of interview items. In actual applications, one can calculate and compare the standard errors of pooled and averaged kappa and could consider regrouping items to improve the standard error of pooled kappa in the occasional circumstances where its standard exceeded that of average kappa.
CONCLUSION
Qualitative data, such as those generated by semistructured interviews, often provide extensive, richly detailed observations on a small number of subjects. The former aspect makes summarizing the characteristics of such data especially important, and the latter aspect places a premium on making efficient use of information that is often time consuming and expensive to collect. We propose a means of summarizing the reliability of coding of qualitative data by using a pooled estimator of kappa. We further demonstrate that this estimator is more often defined and more precise for a given sample size than simple averaging of kappa values at the item level. We propose that pooled estimator kappa be routinely used in situations such as those described here.
NOTES
1. Scholars working in the field of content analysis generally regard the textual passage, not the person or persons from whom the passages were derived, as the unit of analysis. Viewed from that perspective, the sample size could be defined as the number of passages to be coded, not the number of subjects. Because we are trying to make inferences about the subject (the person interviewed), not just the passage, we adhere to a tradition commonly found in disciplines such as psychology and educational research, where the sample consist of "subjects" (persons) and the content collected on the subjects is categorized into "items."
2. Because of the size of section E, we have split this section into two natural subsections and calculated pooled kappa for each.
