The biharmonic equation with Dirichlet and Neumann boundary conditions discretized using the mixed finite element method and piecewise linear functions on triangular elements has been well-studied for domains in R 2 . Here we study the analogous problem on polyhedral surfaces. In particular, we provide a convergence proof of discrete solutions to the corresponding smooth solution of the biharmonic equation. We obtain convergence rates that are identical to the ones known for the planar setting. Our proof relies on a novel bound for the L ∞ error of the linear FEM for the Poisson equation on curved surfaces, as well as inverse discrete Laplacians to bound the error between discrete solutions on the surface and the polyhedral mesh approximating it.
Introduction
We consider the biharmonic equation on smooth surfaces embedded in three-dimensional Euclidean space: given a function f on a smooth surface, find a function u such that
where ∆ is the Laplace-Beltrami operator. If boundaries are present, boundary conditions must be taken into account. We consider Dirichlet and Neumann boundary conditions, u = ∂ u ∂ n = 0 at the boundary.
(1.2)
For flat surfaces, this problem is sometimes referred to as the clamped thin plate problem. If no boundaries are present, the problem is solved modulo constant functions.
In order to solve the biharmonic problem, we use a mixed finite element method with piecewise linear elements on polyhedral triangle meshes. Every mesh is required to have uniformly shape regular triangles. Moreover, we consider sequences of triangle meshes that converge to a given smooth limit surface such that both positions and normals converge at a certain rate (to be specified later). We show:
• L 2 -convergence of order h of discrete solutions u;
• L 2 -convergence of order h 3 4 of discrete solution gradients ∇u;
• L 2 -convergence of order √ h of the discretization of ∆ u;
where h is the maximum edge length of the approximating triangles of the mesh. If no boundaries are present, the problem becomes simpler and better convergence rates can be obtained.
The mixed method consists of solving a linear system of two equations; in u 1 (which corresponds to the solution u) and in u 2 (which corresponds to the Laplacian ∆ u of the solution),
(1.3)
Here we assume that f ∈ L 2 , and we seek solutions u 1 ∈ H 1 0 (or a suitable subspace) and u 2 ∈ H 1 (or a suitable subspace). We employ the geometric convention of working with positive semidefinite Laplacians.
A convergence result for the mixed finite element approximation to the biharmonic problem (using piecewise linear Lagrange elements) has long been known for the case of planar domains (Scholz, 1978) . Our convergence rates can be obtained by combining the results of Scholz (1978) with the results of Rannacher & Scott (1982) . In a nutshell, the idea is to bound the error between the discrete solution u 2 and the Ritz approximation of the exact solution, and then use the fact that the error of the Ritz approximation can be explicitly controlled. Although this approach might seem easily extensible to the case of curved surfaces, the non-flat geometry brings about additional challenges.
There are multiple conceivable approaches for generalizing Scholz's proof to the curved setting. A first approach might be an attempt to directly bound the error between discrete solutions to (1.3) on polyhedral meshes and the smooth solution on a given limit surface. For this approach, however, a considerable complication arises from the fact that the geometry of the mesh and the geometry of the limit surface are different. A different approach that works for the Poisson problem (Wardetzky, 2006) can also not be used here: It is not possible to first compute a "smooth" solution 1 u 1 ∈ H 1 0 , u 2 ∈ H 1 to (1.3) on the polyhedral mesh and then compare it to the smooth solution on the limit surface, since such smooth solutions on the polyhedral mesh do not necessarily exist. Indeed, even for planar nonconvex Lipschitz domains, problem (1.3) ceases to have a solution (Stylianou, 2010, Section 4.3) . Perhaps surprisingly, discrete solutions to (1.3) using piecewise linear Lagrange elements do indeed exist for meshes. Our approach is to relate these discrete solutions on meshes to certain discrete solutions on the smooth limit surface by leveraging an inverse estimate and (inverse) discrete Laplacians. This allows us to circumvent the above-mentioned problem of nonexistence of a "smooth" solution on polyhedral meshes. Our generalization of Scholz's proof, which relies on a novel bound for the L ∞ error of the linear FEM for the Poisson equation on curved surfaces, can then be used to bound the error between the discrete solution on the smooth limit surface and the exact solution. Together, these two steps result in an error bound for the mixed finite element approximation of the biharmonic equation. Ciarlet & Raviart (1973) are the first to introduce the mixed finite element method for the biharmonic problem. Their work informs the functional analysis framework that we use here. They solve the same system of equations that we end up solving (in the flat case), but only show convergence for higher-order Lagrangian finite elements. Their approach is later expanded by Monk (1987) to deal with boundary smoothness problems caused by triangulating. Scholz (1978) proves that the mixed finite element method with linear, first-order Lagrange elements can be used to solve the biharmonic problem, and he gives an error bound of h log 2 h on the L 2 norm of the solution. The result by Scholz is central to understanding the convergence of the linear finite element method for the biharmonic equation, and forms the basis of our proof. The result is remarkable, since it shows convergence of the method, even though the standard convergence conditions for mixed finite elements (the inf-sup conditions (Boffi et al., 2013) ) are not fulfilled. Scholz's error estimate is not optimal, as it relies on an L ∞ estimate of the Ritz approximation error by Nitsche (1978) . An application of a later, better bound for the same interpolation error (Rannacher & Scott, 1982) gives convergence of order h.
MIXED FINITE ELEMENTS FOR THE BIHARMONIC EQUATION IN R
The concept of mixing different function spaces to solve numerical analysis problems is an even older idea. Using hybrid and mixed finite elements to solve the biharmonic equation with Dirichlet and Neumann boundary conditions in R 2 goes back to the works of Herrmann (1967); Brezzi (1975) ; Miyoshi (1972) ; and others, who study a saddle point problem formulation based on the Hessian energy J(u) := 1 2 Ω u 2 xx + 2u 2 xy + u 2 yy dx. Their method is a so-called hybrid method, where, in the derivation of the method, "the variational principle is explicitly dependent upon a given triangulation of the [domain]" (Ciarlet & Raviart, 1973, pp. 125) . A good summary of hybrid and mixed finite elements and their history can be found in the work of Boffi et al. (2013) . Oukit & Pierre (1996) provide an analysis of the biharmonic equation with Dirichlet and Neumann boundary conditions that combines the hybrid approach (which they call Hermann-Miyoshi) and the mixed approach (which they call Ciarlet-Raviart). Their analysis holds for first and second order elements. The result by Scholz (1978) is recovered in the limit p → ∞, where p is the degree of the L p space.
An alternative approach to solving the biharmonic equation using mixed finite elements is the decomposition into four linear equations, such as done by Behrens & Guzmán (2011) (which leads to superconvergence of the solution) and Li & Zhang (2017) . FINITE ELEMENTS ON CURVED SURFACES. Dziuk (1988) generalizes the standard result for solving the Poisson equation with linear finite elements from R 2 to smooth surfaces by working with inscribed meshes, i.e., requiring that vertices of the approximating mesh be contained in the limit surface. His work has since been used in advanced numerical methods for curved surfaces (Olshanskii et al., 2009; Du et al., 2011; Dziuk & Elliott, 2007) . Wardetzky (2006) and Hildebrandt et al. (2006) generalize Dziuk's result to non-inscribed meshes and provide exact estimates of certain geometric quantities. The work of Wardetzky (2006) provides most of the geometric estimates that we require.
Meanwhile, other methods for solving the biharmonic equation on surfaces exist in the literature; a few examples follow. Larsson & Larson (2017) use the discontinuous Galerkin approach to achieve a method for surfaces without boundary where the L 2 error is of order h. Unlike this approach, we use a mixed formulation with a conforming approximation, and additionally provide error estimates of the Laplacian, as well as a treatment of surfaces with boundaries. Cockburn & Demlow (2016) use a different kind of discontinuous Galerkin method as well as non-conforming mixed finite elements (Raviart-Thomas, Brezzi-Douglas-Marini, Brezzi-Douglas-Fortin-Marini) . In contrast to their method, we use a conforming linear element and provide detailed analysis of Dirichlet and Neumann boundary conditions.
APPLICATIONS OF THE BIHARMONIC EQUATION ON SURFACES.
Although a convergence proof has been missing so far, discretizations of the biharmonic equation (and its related Helmholtz problem) using a mixed formulation with linear Lagrange elements have been popular in practice (Desbrun et al., 1999; Sorkine et al., 2004; Bergou et al., 2006; Garg et al., 2007; Tosun, 2008; Jacobson et al., 2010 Jacobson et al., , 2011 Jacobson et al., , 2012 . We here provide a justification for the use of the linear mixed finite element method for such applications.
The Biharmonic Equation on smooth Surfaces
Let Ω be a compact smooth surface with smooth boundary or no boundary, embedded into R 3 . We denote by L p the usual L p spaces on surfaces, and we let W k,p denote the Sobolev space with k weak derivatives in L p . We let H k := W k,2 , and we denote by H 1 0 the space of those functions in H 1 with zero trace along the boundary. Whenever the domain is omitted, these spaces are implied to be defined over Ω .
We denote the metric tensor on Ω by g(·, ·), i.e., the restriction of the inner product on R 3 to the tangent spaces of Ω . The metric induces the L 2 inner product ·, · and the
The norm on H 1 is induced by the inner product ·, · + D ·, · . DEFINITION 2.1 For f ∈ L 2 , the biharmonic equation is defined as follows: find u ∈ H 1 0 ∩ H 4 , such that
where ∆ is the positive semidefinite Laplace-Beltrami operator.
• If Ω has a boundary, then zero Dirichlet and Neumann boundary conditions apply, u = ∂ u ∂ n = 0;
• if Ω is closed, u must have zero mean, i.e., Ω u d x = 0.
The biharmonic equation has a corresponding weak formulation. For f ∈ L 2 , find u ∈ H 1 0 ∩ H 2 such that
We assume that there is a unique solution such that u ∈ H 4 , u H 4 C f L 2 . For closed surfaces this follows from the fact that the biharmonic equation decouples into two Poisson equations. For planar domains, see Gazzola et al. (2010, Section 2.5.2) . Additionally, we assume the standard existence and regularity estimates for the Poisson equation: for g ∈ L p , 1 < p < ∞ there is a unique w ∈ W 2,p with Dirichlet boundary conditions such that, weakly, ∆ w = g and w W 2,p C g L p . For planar domains, see, for example, the work of Grisvard (2011, Section 2). With u 1 := u, and using the intermediate variable u 2 := ∆ u 1 , (2.2) can be rewritten in its mixed form
We refer to this system of equations as the smooth mixed formulation of the biharmonic equation with Dirichlet and Neumann boundary conditions. It can be formulated for any u 1 ∈ H 1 0 and u 2 ∈ H 1 . By Ciarlet (2002, Theorem 7.1.1), (2.3) has a unique solution such that u 1 ∈ H 1 0 ∩H 2 , so by our assumptions it has a unique solution such that u 1 ∈ H 1 0 ∩ H 4 and u 2 ∈ H 2 .
Discretization

Discretizing the surface
To be able to use a finite element method, we need to discretize our domain. We do so with the help of a triangle mesh-a continuous, piecewise flat, triangular surface. Boundary edges of triangles along the surface boundary are allowed to be curved as long as the curve remains in the plane of the triangle. In the flat case, triangle meshes are only needed to discretize the function space H 1 0 in which the solution lives. In the case of a surface Ω ⊆ R 3 , however, the mesh is also used to discretize the geometry itself. Because of that, we require additional conditions of our mesh that are not present in the work of Scholz (1978) . These conditions mirror the ones of Wardetzky (2006) , whom this section closely follows. DEFINITION 3.1 Let X be a topologically closed subset of R 3 . The medial axis of X is the set of those points in R 3 that do not have a unique closest neighbor in X. The reach of X is the distance of X to its medial axis.
Let Ω h be a triangle mesh. Then we can define the following map: DEFINITION 3.2 Let Ω h lie within the reach of Ω . The shortest distance map is the map Φ : Ω → Ω h that takes every point p ∈ Ω to the closest intersection of the line through p parallel to the normal of Ω at p, and Ω h , see (C1) The triangles of Ω h are uniformly shape regular, i.e., there exist constants κ, K > 0 such that every triangle contains a circle of radius κh and is contained in a circle of radius Kh.
(C2) The polyhedral surface Ω h is a normal graph over the smooth surface Ω , i.e., Ω h lies within the reach of Ω and the shortest distance map is a bijective function. In particular, the boundary of Ω is bijectively mapped to the boundary of Ω h .
(C3) The distance of every point under the shortest distance map is bounded by Ch γ for some γ 3 2 .
(C4) The normals of Ω h converge to the normals of Ω such that at almost every point p ∈ Ω the angle between the surface normal and the normal of Ω h at Φ(p) is bounded by Ch ε for some ε 1.
Condition (C2) might seem difficult to satisfy for meshes that have nonempty boundary, since we require that the boundary of Ω maps exactly to the boundary of Ω h under Φ. However, this condition is not hard to satisfy. Consider a mesh Ω h within the reach of Ω , where boundary vertices are inscribed into the smooth boundary such that every triangle has at most two vertices on the boundary of the mesh, and these vertices must be connected by a boundary edge of the mesh. Now, every boundary triangle lies in a unique plane. The image of the map Φ onto the triangle's plane is a collection of flat triangles with at most one curved edge. Thus the boundary triangles of Ω h can be extended such that (C2) is satisfied. This makes condition (C2) very similar to the condition of Scholz (1978) in the flat case, which requires triangles with curved edges that exactly match the boundary of the smooth domain. REMARK 3.1 Condition (C2) is not present in the work of Wardetzky (2006) . Because of that, Wardetzky's result on the convergence of the finite element method for the Poisson equation, Theorem 3.3.3, only holds for solutions that are supported sufficiently far away from the boundary. With Condition (C2), and with the finite element spaces that will be defined in Definition 3.5, the results of Wardetzky (2006) hold for general solutions u ∈ H 1 0 ∩ H 2 .
REMARK 3.2 It might be possible to relax condition (C2) to only require triangles with straight edges and vertices that are inscribed into the boundary. However, such a relaxation could lead to lower convergence rates.
REMARK 3.3 A triangle mesh that is inscribed into the smooth surface Ω and that satisfies (C1) and (C2), automatically fulfills (C3), (C4), and (C5).
Using Conditions (C1-C5), we can relate the metric and the function spaces of the mesh Ω h to the metric and the function spaces of Ω . DEFINITION 3.3 Let g denote the metric tensor on the smooth surface Ω . Consider Ω h as a Euclidean cone manifold, which is flat almost everywhere except at cone points. Let g Ω h be the corresponding metric tensor (defined almost everywhere) on Ω h , and let g R 3 denote the inner product of Euclidean space. Then we can define the distorted metric g A on Ω ,
We define the unique matrix field A that relates g A to g almost everywhere,
We define the distorted inner products that relate the inner products on the mesh to the inner products on the surface,
We adopt the convention that for every norm, the same norm subscripted with A implies that the norm is taken with respect to the distorted metric. For example, L 2 A is the L 2 norm in the distorted metric.
We can get explicit bounds on the entries of A. From now on, the statement "for small enough h" is implied everywhere.
where the L ∞ norm is the essential supremum over the operator norms of the respective matrix fields. The scalar σ > 0 depends on the convergence of the mesh and is defined in (C5).
Proof. By Wardetzky (2006, Theorem 3.2.1) we know that for any point and orthonormal tangent frame there exists a matrix decomposition A = PQP such that P, Q can be diagonalized (possibly in different bases) as
where φ is the pointwise distance between Ω and Ω h under the map Φ, N and N h are the surface normals of Ω and Ω h respectively, and κ 1 , κ 2 are the principal curvatures of the surface.
Let ∠ (N, N h ) be the unsigned angle between the two vectors N, N h in R 3 . Using Taylor expansion we obtain, up to higher order terms,
, and σ = min (γ, 2ε) (C5). A similar argument works for the other two expressions.
LEMMA 3.2 The following equalities hold as equalities of sets:
where the bijection Φ is applied where needed in order to map between Ω and Ω h . The norms of the respective spaces are all equivalent independently of the choice of h (for h small enough).
Proof. Because of the bijectivity of Φ, every function on Ω is also well-defined on Ω h (and vice-versa).
Under the map Φ, the inner products ·, · A and
, and W 1,∞ (Ω h ), respectively. Lemma 3.1 implies that the respective disturbed inner products induce norms that are bounded if and only if the respective undisturbed norms are bounded. Disturbed and undisturbed norms bound each other independently of h, as long as h is small enough. This proves the claim. REMARK 3.4 The equivalence of norms independently of h also implies a disturbed Poincaré inequality where the constant is independent of h,
where u Ω ,A is the average of u with respect to integration in the disturbed metric.
REMARK 3.5 Lemma 3.1 and Lemma 3.2 allow for formulating our discrete method entirely on Ω , even though the actual implementation might compute its operators and results on Ω h .
In order to quantify the differences between the disturbed and undisturbed inner products, we introduce the following bilinear forms: DEFINITION 3.4 The difference bilinear forms are defined as follows,
LEMMA 3.3 The difference bilinear forms fulfill the inequalities
Proof. This is a consequence of Lemma 3.1 and the Cauchy-Schwarz inequality.
Discretizing the function spaces
Having discretized the geometry of Ω , we now turn to the approximation of function spaces.
DEFINITION 3.5 Let S h,A be the space of continuous functions on the mesh Ω h that are linear within each triangle. On boundary triangles (which might have a curved edge), an isoparametric modification is applied (Zlámal, 1973; Scott, 1973) , which projects a curved edge of a triangle onto a straight edge while keeping the vertices fixed and minimizing distortion. 3 On the resulting triangle, functions are required to be linear. The discrete space S h ⊆ H 1 is the pullback of S h,A under the shortest distance map Φ. The space S h has domain Ω and inherits the natural inner product from H 1 (Ω ). When we refer to "piecewise linear functions" on the surface Ω , we refer to the space S h . Analogously, we define the discrete space S h,0 := S h ∩ H 1 0 , which inherits its inner product from H 1 0 (Ω ). REMARK 3.6 The number of degrees of freedom of S h is the number of mesh vertices. The number of degrees of freedom of S h,0 is the number of mesh vertices minus the number of boundary vertices.
The discrete spaces come with various interpolation operators. DEFINITION 3.6 Let I h : H 2 → S h denote the per-vertex interpolation operator, 4 i.e., (I h u)(p) = u(p).
Moreover, R h , R A h : H 1 → S h and R h,0 , R A h,0 : H 1 0 → S h,0 are the Ritz interpolation operators,
This is analogous to the flat case of Scholz (1978, p. 86 ).
The interpolation operators satisfy certain interpolation inequalities.
LEMMA 3.4 The Ritz-interpolation is H 1 -stable, i.e.,
If u is continuous and H 1 or W 1,∞ , but only H 2 or W 2,∞ within each triangle, then
where the tilde above the norm indicates a per-triangle norm, concatenated over all triangles t in the triangulation: u
. Analogous results hold for functions that are nonzero at the boundary using the appropriate interpolation operators. All estimates with the interpolation inequality also hold per triangle.
Proof. We only treat the case of H 1 0 -type interpolations. The case of H 1 follows by using the appropriate norms as well as the condition u − R h u,
It holds that
This proves the stability estimates.
Let T h be a flat triangle of Ω h . Both the left and right hand sides of the first line of (3.4) hold by restricting to the subset Φ −1 (T h ) ⊆ Ω , see (Wardetzky, 2006, Thereom 3.3.2) . Although this result was only established for triangles T h with straight edges, the extension to triangles in Ω h with curved edges along the surface boundary is straightforward. The first line of (3.4) follows by using that Φ : Ω → Ω h is a bijection and by summing over all triangles T h .
The next line of (3.4) follows by
, and therefore
An analogous derivation holds for R A h,0 instead of R h,0 . This proves the inequalities in (3.4).
The inequality (3.5) is known to hold in the flat case (Brenner & Scott, 2008, Theorem 4.4.4) . The arguments used by Wardetzky (2006, Thereom 3.3.2) to generalize the flat L 2 case to the surface Ω also apply for L ∞ , since only pointwise calculations ever take place in the proof.
The inequalities in (3.6) follow by noticing that all calculations above for the interpolation operator only ever happen within triangles and by summation over triangles.
4. An L ∞ estimate for the Ritz approximation on curved surfaces Rannacher & Scott (1982) measure the W 1,∞ error of the Ritz approximation on convex subsets of R 2 . We generalize their result to smooth surfaces with shape-regular triangulations.
LEMMA 4.1 (Rannacher & Scott (1982) ) Let U be a convex, polygonal subset of the plane, triangulated by a shape-regular triangulation.
We generalize Lemma 4.1 by following the approach of Brenner & Scott (2008, Theorem 8.1.11 ), but applying it to the setting of the Poisson equation solved with linear finite elements on curved surfaces. The most important difference between the planar setting and curved surfaces is the fact that first and second derivatives work somewhat differently: there is no simple notion of a constant vector field with zero derivative, instead we resort to divergence-free, locally-defined vector fields. Moreover, our FEM functions no longer have zero second derivative within curved triangles on the surface, as they do in the planar setting (where they are piecewise linear). Furthermore, we need to apply multiple subtle changes to deal with the definition of various helper functions on curved surfaces.
where Ω ⊆ R 3 is the smooth surface introduced in Section 2. Then it holds that R h,0 u W 1,∞ C u W 1,∞
Proof. We first note that the Ritz approximation is equivalent to solving the Poisson equation with Dirichlet boundary conditions using piecewise linear finite elements.
This means that the proof boils down to the stability of the linear finite element method for the Poisson equation with Dirichlet boundary conditions.
We will use the method of weighted estimates (Brenner & Scott, 2008, Section 8.2) . For any z ∈ Ω contained in the interior of a triangle T z (so, for almost any point), consider a smooth function δ z compactly supported in an open subset of T z such that
where the constant C k depends only on the triangulation, and D k is the vector of partial derivatives of order k. Let ∇ A := A −1 ∇ be the gradient pushed from the flat mesh Ω h to the surface Ω (Wardetzky, 2006, p. 58) , and let · A denote a short-hand for the dot product in the disturbed metric from Definition 3.3. Letν be any tangent vector to Ω at z of length 1 under the disturbed dot product · A . Our goal is to bound (ν· A ∇ A u h ) (z), which will provide a bound for ∇ A u h L ∞ (since z was arbitrary). By Lemma
The vectorν can be extended to a vector field on all of T z via simple translation along the flat triangle Φ(T z ), resulting in a constant vector field. We have div Aν = 0.
By definition,ν· A ∇ A u h T z is a constant function. This implies
(by the definition of δ z )
(integration by parts)
with ν := |det A| 1 2ν . We note that,
both norms are equivalent)
C|det A|ν· Aν = C|det A| (by the definition ofν),
Our definition of ν makes it divergence-free. This can be seen with the following calculation. Let ρ ∈ H 1 0 (T z ). Denoting by d x A the volume element used for integration in the disturbed metric, we obtain
and thus div ν = 0 . (4.4)
We define the helper function g z ∈ H 1 0 as the solution of a different Poisson problem,
The first term from (4.6) can be bounded by a direct calculation using the Hölder inequality,
To bound the second term from (4.6) we introduce the weight function σ z : Ω → R,
where d is the geodesic distance on Ω , and κ > 0 a constant.
The area of U is bounded by C(κh) 2 . We can estimate, for small enough α > 0,
(switch to polar coordinates with volume form θ , bounded from above and below, and surface boundary M for integration bounds)
(4.8)
While this calculation assumes the surface can be parametrized with geodesic polar coordinates around z, a similar argument works if this is not possible by partitioning the surface into parameterizable patches. Application of Hölder's inequality and (4.8) to the second remaining part of (4.2) gives, for appropriate λ , Having bounded the two terms from (4.6), we now have
where finally the constant C depends on κ and λ . This proves the theorem. (Braess, 2007) (which transfer seamlessly (Wardetzky, 2006, Lemma 3.3 .1)), we know that
Mixed Finite Elements
With the discrete geometry and discrete function spaces in place, we can now turn towards discretizing the problem (2.2) in its mixed form (2.3). Using the disturbed and undisturbed inner products on Ω leads to two discrete mixed problems. The discrete problem with respect to the undisturbed metric takes the form
whereũ h 1 ∈ S h,0 ,ũ h 2 ∈ S h , and f ∈ L 2 . This problem is only an auxiliary problem for our proof. Its operators are never computed in practice. In practice, one only solves the discrete problem with respect to the disturbed metric,
where u h 1 ∈ S h,0 , u h 2 ∈ S h , and f ∈ L 2 . If the surface has no boundary, the solutions of (5.1) and (5.2) additionally have to fulfill the zero mean property from Definition 2.1.
Notice that, although the latter problem is formulated in terms of the distorted inner products on Ω , it is actually the discrete mixed problem with operators computed on the mesh Ω h . The distorted L 2 inner product corresponds to the mass matrix, and the distorted H 1 0 inner product corresponds to the Lagrangian piecewise linear FEM stiffness matrix. In the planar case of Scholz (1978) the two discrete problems coincide.
Existence and uniqueness for (5.1) and (5.2) follow from an argument by Ciarlet (2002, Section 7), which we repeat here for convenience. DEFINITION 5.1 We define the following three linear spaces:
where the space S h L 2 is the space S h , but with the L 2 norm instead of its usual H 1 norm. These spaces are Hilbert spaces, as they are closed linear subspaces of a Hilbert space. As an immediate consequence of Poincaré's inequality we obtain that the resulting product norms on these spaces are equivalent to (simpler) norms that we heavily rely on going forward:
LEMMA 5.1 The product norms on V,V h ,V h A are equivalent to the norms induced by the inner products
( 5.4) Proof. The symmetric bilinear mappings defined by (5.4) are indeed positive definite since v 2 = 0 implies
C v 2 L 2 , which proves the lemma for V . By Lemma 3.2, an identical derivation
On these linear spaces we can define the functionals We write
The Euler-Lagrange equations corresponding to these minimization problems take the form
( 5.7) Combined with the linear constraints from the definition of the spaces V,V h ,V h A in (5.3), these are the mixed problems from (2.3), (5.1), and (5.2), respectively, by defining
Lemma 5.2 ensures existence and uniqueness of the mixed formulation of the biharmonic equation. Notice, however, that Lemma 5.2 does not show that u 1 ∈ H 4 . Indeed, one requires an additional argument to show that u 1 ∈ H 2 (Ciarlet, 2002 , Theorem 7.1.1), and then standard regularity estimates (Gazzola et al., 2010, Section 2.5 .2) to show u 1 ∈ H 4 . If these regularity estimates do not hold-for example because the surface or its boundary are not smooth enough-the minimization problem on V still has a unique minimizer, but this minimizer does not solve the weak biharmonic equation (2.2), see Stylianou (2010, Section 4.3) . This in itself does not lead to problems in our setting, since we assume regularity of u 1 . For the same reason, however, Lemma 5.2 only shows that the H 1 0 norms ofũ h 1 , u h 1 are bounded independently of h and likewise, that the L 2 norms ofũ h 2 , u h 2 are bounded independently of h. We cannot infer boundedness of the H 1 norms ofũ h 2 , u h 2 independently of h -these norms could blow up as h decreases.
Convergence of the Numerical Method
It is somewhat surprising that the derivatives ofũ h 2 , u h 2 appear in the linear systems that we are solving, but the L 2 -norms of these derivatives cannot be bounded independently of h. This indeed complicates the task of bounding errors between solutions of (2.3), (5.1), and (5.2). Scholz (1978) elegantly solves this issue by utilizing the Ritz interpolation in order to cancel contributions of derivatives ofũ h 2 . However, this approach ceases to work for the case of curved geometries that are approximated by piecewise flat geometries. This is precisely why the curved case is more intricate than the flat one.
In the planar case, we have that u h 1 =ũ h 1 and u h 2 =ũ h 2 by construction. Scholz (1978) splits up the proof for the planar case into showing that u h 2 converges to u 2 and that u h 1 converges to u 1 . In the curved case, a similar argument only works to show thatũ h 2 converges to u 2 , andũ h 1 converges to u 1 , using the generalized L ∞ estimate of Section 4. Therefore, we require an additional step in order to show that u h 2 converges toũ h 2 .
6.1 Convergence of the discrete problem on the mesh to the discrete problem on the surface
In this section and Section 6.2 we treat the case of surfaces with nonempty boundary; the case of empty boundaries (treated later) is significantly simpler.
We rewrite the linear problem from (5.7) using linear operators.
denote the respective Riesz maps using the inner products defined in Lemma 5.1. The mixed biharmonic equation can be written as
A . So far, our treatment for the mixed biharmonic problem has considered the smooth setting alongside the two discrete settings. The next step, however, only works in the two discrete settings. We define a discrete Laplace operator T that maps into the L 2 -like space S h L 2 from S h,0 . Such a construction is of course not possible in the smooth setting. In the discrete setting, however, we can identify the dual space of S h,0 with a subspace of S h L 2 .
LEMMA 6.2 (Discrete Laplacians) There exist bounded linear and injective operators
Moreover, every element in V h can be written as the pair v 1 , T h v 1 , and every element in V h A can be written as the tuple v 1 , T h A v 1 . Proof. We prove the lemma for T h , the proof for T h A is similar. For all (v 1 , v 2 ) ∈ V h we have that
Written as a discrete linear equation, the right-hand side involves the mass matrix M for piecewise linear Lagrange finite elements. This matrix is invertible. We can thus define T h v 1 := v 2 = M −1 Sv 1 , where S denotes the discrete Laplacian stiffness matrix with columns in S h,0 and rows in S h . The resulting operator is well-defined and linear. Injectivity follows from the solvability of the Poisson equation. Indeed, D v 1 , η = 0 ∀η ∈ S h,0 has a unique solution v 1 = 0 ∈ S h,0 . This implies that the discrete Laplacian stiffness matrix has full column rank (it is not invertible, since we test with all µ ∈ S h ). Since the mass matrix is invertible, T h has full column rank and is thus injective.
It remains to show that every element in V h can be written as a pair v 1 , T h v 1 . In order to see that,
REMARK 6.1 The linear operators T h , T h A are bounded, as they are discrete operators. This bound, however, is not independent of h.
The next result is central for relating solutions from the two discrete spaces. LEMMA 6.3 (Inverse estimate) We have that
where the constant C is independent of h.
Proof. For µ ∈ S h L 2 it holds that
Using the standard inverse estimate, we have that
which proves the lemma.
Using the maps T h , T h A allows for constructing a map that relates the two spaces V h and V h A . LEMMA 6.4 Let W : V h → V h A be the linear map such that
W is well-defined, bounded independently of h, invertible, and the inverse is also bounded independently of h.
Proof. Well-definedness is clear by Lemma 6.2. W is invertible, as the inverse mapping is given by v 1 , T h A v 1 → v 1 , T h v 1 . We now show the bound for W ; a similar argument works to show boundedness of the inverse. Let v 1 ∈ S h,0 . Then we obtain
where the last inequality follows from Lemma 6.3. Using that σ > 1 and the equivalence of norms from Lemma 5.1, the claim follows. Thus, W is bounded independently of h.
We denote by W : V h A → V h the dual operator to W . This operator is bounded independently of h, it is invertible, and its inverse is bounded independently of h. The operators W,W provide the tool for relating the two discrete problems.
LEMMA 6.5 We have
where we used Lemma 5.1 and Lemma 6.3.
We can now estimate the error for the solutions of the two discrete linear systems in Lemma 6.1.
LEMMA 6.6 Consider the following two linear problems for
Then we have that
Proof. By assumption we have that
Combining these gives
Using Lemma 6.5 and the fact that all relevant operators are invertible and bounded independently of h gives
and thus
The main result of this section relates the two discrete problems (5.1) and (5.2) that we use in our mixed finite element method.
THEOREM 6.1 Letũ h 1 ,ũ h 2 solve problem (5.1), and let u h 1 , u h 2 solve problem (5.2). Then
(by Lemma 6.6) .
It remains to deal with the right-hand sides. By the equivalence of norms,
(by Lemma 5.1) ,
This proves the result.
6.2 Convergence of the discrete problem on the surface to the exact solution
Having successfully bounded the error between the discrete problem on the mesh (with solution u h 1 , u h 2 ) and the discrete problem on the surface (with solution ũ h 1 ,ũ h 2 ), we move on to bounding the error between ũ h 1 ,ũ h 2 and the exact solution, (u 1 , u 2 ). Our proof follows the roadmap laid out by Scholz (1978) . However, we require considerable adjustments to extend this approach to curved surfaces.
We start with an extension of Scholz's Lemma to curved surfaces, using the generalization of the theorem of Rannacher & Scott (1982) from Section 4.
Proof. The proof is virtually identical to the proof of Scholz (1978) . Let ξ ∈ S h,0 interpolate η on all interior vertices of the mesh. Let ϕ := η − ξ . By the definition of Ritz interpolation, we have that
As ϕ is only supported on the boundary triangles T , the last equation can be simplified to
where we used the fact that the area of a triangle is bounded by Ch 2 , where the C depends on the triangle regularity constants. By the standard inverse estimate we can conclude that
. Moreover, using a per-triangle calculation, we can obtain that η L ∞ (t) Ch −1 η L 2 (t) . Thus we conclude
where we used the fact that the number of triangles in T is ∼ h −1 .
The estimate by Rannacher & Scott (1982) , which is generalized to curved surfaces in Corollary 4.1, states that
Using this lemma we can now estimate the error in u 2 . This mirrors the first part of Theorem 1 by Scholz (1978) , but we achieve a bound of order √ h instead of Scholz's √ h|log h| 2 due to the improved Lemma 6.7. THEOREM 6.2 Let u 1 , u 2 solve the smooth mixed biharmonic problem (2.3), and let u h 1 , u h 2 solve the discrete mixed biharmonic problem (5.2) on the mesh. Then one has
Proof. Using Theorem 6.1 (together with the fact that σ 3 2 ), it suffices to prove the estimate withũ h 2 instead of u h 2 . Using Lemma 3.4, it is enough to prove the estimate with R h u 2 instead of u 2 .
We note that
using the definition of Ritz interpolation for the first equality and using the smooth and discrete formulations of the mixed biharmonic problems for the second equality. Thus we can compute
where we again used the (smooth and discrete) formulations of the mixed biharmonic problems. The first of the two remaining terms can be estimated using (3.4). The second remaining term is covered by Lemma 6.7 and the fact that u 1 W 2,∞ C u 1 H 4 C f L 2 . Division by ũ h 2 − R h u 2 L 2 then proves the theorem.
It remains to compute the error in u 1 . The next theorem follows the second part of Theorem 1 by Scholz (1978) , but requires additional work due to the curved geometries. Because of Lemma 6.7, we achieve convergence of order h here. THEOREM 6.3 We have that
Proof. Since u 1 − u h 1 ∈ H 1 0 , by assumption the biharmonic equation ∆ 2 w = u 1 − u h 1 with zero Dirichlet and Neumann boundary conditions has a unique solution w ∈ H 1 0 ∩H 4 . As before, we use the geometers' convention that the Laplacian be positive semidefinite.
We use the mixed biharmonic PDEs, Ritz interpolation, and integration by parts repeatedly to obtain
. Using (3.4), the first term of the last expression can be bounded by
We can bound the second term as follows, Using (3.4) and Theorem 6.2, the bound for the third term is
Finally, three of the remaining terms can be bounded as
where we used Lemma 3.3 and (3.4). In order to bound the last remaining term, observe that
where we used Lemma 3.3, Lemma 3.4, and Theorem 6.2. Using that ∆ 2 w = u 1 − u h 1 , we obtain w H 4 C u 1 − u h 1 L 2 . Together with the assumption that σ 3 2 , these estimates show that
which proves the theorem.
A simple corollary provides a convergence rate of h 3 4 for the gradient of u 1 .
COROLLARY 6.1 We have that
Proof. Using the mixed biharmonic problem, it follows that
where we applied the estimates from Lemma 3.3, the fact that the solution of the discrete problem is bounded, and going through the Ritz approximation as an intermediate. Since we assumed that σ 3 2 , this proves the corollary.
The no-boundary case
Here we provide the proof for the case of empty boundary, which is much simpler than the case of a nonempty boundary. If there is no boundary, the mixed formulation decouples, as H 1 0 = H 1 and S h,0 = S h . In this case, we obtain the better convergence rate: THEOREM 6.4 It holds that
Proof. Since H 1 0 = H 1 and S h,0 = S h , equations (2.3) and (5.2) decouple into two Poisson equations. By Wardetzky (2006, Theorem 3.3. 3) it holds that
We ensured that our solutions are modulo harmonic functions in Definition 2.1. To bound the error in u h 1 we turn to the solution ν 1 ∈ S h,0 of the discrete Poisson problem As ν h 1 is the solution to a discrete Poisson problem, we obtain (6.6) As for the error between u h 1 and ν h 1 , we know that
(6.7)
Combining (6.6) and (6.7), and using the classical Aubin-Nitsche trick for the Poisson problem we obtain that u h 1 − u 1
Experiments
We performed a variety of experiments using the mixed finite element method to solve the biharmonic equation on a curved surface approximated by a triangle mesh. Figure 2 shows a boundary value problem solved on a spherical cap using the mixed finite element method. The observed convergence rates obey the theoretical convergence rates of Section 6: convergence of order h in the solution, convergence of order h Convergence depends on the proportion of the number of vertices along the equator m and the number of vertices along the axis of rotational symmetry n. While we observe convergence for m ∼ n, we no longer observe it for m ∼ n 2 .
the ratio between the number of vertices along its equator m is proportional to the number of vertices along its axis of rotational symmetry n. If, on refinement, m increases much more quickly than n, such as when m ∼ n 2 , the mixed finite element method does not converge anymore, even though the discrete surface converges to the smooth surface pointwise.
Continuing the calculation, we obtain where we used (4.8) in the last step. This proves the lemma.
In their version of Lemma A.5, Rannacher & Scott (1982) use the fact that λ > 0 can be chosen to be arbitrarily small in order to use a regularity estimate of the form u 2,2+µ C ∆ u 2+µ .
For polygonal boundaries, this only holds for small enough µ > 0, depending on the polygon angles. In this work, we work with smooth boundaries, where this technique is not needed to apply the regularity estimate.
We now calculate the derivatives off . Let x = Ψ T (y). Using (A.14), we have, (A.15) which proves one direction of the lemma.
We now prove the lemma in the other direction, withf (y) exchanged with f (x). Note that, by the inverse function theorem, (A.14) implies for x = Ψ T (y) that
Ch ∀x ∈ T .
The bounds for Ψ −1 T are the same ones as the bounds for Ψ T in (A.14), and thus the calculations from (A.15) still hold withf (y) and f (x) exchanged.
