Introduction
Embedding a continuous entity such as a protein structure in a discrete model can be done in many ways. Bystroff and Baker [1] constructed a library of sequencestructure motifs, which was the base for the Bayesian separation of the total energy score into components that describe the likelihood of a particular structure. Unger et.
al. [2] as well as others [3] [4] [5] [6] [7] analyzed short oligopeptides and showed that their structure tends to concentrate in specific clusters rather than to vary continuously. A discrete repertoire of standard structural building blocks taken from these clusters was suggested as representative of all folds.
Secondary structures are key fold motifs, both for the process of folding and in stabilizing the structure [8] suggesting a possible resolution to the Levinthal paradox [9] by reducing the sample space. Currently, secondary structure predictions from sequence have a success rate of about 80% (being stable at these rates for over a decade now) using algorithms like ASSAM [10] and SPASM [11] . Interestingly, also the assignment of secondary structure for a given solved structure is not absolute, evidenced by an agreement rate of about 80% between various algorithms such as DSSP [12] .
High resolution data of a protein can be represented as a contiguous stretch of 3D points, or alternatively as a mathematical graph based on the atomic contact map.
Recently, we showed that contact maps of proteins are modular [13] , [14] and encapsulate the information necessary to detect the secondary structure [15] . Contact map based abstraction has one clear advantage: discretizing takes place at an earlier stage, that of atomic contacts, for which physics is better understood. A widely used scheme of systems biology suggests that networks are made up of a small set of recurring patterns, called Network Motifs. Further, analysis of the significance profile of these motifs is suggested as a device to identify the networks design principles [16] . A significance profile (SP) is the vector of occurrences of the network motifs, which can be thought of as a fingerprint of a network. However, SP is fruitful only to the extent to which it reveals novel, non-trivial design principles of the underlying network.
In this work we compiled a representative dataset of non redundant proteins with high resolution crystal structure. Each protein was embedded in a mathematical probabilities are depicted in Fig. 2 Fig. 2 ), which appears in many C-caps of helices, but we found it also as a network motif in the surroundings of β -sheets (see Discussion). M15 and M21 are two alternative representations of the parallel β -sheet. M18 is the 10 3 helix with occurrence <M18>=0.96%. Many novel fold motifs were found, including M13, M17 and M22 which are prevalent in helix caps and M2, M12, M16 and M29 which represent various surroundings of a turn, in addition of being also prevalent in helix caps. A sub-categorization of the anti-parallel β -sheet includes M3, M10 and M27 with 4, 3
and 2 H-bonds, respectively. It is interesting to note the inverse correlation between the number of H-bonds in these motifs and the probability to observe them in random.
Motifs conservation along an MD simulation. To understand the dynamics of the motifs and their cooperation in maintaining the structure, we studied the time evolution of SP in atomistic MD simulations. We followed the pattern of the motifs as a function of time and compared their average population along the trajectories to those found in X-ray and NMR structures for three model proteins: the amino terminal domain of the 434 Repressor, Lysozyme, and an SH3 domain (Fig. 3) . We simulated each protein along 4 ns at room temperature starting from the crystal structure. During this time frame the global fold did not change. To observe high resolution variation, we constructed the SP (i.e. the motifs occurrences vector) (Fig.   4 ). For each protein, SP is compared to the average SP along the simulation.
The 434 repressor protein is a small 69 residues domain, which consists of five short α helices (M5, red in Fig. 3B ). Two of the helices end with the Schellman motif (M14, yellow), and M16 is found in the short 2-turns helix. The average number of Hbonds along the trajectory is similar to that in the X-ray structure (Fig. 4A inset) and only a small change in RMSD is observed during the simulation. Furthermore, Fig. 4A presents a comparison of the SP occurrence of the X-ray structure and their average population along the simulation. High similarity is observed for the most common motifs (M1 to M10) corresponding to the α helix and β -sheet. On the other hand, a poor correlation is observed between the population of the novel motifs (M11 to M30) in the MD conformations and the X-ray structure. The lower population of some motifs in the MD simulations is due to their relatively low stabilities.
Accordingly, a few motifs have short life time (< 1ns) and their population significantly fluctuates at the room temperatures simulations. This results in an averaged lower occurrence in comparison to the crystal structure (SI Fig. 7 ).
The second system studied, Lysozyme, is a larger helical protein (129 amino acids) (Fig. 3C, 4B ), in which many more motifs are observed, including the 10 represented either as an adjacency matrix or alternatively as planar drawing (Fig. 1 ).
The planar draw is not unique, as the position of each point does not relate to the actual 3D position of the amino acid it represents. Network motifs can simplify the task of planar drawing, as is demonstrated in Fig. 1B . Still, one should be aware that network motifs are the fingerprints of a fold, and it is possible for two different network motifs to co-exist in the same fold motif, as is the case for M15 and M21
(parallel β-sheet).
Secondary structure prediction algorithms show a very high success rate for core regions, predicted to be either α -helix or β -sheet. On the other hand, the prediction is poor for about 15% of the residues. Some attempts were made previously to characterize sequence propensity of novel fold motifs, which might be classified currently as a random coil. In this context, the 35 network motifs found here ( Fig. 2 and SI Fig. 6 ) which include all the known motifs and some novel ones, can be studied individually. Surprisingly, analyzing these network motifs using DSSP [12] shows that all the motifs include a high percentage of ordered secondary structure (α -helix or β -sheet or both, see the bar colors of Fig. 2 ) in addition to some percentage of coil. In other words, every recurrent pattern of H-bonds has the potential to be embedded in an α -helix or in a β -sheet, and no motif is exclusively related to a random coil. This suggests that knowledge of the local H-bonds pattern is not enough to determine the local fold. Indeed, for certain sequences the secondary structure depends on the global fold and not on its H-bond pattern [21] .
One example for sequence-structure relations derived from fold motifs is the helix-cap, which was extensively studied previously (for a review see [22] ). It was suggested that a complete understanding of the fold motifs requires analysis of the side-chains [23] but this aspect is out of the scope of our current work. Richardson and Richardson [24] adopted the geometrical definition for helices caps, asserting that backbone-H-bonds-based definition is too sensitive for small perturbations. This sensitivity is related to the fact that most protein structures are solved at a resolution of ≥1.2 Å and hydrogen atoms have to be inferred, which introduces ambiguity. Here we suggest that network motifs analysis provides a framework to overcome this ambiguity, in the following way. A certain fold motif may have a different pattern of H-bonds, which depend on the H-bond definition. However, the pattern should be the same in all the occurrences of the motif. If this is the case, different assignment methods will give essentially the same motifs with the same sequence propensity for each position of the motif, albeit a different pattern of H-bonds. The analysis of
Richardson [24] resulted in sequence propensities for helix caps (most notably a 33%
Glycine propensity at the C-cap of a helix). Using motif analysis, a more detailed understanding of this phenomenon was obtained by dividing C-caps into the following two different forms. About 23% of the helices end with the Schellman motif, while the rest end with motifs such as the 10 3 helix, M13, and others. For helices ending with the Schellman motif there is a high Glycine propensity of 66% in position 5 of the motif. The rest of the helices have a Glycine propensity of as low as 10% (see also [26] ). The high Glycine propensity in this motif was shown recently to be due to the ability of Glycine to adopt a positive φ/ψ conformation, rather than the enhanced solvation related with the lack of a side chain in Glycine [27] . Furthermore, visual inspection of the Schellman network motif revealed that it is prevalent in the surroundings of β -sheets as well.
M18 is the 10 3 helix (see Fig. 2 ), which is observed for about 1% of the amino acid residues, and always consists of less than 2 helical turns. Should this motif be considered as another variant of helix kink, or as a special, though rare sort of a helix?
Comparing M18 with other motifs such as M13 (a more prevalent motif that was not documented as a distinct helix type previously, possibly due to its less elegant Hbonds pattern) suggests that α helices have various fold motifs coexisting at helices caps and kinks. The variation is driven by bipolarity between the carbonyl oxygen of residue i and the nitrogens of residues i+3, i+4, giving rise to such motifs as M13, M14, M18 and others.
SP is a powerful tool to compare structures of high similarity. RMSD of 0.5Å is usually considered to be within the experimental fluctuations of X-ray structures.
However, a distance change of 0.5Å causes an H-bond to break. SP analysis makes it possible to distinguish between concerted movements that do not affect bond patterning to specific movements that do, independently on the resulting RMSD between the structures. For example, Fig. 4A shows that the Schellman motif (M14) is poorly populated in the MD simulation of the 434 repressor. Fig. 3D reveals that the short life time of this motif is due to a break of a single H-Bond occurring close to the start of the MD simulation, in a place which otherwise seems to be identical to the X-ray structure. In a second example, a snapshot at 1.6 ns of the MD simulation of Lysozyme shows a structure that is almost identical to the X-ray structure (Fig. 3C) .
However, the deviation in the SP (Fig. 4B, M14 and M18 ) is explained by a break of a small number of H-bonds in significant positions. The relatively poor stability of some motifs in the MD simulations, particularly above M10, may suggest that some motifs are inherently highly dynamic but their weak population is sufficient to retain the protein fold. It is likely, that using different force fields may result with different motifs stability and change in the SP.
One might conjecture that the underrepresentation of high-order structural cooperativity patterns in the simulations originates from the pair-wise energy functions used in the current available force-fields. Many-body potentials such as [28] , [29] , [30] come with the cost of high computational complexity, while the exact form of the electronic Schrödinger equation is a problem with an exponential computational complexity, and hence, a brute force solution is intractable [31] . We suggest that a statistical-based energy potential that takes into account many-body (A similar consideration applies also to the H-bond angles, but is not covered here, see also [34] ). To satisfy the motif, one has to minimize
, where r is the ideal H-bond distance (usually around Å 1.9 ).
The suggested smooth term is a sum over all the known motifs of
where M P is the probability of motif M (see SI Fig. 10 ). The rationale here is to preserve observed motifs but at the same time not to freeze a specific motif-related conformation. To estimate the time complexity (that is, the running time as a function of the input size) of the algorithm, one has first to observe that the bottleneck is enumerating the motifs for the contact map of a specific iteration. This depends upon the motifs algorithm in use, but in the worse case the exhaustive enumeration algorithm is polynomial in the number of residues, as appose to the exponential time of evaluating all the possible dependencies of the protein atoms. Further, it is our experience that motifs enumeration is much faster than energy minimization. We suggest that by using motifs as structural constrains one may obtain dynamic simulations that better represent crystal structures.
Summary
Estimation of the free energy gain of protein folding is a difficult task because of its small net value of 5-10 kcal/mol (about the energy change related to the formation of one or two H-bonds). Hence, detailed understanding of the H-bond cooperativity cannot be achieved directly. Here, we applied a method from graph theory to the vast amount of structural data available to understand the high-order patterns prevalent in bio-molecules. The problem of protein structure prediction might be reduced to a problem of tessellation of the network motifs, the known α helix and β -sheet as well as the other motifs. In this sense, exploring the repertoire of contact map motifs makes it possible to understand secondary structure as a key folding step. Further, it allows for the unsupervised discovery of new fold patterns which are no longer limited to a continuous stretch, and may unify the two major known motifs, helices and sheets, under one framework (each sheet is made out of a few non-continuous strands).
Network motif analysis may also be applied in the future to address questions of function, e.g., prediction of enzymatic-cleft location, metal-binding sites, and protein-protein interfaces. In this context, it might be useful to add edges of different colors for other sorts of non-covalent interactions ( π π − interactions, salt bridges, etc.) and a different vertex color for the various amino acid types (hydrophobic, bulky, etc.). Yet another interesting application is structure motifs of RNA and DNA.
Our results may suggest that two ingredients are important for these analyses: first, different edge colors are needed to build up a large repertoire of motifs, and secondly, an appropriate random model to separate the important motifs from the noise.
Methods
Graphs of Proteins. Each protein structure (solved by X-ray crystallography) was embedded in a mathematical graph
in which the amino acid residues are the vertices V , and the backbone interactions are the edges E, similarly to [15] .
Backbone interactions can be either peptide covalent bond or H-bond. We extract Hbonds by using BndLst (v.1.6) with default parameters, based on the tool Reduce [17] .
Here (unlike [15] ) we introduce different edge colors, based on the type of interaction.
For each interaction represented by an edge
, are amino acid residues, we define the color of the edge to 'black' if it is a covalent bond, 'thin red' if it is a single H-bonds and 'thick red' color if it is a double H-bond (see Fig. 1 for an example). The analysis was performed on a representative set of 2,521 proteins of known structure (852,561 amino-acid residues), 'culled down' from the PDB [18] using a list precompiled by PISCES [19] to represent all the known structures as of Jan 2007, such that the (pair-wise) sequence identity is <20%, the resolution is <2.0Å, and the R factor is <0.25.
Network Motifs.
For each network, all the edge-colored subgraphs of six nodes were enumerated by the FANMOD [20] algorithm, using full enumeration.
FANMOD enumerates the subgraphs by iterating the vertices, and at each step extending on to include subgraph which were not enumerated earlier.
To calculate the probability of each subgraph to be a recurrent motif, we use a novel random model, describe below.
The Random Model. Networks of proteins, as defined above, have geometrical properties. Notably, the network can be mapped onto a 3D space such that the distribution of adjacent-node distances is normal (the distance between the center of mass of two H-bonded residues peaks around 5Å). To capture this feature we developed the following random network generator algorithm, given a real protein Pt real . We first create a 3D self-avoiding random walk on grid points, restricted by the minimal ellipsoid which envelops Pt real . Each point of the walk is a node in the random protein Pt rand , and we furnish Pt rand with edges in three steps. First, a 'black' color (which corresponds to a covalent bond in Pt real ) is automatically added for each two neighboring nodes on the random walk. Second, for two nodes of Pt rand with distance d in the 3D space, a 'thin red' color is added at random using a biased coin with a probability R, where R is the probability that two nodes in Pt real with distance d have a 'red' edge (using normal fit for the edge-distance distribution). Third, we pick at random T 'thin red' edges of Pt rand and convert their color to 'thick red', where T is the number of 'thick red' edges in Pt real . The random network preserves the number of nodes, edges, degree distribution and radius of gyration.
For each subgraph M, we first calculate the distribution of the number of occurrences of M in proteins in the real and in the random datasets. We then apply the Kolmogorov-Smirnov test to calculate the probability that these two distributions are (it is a twilight zone since we need to correct for multiple tests). Only another four subgraph have probability of MD Simulations. The dynamics of motifs was studied by simulating three proteins for 4 ns using molecular dynamics simulations. The selected proteins are:
SH3 domain (pdb 1srl), lysozyme (pdb 1rfp), and the 434 repressor (pdb 1r69). The simulations were performed at room temperature using the CHARMM [35] package using the charmm27 force field and time step of 2 fs. To explore the sensitivity of the motif stabilities to the details of the force field, each protein system was simulated using two different implicit solvent models: distance dependent dielectric constant and the Generalized-Born (GB) [36] models. In the distance dependent dielectric constant models we tested the motifs dynamics using dielectric constants of 0.5, 5, 50, 500, 5000, and 10,000. One expects that at low value of dielectric constant the Hbonds will be very dominant and therefore the motifs will be highly stable. At high value of dielectric constant, on the other hand, the motifs are expected to be very [14] . See SI Fig. 6 for a visualization of all the motifs. The first ten motifs occur with probability <10 -315 . M14 is the Schellman Motif. Note the Glycine preference at position 5. M18, the 3 10 helix, is explained by an H-bond of residues n and residue n+3. The '10' stands for the distances in backbone atoms in the chain nitrogen-carbon-carbon (NCC). The standard α helix is 4 13 . Motif 13 is more prevalent than the 3 10 helix (M18) (occurrence of 0.23% vs. 0.2%). Yet, 3 10 helix is widely represented in the literature as an alternative helix, due to its 'nice' shape.
(Inset), The probability of the next 14 motifs, using a normal scale. Only M36 to M43 seems to be in the 'twilight zone' of significance, for which statistical fix for multiple comparisons may be applied. Subgraphs #44 and on cannot be considered motifs at all. After about 45% of the simulation time (equivalent to 1.6 ns), the number of M10
occurrences increases from about 18 to about 24. This could be explained as a compensation for the loss of M16. 
