We define a restricted structure for Lie triple systems in the characteristic p ) 2 setting, akin to the restricted structure for Lie algebras, and initiate a study of a theory of restricted modules. In general, Lie triple systems have natural embeddings into certain canonical Lie algebras, the so-called ''standard'' and ''universal'' embeddings, and any Lie triple system can be shown to arise precisely as the Ž . y1-eigenspace of an involution an automorphism which squares to the identity on some Lie algebra. We specialize to Lie triple systems which arise as the differentials of involutions on simple, simply connected algebraic groups over algebraically closed fields of characteristic p. Under these hypotheses we completely classify the universal and standard embeddings in terms of the Lie algebra and its universal central extension.
1. INTRODUCTION 1.1. Background and Moti¨ation. Let k be an algebraically closed field that has characteristic p ) 2, and let G be a connected, reductive alge-Ž . Ž 2 . braic group over k. Let g Aut G be an involution of G i.e., s 1 .
Ž . Then the Lie algebra ᒄ s Lie G possesses a decomposition ᒄ s ᒈ [ ᒍ Ž . into q1-and y1-eigenspaces of the differential of , and ᒈ s Lie K for K s G , the group of fixed points of . Although not a Lie subalgebra, the Ž . y1-eigenspace ᒍ of g Aut ᒄ does bear the structure of a Lie triple system.
Lie triple systems arose initially in Cartan's studies of Riemannian geometry, in which he employed his classification of the real simple Lie algebras to classify an important subcollection of Riemannian manifolds, the symmetric spaces. Up to a factor of a Euclidean space, Cartan's classification associated to each symmetric space M a semisimple Lie group G with an involutive automorphism. More precisely, for some n G 0,
where K is a compact subgroup of G determined by the fixed points of an involution from G to itself, and GrK possesses a G-invariant Riemannian structure. By means of this association of Lie groups to symmetric spaces and of Lie algebras to the Lie groups, Cartan was able to classify the symmetric spaces.
In a similar fashion, the objects called Lie triple systems arise upon consideration of certain subspaces of Riemannian manifolds, the totally geodesic submanifolds. Essentially, totally geodesic submanifolds are like planes in Euclidean space. Given a Riemannian globally symmetric space M, another result of Cartan's associates to each totally geodesic submanifold S of M a Lie triple system T ; ᒄ, where ᒄ is the Lie algebra of the Ž w group of isometries of M, and vice versa. See 7, Theorem 7.2, pp.
x . 189᎐190 . The theory of symmetric spaces was subsequently placed in a w x more algebraic setting by the fundamental work of Loos 18 . Lie triple Ž . systems and their connections with symmetric spaces and related spaces w x continue to be a source of interest; see for example 3, 14, 15 . Ž Now, maximal compact subgroups of a connected Lie group with finite . center are utilized to study a large class of representations of the Lie Ž group, via Harish-Chandra modules. There is a vast literature on the w x . subject, but see 16 as one entry point. Informally, Harish-Chandra modules can be regarded simultaneously as modules for the complexification of the maximal compact subgroup and the complexified Lie algebra of the group, subject to certain compatibility conditions on the two actions. By replacing the compact subgroup with the fixed point group K s G of w x an involution of G as in the first paragraph above, we develop in 8 and w x 9 a theory of Harish-Chandra modules for algebraic groups in characteristic p ) 2. This spurred our initial interest in the theory of Lie triple systems, for the decomposition ᒄ s ᒈ [ ᒍ is fundamental to the study of the modular Harish-Chandra modules. In some sense, the compatibility conditions linking the actions of ᒄ and K, together with the decomposi-Ž . tion ᒄ s ᒈ [ ᒍ, ᒈ s Lie K , suggest that the resulting modular HarishChandra modules might be approached as modules for K and for ᒍ, subject as before to some compatibility conditions. Furthermore, in the representation theory of algebraic groups in positive characteristic, the theory of restricted Lie algebras is used extensively, since every rational module for G is a restricted module for ᒄ as a restricted Lie algebra. Thus, we were also drawn to develop an analogous definition and theory of restricted Lie triple systems and to begin a study of restricted modules for such Lie triple systems. As another area of w x Ž applications, we have recently learned that Nagy 21 has also indepen-. dently defined restricted Lie triple systems in the context of the theory of quasi-groups and loops. In characteristic p s 3, he has, for example, Ž proved an analogue of Cartier's duality linking formal Bruck loops of . height 0 with the category of restricted Lie triple systems.
Organization of the Paper.
Assume the notation as in the beginning of Section 1.1. In Section 2, we provide some background and structure theory results regarding Lie triple systems in the abstract, adjusted for the characteristic p setting. This material includes discussions of the associations between a Lie triple system T and certain important related Lie Ž . algebras, such as the standard enveloping Lie algebra L T and the s Ž . universal enveloping Lie algebra L T . Next, recalling, in the Lie algebra u case, the significance for the module theory of G of the existence of a restricted structure on ᒄ, we develop a theory of restricted Lie triple systems in Section 3. In Section 4, we return to the specific instance of the Lie triple system ᒍ. When G is simple and simply connected over k, we completely determine the standard and universal enveloping Lie algebras Ž . Ž . L ᒍ and L ᒍ of ᒍ, describing them in terms of ᒄ and its universal s u
Ž .
ଙ central covering ᒄ . We then turn to the representation theory of Lie w x triple systems in Section 5. Following 6 , we define modules for a Lie triple system T and relate them to special modules for the universal Ž . enveloping Lie algebra L T of T. With the concept of a restricted Lie u triple system in hand, we extend the notion of a Lie triple system module Ž . to a definition of a restricted module for a restricted Lie triple system. In the final subsection, Section 5.2, we look to the possible significance of these developments in the special case T s ᒍ and propose some further directions for research.
LIE TRIPLE SYSTEMS
In the next two sections, we will pass from the classical setting to a consideration of Lie triple systems for an algebraically closed field k, Ž . Ž char k s p ) 2. These will be our standing assumptions on k throughout . the paper. Much of the background material in Section 2 is not new; the theory of Lie triple systems has been considered over fields of nonzero characteristic. However, we will wish to address particular aspects of the positive characteristic case and to discuss further the introductory example rising from algebraic group theory which will be of great interest later in the paper. We also include a substantial amount of material in order to make our results accessible to readers without a background in Lie triple systems and because our references for this material are fairly old andror not readily available. The material in Section 3 is new. There, we will extend the theory of Lie triple systems by developing a restricted theory for Lie triple systems over k, analogous to the restricted theory for Lie algebras over k.
To accomplish this, we begin by explaining just what a Lie triple system is. Subsequently in this subsection, we will consider how Lie triple systems ''sit'' inside Lie algebras, including a more detailed discussion of two important Lie algebras related to Lie triple systems, the ''standard en-Ž . veloping Lie algebra'' L T and the ''universal enveloping Lie algebra'' 
Ž .
A morphism of Lie triple systems T, T Ј is a k-linear map :
for all a, b, c g T. We let Ž . Hom T, T Ј denote the Lie triple system morphisms from T to T Ј. For
LT S
brevity, we will often refer to a Lie triple system simply by the initials LTS.
In what follows, we will also assume for convenience that T is always finite-dimensional. Finally, we will let LTS be the category with objects the Lie triple systems and morphisms as defined above.
Following our initial description of the geometrical considerations motivating the study of Lie triple systems, the fact that the first two axioms w x above are reminiscent of those for the binary operation , in a Lie Ž . algebra should cause no surprise. If ᒄ is any finite-dimensional Lie w x ww x x algebra over k, then the triple product xyz s x, y , z on ᒄ satisfies the hypotheses above. Letting LIE denote the category of finite-dimensional Ž . Lie algebras, we immediately see that we get a functor y : LIE ª t r i pl e LTS by setting ᒄ to be the LTS with this triple product for any t r i pl e Ž . ᒄ g Ob LIE . Moreover, any subspace of ᒄ which is closed under the w x ww x x ternary product xyz s x, y , z determines a Lie triple system.
In light of the well-known interpretation of the Jacobi identity for Lie algebras as a statement that the mapping D s ad x : ᒄ ª ᒄ is a derivax tion, we now consider the third axiom of a Lie triple system T.
Any k-linear endomorphism D of a Lie triple system T satisfying property Ž . 2.0.7 will be called a deri¨ation in T. As a special case, the derivation D will be called an inner deri¨ation.
a, b
An important example of a Lie triple system arises by considering the Ž . Lie algebra ᒄ s Lie G of a connected, reductive algebraic group G over Ž . Ž k, with an involution g Aut G , / 1. We will give a concrete example . below; other examples of involutions are given in the Appendix. As in the Ž Introduction, we let K s G be the group of fixed points of in G. In case G is semisimple and simply connected, K is actually a connected . reductive group. Let also denote the associated differential of ᒄ. Then it is easily proved that this Lie algebra decomposes as
where ᒍ is by definition the y1-eigenspace of in ᒄ and the q1-eigen-Ž . space equals Lie K s ᒈ. Ž .
2.0.11
Ž . w x ww x x Thus, ᒍ is closed under the ternary operation xyz s x, y , z , so ᒍ becomes a Lie triple system. Ž . Ž . Ž . As a concrete example, take G s SL k , and let :
t Ž by X s yX . We will continue to refer to an automorphism of a Lie . algebra which squares to the identity as an ''involution.'' The y1-eigen-Ž . space ᒍ of on ᒐ ᒉ k consists of the symmetric n = n matrices. Here, n for X, Y, Z symmetric n = n matrices, one can check our assertions above ww x x by calculating that X, Y , Z is another symmetric matrix, whereas the bracket of any two symmetric matrices is skew-symmetric. This is what we Ž . expect from 2.0.8 , for here K s SO and ᒉ s ᒌ . This completes Examn n ple 2.0.9.
Note that at the heart of the discussion above the origin of the Ž . involution on ᒄ is irrelevant. More precisely, the calculations 2.0.10 and Ž . 2.0.11 show that the y1-eigenspace of any involution on any Lie algebra ᒄ becomes a Lie triple system in a natural way. Moreover, such a construction in essence yields all Lie triple systems, as a consequence of the following definition and theorem. DEFINITION 2.0.12. Let T be a Lie triple system over k and ᒄ any Lie algebra over k. A linear mapping : T ª ᒄ will be called an imbedding if
for all a, b, c g T, abc s t r i pl e LT S t r i pl e
ww Ž . Ž .x Ž .x a , b , c . For any imbedding : T ª ᒄ, let L denote the Lie Ž . subalgebra of ᒄ generated by Im and call L the en¨eloping Lie algebra of the imbedding . w x Ž . w Ž . Ž .x As in 17, Definition 1.5 , L s T q T , T , but this need not Ž . be a direct sum. In any case, if dim T s n, then we obtain the bound
Ž .x for the relations x, x s 0 and x, y s y y, x hold inside T , T . Now, an imbedding need not be an injection. However, the following w x result essentially appears in 12 .
THEOREM 2.0.14. Let T be a Lie triple system o¨er k. Then:
Ž .
Ž . a There is a Lie algebra L T and an imbedding
which is one-to-one. 
The algebra L T is called the standard en¨eloping Lie algebra of the s LTS T. Ž . Although we will not need the details of the proof of 2.0.14 , it will be Ž . useful to us to have a construction of the Lie algebra L T in hand, which s w x we now present, following the more modern notation of 6 . First, let V T be the quotient of the k-vector space T m T by the subspace of all
Ž. above is an injective imbedding of T satisfying the statement of 2.0.14 , subsequently termed the standard imbedding. Moreover, as vector spaces, 
Equivalently, taking the universal enveloping Lie algebra determines a Ž . functor L : LTS ª LIE which is left adjoint to y . . w x associative enveloping algebras. Indeed, as described in 12 , the same method employed to produce the universal enveloping algebra of a Lie Ž . algebra will produce L T for the LTS T. Specifically, take L L to be the . a g T to its coset a and which has the desired universal property, induced
In particular, there is a unique Lie algebra homomorphism
which is the identity on T. Necessarily, by our earlier observations,
In fact, we can identify Ker ⌽ more precisely u as a consequence of the next lemma. Before this, however, let us introduce Ž . w Ž . Ž .x some more pieces of notation. If L s T q T , T is any enw x veloping Lie algebra of an imbedding of T, we may use , to denote of course, if no confusion will result we may just use the plain brackets w x Ž . , . Finally, for any Lie algebra ᒄ, we will let Z ᒄ denote its center. 
This completes the proof. Later in this paper, as we consider the restricted structure for a Lie triple system ᒍ arising as the y1-eigenspace of an involution induced Ž . from an involution of an algebraic group as in 2.0.9 , we will again Ž . examine relationships between the universal enveloping Lie algebra L ᒍ u Ž . and the standard enveloping Lie algebra L ᒍ . We will, in that particular 
Ž .
We now define the center Z T of a Lie triple system T by
FKer R a, b , taking the intersection over all pairs a, b g T = T. Although much more can be said in this direction by pursuing the parallels Ž w x. with Lie algebra theory see 19 , for our purposes we wish to develop here only a few more results. First, we give a lemma. LEMMA 2.1.6. Let : T ª ᒄ be any injecti¨e imbedding of a LTS T. Then 
Ž . algebra of a LTS T is nonzero if and only if Z T is nonzero.
Finally, we will conclude this section with a handy intrinsic condition for ensuring that a Lie triple system has a zero center. Ž. I.7.1 any abelian ideal of L T is contained in the radical of , the only 
The proof just follows the same steps as the proof that Der L is Ž . a Lie algebra for any Lie algebra L.
Žw x. Switching indices gives an analogous expression for D D abc ; from this 2 1 we see that
Therefore,
This shows that Der T becomes a subalgebra 1 2 Ž . of the Lie algebra End T . Ž . The subspace InnDer T is, moreover, a Lie algebra, as a consequence of w x the following lemma which appears in 19 .
Ž . Ž .
x , y verifying the claim.
Ž . 
Ž . COROLLARY 2.2.6. For a Lie triple system T, InnDer T is an ideal of
Ž . Ž . Der T hence a Lie algebra .
D w x It is proved in 19, Chap. V, Sect. 6.5 that a Lie algebra structure may be Ž . Ž . defined on Der T via setting, for any D , D g Der T and a , a g T,
Ž . property of L T there is a unique surjective Lie algebra homomor-
Ž . shows that the derivation h is identically zero on T. Thus, Ker s 0, and is then an isomorphism. 
Ž . Ž . This alternate approach to L T as an ideal of L T will be helpful in
Ž Ž .. Ž InnDer T and a g T. However, by assumption Z L T s 0 e.g., see
RESTRICTED LIE TRIPLE SYSTEMS
With the results of the last section in hand, we can make our first move toward developing a restricted structure for Lie triple systems. Seeking Ž further inspiration from our knowledge of Lie algebras and algebraic . groups , suppose G is an algebraic group over k with coordinate algebra
As a consequence, ᒄ is a restricted Lie algebra. In general, any Lie algebra Ž ᒄ over k is said to be a restricted Lie algebra or sometimes a p-restricted .
w px Lie algebra if ᒄ carries the additional structure of a mapping X ¬ X such that for all X, Y g ᒄ and all ␣ g k, the properties
where is X, Y may be regarded as the coefficient of in the formal
X e.g., see 13, Chap. 5, Sect. 7 , hold. Now, any associative algebra R R gives rise to a Lie algebra R R by taking Our initial step, then, is to prove a ''Leibniz rule'' for derivations of a Lie triple system T. In the interest of conciseness, in the lemma and its proof below we will omit parentheses where this will cause no confusion, w x w Ž . x writing Dxyz for D x yz , etc.
The proof is by induction. The case n s 1 is just the definition Ž . 2.0.7 . Suppose the result holds for n. We wish to show
We have
. n Ž . Define s 0 if any one of l, m, n is negative. Now, the coefficient of
for all n G 1. 
Our further development of the notion of a restricted Lie triple system Ž . will be modeled with the aim in mind that T should be restricted if L T s Ž . is a restricted Lie algebra. The first property 3.1 of a restricted Lie algebra is easy to emulate in the LTS setting; that is, we can begin by supposing that a restricted Lie triple system T should carry a mapping w px Ž . w px p w px a ¬ a under which ␣ a s ␣ a for all ␣ g k and a g T. Conse-Ž . Ž . quently, our work will focus on adapting 3.2 and 3.3 .
Ž . Beginning with 3.3 , we examine in greater detail the nature of the Ž . Ž elements s X, Y . Specifically, let L be any Lie algebra over k not
Ž . algebra; since this is an even number for p G 3, the results can be rewritten in terms of the triple product by grouping together the terms in the two innermost brackets, then the next two innermost brackets, and so on. More formally, observe that the decomposition of L associated to the Ž . eigenspaces of the unique involution of 2.0.16 ,
1 0 1 w x The reader who wishes to compare this paper with 13 will note our ad acts on the left, Ž Ž instead of the right. However, under the assumption p ) 2, p y 1 is even, hence ad X q .. 
The calculations above suggest that we would profit from some new notation. Let L be any Lie algebra. For any elements x , x , . . . , x of L, , a, b s y1  a, b , c, . . . , c s a, b, c, . . . , c , so 3.14 holds. Thus T is a restricted LTS. Ž .
Ž .
Proof. The LTS T is a subspace of L T , and for each 1 F i F p y 1x x Thus for any c g T , ab c s a, b , c s y b , a , c s Ž . 2 Ž . Ž . w w px x ww x w px x y1 a, b, . . . , b, c . By this, 3.15 holds. Similarly, abc s a, b , c w w px w xx Ž . 2 Žw x . Ž . Ž . s y c
Still assuming for the moment that L T is restricted, we note that s Ž . since T is only a subspace of L T , the additional condition requiring s w x Ž closure of T under the p -operator is not unreasonable. In general, even Lie subalgebras of a restricted Lie algebra need not be restricted Lie . algebras. However, by using the characterization of T as the y1 Ž . Ž . eigenspace of an involution on L T as in 2.0.15 , we may ensure that s w x Ž . T will always be closed under the p -operator
That is, upon writing the last expression in terms of the triple bracket in T, Ž . it becomes the bracket in L T of two elements in T, namely, find y a , b, c s a , b, c 
w We now embark upon the necessary lemmas. The proof of the first, Ž . which will be used to establish 3.29 below, was provided by J. Faulkner. 
, by induction hypothesis. Thus, switching indices set i s
In the particular case that n s p, this yields , c s y b, c, a, . . . , a y c, a, . . . , a, b . 3.40 left-hand side of 3.40 is ad a b , c , by 
Ž . w w px x that L T is a restricted Lie algebra, it suffices to show that
Employing this, together with 3.43 , we find 
D
Moreover, this structure restricts to give the restricted Lie triple system structure of T. Ž . To summarize, in this section we have defined a restricted Lie triple system and have examined the relations between this restricted structure and the presence of a restricted structure on related Lie algebras, the standard Lie algebra in particular. A priori, for T a restricted LTS, an enveloping Lie algebra L of an imbedding of T need not be restricted as a Lie algebra. This leads to the question of whether, in the spirit of Ž . 3.26 , there exist intrinsic conditions which characterize an enveloping Lie algebra as a Lie algebra of a restricted Lie triple system. Upon fixing T, w such a characterization may be obtained by modifying the results of 13, x pp. 189᎐192 ; the fundamental result here is as follows. 
Lie algebra. The nondegeneracy of also implies L T s L T , as
D s Ž . Ž . Ž . Ž . demonstrated in 2.2.10 . Thus L T s L T s L T .
Ž . i i
Then there exists a restricted structure x ¬ x w px on T such that u w px s¨,
Ž . Applied to L s L T , this approach can also be used to streamline the s definition of a restricted Lie triple system. In any case, the arguments involved are straightforward, but the interested reader will find some w x details in 10 , where these ideas are employed to analyze the restricted Ž . representation theory of T see Section 5 and to create a restricted cohomology theory for T.
ALGEBRAIC GROUPS AND LIE TRIPLE SYSTEMS
Having tackled Lie triple systems and important imbeddings of them largely in the abstract, in this section we shall return to the more specific setting of Example 2.0.9, raised in the Introduction to this paper and in further detail in Section 2. Thus, we suppose G is a connected, reductive Ž . algebraic group over k, with involution g Aut G . Subsequently, ᒄ s Ž . Lie G decomposes as the direct sum ᒄ s ᒍ [ ᒈ of the y1-eigenspace ᒍ / 0 and the q1-eigenspace ᒈ of the corresponding involution g Ž . Aut ᒄ . As we have seen, ᒍ is a Lie triple system; the obvious map : ᒍ ᒍ ª ᒄ is an injective LTS imbedding of ᒍ. Our next lemma shows that L ᒍ is more than just a Lie subalgebra of ᒄ. 
L of the ob¨ious LTS imbedding
More generally, the proof shows that L s ᒄ if an analysis of the ideals With our next result, we begin in earnest to link the structure of an algebraic group under an involution with the form of the associated Lie triple system by understanding the relationships between the Lie algebra of the group and enveloping Lie algebras of the Lie triple system. 
Ž .
Ž . Proof. From 4.2 and 4.3 , the theorem holds as long as G is not among the types
2 E , p s 3, and shows that ᒍ must contain the root space ᒄ . However, the unique
cannot be this ideal.
Thus in the case G is simple and simply connected, we can apply the results developed earlier in this paper to relate ᒄ s L with the two Our analysis of the remaining possibilities for G will tackle the cases is inner and is outer separately. First, suppose is an inner automor-Ž . Ž . phism of G, in either case 1 or 2 , with T, as usual, a fixed maximal Ž . w x torus of G. We will now show that Z ᒄ ; ᒍ, ᒍ ; then, arguing as Ž . Ž . Ž . immediately above, Ker s Z ᒄ . As in 6.2.2 , we may take s Int t for some semisimple element t g T. Now, T is abelian, so Ad N acts T Ž .
Ž . when g Aut G is an inner automorphism and G is of type
Ž . Ž . trivially on Lie T . Since Z ᒄ ; Lie T , this shows that the associated
Ž . Next, suppose is an outer automorphism of G, in Case 1 or Case 2 .
Ž . Our argument will proceed as follows. If Ј g Aut G is any other < < involution which is also outer, we will prove that s Ј . Using
Ž . this, it will then be sufficient to show that Z ᒄ ; ᒍ for a particular outer
Ž . then we have already argued that Ad t fixes Z ᒄ pointwise. More generally, any semisimple element belongs to some maximal torus T Ј and Ž . Ž . Ž . Ž . Lie T Ј > Z ᒄ , so if x is semisimple, Ad x fixes Z ᒄ identically. Since G is by assumption semisimple and simply connected, the semisimple Ž w x. Ž . elements of G are dense in G see 24 . As a continuous map, Ad x must Ž . then fix Z ᒄ pointwise, for all x g G. Therefore, the induced involutions Ž . , Ј on ᒄ must agree on Z ᒄ .
Ž . Ž . We now consider Case 1 . For G s SL k , take to be the outer
k takes scalar matrices to their negatives. Since p N n q 1 ,
Ž . Finally, we consider Case 2 . The Dynkin diagram associated to ᒄ is Ž . Ž . Ž . and ␣ z s 0 s ␣ z . However, by assumption char k s 3 here, whence 2 4 Ž . Ž . in fact ␣ z s 0 for all i s 1, . . . , 6. Thus, z g Z ᒄ and hence is a basis i Ž . vector for the one-dimensional space Z ᒄ .
We can assume is the involution which corresponds to the graph automorphism which exchanges ␣ and ␣ , ␣ and ␣ , and fixes ␣ and 
With the exceptions noted above, Z ᒄ s 0, so 4.2 and 2.1.
Up to this point, with the exception of some analysis of the exceptional Ž . Ž . Ž . cases 1 ᎐ 3 listed in 4.3 , the developments in this section have followed simply as special cases of the theory in Section 2, largely independent of Ž . the context of ᒄ s Lie G . Employing the theory of central extensions of the Lie algebras of algebraic groups, discussed below, we can in fact Ž . establish a stronger relationship between L ᒍ and ᒄ than is afforded by u Ž . 4.6 . Let us introduce the material regarding central extensions which we w x w x will need. Our references for this material will be 20 and 26 . By definition, a central extension of any given Lie algebra ᒄ is a short exact sequence of Lie algebras
Ž . for which ᒀ ; Z ᒂ . Central extensions form the objects of a category for Ž . which the morphisms are pairs , of Lie algebra homomorphisms : In such a situation, we will write ᒄ ଙ for ᒂ; ᒄ ଙ is also called the Ž . Ž . uni¨ersal central extension of ᒄ. Recalling 4.3 , we see that for G Ž . semisimple and simply connected, ᒄ s Lie G is perfect and thus possesses a universal central extension ᒄ ଙ . We say ᒄ equals its own universal cover if ᒄ ଙ ( ᒄ. As a consequence of w x our earlier remarks and 26 , we have THEOREM 4.9. Let G be semisimple and simply connected o¨er k, p ) 2. Then ᒄ s ᒄ ଙ except when p s 3 and G is either of type A or G . ଙ is known and can be used to determine the dimension of ᒄ ଙ in the two exceptional cases above in which ᒄ ଙ \ ᒄ, a fact we will employ just a little later.
Ž . We now turn back to our examination of the relations between L ᒍ , Ž . the universal property of L ᒍ there is a surjective morphism : 
Ž .
From our comments above, is necessarily surjective. However, by 4.9 , ᒄ ଙ ( ᒄ. Thus, identifying ᒄ ଙ and ᒄ via , the commutativity of the triangle in the diagram above produces a splitting of the morphism : . means we can determine dim L ᒍ . In fact, for ᒗ as in 4.12 ,
where ᒍ is the y1-eigenspace of an involution u ଙ on ᒄ ଙ induced from the involution . More generally, we will see that ଙ Ž We may now record the resulting G-module structure of ᒗ in the . nontrivial cases as follows. LEMMA 4.13. Let G be a simple, simply connected algebraic group o¨er k, p s 3, of type G or A . Assume also that G is defined and split o¨er ‫ކ‬ . In 
ଙ ᒄ is one, so there exists only one copy of L 3 inside ᒗ . As follows
from a one-dimensional zero weight space, with remaining weights given by taking the short roots ␣ , ␣ q ␣ , and 2 ␣ q ␣ and their negatives, Ž . Weyl group. Also, by Corollary 3.14 ii , the multiplicity of each of these weights in ᒄ ଙ is one. In this case, 3 s 2 ␣ q ␣ and 3 s ␣ q 2 ␣ ,
so neither is a root, i.e., a nonzero weight of the action of G on ᒄ. Since ᒄ ଙ is a central extension of ᒄ, we conclude that 3 and 3 must appear Ž . Suppose we consider the special case that g Aut G is inner, i.e., s Int t. As previously noted, G acts on ᒄ ଙ compatibly with the morphism : ᒄ ଙ ª ᒄ. Therefore, ଙ here is given by the action of t on ᒄ ଙ Ž . lifting the action s Ad t on ᒄ. In this case, it is easy to see, without our calculation above, that ଙ must be an involution. In any case, the involution ଙ on ᒄ ଙ determines a decomposition
into a y1-eigenspace ᒍ ଙ and a q1-eigenspace ᒈ ଙ .
LEMMA 4.16. Let G be any semisimple, simply connected algebraic group G o¨er k with in¨olution . Assume the notation abo¨e. Then : 
We may now proceed with the promised characterization of L ᒍ . u THEOREM 4.17. Let G be a semisimple, simply connected algebraic group Ž . Since ( s and is one-to-one on ᒍ, necessarily ᒗ ଙ l ᒍ ଙ ; ᒀ. This inclusion gives rise in the usual manner to a surjective morphism :
has the form ᒍ [ ᒍ, ᒍ , taking the bracket operation in Ž . Ž . the quotient algebra. By the universal property of L ᒍ , L ᒍ surjects 
MODULES FOR LIE TRIPLE SYSTEMS
In the first subsection of Section 5, we step back a bit from the analysis of the LTS ᒍ and the related Lie algebras of the last section. Returning to the more general setting of an arbitrary LTS T, we discuss modules for T Ž . and the passage from modules for T to modules for L T . Under the u additional assumption that T is a restricted LTS, we then introduce the category of restricted T-modules. We conclude in Section 5.2 by swinging back to the case of Lie triple systems arising from involutions on algebraic groups, combining the material of Section 5.1 with that of Section 4 to relate ᒍ-modules and ᒄ-modules. There we also raise some questions for further research.
Modules and Restricted Modules for Lie Triple Systems.
As we have a number of times already in this paper, we first look to the Lie algebra setting for inspiration. Although a module V for a Lie algebra L over k perhaps is most succinctly defined via a Lie algebra homomorphism :
Ž . L ª ᒄ ᒉ V , one may also define the vector space V to be a module for L if there is a Lie algebra structure on L [ V for which
Ž .Ž . w x In the latter case, for X g L and Y g V, defining X Y s X, Y Ž . determines a homomorphism : L ª ᒄ ᒉ V , returning us to our first approach. One may similarly check that the two approaches are equivalent. w x With this perspective in mind, following 6 , we define a module for a Lie triple system as below. Thus, it makes sense to discuss restricted modules for ᒍ, as in Section 5.1. We now point out one way in which restricted ᒍ-modules arise. First of all, since ᒍ imbeds in ᒄ, we should expect appropriate modules for ᒄ to give rise to modules for ᒍ. More precisely, it is easy to see that the restriction functor We now consider the reverse situation, that is, whether we can produce modules for ᒄ by beginning with modules for ᒍ. Our next fundamental Ž . result accomplishes this by utilizing our knowledge of L ᒍ . Other questions regarding the behavior of the functor N remain. This s functor is neither left nor right exact. Still, one can consider its homological properties. What are its derived functors? Suitably restricted, does it fit into some setting as an adjoint functor? One may phrase other such homological questions.
What is the structure of T-Mod, resp., res T-Mod, andror T-mod and res T-mod? For example, if T s ᒍ, is there a classification of irreducible Ž . restricted ᒍ-modules, perhaps linked to that of the irreducible G, -mod-Ž ules? Are these categories highest weight categories allowing for infinitely . many irreducibles , or are some ''sections'' of them highest weight cate-Ž gories with finitely many irreducibles and thus module categories for . quasi-hereditary algebras ? If not, are there still some interesting related finite-dimensional algebras for which sections of them are the module Ž . categories e.g., Frobenius algebras ?
In any case, we are interested in understanding to what extent, for algebraic groups G, questions regarding rational G-modules andror ᒄ-modules might be reduced to questions about modules for ᒍ. In conclusion, our original interest in Lie triple systems arose when considering modular Harish-Chandra modules, modules carrying compatible ᒄ-and Ž . K-actions, K s G , including that the action of ᒈ s Lie K ; ᒄ on such a module should agree with the differential of the action of K. In some sense, then, the action of ᒄ s ᒈ [ ᒍ on a modular Harish-Chandra module is determined by the action of K and the action of ᒍ. Although it is yet Ž . an unrealized goal to ascertain how profitably we may if we may pass Ž . from these modules to certain ᒍ-modules or vice versa , the results of this paper have raised a platform from which we may dive into these questions, among many others. 
Ž .
␤ , ␤ Ž .
Ž . Ž k . Then for any ␣ g ⌽, H g ᒅ is defined by ␤ H s ␣ , ␤ .
Ž . Ž . In this case, Aut G s Int G ( G as abstract groups . Furthermore, Ž . the assumption of simplicity implies Z G s 1, so Int t is an involution suggesting improvements to the material in Sections 2 and 3, to Michael Kinyon for bringing to my attention Gabor Nagy's work, and to Gabor Nagy for passing on a copy of his dissertation. Finally, I express my appreciation to the referee for carefully reading the paper.
