Exploring small connected and induced subgraph patterns (CIS patterns, or graphlets) has recently attracted considerable attention. Despite recent efforts on computing the number of instances a specific graphlet appears in a large graph (i.e., the total number of CISes isomorphic to the graphlet), little attention has been paid to characterizing a node's graphlet degree, i.e., the number of CISes isomorphic to the graphlet that include the node, which is an important metric for analyzing complex networks such as social and biological networks. Similar to global graphlet counting, it is challenging to compute node graphlet degrees for a large graph due to the combinatorial nature of the problem. Unfortunately, previous methods of computing global graphlet counts are not suited to solve this problem. In this paper we propose sampling methods to estimate node graphlet degrees for undirected and directed graphs, and analyze the error of our estimates. To the best of our knowledge, we are the first to study this problem and give a fast scalable solution. We conduct experiments on a variety of real-word datasets that demonstrate that our methods accurately and efficiently estimate node graphlet degrees for graphs with millions of edges.
INTRODUCTION
Exploring connected and induced subgraph (CIS) patterns (i.e., motifs, also known as graphlets) in a graph is important for understanding and exploring networks such as online social networks (OSNs) and computer networks. As shown in Fig. 1 , there is one 2-node undirected graphlet G0, two 3-node undirected graphlets G1 and G2, six 4-node undirected graphlets G3, . . . G8, and thirteen 3-node directed graphlets G (3d) 1 , . . . G (3d) 13 , which are widely used for characterizing networks' local connection patterns. However, nodes may occupy very different positions in the same graphlet. For example, the three leaf nodes (in black) of G4 in Fig. 1 are symmetric, so their positions belong to the same class. The other Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org. node (in white) of G4 behaves more like a hub. According to the positions that nodes of a graphlet occupies, Przulj et al. [1] group the graphlet's nodes into one or more different automorphism orbits 1 (i.e., position classes). They observe that a node's graphlet orbit degree vector, or graphlet orbit degree signature, which counts the number of CISes that touch the node at a particular orbit, is a useful metric for representing the node's topology features. In fact, the graphlet orbit degree signature has been successfully used for protein function prediction [2] and cancer gene identification [3] by identifying groups (or clusters) of topologically similar nodes in biological networks. In addition to biological networks, graphlet orbit degree is also used for link prediction [4] and node classification [5] in online social networks, and hyponym relation extraction from Wikipedia hyperlinks [6] .
However, it is computationally intensive to enumerate and compute graphlet orbit degrees for large graphs due to the combinatorial explosion of the problem. To solve this challenge, approximate methods such as sampling could be used in place of the brute-force enumeration approach. Despite recent progress in counting specific graphlets such as triangles [7] [8] [9] [10] and 4-node motifs [11] that appear in a large graph, little attention has been given to developing fast tools for computing graphlet orbit degrees. Existing methods of estimating global graphlet counts are customized to sample all CISes in a large graph, but not tailored to meet the need of sampling CISes that include a given node.
To solve this problem, we propose a new method to estimate graphlet orbit degrees and to detect orbits with the largest graphlet orbit degrees for large graphs. The overview of our method is shown in Fig. 2 . Our contributions are summarized as: 1) We propose a series of methods: Randgraf-3-1, Randgraf-3-2, Randgraf-4-1, Randgraf-4-2, Randgraf-4-3, and Randgraf-4-4 for randomly sampling 3 and 4-node CISes that include a given node.
2) Based on the series of sampling methods, we design scalable and computationally efficient methods, SAND and SAND-3D, to estimate graphlet orbit degrees for undirected and directed graphs respectively, and we also derive expressions for the variances of our estimates, which is of great value in practice since the variances can be used to bound the estimates' errors and determine the smallest necessary sampling budget for a desired accuracy.
3) We conduct experiments on a variety of publicly available datasets. Our experimental results show that SAND and SAND-(a) undirected graphlets and their orbits. Graphlets and their automorphism orbits studied in this paper. Numbers in blue are orbit IDs. There is one 2-node undirected graphlet G0, two 3-node undirected graphlets G1 and G2, six 4-node undirected graphlets G3, . . . G8, and thirteen 3-node directed graphlets G 13 . Nodes may occupy very different positions in the same graphlet. For example, the three leaf nodes (in black) of G4 are symmetric. and the other node (in white) of G4 exhibits more like a hub. According to the positions that nodes of a graphlet occupies, the graphlet's nodes are classified into one or more different orbits (i.e., position classes) associated with them. The values of orbit IDs have no specific meaning, and we set the values of orbit IDs same as [1] .
3D are several orders of magnitude faster than state-of-the-art enumeration methods for accurately estimating graphlet orbit degrees. We demonstrate the ability of SAND and SAND-3D to explore large graphs with millions of nodes and edges. To guarantee reproducibility of the experimental results, we release the source code of SAND in open source 2 .
Figure 2: Overview of our methods.
The rest of this paper is organized as follows. Section 2 presents the problem formulation. Section 3 introduces preliminaries used in this paper. Section 4 presents our methods (i.e., Randgraf-3-1, Randgraf-3-2, Randgraf-4-1, Randgraf-4-2, Randgraf-4-3, and Randgraf-4-4) for sampling 3-and 4-node CISes including a given 2 http://nskeylab.xjtu.edu.cn/dataset/phwang/code node. Sections 5 and 6 present our methods SAND and SAND-3D for estimating undirected and directed graphlet orbit degrees respectively. Section 7 presents the performance evaluation and testing results. Section 8 summarizes related work. Concluding remarks then follow.
PROBLEM FORMULATION
Denote the underlying graph of interest as G = (V, E, L), where V is a set of nodes, E is a set of undirected edges, E ∈ V ×V , and L is a set of edge directions {lu,v : (u, v) ∈ E}, where we attach a label lu,v ∈ {→, ←, ↔} to indicate the direction of (u, v) ∈ E for a directed network. If L is empty, then G is an undirected graph.
In order to define graphlet orbit degrees, we first introduce some notation. A subgraph G of G is a graph whose set of nodes, set of edges, and set of edge directions are all subsets of G. An induced subgraph of G, G = (V , E , L ), is a subgraph that consists of a subset of nodes in G and all of the edges that connect them in G,
Unless we explicitly say "induced" in this paper, a subgraph is not necessarily induced. Fig. 1(a) shows all 2-, 3-, and 4-node undirected graphlets Gi, 0 ≤ i ≤ 8, in [1] . By taking into account the "symmetries" between nodes in Gi, [1] classifies the nodes of Gi into different automorphism orbits (or just obits, for brevity), where the nodes with the same orbit ID are topologically identical. For all Gi, 0 ≤ i ≤ 8, there are 15 orbits, which are shown in Fig. 1(a) . Denote C (i) v as the set of connected and induced subgraphs (CISes) in G that touch a node v ∈ V at orbit i. Let d
v | denote the graphlet orbit i degree (or just "orbit i degree", for brevity) of v. The graphlet orbit degree vector, (d
), can be used as a signature of node v for applications such as identifying similar nodes. We observe that C (0) v contains the edges in G that includes node v, i.e., C
v is the number of neighbors of v. For simplicity, we denote dv = d (0) v as the degree of node v. An example is given in Fig. 3 , where d = 0. The concept of orbit and graphlet orbit degree extends to directed graphs, As shown in Fig. 1(b) , directed graphs have thirteen 3-node graphlets G (3d) 1 whose nodes are distributed at 30 different orbits. In this paper we focus on 3-node directed graphlets and orbits because of the large number of directed 4-node graphlets and orbits. As discussed above, it is computationally intensive to enumerate and count all 3-and 4-node CISes that include a given node with a large number of neighbors in large graphs. For example, later our experiments show that the node with the largest degree in graph Wiki-Talk [12] belongs to more than 10 14 3-and 4-node CISes. In this paper, we develop efficient methods to estimate graphlet orbit degrees and identify orbits with the largest graphlet orbit degrees for undirected and directed graphs. For ease of reading, we list notation used throughout the paper in Table 1 and we present the proofs of all our theorems in Appendix.
PRELIMINARIES
In this section, we introduce two theorems that provide the foundation for our methods of estimating graphlet orbit degrees. THEOREM 1. (Estimating subset cardinalities) Let S1, . . . , Sr be a non-overlapping division of a set S of interest, i.e., S = S1 ∪. . .∪Sr and Si ∩Sj = ∅, i = j, i, j = 1, . . . , r. Let ni = |Si| denote the cardinality of Si, 1 ≤ i ≤ r. Suppose there exists a function F that returns an item X sampled from S according to a distribution P (X = s, s ∈ Si) = pi, where
. . , XK be items obtained by calling function F K times independently. Denote by 1(X) the indicator function that equals one when predicate X is true, and zero otherwise. When pi > 0, we can estimate ni as:
whereni is an unbiased estimator of ni, i.e., E(ni) = ni with variance Var(ni) = 
sampling budgets of Randgraf-3-1, Randgraf-3-2, Randgraf-4-1, Randgraf-4-2, Randgraf-4-3, and Randgraf-4-4
where αi =
is the minimum variance estimate based on a linear combination of c1, . . . , c k . It has variance Var(ĉ) =
.
SAMPLING 3-AND 4-NODE CISES
In this section, we first present the basic idea and then present methods for sampling 3-and 4-node CISes. Basic idea behind our methods: Let S(v) denote the set of all 3-and 4-node CISes that include a given node v ∈ V of interest. Let Si(v) ∈ S(v) denote the set of CISes that include v in undirected orbit i = 1, . . . , 14 ( Fig. 1(a) ). According to Theorem 1, the key to estimating orbit degrees of v is to design a fast method to sample CISes from S(v) whose sampling probability distribution P (X = s, s ∈ Si), 1 ≤ i ≤ r, can be easily derived and computed. Our sampling methods are performed on the undirected graphs of G. The "orbit" mentioned in this section refers to the "undirected orbit". These sampling methods are used as building blocks for graphlet statistics estimation methods presented in Sections 5 and 6.
Methods for Sampling 3-Node CISes
We develop two efficient sampling methods Randgraf-3-1(v, G) and Randgraf-3-2(v, G) to sample 3-node CISes in G that include v. Randgraf-3-1(v, G) is able to sample 3-node CISes that include v in orbits 2 and 3. Randgraf-3-2(v, G) is able to sample 3-node CISes that include v in orbits 1 and 3. Next, we introduce Randgraf-3-1(v, G) and Randgraf-3-2(v, G) respectively.
Method Randgraf-3-1(v, G): To sample a CIS that includes v, Randgraf-3-1(v, G) consists of three steps:
Step 1) Sample node u from Nv (i.e., the neighbors of v) at random;
Step 2) Sample node w from Nv \ {u} at random; Step 3) Return CIS s consisting of nodes v, u, and w. The pseudo-code for Randgraf-3-1(v, G) is shown in Algorithm 1. Theorem 3 specifies the sampling bias of Randgraf-3-1(v, G), which is critical for estimating graphlet orbit degrees of v.
Algorithm 1:
The pseudo-code of Randgraf-3-1(v, G).
, denote the probability that method Randgraf-3-1 samples a 3-node CIS s including v in orbit i. Then p
, and p , where
. To sample a 3-node CIS that includes v, method Randgraf-3-2(v, G) consists of three steps:
Step 1) Sample node u from Nv according to distribution
Here we do not sample u from Nv uniformly but according to α (v) to facilitate estimation of the sampling bias;
Step 2) Sample node w from Nu \ {v} at random; Step 3) Return CIS s consisting of nodes v, u, and w. Algorithm 2 shows the pseudo-code for
u : u ∈ Nv}. Theorem 4 specifies the sampling bias of Randgraf-3-2(v, G).
Algorithm 2:
The pseudo-code of Randgraf-3-2(v, G).
, i ∈ {1, 2, 3}, denote the probability that method Randgraf-3-2 samples a 3-node CIS s including v in orbit i. Then p 
Methods for Sampling 4-Node CISes
In this subsection, we develop four methods:
, and Randgraf-4-4(v, G) to sample 4-node CISes in G that include v. Each of these four methods is only able to sample 4-node CISes that include v in a subset of orbits. However, together they are able to sample all 4-node CISes that include v, We introduce these four methods below.
Method Randgraf-4-1(v, G): To sample a 4-node CIS that includes v, method Randgraf-4-1(v, G) consists of four steps:
Step 2) Sample node w from Nv \ {u} at random; Step 3) Sample node r from Nu \ {v} at random; Step 4) Return CIS s consisting of nodes v, u, w, and r. Note that s is a 3-node CIS when w = r. The pseudo-code of Randgraf-4-1(v, G) is shown in Algorithm 3. Theorem 5 states the sampling bias of Randgraf-4-1(v, G), where
, i ∈ {1, . . . , 14}, denote the probability that method Randgraf-4-1 samples a 3-or 4-node CIS s including v in orbit i. Then p
, and
. To sample a 4-node CIS that includes v, Randgraf-4-2(v, G) consists of four steps:
Step 2) Sample node w from Nu \ {v} at random; Step 3) Sample node r from Nu \ {v, u} at random; Step 4) Return CIS s consisting of nodes v, u, w, and r. Theorem 6 states the sampling bias of Randgraf-4-2(v, G).
Algorithm 4:
The pseudo-code of Randgraf-4-2(v, G).
, and p (4,2) 14
, and ρ
. To sample a 4-node CIS that includes v, method Randgraf-4-3(v, G) consists of four steps:
Step 2) Sample node w from Nu \ {v} according to distribution
Step 3) Sample node r from Nw \ {u} at random; Step 4) Return CIS s consisting of nodes v, u, w, and r. Note that s is a 3-node CIS when r = v. The pseudo-code for Randgraf-4-3(v, G) is shown in Algorithm 5. Theorem 7 states the sampling bias of Randgraf-4-3(v, G).
, i ∈ {1, . . . , 14}, denote the probability that method Randgraf-4-3 samples a 3-or 4-node CIS s including v in orbit i. Then p -4-3(v, G) .
To sample a 4-node CIS that includes v, method Randgraf-4-4(v, G) consists of four steps:
Step 1) Sample node u from Nv at random;
Step 2) Sample node w from Nv \ {u} at random; Step 3) Sample node r from Nv \ {v, u} at random; Step 4) Return CIS s consisting of nodes v, u, w, and r. The pseudo-code for Randgraf-4-4(v, G) is shown in Algorithm 6. Theorem 8 states the sampling bias of Randgraf-4-4(v, G), where
Algorithm 6: The pseudo-code of Randgraf-4-4(v, G).
, i ∈ {1, . . . , 14}, denote the probability that method Randgraf-4-4 samples a 3-or 4-node CIS s including v in orbit i. Then p 
Discussion
The details of implementing the functions in the Algorithms we presented subsections 4.1 and 4.2 and analyzing their computational complexities are discussed in Appendix. Table 2 summarizes and compares Randgraf-3-1, Randgraf-3-2, Randgraf-4-1, Randgraf-4-2, Randgraf-4-3, and Randgraf-4-4. We observe that 1) each method is not able to sample "all" CISes that includes v. CISes that includes v in orbits 2, 1, 5, 6, 4, and 7 can only be sampled by Randgraf-3-1, Randgraf-3-2, Randgraf-4-1, Randgraf-4-2, Randgraf-4-3, and Randgraf-4-4 respectively. Thus, all six methods are needed to guarantee each CIS that includes v is sampled with probability larger than zero; 2) Randgraf-4-1, Randgraf-4-2, and Randgraf-4-3 are able to sample CISes that includes v in more orbits than Randgraf-4-4; 3) Randgraf-4-3 exhibits the highest computational complexity than the other methods.
SAND: ESTIMATION OF UNDIRECTED ORBIT DEGREES
In this section, we present orbit degree estimators based on the above sampling methods. We first focus on a single undirected orbit and then modify it to estimate the degrees of all undirected orbits.
Estimating Single Undirected Orbit Degree
Consider the problem of estimating the orbit i degree. If undirected orbit i can only be sampled by one method in Section 3 (e.g., Randgraf-3-2 is the only that samples orbit 1), we use that method to obtain K CISes that include node v ∈ V . Let pi be the probability that the method samples a CIS in orbit i, and let mi denote the number of sampled CISes that include v in orbit i. According to Theorem 1, we estimate d
and the variance ofd
. When more than one method is able to sample undirected orbit i, we select the most efficient method, the one with the smallest
v , where tv is the average computational time of the method sampling a CIS.
Estimating all Undirected Orbit Degrees
We observe that the relationships between undirected orbit degrees can be used to reduce the sampling cost of estimating all undirected orbit degrees. For example, the following Theorem 9 show that d
v + 2d (8) v + 2d
We develop a fast method SAND consisting of Randgraf-3-2, Randgraf-4-1, Randgraf-4-2 to estimate all 3-and 4-node undirected orbit degrees inspired by the following observations: Observation 1. For node v with the largest degree in G, we observe d
v for most real-world networks. Then, we find that Randgraf-3-2 is more efficient for estimating d (3) v than Randgraf-3-1 because Randgraf-3-1 rarely samples undirected orbit 3. Similarly, we observe that Randgraf-4-1, Randgraf-4-2, Randgraf-4-3, and Randgraf-4-4 never or rarely sample undirected orbit 3. Observation 2. Randgraf-4-1(v, G) and Randgraf-4-2(v, G) together can sample 4-node CISes that include v in undirected orbits i ∈ {4, . . . , 14} \ {4, 7}. Observation 3. Theorem 9 presents three relationships between undirected orbit degrees, which enable us to estimate undirect orbit i ∈ {2, 4, 7} degrees.
Formally, SAND consists of the following three steps:
Step 1: Apply function Randgraf-3-2(v, G) K (3, 2) times to sample K (3,2) CISes, and then count the number of sampled CISes that include v in undirected orbit i ∈ {1, 2, 3}, denoted as m 
CISes, and then count the number of sampled CISes that include v in undirected orbit i ∈ {1, . . . , 14}, denoted as m
Step 2: For undirected orbit 3, we compute two estimatesď
. According to Theorem 1, these are unbiased estimates of d 
Var(d
Theorem 2 allows us to compute the more accurate estimatê
where λ
with (5) and (6);
Step 3: For undirected orbit i ∈ {10, 12, 13, 14}, we use Theorem 1 to compute two estimatesď
We then apply Theorem 2 to compute the more accurate estimatê
where λ (8) and (9);
Step 4: For undirected orbit i ∈ {2, 4, 7}, we now estimate d
The following theorem presents the errors of the above estimateŝ d 
where χ3 = χ8 = χ9 = χ13 = 2, χ10 = 1, χ12 = 4, and χ14 = 6. (IV) For undirected orbit 7, Var(d
The covariances in the formulas of Var(d
v ) and Var(d
v ) (i.e., Eqs. (11) and (12)) are computed as: 2) ; 4. When j, l ∈ {10, 12, 13, 14} and j = l, we have Cov(d
; 5. When j ∈ {3, 5, 8, 11} and l ∈ {6, 9}, we have Cov(d
v ) = 0; 6. When j ∈ {5, 8, 11} and l ∈ {10, 12, 13, 14}, Cov(d
; 7. When j ∈ {6, 9} and l ∈ {10, 12, 13, 14}, Cov(d
SAND-3D: ESTIMATION OF DIRECTED ORBIT DEGREES
Due to a large number of directed 4-node graphlets and orbits, in this paper we focus on 3-node directed graphlets and orbits. Next, we introduce our method for estimating 3-node directed orbit degrees.
Estimating Single Directed Orbit Degree
For a directed orbit i, denote unorbit(i) as its associated undirected orbit when discarding the directions of edges in the graphlet. For example, directed orbits 2, 4, 5, 7, 9, 10, 12, 13, and 15 in Fig. 1(b) are associated with undirected orbit 1 in Fig. 1(a) , directed orbits 1, 3, 6, 8, 11, and 14 in Fig. 1(b) are associated with undirected orbit 2 in Fig. 1(a) , and directed orbits 16-30 in Fig. 1(b) are associated with undirected orbit 3 in Fig. 1(a) . Given a sampling method from Section 3, the probability of it sampling a CIS in directed orbit i, denoted by pi, equals the probability of the method sampling undirected orbit unorbit(i) derived in Section 3. When undirected orbit unorbit(i) can only sampled by one method in Section 3 (e.g., Randgraf-3-2 is the only one that can sample unorbit(i) = 1), we use the method to obtain K CISes that include a node v ∈ V . Let mi denote the number of sampled CISes that include v in directed orbit i. According to Theorem 1, we estimate d
. When more than one method is able to sample undirected orbit unorbit(i), we select the most efficient method, the one with the smallest
, where tv is the average computational time of the method sampling a CIS, which is shown in Table 2 .
Estimating all Directed Orbit Degrees
We develop method SAND-3D consisting of both Randgraf-3-1 and Randgraf-3-2 to estimate all 3-node directed orbit degrees d
. Directed orbit i ∈ {1, 3, 6, 8, 11, 14} can be sampled by Randgraf-3-1 but not Randgraf-3-2, so we compute d
as the unbiased estimate given by Randgraf-3-1. Directed orbit i ∈ {2, 4, 5, 7, 9, 10, 12, 13, 15} can be sampled by Randgraf-3-2 but not Randgraf-3-1, so we compute d
as the unbiased estimate given by Randgraf-3-2. We estimate d (i,dir) v for directed orbit i ∈ {16, 17, . . . , 30}, by combining two unbiased estimates given by Randgraf-3-1 and Randgraf-3-2 according to Theorem 2.
EVALUATION

Datasets
We perform our experiments on the following publicly available datasets taken from the Stanford Network Analysis Platform (SNAP) 3 , which are summarized in Table 3 . We evaluate our method for computing the orbit degrees of node vmax with the largest degree in the graph of interest. 
Metric
We use the normalized root mean square error (NRMSE) to measure the relative error of the orbit degree estimated 
where MSE(d (i)
vmax ) denotes the mean square error ofd
MSE(d (i)
vmax ) decomposes into a sum of the variance and bias of the estimatord
vmax , both quantities are important and need to be as small as possible to achieve good estimation performance. When d
vmax is an unbiased estimator of d
In our experiments, we average the estimates and calculate their NRMSEs over 1,000 runs. We evenly distribute the sampling budget among the sampling methods of SAND and SAND-3D, and leave the optimal budget distribution in future study. Our experiments are conducted on a server with a Quad-Core AMD Opeteron (tm) 8379 HE CPU 2.39 GHz processor and 128 GB DRAM memory. 
Results
Estimating undirected orbit degrees
We evaluate the performance of SAND by comparing its performance to the state-of-the-art enumeration method 4-Prof-Dist [17] for estimating 3-and 4-node undirected orbit degrees over the undirected graphs of datasets Flickr, Pokec, LiveJounal, YouTube, and Wiki-Talk, which are obtained by discarding edge directions. Table 4 shows that with a sampling budget 10 6 SAND is 183, 3.9, 15, and 81 times faster than 4-Prof-Dist for computing 3-and 4-node undirected orbit degrees of graphs Flickr, Pokec, LiveJounal, YouTube, and Wiki-Talk respectively. Fig. 4(a) shows the real values of 3-and 4-node undirected orbit degrees of vmax. Roughly speaking, 3-and 4-node undirected orbit degree distributions of graphs Flickr, Pokec, LiveJounal, YouTube, and Wiki-Talk exhibit similar patterns. d
vmax , and d (11) vmax are the three largest 3-and 4-node undirected orbit degrees. Fig. 4(b) shows the NRMSEs of our estimatesd
vmax are smaller than 0.1 except the NRMSE ofd (14) vmax . The NRMSEs of Top-3 orbits degreesd (7) vmax ,d (5) vmax , andd (11) vmax are smaller than 0.01. 
Estimating directed orbit degrees
To the best of our knowledge, there exist no sampling method for estimating 3-node directed orbit degrees. Therefore, we evaluate the performance of SAND-3D in comparison with the method of enumerating and classifying all the 3-node CISes that include vmax. Table 5 shows that with a sampling budget 10 6 SAND-3D is 229, 76.1, 246, 36,034 and 12.7 times faster than the enumeration method for computing 3-node directed orbit degrees of graphs Flickr, Pokec, LiveJounal, YouTube, Wiki-Talk, and Web-Google respectively. Let
× 100% denote the normalized 3-node directed orbit i degrees of vmax, 1 ≤ i ≤ 30. Fig. 5 shows the real values of normalized 3-node directed orbit degrees of vmax. We observe that the 3-node directed orbit degrees of vmax exhibit quite different patterns for different graphs. For example, Flickr and Wiki-Talk have the largest graphlet degree in directed orbit 1, Pokec and Web-Google have the largest graphlet degree in directed orbit 6, LiveJournal has the largest graphlet degree in directed orbit 14, and YouTube has the largest graphlet degree in directed orbit 11. Fig. 6 shows the NRMSEs of our estimatesd
vmax , i = 1, . . . , 30. We observe that the NRMSEs of estimates of the ten largest orbit degrees are smaller than 0.1 for all the graphs studied in this paper.
Although the NRMSEs of small orbit degrees exhibit large errors, we observe that SAND-3D is accurate enough for applications such as detecting the most frequent orbits, i.e., the orbits with the largest orbit degrees. Table 6 shows the results of detecting the five, ten, and fifteen most frequent directed orbits. We can see that SAND-3D successfully identifies all the five and ten most frequent directed orbits. On average, no more than one of the fifteen most frequent directed orbits is missed by SAND-3D. We also study the L1 and L2 distances between our estimates and real values, Table 7 shows that L1 and L2 distances are smaller than 0.001 and 0.002 respectively. This indicates that estimates given by SAND-3D are accurate for L1 and L2 distances based machine learning applications. 
RELATED WORK
Recently, a number of efforts have focused on designing sampling methods for computing a large graph's graphlet concentrations [18] [19] [20] [21] [22] [23] [24] and graphlet counts [7] [8] [9] [10] [11] 18] . To estimate graphlet concentrations, Kashtan et al. [19] proposed a simple subgraph sampling method. However their method is computationally expensive when calculating the weight of each sampled subgraph, which is used for correcting bias introduced by edge sampling. To address this drawback, Wernicke [20] proposed a method named FANMOD based on enumerating subgraph trees. GUISE proposed a Metropolis-Hastings based sampling method to estimate 3-node, 4-node, and 5-node graphlet concentrations 4 . These methods assume the entire topology of the graph of interest is known in advance and it can be fit into the memory. Wang et al. [24] propose an efficient crawling method to estimate online social network motif concentrations, when the graph's topology is not available in advance and it is costly to sample the entire topology. When the available dataset is a set of random edges sampled from streaming [25] propose an efficient crawling method to estimate graphlet concentrations.
The above methods fail to compute graphlet counts, which is more fundamental than graphlet concentrations. Alon et al. [18] propose a color-coding method to reduce the computational cost of counting subgraphs. Color-coding reduces computation by coloring nodes randomly and enumerating only colorful CISes (i.e., CISes that consist of nodes with distinct colors), but [11] reveals that the color-coding method is not scalable and is hindered by the sheer number of colorful CISes. [7] [8] [9] [10] develop sampling methods to estimate the number of triangles of static and dynamic graphs. Jha et al. [11] develop sampling methods to estimate counts of 4-node undirected graphlets. Wang et al. [26] develop a sampling method to estimate counts of 5-node undirected motifs. These methods are designed to sample all subgraphs, but not tailored to meet the need of sampling the subgraphs that include a given node. Elenberg et al. [17] develop a method to estimate counts of 4-node undirected motifs that include a given node based on random edge sampling, but their sampling method cannot be used to estimate node orbit degrees because the orbit of a node in a sampled CIS may be different from that of the node in the original CISes. We point out that method 4-Prof-Dist in [17] can be easily extended and used to compute the exact values of a node's 4-node undirected orbit degrees, but it fails to compute directed orbit degrees. To the best of our knowledge, we are the first to propose sampling methods for estimating a node's orbit degrees for large graphs.
CONCLUSIONS AND FUTURE WORK
We develop computationally efficient sampling methods to estimate the counts of 3-and 4-node undirected and directed graphlet orbit degrees for large graphs. We provide unbiased estimators of graphlet orbit degrees, and derive simple and exact formulas for the variances of the estimators. Meanwhile, we conduct experiments on a variety of publicly available datasets, and experimental results show that our methods accurately estimates graphlet orbit degrees for the nodes with the largest degrees in graphs with millions of edges within one minute. In future, we plan to extend SAND to estimate 5-node (or even higher order) graphlet orbit degrees and investigate the graphlet orbit degree signatures as features for various learning tasks.
at random;
• Step 2: Find i such that
which is solved by binary search;
Its computational complexity is O(log du).
Proof of Theorem 1
For 1 ≤ i ≤ r and 1 ≤ j ≤ K, we have
Since X1, . . . , XK are sampled independently, the random variable K j=1 1(Xj ∈ Si) follows the binomial distribution with parameters K and pini. Then, the expectation and variance of
Therefore, the expectation and variance ofni are computed as
For i = j and 1 ≤ i, j ≤ r, the covariance ofni andnj is
In the derivation above, we use
Proof of Theorem 3
The number of selections of variables u and w in Algorithm 1 is dv 2 × 2! = 2φv. For a CIS s consisting three nodes v, u1, and u2, when s includes v in orbit 2 or 3, Randgraf-3-1 has two ways to sample s: (1) u = u1 and w = u2; (2) u = u2 and w = u1. Each happens with probability
. Otherwise, Randgraf-3-1 is not able to sample s. Therefore, we have p 
Proof of Theorem 4
The number of selections of variables u and w in Algorithm 2 is ϕv = u∈Nv (du − 1). For a CIS s including v in orbit 1, Randgraf-3-2 has only one way to sample s, which happens with probability α
. When s including v in orbit 3, similar to Randgraf-3-1, Randgraf-3-2 has two different ways to sample s, where each happens with probability 1 ϕv . When s including v in orbit 2, Randgraf-3-2 is not able to sample it. Therefore, we have p 
Proof of Theorem 5
The number of selections of variables u, w, and r in Algorithm 3 is
v . As shown in Fig. 7 , Randgraf-4-1 has 2, 1, 2, 1, 2, 2, 4, and 6 ways to sample a 3-or 4-node CIS s including v in orbits 3, 5, 8, 10, 11, 12, 13, and 14 respectively. Each way happens with probability α
When s includes v in the other orbits, Randgraf-4-1 cannot not sample s. Therefore, we have p 
Proof of Theorem 6
The number of selections of variables u, w, and r in Algorithm 4 is
v . As shown in Fig. 8 , Randgraf-4-2 has 2, 2, 2, 4, 2, and 6 ways to sample a 4-node CIS s including v in orbits 6, 9, 10, 12, 13, and 14 respectively. Each way happens with probability β 
Proof of Theorem 9
We easily find that the total number of selections of u and w in Algorithm Randgraf-3-1 is 2φv. From the proof of Theorem 3, we observe: (1) Randgraf-3-1 has two ways to sample CISes including v in both orbits 2 and 3; (2) Randgraf-3-1 is not able to sample the other CISes including v. Therefore, we have 2d (2) v + 2d
We find that the total number of selections of u, w, and r in Algorithm Randgraf-4-3 is Φ (3) v . From the proof of Theorem 7, we observe: (1) Randgraf-4-3 has 2, 1, 2, 2, 1, 4, 2, and 6 way/ways to sample CISes including v in orbits 3, 4, 8, 9, 10, 12, 13, and 14 respectively; (2) Randgraf-4-3 is not able to sample the other CISes including v. Therefore, we have 2d (3) v + d (4) v + 2d (8) v + 2d (9) v + d We find that the total number of selections of u, w, and r in Algorithm Randgraf-4-4 is 6Φ (4) v . From the proof of Theorem 8, we observe that (1) Randgraf-4-4 has 6 ways to sample CISes including v in orbits 7, 11, 13, and 14 respectively; (2) Randgraf-4-4 is not able to sample the other CISes including v. Thus, we have d , i ∈ {3, 10, 12, 13, 14}.
In the above derivation, the last equation holds becauseď By the definition ofd (4) v andd
v , we easily proof that the formulas Var(d 
