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ABSTRACT 
A generalized de Moivre formula is obtained and used to find the structure of the 
Minkowski space of quatemion-like operators. The automorphisms of this space are 
shown to be Lorentz transformations. 
1. INTRODUCTION 
It is almost a century and a half since William Rowan Hamilton presented 
to the Royal Irish Academy in October 1843 his discovery of quatemions and 
their remarkable properties. His more than ten-year search for a generaliza- 
tion of the algebra of complex numbers to vectors in three-dimensional space 
and the resulting development of quatemions undoubtedly forced the subse- 
quent discovery of matrices and linear algebra by Grassmann, Cayley, Tait, 
Benjamin Peirce, Clifford, and many others; e.g., see [l-3]. 
Although some mathematicians and physicists today regard the mention 
of quatemions as somewhat archaic mathematics, one purpose here is to 
show that the 2 X 2 matrix representations of the quaternion units are 
actually “imaginary” versions of the relatively modem Pauli spin matrices of 
quantum mechanics; e.g., see 14, 51. This is demonstrated by associating 
rotation operators with transformations on a two-dimensional complex vector 
space. The approach used in this paper for the quatemionlike rotation 
operators is to find a generalization of the de Moivre formula, similar to that 
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used by Murnaghan in [2] except that his real-number-valued matrices are 
replaced in this presentation by complex-number-valued matrices. 
The imaginary analogue of the generalized de Moivre theorem is used in 
this paper to study the structure of a Minkowski space M, of operators. It is 
shown that all rotations of M, are, in fact, elements of a group of transforma- 
tions (automorphisms) of this space of operators. If M, is interpreted 
physically as the four dimensions of space and time, these automorphisms 
of M, are shown here to be the Lorentz transformations of M, so ingeni- 
ously utilized by Albert Einstein at the beginning of this century in his 
development of special relativity. 
2. A DE MOIVRE THEOREM FOR NORMAL MATRICES 
Consider a complex vector space V,, of n dimensions, sometimes called a 
“unitary” space, and the linear transformations (endomorphisms) of V,, onto 
itself. Developed next are certain n X n matrices of such linear transforma- 
tions of V,, onto V,,. First, let [A] be th e matrix, associated with some basis, 
which corresponds to a linear transformation A, and note that there is a 
natural isomorphism between the set of linear transformations and their 
corresponding matrices on V,,; e.g., see Sections 37, 38, and 39 in [6]. Hence 
proofs about linear transformations on V,, or their matrices are used here 
interchangeably. 
Both a normal and a unimodular matrix or linear transformation over V,, 
are defined next. 
DEFINITION 1. An 1~ X n matrix N is called normal if NN* = N*N, 
where * denotes complex-conjugate transpose. 
DEFINITION 2. An n X n matrix M is called unimodular if det M = 1, 
where det M denotes the determinant of M. 
The next theorem about normal matrices is found, for example, in [7]. 
THEOREM 1. An n X II matrix N is normu~ if and only if there exists a 
unitary rnatrir U such thut UNU* is a diagonal matrix. 
This theorem and the above definitions are used to prove the next 
theorem about the representation of a unimodular matrix in exponential 
form. This theorem makes use of the well-known fact [6, Section 931 that the 
exponential of a matrix linear transformation can be represented by a power 
series with convergence in the norm. 
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THEOREM 2. 
if 
An n X n matrix N is normal and unimdular if and only 
N = E E = eM, 
k-0 k! 
(2.1) 
where M is a normal n X n matrix and tr M = 0, with tr M denoting the 
trace of M. 
Proof. If N is normal, there exists by Theorem 1 a unitary matrix P 
such that 
PNP* = D = diag[a,, CQ,. . . , an] = diag[ePI, eP2,. , eon], (2.2) 
where diag[ (Ye, (Ye, . , a,] is the diagonal matrix D with 
ak = e Pk for k = 1,2,...,n (2.3) 
being the eigenvalues of N. Thus by a use of the series representation of an 
exponential in (2.3) one has 
m (ckig[P1,P2,...,Pnl)” 
k! 
i 
P 
k 
= kco$ =e”, 
where 
M = p*(hag[ P1, Pz,. . . , P,I)p (2.4) 
is an 72 X n matrix. Next the unimodular property of N yields, using (2.31, 
I=detN= fie&=etrM, 
k=l 
(2.5) 
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which implies that with a suitable choice of PI, & . . . , P, one can make 
tr M = 0. By letting A = diag[ /3r, &, I . , @,I in (2.4) one obtains evidently 
MM* = P*hhP = P*A*AP = M*M, (2.6) 
so that finally M is also normal. 
Conversely, assume that M is normal and tr M = 0. Then there exists a 
unitary matrix Q such that 
(2.7) 
By (2.7) 
Q* =QDQ* =N, 
where D is the diagonal matrix 
D = e* = diag[ e PI, e P2, . . . , e Pn]. 
(2.8) 
(2.9) 
Next note by (2.8) and (2.9) that 
NN* = QDD*Q* = QD*DQ* = N*N, 
so that by Definition 1 the linear transformation matrix N in (2.8) is normal. 
Finally, one has also for N in (2.8) that 
det N = fi ePk = et’M = 1 
k=l 
Hence N is a unimodular normal matrix, and the theorem is established. w 
It is well known that both Hermitian and unitary matrices are normal 
matrices (e.g., see [I, p. 3451) and that their eigenvalues or characteristic 
roots are, respectively, real and complex with absolute value equal to one. 
Evidently these facts yield the following corollary of Theorem 1: 
COROLLARY 1. Let H and U be, respectively, Hermitian and unitary 
unimodular n x n transformations. Then these matrix transformations are 
represented in exponential form by 
H = es and U = eiT, (2.10) 
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where S and T are Hermitian matrices of trace zero and i = \r--r, the 
imaginary unit of the complex numbers. 
Proof. The proof follows by a substitution of the Hermitian and unitary 
unimodular transformations H and U, respectively, into Theorem 2 and a 
verification that S and T are Hermitian and have trace zero, and conversely. 
l 
Evidently Theorem 2 and Corollary 1 extend the generalized de Moivre 
theorem, developed by Murnaghan in [2, p. 391 for real vector spaces, to 
complex vector or unitary spaces. The case n = 2 is an important specializa- 
tion of the above generalized concept of de Moivre’s theorem. This case, 
given in the next corollary, yields the rotation operators of Hamilton and the 
Lorentz transformations studied in the next two sections. 
COROLLARY 2. The most general 2 x 2 unimodular normal matrix is 
given by 
N = eM = c,Z + c,M, (2.11) 
where I, is the unit 2 x 2 matrix and M is a normal 2 x 2 matrix with trace 
zero of the form 
M= [a;,z “.I = [;;::: _,:,ej8]z (2.12) 
with a = [aleis and b being complex numbers and 6 a real number. The 
coeflcients cg and c1 in (2.11) are 
cc, = cosh(e”JI) and c1 = 
sinh( e”$) 
eis. (2.13) 
in terms of the hyperbolic functions, where 
l/J= &G-p. (2.14) 
Proof. Since the matrix M in Theorem 2 has trace zero for n = 2, it 
must have the form 
M= [; -iI. (2.15) 
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Note next that 
MM* = Ial2 + lb12 I ac - Zb iic - & Ial + ICI2 
and 
iib - aE 
1 Ial + lb12 ’ 
(2.16) 
(2.17) 
for A4 to be a normal matrix the corresponding elements in the Hermitian- 
symmetric 2 X 2 matrices in (2.16) and (2.17) must be equal. First, an 
equating of the diagonal elements yields ]c12 = I b12. Finally, an equating of 
the off-diagonal elements yields the relationship, 
iic - a& = & - iic, 
which immediately implies that 
(2.18) 
c = &/a. (2.19) 
Thus the most general normal 2 X 2 matrix M of trace zero must be of the 
form given in (2.12). 
Next, to evaluate the right side of (2.11), use first the Hamilton-Cayley 
theorem [6, 71 that the matrix M is annulled by its characteristic polynomial. 
For the matrix M in (2.12) the characteristic polynomial, namely the deter- 
minant 
P(h) = det(hZ, - M), (2.20) 
is a quadratic polynomial in A, where I, is the two-dimensional identity 
matrix. Thus one can eliminate all powers of M of degree greater than one, 
so that N in (2.11) reduces to 
N=eM= c,,Z, + c,M, 
a linear polynomial in M. This is Equation (2.11). 
(2.21) 
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To find the coefficients in the expression for N in (2.211, first compute 
the characteristic roots, or eigenvalues, of the characteristic polynomial in 
(2.20) for M in (2.12). Setting this polynomial to zero yields the equation 
P(h) = A2 - a2 - y 
a 
= A2 - e2’s(la12 + lb12) = 0, 
with its two roots, 
(2.22) 
(2.23) 
where 
a = (ale” and $= dm. (2.24) 
Next, let Q be the unitary matrix which diagonalizes M in (2.21). Then 
QNQ* = eD = diag[e”l, e’s] 
= coz, + c,D = coz2 + c 4 0 
[ 1 IO A,’ 
where A, and A, are the eigenvalues found above in (2.23). Evidently, an 
equating of coefficients in (2.25) yields the two equations, 
co + clh, = e*l, 
(2.26) 
c0 + crh, = eAA, 
for the two coefficients ca and cr in (2.21). Finally the solution of (2.26), 
using (2.23) and (2.24), is given by 
c,, = cosh(e”$) and cr = 
sinh( eis@) 
ei% ’ 
(2.27) 
and the corollary is established. W 
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Next we apply Corollaries 1 and 2 to find the forms of the most general 
unitary and Hermitian unimodular transformations over V,. Attention is 
given first to the unitary transformation, since for this case Corollary 2 yields 
quite naturally the 2 X 2 matrix representations of Hamilton’s original unit 
quatemions. 
Case 1. The general 2 X 2 unitary transformation. For n = 2 let M 
in (2.12) equal iT in (2.10), where 
p-icu 
p:iru -y ’ 1 (2.28) 
with (Y, p, y being real numbers. T in (2.28) is the most general 2 X 2 
Hermitian matrix of trace zero. Next, by (2.12) and (2.28) let 
M= [af,z “.] =iT= [ _clyipj “_:b’]. (2.29) 
Equality of the 2 X 2 matrices in (2.29) is satisfied if and only if Re a = 0, 
Im a = y, and b = (Y + ip, where Re a and Im a denote the real and 
imaeinarv Darts of a. This implies in (2.12) and (2.13) that 6 = f r/2, SO 
that-a suGitution of (2.29) &o Corollary 2 yields 
U = cosh( +i+) I, + sinh(+i’) M 
*iti 
= (cos +)I, + (sin $) 
where by (2.14) one has 
Y P 
i- E-ii- 
* * * 
ff P 
i 1 
Y - _ _ i- -i- 
* cc, * 1 , (2.30) 
* = &ic-iT = \lcY2 + p2 + y2. (2.31) 
Clearly, by (2.30) and (2.31) the quantities (Y/+, P/~/J, y/+ constitute the 
three components of a unit three-vector, _v = uk, for k = 1,2,3. Thus the 
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unitary matrix U in (2.30) can be expressed in the generalized de Moivre 
form 
U = (cos *)I, + (sin IL) 5 ukck, 
k=l 
(2.32) 
where 
i$=[_; A], Z2=[; A], &=[;; oil (2.33) 
are three “imaginary units” in the sense that 
q = g; = ;3” = -I,. (2.34) 
The imaginary units e^i. e^,, and e”s evidently correspond to Hamilton’s 
original units i, j, and k, since successive products, taken cyclically and 
countercyclically, satisfy 
AA n ,. A ,. 
e1e2 = e3, e^,t?, = e , e3e1 = 4. (2.35) 
and 
e^,t?, = -t?,, A * ,. n A e2e3 = - e,, 8361 = -e”,. (2.36) 
These properties of the ci correspond exactly to the multiplication table of 
Hamilton’s original quaternion units. 
Case 2. The general i X 2 Hermitian unimodular transformation. For 
this case let S = T in (2.101, a general 2 X 2 Hermitian matrix of zero trace. 
Then matrix A4 in Corollary 2 is equated with T in (2.28) as follows: 
M= [a;,z “.] =T= [,Jia ‘I;*]. (2.37) 
The equality of the matrices in (2.37) is satisfied if and only if Re a = 7, 
Im a = 0, and b = P - icx. This implies that 6 = 0 or 7~, so that a substitu- 
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tion of (2.37) into Corollary 2 yields 
H = cosh( + @) I, + 
sinh( ++I> M
+rk 
= (cash +)I, + (sinh Ic,) 
where 
Y 
T 
-+iY P 
+ CCI 
P ff --i- 
* * 
Y -- 
rcI iT (2.38) 
*= a2+ p2+ y2. (2.39) 
Again, as in case 1, the quantities a/$, p/ $J, y/rC, constitute the three 
components of a unit three-vector, which in this case is denoted by Z-L = Z-Q 
for k = 1,2,3. Thus the Hermitian unimodular matrix H in (2.38) can be 
expressed in the “imaginary” de Moivre form, 
H = (cash +)Z, + (sinh @) t Z-Q&~, 
k=l 
(2.40) 
where 
A [ 0 -i ur= i 0 1 
,. 01 AlO 7 (+2= [ 
1 () 
1 1 u3= [ 1 
() -1. 
(2.41) 
Except for the order of L?r and G2 these three 2 X 2 matrices correspond 
exactly to the Pauli spin matrices of modem quantum mechanics; e.g., see [4, 
Equation 13.431 or [5, Equation 12.321. 
Although the Pauli spin matrices of quantum mechanics are presented 
sometimes as somewhat mysterious, fundamental objects of the rotation 
group, they are, in fact, merely proportional to the quatemion units in (2.33). 
These units are related to the Pauli spin matrices by 
for k = 1,2,3. Evidently, the quatemion units and the spin matrices are 
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connected, except for their order, by means of the standard simple formula, 
A = 6, relating skew-Hermitian and Hermitian transformations. 
As mentioned above, the definition of the Pauli spin matrices, given above 
in (2.411, differs from the usual definition only by the interchange of the 
matrices representing Gi and 6s. This is related to the fact that modem 
physics uses a right-handed (x, y, Z) coordinate system, whereas classical 
mathematics, particularly during the nineteenth century, usually used a 
left-handed system. For example, see [l, pp. 135, 1551 and [3, pp. 64, 651 for 
brief histories of the confusion which arose over this problem and Klein’s 
very graphic illustration in his Figure 17 in [3, p. 641, showing the difference 
between left- and right-handed systems. As a check on the quatemion units 
found in (2.33), note that they agree with Halmos’s Problem 6 in [6, p. 691. 
In the next two sections the unitary and Hermitian transformations 
exposed in (2.32) and (2.40) are fundamental to a general treatment of the 
Lorentz transformations on a Minkowski space of four dimensions. This 
approach to transformations on a Minkowski space makes use of the “imagi- 
nary” analogue of the generalized de Moivre theorem given in (2.401, which 
in turn highlights one reason, among others, why theoretical physicists prefer 
Pauli spin matrices in (2.41) to the equally usable quatemion units in (2.32) 
for studying relativistic quantum mechanics, namely, a slight advantage in 
notational simplicity. 
3. THE SPACE OF MINKOWSKI QUATERNIONS 
First, consider physical space and time to be a homogeneous four- 
dimensional Cartesian space with three coordinates of position and one of 
time. The time t of some physical happening-what is called an event- 
is assumed to be measured by ordinary clocks in seconds. Its position is 
measured in meters along the three Cartesian coordinates X, y, z. It is 
further assumed that clocks can be synchronized by means of electromagnetic 
(light or radio) signals whose velocity is c, in meters per second. 
For simplicity in notation designate the position (x, y, z) by (xi, x2, x,). 
Also let ct, the distance traveled by an impulse or flash of light in t seconds, 
be denoted by what Einstein called the light-time distance, namely, x0 = ct 
(see [ll, p. 311). Finally let 
denote the “position” 4-vector of coordinates of some physical event. 
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To motivate the nature of a Minkowski space and its properties, imagine 
first that the light flash eminates from point (x,, yO, z,> at time t,. The 
wavefront of this flash of light is an expanding sphere in time with the 
equation 
c2(t - to)’ - (x - x0)’ - ( y - yo)2 - (z - zo)2 = 0. (3.2) 
The simplicity of this quadratic form in space and time suggests that it can be 
expressed more simply notationally as the determinantal equation, 
of the 2 X 2 Hermitian matrices 
x= 
[ 
x0 + xg x2 - ix, 
x2 + ix, x0 - xg 1 
and 
(3.4) 
(3.5) 
where 
denotes the four-dimensional position of the origin of the flash of light. Note 
that if the third spatial component z - .zo = xa - ~3” is suppressed in (3.2) or 
(3.31, then the expanding sphere of light is represented by an expanding 
circle about the x0 - ~0” axis, which is represented by a circular cone; e.g., 
see Figure 1 in [ll, p. 381. As a consequence the set of points for which (3.3) 
is satisfied is called a four-dimensional light cone. 
Usually the position four-vector in (3.1) of space and time is expressed in 
tensor notation, and the second expression in (3.3) is a signed norm of the 
four-dimensional Cartesian space C, = {(x0, x1, x2, x,)}: e.g., see [ll]. Evi- 
dently, by (3.4) another representation of this space is contained in the three 
DE MOIVRE’S THEOREM AND QUATERNIONS 27 
equivalent sets 
M,= xx= il [ x0 + xg x, - ix1 x +ix ,--co<xk<~ 2 1 x0 - x3 1 1 
= x x=xoz2-i t xke^,, 
it k=l 
(3.7) 
where &k and 6, for k = 1,2,3 are, respectively, the Pauli spin matrices and 
Hamilton units in (2.41) and (2.33). A . s is s h own next, an important advantage 
of the space M4 of the Minkowski operators, or quaternions, over the 
standard tensor representation is that the usual relativistic norm by (3.3) is 
defined quite simply by the determinant 
N(Y) =detY=yi- cyz 
k=l 
(3.8) 
of 
Y =X-X, E M,. (3.9) 
As a consequence the simple operational properties of matrices and deter- 
minates can be used to study transformations over the Minkowski space M,. 
Following Minkowski, a four-dimensional space with the norm in (3.8) is 
called timelike, null, or spacelike if N(Y > > 0, N(Y) = 0, or N(Y > < 0; e.g., 
see [ll, p. 381 and [12, Section 4.51. From the physical point of view an 
element Y E M, with N(Y > > 0 is called timelike because the dominating 
real parameter y. in (3.8) is proportional to the physical time parameter t 
for --Co < t < cc, i.e., y. = c(t - to>, where c is the velocity of light. In this 
case the four parameters yk for k = 0, 1,2,3 are the coordinates of a 
physical space-time system measured in meters, with y. being timelike and 
yr, yz, y3 being spacelike coordinates. 
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The matrix adjoint of Y is given by 
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3 
Y=adjY=yOe^,+iCyke^k, 
k=l 
so that its inverse is 
(3.10) 
l- 1 3 
- - 
‘-’ = det Y y= N(Y) 
Y&J + i c Y@, I (3.11) 
k=l 
where the norm N(Y) is given in (3.8). 
The Minkowski space M, does not form a division ring like the classical 
quaternions [7], since none of the elements have inverses in the “null” subset 
or light cone, namely the set 
NM,={YEM,(N(Y) =o}. (3.12) 
Note also that M, also is not closed generally with respect to multiplication, 
so that algebraically M,, the Minkowski-quaternion space, is isomorphic only 
to a linear vector space of four dimensions. Finally, denote the timelike 
subset of M, by 
TM,={Y~M,~N(Y)>O}. (3.13) 
Next consider how to find what might be called the polar representation 
of an arbitrary operator Y in the timelike Minkowski set TM,. A normalized 
version of Y is given as follows: 
Y 1 
iv’/“(Y) = (1 - pZ)l’Z 
(3.14) 
where 
3 
p,=k and fi2= CPk2. 
k=l 
(3.15) 
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Evidently this becomes 
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Y 1 P 3 
NW(y) = (1 _ p’)‘/‘z~ - i (1 _ pz)1/2 k;lpkgk C3.16) 
(3.17) 
in terms of the direction cosines 
pk = Pk/P for k = 1,2,3. 
Thus finally this result can be expressed in the same form, 
$(y) = (cash @)I, - i(sinh llr) 5 /-+e^,, 
k=l 
(3.18) 
found in (2.40) in terms of the hyperbolic functions, where 
cash # = (1 - pz)-“’ and sinh $ = /3(1 - /3z)m1’s. (3.19) 
Next transform the equations in (3.19) into two quadratic equations in the 
quantity e*, namely, 
e2+ - 2(1 - p2)-% * 1 = 0. 
The solutions of these equations for e* are, respectively, 
e* = (1 f p)(l - /32)-1’2 and e# = ( p + l)(l - f12)e1’2, 
with a common solution given by 
1 + p 
i 1 1’2 e* = (1 + /3)(1 - p”)-l” = 1-p 
Thus the solution of (3.19) is 
Q = :[log(l + P> - log(l - ml (3.20) 
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for the quantity @, which for physical reasons to explained shortly is called 
the rapidity of the operator Y; e.g., see [ll, p, 621. 
If Y is timelike, i.e. if Y E TM,, then by (3.8) and (3.15) one has for 
Yo * 0 
N(Y) 
-=1-p2>0. 
Yo2 
Thus, clearly, by (2.40) and (3.18) the normalized Minkowski quatemion in 
(3.14) is identical to the unimodular positive Hermitian operator H, i.e. 
Y 
N”“(Y) 
= H(rlr). 
Hence the set TM, of timelike elements in the Minkowski space M, can be 
expressed in both parameter and “polar’‘-form sets as follows: 
= (rHl0 < r < ~0, H > 0, N(H) = I}. (3.21) 
Next, let Y be an element of 
SM, = {YE M&V(Y) < O}, (3.22) 
the set of spacelike elements in M,. By (3.71, Y * = Y, so that Y is 
Hermitian, and by (3.22) it is negative definite. Thus Y can be normalized in 
the form 
Y =IN(Yp2 y 
IqY))1/2 = rK, (3.23) 
where 
r =IN(Y)11’2 > 0 (3.24) 
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is the magnitude of the norm of Y, and 
Y 
K= 
b’(Y)I”” 
(3.25) 
is a normalized version of Y in (3.22). I n a manner similar to that used to 
obtain (3.18) one obtains 
-i J& kkZk (3.26) 
= (sinh 4) Z2 - i(cOSh 4) kc1 ykgk E K( 4) 
(3.27) 
in terms of Pk, /3, the unit three-vector y with components yk = &/p, and 
an “imaginary” angle 4, determined by- 
sinh C$ = and cash 4 = (3.28) 
or 
4 = i[log( p + 1) - log( p - l)] . (3.29) 
Thus the set S&f, of spacelike elements also can be expressed in the two 
forms 
(3.30) 
= {rKIO < r < a, K < 0, N(K) = - 1). (3.31) 
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Evidently the timelike operators are related to the spacelike operators in 
the Minkowski space M, by 
(3.32) 
i.e. by a shift, 4 = I/J - n-i/2, in the rapidity by the imaginary constant 
mi/2. This transformation of the rapidity +!I is a one-to-one mapping of the 
set TM, onto the subset SM, of spacelike operators. 
To better understand a physical basis for the rapidity variable I/J, first note 
by (3.20) that I,!J can be expanded as an absolutely convergent power series in 
0 as follows: 
* = 5 p2n+1 
n=O 2n + 1 
for O&~<l, (3.33) 
where /3 is defined in (3.15). Next assume that the yk represent the three 
components in C, of some analytic space curve, 
Yk =fk( Yo) =fk(Cb - hl) = gkw (3.34) 
in the timelike coordinate y,,. Thus by (3.15), (3.34), and the analyticity of 
the gk in a small interval about t, one has 
&(t) = ; = 
gkct) 
4t - to) 
f .fj d%3)(;- hdn-l _ ikr.) =- + qt - to), 
n-1 
where O(e) denotes “order of’. Thus for t sufficiently near the initial time t, 
the Pk’s in (3.15) are identified as 
Uk(tO) 
@k(h) = 7) (3.35) 
i.e. the ratio of the components of the instantaneous velocity uk(tO) = gk(to) 
of the space curve in (3.34) to the velocity of light c. Finally, p in (3.15) is 
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the ratio of the instantaneous speed at time t, to the velocity of light c, i.e. 
u(h) 
Hto) = --J-. (3.36) 
Thus the requirement that 0 < P(to) < 1 for a Minkowski quatemion Y in 
(3.8) to be timelike corresponds physically to Einstein’s hypothesis that the 
instantaneous speed of a physical particle nowhere 
velocity of light. Also, by (3.33), for P < 1-i.e., 
unity (slow motion)-the quantity I/J is given by 
can equal or exceed the 
P is small compared to 
(3.37) 
so that Q at time t, measures the rapidity or velocity with which a point on a 
space curve moves in C,. 
In the next section it is shown that the set of linear transformations for 
which (3.2) is true are one-to-one group transformations of the timelike set 
TM, in (3.13). Then this group of transformations is demonstrated to be the 
group of Lorentz “rotations” of TM,. 
4. LORENTZ TRANSFORMATION ON M, 
If the coordinates x,,, xi, x2, xa of the four-vector _x in (3.1) are referred 
to the “fixed’ stars and atomic clocks, then the Cartesian frame, consisting of 
position four-vectors of form x or its operator correspondent X E M, in 
(3.7), is called an inertial frame. Any other Cartesian frame with coordinates 
r;, r;, x’2, XL which moves uniformly without rotation in a rectilinear fashion 
with respect to the first frame x0, xi, x2, xg is defined also to be an inertial 
frame (see 113, p. 251). Th us the class of inertial frames consists of any 
particular frame which is futed to the distant galaxies plus all other frames 
moving uniformly relative to the first frame. 
The basic postulate of special relativity is that the laws of physics have the 
same form in every inertial frame. In particular suppose, the “points” X, and 
X in the first frame correspond to the “points” XA and X’ in some second 
frame. Then by this postulate one' would expect that X’ - XA satisfies an 
equation of exactly the same form as that in (3.2) or (3.31, namely the 
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determinantal relation 
det( X’ - XA) = 0. (4.1) 
Also one would want the set of transformations which map one inertial 
frame onto other inertial frames to satisfy the properties of a group. The most 
simple one-to-one transformation CY which maps M, onto M, has the form 
X'=(X)a=AXA*, (4.2) 
where * denotes complex conjugate transpose and A is an arbitrary complex, 
nonsingular, 2 X 2 unimodular matrix. It is verified readily that the set 
G = {a)> (4.3) 
where (Y has the form in (4.2), satisfies the postulates of a group. Moreover, 
if the determinantal equation in (3.3) is true and the transformation (Y of 
frame X onto X’ is defined by (4.2), then evidently the determinantal 
equation (4.1) is satisfied and conversely. Thus all elements of the transfor- 
mation group G in (4.3) map the light cone or null subset NM, in (3.16) onto 
NM,. Finally, suppose that X in M, is such that N(X) # 0; then the image 
X’ under the transformation (Y in (4.2) satisfies 
N(X')=N(A)N(X)N(A*)=N(X), (4.4) 
since by (3.12) one has N(A) = N( A*) = 1. Thus the transformations in G 
are norm-preserving transformations, which, besides being one-to-one map- 
pings of NM,, are also one-to-one mappings of TM, in (3.17) and SM, in 
(3.24) of the timelike and spacelike elements, respectively. 
Since the group G in (4.3) of transformations of M, onto M, is 
one-to-one, G is a general group of automorphisms of M,. Next, by a 
theorem given in Halmos [6, p. 169, Theorem 11, every unimodular complex 
linear transformation A uniquely factors into the product A = U’H, (or 
HAUP) of a unitary and a Hermitian unimodular transformation. Thus the 
automorphism (Y in (4.2) can be decomposed into 
= (X)hP, (4.5) 
DE MOIVRE’S THEOREM AND QUATERNIONS 35 
FIG. 1. Operator p E G as a rotation through angle 8. 
where A, p E G are defined, respectively by 
(X)h = H,XH,* (4.6) 
and 
(X)p = upxup*. (4.7) 
Thus the general transformation (Y defined in (4.2) is the product of A and p, 
both being elements of G. Hence finally, every element of the group G can 
be expressed as an alternating sequence of the A and p automorphisms in G. 
It is well known (e.g. see [3, 8, 111) that if the unitary transformation U in 
(2.32) has 0 replaced by e/2, then the operator p E G in (4.7) represents a 
rotation of the spatial coordinate (xi, x2, x3, x,) about the axis _v by the 
angle 8 as shown in Figure 1 (from [S]). It is next demonstrated similarly that 
the element A E G in (4.6) is equivalent to the product of a spatial rotation 
and a standard Lorentz transformation of the time coordinate x0 and one 
spatial coordinate, say xa. 
To show that A in (4.6) is a Lorentz transformation, first replace, in 
analogy with UP in (4.71, the imaginary angle (rapidity variable) Ic, by I/J/Z in 
the de Moivre form in (3.18). Then HA has the form 
e^, - (sinh G/2) i pke^,. 
k=l 
(4.8) 
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Next, let P be the unitary transformation which diagonalizes H,, in (4.8). 
Then by (2.25) and (2.27) for a Hermitian matrix one has 
0 1 
f ;_:ll(yl.h $)c^, = H. (4.9) 
Evidently the diagonalization transformation in (4.8) is a rotation, say pP, 
of the type given in (4.6), i.e. 
(X)p, = PxP* = X’, (4.10) 
where P is unitary of the general form 
(4.11) 
with (Y and the unit vector _h = [A,, A,, A31 to be determined next. 
To find P in (4.11), first apply pi’, the inverse of pP in (4.101, to the 
Hermetian operator H in (4.9) as follows: 
(H)p,‘= (coshii$-i(sinh~)e^,p~r=H, 
= (cash g)& - i(sinhi)irpkZk, (4.12) 
so that by (2.33) and (2.34) 
3 
c p.,e^, = (Qppl = P*e^,P = e^,P2 
k=l 
= Aa& + (sin (Y)( -A,;, + A,;,) + (cos oz)e^,. (4.13) 
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Thus an equating of the coefficients of e^, yields 
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cos CY = /_Ls, -A, sin Ly = pr, A, sin cr = j+, A, = 0 (4.14) 
for the unknown parameters (Y, A,, A,, A, in (4.12). Hence, finally, the 
unitary transformation P in (4.9) is given explicitly by 
P = cos f 62, + ( i ;E (-/&e^, + Pi&), (4.15) 
where the angle o of rotation in (4.11) is given by 
CY = cos-r /As. (4.16) 
P in (4.15) is the explicit form of the unitary transformation needed in the 
diagonalization of the group element pp in (4.10). 
The diagonalization of HA in (4.9) with the operator pP defined in (4.10) 
is equivalent to a change of Cartesian coordinates with the new r,-axis, 
namely XL of this new frame, in the direction /_L. To see this, consider again 
the action of A on an element X E M,. That is, let the transformation 
X= (X)h = HhXHA* 
be operated on by pP in (4.10) as follows: 
X’I = (X)Ap, 
= PH,XH,*P* 
= [<H~)P~][(X)P~][(H~)P~]* 
(4.17) 
= HX’H*, 
where H is the diagonal Hermitian matrix in (4.9). Then by (4.10) 
X’ = (X)p, = 5 x;e^k 
k=l 
(4.18) 
(4.19) 
38 IRVING S. REED 
with 
x; = I$( Lx) (4.20) 
for k = 1,2,3 representing the new spatial coordinates in terms of the 
original spatial coordinates _x = (xi, x2, x,). 
Clearly, x” in (4.18) is the image of automorphism A in the rotated 
coordinate frame X’ defined in (4.19). It is obtained explicitly from (4.18) 
and (4.9) as follows: 
[ 
(xb + xL)e$ 0 
= 
0 
1 
(XL - xj)e-+ ’ 
(4.21) 
where I,!I is the rapidity found in (3.22). Th us an equating of coefficients in 
(4.21) yields finally 
2; = XL cash r+!~ + xh sinh $ 
z’3 = XL sinh r,!~ + XL cash r,!~ 
2; = 0, and 2’2 = 0, 
where the expressions after the second equal signs are obtained using /3 as 
defined in (3.36). Evidently the image x” of the motion operator A has the 
form of the standard Lorentz transformation, or what often is also called a 
“boost,” between the two Cartesian frames S(x’, y’, z’, t’) and S(Z’, Q’, 
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z”, t”). Here the z”-axis moves in the direction of the .z’-axis with the velocity 
u(k,) in such a manner that the remaining axes stay parallel; e.g., see [ll, 
p. 341. 
5. CONCLUDING REMARKS 
Rotations in a Minkowski space are shown in this paper to depend only 
on the linear algebra of the linear transformations or operators of a two- 
dimensional unitary space. The algebraic approach taken here attempts to 
be not only in the tradition of the texts [6, 71 by Halmos and Herstein, 
respectively, and many others, but also in the spirit of the classical treatment 
by Klein [3]. Of the many modem treatments of rotations by theoretical 
physicists, the recently revised book by Goldstein [9] seems to be closest to 
the present point of view. In fact, in one sense our treatment is an algebraic 
reformulation of the Klein-Goldstein techniques. Quantum mechanics on the 
other hand tends to construct rotation groups, both finite and infinite, by 
means of the infinitesimal generator operators using the structure constants 
of the appropriate Lie algebra; e.g. see [lo, Chapter 31. This latter approach 
sometimes obscures the more global operational approach obtained here 
using linear vector-space theory. 
The author wishes to acknowledge the help and suggestions of Dr. Xiaoli 
Yu. Without her patience this paper would not have been completed. Finally, 
many thanks go to Dr. Edward J. Kelly of M.I.T. Lincoln Laboratory, whose 
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