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Изучается задача оптимального распределения разнотипных средств
обороны по разнотипным средствам нападения на дальних подступах к
обороняемым объектам, когда точная информация по целераспределе-
нию средств нападения отсутствует. В качестве критерия используется
разность потерь сторон, изучается задача его оптимизации в непре-
рывной постановке. Получено явное выражение для функции потерь
обороны, основанное на критерии упорядочивания очередности атак
обороны Е.А.Берзина, что приводит в общем случае неоднородности
ресурсов сторон к вогнутой задаче математического программирова-
ния, которая может быть решена методом градиентного подъема.
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Введение
Работа основана на результатах из [3] и является дальнейшим развитием по-
строений в [4]. Классическая задача распределения однородных ресурсов обороны
была определена и изучена в работе [1], в которой функция выигрыша обороны с
учетом возможности игровой постановки имеет вид
𝐹 (𝑥, 𝑦) =
𝑁∑︁
𝑗=1
𝐵𝑗𝑦𝑗(1− 𝑞𝑗
𝑥𝑗
𝑦𝑗 ), (1)
где 𝐵𝑗 > 0 интерпретируются как важность типов 𝑗 средств нападения, 𝑦𝑗 > 0
– их количество, 𝑞𝑗 – вероятность непоражения средства нападения в дуэльной
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ситуации с одним средством обороны, а 𝑥𝑗 – количество средств обороны, удовле-
творяющее ограничению:
𝑁∑︁
𝑗=1
𝑥𝑗 6 𝐾,𝑥𝑗 > 0, 𝑗 = 1, 2, ..., 𝑁. (2)
Обозначим через 𝑥,𝑦 𝑁 -мерные векторы с координатами 𝑥𝑗 , 𝑦𝑗 . Неравенства между
векторами будем понимать покомпонентно. В работе [3] было показано, что функ-
ция (1) является вогнутой по 𝑥 для любого 𝑦 > 0 и выпуклой по 𝑦 для любого 𝑥 в
области, определенной совместными ограничениями:
1
𝑥𝑗
+
ln 𝑞−1𝑗
𝑦𝑗
6 1, 𝑗 = 1, 2, ..., 𝑁. (3)
Кроме этого, функция (1) является возрастающей по 𝑥 и по 𝑦 в области 𝑥, 𝑦 > 0.
Для выполнения (3) достаточно, например, условий
𝑥𝑗 > 1 + ln 𝑞−1𝑗 , 𝑦𝑗 > 1 + ln 𝑞−1𝑗 , 𝑗 = 1, 2, ..., 𝑁, (4)
которые в отличии от (3) являются распадающимися, что существенно в игровой
постановке задачи, изученной в [4]. Таким образом, в непрерывных стратегиях
функция (1) имеет седловую точку в области (4) и, следовательно, допускает ре-
шение соответствующей антагонистической игры в чистых стратегиях (см.[5]), в
отличие от игры «нападение-оборона», определенной и исследованной в [2], име-
ющей выпуклую функцию выигрыша нападения по обеим переменным и в силу
этого имеющей чистую оптимальную стратегию защиты и смешанную нападения.
В работе [3] изучалась дискретная постановка задачи максимизации (1) при
ограничениях (2) с условием целочисленности переменных и метод максималь-
ного элемента для ее точного решения. В непрерывной постановке такие задачи
решаются на основе леммы Гиббса (см.[6]), имеющей дискретный аналог (см. там
же), на основе которого также может быть построен конечный алгоритм решения
дискретной задачи. Лемма Гиббса в свою очередь представляет собой принцип
уравнивания Ю.Б.Гермейера [2] для производных или соответствующих конеч-
ных разностей в дискретном варианте (см.[6]). Наконец, в работе [7] получено
обобщение принципа уравнивания для неоднородных ресурсов в линейном случае,
которое естественно назвать принципом уравнивания Гермейера-Краснощекова.
В [4] рассматривалось обобщение задачи (1), (2) на случай неоднородных ре-
сурсов обороны, в которой ее функция выигрыша имеет вид
𝐹 (𝑥, 𝑦) =
𝑁∑︁
𝑗=1
𝐵𝑗𝑦𝑗
(︃
1−
𝑟∏︁
𝑖=1
𝑞
𝑥𝑖𝑗
𝑦𝑗
𝑖𝑗
)︃
, (5)
где 𝑞𝑖𝑗 = 1 − 𝑝𝑖𝑗 , 𝑝𝑖𝑗 – вероятность поражения цели 𝑗-го типа в одиночном бою с
истребителем-перехватчиком 𝑖-го типа, 𝑥𝑖𝑗 – количество средств обороны 𝑖-го типа
назначенных по средствам нападения 𝑗-го типа, удовлетворяющее ограничениям
𝑁∑︁
𝑗=1
𝑥𝑖𝑗 6 𝐾𝑖, 𝑥𝑖𝑗 > 0, 𝑖 = 1, 2, ..., 𝑟, 𝑗 = 1, 2, ..., 𝑁. (6)
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Предполагается, что выделенная для уничтожения одной единицы 𝑗-го типа
группа 𝑥𝑖𝑗/𝑦𝑗 (исходя из равномерного распределения перехватчиков по целям)
используется последовательно, так что с каждым самолетом перехватчиком из
выделенной группы и атакуемой единицей 𝑗-го типа (если она не была уничто-
жена предыдущими перехватчиками) происходит одиночный бой. Было указано,
что метод максимального элемента для приближенного решения задачи (5), (6) в
дискретной постановке имеет погрешность порядка 4-5%.
В работе [4] задача (5), (6) изучалась в игровой постановке. В этом случае пере-
менная 𝑦𝑗 > 0 интерпретировалась как количество однородных средств нападения
на 𝑗-м направлении при ограничениях, заданных условиями
𝑁∑︁
𝑗=1
𝑦𝑗 6𝑀, 𝑗 = 1, 2, ..., 𝑁. (7)
Рассматривалась возможность использования метода максимального элемента
для приближенного нахождения гарантированных результатов сторон. Аналогом
выпуклости по 𝑦 > 0 критерия (5) будут условия
1
𝑟∑︀
𝑖=1
𝑥𝑖𝑗 ln 𝑞
−1
𝑖𝑗
+
1
𝑦𝑗
6 1, 𝑗 = 1, 2, ..., 𝑁. (8)
Для выполнения (8) достаточно, например условий
𝑟∑︁
𝑖=1
𝑥𝑖𝑗 ln 𝑞
−1
𝑖𝑗 > 2, 𝑦𝑗 > 2, 𝑗 = 1, 2, ..., 𝑁. (9)
Наконец, в [4] поставлена задача распределения разнотипных средств обороны по
критерию разности потерь
𝐹 (𝑥, 𝑦) =
𝑁∑︁
𝑗=1
𝐵𝑗𝑦𝑗
(︃
1−
𝑟∏︁
𝑖=1
𝑞
𝑥𝑖𝑗
𝑦𝑗
𝑖𝑗
)︃
− 𝜇Π(𝑥, 𝑦), (10)
где Π(𝑥, 𝑦) – функция потерь обороны, 𝜇 > 0 – управляющий параметр. Поте-
ри складываются из потерь в каждой группе средств обороны, выделенных для
воздействий по средствам нападения 𝑗-го типа
Π(𝑥, 𝑦) =
𝑁∑︁
𝑗=1
Π𝑗(𝑥𝑗 , 𝑦𝑗), (11)
где 𝑥𝑗 = (𝑥𝑖𝑗 , 𝑖 = 1, 2, ..., 𝑟) – вектор средств обороны, назначаемых по средствам
нападения 𝑗-го типа, а 𝑥𝑗/𝑦𝑗 = (𝑥𝑖𝑗/𝑦𝑗 , 𝑖 = 1, 2, ..., 𝑟) – соответственно, вектор
средств обороны, назначаемых по одному средству нападения 𝑗-го типа при рав-
номерном распределении средств обороны, что и предполагается далее.
Сложность заключается в том, что потери Π𝑗(𝑥𝑗 , 𝑦𝑗) в модели последователь-
ных дуэльных воздействий принятой в [4] зависят не только от количества и типов
средств обороны, но и от последовательности их воздействий по средствам напа-
дения 𝑗-го типа. В работе [4] эта сложность преодолевается алгоритмически на
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основе метода максимального элемента, использование которого не предполага-
ет наличие явного выражения для потерь обороны. При этом последовательность
воздействий в каждой группе средств обороны может оказаться не оптимальной и
ее требуется корректировать на основе критерия упорядочения атак, предложен-
ного в [4]. При этом потери обороны уменьшаются, а потери нападения остаются на
прежнем уровне, поскольку они не зависят от последовательности атак. В связи с
этим, в настоящей работе получено явное выражение для потерь обороны в непре-
рывной постановке задачи, на основе критерия упорядочения атак Е.А.Берзина,
предложенного в [4]. На этой основе строиться метод последовательных прибли-
жений для решения задачи максимизации критерия (10) при ограничениях (6) в
непрерывной постановке градиентного типа.
1. Явное выражение для функции потерь обороны
Рассмотрим, следуя [4], простейшую последовательность назначений средств
обороны по средствам нападения 𝑗-го типа, записанной в виде цепочки
𝑥𝑖1𝑗/𝑦𝑗 → 𝑥𝑖2𝑗/𝑦𝑗 → ...→ 𝑥𝑖𝑟𝑗/𝑦𝑗 . (12)
Одно средство 𝑗-го типа последовательно ведет одиночные бои с группами (12)
средств обороны одного типа. Тогда потери внутри первой группы (12) в предпо-
ложении целочисленности величин (12) составят [4]
𝑛1(𝑥𝑖1𝑗 , 𝑦𝑗) =
𝑥𝑖1𝑗/𝑦𝑗∑︁
𝑘=1
𝑞𝑘−1𝑖1𝑗 𝜔𝑖1𝑗 =
𝜔𝑖1𝑗
𝑝𝑖1𝑗
(1− 𝑞𝑥𝑖1𝑗/𝑦𝑗𝑖1𝑗 ), (13)
где 𝜔𝑖𝑗 – вероятность поражения одного средства обороны 𝑖-го типа в дуэльной
ситуации с одним средством нападения 𝑗-го типа. В непрерывном случае исполь-
зуется последнее выражение в (13). В случае непоражения одного средства 𝑗-го
типа первой группой средств обороны в (12) с вероятностью 𝑞
𝑥𝑖1𝑗/𝑦𝑗
𝑖1𝑗
в бой вступает
вторая группа и ее потери оцениваются величиной
𝑛2(𝑥𝑖1𝑗 , 𝑦𝑗) =
𝜔𝑖2𝑗
𝑝𝑖2𝑗
(1− 𝑞𝑥𝑖2𝑗/𝑦𝑗𝑖1𝑗 ) (14)
и т.д. В результате математическое ожидание количества пораженных средств
обороны с учетом их важности 𝐶𝑖 составит
Π𝑗(𝑥𝑗 , 𝑦𝑗)/𝑦𝑗 = 𝐶𝑖1𝑛1(𝑥𝑖1𝑗 , 𝑦𝑗) + 𝐶𝑖2𝑞
𝑥𝑖1𝑗/𝑦𝑗
𝑖1𝑗
𝑛2(𝑥𝑖1𝑗 , 𝑦𝑗) + ...
... + 𝐶𝑖𝑟
𝑟−1∏︀
𝑙=1
𝑞
𝑥𝑖𝑙𝑗/𝑦𝑗
𝑖𝑙𝑗
𝑛𝑟(𝑥𝑖𝑟𝑗 , 𝑦𝑗),
(15)
а всеми средствами нападения 𝑗-го типа с весами составит
Π𝑗(𝑥𝑗 , 𝑦𝑗) = 𝑦𝑗
𝑟∑︁
𝑘=1
𝐶𝑖𝑘
𝜔𝑖𝑘𝑗
𝑝𝑖𝑘𝑗
𝑘−1∏︁
𝑙=1
𝑞
𝑥𝑖𝑙𝑗/𝑦𝑗
𝑖𝑙𝑗
(1− 𝑞𝑥𝑖𝑘𝑗/𝑦𝑗𝑖𝑘𝑗 ), (16)
где
𝑘−1∏︀
𝑙=1
𝑞
𝑥𝑖𝑙𝑗/𝑦𝑗
𝑖𝑙𝑗
= 1 по определению.
30 ПЕРЕВОЗЧИКОВ А.Г., РЕШЕТОВ В.Ю., ЛЕСИК А.И.
Согласно критерию упорядочения Берзина [4, с.142], оптимальная последова-
тельность атак 𝑖𝑘 = 𝑖𝑘(𝑗) в (12), минимизирующая потери обороны, должна удо-
влетворять условию
𝐶𝑖𝑘
𝜔𝑖𝑘𝑗
𝑝𝑖𝑘𝑗
6 𝐶𝑖𝑘+1
𝜔𝑖𝑘+1,𝑗
𝑝𝑖𝑘+1,𝑗
, 𝑘 = 1, 2, ..., 𝑟 − 1, (17)
для любого 𝑗 = 1, 2, ..., 𝑁 .
Предположим, что выбранная последовательность индексов 𝑖𝑘 = 𝑖𝑘(𝑗) удовле-
творяет условию (17). Тогда из (16) раскрытием скобок и приведением подобных
можно получить представление
Π𝑗(𝑥𝑗 , 𝑦𝑗)/𝑦𝑗 = 𝐶𝑖1
𝜔𝑖1𝑗
𝑝𝑖1𝑗
+ (𝐶𝑖2
𝜔𝑖2𝑗
𝑝𝑖2𝑗
− 𝐶𝑖1 𝜔𝑖1𝑗𝑝𝑖1𝑗 )𝑞
𝑥𝑖1𝑗/𝑦𝑗
𝑖1𝑗
+ ...
+(𝐶𝑖𝑟
𝜔𝑖𝑟𝑗
𝑝𝑖𝑟𝑗
− 𝐶𝑖𝑟−1
𝜔𝑖𝑟−1𝑗
𝑝𝑖𝑟−1𝑗
)
𝑟−1∏︀
𝑙=1
𝑞
𝑥𝑖𝑙𝑗/𝑦𝑗
𝑖𝑙𝑗
− 𝐶𝑖𝑟 𝜔𝑖𝑟𝑗𝑝𝑖𝑟𝑗
𝑟∏︀
𝑙=1
𝑞
𝑥𝑖𝑙𝑗/𝑦𝑗
𝑖𝑙𝑗
,
(18)
где
𝐶𝑖𝑘+1
𝜔𝑖𝑘+1𝑗
𝑝𝑖𝑘+1𝑗
− 𝐶𝑖𝑘
𝜔𝑖𝑘𝑗
𝑝𝑖𝑘𝑗
> 0, 𝑘 = 1, 2, ..., 𝑟 − 1
в силу критерия упорядочения уравнивания (17).
Отсюда следует, что для вогнутости критерия (10) по 𝑥 достаточно, чтобы
выполнялись условия
𝐵𝑗 > 𝜇 max
𝑖=1,2,...,𝑟
𝐶𝑖
𝜔𝑖𝑗
𝑝𝑖𝑗
, 𝑗 = 1, 2, ..., 𝑁,
и справедлива следующая лемма.
Лемма 1. Для вогнутости критерия (10) по 𝑥 достаточно, чтобы выполнялись
условия
𝜇 6 min
𝑗=1,2,...,𝑁
(𝐵𝑗/ max
𝑖=1,2,...,𝑟
𝐶𝑖
𝜔𝑖𝑗
𝑝𝑖𝑗
). (19)
Таким образом, при достаточно малом значении параметра 𝜇 > 0 задача мак-
симизации критерия (10) по 𝑥 при ограничениях (6) является задачей вогнутого
программирования, которая может быть решена комбинированным методом про-
екции градиентов и субградиентного подъема.
Пример 1. Предположим, что 𝑁 = 1, 𝑟 = 4, 𝐾 = 4, 𝐵1 = 15, 𝜇 = 1, 𝑦1 = 1 и
остальные параметры имеют следующие значения.
Таблица 1: Исходные данные к примеру 1
𝑖 1 2 3 4
𝐶𝑖 16 20 10 10
𝜔𝑖1 0,6 0,2 0,1 0,2
𝑝𝑖1 0,8 0,5 0,3 0,5
𝐾𝑖 1 3 1 2
Требуется выписать функцию (18), проверить условие (19) и записать полу-
ченную задачу (6), (10).
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Решение. Величины (17) и соответствующие номера 𝑖𝑘, 𝑘 = 1, 2, 3, 4, имеют вид
Таблица 2: Упорядочивание величин (17)
𝑖 1 2 3 4
𝐶𝑖𝜔𝑖1/𝑝𝑖1 12,00 8,00 3,33 4,00
𝑖𝑘 4 3 1 2
Теперь можно выписать функцию (18)
Π1(𝑥1, 1) = 3, 33 + (4− 3, 33)𝑞𝑥3131 + (8− 4)𝑞𝑥3131 𝑞𝑥4141 +
+(12− 8)𝑞𝑥3131 𝑞𝑥4141 𝑞𝑥2121 − 12𝑞𝑥3131 𝑞𝑥4141 𝑞𝑥2121 𝑞𝑥1111 .
Условие (19) выполняется
𝜇 = 1 6 𝐵1/ max
𝑖=1,2,...,𝑟
𝐶𝑖
𝜔𝑖1
𝑝𝑖1
=
15
12
.
Критерий (10) имеет вид
𝐹 (𝑥1, 1) = 𝐵1(1− 𝑞𝑥3131 𝑞𝑥4141 𝑞𝑥2121 𝑞𝑥1111 )− 𝜇Π1(𝑥, 1) =
= 11, 67− 0, 67𝑞𝑥3131 − 4𝑞𝑥3131 𝑞𝑥4141 − 4𝑞𝑥3131 𝑞𝑥4141 𝑞𝑥2121 − 3𝑞𝑥3131 𝑞𝑥4141 𝑞𝑥2121 𝑞𝑥1111 .
Ограничения (6) тривиальны
𝑥𝑖1 6 𝐾𝑖, 𝑥𝑖1 > 0, 𝑖 = 1, 2, 3, 4.
Поскольку функция 𝐹 (𝑥1, 1) монотонно возрастает по каждой компоненте вектора
𝑥1 = (𝑥𝑖1, 𝑖 = 1, 2, 3, 4), то максимум критерия достигается при
𝑥𝑖1 = 𝐾𝑖, 𝑖 = 1, 2, 3, 4.
Этот результат можно использовать для тестирования алгоритма субградиентного
подъема для решения задачи (6),(10), предложенного в разделе 3.
Из представления (18) вытекает, что справедлива следующая лемма.
Лемма 2. В условиях леммы 1 для выпуклости критерия (10) по 𝑦 > 0 доста-
точно, чтобы выполнялись условия
1
𝑥𝑖𝑗 ln 𝑞
−1
𝑖𝑗
+
1
𝑦𝑗
6 1, 𝑗 = 1, 2, ..., 𝑁. (20)
Доказательство. Из условия (20) следует, что для любых 𝑗 = 1, 2, ..., 𝑁 выполня-
ются условия
1
𝑘∑︀
𝑖=1
𝑥𝑖𝑙𝑗 ln 𝑞
−1
𝑖𝑙𝑗
+
1
𝑦𝑗
6 1, 𝑘 = 1, 2, ..., 𝑟.
Последнее в силу представления (18) и обеспечивает выпуклость критерия (10)
по 𝑦.
32 ПЕРЕВОЗЧИКОВ А.Г., РЕШЕТОВ В.Ю., ЛЕСИК А.И.
Заметим, что для выполнения (20) достаточно, чтобы выполнялись условия
𝑥𝑖𝑗 > 1 +
1
ln 𝑞−1𝑖𝑗
, 𝑦𝑗 > 1 +
1
ln 𝑞−1𝑖𝑗
, 𝑖 = 1, 2, ..., 𝑟, 𝑗 = 1, 2, ..., 𝑁, (21)
которые в отличие от (20) являются распадающимися, что существенно в игровой
постановке задачи.
2. Субградиентный метод определения минимаксной стратегии нападе-
ния в игровой постановке задачи (6), (7), (10)
В начале предположим, что дополнительно выполняются усиленные ограниче-
ния (21), обеспечивающие вогнуто-выпуклость критерия (10) в силу Леммы 1 и 2.
Рассмотрим задачу определения оптимальной минимаксной стратегии нападения
и соответствующей верхней цены игры 𝑣, совпадающей со значением игры 𝑣
𝑓(𝑦) = max
𝑥∈𝑋
𝐹 (𝑥, 𝑦) = max
𝑥∈𝑋
(
𝑁∑︁
𝑗=1
𝐵𝑗𝑦𝑗(1−
𝑟∏︁
𝑖=1
𝑞
𝑥𝑖𝑗
𝑦𝑗
𝑖𝑗 )− 𝜇Π(𝑥, 𝑦)) → min
𝑦∈𝑌
, (22)
где 𝑋 – множество допустимых 𝑥, удовлетворяющих ограничениям (6), (21), а 𝑌
– множество допустимых 𝑦, удовлетворяющих ограничениям (7), (21). Вычислим
субдифференциал 𝜕𝑓(𝑦) выпуклой функции 𝑓(𝑦) с использованием формулы для
субдифференциала функции максимума из [8]
𝜕𝑓(𝑦) = conv
{︁
∇𝑦𝐹 (𝑥, 𝑦), 𝑥 ∈ ?˜?(𝑦)
}︁
, (23)
где обозначено
?˜?(𝑦) = Arg max
𝑥∈𝑋
𝐹 (𝑥, 𝑦).
Это позволяет решить минимаксную задачу (22) определения 𝑣 = 𝑣 методом суб-
градиентного спуска. Введем функцию в ограничении (7)
𝑅(𝑦) = −𝑀 +
𝑁∑︁
𝑗=1
𝑦𝑗 . (24)
Функция 𝑅(𝑦) будет линейной и ее градиент ∇𝑅(𝑦) = (1, 1, ..., 1) = 𝑒 ∈ 𝐸𝑁 являет-
ся постоянным. Имея субградиенты функции 𝑓(𝑦), для решения задачи выпуклого
программирования (22) можно теперь воспользоваться комбинированным методом
субградиентного спуска и проекции субградиентов (см.[9], с.259) с программным
шагом:
𝑦𝑗(𝑠 + 1) =
{︂
𝑃𝑗(𝑦𝑗(𝑠)− ℎ𝑠𝑟𝑠𝑗), 𝑅(𝑦(𝑠)) 6 0,
𝑃𝑗(𝑦𝑗(𝑠)− ℎ𝑠𝜈𝑠𝑗), 𝑅(𝑦(𝑠)) > 0,
𝑗 = 1, ..., 𝑁 ; 𝑠 = 1, 2, ...,
(25)
где 𝑠 – номер шага; ℎ𝑠 = 𝐷𝑠
−𝛼 – программный шаг метода, 0 < 𝛼 < 1 – пара-
метр, например 𝛼 = 1/2; 𝐷 = 𝑀 – характерный размер множества 𝑌 допустимых
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решений задачи; 𝑟𝑠 = ∇𝑦𝐹 (𝑥(𝑠), 𝑦(𝑠)), 𝑥(𝑠) ∈ ?˜?(𝑦(𝑠)); 𝜈𝑠 = ∇𝑅(𝑦) = 𝑒 – соответ-
ствующие градиенты,
𝑃 (𝑦𝑗) =
{︂
0, 𝑦𝑗 6 𝑦0𝑗 ,
𝑦𝑗 , 𝑦
0
𝑗 < 𝑦𝑗
(26)
– оператор проектирования на луч [𝑦0𝑗 ,∞). Здесь 𝑦0𝑗 = max
𝑖=1,...,𝑟
(1 + 1
𝑞−1𝑖𝑗
) в соответ-
ствии с условием (21).
Очевидно, что множество 𝑌 допустимых решений задачи выпуклого програм-
мирования (22) имеет внутренние точки, тогда в силу теоремы 7 в работе ([9],
с.259) справедлива следующая теорема.
Теорема 1. Предположим, что выполнено условие (21). Тогда все предельные
точки последовательности 𝑦(𝑠) в методе (25) являются решениями задачи (22).
Примечание 1. Если отказаться от условия (21), то функция 𝑓(𝑦) будет вообще
говоря невыпуклой, но она является слабо выпуклой (см. [10]) и (23) является
ее квазидифференциалом. В этом случае согласно результатам [10] гарантируется
только сходимость по значению последовательности 𝑦(𝑠) в модифицированном со-
ответствующим образом методе (25) к множеству стационарных точек задачи (22),
причем подпоследовательность точек последовательности, реализующих рекорд-
ное значение критерия на каждом шаге, притягивается к стационарному множе-
ству задачи. Далее, говоря о сходимости по значению, всегда по умолчанию будем
подразумевать и это свойство рекордной подпоследовательности последователь-
ности, которую генерирует алгоритм с программным выбором шага.
Полученное в условиях Теоремы 1 приближение к решению можно использо-
вать в качестве начального в условиях Замечания 1. Это и есть основной смысл
введения дополнительного условия (21) с практической точки зрения.
3. Градиентный метод решения внутренней задачи (6), (10)
Рассмотрим внутреннюю задачу максимизации критерия (10) по 𝑥 при огра-
ничениях (6). Введем агрегированную функцию в ограничении (6)
𝐺𝑖(𝑥) = 𝐾𝑖 −
𝑁∑︁
𝑗=1
𝑥𝑖𝑗 , 𝐺(𝑥) = min
𝑖=1,2,..,𝑟
𝐺𝑖(𝑥). (27)
Функция 𝐺(𝑥) будет вогнутой и ее субдифференциал 𝜕𝐺(𝑥) определяется по фор-
муле субдифференциала функции минимума из [8]
𝜕𝐺(𝑥) = conv
{︁
∇𝐺𝑖(𝑥), 𝑖 ∈ 𝐼(𝑥)
}︁
, (28)
где обозначено
𝐼(𝑥) = Arg max
𝑖=1,2,...,𝑟
𝐺𝑖(𝑥).
Имея субградиенты агрегированной функции 𝐺(𝑥) в ограничении для решения
задачи максимизации критерия (10) по 𝑥 при ограничениях (6) в непрерывной
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постановке, можно теперь воспользоваться комбинированным методом субгради-
ентного спуска и проекции субградиентов (см.[9], с.259) с программным шагом:
𝑥𝑖𝑗(𝑠 + 1) =
{︂
𝑃 (𝑥𝑖𝑗(𝑠) + ℎ𝑠𝑟
𝑠
𝑖𝑗), 𝐺(𝑥(𝑠)) > 0,
𝑃 (𝑥𝑖𝑗(𝑠) + ℎ𝑠𝜈
𝑠
𝑖𝑗), 𝐺(𝑥(𝑠)) < 0,
𝑖 = 1, ..., 𝑟, 𝑗 = 1, 2, ..., 𝑁, 𝑠 = 1, 2, ...,
(29)
где 𝑠 – номер шага; ℎ𝑠 – программный шаг метода, выбираемый аналогично преды-
дущему алгоритму, 𝑟𝑠 = ∇𝑥𝐹 (𝑥(𝑠), 𝑦) – градиент функции 𝐹 (𝑥, 𝑦) по 𝑥 в точке
(𝑥(𝑠), 𝑦), 𝜈𝑠 ∈ 𝜕𝐺(𝑥(𝑠)) – любой субградиент функции 𝐺(𝑥) в точке 𝑥(𝑠),
𝑃 (𝑥𝑖𝑗) =
{︂
0, 𝑥𝑖𝑗 < 0,
𝑥𝑖𝑗 , 𝑥𝑖𝑗 > 0
(30)
– оператор проектирования на луч [0,∞).
Очевидно, что множество (6) допустимых решений задачи максимизации кри-
терия (8) имеет внутренние точки, тогда в силу Теоремы 7 из ([9], с.259) справед-
ливо следующее утверждение.
Теорема 2. Все предельные точки последовательности 𝑥(𝑠) в методе (29) яв-
ляются решениями задачи максимизации критерия (10) по 𝑥 при ограничениях
(6).
Пример 2. В условиях Примера 1 протестировать алгоритм (29).
Решение. В условиях примера 1 метод (29) превращается в метод проекции гра-
диента
𝑥1(𝑠 + 1) = 𝑃Π[𝑥1(𝑠)] +
1√
𝑠
∇𝐹 [𝑥1(𝑠)]/ ‖∇𝐹 [𝑥1(𝑠)]‖
𝑠 = 1, 2, ...
Здесь ‖∇𝐹 [𝑥1(𝑠)]‖ =
√︃
4∑︀
𝑖=1
(𝐹𝑥𝑖1 [𝑥1(𝑠)])
2 — норма вектора ∇𝐹 [𝑥1(𝑠)], введенная для
ускорения сходимости, 𝑥1(1) = (0, 5; ...; 0, 5) — начальный вектор, удовлетворяю-
щий ограничениям (6), а 𝑃Π[𝑥(𝑠)] — оператор проектирования на параллелепипед
П, заданный неравенствами (6). Или в координатной записи:
𝑥𝑖1(𝑠 + 1) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝑥𝑖1(𝑠) +
1√
𝑠
𝐹𝑥𝑖1 [𝑥1(𝑠)]/ ‖∇𝐹 [𝑥1(𝑠)]‖ ,
0 6 𝑥𝑖1(𝑠) + 1√𝑠𝐹𝑥𝑖1 [𝑥1(𝑠)]/ ‖∇𝐹 [𝑥1(𝑠)]‖ 6 𝐾𝑖,
0, 𝑥𝑖1(𝑠) +
1√
𝑠
𝐹𝑥𝑖1 [𝑥1(𝑠)]/ ‖∇𝐹 [𝑥1(𝑠)]‖ < 0,
𝐾𝑖, 𝑥𝑖1(𝑠) +
1√
𝑠
𝐹𝑥𝑖1[𝑥1(𝑠)]/ ‖∇𝐹 [𝑥1(𝑠)]‖ > 𝐾𝑖
𝑖 = 1, ..., 4,
𝑠 = 1, 2, ...
Здесь
𝐹𝑥11(𝑥) = −3𝑞𝑥111 𝑞𝑥212 𝑞𝑥313 𝑞𝑥414 ln 𝑞1,
𝐹𝑥21(𝑥) = (−4𝑞𝑥212 𝑞𝑥313 𝑞𝑥414 − 3𝑞𝑥111 𝑞𝑥212 𝑞𝑥313 𝑞𝑥414 ) ln 𝑞2,
𝐹𝑥31(𝑥) = (−0, 67𝑞𝑥313 − 4𝑞𝑥313 𝑞𝑥414 − 4𝑞𝑥212 𝑞𝑥313 𝑞𝑥414 − 3𝑞𝑥111 𝑞𝑥212 𝑞𝑥313 𝑞𝑥414 ) ln 𝑞3,
𝐹𝑥41(𝑥) = (−4𝑞𝑥313 𝑞𝑥414 − 4𝑞𝑥212 𝑞𝑥313 𝑞𝑥414 − 3𝑞𝑥111 𝑞𝑥212 𝑞𝑥313 𝑞𝑥414 ) ln 𝑞4.
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Критерием остановки процесса будет стабилизация последовательности значений
рекорда критерия за 𝑠 шагов
𝐺(𝑠) = max
𝑙=1,...,𝑠
𝐹 [𝑥1(𝑙)],
которую можно обнаружить, построив соответствующий график.
Рис. 1: График функции 𝐺(𝑠)
Видно, что метод сходится практически за 𝑠 = 4 шага с высокой точностью и
далее только уточняет максимальное значение критерия.
4. Субградиентный метод определения максиминной стратегии обороны
в игровой постановке задачи (6), (7), (10)
В начале предположим, как и в предыдущем пункте, что дополнительно выпол-
няются усиленные ограничения (21), обеспечивающие вогнуто-выпуклость крите-
рия (10), а затем укажем, что будет со сходимостью построенного метода в случае,
когда условие (21) не выполняется.
Рассмотрим задачу определения оптимальной максиминной стратегии нападе-
ния и соответствующей нижней цены игры 𝑣, совпадающей со значением игры 𝑣
𝑔(𝑥) = min
𝑦∈𝑌
(
𝑁∑︁
𝑗=1
𝐵𝑗𝑦𝑗(1−
𝑟∏︁
𝑖=1
𝑞
𝑥𝑖𝑗
𝑦𝑗
𝑖𝑗 )− 𝜇Π(𝑥, 𝑦)) → max
𝑥∈𝑋
. (31)
Вычислим субдифференциал 𝜕𝑔(𝑥) вогнутой функции 𝑔(𝑥) с использованием фор-
мулы для субдифференциала функции минимума из [8]
𝜕𝑔(𝑥) = conv
{︁
∇𝑥𝐹 (𝑥, 𝑦), 𝑦 ∈ 𝑌 (𝑥)
}︁
, (32)
где обозначено
𝑌 (𝑥) = Arg min
𝑦∈𝑌
𝐹 (𝑥, 𝑦).
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Это позволяет решить минимаксную задачу (31) определения 𝑣 = 𝑣 методом суб-
градиентного подъема. Воспользуемся ранее введенной агрегированной функцией
(27) в ограничении (6). Имея субградиенты (32) функции 𝑔(𝑥) для решения задачи
вогнутого программирования (31), можно теперь воспользоваться комбинирован-
ным методом субградиентного спуска и проекции субградиентов (см.[9], с.259) с
программным шагом:
𝑥𝑖𝑗(𝑠 + 1) =
{︂
𝑃𝑖𝑗(𝑥𝑖𝑗(𝑠) + ℎ𝑠𝑟
𝑠
𝑖𝑗), 𝐺(𝑥(𝑠)) > 0,
𝑃𝑖𝑗(𝑥𝑖𝑗(𝑠) + ℎ𝑠𝜈
𝑠
𝑖𝑗), 𝐺(𝑥(𝑠)) < 0,
𝑖 = 1, 2, ..., 𝑟; 𝑗 = 1, ..., 𝑁 ; 𝑠 = 1, 2, ...,
(33)
где 𝑠 – номер шага; ℎ𝑠 – программный шаг метода, 𝑟
𝑠 ∈ 𝜕𝑔(𝑥(𝑠)); 𝜈𝑠 ∈ 𝜕𝑊 (𝑥(𝑠)) –
соответствующие субградиенты,
𝑃𝑖𝑗(𝑥𝑖𝑗) =
{︂
0, 𝑥𝑖𝑗 6 𝑥0𝑖𝑗 ,
𝑥𝑖𝑗 , 𝑥
0
𝑖𝑗 < 𝑥𝑖𝑗
– оператор проектирования на луч [𝑥0𝑖𝑗 ,∞). Здесь 𝑥0𝑖𝑗 = 1 + 1𝑞−1𝑖𝑗 в соответствии с
условием (21).
Очевидно, что множество 𝑋 допустимых решений задачи выпуклого програм-
мирования (31) имеет внутренние точки, тогда в силу Теоремы 7 из работы ([9],
с.259) справедлива следующая теорема.
Теорема 3. Предположим, что выполнено условие (21). Тогда все предельные
точки последовательности 𝑥(𝑠) в методе (33) являются решениями задачи (31).
Примечание 2. Если отказаться от условия (21), то функция 𝑔(𝑥) остается во-
гнутой (см. [8]) и (28) является ее субдифференциалом и теорема 3 будет спра-
ведливой. При этом внутренняя задача не является выпуклой, что затрудняет ее
решение методом квазиградиентов в силу многоэкстремальности.
5. Градиентный метод решения внутренней задачи (6), (7), (10)
Рассмотрим внутреннюю задачу максимизации критерия (10) по 𝑦 при ограни-
чениях (7). Как обычно, предположим вначале, что дополнительно выполняются
усиленные ограничения (21). Воспользуемся ранее введенной в (24) агрегирован-
ной функцией 𝑅(𝑦) в ограничении (7). Функция 𝑅(𝑦) будет линейной и ее гра-
диент ∇𝑅(𝑦) является постоянным. Имея субградиенты агрегированной функции
𝑅(𝑦) в ограничении для решения задачи максимизации критерия (10) по 𝑦 при
ограничениях (7) в непрерывной постановке, можно теперь воспользоваться ком-
бинированным методом субградиентного спуска и проекции субградиентов (см.[9],
с.259) с программным шагом:
𝑦𝑗(𝑠 + 1) =
{︂
𝑃𝑗(𝑦𝑗(𝑠)− ℎ𝑠𝑟𝑠𝑗), 𝑅(𝑦(𝑠)) 6 0,
𝑃𝑗(𝑦𝑗(𝑠)− ℎ𝑠𝜈𝑠𝑗), 𝑅(𝑦(𝑠)) > 0,
𝑗 = 1, ..., 𝑁 ; 𝑠 = 1, 2, ...,
(34)
где 𝑠 – номер шага; ℎ𝑠 – программный шаг метода, 𝑟
𝑠 = ∇𝑦𝐹 (𝑥, 𝑦(𝑠)) – градиент
функции 𝐹 (𝑥, 𝑦) по 𝑥 в точке (𝑥, 𝑦(𝑠)), 𝜈𝑠 = ∇𝑅(𝑦(𝑠)) – любой градиент функции
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𝑅(𝑦) в точке 𝑦(𝑠),𝑃𝑗(𝑦𝑗) – ранее введенный в (26) оператор проектирования на луч
[𝑦0𝑗 ,∞). Здесь 𝑦0𝑗 = max
𝑖=1,...,𝑟
(1 + 1
𝑞−1𝑖𝑗
) в соответствии с условием (21).
Очевидно, что множество 𝑌 допустимых решений задачи максимизации крите-
рия (10) по 𝑦 при ограничениях (7), имеет внутренние точки, тогда в силу Теоремы
7 из работы ([9], с.259) справедлива следующая теорема.
Теорема 4. Все предельные точки последовательности 𝑦(𝑠) в методе (34) явля-
ются решениями задачи максимизации критерия (0.10) по 𝑦 при ограничениях
(7), (6).
Примечание 3. Если отказаться от условия (21), то функция 𝐹 (𝑥, 𝑦), вообще го-
воря, не выпукла по 𝑦. В этом случае, согласно результатам [10], гарантирует-
ся только сходимость по значению последовательности 𝑦(𝑠) в модифицированном
соответствующим образом методе (34) к множеству стационарных точек задачи
максимизации критерия (10) по 𝑦 при ограничениях (7).
6. Агрегированная постановка игровой задачи
Предположим, что важности средств обороны одинаковы 𝐶𝑖 = 1, и рассмотрим
агрегированную постановку задачи распределения разнотипных средств обороны
по критерию разности потерь, следуя принципам построения таких моделей, раз-
работанных в работе [11] и основанных на показательном законе поражения и
пуассоновском распределении числа выстрелов,
𝐹 (𝑥, 𝑦) =
𝑁∑︁
𝑗=1
𝐵𝑗𝑦𝑗(1−𝑒
−
𝑟∑︀
𝑖=1
𝑈𝑖𝑗𝑥𝑖𝑗/𝑦𝑗
)− 𝜇
𝑁∑︁
𝑗=1
𝑟∑︁
𝑖=1
𝑥𝑖𝑗(1− 𝑒−𝑉𝑖𝑗𝑦𝑖𝑗/𝑥𝑖𝑗 ), (35)
где 𝑈𝑖𝑗 =
𝑝𝑖𝑗
𝜔𝑖𝑗
𝑛𝑖𝑗𝑄𝑖𝑗 – боевой потенциал одной единицы обороны 𝑖-го типа означа-
ющий математическое ожидание количества пораженных единиц нападения на-
падения 𝑖-го типа, 𝑝𝑖𝑗 – вероятность попадания за один выстрел (обобщенный
выстрел), 𝜔𝑖𝑗 – среднее число попаданий до поражения цели, 𝑛𝑖𝑗 – среднее ко-
личество выстрелов, которое может произвести одна единица обороны 𝑖-го типа
против одной единицы нападения 𝑗-го типа, 𝑄𝑖𝑗 – вероятность непоражения одной
единицы обороны ответным огнем одной единицы нападения.
Аналогично определяется оборонительный потенциал 𝑉𝑖𝑗 одной единицы на-
падения 𝑗-го типа, означающий математическое ожидание количества поражен-
ных единиц обороны 𝑖-го типа. Величины 𝑦𝑖𝑗 > 0 означают количество средств
нападения 𝑗-го типа, назначенных действовать по средствам обороны 𝑖-го типа,
удовлетворяющее ограничениям
𝑟∑︁
𝑖=1
𝑦𝑖𝑗 6 𝑦𝑗 , 𝑖 = 1, 2, ..., 𝑟, 𝑗 = 1, 2, ..., 𝑁. (36)
Предположим, что величины 𝑦𝑗 фиксированы, а 𝑦 означает набор 𝑦𝑖𝑗 . Совместные
условия вогнуто-выпуклости критерия (35) по 𝑥, 𝑦 будут иметь вид
1
𝑟∑︀
𝑖=1
𝑈𝑖𝑗𝑥𝑖𝑗
+
1
𝑦𝑗
6 1, 1
𝑉𝑖𝑗𝑦𝑖𝑗
+
1
𝑥𝑖𝑗
6 1, 𝑖 = 1, 2, ..., 𝑟, 𝑗 = 1, 2, ..., 𝑁. (37)
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Для выполнения условий (37) достаточно, чтобы выполнялись условия с распада-
ющимися переменными
𝑥𝑖𝑗 > 1+
1
𝑈𝑖𝑗
, 𝑦𝑗 > 1+
1
𝑈𝑖𝑗
, 𝑥𝑖𝑗 > 1+
1
𝑉𝑖𝑗
, 𝑦𝑖𝑗 > 1+
1
𝑉𝑖𝑗
, 𝑖 = 1, 2, ..., 𝑟, 𝑗 = 1, 2, ..., 𝑁.
Эти условия можно записать в более компактном виде
𝑥𝑖𝑗 > 1+max(
1
𝑈𝑖𝑗
,
1
𝑉𝑖𝑗
), 𝑦𝑖𝑗 > 1+max(
1
𝑈𝑖𝑗
,
1
𝑉𝑖𝑗
), 𝑖 = 1, 2, ..., 𝑟, 𝑗 = 1, 2, ..., 𝑁. (38)
При этом предполагается, что параметры 𝑦𝑗 удовлетворяют условию
𝑦𝑗 > 1 +
1
𝑈𝑖𝑗
, 𝑖 = 1, 2, ..., 𝑟, 𝑗 = 1, 2, ..., 𝑁.
Непрерывная игра (6), (35), (36), (38) будет вогнуто-выпуклой и может быть ис-
следована по той же схеме, что и игра (6), (7), (10). Предполагается, что соответ-
ствующие множества 𝑋 и 𝑌 допустимых стратегий игроков непусты.
Заключение
В статье рассмотрена выпукло-вогнутая задача целераспределения неоднород-
ных средств обороны по критерию разности потерь сторон. Показано, что при
определенных значениях параметров задача может быть многоэкстремальной с
точки зрения обороны и служить тестом для методов глобальной оптимизации.
Это является следствием того, что критерий представляет собой разность вогну-
тых функций и может не быть вогнутым.
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We study the problem of optimal distribution of different types of means of
defense according to different types of means of attack on distant approaches
to the defended objects, when precise information on the target distribution
of the means of attack is missing. As a criterion, the difference between
the sides’ losses is used, the problem of its optimization in a continuous
statement is studied. An explicit expression is obtained for the defense loss
function, based on the criteria for ordering of defense attacks by E.A.Berzin,
which leads in the general case to the heterogeneity of the parties ’resources
to a concave mathematical programming problem that can be solved by a
gradient lift method.
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