We present an instrument based on commodity embedded hardware, that implements an automatic procedure for early skin-cancer screening using dynamic thermal imaging. The procedure leverages image segmentation in the visible range and real-time multimodal registration to compute the temperature recovery curve (TRC) of suspicious skin lesions using thermal infrared video. The instrument implements two algorithms that infer the malignancy of the lesion from the computed TRCs. The first algorithm assumes that the TRCs are deterministic and infers the malignancy from the distance between the TRC of the suspicious lesion and its surrounding skin, which is assumed to be healthy tissue. The second algorithm models the TRC of the lesion as a random process and uses detection theory to statistically infer its malignancy from the eigenfunctions and corresponding eigenvalues of its covariance function. We built a prototype of the instrument using a Raspberry Pi 3 model B+ board, which acquires a visible-range image of the lesion at the beginning of the procedure and performs image segmentation in 62ms. Operating on a 400 × 400-pixel region-of-interest within the infrared video, the board performs frame-by-frame multimodal image registration and generates the TRCs in real time at more than 37 frames per second, thus eliminating the need to store video data for off-line processing. The statistical detection algorithm, which yields the best results, runs in 1.07s at the end of the procedure, and achieves a sensitivity of 98% and a specificity of 95% on a dataset of 116 volunteer subjects.
I. INTRODUCTION
The incidence of skin cancer has increased over the past decades and is the most commonly-diagnosed cancer in the United States, where the number of new melanoma cases has increased annually by 53% [1] . Although it is estimated that melanoma occurs in only 4% of all skin cancer cases, it is the most lethal type, being responsible for about 75% of the deaths caused by skin cancer in the United States [1] . Every year, 132,000 melanoma and between 2 and 3 million nonmelanoma skin cancer cases (of which the most common are basal cell carcinoma and squamous cell carcinoma [2] ) are
The associate editor coordinating the review of this manuscript and approving it for publication was Junchi Yan . diagnosed worldwide [3] , [4] . The American Association of Cancer estimates a 99% 5-year survival rate for patients with early-diagnosed melanoma, which falls to 63% when cancer spreads to the lymph nodes, and to 20% once the disease metastasizes to the organs [1] . This has motivated researchers to seek new methods to accomplish the early detection of skin cancer.
Current detection procedures include the evaluation of a dermatologist through the ABCDE method [5] , in which the physician searches for irregularities in the suspected lesion in terms of its asymmetry, border, color, diameter, and evolution [6] . However, the ABCDE method requires the participation of an experienced specialist, which limits access to early diagnosis and treatment. Moreover, the ABCDE approach has a relatively low specificity (0.56 -0.65) and sensitivity (0.47 -0.89) [6] - [8] . Because a false negative (i.e., a patient with a malignant condition misdiagnosed as benign) could lead to metastasis and death, excisional biopsies are routinely performed even on lesions that are non-cancerous [6] . Indeed, between 1986 and 2001, an estimated number of 60 biopsies were undertaken for each correctly diagnosed melanoma in nine geographical areas of the United States [9] .
For the reasons described above, noninvasive diagnosis techniques have been proposed to reduce the number of unnecessary biopsies and undiagnosed skin-cancer cases [10] . Among them, many dermatologist use dermatoscopy methods, which use a dermatoscope to increase the accuracy of the diagnosis [11] - [13] . These methods include the ABCD rule of Stolz [14] , the 7-point checklist [15] , and the Menzies scoring method [16] . In addition, Reflectance Confocal Microscopy (RCM) is a novel technology that provides noninvasive, in vivo imaging of the skin at nearly histological resolution [17] , [18] . However, RCM devices are expensive and, like dermatoscopy methods, the technique heavily relies on the expertise of the physician [19] .
MelaFind TM [20] , a non-invasive device approved by the Food and Drug Administration (FDA), employs multispectral imaging in the visible and near-infrared range as well as computer vision algorithms to evaluate clinically-atypical pigmented skin lesions, and it classifies them based upon their level of 3D morphological disorganization. The product presents a high-level of sensitivity (>0.95) [21] , but low specificity (<0.10) [22] , resulting in a large number of false positives. MoleMate [23] is a hand-held device that detects melanoma based on images of the epidermal and dermal melanin and vasculature, and the collagen content of the lesion. A recent large clinical trial found no evidence that MoleMate improved appropriateness of referral by principal practicioners [24] . Aura is a Raman spectroscopy system that scans suspicious lesions and produces a risk score related to the probability that the lesion is malignant. The device is very expensive and has low specificity (between 0.15 and 0.54) [25] . Vivosight Multi-Beam System TM , another FDA-approved device, utilizes optical coherence tomography to achieve a sensitivity between 0.79 and 0.94 and a specificity between 0.85 and 0.96 for non-melanoma skin cancer lesions [26] . Besides being an expensive solution, the suspicious lesion must be probed at several different locations to achieve such an accuracy, which makes the acquisition time prohibitively high.
Recently, new computational tools, such as neural networks and deep-learning algorithms, have been used to assess visible-range images captured by means of commercial cameras and/or dermatoscopes and infer the malignancy of skin lesions. In 2017, Esteva et al. [27] outperformed the prediction of dermatologists by using the Google Inception v3 convolutional neural network (CNN) trained with almost 130,000 images. The authors discussed the applicability of CNNs on skin cancer screening as a promising tool, reporting an area under the receiver-operating characteristic (ROC) curve between 0.91 and 0.96. More recent studies have reported results of the use of deep-learning algorithms to predict the malignancy of skin cancer lesions; for example, Dascalu and David [28] achieved a sensitivity of 0.917 and a specificity of 0.418 by using using the same Google CNN architecture to extract features from the images, which are then modeled and processed as a sound signal. Brinker et al. [29] also use a CNN architecture, which achieves a sensitivity of 0.865 and a specificity or 0.875, outperforming 136 out of 157 recruited dermatologists.
Another approach that has been investigated to aid in the detection of skin cancer in its early state is the use of infrared (IR) thermal imaging [30] . Due to the proliferation of blood vessels in cancerous regions, it is possible to characterize the malignancy of a lesion by analyzing its thermal signature [31] . Initially, researchers attempted to detect malignant lesions by using only static IR images, obtaining obtained poor results [32] . This led to believe that IR thermal imaging was useless to perform cancer screening. Since then, the focus has been in dynamic thermal imaging, where a region of interest (ROI) is cooled or warmed to observe its thermal recovery using an IR video camera. Çetingül and Herman [33] studied the thermal recovery curves (TRCs) of different lesions, discovering that benign dysplastic nevi have a similar TRC to the healthy tissue, while the TRC obtained from melanoma differs significantly. They tested their setup in 37 patients, achieving better results than using conventional diagnostic techniques [34] . Similarly, González et al. [35] studied the vascularity of skin lesions and concluded that there is a characteristic thermal signature associated with each type of cancer. In previous work [36] , [37] , we presented a set of algorithms to detect cancerous skin lesions using the TRCs of the suspicious lesion and its surrounding tissue, measured after cooling. These algorithms use a combination of visible and IR images to detect the contours of the lesion and compute the TRCs. Tested on datasets of 100 -150 patients, the proposed algorithms achieve a sensitivity between 0.95 and 1.0, with a specificity between 0.83 and 0.99. In the experiments used to obtain these results, visible and IR image data were acquired and analyzed off line, and a manual procedure was used for image segmentation and registration.
In this paper, we present the design of an instrument for skin cancer screening that implements the methodology presented in our previous work, and improves it in two key aspects. Firstly, the algorithm automates data acquisition using image processing techniques for image segmentation and multimodal registration. Secondly, the device estimates the TRCs on line at the native frame rate of the IR video camera, thus eliminating the need to save video data for later analysis. Moreover, the algorithms execute in real time on low-cost commodity hardware and deliver a screening result immediately after data acquisition. We report results from a prototype of the instrument based on a Raspberry Pi 3B+ board, which captures images from a visible-range camera, acquires IR video from a low-cost thermal camera, FIGURE 1. Block diagram of the instrument. The visible-range camera is connected to the processing board using a CSI interface, and the IR camera is connected through USB. The board acquires the image data and runs the algorithms to compute the TRCs and infer the malignancy of the lesion. The user controls the procedure with a graphical interface that uses a keyboard, a mouse and an HDMI monitor. and executes image segmentation, multimodal registration, and classification algorithms.
The rest of this paper is organized as follows: Section II discusses the architecture of the instrument and provides a general description of the method. Section III describes the image segmentation algorithm used to detect the regions of interest in the visible-range image. Section IV presents the multimodal registration algorithm. In Section V, we present the two classification algorithms used by the instrument. Section VI describes the graphical user interface. Finally, Section VII discusses our experimental results and Section VIII presents our conclusions. Figure 1 shows a block diagram of the instrument. It uses images from different parts of the electromagnetic spectrum, i.e. visible and thermal IR, which are acquired using two cameras. The visible-range camera is connected to the processing board using a CSI interface, and the IR camera is connected through USB. In our current setup, shown in Fig. 2 , we use a P5V04A Sunny mobile visible-range mobile camera and a ThermApp IR module. The processing board is a Raspberry Pi 3B+ connected to an HDMI monitor.
II. SYSTEM DESCRIPTION
The lesion is not usually visible in IR, which is why we use the visible-spectrum camera to segment the image to separate the lesion from the surrounding skin tissue, and the IR camera to measure the temperature. Figure 2 shows the cameras, which use image sensors of different resolution. Moreover, although they are positioned close to each other, the images they produce are not spatially aligned. Therefore, we must perform multimodal image registration for each IR video frame in order to acquire the thermal recovery data from the lesion identified in the visible-range image. Using the masks obtained during segmentation, we estimate the temperature inside and outside the lesion for each IR video frame. Registration and temperature estimation are performed in real time at the native frame rate of the IR camera to avoid having to store video data for off-line processing. Finally, the TRCs generated from the temperature estimates are used by the classification algorithms to determine the malignancy of the suspicious lesion. The processor runs the application, which handles image acquisition and processing. The board is connected to an external monitor that displays a graphical user interface, which guides the user through image acquisition, displays the TRCs in real time, and reports the screening results. Figure 3 shows the imaging and screening procedure. Firstly, a square plastic marker is placed around the suspicious lesion. The marker introduces features that are common to the visible-range and IR images to guide the registration algorithm. Secondly, the processor captures a visible-range image of the area of interest and detects the corners of the marker. These corners are the features we use later to perform image registration. At this stage, the user provides the search areas where the corners of the marker will be found in the visible-range image, and a seed point inside the lesion. The seed is simply provided by clicking above the pigmented area of the suspicious lesion. After the four corners are detected, the segmentation algorithm uses the provided seed to generate a mask of the lesion and returns two lists: one containing the locations of the pixels inside the lesion and the other with the locations of the surrounding skin. After segmentation, the instrument displays an IR video frame and the user provides search areas for the corners of the marker in that FIGURE 3. Flow diagram of our skin-cancer screening procedure. The method uses a single visible-range image and multiple IR video frames to compute the TRCs. We propose an image-segmentation algorithm to build a mask that separates the lesion under study from the surrounding skin. We automatically detect the corners of a plastic marker surrounding the lesion to select an ROI and to register the mask onto the IR image space. From the registered mask and IR data, we estimate the temperature inside and outside the lesion for each IR video frame. Finally, a classification algorithm uses the TRC data to announce the lesion as benign or malignant.
image. The instrument detects the corners within these areas and matches them to the corners in the visible-range image to perform image registration.
Once the instrument has generated the segmentation masks in the visible-range image and detected the marker corners in both images, the thermal recovery data acquisition begins. The user cools down the suspicious lesion and begins recording the evolution of the skin temperature with the IR camera [36] . During acquisition, the system automatically tracks the marker corners in each IR video frame in real time, and computes the parameters of a projective transformation that registers the visible-range image acquired at the beginning of the procedure onto the IR video frame. This transformation is used to map the locations in both segmentation masks onto the IR image to compute the average temperature of each segmented area for each video frame. Registration is performed on a frame-by-frame basis to compensate for patient movements, searching for the marker corners in the neighborhood of the corner locations computed for the previous frame. The search area position is updated using the new corner locations for the next frame. To reduce initial registration Compute values of w k and µ k for each class. 5 :
errors, the cameras are positioned one on top of the other as shown in Fig. 2 . The procedure described above produces two TRCs: one for the average skin temperature inside the lesion and one for the temperature of the surrounding skin. These curves are used in the final step, which classifies the lesion as benign or malignant. To reiterate, we used two classification algorithms proposed in our previous work: one that uses only the thermal recovery curve inside the lesion [37] , and one that also uses the temperature of the surrounding skin [36] . In our prototype, the user can decide which algorithm to use, but the algorithm that yields the best experimental results is set as default.
III. SEGMENTATION ALGORITHM
We propose a segmentation algorithm that uses Otsu's thresholding method [38] , morphological operations, and connected components to produce a mask of the lesion. As a first step, we use Otsu's method to classify the pixel intensities into a small number of classes. Otsu assumes that the distribution of intensity levels in the image is a multimodal histogram and automatically determines the thresholds that maximize between-class variability, for a given number of classes.
The objective function for this segmentation process, assuming m classes determined by m − 1 thresholds t 0 , . . . , t m−2 , is expressed as:
where σ 2 B is the combined bewteen-class variance, w k is cummulative probability of the k-th class, µ k is the mean of the k-th class, and µ T is the mean of the whole image. We determine the optimal thresholds by maximizing σ 2 B using Alg. 1. We empirically found that using three thresholds values (four classes) yields the best segmentation results in the next stage.
After thresholding the image, we request the user to select a location inside the lesion as a seed. This selection will indicate the class that contains the lesion that we want to segment, and we use its gray-scale value to binarize the image. Then, we use morphological operations to fill in the holes that may be left inside the lesion: we first dilate the image to fill the empty spaces, and then we erode it to return the image to its original size. Once the lesion is one homogeneous blob, we use connected components [39] to label only one object in the image as the lesion, since the lesion may be surrounded by different objects, e.g. other skin lesions, hair, or shadows. Algorithm 2 describes the connected components algorithm. We use eightpixel connectivity, which is defined as the set of positions differing by at most one pixel, and includes eight neighbors (upper, left, lower, right, and the neighbors situated diagonally).
Algorithm 2 Connected Components
1: Set current label to 1. 2: for each foreground pixel do 3: for each pixel in neighborhood do 4: if neighborhood pixel is labeled then 5: Assign label to current pixel. 6 : end if 7: end for 8: if more than one label in neighborhood then 9: Mark labels as equivalent. 10: end if 11: if current pixel was not labeled then 12: Assign current label. 13: Increment current label. 14: end if 15: end for 16: Merge equivalent labels. 17: Build mask with pixels with same label as seed. Figure 4 shows an example of the results obtained in the different stages of the segmentation method. After Otsu's thresholding, the lesion under study presents holes and is surrounded by other small lesions. After the user selects the seed pixel inside the lesion, the algorithm applies a new threshold that clears up the image. After applying dilation, erosion, and connected components, the algorithm produces a binary mask that is a good representation of the lesion.
As a final step, we use erosion inside and outside the final mask to produce a safety band that avoids the misclassification of the pixels on the border of the lesion. This safety band is necessary because the border may contain both benign and malignant tissue, and their TRCs may not be a good descriptor of the malignancy of the lesion. Thus, we ignore the pixels in the safety band to construct the TRCs.
Algorithm 3 Image Segmentation Algorithm
1: Convert RGB image to gray-scale. 2: Threshold image into four gray levels using Otsu's method, as in Alg. 1. 3: Select a pixel in the lesion on the thresholded image by clicking on it, and store the selected pixel value. 4: Binarize image with the threshold value selected in the previous step. 5: Use morphological operations to fill in the empty spaces inside the lesion. 6 : Use connected component labeling as in Alg. 2 to identify only one region of interest as the lesion. 7: for each pixel in the ROI do 8: if (pixel belongs to the lesion) then 9: Add pixel location to L lesion . 10: else 11: Add pixel location to L skin . 12: end if 13 : end for 14: Use erosion to generate a security band for the lesion. Algorithm 3 summarizes the segmentation method. The outputs of the algorithm are two lists L lesion and L skin , containing the location of each pixel inside and outside the lesion. These locations are determined by the value of the binary mask and the safety band generated during segmentation.
IV. IMAGE REGISTRATION ALGORITHM
The next step in the process is to compute the TRCs of the lesion and its surrounding tissue. Therefore, we must map the pixels in the segmentation masks onto each IR video frame to estimate the temperature values at those locations. In order to do so, we use an image registration algorithm to compute a spatial transformation that minimizes the distance between corresponding points in both images. Because the images are captured with cameras with different resolutions and optical subsystems and are taken from slightly different angles, this transformation must compensate for geometric distortions that cause differences in perspective, orientation, shifting, and distance.
Because visible and IR imagers operate in different parts of the electromagnetic spectrum, in general they do not contain common features that a registration algorithm can use to compute the transformation. In particular, the lesion is not usually visible in the thermal IR image, as shown in Fig. 3 . To address this problem, we use a plastic square marker, also shown in Fig. 3 , which encloses the lesion under study. This marker is visible in both images and has clearly distinguishable features, i.e., its four corners. Thus, registration can be computed by aligning the four corners in both images.
To detect the corners, we use the Harris corner detector (HCD), which provides a mathematical approach to finding features in an image [41] . In the HCD, a pixel is said to belong to a corner if it has a large spatial gradient in the horizontal and vertical directions. In other words, a corner is defined as the intersection of two edges, where an edge is an abrupt change in intensitity [41] . To detect a corner in an image I, the HCD considers the following sum of squared differences:
where W is an image window, w is a kernel (which can be uniform or Gaussian), n and m are the offsets of the window W in the x and y directions, respectively, I(x, y) is the image intensity within the window W and I(x + n, y + m) is the intensity within the shifted window. Harris proposed that the goal is to maximize E(n, m) for the minimum possible offset of the window. Using a Taylor series expansion and simplifying the results, we obtain:
where M is the tensor
Here, I x and I y are the partial derivatives of the image I in the x and y directions, respectively. The eigenvalues of M are indicators of the magnitude and direction of the gradient.
If both values are small, then the gradient is small in both directions. If only one of the eigenvalues is large, then the gradient is large in one direction, and an edge is detected. If both eigenvalues are large, then the gradient is large in both directions, and the algorithm detects a corner. Harris defined the corner strength as
where k is chosen empirically. When R is positive and large, both eigenvalues of M are large and the pixel at position (x, y) is likely to be a corner. Because multiple pixels in the vicinity of a corner can yield a high value of R, we choose the location of the maximum value within the window that exceeds a given threshold. After using HCD to find the four corners of the marker, we estimate a spatial geometric transformation to map the corner coordinates from the visible image onto each IR frame. We use the projective transformation, which is the most general transformation that uses homogeneous coordinates and allows us to compensate for rotation, translation, scaling and perspective differences between the visible-range and IR cameras. To estimate a projective transformation [42] , denote the mapping of a point u = [u x u y u w ] T onto a point v in homogenous coordinates as
The parameters θ 0 , . . . , θ 7 are computed using the coordinates of the four marker-corners in the visible-range and IR images using gradient descent [42] . In a two-dimensional space, v is expressed as
where v x and v y are the coordinates of the point v after the transformation. We use (7) and (8) to map the location of each visible-range pixel in the segmentation masks onto the IR image, using bilinear interpolation to obtain their temperature values [42] . Then, we average the temperatures in each mask to build the TRCs.
For each IR video frame, we must execute the HCD algorithm in the vicinity of the four corner locations, compute the parameters of the projective transformation, map all the pixels in both segmentation masks, and compute the average temperature in each mask. In order to complete these tasks in real time at the native frame rate of the IR camera, we used the vector instructions of the processor to exploit the data parallelism available in the algorithm [43] . We also organized the code to allow for compiler optimizations such as loop unrolling, tiling, instruction reordering, and exception removal.
V. CLASSIFICATION ALGORITHMS
We use two algorithms to infer the malignancy of the suspicious lesion. The first is based on the observation that a malignant lesion has a different thermal response compared to healthy tissue [34] , [44] . Thus, the algorithm compares the TRC measured from the lesion with the TRC measured from the surrounding tissue, which is assumed to be healthy. We proposed the following equation to quantify the TRC difference [36] :
where Y L (t) and Y H (t) are the TRCs of the suspicious lesion and the healthy tissue, respectively, || · || is the Euclidean norm, and K is the number of samples used to build the TRCs. The larger the parameter d is, the higher the probability of the lesion being malignant. For each subject, the algorithm computes d using (9) and compares its value to the threshold τ = 0.238, which was experimentally obtained using data from 102 subjects [36] . If d > 0.238, the lesion is classified as malignant. VOLUME 7, 2019 Algorithm 4 Statistical Inference Algorithm Require: Eigenfunction sets φ 0,k and φ 1,k , corresponding eigenvalues λ 0,k and λ 1,k , threshold η, TRC values. 1: Compute KL coefficients Y 0,k and Y 1,k using (10). 2: Compute the test-statistics Z with the KL coefficients and the eigenvalues, using (11) . 3: if Z ≥ η then 4: Classify lesion as malignant. 5: else 6: Classify lesion as benign. 7 
: end if
The second algorithm [37] uses only the TRC of the suspicious lesion to determine its malignancy. Unlike the first, this algorithm models each TRC as a random process Y (t; ) = 1 + 2 e 3 t + 4 e 5 t , whose random parameters = [ 1 · · · 5 ] are determined from patients with known diagnosis. The values of the parameters are obtained by a non-linear least-square fitting of the measured TRCs, assuming that each TRC is a realization of the random process described by Y (t; ). We use these random processes to estimate the covariance function R(t, u) = E [Y (t; )Y (u; )] for patients with benign and malignant diagnosis. The eigenfunctions {φ k (t)} ∞ k=1 and corresponding eigenvalues {λ k } ∞ k=1 of each covariance function are computed using Mercer's theorem [45] . Then, we project each TRC over the eigenfunctions to obtain the Karhunen-Loéve (KL) coefficients:
where T is the TRC acquisition time. The KL coefficients map the TRCs onto discrete random variables and compactly contain all the stochastic information of the TRCs [45] . We use these coefficients to construct the test-statistic as
where Y 0,k and Y 1,k denote the KL coefficients obtained by projecting the measured TRC over the k-th eigenfunction from benign and malignant patients, respectively, and λ 0,k and λ 1,k are the k-th corresponding eigenvalues. In principle, infinite KL coefficients are required to compute the test-statistics. Nevertheless, we demonstrated [37] that the first K = 12 coefficients (sorted by the magnitude of their eigenvalues) are sufficient to maximize the sensitivity of the algorithm.
The malignancy of the lesion is determined by comparing (11) to a threshold η, such that if Z ≥ η the lesion is announced as malignant. Following [37] , we compute the threshold using a Neyman-Pearson (NP) decision rule, such that the sensitivity is maximized for a fixed, prescribed specificity α, by η = G −1 (α; a) , (12) where a = [a 1 a 2 · · · a K ] with a k = 2(1 − λ 0,k /λ 1,k ), and G (τ ; c) is the cumulative distribution function of a linear combination of independent chi-squared-distributed random variables X k , with positive coefficients c = [c 1 c 2 · · · c K ], i.e., G(τ ; c) = Pr(Z ≤ τ ), with Z = 1 2 (c 1 X 1 + c 2 X 2 + · · · + c K X K ).
VI. USER INTERFACE
The software running on the processing board implements the algorithms described in Sections III-V. Figure 5 shows an example screenshot of the software interface during data acquisition. The interface allows the user to control the actions required by the procedure and displays instructions to guide the user through each step. These actions include capturing an image from the visible-range and IR cameras, starting image segmentation, and initiating IR video acquisition. The interface displays on its main window live images from the selected camera and the results of corner detection and segmentation. It also has a secondary window that displays the results of the previous stage of the process. During IR data acquisition, the software plots the TRCs in real time and, when the acquisition finishes, it outputs the result of the selected classification algorithm. Throughout the entire process, the interface displays instructions that guide the user through the current step.
In addition to the actions described above, the software allows the user to manually choose the four areas on the visible and IR images where the HCD algorithm searches for corners, and to select a seed pixel for segmentation. The interface visually displays the results of image segmentation and computes the Root Mean Square Error (RMSE) between the corner locations in the reference and registered images. A configurable threshold for the registration error allows the software to inform the user that the acquired data may not yield reliable results. Finally, the software can export the TRC data, registration error and classification results to an external file.
VII. EXPERIMENTAL RESULTS

A. SEGMENTATION ALGORITHM
We tested the performance of our segmentation algorithm on a dataset of 400 visible-range images, out of which 100 belong to each class, namely, benign, basal cell carcinoma (BCC), squamous cell carcinoma (SCC), and malignant melanoma (MM). We obtained the images of malignant lesions from DermNet NZ [46] , Dermatoweb [40] , the Dermatology Information System (DermIS) [47] , the dermatology atlas from Loyola University of Chicago [48], and the Brazilian dermatology atlas created by Samuel Freire da Silva, M.D. [49] . Images of healthy tissue were obtained from volunteers with no clinically diagnosed skin disease. The volunteers signed an informed consent before acquiring the images. Figure 6 shows example images from healthy and malignant lesions.
We run our segmentation algorithm on the datasets listed above and asked a human expert to visually evaluate the results. The expert rated each image as incorrectly segmented if the mask generated by the algorithm did not closely match, according to her assessment, the contours of the lesion. According to the expert, the algorithm correctly segmented all 100 benign cases, and 94, 89, and 83 of the MM, BCC, and SCC cases, respectively. Overall, the algorithm achieves a success rate of 91.5%. Figure 7 shows the results of the segmentation algorithm on the same images of Fig. 6 , where the generated mask is overlaid on top of the original images before subtracting the security band. Programmed in C and running on a Raspberry Pi 3B+ processing board, the algorithm segments a 400×400-pixel ROI in 62ms. Figure 8 shows the results of the registration algorithm. Figures 8(a) and (b) are the original visible-range and IR images, respectively. Figures 8(c) and (d) show an overlay of these images before and after registration, respectively. It is important to mention that, by aligning the corners of the plastic marker, the algorithm only aims to register the ROI inside the marker, which contains the suspicious lesion.
B. REGISTRATION ALGORITHM
We run the registration algorithm on 116 thermal IR videos of actual volunteer subjects from the the University of New Mexico (UNM) Dermatology Clinic, NM, USA, which were acquired by one of the authors using a commercial QmagicQ long-wave IR camera (8µm -14µm range). The camera uses a quantum-well IR photodetector and operates at 30 frames per second (fps). Each patient was recorded for two minutes. We evaluated the performance of the registration algorithm by computing the RMSE between the locations of the marker corners in the two images inside the ROI after registration. The average RSME across all 116 videos was 1.3 pixels.
In order to operate in real time, the system must detect the corners on each IR video frame, compute the registration parameters, and register all pixels inside the marker within the native frame acquisition time of the IR camera. Implemented on the Raspberry Pi 3B+ board with the optimizations described in Section IV, the algorithm runs on a 400 × 400-pixel region of interest within the IR image in less than 27ms. This allows the system to work in real time with an IR camera operating at up to 37 fps.
C. CLASSIFICATION ALGORITHMS
Our instrument implements both algorithms described in Section V to infer the malignancy of the lesion based on the measured TRCs. We tested these algorithms with the same 116-volunteer subject data described above. The subjects were diagnosed by means of excisional biopsies performed at the UNM Dermatology Clinic. From the biopsy results, out of the 116 subjects, 63 had a benign condition, and 53 were diagnosed with a malignant condition, namely, BCC, SCC, or MM. Figure 9 shows the TRCs for one benign (a) and one malignant lesion (b). The graphs show the initial average temperature in the lesion and its surrounding tissue before and after cooling. The graphs show that the temperature of the lesion before the cooling stimulus does not significantly differ from its surrounding tissue, for both the benign and malignant cases. Thus, it is not feasible to estimate the malignancy of the lesion based on a static IR image alone.
After approximately 10 seconds, cold air is applied to the area to lower the temperature of the skin (the temperature measurements during cooling were omitted from the graphs for clarity). After cooling, the TRCs show the evolution of the temperature inside and outside the lesion. The TRC of the benign lesion shown in Fig. 9(a) has an almost identical dynamic thermal response to the surrounding tissue, because there are no key differences underneath pigmented healthy lesions and unpigmented skin. Unlike healthy tissue, a cancerous lesion has a higher density of capillaries due to the increased growth of blood vessels as cancer progresses [37] . This implies that the thermal response of a cancerous lesion differs from that of the healthy tissue surrounding the lesion, as shown in Fig. 9(b) . Immediately after cooling, the average temperatures in the lesion and surrounding tissue are very similar, but the thermal response as the skin recovers its natural temperature is notably different for the malignant tissue and surrounding skin. As time progresses, both areas of the skin converge to the same temperature again.
We define a positive case as those patients with any of the malignant diagnosis. As such, a negative case is a FIGURE 9. TRCs obtained from two patients with lesions diagnosed as (a) benign and (b) malignant. The TRCs plot the average temperature of the lesion and its surrounding tissue before and after cooling to show that the temperature is initially the same inside and outside the lesion in both cases. Our algorithms only use the TRC after cooling to classify the lesion as benign or malignant. These two cases were correctly classified by both algorithms implemented in this work. patient with a benign diagnosis. Table 1 summarizes the results achieved by both classification algorithms described in Section V. On one hand, out of the 55 patients diagnosed with a malignant condition, the true-positive cases (namely, those patients diagnosed with malignant condition that are announced as malignant by the algorithm) are 45 and 52 for the Euclidean and the statistical-inference detection algorithm, respectively. On the other hand, out of the 63 patients diagnosed with a benign condition, the true-negative cases (namely, those patients diagnosed with a benign condition that are announced as benign by the algorithm) are 55 and 60 for the Euclidean and the statistical-inference detection algorithm, respectively. Based on these results, the Euclidean algorithm achieves a sensitivity of 0.905 and a specificity of 0.873. The statistical-inference algorithm achieves a sensitivity and specificity of 0.981 and 0.952, respectively. The performance of these algorithms is consistent with our previously reported results [36] , [37] , despite relying on automatic segmentation and multimodal registration subject to real-time constraints.
In Table 2 , we compare the performance our two implemented algorithms to other methods reported in the literature, namely, the ABCDE rule, Melafind (FDA-approved), Molemate, VivoSight Multibeam (also FDA-approved), Dascalu and David's CNN and sound analysis method, and Brinker et al.'s CNN. Both our algorithms achieve better sensitivity and specificity than the ABCDE rule, reported across 3 different publications. Melafind TM reports superior sensitivity, but at the cost of very low specificity [22] , [50] . The sensitivity reported for the Molemate device is higher than our Euclidian algorithm and slightly higher than our statistical-inference algorithm; however, its specificity is significantly lower than both of our methods. The VivoSight device reports, in the best of their test cases, virtually the same specificity as the statistical-inference algorithm and outperforms the Euclidean algorithm. However, VivoSight relies on expensive opticalcoherence tomography hardware, and the acquisition requires probing each lesion at different spatial locations, making this device also expensive in terms of testing time [26] . Our algorithms also outperform the combination of CNN for feature extraction and sound analysis for classification reported by Dascalu and David. The CNN reported by Brinker et al. achieves 0.88 sensitivity at 0.60 specificity, and 0.74 sensitivity at 0.87 specificity; compared to their results, both our algorithms achieve better classification performance.
Esteva et al. [27] do not report sensitivity and specificity numbers for their CNN-based method. However, the reported area under the ROC curve (AUC) spans between 0.91 and 0.96. In comparison, our previous work [36] , [37] reports an AUC of 0.95 and 0.99 for our Euclidian and statistical inference methods, respectively. Moreover, the Google Inception v3 CNN used by Esteva et al. has a 42-layer architecture that uses more than 23,000,000 parameters, which makes its implementation on low-cost processing hardware significantly more challenging than the algorithms presented in this paper.
Our Euclidean classification algorithm runs in 685ms on the Raspberry Pi 3B+ board, time that includes the nonlinear fitting of the data to the model, computing the d parameter in (9) and comparing its value to the predefined threshold. The statistical-inference algorithm runs in 1.07s, which includes the non-linear fitting of the data to the model, the projection of the TRCs over the eigenfunctions, the computation of the test-statistics, and the comparison of the latter with the predefined threshold.
VIII. CONCLUSION
We have described the architecture, algorithms, and implementation of a non-invasive skin cancer screening instrument that uses dynamic IR imaging to infer the malignancy of suspicious skin lesions. The instrument acquires images in the visible and IR range of the spectrum, and uses automatic segmentation and real-time multimodal registration to compute the TRCs from the IR data.
Implemented on a low-cost Raspberry Pi 3B+ processing board, a segmentation algorithm separates the pixels inside and outside the lesion in the visible-range image in 62ms, achieving a success rate of 91.5% over 400 test images. During IR video acquisition, a registration algorithm maps the segmented visible-range image onto each IR video frame to compute the mean temperature inside the lesion and its surrounding tissue and build the TRCs on a frame-by-frame basis. The algorithm executes in less than 27ms, enabling IR video acquisition and registration in real time at more than 37 fps, with a RMSE of 1.31 pixels. The instrument implements two classification algorithms that achieve a sensitivity of 0.905 and 0.981, and a specificity of 0.873 and 0.952, respectively, using a thermal recovery time of two minutes after cooling.
As previously stated by us and other groups, the malignancy of a skin lesion can be inferred using dynamic IR imaging. Our work has demonstrated that such a process can be implemented automatically in real time on a low-cost processing board, which is the main contribution of this work. Moreover, our results compete with and, in most cases, outperform previously-reported FDA-approved screening devices, classical clinical procedures, and machine-learning algorithms.
Our instrument achieves an accuracy that is similar to that obtained by biopsies, using an automatic procedure that requires little or no intervention from the user. This allows a non-specialist to categorize suspicious lesions and prioritize high-risk patients before referring them to a specialist. We believe that performing lesion screening using low-cost hardware can reduce the number of unnecessary biopsies and, as the cost of IR imagers decreases, the use of such an instrument can be massified, reaching remote locations where access to specialists is limited.
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