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ОБЩАЯ ХАРАКТЕРИСТИКА РАБОТЫ 
Актуальность темы. С расширением области применения компьютер­
ных технологш1 растет количество комбинаторных задач, используемых в 
приложениях. В этой ситуации оказываются востребованы эффективные 
универсальные ал1'оритмы , применимые к широким классам задач . 
Данная работа относнтся к исследованию комбинаторной задачи CSP 
(от английского 'Constraint Satisfaction ProЬ!em', в немногочисленной рус­
скоязычной лйтературе встречается также название ОБОБЩЕННАЯ ВЫ­
ПОЛНИМОСТЬ [lj) . Цель данного направления - раэработа:rь эффективные 
универсальные алгоритмы для задач из класса NP. Задача CSP является 
лишь одной из многих пзв.естных NР-полных задач, однако в последнее де­
сятилетие стало ясно , что она заннмает особое место . Хотя по самому опре­
делению NР-полной задачи к любой такой задаче сводится любая задача из 
класса NP, соответствующее сведение зачастую оказывается громоздким и 
искусственным. Преимущество задачи CSP состопт в том , что большинство 
комбинаторных задач может быть представлено в виде CSP просто и есте­
ственно. Многие комбинаторные задачи могут быть естественным обраэом 
охарактеризованы как подклассы задачи CSP. 
В задаче CSP даны множество переменных, множество н.х возможных 
значений , а также заданы 01 ·раничен11я на значения переменных. Каждое 
ограничение состоит из вектора переменных s и отношения р на множестве 
значений переменных . Ограничение считается выполненным , если вектор 
значений переменных s пр11надлеж11т р . Требуется указать значения пе­
ременных так , чтобы выполнялись все ограничения . Впервые общая за­
дача CSP была введена J\llонтанарп в 1974 г. l43J при решении одной из 
задач машинного зрения - распознавания формы многогранников по их 
двумерному изображению. В последующие годы этот формализм с успе­
хом использовался для моделирования как дискретных, так 11 непрерыв­
ных прикладных задач, а затем 11 разработки универсальных алгоритмов 
для их решения . Теорш1 задачи CSP находит применение в таких областях, 
как теория реляционных баз данных 137, 54], временная и пространствен­
ная логика [52] , распознавание образов [43J , автоматическое доказательство 
теорем [14] , техническое проектирование [46] , анализ языков программиро­
вания [45] и естественных языков [3] , 611оинформат11ка [39] и многих других. 
Для многих задач очевиден естественный способ представления в ви­
де CSP. Например , k-раскраска графа - это в точности задача CSP на 
k-элементном множестве, в которой в качестве отношения ограничения ис­
пользуется только неравенство. Популярная игра Судаку может быть пред­
ставлена в виде задачи CSP, при помощи отношения Sv(S) = «ровно одна 
из переменных из s равна V». Легко видет.ь, что любая система уравнений 
есть не что иное , как задача CSP, отношениями ограничения которой явля­
ются множества векторов, удовлетворяющие каждому отдельному уравне­
нию. Разумеется, существуют задачи, для которых способ представления в 
виде CSP неочевиден. К таковым относится , например, задача о простран­
ственной структуре молекул белка, однако 11 в таких случаях задача CSP 
зачастую оказывается весьма полезной [5, 39]. 
В настоящее время существуют специальные декларативные языки про­
граммирования: ECLiPSe 14], Oz [49], 2LP [41], СНIР [26], в которых для ре­
шения задачи достаточно записать ее в виде CSP. Существуют библиотеки 
с подобной функционалыюстыо для С++ (например ILOG [48]) , расшире­
ниями, позволяющими решать задачу CSP, снабжено большинство совре­
менных версий Prolog [44]. Язык Newton [27] позволяет решать разнов.ид­
ность задачи CSP в которой областью значений переменных яю1яется мно­
жество рациональных чисеJ1. Практическая полезность таких программ­
ных продУктов напрямую зависит от эффективности алгоритмов , приме­
няемых для решения задачи CSP. 
Частным случаем задачи CSP, в котором множество значений перемен­
ных двухэлементно, а разрешенные ограничения - дизъюнкЦии литера­
лов (клозъ~), является задача Выполнимость , одна из первых задач, 
NР-полнота которых была доказана [2 , lЗj . Задача Выполнимость пред­
ставляет самостоятельный интерес , так как формулируется она проще, чем 
CSP, и в то же время сведение задачи CSP к задаче Выполнимость не 
составляет труда. 
Сама задача Выполнимость является в настоящее время объектом 
активного исследо}jання. Ей посвящена ежегодная конференция SAT (это 
название является сокращением от SATISFIABILITY - английского названия 
задачи Выполнимость), проводящаяся с 1996 г. С 2005 г. в Нидерландах 
выпускается специализированный журнал JSAT (Jourпal оп SatisfiaЬility, 
Воо!еап ModeJing and Computatioн). Важное место в исследовании зада­
чи Выполнимость занимает разработка реально работающих программ­
решателей . При конференции SAT регулярно проходит сореннонание таких 
программ , в котором принимают участие десятки программных продуктов, 
созданных специалистами со всего мира. Прогресс , достигнут_ыi! в разра­
ботке алгоритмов для практических задач огромен: многие задачи , еще 10 
лет назад считавшиеся практически неразрешимыми, современными про­
граммами могут быть решены за доли секунды. 
Возможный путь решения задачи CSP - это сведение ее к задаче Вы­
полнимость 11 ~спользование эффективных эвристических алгоритмов 
для последней. Однако богатый язык общей задачи CSP позволяет сохра­
нить при моделировании структуру исходной задачи , что дает ряд преиму­
ществ . Во-первых, как было отмечено выше, многие задачи могут быть 
естественным образом охарактеризованы как ограниченные задачи CSP. 
Во-вторых , большая структурированность задачи позволяет переносить в 
теорию CSP алгоритмы, разработанные для других комбинаторных задач . 
Кроме того , язык задачи CSP оказывается проще для понимания , поэтому 
запись задачи в виде CSP на практике оказывается предпочтительнее ко­
дирования в виде задачи Выполнимость с точки зрения взаимодействия 
с заказчиком при моделировании предметной области. 
Постановка основных задач. Для CSP, как и для любой NР-полной 
задачи, не известно алгоритмов, эффективных в худшем случае, однако 
существует несколько подходов , использование которых позволяет решать 
за приемлемое время многие классы задачи CSP, возникающие в прак­
тических приложениях. В данной диссертации затрагиваются три таких 
подхода. 
1) На языке CSP может быть сформулированы все задачи из класса NP, 
а значит и полиномиальные, поэтому важным направлением в исследова­
нии задачи CSP является идентификация полиномиальных подклассов и 
ра.зработка для них эффективных алгоритмов . 
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Естественный способ выделения подзадач CSP состоит в задании мно­
жества отношений, разрешенных для использования в ограничениях. Для 
каждого такого множества Г через СSР(Г) обозначается множество задач 
CSP, в которых ыножество отношений, используемых в ограничениях, со­
держится в Г. 
В 1978 г. Шефер 151] , изучая ограниченные классы задачи CSP на двух­
элементном множестве , показал , что каждый такой класс либо NР-полон , 
либо имеет полином11альный алгоритм, решающий его . Кроме того , он на­
шел кри'герий , разделяющий легкие и трудные задачи . В этой же работе 
Шефер поставил проблему поиска аналогичного критерия для общей за­
дачи CSP: для каждого множества отношений Г определить сложность 
задачи СSР(Г) и найти для нее полиномиальный алгоритм, если таковой 
существует. Множество отношений Г, для которого задача СSР(Г) поли­
номимьна, назьшается nолиномиалы-~ъtм. 
Полиномимьные множества отношений могут быть заданы многими 
разными способами . Например , в [17] с использованием техники логическо­
го программирования и методов теории групп удалось выявить два боль­
ших класса задач CSP, решаемых за полиномиальное время . В частности, в 
эти классы попадают все «легкие » задачи CSP, найденные Шефером. Иной 
подход был предложен в 134, 35j , где полиномиальные множества задава­
лись с помощью некоторых инвариантов. Этот подход был развит в [8 , 9] . 
Предприним3Jlись также попытки выделнть классы задач CSP, которые 
могут быть сконструированы из более простых задач так, чтобы решение 
каждой конкретной задачи сводилось к решению составляющих ее компо­
нент. Такому разложению могут быть подвергнуты как диофантовы фор­
мулы из задачи CSP [12, 15 , 19, 21 ,22], так и множества отношений 110,11] . 
В [10 , 11] новые множества отношений строятся с помощью операции 
амалъгамировани.я. Амальгамой множеств отношений Rл, Rв на множе­
ствах А и В соответственно называется множество отношений А(Rл, Rв) 
на множестве А U В, состоящее из всевозможных объединений ел U-{}в, 
где {!А Е Rл , Qв Е Rв - отношения одинаковой арности. Нетрудно по­
казать, что задача CSP, соответствующая амальгаме двух множеств, не 
менее сложна, чем ее составляющие. Кроме того , амальгама двух полино-
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J1.1Иальных множеств не всегда полиномиальна. Даже тогда, когда она по­
линомиальна, алгоритм , сводящий ее к составляющим , может быть весьма 
нетривиальным . 
В [10] был рассмотрен случай, когда множества А и В дизъюнктны. В 
этом случае при некоторых необременительных ограничениях амальгама 
полиномнальна тогда и только тогда, когда исходные множества отноше­
ний полиномиальны, а алгоритм декомпозиции тривиален. В работе 111] в 
предположении равенства множеств , на которых заданы отношения, ука­
зано несколько частных типов полиномиальных амальгам , важных с при­
кладной точки зрения. Первой основной задачей является вопрос об 
условиях полиномиальности ама.пьга~1ы двух клонов в общем случае . 
2) Вероятностное распределение интересующей нас задачи может быть 
таким , что существует алгоритм, получающий решение (или хорошее при­
ближение решения ) за приемлемое время с большой веролтностпъю, в то 
время как в худшем случае задача может оказаться очень сложной 11л11 
даже алгоритмически неразрешиыоn. Более того, оценка эффективности 
алгоритма с позиции анализа худшего случая за11астую не отражает ни ре­
зультаты экспериментов, нн его практическую полезность. Классическим 
примером является алгоритм решения задач лнне\iного программирования: 
симплекс-метод, являющийся экспоненциальным с точки зрения анализа 
худшего случая , широко используется на практике . 
Вероятностный анализ способен дать более адекватную оценку эффек­
тивности алгоритма. В этот анализ могут быть вовлечены два вероятност­
ных пространства, во-первых , саы алгоритм может быть стохастическим 
и выдавать различные результаты в применении к одной и той же зада­
че, во-вторых , в анализе может быть учтено вероятностное распределение 
поступающих задач . Распространенным подходом является комбинирова­
ние этих прос·~:ранств 11 вычисление вероятностн того и.1111 иного результата 
при поступлении на вход стохастического алгоритма случайной задачи. В 
диссертации вероятностный анализ применяется к простейшему варианту 
локального поиска решения задачи 3-ВЫПОЛНI!МОСТЬ. 
ЛОКАЛЬНЫЙ Поиск (ЛП) относится к числу стандартных приемов, 
используемых для решения NР-полных задач , в частности задачи Вьrпол-
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нимость . В отличие от систематического поиска, в котором происходит 
выбор значений переменных с откатом при появлении противоречия , в ло­
кальном поиске ндет работа с векторами - наборами значеtшй всех пере­
менных . Начальный набор значений выбирается случайно или следУя неко­
торой эвристике. Затем на каждом шаге новый набор значений выбирается 
случайным образом из окрестности текущего в соответствии с некоторым 
вероятностным распределением . 
ЛОКАЛЬНЫЙ Поиск - один из первых алгоритмов , использованных 
для решения задачи Выполнимость 11 ее оптимизационного варианта 
- задачи МАксимлльнля Выполнимость . С конца 1980-х гг. внима­
ние исследователей привлекали разные версии алгоритма ЛП, см., напри­
мер, 123, 501 . Алгоритм UnitWalk 129], построенный на принципах локаль­
ного поиска, в 2003 r. занял первое место в одной из номинаций сорев­
нования SАТ. Доказано /30\ , что некоторые варианты локального поиска 
даже в худшем случае находят решение задачи Выполнимость за время, 
ограниченное экспонентой от количества переменных с основанием строго 
меньшим , чем 2. 
В простейшей версии ЛП , известной как Итеративное Улу'Чшение 133] , 
мы начинаем со случайного набора значений переменных и затем на каж­
дом шаге юменяем значение одной из переменных , для которых это при­
водит к увеличению количества выполненных клозов . Если таких пере­
менных больше нет, то µабuта 11рекращается и возвращается найденный 
вектор . Таким образом, работа алгоритма заканчивается , когда текущий 
набор значений переменных оказывается локальным максимумом количе­
ства выГJолненных клозов для данной формулы . 
Куцупиас и Пападимнтриу 138] провели вероятностный анализ работы 
простейшей версии ЛП для модели, в которой равновероятны все форму­
лы , истинные на заданном наборе значений , показав , что в этом случае ЛП 
находит решение. Второй основной задачей диссертации является ис­
следование эффективности алгоритма лп· на зада.Чах З-Выполнимость , 
распределенных по другому закону, а именно, по закону Ф(п, gn) : для за­
данного количества ГJеременных п и константы g равновероятна любая за­
дача, содержащая п переменных и lpnJ клозов . Это распределение при-
б 
влекает особое внимание, поскольку известно (см. , например , [421) , что в 
зависимости от параметра р оно 11озволяет генерировать задачи различ­
ной сложности с точки зрения как доказательства невыполнимости, так и 
нахождения решения. 
3) Популярным и продуктивным подходом к решению комбинаторных 
задач вообще, 11 в частности задачи Выполнимость, является 11римене-
11ие генетических алгорнтмов . Генетическ11е алгоритмы впервые рассмат­
рпва.пись в 131] и позже сталн шнроко известными благодаря работе [201. 
В генетических алгоритма.-х моделируются два основных механизма эво­
люции - наследование 11 естественный отбор, или выживание наилучших, 
которое приводит к исчезновению 11з популяции неприспособленных к сре­
де индивидов. В роли индивидов , как правило, выступают элементы обла­
сти определения целевой функшш, а нх нриспособленность к окружающей 
среде задается значением целевой функции . 
Генетические алгоритмы находят широкое пр11:v1енение как в практи­
ческих , так и теоретических областях компьютерных наук. Генетический 
подход успешно применялся при констру11рован11и самолетов \71, маршру­
тизации водопроводов l5ЗI . составлении расписаний 128/ . В то же время на 
основе генетического под,-хода разрабатываются эффективные эвристиче­
ские алгоритмы для решения NР-трудных комбинаторных задач Выпол­
нимость \6j , ЗАДАЧА КОММИВОЯЖЕРА 124/ 11 других . 
Различные вар11анты генет11ческ11х алгоритмов применялись для реше­
ния задачи Выполнимость (см., например, [16,18.25,36,55/). В статье \401 
Лардо и др. предложили гибридный алгоритм GASAT, 11спользующий ЛО­
КАЛЬНЫЙ Поиск при образовании новых нндивидов в ходе эволюции. 
Сравнение, проведенное Лардо 11 др . на задачах библиотеки SATLIB, пока­
зало, что такое совмещение оказывается более эффективным, чем каждый 
из подходов rю отдельност11 . 
Работа генетического алгоритма , решающего оптимизационную зада<1у, 
строится по следующей схеме . Прежде всего, некоторым образом (в про­
стейшем варианте - случайным) генер11руется начальнан нопуляция. Каж­
дый индивид в ней - это строка, представляющая нз себя код элемента 
множества, в котором ищется решение. Затем популяция итеративно обнов-
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ляется за счет тоrо, что в нее добавляются потомки присутствующих в ней 
индивидов и удалякrгся «погибшие» особи. Вероятность rибе:nи индивида 
тем больше, чем меньше индивид приспособлен к среде, что соответствует 
худшему значению оптимизируемой функции . 
Третьей основной задачей диссертации является разработка эври­
стического алгоритма для задачи Выполнимость , основанного на гене­
тическом подходе 11 учитывающего влияние популяции на среду обитания , 
и оценка эффективности этого алгоритма путем его тестирqвания на об­
щепринятом наборе тестовых задач. 
Цель работы , таким образом, состоит в решении следующих задач: 
• выяснить, каково устройство клона функций, сохраняющих амальгаму 
заданных к nrmoв отношений, а также определить, в каких случаях 
амальгама клонов отношений полиномиальна; 
• устанштт~,, каков наиболее вероятный результат применения алгорит­
ма Локальный Поиск к случайной задаче Выполнимость , поступа­
ющей в соответствии с распределением Ф(n, рп); 
• разработать и протестировать эффективный генетический алгоритм 
для задачи Выполнимость, учитывающий воздействие популяции 
на среду обитания. 
Методы исследования. В диссертации используются методы теории 
клонов, теории вероятностей, а также экспериментальные данные по эф­
фективности алгоритмов ЛОКАЛЬНЫЙ Поиск, GASAT и VEGAS. 
Научная новизна. Основные результаты работы являются новыми и 
состоят в следующем: дано описание устройства клона функций, сохра­
няющих амальгаму и установлен критерий полиномиальности амальгамы; 
получена система дифференциальных уравнений, описывающая процесс 
исполнения алгоритма ЛОКАЛЬНЫЙ Поиск; разработан генетический ал­
горитм для задачи Выполнимость, учитывающий влияние популяции 
на среду обитания, и проведены эксперименты свидетельствующие о его 
эффективности. 
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Теоретическая и практическая ценность. Результаты , полученные 
в областях поиска полиномиальных подзадач 11 вероятностного анализа ал­
горитмов , носят теоретический характер 11 могут быть использованы в тео­
р11и алгоритмов. 
Результаты диссертации в области разработки генетических алгорит­
мов представляют практ11ческ11й интерес и могут быть использованы для 
создания программ-решателе ft практических задач. 
Апробация работы. Резу.1 ьтаты диссертац1111 представлены на Все­
российской конференции «Дискретныft анализ и исследование операций» 
(Новосибирск , 2002), на Мальцевских чтениях (Новосибирск , 2002), Объ­
единенной конференции по искусственному интеллекту (Акапулько , Мек­
с11ка 2003), Объединенной конференции по логике (Сиэтл , США, 2006), 
международной конференции « Компьютерные науки н России ~ (Екатерин­
бург, 2007) . Отметим , что отбор работ на последние три из 11ереч11сленных 
конференц11и осуществлялся в соответствии с пр11нятоii в компьютерных 
науках практикой , т. е . на конкурсной основе на базе отзывов трех аноним­
ных рецензентов отбиралась в среднем одна работа нз трех представлен-
11ых. Результаты диссертации докладывались также на алгебраических и 
ал1 ·ор11т~шческнх семинарах Уральского государственного университета и 
университета Саймона Фрэйзера (Ванкувер , Канада). 
Публикации по теме диссертации. Основные результаты диссер­
тации отражены в семи публикациях автора \.57--бЗj . В трех сонместных 
работах с А . А . Булатовым последнем~' принадлежнт постановка задачи 
JJ общая методика 11сследоваш11~1 : доказательства всех основных утвержде-
1шй принадлежат диссертанту. Совместная работа с Е . Амири выполнена в 
неразрывно~1 соавторстве . Работа \58) опубликована в пздани11, входившем 
в перечень ВАК на момент публикации. 
Структура и объем работы. Диссертационная работа состоит нз 97 
страниц машинописного текста, включающего введение, тр11 главы, а также 
рисунки , таблицы и сrшсок литературы из 74 нанменонани!\ . 
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КРАТКОЕ СОДЕРЖАНИЕ РАБОТЫ 
Во введении обсуждается история проблем, решаемых в диссертации , да­
ются общие определения . 
В главе 1 решается вопрос о полиномиальности амальгамы )..!Ножеств 
отношений. Для решения поставленной задачи мы используем предложен­
ную в \34, 35j методику, опирающуюся на достижения теории клонов. На­
помним , что 1':.!!О'НОМ фуюсv,ий на множестве А называется семейство функ­
ций, замкнутое относительно суперпозиции 11 содержащее все проекции , 
т. е . функции вида с;,(х 1 , ... , х11 ) = х;. Далее , каждому п-местному отно­
шению {} на А естественным образом соответствует п-местный предикат 
Р(!. Это позволяет 11вест11 следующее понятие . Множество отношений Г на­
зывается клоном отношений, если оно содержит отношение равенства 11 
для любых е1 , . . . , {ik Е Г содержит отношение {} определяемое предикатом 
Pg(x1, . . . ,x11 ) = 3у1 , . . . ,у111Ф(х1, .. . ,Хn , У1, ... ,ут), 
где формула в правой части диофантова 11 ее атомарные формулы суть 
Pf!1 , • •• , Pf!k. Говорят, что n-местная функция f сохраняет m-местное отно­
шение р, если результат построчного применения f к любой матрице т х п, 
столбцами которой являются элементы р , принадлежит р . Множество всех 
функций, сохраняющих все отношения из Г, обозначается через Роl(Г) ; 
множество всех отношений, сохраняемых всеми функциями из С, обозна­
чается через lnv(C). Как хорошо известно 1471, множества вида Роl(Г) -
это в точности клоны функций, а вида lnv( С) - клоны отношений, причем 
операции lnv и Pol задают соответствие Галуа между решетками клонов 
функций и отношений. 
Говорят, что конечное множество отношений Г полиномиально, если по­
линомиален класс задач СSР(Г), а бесконечное множество отношений Г по­
линомиально, если полиномиальны все его конечные подмножества. Клоны 
отношений играют uажную роль в изучении задачи CSP ввиду того, что , 
как было установлено в /34/ , если множество отношений Г полиномиально , 
то полиномиален 11 клон отношений (Г), порожденный этим множеством. В 
то же время полиномиальность клона отношений R может быть проверена 
по наличию определенных функций в клоне Pol(R). 
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Основным рабочю.111 понятием в изучении клона функцнй, соответству­
ющего амальгаме, является понятие схе.мы, собранноil иа фун-ки,иil клонов 
F1, . .. , Fn. Для краткости мы приведем здесь определение схемы в случае 
п = 2. (В диссертации схе~-1а определяется для произвольного п.) Пусть 
клоны функций Fл, Fв определены на множествах А и В соответствен­
но. Через Z мы будем обозначать множество {А, В} , через С - множество 
AnB, а через D - множество AUB. Вектор (Х1 , ... , X1J Е zk мы будем на­
зывать шаблоном вектора i = (х 1 , ... , Xk) Е Dk, если х; Е Х;. Множество 
векторов, явл~ющихся шаблонами i, мы будем обозначать через Ф(i). 
Есл11 '11 - шаблон i , 11 Х - э:1еменг Z, то через ХФ'\..Х мы будем обозначать 
вектор , полученный из х опусканием коорд11нат, на местах которых в '11 
стоит не Х. Через PxW мы обоз11ачаем количество вхождений Х в W. 
Функция f : сп -> С арности п. называется с.те.мой, собранной пз функ­
и,uй клонов Fл , Fв , есл11 существуют функция f : Z" -> Z и семейство 
функций 
содержащееся в Fл U Fв, такнх , что для всех i и всех '11 Е Ф(.i) ныrюлня­
ется равенство f(i) = fФ(i>V '.f(Ф))· Функция f называется .мета.функи,uей 
функц1111 f, а функции нз множества D - ее дета.ля.чu. 
Другимн Словами, схемоl'! называется такая функция, которая на век­
торах данного шаблона действует как некоторая онределяе~шя по шаб­
лону функция /Ф , принадлежащая одно ;,,lу из клонов FA , Fп. Множество 
всех схем , собранных 11з функциf1 клонов FA, Fв , мы обозначаем через 
S(FA, Fв ). Первым основным результатом главы 1 является 
Теорема 1.3 Имеет .лtесто равенсm.бо 
Pol(A(R1, ... , Rr,)) = S(Pol(R1) , ... , Pol(Rп)). 
Обозначпм клоны (A(RA , R..tlC)) 11 (А(Rв, RвlC)) через R~ и Нfз со­
ответственно . Клон R 11 называется монолитныл~, ю1 одно из его унарных 
отношений не содержriтся в А\ С . Оказываетсн . если клон Rл мо1юшпен , то 
задача CSP(A(Rл, Rв)) свод11тся к CSP(R~) . Таким образом , наибольший 
интерес представляет случай. когда существуют такие унарные отношения 
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ЕА Е Rл, Ев Е Rв, что ЕлnС = ЕвnС = 0. В этом случае мы указыва­
ем следующий критерий полиномиальности амальгамы , который является 
вторым основным результатом главы 2. 
Теорема 1.6 Ее.ли клопь~ Rл и Rв немонолитны, то клоп (A.(RA, Rв)) 
nолиномиалеп тогда и толъко тогда, когда nолиномиалън·ы ?СЛопы Hj\, 
R~ и (RA U Rв) . 
В главе 2 исследуются алгоритм ЛОКАЛЬНЫЙ Поиск (ЛП) и его 
ослабленная версия ЛОКАЛЬНЫЙ ПОИСК ЗА Один ПРОСМОТР (ЛПОП) . 
На вход им подается булева формула Ф, сгенерированная в соьтветствии с 
распределением Ф(n, en): для заданного количества переменных п и кон­
станты {!равновероятна любая 3-КНФ , содержащая п переменных 11 lpnJ 
клозов . Псевдокод мгоритмов представлен на рис. 1. В нем через И1 (Ф, х) 
обозначено множество переменных , изменение значения которых в i при­
водит к увеличен11ю количества выполненных клозов в Ф(.i) . 
Алгоритм ЛОКАЛЬНЫЙ Поиск (ЛП) 
Выборать набор з1шчений i равномерно случайно 
Пока W(Ф,i) # eJ 
Выбрать х1 Е it'(Ф , i) равномерно случайно 
Изменить значение х, на противоположное 
Алгоритм ЛОКАЛЬНЫЙ Поиск ЗА Один ПРОСМОТР (ЛПОП) 
Выборать набор значений i равномерно случайно 
Для каждой nеремешюll х1 от х 1 до х" 
Если х, Е W(Ф,i) то 
изменить значение х1 на протшюnоложное 
Рис . 1: Псевдокод алгоритмов ЛП и ЛПОП 
Мы используем принципиально различные модели для анализа ЛП и 
ЛПОП, одна.ко и в том 11 в другом случае ключевым моментом нашего ана­
лиза является применение теоремы Вормальда l56J , позволяющей доказать 
,близость заданных параметров случайного процесса к решению некоторой 
системы дифференциальных уравнений . 
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Мы пользуемся следУющнми определениями из теории вероятности. Со­
бытие А(п) происходит no'Ч.mu наверняка при п, стремящемся к бесконе"Ч­
ности, если P(A(n)) ---+ О. Пусть Х(п) - некоторая случайная вел11чина, 
n-+ oo 
а с - некоторая константа. Говорят, что равенство Х(п) = сп+ о(п) въ~-
полн.яется no"Чmu наверняка при п , стремя.щемс.н 'К бесконе-чн.ости, если 
существуют бесконечно малые последовательности а(п) , ,В(п) такие, что 
выполняется неравенство 
P(IX(n) - сп/> a(n)) < /3(п) . 
В диссертации мы сокращаем « почти наверняка при количестве перемен­
ных в задаче стремящемся к бесконечности » до «почти наверняка». 
При работе алгоритма ЛПОП после выполнения шага t переменные 
{х 1 , . .. , х1 } были рассмотрены и в дальнейшем изменяться не будУт. Лите­
ралы, содержащие эти переменные, мы называем обработанн.ыми. В моде­
ли алгор11тма ЛПОП рассматриваются следУющие множества : 
Е0 - множество клозов , не содержащих обработанных литералов; 
Е1 - множество клозов , содержащих выполненный обработанный литерал; 
Е0 - множество клозов , содержащих три невыполненных обработанных ли­
терала; 
Е.,.+ (Е_,.._, Е __ ) - множества клозов , которые содержат ровно один обрабо­
танный невыполненный литерал u два (ровно один, ноль, соответственно) 
других литерала выполнены; 
Е+ (Е_) - множество клозов , содержащих два невыполненных обработан­
ных литерала, в которых необработанный литерал выполнен (невыполнен), 
соответственно . 
Через ет , т Е {0, 1, О,++ , +-,-- , +, - } мы обозначаем мощность множе­
ства Ет. 
Мы показываем, что параметры ет удовлетворяют условиям теоремы 
Вормальда, а следовательно, близки к решению некоторой явно выписы­
ваемой системы дифференциальных уравнений (см. систему (2.8) в дис­
сертации) . Поскольку в конце работы алгоритма все литералы обработа-
13 
ны , параметр е0 оказынается равным количеству невынолненных клозов . 
Таким образом , мы получаем первый основной результат гланы 2: 
Теорема 2.2 Для любого поло:жv.телъного (} существует константа с1 
такая, что для слу'Ч.аilной 3-КНФ, распределенной по закону Ф(п, (}n) , ко­
л11.чество клозов , выnолненнъ~.т на.боро.м эна•~ений, nолу'Ч.ае.л~ы.м по оконча­
'НUU работы а.11.горшп.ма ЛПОП, nr1•imu наверняка равно с 1 п + о(п) . 
Поскольку во время работы ЛП каждая переменная может изменять 
значение несколько раз , модель , разработанная для ЛПОП, оказывается 
неприменимой . В модели, описывающей работу ЛП , мы рассматриваем 
множества {ЕаЬ}, где а , Ь - неотрицательные целые числа. Множество Еаь 
содержит такие переменные Xi, что если значение Х; изменится, то ровно а 
невыполненных кло:юв станут выполненными и ровно Ь выполненных кло­
зов перестанут быть выполненными. Через еаь мы обозначаем мощность 
множестна Еаь и через ё совокупность значений еаь по всем неотр11uатель­
t1ым целым а, Ь. Ясно, что ё изменяется н ходе работы ЛП. 
Наш анализ алгоритма ЛП основан на следующем допущеюш : 
Допущение 1 В предполо:жении истории ё(l), ... , ё(t) npou,ecca работы 
а.лгоритма ЛП для nроиэволъного клоза С текущей фор.мулы, nроuэволъ­
н·ых пoav.u,ui.1 р, 1· в не.м, р =/= r, любых а 1 , а2 , Ь 1 , Ь2 и любых переменных 
Xi Е Еа, .Ь"Хj Е Е02 , ь2 , события "з:; занu.м.ает позv.и,ию р 1;;лоза С " и "xj 
занимает nозии,ию r клоэа С·· неэависи.мы. 
Оно вредставляется вполне 11рандо11одобным, но мы пока не смогли дать 
чисто математического обоснован11я его справедливости . Тем не менее мы 
сч11таем возможным принять это допущение , поскольку получаемые на его 
основе результаты весьма хорошо соответствуют экспериыентальным дан­
ным. Принимая допущение 1, мы можем применить теорему Вормальда 
к набору параметров ё и получить описывающую их эволюцию систему 
дифференциальных уравнений (система (2.16) в диссертации). Изучая ре­
шения этой системы дифференцна.льных уравнений, мы получаем второй 
основной результат ~·лавы 2. 
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Теорема 2.3 Для любого положителъного {! существует константа с2 
такая, 'Что дл.я слу'Чайной 3-КНФ, распределенной по закону Ф(п, еп), ко­
ли'Чество к.лазов , въ~полненних наборо.м. зна'Ч.ений, полу'Ч.ае.мъtМ по окон'Ч.а­
нии рабоrпъt алгоритма ЛП, nо'Чти наверняка равно с2п + о(п). 
Константы с1 и с2 были определены численным решением соответству­
ющих систем дифференциа.пьных уравнений , при этом был использован 
метод Рунге-Кутты четвертого порядка, реализованный в пакете l\·1atlab. 
При численном решении системы дифференциальных уравнений для ЛП 
мы ограничиваем число переменных еаь условиями а ::; 20, Ь ::; 20. Сравне­
ние полученных значений с экспериментальными данными представлено в 
таблицах 1 11 2. 
(} с (эксперимент) с (система (2.8)) 
3 2.95 295 
4 3.91 3.91 
10 9.53 9.52 
Таблица 1: Зависимость качества решения, наnденно1·0 алгор11тмом ЛПОП , от плотно­
сти задачи . Эксперимента.пьные данные и предсказание системы (2.8). 
(} с (эксперимент) с (система (2.16)) 
3 2.936 2.933 
4 3.884 3878 
10 9.430 9429 
Таблица 2: Зависимость качества решения, найденного алгоритмом ЛП, от плотности 
задачи. Экспериментальные данные и предсказание системы (2 .16) . 
На рисунке 2 изображены графики зависимости количества неудовле­
творенных клозов от времени работы алгоритма ЛП, полученные экспе­
риментально и решением системы дифференциальных уравнений . Можно 
сделать вывод, что решение системы дает очень точное приближение экс­
периментальных данных . 
В главе 3 описывается модификацня генетического алгоритма. решения 
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Р1н: . 2: Графикн зависимости кот1честв11 неудовлетворенных клозов от вреыеш1 работы 
а.пr·ор11тма ЛП. Тонкие линии отражают значения, полученные из запусков алгоритма 
111\ конкретных задачах, а жирна.я л11н11я отвеч11ет ре:зультатам числеююго решення си­
стемы дифференциальных уравнений. На оси ординат откладывается 011юшение чис­
ла невыполненных клозов к числу перемен1iЬLХ, а на оси абсцисс - СУГношение числа 
проделанных шагов к числу переменных . Н аклонная часть графиков отражает работу 
алгоrштма до поIJадания в локальныn минимум, далее каждый график продолжает­
ся 1 ·оризонта.11ьноn линией , ооответств.vющеn количеству клозов, неудовлетворенных о 
конце работы. 
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щую средУ. Разработанный нами алгоритм мы назва.пи VEGAS (сокращен­
но от Valuation Enhaнced Geпetic Algorithm for SatisfaЬility 1 ). В то время 
как в классическом варианте популяция обитает и развивается в неизмен­
ном окружении, в предлагаемом нами алгоритме популяция и окружающая 
среда активно влияют друг на друга, эволюционируя вместе . В предлага­
емой модели каждый клоз С мы считаем формой хищника и интерпре­
тируем удовлетворение вектором i клоза С как способность существа х 
защититься от хищника С. Эволюция среды в алгоритме VEGAS реали­
зована следУющим образом. Когда в результате размножения появляется 
существо с генотипом i, хищники, от которых это существо не защище­
но , размножаются, что в терминах задачи выражается в увеличении веса 
клозов, которые нарушаются вектором i. Увеличения весов невыполнен­
ных клозов производится на величину о, которая является настроечным 
параметром алгоритма. 
Алгоритм был реализован на языке С++ в среде Microsof't Visual Studio. 
Тестирование эффективности проводились на персональном компьютере 
Pentium IV тактовой частотой 3GHz. Для того, чтобы оценить насколько 
включение воздействия индивидов на окружающую средУ влияет на эф­
фективность вычислений, мы сравниваем VEGAS с одним из лучших ге­
нетических алгоритмов - алгоритмом GASAT на ряде известных тестовых 
задач /32]. Результаты тестирования представлены в таблице 3. В колонке 
вре.м.я указано среднее время вычисления закончившегося решением зада­
чи (в секундах), если задача была решена хотя бы один раз. Если решение 
не было найдено, то в скобках указывается число невьшолненых ограниче­
ний для наилучшего найденного инднвида . В таблице приведены резуль­
таты тестирования версии GASAT, выложенной на сайте авторов (колон­
ка GASAT), а также результаты, полученные самими авторамн алгоритма 
GASAT (колонка GАSАТ(авт)). 
Проведенные тесты показывают, что VEGAS может решить больший 
класс задач, чем GASAT, а задачи, посильные GASAT, алгоритм VEGAS 
решает за меньшее время, оказываясь таким образом си;1ьнее своего пред­
шественника. Представляется, что предложенная нами модификация гене-
1 Усиленный взвешиванием генетическвй алгоритм для задачи Выполнимость 
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Задачи VEGAS GASAT GАSАТ(авт) 
Фа!!л Ко.11-•О Кол- .с Уснех Время Успех Время i Успех Время nepe,.. otno :JO• 
ai111-JOU-l 6-_vcsl-l.cвf 100 160 1 100% 0,43 0% (1) l")(H - /С 2 
1 аiш-200-1 6-yesl-l.cnf 200 320 85% 2,48 0% (1) - ·-
pai·&-1 -c.cпf 64 254 100% 0,06 10% O,li 100% 0,028 
par&- 1.cnf 350 1149 100% 1,04 10% 41 ,87 17% 8,01 
par&-2.cnf 350 1157 859(, 1,45 0% (1) 25% 11 .12 
parЗ2-5-c .cnf 
' 1339 5350 Q!}~ (4) 0% , {13J 0% (5 ) 
par32-5.cnf ; 317G 10325 - 0% (8) 0% i (129) 0'7u (16) 
color- 1 5-4.спf 900 45G75 1100% 14,91 100% 15 ,22 100% 479,248 
color-22-5.cnf ! 2420 272129 40% 255,45 0% (3) 0% (5) 
<ip 1 lulO . slшffied .c 11f ! 9197 25271 1 0% (2) 0% (81 ) 0% (36) 
шat25 .shuffled .cnf 588 1968 i 0% (З) 0% (8) 0% (39) 
шat26.shuffied.cnf 744 2464 0% (2) 0% (8) 0% (56) 
~ 125. 18.cnf 2250 70163 100% 5,92 100% 30.19 98% 92,О 
g250.29.cnf 7250 454622 5'7о 313.08 0% (2) 0% (2) 
Таблица З : Таблица сравнения эффе1пивност11 алгоритмов \ 'EGAS 11 GASAТ. 
тической модели заслуживает внимания 11 может быть применена и при 
решении других задач. 
Автор благодарит своего науч1ю1 ·0 руководителя профессора М. В. Вол­
кова за внимание к работе и помощь в подготовке текста диссертации , а 
также доцента А. А . Булатова за постановку задач и nостоннное внима­
ние к работе. Автор с чувством глубокоr1 благодарност11 вс110м~шает своего 
первого научного руководителя профессора Е. В . Суханова. 
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