We present a conditional probabilistic framework for collaborative representation of image patches. It incorporates background compensation and outlier patch suppression into the main formulation itself, thus doing away with the need for pre-processing steps to handle the same. A closed form non-iterative solution of the cost function is derived. The proposed method (PProCRC) outperforms earlier related patch based (PCRC, GP-CRC) as well as the state-of-the-art probabilistic (ProCRC and EProCRC) models on several fine-grained benchmark image datasets for face recognition (AR and LFW) and species recognition (Oxford Flowers and Pets) tasks. We also expand our recent endemic Indian birds (IndBirds) dataset and report results on it. The demo code and IndBirds dataset are available through lead author.
Introduction
Object recognition from images for categories with limited training datasets or with fine-grained differences remains a challenge [1] . In such problems, it is challenging to effectively train deep networks, even when fine-tuning a pre-trained base object classifier network through established transfer learning methods [2] . Considering the case of fine-grained endangered species recognition as a representative problem [3] , there are further bottlenecks (besides scarcity of training data) like subtle inter-class object differences compared to significant randomized background variation both between and within classes [4] . Added to these, is the presence of the "long tail" problem, that is, significant imbalance in samples per class (the frequency distribution of samples per class has long tail) [5] .
Transfer learning is a popular approach in dealing with deep learning on small challenging datasets [2] . The ConvNet architecture is trained first on a large benchmark image dataset (eg. ImageNet [6] ) for the task of base object recognition. The network is then fine-tuned on the target dataset for fine-grained recognition. If the number of samples per class is low, then the network cannot generalize to unknown test samples due to over-fitting. On the other hand, if the dataset has fine-grained objects with varying backgrounds, this can cause difficulty in achieving training convergence. This makes training on such datasets a challenge. In case of small datasets with imbalanced classes, the problem is compounded by the probability of training bias in favour of larger classes. So deep learning of small fine-grained datasets remains one of the open challenges of machine vision.
In our earlier work, we have demonstrated that collaborative filters can effectively represent and utilize small fine-grained datasets [7] . Such filters are popular in recommender systems [8] to effectively encode user trends. Collaborative representation classifiers (CRC) represent the test image as an optimal weighted average of training images across all classes. The predicted label is the class having least residual. This inter-class collaboration for optimal feature representation is different compared to the traditional purely discriminative approach. CRC has a closed form solution and does not need iterative or heuristic optimization; thus it is efficient and analytic. It is also a general feature representation-classification scheme and thus most popular features and ensembles thereof are compatible with it.
In computer vision, CRC was first applied to the face recognition problem by Zhang et al [9] . This is because human faces have subtle inter-class differences with significant similarities across classes. CRC is effective in encoding these attributes across classes as mentioned before. However, most of the existing work on CRC based face recognition have reported results on benchmarks having well aligned and centered images with minimal background. Even the few works which have used face datasets in natural scene backgrounds have mostly employed pre-processing steps to align and crop the face region, thus removing the effect of the natural setting by manual intervention [10] .
It has been shown that the performance of these methods degrades considerably when there is significant background which is randomised across classes [3] . This may be found in such fine-grained recognition problems like species recognition with varying habitats. Many variations of CRC have been proposed but most, if not all, carry this drawback. One approach for overcoming this is to use majority voting by patches, where the background effect gets compensated if it is randomly distributed across classes [11] . However, these methods still need to take into account several conditions like whether the test patch itself is an outlier, whether the patches predict the same label as the entire image, etc.
The present work overcomes the above drawbacks of the existing methods. The main contributions of this paper are:
1. PProCRC: We present a new conditional probabilistic framework for collaborative representation of image patches (PProCRC) that handles outlier background patches better than its predecessors. Background suppression is formulated into the main cost function, thus doing away with the need for initial pre-processing steps like detection/localisation (annotation, bounding box, cropping). We present a closed form analytic solution of the cost function that is non-iterative and hence time efficient. The proposed method outperforms several competing methods including the state-of-the-art on face recognition and species recognition tasks. The code is available through GitHub.
IndBirds dataset:
We also expand our recently introduced fine-grained image benchmark of Indian endemic birds. It currently has 1800 images of 18 classes (100 images per class). The previous version had 8 classes with 100 images per class. All experiments have been repeated on the new dataset and results are presented. The dataset is available through the academic website of the lead author.
The rest of the paper is organized as follows. In Section 2, we present the original CRC and two of its variations on which the current formulation is based. We introduce the proposed patch-based probabilistic CRC in detail in Section 3. Section 4 presents the experimental setup: the datasets, feature descriptors and competing algorithms used. Section 5 provides the quantitative and qualitative results, along with analysis of statistical significance of results. The paper is concluded in Section 6.
Related Previous Collaborative Classifiers
In this section, we present briefly the original CRC and its two variants that the proposed method tries to improve. These are the patch based CRC (PCRC) and the probabilistic CRC (ProCRC) methods. Our probabilistic patch based CRC (PProCRC) overcomes the drawbacks of these existing methods.
Collaborative Representation Classifier (CRC)
The mathematical framework for Collaborative Representation based Classification (CRC) [9] is described in brief here. Consider a training dataset with images in some feature space as X = [X 1 , . . . , X c ] ∈ d×N where N is the total number of samples over c classes and d is the feature dimension per sample. Thus X i ∈ d×n i is the feature space representation of class i with n i samples such that
The CRC model reconstructs a test image in the feature space y ∈ d as an optimal collaboration of all training samples, while at the same time limiting the size of the reconstruction parameters, using the regularization term λ.
The CRC cost function is given as
(1)
is the reconstruction matrix corresponding to class i.
A least-squares derivation yields the optimal solution aŝ
The representation residual of class i for test sample y can be calculated as:
The final class of test sample y is thus given by
Patch based CR Classifier (PCRC)
Zhu et al. [11] introduced a patch-based framework for collaborative representation (PCRC). Let the query image y be divided into q overlapping patches y = {y 1 , . . . , y q }. From the feature matrix X, a local feature matrix M j is extracted corresponding to location of patch y j . Thus the modified cost function becomes:
where M j = [M j1 , . . . , M jc ] are the local dictionaries for the c classes andp j = [p j1 , . . . ,p jc ] is the optimal reconstruction matrix for the patch j. The class of a patch in the test image is predicted as:
where
The classification of the entire test sample y is determined by majority voting of the classification labels of the patches y j .
Probabilistic CR Classifier (ProCRC)
Cai et al. [10] presented a probabilistic formulation (ProCRC) where each of the terms are modeled by Gaussian distributions and the final cost function for ProCRC is formulated as maximisation of the joint probability of the test image belonging to each of the possible classes as independent events.
The final classification is performed by checking which class has the maximum likelihood. ProCRC is one of the recent CRC methods and can be considered one of the state of the art for comparison with proposed method.
Drawbacks of earlier formulations
The proposed PProCRC method overcomes the drawbacks of the PCRC and ProCRC methods, on which it is based. ProCRC gives a logical probabilistic framework to the CRC formulation, but suffers from the same drawback of most collaborative formulations, that of randomized background variation across fine-grained classes. For example, in the case of sub-categorical species recognition, the collaborative filter produces a robust representation of the fine-grained classes, but these species classes often contain a wide range of background variation in habitat which may be repeated randomly across classes, thus acting as a confounding factor for the inter-class collaborative representation.
PCRC and other patch based CRC methods tend to overcome the background challenge by having a majority voting based classification scheme as described before. This might compensate for the effect of background patches if they are in the minority or if the background patches are randomised across classes which is often the case. However, patch based methods are prone to outliers if some images have rare backgrounds. Our patch based probabilistic formulation of collaborative representation overcomes these challenges as discussed in the following Section.
Probabilistic Patch based CR Classifier (PProCRC)
We formulate the proposed PProCRC cost function as a maximisation of the joint occurrence of three independent events that overcome the drawbacks of the earlier methods, while preserving the strengths of each. The main insight is that the predicted label of a patch (y i ) and the entire test image (Y) should be the same (that is equal to the label of one of the patches x of the training set to which it is the most similar in the collaborative space). This should be achieved under the condition that the patch y i is not an outlier in the test image Y and that the training patch x is not an outlier with respect to the rest of the training set. An example of this can be a rare background patch which is not commonly repeated in the dataset, and hence is assigned low probability so as not to affect the voting outcome. α i and β i are the reconstruction vectors in following equations.
These probabilities are modeled as Gaussians and separated into three independent events as follows.
1. Probability of a test patch having same label as one of the training patches and that training patch is not an outlier with respect to the training set is given by:
2. Probability of the test patch having the same label as the test image and that the test patch is not an outlier in the test image is given by:
3. Probability of the entire test image having the same label as the training patch (which has same label as test patch) is given by:
So the final cost function is given by the maximum of the joint occurrence of these 3 events as:
(12) Next we obtain a closed form solution of the cost function.
• Differentiating with respect to α i we have:
• Differentiating with respect to β i we have:
Solving the simultaneous equations 13 and 14, we get the optimal values ofα i andβ i as follows:
and
These optimal values are then used for the classification phase through patch majority voting as in the PCRC scheme.
Main advantage of PProCRC:
The proposed method incorporates certain conditional probabilistic penalties into the collaborative cost function that counteracts background variation, without the need for additional preprocessing steps. As an example, among other considerations, it also assigns penalties if a test image patch is dissimilar to training patches as well as to other patches in the test image, which mitigates the effect of outlier patches.
Experimental Setup 4.1 Benchmark Datasets
The proposed method and its competitors have been evaluated on four fine-grained image datasets: two face recognition benchmarks (AR and LFW) and two species recognition benchmarks (Oxford Flowers and Oxford-IIIT Pets). We also expand our recent fine-grained species recognition dataset IndBirds.
Face recognition benchmark datasets have been chosen due to ready availability of performance data of collaborative representation based classifiers in the existing literature. However, the major limitation of the published results of CRC methods applied to the face recognition problem is that the benchmark datasets used are early ones. These have the foreground object (the human face) as the focus and covering most of the image, and hence are not representative of real life scenarios in the wild.
• AR Face Dataset: It was developed at the Ohio State University and contains more than 400 color face images of 126 people with changes in illumination, emotion and occlusion [12] . For fair comparison to reported results using CRC methods, a subset of 50 male and 50 female subjects were chosen and the images are resized to 32×32 for our experiments.
• LFW Face Dataset: The Labeled Faces in the Wild (LFW) dataset [13] , compiled by the University of Massachusetts Amherst (UMass), contains unconstrained images of 5749 individuals in a natural setting. dataset presents challenging backgrounds, along with pose variation and partial occlusions. LFW-a [14] is a front aligned subset of it, which is used in some related works with other CRC methods. In LFW-a, 158 subjects with at least 10 sample images each are chosen and are resized to 121×121 pixels.
The AR dataset has front aligned faces with minimal background and pose variation. The LFW dataset contains human images from natural settings, but the experiments in the main competing work [10] were performed on aligned and cropped version (LFW-a) of the original dataset. We perform further experiments on the original LFW dataset with images in the wild and demonstrate that the performance of most CRC methods degrades considerably in a natural setting. The decrease in accuracy for the proposed method is much less in comparison, which shows that it is more robust to background variation. This is presented in Section 5.
The problem of random background variation across classes is more significant in the case of fine-grained subcategorical object recognition. Here the objects in different classes are quite similar visually and have only subtle differences. Collaborative representations may help to better utilise similar foregrounds, but the diverse background can have a confounding effect. Species Recognition has been chosen as the representative problem of fine-grained classification, to showcase the superior performance of the proposed PProCRC under these conditions.
• Oxford Flowers dataset: It has 8,189 images of 102 flowers, with at least 40 images per class [15] . It was developed by the Robotics Group at Oxford University. It is an expansion of the earlier dataset by the same group with 17 flower types with 80 images per class [16] .
• Oxford-IIIT Pets dataset: This dataset, compiled by the Oxford Robotics Group and IIIT Hyderabad, consists of 37 categories of pet cats and dogs with around 200 images belonging to each class [17] .
The IndBirds dataset was compiled by the present authors at the CVPR Unit of the Indian Statistical Institute, in collaboration with the Computer Science Department of the University of Otago. At present the dataset contains images of 18 species of Indian endemic birds with around 100 images per class. This is a major expansion from our earlier version of the dataset which had 8 classes with 100 images per class. The images have been collected from web repositories of birders and citizen scientists. The dataset is available for academic use only through the academic webpage of the lead author. We have replicated all the experiments on this dataset and have tabulated the results for the first time in this work. Figure 2 presents two sample images from each class from the IndBirds dataset and the species names are mentioned.
Competing Classifiers
Non-CRC classifiers. The performance of the proposed PProCRC method is compared with that of several competing classifiers, both CRC based as well as non-CRC based. We choose three popular modern non-CRC classifiers, namely support vector machines (SVM) [19] , adaptive boosting (AdaBoost) [20] and random decision forests (RDF) [21] .
CRC based classifiers. We first take the ones that are directly related to the formulation of the present method. As has been described in Section 2, these are the original CRC, patch based CRC (PCRC), generalized patch based CRC (GP-CRC) and probabilistic CRC (ProCRC). Besides these we also have used several other recent variations of CRC like Enhanced CRC (ECRC), Relaxed CRC (RCRC), Kernel CRC (CRC), and the state-of-the-art Extended Probabilistic CRC (EProCRC). These are described briefly below.
• Enhanced Collaborative Representation (ECRC): Liu et al. [22] enhanced the original CRC by incorporating the covariance matrix R of the training samples into the cost function:
(17)
• Relaxed Collaborative Representation (RCRC): Yang et al. [23] developed a CRC method (RCRC) with relaxed constraints assigning adaptive weights to features for optimal contribution to final representation. The weights are adjusted such that the variance of representative features from mean is controlled, in order to make the representation more stable. 
where τ is a positive constant and w is the weight vector such that w = [w 1 , . . . , w c ] | w i ∈ and c is the number of classes.
• Kernel Collaborative Representation (KCRC): Zhao et al. [24] introduced the kernel trick into the CRC framework. The cost function for KCRC becomes:
Here the second term imposes the kernel condition in higher dimension.
• Generalised Patch based CR Classifier (GP-CRC): Chakraborti et al. [3] recently proposed a generalised enhancement (GP-CRC) of the basic patch based CRC (PCRC). The original PCRC only compares patches at the same corresponding location between images, which is a major drawback since this assumes that the foreground object is well centred, aligned and covers most of the image, which would rarely be the case for natural scene object recognition.
First, GP-CRC constructs an augmented M with features of all patches over all training images, and then uses majority voting for final classification. This solution handles the case of misaligned foreground objects, but raises the chances of the representation learning the background. To compensate, it is further compared to location matched patches in order to have a penalty if the query patch is too dissimilar to other patches at same location.p
This is a balance, trading off misaligned foreground objects with the risk of learning the background. Details of the equation may be found in [3] .
• Extended Probabilistic CRC (EProCRC): Lan et al. [25] recently extended the probabilistic CRC model by incorporating an additional prior information metric β c into the cost function that measures the distance X − X k between the centroid of the training set from the centroid of the individual classes. Thus the predicted class label for a test sample y is given by (symbols having usual meaning):
Feature Descriptors
We have used 2 popular feature descriptors: Dense SIFT and Vgg-19. But it should be noted that the proposed algorithm is general and is agnostic to feature choice. There are hundreds of readily available well-tested feature descriptors that could have been used, the rationale for choosing SIFT and Vgg-19 are as follows. We had used one from each of the two broad genres of feature descriptors: extracted features and learned features. Among hand-crafted extracted features, Scale Invariant Feature Transform (SIFT) is still one of the best [30] . Among deep learned features we have used the standard highly popular Vgg features from the Oxford Robotics group [29] . Dense SIFT is extracted and a patch size of 10 × 10 is chosen with overlap as in [26] . The vanilla Vgg-19 network has 19 layers, is trained on more than one million images from the ImageNet [6] dataset, and can classify up to 1000 object categories. We have here fine-tuned the pre-trained Vgg-19 model on our target datasets following the training protocols of [2] .
Results and Analysis

Performance Results
For the AR dataset, images have been resized to 32×32, while for the LFW-a benchmark the aligned face images are cropped to 121×121 to eliminate background and then resized to 32×32. These conditions are maintained to have parity with reported results in earlier articles on CRC. Experiments are also carried out on the original LFW images with just resizing to 121×121. For all three species recognition problems input images are resized to 121×121, preserving the original background. A patch size of 10×10 is used for both the face recognition and species recognition datasets. For each dataset, experiments are conducted with 5 fold cross validation and percentage classification accuracies along with standard deviation are presented in Table 1 (face recognition) and Table 2 (species recognition) with the highest accuracy in each column highlighted in bold.
Among the CRC-based methods, basic CRC has the least accuracy and then there is a consistent increase in the performance of the CRC variants. The proposed Probabilistic patch based CRC (PProCRC) comfortably outperforms all the competing CRC methods including the two that it is based on, that is the original patch based CRC (PCRC) and the probabilistic CRC (ProCRC). It also has marginal improvement in performance over the state-of-the-art enhanced probabilistic CRC (EProCRC). Compared to the non-CRC methods, PProCRC has significantly better results than all three, SVM, AdaBoost and RDF. These results are consistent for both tasks (face recognition and species recognition) and across the 6 datasets and 2 features. Between the features, it can be seen that the results follow similar trends, though the average accuracy overall with deep learned features (Vgg) is much better than the accuracy with extracted features (SIFT).
It may be further observed that there is a significant degradation in performance on the original LFW compared to the that on the less challenging LFW-a. The results on the original LFW images preserve background, with only resizing of entire image. LFW-a has the images from LFW, but cropped to exclude background and the faces are aligned to front, and in grayscale. It is seen, particularly for SIFT features, that the proposed PProCRC has the least deterioration in accuracy between LFW and LFW-a among all the competing classifiers. This demonstrates the robustness of the proposed method to changes in background and pose.
We present in Fig. 3 an example where the proposed method and the competing methods mis-classified as well as a case where the proposed method assigned the correct label, whereas the competitors did not. The first row of Fig. 3 
Statistical Analysis
To test the statistical significance of the improvement in performance of the proposed PProCRC over its competitors, we conduct two tests: one rank based and one frequency based.
Wilcoxon signed rank test [31] is performed to compare the performance between PProCRC and EProCRC. The ranks (R) are allocated according to the magnitude of difference in accuracy between the two methods. If there is a tie in the absolute difference, then the rank is split between the two. The corresponding signs (S ) are allocated depending on which method outperforms for that particular experimental setting. The Wilcoxon parameter W = S R is then calculated. For the face recognition task W = 21. The same calculations are performed for the species recognition task and W = 19. For each task, maximum possible rank value for n = 6 experiments (combination of 2 features and 3 datasets) is n(n + 1)/2 = 21. The Wilcoxon signed rank test states that the null hypothesis (PProCRC and EProCRC are equally good) may be rejected in one-direction (PProCRC better than EProCRC) at 5% level of significance if W ≥ 19. Hence for both tasks (face and species recognition) it may be concluded that the proposed PProCRC performs significantly better than the state-of-the-art EProCRC.
Signed binomial test is next carried out between PProCRC and EProCRC, since it can be used across different tasks simultaneously because it considers frequency of success in the calculations rather than the accuracy values. Again the null hypothesis is that the two are equally good, that is there is 50% chance of each beating the other on any particular trial. Now over the 2 tasks (face recognition and species recognition) there are 6 datasets, 2 descriptors each (Dense SIFT and VGG-19) and 10-fold cross-validated results. Thus in total we have 120 experiments, and out of these PProCRC outperformed EProCRC 78 times (that is 65% of the trials). The signed binomial test yields that given the assumption that both methods are equally good, then the probability of PProCRC outperforming EProCRC in 65% of the trials is 0.13% (one-tail p-value of 0.0006 and two-tail p-value of 0.0013). Considering a level of significance of α = 0.05, we have to apply the Bonferroni adjustment. We have 2 descriptors and 6 datasets, hence 12 combinations of experimental condition. So we divide the 5% level of significance by 12 to get adjusted α = 0.0042. Since the one-tail and two-tail p-values obtained are both less than 0.0042, it may be concluded that though improvement in mean accuracy of GP-CRC over ProCRC is marginal, it is still statistically significant considering the frequency of out-performance.
Conclusion
We present a new conditional probabilistic framework for collaborative representation of image patches (PPro-CRC) that handles outlier background patches better than its predecessors. The proposed method has outperformed several competing collaborative representation classifiers (CRC) including the state-of-the-art, as well as a few popular non-CRC classifiers. These experiments have been performed for face recognition (LFW and AR Face datasets) and species recognition (Oxford Flowers and Pets datasets) tasks. We have also introduced a new fine-grained image datasets of Indian endemic birds (IndBirds) and have reported results on it.
