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57  Resumen:
Método y sistema de localización espacial de un
objetivo (10) en un entorno (11) tridimensional que
comprende al menos un marcador luminoso
comprendiendo:
- una cámara estéreo (12) para capturar una primera
trama de imagen en un instante actual y una segunda
trama de imagen en un instante anterior;
- un dispositivo de medida de ángulos (13) para
obtener un ángulo de giro del objetivo (10);
- un procesador de señales (14) con acceso a una
memoria (15) que almacena entre otros un radio del,
al menos un, marcador detectado en un instante de
tiempo actual n y en un instante de tiempo anterior n-
1 configurado para calcular unas coordenadas
(xi, y i) del objetivo (10) en un instante de
tiempo i como sigue:
- si el ángulo de giro en el instante de tiempo actual y
en el instante de tiempo anterior son distintos,
(xn, yn) = (xn-1, yn-1);
- si las dos tramas de imagen son iguales, (x n,
yn) = (xn-1, yn-1);
- en otro caso:
- si los radios son iguales y hay varios marcadores,
(xn, yn) se calculan mediante triangulación
usando ambas tramas de imagen;
- si los radios son distintos y hay varios marcadores,
(xn, yn) se calculan mediante triangulación
usando una sola trama de imagen;
- si los radios son distintos y hay un único marcador,
(xn, yn) se calculan mediante geometría
estéreo;
- si los radios son iguales y hay un único marcador,
(xn, yn) se calculan usando coordenadas







 Sistema de Localizacion
 especial mediante
 Marcadores Luminosos para 
cualquier ambiente 
OBJETO DE
 LA INVENCION 
La presente
 invencian pertenece a los campos
 de la electronica y las
 telecomunicaciones. 
Concretamente, la presente invencion
 se aplica al area industrial que
 recoge las tecnicas de 
detecci6n de puntos de referencia para la
 localizaciOn y posicionamiento de un
 objetivo (una 
persona, animal o un objeto) en
 entornos controlados. 
Mas particularmente, la
 presente invencion se refiere a un metodo
 y sistema para obtener, a 
partir del uso de marcadores
 luminosos, la posicion y orientaci6n de
 un objeto o sujeto, 
aplicable a cualquier tipo de
 ambiente, interior o exterior. 
15 ANTECEDENTES DE LA INVENCION 
En los ultimos arms,
 esta habiendo un creciente interes en aquellos sistemas o productos 
relacionados con la
 localizacion de objetos en ties dimensiones (3D). Los sectores que 
cubren esta tecnologia son muy amplios, como rob6tica,
 medicina o videojuegos, entre 
20
 otros. 
Concretamente, el seguimiento de objetos esta estrechamente relacionado con la realidad 
aumentada, donde el conocimiento de la posicion del individuo es fundamental. Esta 
tecnologia mezcla elementos virtuales con imagenes reales, permitiendo al usuario ampliar 
25 su informacion del mundo real o interactuar con el. La realidad virtual sin embargo, sustituye 
la realidad fisica con datos informaticos. Los
 sistemas de realidad aumentada pueden utilizar 
como dispositivos de visualizaciOn (displays' en ingles) una pantalla 6ptica transparente (por 
ejemplo, Google Glass) o una pantalla de mezcla de imagenes (por ejemplo, la de un 
telefono movil inteligente, `smartphone' en ingles). Adernas para poder conocer la posicion 
30 del individuo con precision, pueden basarse en el uso de camaras, sensores opticos, 
acelerometros, giroscopios, GPS, etc. En el caso de que se empleen sistemas de visiOn, es 
necesario realizar un preprocesado de la region de interes donde se situa el individuo, 
utilizando algoritmos de imagen que permiten detectar esquinas, bordes o marcadores de 
referencia; para despues, con estos datos obtener las coordenadas 3D reales del entorno. 
35 Estos sistemas requieren el uso de una CPU y memoria RAM con suficiente capacidad de 
DESCRIPCIÓN 
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 cOmputo, para poder procesar
 las imagenes de las camaras a tiempo
 real y con la menor 
latencia posible. 
Cuando
 Onicamente se pueda visualizar un
 marcador de referencia, se tiene que
 recurrir al 
5 uso de
 camaras estereo y geometria epipolar. La
 caracterizaciOn de un punto en el
 espacio 
tridimensional
 requiere el conocimiento de sus
 coordenadas (x, y, z) dentro
 del entomb 
donde este se encuentre,
 respect° a una posici6n de referencia. La
 tecnica mas comOn este 
basada en el uso de dos o mas
 camaras calibradas, que proporcionan una
 imagen izquierda 
y derecha de la misma
 escena. Para obtener las coordenadas
 3D del punto u objeto a 
10 caracterizar, se aplica
 correspondencias estereo (buscar un
 mismo punto en ambas 
imagenes) y se calcula la
 geometria proyectiva o epipolar
 (describe la relacion existente 
entre los pianos de la
 imagen de las camaras y el
 punto). 
En el caso de
 tener mas de un marcador o patron
 disponible, se pueden aplicar otras 
15
 tecnicas para localizar el objeto en el
 escenario. A traves de triangulaciOn,
 conociendo la 
distancia real entre marcadores, es
 posible con sOlo dos marcadores y una sola camara 
obtener los parametros para conseguir la
 profundidad al objetivo y posicionarlo en el 
entorno. Esta practica simplifica el
 coste computacional, al no tener que
 analizar dos 
imagenes y sus correspondencias; pero requiere mayor
 precision a la hora de detectar los 
20 marcadores. A pesar de eso, algunos
 autores ("Optical tracking using projective invariant 
marker pattern propierties", R.
 van Liere et al., Proceedings of the IEEE Virtual
 Reality 
Conference 2003, 2003) consideran que, para poder
 realizar un mejor seguimiento del 
objeto, es necesario que el objeto tenga cuatro o mas
 marcadores y que ademas se utilice 
vision estereo; para conseguir un sistema mas
 preciso pero mas lento. 
25 
Uno de los problemas que se han encontrado en otros estudios (US 7,231,063 B2, "Fudicial 
Detection System", L. Naimark et al.) a la hora de utilizar marcadores, es la luminosidad que 
tiene el ambiente donde van a ser tomadas las
 imagenes. Los puntos a detectar pueden 
perderse en la escena por falta de luz.
 Esto limita las aplicaciones que usan este sistema en 
30 ambientes interiores o con luminosidad controlada. Ademas, se hace necesario el uso de 
algoritmos de realce de contraste y/o el uso de marcadores especificos guardados en una 
base de datos, lo que incrementa sustancialmente el tiempo de cOmputo de estos sistemas. 
Ademas de limitar considerablemente la distancia entre los marcadores impresos y el 
usuario del sistema, a no ser que su tamario sea lo suficientemente grande para que lo 
35 capte el sensor de imagen. En algunos casos (WO 2013/120041 Al, "Method and apparatus 
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 for 3D spatial localization and tracking of objects using active optical illumination and 
sensing") se han propuesto este tipo de fuentes de luz con luminancia variable o luz 
pulsada, to que puede ocasionar fallos de sincronizacion. Aun asi, el uso de
 marcadores 
luminosos puede plantear problemas, concretamente en ambientes donde hay
 fuentes de 
5 luz con una luminancia mucho mayor que el propio marcador (en
 el peor caso, luz solar) o 
fuentes que emiten radiaciOn en la misma direcci6n; en esas
 situaciones, el sensor de 
imagen no es capaz de diferenciar una fuente de luz de otra, por to que obligara tal y coma 
ocurria anteriormente, a utilizar esta tecnologia en entornos luminosos sin grandes fuentes 
de luz en el. 
10 
La idea de detectar y posicionar los marcadores sirve para caracterizar los objetos o 
individuos que hay en el, de esa forma se localizan en el espacio. En el articulo "Wide area 
optical tracking in unconstrained indoor environments" (de A. Mossel et al., 23rd 
Internacional Conference on Artificial Reality and Telexistence (ICAT), 2013) se propone 
15 incorporar marcadores luminosos infrarrojos en una cinta situada en la cabeza del usuario. 
Para ello, colocan en el escenario dos camaras independientes, que requieren un proceso 
de sincronizacion para realicen el disparo simultaneamente, situadas a una distancia igual a 
la longitud de la pared de la habitacion donde se va a probar. El algoritmo empleado, para 
hacer una estimaci6n de la posici6n, se basa en la busqueda de correspondencias estereo. 
20 Uno de los inconvenientes que presenta es que no se puede implementar para sistemas de 
realidad aumentada o simulada, porque las camaras no muestran to que ve el usuario, 
ademas de estar restringido a ambientes interiores con dimensiones limitadas. 
Otros estudios como "Tracking of user position and orientation by stereo measurement of 
25 infrared markers and orientation sensing" (de M. Maeda, et al., Proceeding of the 8th. 
International Symposium on Wearable Computers (ISWC'04), 2004) plantean el uso de 
marcadores infrarrojos situados en la pared de una habitacion, para localizar al usuario. 
Concretamente, proponen el uso de dos tipos de marcadores: activos y pasivos. Los 
marcadores activos estan formados por un conjunto de tres LEDs infrarrojos y un emisor de 
30 senates, que envia datos de su posiciOn real a un decodificador de senates que porta el 
usuario, por lo que una vez que los detecta conocen su posiciOn absoluta. Los marcadores 
pasivos son Cmicamente una fuente de luz infrarroja, a partir de los cuales obtienen la 
posicion relativa del usuario. Ademas de basarse en la recepciOn de senates de los 
marcadores activos, calculan la distancia relativa al marcador a partir de vision estereo. El 
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 uso de esta tecnica, al igual que ocurria en los casos explicados anteriormente, esta limitado 
a espacios interiores. 
Existen otros metodos, que no requieren la vision directa de una o mas camaras con los 
5 marcadores de referencia, para sistemas de localizacion y seguimiento del usuario. Las 
tecnicas de radiofrecuencia consisten en medir distancias, de objetos estaticos o mOviles, a 
partir de la emision de pulsos electromagneticos que son reflejados en un receptor. Estas 
ondas electromagneticas se reflejaran cuando haya cambios significativos en la densidad 
atamica entre el entomb y el objeto, por lo que funcionan particularmente bien en los casos 
10 de materiales conductores (metales). Son capaces de detectar objetos a mayor distancia 
que otros sistemas basados en luz o sonido, sin embargo son bastante sensibles a 
interferencias o ruido. Adernas es complicado medir objetos que se encuentren entre si a 
diferentes distancias al emisor, debido a que la frecuencia del pulso variara (mas lento 
cuanto mas lejos y viceversa). Aun asi, hay estudios experimentales como "RADAR: an in-
15 building RF-based user location and tracking system" (de P. Bahl et al., Proceedings of IEEE 
INFOCOM 2000, Tel-Aviv, 2000) que demuestran su uso para estimar la localizaciOn del 
usuario con un alto nivel de precision. Esta tecnica no resulta apropiada en aplicaciones de 
realidad aumentada. 
20 Otro ejemplo de soluciones existentes son los sistemas LIDAR, que calculan la distancia a 
traves del tiempo que tarda un pulso luminoso en reflejarse en un objeto o superficie, 
utilizando un dispositivo con un laser pulsado como emisor de luz y un fotodetector como 
receptor de la serial reflejada. La ventaja de estos sistemas es la precision que logran a 
largas distancias (utilizando laseres con longitud de onda >1000 nm) y la posibilidad de 
25 mapear grandes extensiones, mediante barridos de pulsos luminosos. Sus inconvenientes 
son la necesidad de efectuar el analisis y procesado de cada punto, asi como la dificultad de 
reconstruir autornaticamente imagenes tridimensionales. 
El problema tecnico objetivo que se presenta es pues proporcionar un sistema para la 
30 detecciOn de la posici6n y de la orientacion de un individuo u objeto en cualquier tipo de 
ambiente, interior o exterior, con cualesquiera que sean sus condiciones de iluminacion. 
35 
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 DESCRIPCION DE LA INVENCION 
La presente
 invencion sirve para solucionar los problemas mencionados
 anteriormente, 
resolviendo
 los inconvenientes que presentan las soluciones comentadas en el
 estado de la 
5 tecnica, proporcionando un sistema que, a partir del uso de uno o mas marcadores 
luminosos de referencia y una Unica camara estereo, permite localizar espacialmente 
objetos o individuos en un escenario bajo cualquier condicion ambiental y con distancias 
mayores entre el usuario y el marcador. El sistema se basa principalmente en el uso de 
marcadores luminosos para calcular posiciones relativas del objeto/individuo, una camara 
10 estereo para visualizar esos marcadores en la
 imagen del escenario y un dispositivo 
electrbnico de medida de angulos, tal
 como puede ser un giroscopio o brOjula electronica, 
para proporcionar angulos de giro del usuario objetivo (objeto, persona o animal). 
La presente invencion permite detectar marcadores luminosos de referencia en cualquier 
15 tipo de ambientes, independientemente de las fuentes de luz que determinan las 
condiciones ambientales. 
Un aspecto de la invencion se refiere a un metodo para posicionar o localizar un objetivo 
mediante el uso de marcadores de referencia en cualquier entorno 3D que, a partir de una 
20 primera trama de imagen en un instante de tiempo actual y una segunda trama de imagen 
en un instante de tiempo anterior capturadas mediante una camara estereo, imagenes en 
las que se detecta al menos un marcador, obtiene las coordenadas (xn, yn) del objetivo en el 
instante de tiempo actual n , para lo que realiza los siguientes pasos: 
- obtener un angulo de giro del objetivo en el instante de tiempo actual y en el instante de 
25 tiempo anterior; 
- si el angulo de giro en el instante de tiempo actual y el angulo de giro en el instante de 
tiempo anterior son distintos, calcular las coordenadas (xn, yn) del objetivo en el instante 
actual n igualandolas a las coordenadas (xi, yn_i) del objetivo en el instante anterior n- 1 ; 
- si la primera trama de imagen y la segunda trama de imagen son iguales, calcular las 
30 coordenadas (xn, yn) del objetivo en el instante actual igualandolas a las coordenadas
 (xn-1, 
yn_i) del objetivo en el instante anterior,- si no, en otro caso, obtiene las coordenadas de 
imagen de, al menos un marcador detectado, y su radio, para comparar los radios en el 
instante de tiempo actual n y en el instante de tiempo anterior n- 1 y : 




 silos radios son
 iguales y hay una
 pluralidad de
 marcadores, las coordenadas
 (xn, 
yn) del
 objetivo en el
 instante actual se
 obtienen mediante
 triangulacion usando la
 primera 
trama de imagen y
 la segunda trama
 de imagen; 
- silos
 radios son
 distintos y hay tambien
 mas de un marcador,
 las coordenadas (xn, 
5 yn) del
 objetivo en el instante
 actual se obtienen
 mediante triangulacion
 pero usando una 
sola
 trama de imagen, la
 captada en el
 instante actual; 
- silos
 radios son distintos
 y hay un Cinico
 marcador detectado, las
 coordenadas (xn, 
yn) del
 objetivo en el instante
 actual se obtienen mediante
 el algoritmo de
 geometria estereo 
conocido en el estado de
 la tecnica; 
10
 - silos
 radios son iguales y hay un
 unico marcador
 detectado, las coordenadas
 (xn, 
yn)
 del objetivo en el instante
 actual se obtienen
 mediante un algoritmo que
 recuerda al de 
geometria
 estereo pero usando las
 coordenadas de imagen del
 marcador en el instante de 
tiempo actual y en el
 instante de tiempo anterior,
 en vez de una imagen
 izquierda y derecha 
del mismo
 instante de tiempo 
15 
Otro aspecto de la
 invencion se refiere a un
 sistema para localizar un
 objetivo, que puede 
ser
 un objeto o un individuo, a
 partir de al menos un marcador
 de referencia en un espacio o 
entomb
 3D, que comprende
 los siguientes medios: 
una camara
 estereo para captar tramas
 de imagen en las que se
 detectan uno o mas 
20
 marcadores; 
 un dispositivo medidor de
 angulos para obtener el angulo de
 giro del objetivo en cada 
instante de tiempo; 
 un
 procesador de seriales, con acceso a un
 dispositivo de almacenamiento (una 
memoria),
 configurado para realizar los pasos del
 metodo anteriormente descrito 
25
 para obtener a su salida las coordenadas
 (xn, yn) del objetivo calculadas en el 
instante de
 tiempo actual, usando, segOn cada caso
 arriba indicado, los datos 
obtenidos en el instante de tiempo anterior
 almacenados en la memoria. 
Como marcador de
 referencia se utiliza una fuente luminosa, identificable en el
 entorno de 
30 utilizacion. 
En un posible campo de aplicacion, la invencion que
 se describe puede emplearse para 
aplicaciones
 de Realidad Simulada. Para ello, se incorpora al sistema unas
 gafas de 





Realidad Virtual. Tanto la camara estereo como las gafas pueden formar parte de un casco 
o equipo de sujecion que va colocado en la cabeza del usuario y conexionando la camara 
con las gafas. El sistema puede incorporar de forma adicional un acelerometro, que mide el 
desplazamiento realizado en un tiempo finito, lo que reduciria los errores acumulativos. 
La presente invencion posee una serie de caracteristicas diferenciadoras con respecto a las 
soluciones existentes comentadas en el estado de la tecnica anterior que presentan ventajas 
tecnicas como las que siguen: 
Con respecto a US 7,231,063 B2, la presente invenciOn resuelve el problema del 
10 tiempo de computo de sistemas existentes como el descrito en US 7,231,063 B2, 
debido a que se requieren algoritmos de realce de contraste y/o de marcadores 
especificos guardados en una base de datos, porque en la presente invencion se 
utilizan marcadores luminosos que trabajan en el espectro visible o infrarrojo, como 
pueden ser los diodos emisores de luz (LEDs 
15 Con respecto a WO 2013/120041 Al, una de las diferencias de la presente invencion 
es que utiliza fuentes luminosas fijas y viene a resolver el problema que se da en 
ambientes donde hay fuentes de luz con una luminancia mucho mayor que el propio 
marcador. Para solucionar este problema, la presente invencion usa un elemento 
que evita que las condiciones luminicas de un entorno afecten de forma significativa 
20 coma es el uso de un fondo tras la fuente de luz. 
BREVE DESCRIPCIDN DE LAS FIGURAS 
25 A continuacion se pasa a describir de manera muy breve una serie de dibujos que ayudan a 
comprender mejor la invencion y que se relacionan expresamente can una realizaciOn de 
dicha invencion que se presenta como un ejemplo no limitativo de esta. 
FIGURA 1.- Muestra un diagrama de bloques esquematico del sistema de localizaciOn 
30 espacial de individuos u objetos, segun una realizacion preferente de la invencion. 
FIGURA 2.- Muestra una representacion simplificada de un tipo de marcador luminoso, que 
puede usar el sistema de la Figura 1. 
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 FIGURA 3.- Muestra un entomb
 de uso de los
 marcadores de la
 Figura 2 y en el que es 
aplicable el sistema de la
 Figura 1, segun una posible
 realizacion. 
5 FIGURAS
 4A-4B.- Muestran un esquema de los
 marcadores y parametros que usa el 
sistema para
 localizar en el entorno individuos u objetos
 que se desplazan verticalmente y 
cuando solo se detecta
 un Onico marcador. 
FIGURAS
 5A-5B.- Muestran un esquema de los
 marcadores y parametros que usa el 
10 sistema
 para localizar en el entomb
 individuos u objetos que se desplazan
 verticalmente y 
cuando se
 detecta mas de un marcador. 
FIGURA 6A.-
 Muestra un esquema de los marcadores y parametros
 que usa el sistema para 
localizar en el
 entorno individuos u objetos que se desplazan
 horizontalmente y cuando solo 
15 se
 detecta un Onico marcador. 
20 
FIGURA 6B.-
 Muestra un esquema de los marcadores y
 parametros que usa el sistema para 
localizar en el entorno individuos u objetos que se
 desplazan horizontalmente y cuando se 
detecta mas de un marcador. 
FIGURA 7.- Muestra un esquema del
 funcionamiento del metodo, es meramente un ejemplo 
de flujo de datos. 
25
 REALIZACION PREFERENTE DE LA
 INVENCION 
A continuacion, se proponen posibles modos de realizacion del sistema de obtencion, a 
partir del uso de uno o varios marcadores luminosos, de la posicion y orientacion de un 
usuario, en diferentes posibles ambientes, que pueden ser en interior o exterior, dentro de 
30 un escenario controlado. 
La Figura 1 muestra un diagrama esquernatico de la arquitectura de bloques del sistema 
para localizar en el espacio los objetos o individuos que constituyen un objetivo (10) en un 
entorno tridimensional (11) bajo cualquier condici6n ambiental definida por un numero 
ES 2 543 038 A1
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 de fuentes de luz
 (fLi, fL2,
 fL3,..., fLm), disponiendo de uno o mas marcadores
 luminosos (20) 
coma los
 mostrados en las Figuras 2-3, 4A-4B, 5A-5B y
 6A-6B. El sistema comprende una 
camara
 estereo (12) para detectar los marcadores luminosos
 (20) y un dispositivo 
electronico de medida
 de angulos (13), par ejemplo, un giroscopio o brujula electrOnica, con 
5 el que se obtienen
 los angulos de giro del objetivo (10). Ademas, el sistema comprende un 
procesador digital de senales (14) que calcula las coordenadas de posici6n en el espacio de 
cada marcador luminoso (20) en el tiempo y las almacena en una memoria o dispositivo de 
almacenamiento (15). El procesador digital de seriales (14) utiliza las coordenadas 
almacenadas y los
 parametros de salida que obtiene de la camara estereo (12) y del 
10 dispositivo medidor de angulos (13) para determinar a su salida (16) la posiciOn del usuario 
objetivo (10). 
En la Figura 2 se muestra un tipo de marcador de referenda (20) de los utilizados, que es un 
marcador luminoso y comprende dos elementos principales: una fuente de luz (21) y una 
15 superficie de contraste (22). La fuente de luz (21) preferente es un diodo LED que emite en 
el rango visible: 400-700 nm. Este tipo de fuente es una fuente de luz puntual que logra 
alcances mayores a 50 m para potencias mayores de 1 W. Ademas, un diodo LED se puede 
considerar coma un producto no peligroso debido las potencias 6pticas en las que trabaja y 
a que en el pear de los casos el tiempo de exposicion es muy bajo (tiempo de reacci6n de 
20 aversion= -250 ms). Aun asi, el sistema puede usar marcadores (20) luminosos can otro 
tipo de fuentes de luz (21), debido a que el dispositivo que detecta el marcador luminoso 
(20), es decir, la camara estereo (12) que se usa coma receptor de la luz, detecta tanto 
fuentes de luz (21) que trabajan en el espectro visible coma infrarrojo. El sensor de imagen 
de la camara estereo (12) tiene una curva espectral que, para la longitud de onda del LED 
25 que se usa, indica una respuesta espectral con un valor superior a 0.005 A/W. Las bombillas 
de filamento son otro ejemplo de fuentes de luz (21), aunque son fuentes difusas con 
potencias opticas emitidas inferiores a las alcanzables con un diodo LED. Otra posible 
fuente de luz (21) puede ser un diodo laser, aunque se trata de una fuente colimada capaz 
de focalizar la luz sobre un punto muy pequeno y, para la mayoria de los casos, todas 
30 aquellas potencias opticas superiores a 1 mW pueden ser peligrosas. El ultimo tipo de 
fuente de luz (21) que puede emplearse es un diodo LED infrarrojo, aunque debido al 
alcance que presenta, el inconveniente es que el usuario no es capaz de percibirlo y podria 
ocasionarle darios oculares. Par otra parte, la superficie de contraste (22) es de un color -par 
ejemplo, negra- y dimensiones que permiten distinguir entre el marcador luminoso (20) y 
35 cualquier fuente de luz externa. La pantalla o superficie de contraste (22) permite aplicar el 




 propuesto en ambientes con
 poca o mucha luminosidad, y
 a grandes 
distancias. La
 forma de la superficie de
 contraste (22) puede ser
 cualquiera, par ejemplo, 
cuadrada coma en la Figura 2. Las
 dimensiones de la superficie de contraste (22)
 dependen 
de las condiciones luminicas
 del entomb (11), del flujo luminoso de la
 fuente de luz (21) y de 
5 la distancia maxima que vaya
 a haber entre el objetivo (10) y los
 marcadores luminosos (20). 
La
 plantilla o superficie de contraste
 (22) se situa en la parte externa de la
 fuente de luz (21), 
concretamente en
 la posterior, quedando la fuente
 de luz (21) a la vista del usuario.
 En el 
caso que el ambiente o
 el fondo que haya detras de la fuente de
 luz (21) sea lo 
suficientemente oscuro, no es necesario
 ariadir la superficie de contraste (22). El sistema 
10 admite
 el uso de otro tipo de marcadores luminosos (20), coma
 pueden ser marcadores 
impresos blancos con un
 reborde negro, aunque estos no pueden emplearse en cualquier 
tipo de ambiente. 
La Figura 3 muestra un posible escenario de aplicacion del sistema, en el que la distribuciOn 
15 de los
 marcadores (20). Sin embargo, Los marcadores (20) pueden situarse a diferentes 
distancias los unos de los otros, que el sistema ha de conocer de antemano. La altura entre 
cada marcador luminoso (20) y el suelo no esta prefijada, pero es recomendable que sea 
aquella que permite vision directa entre la camara estereo (12) y las fuentes luminosas (fLi, 
fL2, fL3,..., fLm) de los marcadores (20) luminosos. En el caso de ambientes exteriores, los 
20 marcadores (20) se sitiian en soportes verticales para conseguir la altura necesaria. En el 
caso de ambientes interiores, los marcadores luminosos (20) pueden ir tambien en soportes 
verticales o sujetos en las paredes u objetos del entomb. La relacion que hay entre el 
numero m de marcadores (20) y la distancia entre ellos (di,
 d2) depende del angulo de 
apertura (2(p) de la camara estereo (12), del angulo de emision (20) de la fuente de luz (21), 
25 por ejemplo el LED, del marcador (20)
 luminoso y de la distancia minima (L) que tiene que 
haber entre el objetivo
 (10), usuario del sistema, y las fuentes luminosas (fLi, fL2, fL3,..., fLm), 
i.e., los LEDs, para que puedan visualizarse coma minima una pareja de fuentes; segun 




30 El escenario donde se aplica el metodo no presenta ninguna caracteristica predefinida can 
respecto a distribuci6n, planta, obstaculos, de forma que el sistema se adapta a el. El tipo de 
ambiente, coma se ha explicado anteriormente, puede ser interior o exterior. La unica 
restriccion que tiene es las dimensiones maximas de este entorno, estando limitadas par el 
alcance de las fuentes luminosas (fLi, fL2, fL3,..., fLm) elegidas. Dicho alcance, se mide en 
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 funciOn de la
 intensidad y flujo
 luminoso de las fuentes de luz
 (fLi, fL2, fL3,..., fl_rn) y de la 
sensibilidad del sensor de
 imagen de la camara
 estereo (12). 
A partir de las imagenes
 capturadas por la camara estereo (12) y de
 las coordenadas de 
imagen de los marcadores
 luminosos (20) calculadas en una captura anterior,
 como mas 
5 adelante se describe, por el procesador
 digital de sefiales (14) del sistema, este sistema 
permite localizar en la imagen unos
 puntos de referenda especificos mediante un
 algoritmo 
de deteccion de marcadores luminosos (20), como el que se describe seguidamente. El 
metodo
 que se va a describir no es Onico, pueden usarse otras variantes, devolviendo como 
parametros de salida las coordenadas de imagen (u,v) y el diametro de los marcadores 
10 luminosos
 (20) detectados. En las coordenadas de imagen (u,v) en 2 dimensiones, la 
primera coordenada u denota la coordenada segOn un eje horizontal y la segunda 
coordenada v denota la coordenada segun un
 eje vertical, en el plano 2D de la imagen 
donde se detectan los movimientos. La deteccion de marcadores luminosos (20) se divide 
en los
 siguientes pasos: 
15 Conversion de imagen a escala de grises para reducir considerablemente el 
tamano de la imagen, ya que asi se pasa de tener tres canales, rojo, verde y azul, 
a solo uno blanco y negro. Es decir, cada pixel de la imagen reduce su valor de 3 
bytes a 1 byte. 
Filtrado de eliminaciOn de ruido para eliminar los pixeles err6neos y ruido de las 
20 imagenes captadas por las carnaras. El tipo de filtro depende de lo nitidas que se 
deseen las imagenes y del tiempo de retraso que se pueda introducir en el 
sistema. 
Localizacion de pixeles vecinos con fuertes contrastes, analizando la imagen por 
ventanas y buscando aquellas regiones donde los contrastes entre pixeles 
25
 vecinos son mayores. Este
 algoritmo tiene sentido porque las fuentes de luz (21) 
tienen valores de pixel en la imagen en torno a 255 y la plantilla (22) negra tiene 
valores en torno a 0. 
Obtencion de las coordenadas de los marcadores luminosos (20), una vez 
localizadas las regiones que pueden corresponder a fuentes de luz (21), 
30 verificando que realmente lo sean. Lo primero que se comprueba es la forma de 
la fuentes de luz (21), que se aproxime a una circunferencia o elipse, y se 
obtienen las coordenadas imagen (u,v), de su punto central asi como su radio. 
Ademas se han de contrastar dichas regiones entre Si, verificando que todas se 
encuentran en filas de pixeles muy similares y que tienen valores de intensidad 







 se asume que todas son




 las coordenadas de los
 marcadores luminosos (20) 
calculadas con las obtenidas es una
 captura anterior. Una vez obtenidas
 las 
regiones que se
 han comprobado corresponden
 a marcadores luminosos (20),
 se 
procede a una Ultima
 comprobaci6n. En este caso, cotejando las
 posiciones de 
los
 marcadores actuales con los de un instante anterior; teniendo en
 cuenta que 
al ser momentos consecutivos, las coordenadas no
 cambian de forma muy 
significativa
 de un sitio a otro. 
Para localizar en la imagen de un entomb (11) los
 puntos de referenda que dan la 
localizacion del usuario objetivo (10), es necesario conocer la siguiente informaci6n: 
a) las coordenadas de imagen (u, v) y radio de cada marcador (20)
 detectado por el 
algoritmo de obtencion de marcadores anteriormente descrito a partir de la imagen 
15 capturada por la camara estereo (12); 
b) el valor en grados 6,
 del giro del usuario objetivo, devuelto por el dispositivo de medida de 
angulos (13), en el momento de la captura por la camara estereo (12) de cada imagen; y 
C) los datos guardados en la memoria (15) como son: posicion anterior, distancia real entre 
marcadores, distancia focal de las camaras, angulo de apertura de la camara, distancia 
20 entre camaras (baseline', en ingles), trama de imagen ('frame', en ingles) anterior, radio 
anterior de los marcadores, vectores de posicion anteriores de los marcadores y angulo de 
giro anterior. 
Considerando el caso particular de un entorno (11) continuo, sin obstaculos y de forma 
25 cuadrada,
 por ejemplo, como el escenario representado en la Figura 3, la posicion
 del 
usuario objetivo (10) depende de los giros y el tipo de movimientos que realice — vertical: 
arriba o abajo, horizontal: izquierda o derecha-; o de si no realiza ningun movimiento. 
Los metodos para el calculo de la posicion que se describen a continuacion se resumen en 
30 la Figura 7, se implementan de diferentes maneras, ilustradas en las Figuras 4A-4B, 5A-5B y 
6A-6B, dependiendo de la clase de desplazamiento que se haya registrado y del nOmero de 
marcadores detectados, siendo validos para cualquier tipo de marcador, tanto luminoso 
como impreso. 




 muestra la Figura 7, lo
 primero es comprobar el valor, en
 grados, devuelto por el  
dispositivo de medida de angulos (13)
 para determinar si existe un giro significativo, lo cual 
ocurre en caso de ser el angulo
 obtenido en el instante actual 6(n) distinto al del instante 
anterior 6(n-1); sin
 embargo, si 6(n) = 6(n-1) indica que el usuario objetivo (10) no ha
 girado. 
5
 Si hay giro, las coordenadas de usuario son las mismas a pesar de que las
 imagenes 
capturadas por la camara estereo (12) cambien. Cuando el angulo de
 giro, obtenido por el 
dispositivo de medida de angulos (13), es constante en el
 tiempo, se compara la trama 
imagen
 capturada en el instante actual, frame (n), con la inmediatamente anterior frame (n-
1) y si coinciden se interpreta como que no ha habido ningun movimiento del
 usuario. En el 
10 caso de que no haya desplazamiento, el metodo devuelve las mismas coordenadas de 
usuario que en el momento
 anterior
 (xi,
 yn-i); en caso contrario, se calcula la posiciOn con 
toda la informaci6n, a)-c), mencionada anteriormente. De este modo, se evitan operaciones 
redundantes e innecesarias. Cuando se detecta cambio de posiciOn, se aplica el algoritmo 
de deteccion de marcadores. Conociendo los valores de los radios de los marcadores 
15 detectados en el instante actual, r(n) y los del instante anterior r(n-1), se puede identificar el 
tipo de desplazamiento del usuario objetivo (10): 
Si esos radios son distintos, r(n-1) # r(n), el desplazamiento es hacia arriba o 
abajo. Para conocer la posici6n del objetivo (10) es necesario saber la distancia 
entre el y los marcadores, es decir, conocer el desplazamiento realizado 
20 verticalmente. 
Si esos radios son iguales, r(n-1) = r(n), desplazamiento es a derecha o 
izquierda. Para conocer la posicion del objetivo (10) es necesario saber cuanto se 
ha movido horizontalmente. 
Una vez identificado el tipo de movimiento realizado por el objetivo (10), se le puede 
25 localizar en el entorno (11) segun los siguientes
 metodos, que dependen del tipo de  
movimiento y del nOmero m de marcadores (20) detectados. 
Las Figuras 4A-4B muestran el caso en que se ha determinado que existe un movimiento 
vertical del objetivo (10) y cuando sOlo se detecta un Cinico marcador (20) en la imagen (40) 
30 binocular captada por la camara estereo (12). En este caso, no se puede usar un algoritmo 
de triangulacion, debido a que no se puede relacionar los pixeles con una distancia real; por 
ello se tiene que recurrir a la tecnica de visiOn estereo y se necesitan los siguientes 
parametros: 
la disparidad binocular ('disparity', en ingles) de la visiOn estereo dada por las 
35 coordenadas uL y uR, rectificadas y sin distorsion respectivamente, del marcador 






(20) obtenido de las dos componentes
 de imagen, izquierda (41) y derecha
 (42), 
captadas por la camara
 estereo (12); 
 los valores de distancia
 baseline B y distancia focal focal length f de la camara 
estereo (12); y 
 el angulo de giro (6) del usuario objetivo (10). 
Para poder transformar las
 coordenadas de imagen a la profundidad, se calcula la 
geometria proyectiva en
 el instante actual n segun la ecuacion: 
base l in e °ca l_ e ght f 
L 771 i2 rc t: do r (n)
 = dispar i ty uL — uR 
Una vez calculada la
 distancia Lmarcador(n) que hay entre el objetivo (10) y el marcador 
(20), se puede obtener su posicion dentro escenario. Como se ha desplazado 
verticalmente, lo Onico que aparentemente ha cambiado es su coordenada y, pero es 
necesario tener en cuenta el angulo de giro 6
 para obtener las coordenadas 
15 absolutas. Las coordenadas
 (xn, yn) en el instante actual son igual a las coordenadas 
en el instante anterior (xn_l, yn_i) mas la suma del desplazamiento realizado: 
Si r(n-1) < r(n) 
= Xn_ 
= yn 
sin(6) a 0 rn_ ,c ado r. 
cos (6).
 I 
 marca a rn 
Si r(n-1) > r(n) = x7, _ 1 — sin 




 Lma c ado r
 e a d o rn_ ,  
a  Lmrrdorn ' L- 1 
20 Las Figuras 5A-5B muestran el caso en que se ha determinado que existe un movimiento 
vertical del objetivo (10) y se detectan dos o mas marcadores (20, 20', 20") en la imagen 
(50) captada por la camara estereo (12). En este caso, se puede aplicar triangulacion,  
puesto que se dispone de mas de un marcador, de la distancia real (dim) entre marcadores 
(20, 20', 20"), del angulo de giro (6), del angulo de apertura (4) de la camara (12) y del 
25 numero de pixeles (AxB) de la imagen (50). Conociendo las coordenadas horizontales u de 
imagen de los marcadores (20, 20', 20"), se calcula, en pixeles, la distancia en pixeles q  
entre ellos, q = u2-ui, que en el mundo real es igual a d/m metros, siendo m el numero de 
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 marcadores. Por lo tanto los
 metros reales de distancia
 Lmarcador(n) que hay entre el
 objetivo 
(10) y uno de los
 marcadores, marcador
 (20), en el instante
 actual n es: 
r
 d (T ) = 
5 En las Figuras 4A-4B y 5A-5B, se
 representa el angulo cp que se refiere a
 la mitad del 
angulo de apertura (4) de la camara
 (12). 
Conocida la distancia at
 marcador y la distancia que habia en el instante anterior n- 1 , se 
calculan los metros recorridos
 como la diferencia entre ambos. A partir de ese valor y de la 
posicion anterior del usuario,
 coordenadas
 del objetivo (10) en el instante anterior
 (xn_i,
 yn-i), 
10 se pueden calcular sus
 nuevas coordenadas
 (xn,
 yn) en el instante actual: 
Si r(n-1) < r(n)
 x
 =
 sin(6) * IL marcadorn._1 Imercador 
= 1 cos ( a) 







 sin  
cos (ó ) 
ria, ca d c ado rj 
Lmare a do r  marcador, 
En este caso tam bien se puede usar visiOn estereo para obtener la profundidad a los 
marcadores. Pero es necesario aplicar correspondencias estereo, es decir, relacionar los 
15 marcadores de la imagen izquierda con sus equivalentes de la imagen derecha. Obtenidas 
las
 correspondencias, se puede aplicar geometria proyectiva, como en el caso de un Onico 
marcador para obtener la distancia real a cada marcador. 
Las Figuras 6A-6B muestran el caso en que se ha determinado que existe un movimiento 
20 horizontal del objetivo (10). 
La Figura 6A se refiere at caso en que solo se detecta un Onico marcador (20) en la imagen 
(61, 62). Se aplica un algoritmo que puede recordar al de geometria estereo, pero en este 
caso no se utilizan dos imagenes del mismo instante tomadas desde dos angulos diferentes, 
25 sino que se utilizaran dos imagenes de instantes contiguos y misma perspectiva: la imagen 
captada en el instante actual (61) y la capturada en un instante inmediatamente anterior 62). 
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 Asimismo, se cuenta
 con las coordenadas
 horizontales del marcador en el instante
 actual 
(un) y las
 que se obtuvieron del frame anterior
 (un_1), asi como la distancia anterior
 entre el 
marcador y el usuario (Lmarcador) y la
 distancia focal (focal length) de la camara (12), para 
calcular el
 desplazamiento (D) horizontal realizado por el
 usuario objetivo (10) segOn la 
5 siguiente expresiOn: 
lUn-1 n L 7,112 7' Ca a0 
o cal J e ng ht 
D =   
Una vez conocido el desplazamiento D, en metros,
 que ha realizado el usuario objetivo (10), 
10 se pueden obtener sus
 coordenadas reales, que dependen de su posicion en el instante 
anterior n-1 y del tipo de desplazamiento, izquierda o derecha, realizado: 
Si
 Un-i<
 Un = cos(6) 





 - cas(6) D 
= 
— D 
15 La Figura 6B se refiere al caso en que se detecta mas de un marcador (20, 20', 20") en la 
imagen. Se emplea una tecnica similar a la de triangulaciOn explicada en el caso de un 
movimiento vertical del usuario con una pluralidad de marcadores detectados, pero en este 
caso se usan dos
 imagenes (63, 64) capturadas por el mismo sensor de imagen de forma 
consecutiva en el tiempo, teniendo la imagen actual (63) y la imagen captada en el instante 
20 anterior (64). Conociendo la distancia real entre marcadores y los pixeles que hay entre 
ellos, p pixeles en el instante actual n y q pixeles en el instante anterior n-1, se puede 
extrapolar a la longitud que se ha desplazado el usuario. Para ello se requiere conocer, 
ademas de la distancia entre marcadores (dim), el angulo de giro (o) y las coordenadas de 
imagen (un_i) de los marcadores (20, 20', 20") en la imagen anterior (64). 
25 
D = co s ( 
d q
(6) d
 u i — u1 1 
1.  
m
 p m 1 u2 u 
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 Al igual que ocurria en el caso
 de un unico marcador, una vez
 conocido el desplazamiento D 
se pueden
 obtener las coordenadas reales del
 usuario objetivo (10): 
Si
 Un-l<
 Un = A n 
= -1 
— cos(5) 







— sirt ( 6 ) D 
5 
En este caso tambien se puede aplicar el caso anterior de un unico marcador detectado 
para obtener el desplazamiento (D) realizado por el usuario objetivo (10). Es decir, a partir 
de las coordenadas del mismo marcador en dos imagenes contiguas, despreciando el resto 
de los marcadores detectados, y con la distancia anterior entre el marcador y el usuario, 
10 calcular el desplazamiento D. 




1. Metodo para la localizacion espacial de un objetivo (10) usando at menos un marcador 
(20) luminoso identificable en el entomb de utilizaciOn de
 referencia, que en un instante de 
5 tiempo i
 calcula unas coordenadas (x,, y,) del
 objetivo (10), caracterizado por que 
corn
 prende: 
- capturar mediante una
 camara estereo (12) una primera trama de imagen
 en un instante 
de tiempo actual y una segunda
 trama de imagen en un instante de tiempo
 anterior, 
detectando en la primera
 y segunda trama de imagen al
 menos un marcador (20); 
10 - obtener un radio
 en un instante de tiempo actual y un radio en
 el instante de tiempo 
anterior del, at menos un, marcador (20)




 un angulo de giro del objetivo (10) mediante un
 dispositivo de medida de angulos 
(13) en el instante de tiempo actual y en el instante de
 tiempo anterior; 
15 - Si el angulo de giro en el
 instante de tiempo actual y el angulo de giro en el instante
 de 
tiempo anterior son distintos, calcular las coordenadas (xn, yn) del objetivo (10) en el instante 
actual igualandolas a las
 coordenadas
 (xn_i, yn_i) del objetivo (10) en el instante anterior; 
- si la primera trama de imagen y la segunda trama de imagen son
 iguales, calcular las 
coordenadas (xn, yn) del objetivo
 (10) en el instante actual igualandolas a las coordenadas 
20
 (xn-1, yn-l) del objetivo (10) en el instante anterior; 
-
 si no, comparar los radios en el instante de tiempo actual y en el instante de
 tiempo 
anterior del, al menos un, marcador (20) detectado y: 
- si los radios
 son iguales y hay mas de un marcador (20, 20', 20") detectado, las 
coordenadas (xn, yn) del objetivo (10) en el instante actual se obtienen mediante 
25 triangulacion
 usando la primera trama de imagen y la segunda trama de
 imagen; 
- Si los radios son distintos y hay mas de un marcador (20, 20', 20") detectado, las 
coordenadas (xn, yn) del objetivo (10) en el instante actual se obtienen mediante 
triangulacion usando una sola trama de imagen que es la primera trama de imagen; 
- Si los radios son distintos y hay un Onico marcador (20) detectado, las coordenadas 
30 (xn, yn) del objetivo (10) en el instante actual se obtienen mediante geometria estereo; 
- Si los radios son iguales y hay un Onico marcador (20) detectado, las coordenadas 
(xn, yn) del objetivo (10) en el instante actual se obtienen calculando unas coordenadas de 
imagen del marcador (20) en el instante de tiempo actual en la primera trama de imagen y 
unas coordenadas de imagen del marcador (20) obtenidas en el instante de tiempo anterior 
35 en la segunda trama de imagen. 





2. Metodo de localizacion espacial, de acuerdo con la reivindicacion 1,
 caracterizado por que 
usa
 un marcador (20) luminoso que comprende una fuente de luz (21) y una superficie de 
contraste (22). 
3. Metodo
 de localizacion espacial, de acuerdo con la
 reivindicacion 2, caracterizado por que 
usa un marcador (20) luminoso que
 comprende una fuente de luz (21) que es un diodo LED. 
4. Metodo de
 localizacion espacial, de acuerdo con la
 reivindicacion 1, caracterizado por 
10 que, silos radios son iguales y hay mas de un
 marcador (20, 20', 20") detectado, obtener las 
coordenadas
 (xn, yn) del objetivo (10) en el instante actual comprende: 
-
 para cada marcador (20, 20', 20"), obtener en la primera trama de
 imagen unas 
coordenadas horizontales un de imagen en el
 instante de tiempo actual y en la segunda 
trama de imagen obtener unas
 coordenadas horizontales un_i de imagen en el instante de 
15 tiempo anterior; 
- medir un desplazamiento D de cada marcador (20, 20', 20") mediante la expresion: 




p m 1/t2n I 
donde p es un nCimero de pixeles en el instante actual n y q es un numero de pixeles 
en el instante anterior n-1, m es un numero total de marcadores, dim es una distancia real 
20 entre marcadores (20, 20', 20") y 6
 es el angulo de giro del objetivo (10) obtenido; 
- calcular las coordenadas






 A-1  






 Un = cas( 6) 
— sin (s) D 
25 5. Metodo de localizaciOn espacial, de acuerdo con la reivindicacion 1, caracterizado par 
que, s i los radios son iguales y hay un Cinico marcador (20) detectado, obtener las 
coordenadas (xn, yn) del objetivo (10) en el instante actual comprende: 
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 - para el marcador (20) obtener en la primera trama de imagen unas coordenadas 
horizontales Lin de imagen en el instante de tiempo actual y en la segunda trama de imagen 
obtener unas coordenadas horizontales un_i de imagen en el instante de tiempo anterior; 
- medir un desplazamiento D del objetivo (10) mediante la
 expresion: 
a cad o v 114 72- 1 — 
D = 
5 
focal Je righ t 
donde la camara (12)
 tiene una distancia focal focal length y Lmarcadorn_i es una 
distancia entre el marcador (20) y el objetivo (10) medida en el instante de tiempo anterior, 
- calcular las coordenadas




 Un — cos(S ) D 






Yn-1 s (5) * D 
10 
6. Metodo de localizacion espacial, de acuerdo con la reivindicaciOn 1, caracterizado por 
que, silos radios, que son el radio en el instante actual r(n) y el radio en el instante anterior 
r(n-1), son distintos y hay mas de un marcador (20, 20', 20") detectado, obtener las 
15
 coordenadas
 (xn, yn) del objetivo (10) en el instante actual comprende: 
- obtener en la primera trama de imagen unas primeras coordenadas horizontales ui de 
imagen de un primer marcador (20, 20', 20") y unas segundas coordenadas horizontales u2 
de imagen de un segundo marcador (20') 
- medir en el instante de tiempo actual una distancia Lmarcadorn entre el objetivo (10) y el 
20 primer marcador (20) mediante la expresi6n: 
na rca do r (n) = 




tg ( 2 yo 
_ u1 1) 
donde la camara (12) tiene un angulo de apertura 2(p, AxB es un numero de pixeles 
de imagen bidimensional en el instante actual, m es un nUmero total de marcadores, d/m es 
una distancia real entre los marcadores (20, 20') y 6 es el angulo de giro del objetivo (10) 
25 obtenido; 
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 - obtener una distancia
 Lmarcadorn_i medida en el instante de tiempo anterior entre el 
objetivo (10) y el primer
 marcador (20); 
- calcular las coordenadas (xn, yn) del objetivo (10) en el instante actual mediante la 
ecuacion: 
Si r(n-1) < r(n) x 2 1 sin(6) 
Yr! = Yn - 1. co s (8) 
marcado 
.a rc ado r,_ , mart:a rd o r, ' 
Si r(n-1) > r(n) 
= 6*) 
mareadar, I a a 
. r.2 7 c a d o rn_ , ma rr a idar 
5 
7 .
 Metodo de localizaciOn espacial, de acuerdo con la
 reivindicaciOn 1, caracterizado par 
que, silos radios, que son el radio en
 el instante actual r(n) y el radio en el instante anterior 
r(n-1), son distintos
 y hay un Onico marcador (20) detectado, obtener las
 coordenadas (xn, 
10 yn) del objetivo (10) en el
 instante actual comprende: 
- obtener unas coordenadas del marcador (20)
 rectificadas uL y uR respectivamente en una 
componente de imagen izquierda (41) y una
 componente de imagen derecha (42) captadas 
por la camara estereo (12), una disparidad binocular 
- medir en el instante de tiempo actual una
 distancia Lmarcadorn entre el objetivo (10) y el 
15 marcador (20) mediante la expresion: 
L mare tador(9) 
UL — UR 
E f 
donde la camara estereo (12) tiene una disparidad binocular igual a Lk - uR,, una 
distancia de referencia B y una distancia focal f; 
-
 obtener una distancia Lmarcadorn_i medida en el instante de tiempo anterior entre el 
20 objetivo (10) y el marcador (20); 
- calcular las coordenadas (xn, yn) del objetivo (10) en el instante actual mediante la 
ecuacion, donde 6
 es el angulo de giro del objetivo (10) obtenido en el instante actual: 
Si r(n-1) < r(n) 
= sin(S)
 
Lmarca d a rr,_ :.  L a rc a c rn I 
= cos(5) ILmar,ador — Lria r d 
n- ca 
or, 
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 I L rnarc a do r,-,_ . 
= cos (ö) - 
, - mar cad fo r,_ , 
rcadorm I 
,..rcadorn 
8.- Sistema de localizaciOn espacial de un objetivo (10) en un entorno (11) tridimensional 
que comprende at menos un marcador (20) luminoso de referencia y un procesador digital 
5 de senates (14) para calcular unas coordenadas (x„ y,) del objetivo (10) en un instante de 
tiempo i, caracterizado por que cornprende: 
- una camara estereo (12) para capturar una primera trama de imagen en un instante de 
tiempo actual y una segunda trama de imagen
 en un instante de tiempo anterior; 
- un dispositivo de medida de
 angulos (13) para obtener un angulo de giro del objetivo (10) 
10 en el instante de
 tiempo actual y en el instante de tiempo anterior; 
- el procesador de senates (14) con acceso a una memoria (15) que almacena un radio en 
un instante de tiempo actual y en un radio en el instante de tiempo anterior del, at menos un, 
marcador (20) detectado en la primera trama de imagen y segunda trama de imagen; el 
procesador de senales (14) configurado para: 
15 - Si el angulo de giro en el instante de tiempo actual y el angulo de giro en el 
instante de tiempo anterior son distintos, calcular las coordenadas (xn, yn) del objetivo 
(10) en el instante actual igualandolas a las coordenadas
 yn_i) del objetivo (10) 
en el instante anterior; 
- Si la primera trama de imagen y la segunda trama de imagen son iguales, 
20 calcular las coordenadas (xn, yn) del objetivo (10) en el instante actual igualandolas a 
las coordenadas
 yn_i) del objetivo (10) en el instante anterior; 
- Si no, comparar los radios en el instante de tiempo actual y en el instante de 
tiempo anterior del, at menos un, marcador (20) detectado y: 
- si los radios son iguales y hay mas de un marcador (20, 20', 20") 
25 detectado, calcular las coordenadas (xn, yn) del objetivo (10) en el instante actual 
mediante triangulacion usando la primera trama de imagen y la segunda trama de 
imagen; 
- Si los radios son distintos y hay mas de un marcador (20, 20', 20") detectado, 
calcular las coordenadas (xn, yn) del objetivo (10) en el instante actual mediante 
30 triangulacion usando una sola trama de imagen que es la primera trama de imagen; 





- Si los radios son distintos y hay un Calico marcador (20) detectado, calcular 
las coordenadas
 (xn, yn) del objetivo (10) en el instante actual mediante geometria 
estereo; 
- Si los radios son iguales y hay un imico marcador (20) detectado, calcular las 
coordenadas (xn, yn) del objetivo (10) en el instante actual usando unas coordenadas 
de imagen del marcador (20) en el instante de tiempo actual en la primera trama de 
imagen y unas coordenadas de imagen del marcador (20) obtenidas en el instante de 
tiempo anterior en la segunda trama de imagen. 
10 9.- Sistema de localizacion espacial de acuerdo con la reivindicacion 8, caracterizado por 
que el marcador (20) luminoso comprende una fuente de luz (21) que es un diodo LED. 
10.- Sistema de localizacion espacial de acuerdo con cualquiera de las reivindicaciones 8-9, 
caracterizado por que el marcador (20) luminoso que incluye una superficie de contraste 
15
 (22) 
11.- Sistema de localizacion espacial de acuerdo con cualquiera de las reivindicaciones 8- 
10, caracterizado por que el entorno (11) es interior. 
20 12.- Sistema de localizacion espacial de acuerdo con cualquiera de las reivindicaciones 8- 
10, caracterizado por que el entorno (11) es exterior. 
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Se considera que la solicitud cumple con el requisito de aplicación industrial. Este requisito fue evaluado durante la fase de 
examen formal y técnico de la solicitud (Artículo 31.2 Ley 11/1986). 
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1. Documentos considerados.- 
 
A continuación se relacionan los documentos pertenecientes al estado de la técnica tomados en consideración para la 
realización de esta opinión. 
 
Documento Número Publicación o Identificación Fecha Publicación 
D01 US 7231063 B2 (NAIMARK et al.) 12.06.2007 
D02 US 8761439 B1 (KUMAR RAKESH et al.) 24.06.2014 
D03 EP 1501051  A2 (CANON KK) 26.01.2005 
D04 US 2010045701 A1 (SCOTT KATHERINE et al.) 25.02.2010 
D05 YOU S et al. Fusion of vision and gyro tracking for robust 
augmented reality registration. PROCEEDINGS IEEE 2001 
VIRTUAL REALITY. (VR). YOKOHAMA, JAPAN, MARZO 13-17, 
2001; [PROCEEDINGS IEEE VIRTUAL REALITY.(VR)], 
20010101 LOS ALAMITOS, CA, IEEE COMP. SOC, US 
01.01.2001 VOL: Págs: 71-78 ISBN 978-0-7695-0948-8;  
ISBN 0-7695-0948-7 Doi: doi:10.1109/VR.2001.913772 
TAKEMURA H; KIYOKAWA K (EDS). Todo el documento. 
01.01.2001 
D06 ABABSA F et al. A robust circular fiducial detection technique and 
real-time 3D camera tracking. Journal of Multimedia Oct. 2008 
Academy Publisher Finland (10.2008) VOL: 3 No: 4 Págs: 34-41 
ISSN 1796-2048 (print). Todo el documento. 
30.09.2008 
D07 VOGT S et al. Single camera tracking of marker clusters: 
multiparameter cluster optimization and experimental verification. 
Proceedings of the IEEE and ACM International Symposium on 
Mixed and Augmented Reality 2002 IEEE Comput. Soc.  
Los Alamitos, CA, USA (2002) VOL: Págs: 127-136  
ISBN 0-7695-1781-1 Doi: doi:10.1109/ISMAR.2002.1115082. 
Todo el documento. 
30.11.2001 
 
2. Declaración motivada según los artículos 29.6 y 29.7 del Reglamento de ejecución de la Ley 11/1986, de 20 de 
marzo, de Patentes sobre la novedad y la actividad inventiva; citas y explicaciones en apoyo de esta declaración 
 
Todos los documentos citados D01 a D05 muestran sistemas de localización espacial de un objetivo. En todos los casos el 
sistema dispone de una cámara ubicada en el elemento móvil, un elemento de medida inercial y marcadores artificiales 
distribuidos por el entorno para ser detectados en las imágenes capturadas por la cámara utilizando los medios de 
procesamiento de señal apropiados (D01 (figura 1; columna 4, línea 55 - columna 6, línea 26); D02 (columna 3, líneas 5 - 
32); D03 (figura 1; párrafos 0025 - 0034); D04 (figura 1; párrafo 0022); D05 (apartado 5. System) En todos ellos se utiliza un 
modelo en el que se combina información procedente de los sistemas de visión e información procedente de los sensores 
(p.ej., rotación). D06 y D07 únicamente analizan información de visión y se citan por trabajar específicamente con 
marcadores circulares. Ninguna de los documentos muestra las características definidas en las reivindicaciones 1 de 
procedimiento y 8 de sistema.  
 
A diferencia de la solicitud en estudio, en varios de los documentos los marcadores están diferenciados y/o codificados 
previamente y su localización es conocida (D01 (columna 5, líneas 23-32; columna 6, líneas 20-26); D02 (columna 3, líneas 
5-32); D03 (párrafo 0035); D04 (párrafos 0023-0024); D05 (apartado 5.1 Fiducial system). 
 
Aunque algún documento particulariza que la forma geométrica de los marcadores es circular (D01 (columna 6, líneas 27-
44); D06 (apartado III. Circular fiducial detection); D07 (apartado 3.1 Marker Cluster Design) su único fin es conseguir una 
mejor detección de los marcadores. Los documentos no calculan el radio de los marcadores visibles en la imagen para 
poder detectar casos particulares de movimiento tal y como como se realiza en las reivindicaciones 1 y 8. 
 
Las informaciones de rotación y visión adquiridas son usadas de distintas formas según el documento. En D01 (columna 5, 
líneas 33-46) el sensor inercial se utiliza para estimar el movimiento y las imágenes únicamente para realizar pequeñas 
correcciones a dicha estimación. D02 (columna 1, líneas 40 - 49) indica de forma expresa que todavía no está claro cómo se 
pueden combinar de ambos tipos de informaciones (visual e inercial) y en la mayoría de los casos la inercial únicamente se 
utiliza de respaldo. D02 (columna 4, línea 40 - columna 5, línea 38) Tampoco combina ambas informaciones en la forma 
realizada en las reivindicaciones 1 y 8. D03 (párrafos 0038 - 0083) combina ambas informaciones en las secuencias de 
imágenes adquiridas pero para su procesamiento no se requiere una geometría específica para los marcadores (no son 
circulares) que permitan detectar información concreta (radios) en las imágenes de forma que pueda ser usada en el análisis 
y combinación de las distintas informaciones. D04 (párrafo 0056) la cámara ya incorpora la capacidad de determinar la 
posición absoluta sin necesidad de combinar la información y en el caso de utilizar la información de los marcadores no 
necesita ningún conocimiento de la geometría captada en las imágenes ya que su posición es previamente conocida. D05 
(apartado 4.3 Fusion filter) combina la información disponible pero no analiza características particulares de los marcadores 
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De ninguno de los documentos citados ni de combinaciones entre ellos puede derivarse un procedimiento como el indicado 
en la reivindicación 1 ni un sistema que realice las funciones definidas en la reivindicación 8. Ninguno de los documentos 
citados analiza la información de visión únicamente si no se ha detectado giro entre instantes sucesivos, ni decide analizar 
imágenes sucesivas o la misma imagen tomada con distintas perspectivas en función del número de marcadores y 
características geométricas de los mismos (radios) detectados en la imagen actual. 
 
Las reivindicaciones 1 y 8 cumplen los requisitos de novedad y actividad inventiva según los artículos 6 y 8 de la Ley de 
Patentes. 
 
De igual forma, las reivindicaciones dependientes 2 a 7 y 9 a 12 cumplen los requisitos de novedad y actividad inventiva 
según los artículos 6 y 8 de la Ley de Patentes. 
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