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Abstract-Inverse iteration and Newton’s method for the eigenvalue problem are related to best 
approximations from a subspace. This leads naturally to a Galerkin like method which generalizes 
Newton’s method as applied to the eigenvalue problem. 
It is well-known that Newton’s method for the solution of the eigenvalue problem 
(A - X)u = 0, zu - 1 = 0 (I) 
is inverse iteration in disguise-see, for example, [l]. H ere, we show how these two methods are 
also related to best approximations from a subspace. This new interpretation admits a novel 
generalization of Newton’s method applied to (1). 
Given a subspace S and its associated orthogonal projection P, the best approximation to 
the eigenvector u is Pu (though Pu may not be the best possible computable approximation- 
see [2]). Suppose p is an arbitrary approximation to the eigenvalue X, and that the eigenvalue 
problem is rewritten as 
(A - pI)u = (X - p)Pu + (A - p)(I - P)u. (2) 
As in Newton’s method, equation (2) can be approximated by ignoring the higher order term 
(X - p)(I - P)u. The problem now is to solve for ji,, i in 
(A - pI)i = (/I - p)Pi. (3) 
An equivalent formulation is to solve for z = Pi in 
(4) 
Remember, though, that i is not necessarily contained in S. Two different aspects of the same 
problem are emphasized in (3) and (4), namely, inverse iteration as a refinement procedure in (3), 
and Galerkin’s method in (4). 
We now examine the role of the scalars I; and p, and to do this, we will need the Rayleigh 
quotient defined by p(x) = (Az,z)/(z,z). S ince X = P(U), it would seem appropriate to ensure 
b = p(Z) in (3). However, taking the inner product of (3) with i gives 
(P(i) - PI llil12 = (fi - PI l1412. 
This, together with the fact that ]]z]]~ = (i, z), implies b = ~(5) iff z (or equivalently, i) is an 
eigenvector of A. So, in general, we cannot make the “ideal” approximation I; = p(i). This should 
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be contrasted with the usual Galerkin method PAZ = ~2, for which 0 = P(Z) and P(A-a)~ = 0. 
The orthogonal residual condition P(A - b)i = 0 remains valid for (3). 
The situation concerning p is different: the constraint p = p(PS) is not only natural, but also 
has the advantage that, when A is normal, 
(A - P(PU))(l- Vu = 0( ll(I - +113)7 
which follows from X -I = 0( I[(1 - +]I2 (see [2]). Th e end result is that i is a third order 
approximation to U, whereas, in general, (X - p)(I - P)u is only a second order term. 
The hybrid inverse iteration/Galerkin method (3), (4) can be solved for the special case S = 
span(z), X~Z = 1, P = ~2~. In this case, Newton’s iteration is recovered: letting z = z and 
noting Pi = z, we have 
1 
ii - p = 
G-(A - p)-‘x’ 
while 
5 = (fi - p)(A - p)-‘z. 
It is straightforward to check that fi and i are exactly the result of one step of Newton’s method 
applied to the system (1) starting from (2,~). 
A more interesting situation occurs when S is more than one-dimensional and, in particular, 
when it is the Krylov subspace spanned by {x, Ax,. . . , Amz}. These higher dimension problems 
then give an interesting generalization of Newton’s method applied to (1). We also note that, 
in the same way that the Lanczos algorithm is an efficient implementation of Galerkin’s method 
applied to successive Krylov subspaces, there should also be a Lanczos-like algorithm which can 
deal with the hybrid method (3),(4), together with the constraint IL = p(Z), when applied to 
successive Krylov subspaces. These ideas are examined in [3]. 
REFERENCES 
1. G. Peters nnd .J.H. Wilkinson, Inverse iteration, ill-conditioned equations and Newton’s method. SIAn 
Rev. 21, 339-360 (1979). 
2. R.N. Parlett, The Symmetric Ezgenvalue Problem, Prentice-Hall, Englewood Cliffs, NJ, (1980). 
3. C.T. Lenxd, Ilybrid projection nnd inverse iterntion methods for eigenvalue problems, (in prepration). 
