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Abstract
The thesis is divided into two parts. In the first part the low-energy limit of quantum gravity is
analysed, whereas in the second we deal with the high-energy domain.
In the first part, by applying the effective field theory point of view to the quantization of general
relativity, detectable, though tiny, quantum effects in the position of Newtonian Lagrangian points
of the Earth-Moon system are found. In order to make more realistic the quantum corrected model
proposed, the full three-body problem where the Earth and the Moon interact with a generic
massive body and the restricted four-body problem involving the perturbative effects produced by
the gravitational presence of the Sun in the Earth-Moon system are also studied. After that, a new
quantum theory having general relativity as its classical counterpart is analysed. By exploiting
this framework, an innovative interesting prediction involving the position of Lagrangian points
within the context of general relativity is described. Furthermore, the new pattern provides
quantum corrections to the relativistic coordinates of Earth-Moon libration points of the order of
few millimetres.
The second part of the thesis deals with the Riemannian curvature characterizing the boosted
form assumed by the Schwarzschild-de Sitter metric. The analysis of the Kretschmann invariant
and the geodesic equation shows that the spacetime possesses a “scalar curvature singularity”
within a 3-sphere and that it is possible to define what we here call “boosted horizon”, a sort
of elastic wall where all particles are surprisingly pushed away, suggesting that such “boosted
geometries” are ruled by a sort of “antigravity effect”. Eventually, the equivalence with the
coordinate shift method is invoked in order to demonstrate that all δ2 terms appearing in the
Riemann curvature tensor give vanishing contribution in distributional sense.
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Introduction
The title of this thesis has been chosen for a specific reason. The manuscript is indeed divided
into two parts. In the first part we will present the low-energy limit of the quantum theory
of gravitation by employing the tools of effective field theories, whereas in the second we will
outline its high-energy domain through the description of the boosting procedure involving an
exact solution of Einstein field equations.
The first reaction of Einstein to the birth of quantum mechanics was undoubtedly not positive,
although his far-reaching ideas concerning the phenomena of emission and transformation of light
developed in the renowned paper of 1905 “On a heuristic point of view about the creation and
conversion of light” (ideas that, for example, were able to provide a correct interpretation of all
phenomenology underlying the photoelectric effect) led to the concept of energy quanta, laying
the basis of the so-called “quantum revolution” in physics. Celebrated are indeed the Bohr-
Einstein debates of the beginning of last century and the statement Einstein wrote in 1926 in a
letter to Max Born: “I, at any rate, am convinced that He (God) does not throw dice”. This
witnesses how the probabilistic interpretation underlying the new quantum framework was totally
rejected by the German physicist. Nowadays, having passed about one hundred years from these
renowned events, I somehow consider Einstein as prophetic. In fact, general relativity stubbornly
resists any attempts to provide it with a quantum description. Moreover, it is widely accepted
that all the known interactions of nature must be part of a unified theory. Electromagnetic and
weak interactions have received a unified description through the Weinberg-Glashow-Salam model,
whereas the inclusion of the strong interaction, as described by quantum chromodynamics, into a
wider gauge theory has led to the so-called model of grand unified theories. The odd one out in
this unification is gravity. In fact, the lack of a quantum pattern involving the gravitational field
makes gravity stand apart from the other three forces of nature. The quantization of Einstein
theory has been pursued with great vigour over the last sixty years, but a completely satisfactory
quantum description of gravitational field remains elusive. Nevertheless, the major contenders for
a quantum theory of gravitation are string theory and loop quantum gravity. String theory is a
theoretical framework which solves in an elegant and efficient way the divergence issues arising in
Einstein theory, since it demands that point-like particles are replaced by one-dimensional objects
called strings. On the other hand, the picture of a granular space as formed by finite loops
employed within loop quantum gravity has led to a well defined version of the Wheeler-DeWitt
equation and consequently to the possibility of performing explicit computations, which however
turn out to be quite distant from being testable.
In the absence of a viable theory of quantum gravity, is it possible to describe some effects
involving the gravitational field at quantum level? The answer is surely affirmative. First of all, a
semi-classical approximation can provide some valuable information about quantum gravity. This
procedure does not represent a novel feature in theoretical physics. As an example, consider the
pattern undertaken in the early days of quantum field theory involving a classical electromag-
netic field interacting with quantized matter. All phenomena revealed within this approach were
afterwards proved to be in accordance with the outcomes of the full theory of quantum electrody-
namics. The same hybrid scheme can be adopted also in the case of Einstein theory. The regime
xi
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where the gravitational field is retained as a classical background, while matter fields are quan-
tized in the usual way, gives rise to the so-called quantum field theory in curved spaces. The most
notable effect resulting from such a scheme is represented by the thermal radiation of black holes,
known as Hawking radiation, which represents an example of a quantized electromagnetic field
evolving in Schwarzschild background. The Hawking effect is somehow fundamental, since it has
been re-derived in a number of ways, strongly reinforcing its credibility. Therefore, despite being
a semi-classical result, we expect that it will represent an unavoidable feature of the unknown
theory of quantum gravity.
Another possible approach is represented by the application of the effective field theory point
of view to the quantization of general relativity. Once again, this does not represent something
new in the pattern of quantum field theory. In fact, the idea that the non-renormalizability, in
the traditional sense, of a field theory prevents us from obtaining useful quantum predictions has
been clearly demonstrated to be wrong within the context of chiral perturbation theory. Thence,
the same effective field theory approach can be applied to general relativity in order to overcome
its bad ultraviolet behaviour. In fact, by employing such a tool the troublesome singularities
occurring in the traditional renormalization scheme of gravity can be easily absorbed into the
phenomenological constants characterizing the full action of the theory. In this way, the resulting
effective theory is finite and contains no singularities at any finite order of the loop expansion. Of
course, treating general relativity as an effective field theory amounts to introduce a never ending
set of additional higher-derivative couplings into the full Lagrangian. Then, within this framework
general relativity represents only the minimal theory, whereas additional terms are related to its
high-energy component. However, the low-energy domain turns out to be independent of the new
couplings and hence it represents a true model-independent result of quantum gravity.
The low-energy regime of quantum Einstein theory, analysed in the first part of this thesis, is
intimately connected with its massless modes. We will see that the propagation of such massless
particles in Feynman diagrams gives non-analytic contribution to the S matrix. These non-analytic
effects are long-ranged and, in the low-energy limit of the effective theory, dominate over the
analytic contributions arising from massive degrees of freedom. Typical non-analytic terms are of
type 1/
√
−q2 and log q2, while analytic contributions are powers series in q.
By exploiting the above-mentioned set-up along with the background field quantization scheme,
it is possible to derive the leading (i.e., one-loop) quantum corrections to the Newtonian potential.
These result entirely from the Einstein-Hilbert sector of the full Lagrangian of gravity, which rep-
resents the lowest-order part of the theory. Depending on the definition adopted and consequently
on the physical processes analysed, three different kinds of quantum corrected potential can be
obtained: one-particle reducible, scattering, and bound-states potential. In the first case in fact
nothing but the one-particle reducible part of the scattering amplitude is taken into account (i.e.,
vertex corrections and vacuum polarization diagrams are the only diagrams employed), whereas
in the second the full set of Feynman diagrams constituting the scattering matrix are analysed.
Finally, the third option can be derived by subtracting off the second-order Born approximation
used in bound-state quantum mechanics from the definition of scattering potential.
I have supposed that it is possible to apply the framework outlined above also to the description
of the three-body problem of celestial mechanics. The second chapter of this thesis is indeed
dedicated to the restricted three-body problem consisting of the Earth and the Moon as the
primaries. Not only has this problem fulfilled an important role in the historical development of
celestial mechanics and classical dynamics, but it has also found important applications to modern
physics. For example, it has been recently discovered, by analytic and numerical methods, that
there exist stable, although non-stationary, quantum states of electrons moving on circular orbits
xii
that are trapped in an effective potential well made of the Coulomb potential and the rotating
electric field produced by a strong circularly polarized electromagnetic wave.
The characterization of the restricted three-body problem follows the hybrid/semi-classical
scheme described above. In fact, the gravitational interaction involving the two primaries is
entirely described by employing the classical tools of Newtonian theory, whereas the motion of
the planetoid, which is supposed to move in the known (background) gravitational field produced
by the Earth and the Moon, is ruled by the quantum corrections resulting from the analysis of
Feynman diagrams within the effective field theory approach. In the theory of gravitation, the
indisputable smallness of classical and quantum corrections to the Newtonian potential had always
discouraged the investigation of their role in the restricted three-body problem. On the contrary,
within this theoretical model, tiny but non-negligible effects involving Lagrangian points are pre-
dicted. In fact, the positions of non-collinear Lagrangian points, related to a pair of fifth degree
algebraic equations, are slightly modified, so that the planetoid is no longer at equal distance
from the two bodies of large mass in the configuration of stable equilibrium, unlike in the classical
Newtonian case where an equilateral triangle picture exists. Furthermore, the position of collinear
Lagrangian points is described in terms of an algebraic ninth degree equation. Both for collinear
and non-collinear libration points quantum corrections to the corresponding classical values turn
out to be of the order of few millimetres. This represents a striking result since these predictions
can be tested with the help of modern Satellite/Lunar Laser Ranging techniques. In other words,
the theoretical model developed in the first part of this thesis is able to provide testable low-energy
quantum gravity effects in the Earth-Moon system.
In order to make more realistic the theoretical framework proposed in this manuscript, in the
third chapter more detailed models of Newtonian theory are accounted for: the full three-body
problem involving, like before, the Earth and the Moon and the restricted four-body problem,
which makes it possible to consider also the perturbative effects due to the gravitational presence
of the Sun in the Earth-Moon system. In the context of the full problem of three bodies, Poincare´
theorem regarding periodic solutions is invoked to show that, even at quantum level, there may
exist periodic orbits. We will see that for this purpose a fundamental role is played by the extreme
smallness of Planck length. Furthermore, a scheme involving the repeated application of a 2 × 2
matrix of first-order linear differential operators for the resolution of the quantum corrected version
of variational equations is proposed. Within the context of the restricted four-body problem, I will
explain how the effective field theory pattern is able to reproduce the classical results involving
the motion of a spacecraft in the vicinity of the Earth-Moon (triangular) Lagrangian points L4
or L5. In particular, it is shown that the gravitational presence of the Sun spoils the equilibrium
condition at L4 and L5, in the sense that a vehicle initially placed at these libration points will
not remain near them but it will escape in about two years. Thus, L4 and L5 can be considered as
“stable” equilibrium points in a somewhat weak sense, i.e., only during the length of experimental
observations. I will also evaluate the impulse required to cancel out the perturbing force due to
the Sun in order to force the spacecraft to stay precisely at L4 or L5. It turns out that this value
is slightly modified with respect to the corresponding Newtonian one.
In the fourth chapter I set up a scheme where the theory which is quantum corrected has
as its classical counterpart the Einstein theory, instead of the Newtonian one. In other words,
we will deal with a theory involving quantum corrections to Einstein gravity, rather than to
Newtonian gravity. By virtue of the effective-gravity correction to the long-distance form of the
potential among two point masses, all terms involving the ratio between the gravitational radius
of the primary and its separation from the planetoid get modified. Within this framework, both
relativistic and quantum corrections involving the coordinates of all Lagrangian points are once
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again of the order of few millimetres. Moreover, the new pattern will also allow me to show
that, among all quantum coefficients occurring in the long-distance corrections to the Newtonian
potential, the most suitable ones to describe the gravitational interactions involving (at least)
three bodies in celestial mechanics are those connected to the bound-states potential.
As was pointed out before, the second part of this thesis is dedicated to the high-energy limit
of quantum gravity. Here the subject of gravitational waves comes into play. Similarly to what
happens when one goes from Coulomb theory of electrostatics to Maxwell’s electromagnetism,
when we pass from Newtonian gravitation to Einstein picture the gravitational field becomes a
dynamical entity: small ripples rolling across spacetime exist, i.e., gravitational waves. Gravita-
tional waves were predicted by Einstein a century ago, in 1915, but the first indirect proof of their
existence was only achieved by Hulse and Taylor nearly sixty years later, with the discovery in
1974 of the binary system “PSR 1913+16”. After that, the scientific community has waited for
further forty years until gravitational waves were finally observed by the two LIGO detectors in
United States and by Virgo team, marking a discovery which represents a milestone in the history
of physics and the beginning of a new era both in astrophysics and in cosmology.
Two years before figuring out the final form of gravitational field equations, during a lecture held
in Vienna in 1913 Einstein pointed out that in the linearised regime it is quite simple to prove that
the action of gravitation is propagated in his theory at the speed of light, but meanwhile stuffs
would have become far more complicated in the full theory, since it is governed by non-linear
equations. Once again, Einstein was prophetic. By adopting a local point of view, it is indeed
possible to describe small-scale ripples in the spacetime curvature propagating at the speed of
light throughout the universe. Moreover, ignoring their interaction with the large-scale curvature
of spacetime and their non-linear interaction with each other turns out to be conceivable within
the linear domain. In this regime one can thus pretend that waves evolve in a flat Minkowski
background and a wave equation catching their features arises quite simply. Globally this picture
is no longer valid. In the real universe curvature is produced not only by gravitational waves,
but also (and more importantly) by the material content of universe itself, such as galaxies, stars,
planets, and so forth. The interaction with large-scale curvature fulfils now a significant role. As a
gravitational wave propagates, its wave fronts can change shape (refraction effects), its wavelength
varies (gravitational redshift), and it backscatters off the curvatures encountered during its path
to some extent.
Something similar is described in the last chapter of this thesis, where I deal with the gravita-
tional shock-wave produced by a zero rest mass point particle moving at the speed of light. The
formal method that, starting from a known exact solution of Einstein field equation, allows us to
delineate such a geometry is known in the literature as boosting procedure. This process might be
interpreted in an equivalent way as a pattern describing new exact solutions of general relativity
equations. Gravitational shock-waves represent an example of impulsive wave, being characterized
by the presence of distributional Dirac-delta-like singularities. Aichelburg and Sexl solution, for
example, is an asymmetric plane-fronted wave evolving in Minkowski background, whereas the
case I will handle with in this manuscript, which was first considered by Hotta and Tanaka in
1993, turns out to be a symmetric spherical wave in de Sitter background, i.e., a space having a
non-vanishing cosmological constant and hence a non-zero (constant) curvature. Aichelburg and
Sexl derived their framework by Lorentz-boosting to the speed of light a Schwarzschild solution,
on the other hand the Hotta and Tanaka solution can be achieved by boosting through the de
Sitter group transformations a Schwarzschild-de Sitter black hole.
An equivalent technique to describe “boosting geometries” is the so-called coordinate shift
method, developed by Dray and ’t Hooft. This approach is equivalent to the scissors-and-paste
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method introduced by Penrose in the sixties and it clearly shows how the background geometry
can affect the shock-wave during its evolution. In particular, refraction effects and discontinuity
phenomena occur to geodesics crossing the shock-wave.
It should now be clear that high-energy processes are intimately connected with such field
configurations, since the velocities of particles involved approach the speed of light. Furthermore,
these techniques have a lot of implications at quantum level: the Hotta and Tanaka solution is
related to divergence issues occurring in graviton propagation in de Sitter space; the shock-wave
geometry evolving in Schwarzschild background, described by Dray and ’t Hooft, is connected
to back-reaction and self-interaction involving Hawking particles crossing the event horizon of
a black hole. For these reasons the second part of this thesis is meant to be dedicated to the
high-energy domain of quantum gravity. The key point of the last chapter is represented by the
Riemannian curvature of boosted Schwarzschild-de Sitter spacetime, with a particular attention
to the ultrarelativistic regime. The most important features of such a “boosting geometry” is
represented by a singularity 3-sphere where the Kretschmann invariant is not defined and by the
presence of a sort of elastic wall, surrounding the above-mentioned 3-sphere, where all geodesics
are pushed away, despite maintaining their completeness condition. I will call this elastic barrier
“boosted horizon”. Hence, it seems that the boosted Schwarzschild-de Sitter spacetime is ruled by
a sort of antigravity effect, which seems to be in accordance with the refraction effects predicted
by the coordinate shift method. Finally, the presence of the singularity 3-sphere can be ascribed
to the discontinuity phenomena provided by Dray and ’t Hooft picture.
To sum up, the thesis is organized as follows: chapter 1 is dedicated to the treatment of general
relativity as an effective field theory; in the following chapter I describe the restricted three-body
problem in the context of effective field theories; the full three-body problem and the restricted
four-body problem are analysed in chapter 3; in chapter 4 I will deal with the quantum gravitational
theory having general relativity as its classical counterpart; in chapter 5 I will outline the boosting
procedure and the Riemann curvature of the boosted Schwarzschild-de Sitter spacetime; finally, I
will discuss conclusions and open problems.
Conventions and notations
In the first part of this thesis we adopt the metric signature (+−−−), whereas in the second we
employ the choice (− + ++). We also make use of the coordinate index notation. In those few
cases in which we adopt the abstract index notation, we always stress this choice.
The symbol ∇µ refers to the covariant derivative operator associated with the Levi-Civita con-
nection, whose components in a coordinate basis are given by the Christoffel symbols
Γλαβ =
1
2
gλσ (∂αgβσ + ∂βgασ − ∂σgαβ) . (1)
The Riemann curvature tensor is defined by the commutators
Rµνλδ u
ν = [∇λ,∇δ]uν = (∇λ∇δ −∇δ∇λ)uµ, (2)
R µλδν vµ = −Rµνλδ vµ = [∇λ,∇δ] vµ = (∇λ∇δ −∇δ∇λ) vν , (3)
for arbitrary vectors uν and one-forms vµ. Its coordinate expression reads as
Rρσµν = ∂µΓ
ρ
νσ − ∂νΓρµσ + ΓρµλΓλσν − ΓρνλΓλµσ. (4)
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The Ricci tensor is obtained by contraction on the first and third indices, i.e.,
Rµν = R
λ
µλν = ∂νΓ
λ
µλ − ∂λΓλµν + ΓσµλΓλσν − ΓσµνΓλσλ. (5)
The Ricci scalar (or scalar curvature) is defined as the trace of Ricci tensor, i.e.,
R = gµνRµν . (6)
Formulae can be changed when passing from signature (+ − −−) to (− + ++) by changing the
sign of gµν , R
ρ
σµν , Rµν , and T
µ
ν , but leaving Rαβγδ, R
µ
ν , R, and Tµν unchanged.
Round and square brackets denote respectively symmetrisation and antisymmetrisation (includ-
ing division by the number of permutations of the indices).
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Part I: the low-energy limit

1. General relativity as an effective field theory
By an application of the theory of relativity to the taste of readers, today in Germany I am called
a German man of science, and in England I am represented as a Swiss Jew. If I come to be
represented as a beˆte noire, the descriptions will be reversed, and I shall become a Swiss Jew for
the Germans and a German man of science for the English!
A. Einstein
One of the most outstanding problems of modern theoretical physics is represented by the in-
compatibility of the two major theories of twentieth century, i.e., quantum mechanics and general
relativity, which gives rise to a perturbatively non-renormalizable theory of quantum gravity. On
one hand, quantum mechanics (and its offspring quantum field theory) provides an incredibly
successful description of all known non-gravitational phenomena, which results in an agreement
between predictions and experiment sometimes taking place at the part-per-billion level. On the
other hand, general relativity is an elegant classical theory brilliantly tested within the Solar
System. Despite the absence of an over-arching theoretical framework within which both suc-
cesses can be accommodated, quantum predictions can be made in non-renormalizable theories
by employing the techniques of effective field theory [1, 2, 3]. Within this scheme, calculations
are organized in a systematic expansion in energy, where the high-energy effects show themselves
only in the shifting of a small number of parameters which can be measured experimentally, in
exactly the same way as it happens for renormalizable field theories. To any given order in the
energy expansion there are only a finite number of parameters and, once predictions are expressed
in terms of the measured values, it is possible to separate out the known low-energy quantum
effects from the (unknown) high-energy regime of the theory. General relativity fits naturally into
the framework of effective field theory, since gravitational interactions are proportional to energy
and are easily organized into an energy expansion where the expansion scale factor is the Planck
length lP =
√
~G/c3 ≈ 1.616 × 10−35m. In the low-energy limit, the leading (i.e., one-loop)
long-distance quantum predictions, which dominate over other quantum effects, can be isolated,
since they are linked to the propagation of the massless particles of the theory and their couplings
at low energy, and produce non-local/non-analytic contributions to vertex functions and propa-
gators. These leading quantum corrections, besides being parameter free (apart from the Newton
constant G), are entirely ruled by the Einstein-Hilbert part of the full action functional and hence
represent first order modifications due to quantum mechanics. The fact that they are independent
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of the eventual high-energy theory of gravity makes them represent true predictions of the theory
of quantum gravity. Therefore, general relativity can be considered as a well-behaved quantum
field theory at ordinary energies whose predictions could be (hopefully) tested (see Sec. 4.3).
1.1. The quantization of general relativity
General relativity represents one of the most elegant and exciting theory of theoretical physics
which has brought a revolutionary view point on spacetime structure and gravitation, but it
suffers from a “serious illness”: it is a classical theory, whereas it is well established that all known
fundamental interactions of nature must be described by the principles of quantum theory. Thus,
general relativity, despite its prominence, is not special enough to avoid this “law”.
1.1.1. Three approaches to quantizing gravity
There are two main reasons to develop a quantum theory of gravity [4, 5]. First of all, as we
pointed out above, within the general relativity pattern the gravitational field has got a purely
classical meaning, whereas all other observed fields seem to be quantized. This crucial point is
intimately connected to the nature of Einstein equations themselves, which tell us that gravity
couples to Tµν , the energy-momentum tensor of matter, in a diffeomorphism-invariant way, by
virtue of the tensor equations [6, 7]
Rµν − 1
2
gµνR =
8piG
c4
Tµν . (1.1)
When Einstein arrived at these equations, although he had already understood that the classical
Maxwell theory of electromagnetic phenomena is not valid in all circumstances, the only known
forms of Tµν were classical, e.g., the energy-momentum tensor of a relativistic fluid, or even just
the case of vacuum Einstein equations, for which Tµν vanishes. In due course, it was realized
that matter fields are quantum fields in the first place (e.g., a massive Dirac field, or spinor
electrodynamics). Quantum fields are operator-valued distributions, for which a regularization
and renormalization procedure is necessary and even fruitful. However, the mere replacement of
Tµν by its regularized and renormalized form 〈Tµν〉 on the right-hand side of Eq. (1.1) leads to a
hybrid scheme, because the classical Einstein tensor Rµν − 12gµνR is affected by the coupling to
〈Tµν〉. The question then arises whether the appropriate, full quantum theory of gravity should
have field-theoretical nature or should involve, instead, other structures. This issue has led to the
growth of various approaches to the quantization of the gravitational field (see below). Secondly,
a number of theorems [8] have proved that singularities appear in spacetime under very general
assumptions (provided that physically realistic energy conditions hold), showing that they are
true ingredient of general relativity and not a mere artifact of the high degree of symmetry of the
known exacts solutions of Einstein field equations. Spacetime singularities represent a breakdown
of the Einstein theory, which therefore turns out to be incomplete since it is not able to provide
boundary conditions for the field equations at singular points. For this purpose, it is interesting
to note that it has been demonstrated that, by relying upon different hypotheses from those
adopted by Hawking and Penrose, there exists a class of global, smooth solutions to the vacuum
Einstein equations looking asymptotically like the Minkowski spacetime, which in particular have
the important property to be singularity free [9]. Anyway, driven by both the above reasons, one
would like to achieve a complete framework for the theory of quantum gravity, which primarily
will allow us to reach a better understanding of the early universe. There is not a well defined
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prescription for deriving such a theory from classical general relativity, but on general grounds
we demand that the final theory be complete, consistent and agree with general relativity for
macroscopic bodies and low spacetime curvatures. So far, we do not have a theory satisfying the
above criteria but just an incomplete scheme whose results (e.g., Hawking radiation [10]) are so
compelling that we strongly believe that they will be part of the final complete picture.
Three main approaches to quantizing gravity have been developed so far [4, 5]. The first one
is the operator approach where the metric in the classical Einstein equations (1.1) gets replaced
by distribution-valued operators on some Hilbert space. This procedure has got some problems
since field equations are non-polynomial and it involves products of field operators at the same
spacetime point, which as we know make no sense. The other approach is represented by the
canonical one [11]. In this case we adopt the Hamiltonian formulation of general relativity and
the original framework of quantum geometrodynamics, i.e., the Arnowitt-Deser-Misner (hereafter
referred to as ADM) formalism. ADM formalism enables one to re-write Einstein field equations
in first-order form and with an explicit time variable dependence. For this purpose, one assumes
that four-dimensional spacetime can be foliated by a family of t = constant spacelike surfaces,
giving rise to a 3 + 1 decomposition of the original four-geometry. Then the basic ideas are to
take the states of the system to be described by wave function(al)s depending on the configuration
variables and to replace each momentum variable by (functional) differentiation with respect to
the conjugate configuration variable. The complete quantum theory thus stems from equal-time
commutation relations ruled by the Heisenberg Uncertainty Principle and from the fact that
all classical constraints which are first-class are turned into operators that annihilate the wave
functional, a procedure which leads to the well-known Wheeler-DeWitt equation. This approach
has the advantages of being applicable to strong gravitational fields and of ensuring unitarity, but
it seems to betray the whole spirit of general relativity by destroying the general covariance with
a restriction of the topology of spacetime to the product of the real line with a three-dimensional
manifold via the 3+1 ADM formalism. Moreover, one would expect that quantum gravity will allow
also more complicated topologies of spacetime, not only those which are products. Eventually,
we should also remember that equal-time commutation relations have no precise meaning when
the geometry, instead of being fixed, is quantized and obeys the Uncertainty Principle. For these
reasons another approach exists which, despite presenting a lot of unsolved problems, seems to
offer the best hope towards the quantization of the gravitational field, i.e., the Feynman path
integral approach. In this case, instead of the state of the system or the operators, a central
role is fulfilled by the probability amplitude for physical processes. In this context we define the
amplitude to go from an induced three-metric h′′ij on a spatial hypersurface S
′′ with matter fields
φ′′ to another induced three-metric h′ij on a spatial hypersurface S
′ with matter fields φ′ as the
sum over all field configurations g and φ which take the given values on S′′ and S′. More precisely,
the fundamental entry of the theory is represented by the path integral
Z = 〈h′ij , φ′, S′|h′′ij , φ′′, S′′〉 =
∫
C
D[g, φ] e(i/~)S[g,φ], (1.2)
where D[g, φ] is the measure on the space of all field configurations g and φ defined on the set
C of all four-metrics g and matter fields φ which coincide with h′′ij and φ′′ on S′′ and with h′ij
and φ′ on S′, while S[g, φ] is the action of the fields. A purported benefit of this scheme lies
in the fact that it allows the description of all those physical situations which involve a change
of spatial topology by including in (1.2) all spacetime metrics for which such a change occurs.
This issue is inconceivable in the canonical approach since the hypothesis of global hyperbolicity
(which is essential for the ADM foliation) prevents any topology change. On the other hand,
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the most important problem arising in this context is represented by the presence of the formal
measure D[g, φ], to which we are still unable to give a precise mathematical sense, except in the
context of perturbation theory about a free field. Moreover, the path integral (1.2), which should
represent the probability amplitude at two different times t′′ and t′, turns out to be a meaningless
quantity since general relativity is a parametrized theory where time is just a label treated as a
dynamical variable which in lot of situations carries no physical significance. We should mention
at this point that the three approaches discussed here represent those which are best suited for
the purposes of this thesis, but they are not the only ones developed so far. In fact, in modern
literature other frameworks have been proposed and we remember, among the others, the loop
space representation (coming from the evolution of the canonical approach) [12] and the string and
brane theory, which is peculiar because it is not field-theoretic, spacetime points being replaced
by extended structures such as strings [13, 14].
1.1.2. Feynman rules
In the context of Feynman path integral approach, no analytical method exists which allows us
to solve the theory exactly. Therefore, perturbation theory is the method generally adopted to
perform all calculations. In the following we are going to set ~ = c = 1, nevertheless we have to
remind that, upon quantizing via the path integral, the coupling constant χ (see below) occurs
only in the combination
(
χ2~
)−1
multiplying the action and hence a perturbative expansion in
powers of ~ is the same as an expansion in powers of χ2 and any L-loop diagram always gets
a factor ~L. However, we will recover the constants ~ and c in the subsequent sections of this
thesis in order to perform a dimensional analysis. In perturbative quantum gravity the genuine
spacetime metric is separated into two parts: a fixed background spacetime metric g¯µν and a
perturbation metric hµν (i.e., the one which must be quantized and not to be confused with the
three-metric of the previous section) representing the fluctuation of the spacetime geometry due
to quantum gravity interactions [15, 16]. One possible choice is (recall that any quantum boson
field has the dimensions of a mass)
gµν = g¯µν + χhµν , (1.3)
with χ =
√
32piG. The usual request gµλ g
λν = δ νµ implies that
gµν = g¯µν − χhµν + χ2hµλhλν + O(χ3h3), (1.4)
where it is meant that indices are always raised and lowered with the background metric. The
pure gravitational field is described by the Einstein-Hilbert Lagrangian
Lgrav =
√−g
(
2
χ2
R
)
, (1.5)
where we have assumed for simplicity that the cosmological constant vanishes. The infinitesimal
gauge transformations of the theory are represented by
xˆµ = xµ + µ(x), (1.6)
µ(x) being the infinitesimal generator of the transformations. Therefore, in the classical theory
(i.e., before considering the quantum perturbation (1.3) of gµν) the Einstein-Hilbert Lagrangian
turns out to be invariant under the infinitesimal gauge transformation of the metric tensor of the
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form
gˆµν = gµν + 
α∇αgµν + gαν∇µα + gµα∇να = gµν + (£g)µν , 1 (1.7)
where (£g)µν denotes the components of the Lie derivative along the vector field  of the four-
metric gµν dx
µ ⊗ dxν . In the above equation the well-known condition ∇αgµν = 0 holds, whereas
the last two terms tell us that gµν transforms as a tensor. Thus, bearing in mind (1.3) and (1.7)
we obtain the transformation rule for the perturbed metric hµν
hˆµν = hµν + 2∇¯(µν), (1.8)
where ∇¯ denotes covariant differentiation with respect to the background metric and ν is such
that νdx
ν is the ghost one-form. The simplest form of matter coupled in an invariant way to
gravity is a set of spinless scalar particles of mass m described by the Klein-Gordon Lagrangian
Lm = 1
2
√−g (gµν∂µφ ∂νφ−m2φ2) . (1.9)
We will suppose that matter is minimally coupled to gravity. This means that the field φ is not
coupled to the scalar curvature R, but its only coupling to gravity is represented by the term√−g. Therefore, the gravity-scalar Lagrangian is simply given by the sum Lgrav + Lm. The
energy-momentum tensor of matter is given by
Tµν = −2∂Lm
∂gµν
+ gµνLm
= −√−g∂µφ ∂νφ+ 1
2
√−g gµν
(
gλσ∂λφ ∂σφ−m2φ2
)
,
(1.10)
and represents a conserved quantity, i.e.,
∇µTµν = 0. (1.11)
As we know, in order to have a non-singular dynamical operator on metric perturbations (the so
called gauge field operator) and to avoid “overcounting” problems in the generating functional
Z of the theory (and to save unitarity, too), we need to add to Lgrav both a gauge and a ghost
Lagrangian. Moreover, the complexity of Einstein action makes it convenient to choose a gauge
leading to the simplest possible graviton propagator. We will see that the choice will fall on the
de Donder gauge, the gravity analogue for the Lorenz gauge for quantum electrodynamics (QED).
For this reason we first consider the gauge-fixing functional
Cµ[h] = ∇¯νhµν − 1
2
∇¯µh, (1.12)
where h ≡ g¯λµhλµ = hλλ (i.e., the trace of hµν). The gauge-fixing Lagrangian will be
Lgf = 1
α
√−g¯ CµCµ
=
1
α
√−g¯
(
∇¯νhµν − 1
2
∇¯µh
)(
∇¯λhµλ − 1
2
∇¯µh
)
,
(1.13)
1∇µ represents the covariant derivative with respect to the Levi-Civita connection of gµν .
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and we recover de Donder gauge with the choice α = 1. By considering the variation of the
gauge-averaging functional Cµ[h] under the infinitesimal gauge transformation (1.8), which can be
written in the form
Cµ[h]− Cµ[hˆ] = −
(
g¯ νµ g¯
αβ ∇¯α∇¯β + R¯ νµ
)
ν ≡ F νµ ν , (1.14)
F νµ being the ghost operator acting linearly on the ghost one-form and R¯µν the Ricci tensor of
the background geometry, we obtain the (Faddeev-Popov) ghost Lagrangian [17]
Lghost =
√−g¯
[
−∇¯ν c¯µ ∇¯νcµ − R¯µν c¯µcν −
(∇¯ν c¯µ ∇¯µcρ)hνρ
− (∇¯ν c¯µ ∇¯νcρ)hµρ − (∇¯ν c¯µ) cρ∇¯ρhµν + (∇¯µc¯µ ∇¯νcρ)hνρ
+
1
2
(∇¯µc¯µ) cρ∇¯ρh],
(1.15)
where cµ is the spin-one anticommuting complex ghost field.
To further simply the calculations, we will derive Feynman rules in the case in which the back-
ground metric is represented by the flat Minkowski metric, i.e., g¯µν = ηµν . Therefore, we have
gµν = ηµν + χhµν , (1.16)
gµν = ηµν − χhµν + χ2hµλhλν + O(χ3h3). (1.17)
In order to set up a perturbative calculation, we first need to consider the expansion of the metric
determinant in powers of hµν . By bearing in mind the property
det(A+B) = det(1 +A−1B) det(A), (1.18)
holding for generic matrices A and B and the Taylor expansion about zero of the logarithmic and
the exponential functions up to quadratic order, we have√
−det(gµν) =
√−g = e(1/2) log[− det(ηµν+χhµν)] = √−η e(1/2) log[det(1+χ η−1h)]
= e(1/2)Tr[log(1+χ η
−1h)] = e(1/2)Tr[χ η
−1h−(1/2)χ2(η−1h)2+O(χ3h3)]
= 1 +
χ
2
[
Tr(η−1h)− χ
2
Tr(η−1h)2
]
+
χ2
8
[
Tr(η−1h)− χ
2
Tr(η−1h)2
]2
+ O(χ3h3)
= 1 +
χ
2
Tr(η−1h)− χ
2
4
Tr(η−1h)2 +
χ2
8
Tr2(η−1h) + O(χ3h3)
= 1 +
χ
2
hαα −
χ2
4
hαβh
β
α +
χ2
8
(hαα)
2 + O(χ3h3).
(1.19)
Next, we need the expansion of the Ricci scalar R. For this reason we start by considering the
components of the Levi-Civita connection of the full metric gµν (see Eq. (1)) and, after the
insertion of (1.16), we end up with the relation
Γλµν =
χ
2
[
ηλσ − χhλσ + χ2hλαhασ + O(χ3h3)
]
(∂µhνσ + ∂νhµσ − ∂σhµν)
=
χ
2
(
∂µh
λ
ν + ∂νh
λ
µ − ∂λhµν
)
− χ
2
2
hλσ (∂µhνσ + ∂νhµσ − ∂σhµν) + O(χ3h3).
(1.20)
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The expansion for the scalar curvature R then will be given by [18]
R = χ
(
∂α∂αh− ∂α∂βhβα
)
+ χ2
{
−1
2
∂α
(
h βµ ∂
αh µβ
)
+
1
2
∂β
[
hβν (2∂αh
να − ∂νh)
]
− 1
2
hνα∂ν∂αh
+
1
4
(
∂αh
ν
β + ∂βh
ν
α − ∂νhβα
) (
∂αhβν + ∂νh
βα − ∂βhαν
)
− 1
4
(2∂αh
να − ∂νh) ∂νh
+
1
2
hνα∂β
(
∂αhβν + ∂νh
βα − ∂βhαν
)}
+ O(χ3h3).
(1.21)
At this point the above relations allow us to write down the quadratic part of the Einstein-Hilbert
Lagrangian Lgrav
L(2)grav(h2) =
1
2
(
∂µhαβ∂
µhαβ − 1
2
∂λh
α
α∂
λhββ
)
− CµCµ. (1.22)
Therefore, we can now appreciate the advantages of the de Donder gauge, since we see that the
addition of the gauge-fixing Lagrangian (1.13) (with α = 1 and g¯µν = ηµν) to L(2)grav cancels out
the term −CµCµ, giving rise to an invertible dynamical operator on metric perturbations that
turns out to be the wave operator, which in turn leads to a smooth graviton propagator that looks
renormalizable (the theory however is still not renormalizable because of the derivatives that will
occur in the interaction terms). Thus in the de Donder gauge and at the quadratic order in metric
perturbations (and with a flat Minkowski background) we just have [18]
L(2)grav(h2) + Lgf =
1
2
(
∂λhαβVαβµν∂λhµν
)
, (1.23)
which, after performing partial integration and omitting total derivatives, can be written as
L(2)grav(h2) + Lgf = −
1
2
hαβ
(
Vαβµν∂λ∂λ
)
hµν , (1.24)
where the matrix
Vαβµν = ηαµηβν − 1
2
ηαβηµν , (1.25)
is easily invertible once we symmetrize it with respect to the interchange α ↔ β, µ ↔ ν and
(αβ)↔ (µν). In this way we can obtain the graviton propagator Dµνρσ(k) quite straightforwardly
by solving the tensor equation
VαβµνPµνρσ = 1
2
(
δαρδ
β
σ + δ
α
σδ
β
ρ
)
, (1.26)
whose solution is given by
Pµνρσ = 1
2
(ηµρηνσ + ηµσηνρ − ηµνηρσ), 2 (1.28)
2The term in brackets is reminiscent of DeWitt supermetric, which is defined as the one-parameter family of metrics
on the space of rank-two tensor fields
g(µν)(ρσ)(λ) =
1
2
(gµρgνσ + gµσgνρ + λ gµνgρσ) , (1.28)
where the constraint λ 6= −2
d
(d being the spacetime dimensions) guarantees that g(µν)(ρσ) has an inverse.
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finally obtaining
Dµνρσ(k) = i
Pµνρσ
k2
. (1.29)
It is easy to see in the non-covariant Prentki gauge (which is the counterpart of Coulomb gauge
in QED and reads as Cµ[h] =
3∑
i=1
∂ihiµ, with µ = 1, . . . , 4) that there exist only two polarization
states of a mass zero spin-two particle that propagate, i.e., the two helicities of the graviton [18].
Therefore, (1.29) propagates a massless spin-two graviton with the speed of light (or equivalently
the theory is unitary). Moreover, Eq. (1.29) clearly shows that the graviton propagator is in-
dependent of the Newton constant G. We could have expected this feature from the the very
beginning, since both the fact that Einstein-Hilbert Lagrangian (1.5) depends on G−1 and that
hµν (as we said before) has the dimension of a mass make an m-point function be proportional
to Gm/2−1. Higher order corrections in the perturbed metric to the pure gravity Lagrangian lead
at the order h3 to the three-graviton vertex, at the order h4 to the four-graviton vertex, and so
forth, because the terms
√−g and gµν in (1.5) give rise to an infinite number of graviton vertices.
Moreover, each term of this expansion always contains derivatives of second order of hµν because
the Ricci scalar involves deriving the metric two times (this fact in turn implies that all vertices of
quantum gravity are proportional to the square of the momentum unlike QED, where vertices are
momentum-independent). For example, at the cubic order in metric perturbations we have [17]
L(3)grav(h3) = −χ
{
hαβ
[
∂αh
γδ
(
−1
2
∂βhγδ + 2∂δhβγ
)
− ∂αh ∂δhδβ
− ∂δh ∂βhδα +
1
2
∂αh ∂βh+ ∂γhαβ
(
−∂δhγδ + ∂γh
)
+ ∂δh
γ
α
(
−∂δhβγ + ∂γhδβ
)]
+
1
2
h
[
∂δhβγ
(
−∂γhβδ + 1
2
∂δhβγ
)
+ ∂γh
(
∂δh
γδ +
1
2
∂γh
)]}
,
(1.30)
which gives rise to the three-graviton vertex τµναβγδ(k, q) of Eq. (A.4) (See Appendix A for
a summary of all Feynman rules). By bearing in mind the previous equations regarding the
expansion of the Einstein-Hilbert Lagrangian (1.5) in powers of hµν , note how a term involving n
graviton fields, i.e., (hµν)
n, carries a coupling constant going as χn−2.
Now we turn our attention to the vertices describing the gravity-scalar interaction. From the
expansion of the Klein-Gordon Lagrangian (1.9) in terms of the perturbed metric we have at the
first order
L (1)m (hφ2) =
χ
2
[
−hµν∂µφ∂νφ+ 1
2
h
(
∂µφ∂
µφ−m2φ2)] . (1.31)
If we apply the same expansion to the energy-momentum tensor of the matter (1.10) we obtain
Tµν = T
(0)
µν (φ
2) + T (1)µν (hφ
2) + . . . , (1.32)
with
T (0)µν (φ
2) = −∂µφ∂νφ+ 1
2
ηµν
(
∂σφ∂
σφ−m2φ2) , (1.33)
T (1)µν (hφ
2) =
χ
2
[
−h ∂µφ∂νφ+
(
hµνη
λσ − ηµνhλσ + 1
2
h ηµνη
λσ
)
∂λφ∂σφ
−m2φ2
(
hµν +
1
2
h ηµν
)]
.
(1.34)
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Therefore, it is easy to see that the gravity-scalar interaction Lagrangian at the lowest order is
given by
L (1)m (hφ2) =
1
2
χhµνT (0)µν (φ
2), (1.35)
which reminds us of the QED interaction term
Lint = −ieJµAµ = −ieΨ¯γµAµΨ, (1.36)
e being the electron charge, Jµ the conserved probability four-current, Ψ the Dirac spinor, γµ
the Dirac matrices, Ψ¯ = Ψ†γ0 the Dirac adjoint and Aµ the four-potential of the electromagnetic
field generated by the electron itself. The interaction term L (1)m (hφ2) leads to the two scalar-one
graviton vertex τµν(p, p
′,m) (A.6). The expansion of Lm at the second order reads as
L (2)m (h2φ2) =
χ2
2
[(
hµρh
ρν − 1
2
hhµν
)
∂µφ∂νφ
+
(
1
8
h2 − 1
4
hλσhλσ
)(
∂µφ∂
µφ−m2φ2)], (1.37)
which gives rise to the two scalar-two graviton vertex τηλρσ(p, p
′,m) (A.7). This concludes our
section about the Feynman rules we will use throughout this thesis. However, we stress once again
the fact that the expansions given here (and hence the Feynman rules) hold for a flat Minkowski
background, whereas the most general calculation involves also curvature terms of the background
geometry. Moreover, in the general case it is possible to show that the part of Lgrav and Lm
linear in the quantum perturbations hµν vanishes if the background metric obeys classical fields
equations. We refer the reader to Refs. [17, 18] for the general expressions.
1.1.3. Ultraviolet divergences
The birth of quantum field theory has introduced the concept of ultraviolet divergences. In
hindsight, such divergences are inevitable, because they reflect the fact that in the transition from
quantum mechanics to quantum field theory a change to an infinite number of degrees of freedom
picture is involved and therefore we always sum over an infinite number of internal modes while
performing loop integrations. Moreover, since the divergent nature of the theory probes spacetime
regions at a high-energy scale (or equivalently at low distances), it witnesses our ignorance about
physics at extremely high-momenta regime (so far, almost nothing is known about high-energy
physics). This peculiarity has forced several generations of physicist to struggle with the topic of
renormalization. A quantum field theory is said to be renormalizable if counter-terms, required to
cancel divergences at each order in perturbation theory, are of the same form as those appearing
in the original Lagrangian. If this is the case, the renormalization scheme leads to charge, mass
and field re-definitions by means of (infinite) multiplicative factors [19]. The application of this
procedure to the pure SU(N) Yang-Mills action leads to [20]
SYM =
1
−4e˜2
∫
d4xFαµνF
µν
α →
1
−4e˜2R
∫
d4x
(
Fαµν
)
R
(F µνα )R , (1.38)
e˜ being the dimensionless coupling constant of the theory and Fαµν the field-strength (α is a Lie
algebra index). As we can see, the renormalized action has the same form as the original one
and no new interaction terms (involving for example the gauge-covariant derivative of the field
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strength) need to be introduced in order to re-absorb the divergences. It is an important point
to be stressed the fact that Yang-Mills theory becomes not perturbatively renormalizable when
considered in curved spaces [21].
By applying dimensional analysis, it is easily found that a renormalizable theory must have in
~ = c = 1 units a coupling constant whose mass dimension is non-negative, a condition which
assures that perturbation series does not give an infinite number of different types of divergent
graphs. In fact, on general grounds we know that if a quantum field theory has a coupling
constant with dimension (mass)δ, then a Feynman diagram of order N behaves at large momenta
as
∫
dp pA−Nδ, where A depends on the physical process considered but not on the order N .
Therefore, interactions having δ < 0 are characterized by diagrams that diverge at sufficiently high
order and gravity belongs to this class of theories since Newton constant G has mass dimension
δ = −2 [22]. More precisely, since the scalar curvature R contains second order derivatives of
the spacetime metric, the corresponding momentum-space vertex functions (as we have shown
in the previous section and in Appendix A) behave like p2, and the propagator like p−2. In d
dimensions each loop integral contributes pd, so that with L loops, V vertices and I internal lines,
the superficial degree of divergence D of a Feynman diagram is given by
D = dL+ 2V − 2I, (1.39)
which, by invoking the topological relation concerning the number of independent momenta valid
for any diagram
L = I − V + 1, (1.40)
becomes
D = 2 + (d− 2)L. (1.41)
In other words, D increases with increasing loop order for d = 4, so that general relativity clearly
leads to a non-renormalizable theory where the cancellation of ultraviolet divergences would re-
quire the introduction of an infinite number of terms (not present in the original Lagrangian
(1.5)) proportional to arbitrarily high powers of the Riemann curvature tensor and its covariant
derivatives. We believe that the essence of the bad ultraviolet behaviour of Einstein theory can
be enlightened by the following theorem [23]:
Theorem 1. The leading L-loop divergences of the quantum S matrix for pure Einstein theory in
d dimensions have the form
Sdiv(L− loop, d− dim) = G
L−1
L
∫
ddx
√−g B(x), (1.42)
where  = 4− d is the usual regularization parameter and
(i) B(x) is a local scalar function depending on the spacetime metric gµν(x) but not on the Newton
constant G;
(ii) the fields gµν(x) occurring in B(x) are on-shell, i.e., they satisfy the vacuum Einstein equation
Rµν = 0;
(iii) B(x) is constructed from (1/2)d+ L− l − 1 Riemann tensors and 2l covariant derivatives.
Note that the theorem does not provide any information about non-leading divergences, but it
proves the really important fact that for example no expressions of the form R−1 or (∇µ∇µ)−1
can appear in Sdiv. It is possible to sketch a proof of this theorem by means of a dimensional
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analysis. In fact, as explained in the previous section, a general m-point vertex is a function of
Gm/2−1 and this explains the presence of the term GL−1 in Eq. (1.42). Moreover, from the fact
that the S matrix is dimensionless follows that B(x) depends on the above indicated number of
Riemann tensors. The simplest application of the above theorem is obviously the case L = 1 and
d = 4, where it forecasts a leading divergence of the form
B(x) = α1R2 + α2RµνRµν + α3RµνρσRµνρσ. (1.43)
In accordance with theorem 1, once we have imposed the on-shell condition on this expression, the
first two terms vanish whereas the last one does not. This is however a dummy issue since (only)
in d = 4 dimensions there is a relation involving a topological invariant called the Euler number
density which states that
RαβγδRϕλστ
(√−g αβϕλ)(√−g γδστ)
= 4
(
RϕλγδR
ϕλγδ − 4RϕλRϕλ +R2
)
= total derivative,
(1.44)
where
αβϕλ =
{
1 if α, β, ϕ, λ = 1, 2, 3, 4
antysimmetric under exchange of any two indices.
(1.45)
This means that the integral defining the Euler characteristic∫
d4x
√−g
(
RϕλγδR
ϕλγδ − 4RϕλRϕλ +R2
)
≡
∫
d4x
√−g G, (1.46)
vanishes, provided the right boundary conditions are engaged (Gauss-Bonnet theorem). As a
consequence, it follows that
Sdiv(L = 1, d = 4) =
1

∫
d4x
√−g (α′1R2 + α′2RµνRµν + α′3G) , (1.47)
vanishes on-shell and hence we can conclude that the lowest order quantum corrections to the S
matrix of pure Einstein theory are finite. It is possible to show that the coefficients α′1 and α′2 are
connected to the one-loop corrections to the graviton propagator (1.29), whereas α′3 comes from
the analysis of the one-loop corrections to the three-graviton vertex (A.4) [17]. Unluckily, there is
not another topological relation like the one of Eq. (1.44) which can shelter us from problems at
two-loop level. In this case in fact theorem 1, jointly with the symmetries of the Riemann tensor,
constrains the leading divergences of the S matrix to assume the form
Sdiv(L = 2, d = 4) = α˜
G
2
∫
d4x
√−g RαβγδRγδρσRρσαβ, (1.48)
where α˜ is a constant which, at this level, we may only hope that due to miraculous cancellations
will vanish in order to have a finite S matrix. However, we will see below that α˜ is a non-zero
coefficient. Moreover, it is important to stress that the particular combination of three Riemann
tensors occurring in Eq. (1.48) is a direct consequence of a topological relation valid in the d = 6
case, analogous to the four-dimensional Gauss-Bonnet theorem. Indeed, all topological relations
derived in 2d dimensions become exact identities in lower dimensions, since their reduction to
lower dimensions is formally equivalent to consider Riemann tensors with vanishing components
outside the directions lying in the lower-dimensional space.
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The explicit form of the one-loop divergences in the theory of gravitation has been first calculated
by ’t Hooft and Veltman in their celebrated paper of 1974 (Ref. [18]). The starting point is the
result of Ref. [24], whose generalization to our purposes allows to prove that to the Lagrangian
describing the dynamics of a complex scalar field in an external gravitational field gµν
L = √−g (−gµν∂µφ∗∂νφ+ 2φ∗N µ∂µφ+ φ∗Mφ) , (1.49)
N and M being functions that do not depend on the quantum fields φ and φ∗, corresponds the
counter-Lagrangian
∆L =
√−g
8pi2
Tr
[
1
12
YµνYµν + 1
2
(
M−N µNµ −∇µN µ − 1
6
R
)2
+
1
60
(
RµνR
µν − 1
3
R2
)]
,
(1.50)
which eliminates all one-loop divergencies [18]. Here the trace must be enforced on the “internal”
indices labelling the scalar field and
Yµν = ∇µNν −∇νNµ +NµNν −NνNµ. (1.51)
For a real scalar field described by the Lagrangian
L = √−g
(
−1
2
gµν∂µφ∂νφ+ φN
µ∂µφ+
1
2
φMφ
)
, (1.52)
the counter-Lagrangian assumes the form
∆L =
√−g
8pi2
Tr
[
1
24
Y µνYµν +
1
4
(
M −NµNµ −∇µNµ − 1
6
R
)2
+
1
120
(
RµνR
µν − 1
3
R2
)]
,
(1.53)
with
Yµν = ∇µNν −∇νNµ +NµNν −NνNµ. (1.54)
At this point, in order to treat the gravitational field within a quantum scheme, we employ the
background field method and hence we write the spacetime metric as in Eq. (1.3), the scalar field
as
φ˜ = φ¯+ φ, (1.55)
and thus the gravity-scalar Lagrangian as
L = √−g
(
2
χ2
R+
1
2
gµν∂µφ˜∂
µφ˜
)
. (1.56)
Like explained in the previous section, we have to perform an expansion of Eq (1.56), with the
difference that now we have to deal with the two quantum fields hµν and φ. In this way we will
obtain
L = L(0) + L(1) + L(2) + L(h.o.), (1.57)
where L(0) is the classical Lagrangian which has the same form as (1.56) but with g¯µν , R¯, φ¯ instead
of gµν , R, φ˜, L(1) and L(2) are linear and quadratic in the quantum fields, respectively, and L(h.o.)
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contains higher-order terms. As we said before, we can dispose of L(1) if the c-number quantities
g¯µν and φ¯ are chosen in such a way that they are on-shell, whereas we can ignore all terms
contained in L(h.o.) because they give a contribution beyond the one-loop level. In other words, all
one-loop divergences are determined by the quadratic term L(2), once we have supported it with
a gauge-fixing and a ghost Lagrangian. By “extending” the use of the de Donder gauge also to
the gravity-scalar theory, the gauge-fixing functional (cf. Eq. (1.12)) reads as
Cα[h, φ] =
(
∂νh
ν
µ −
1
2
∂µh− φ∂µφ¯
)
tµα, (1.58)
tµα being the square root of the inverse metric g¯µν , i.e.,
tµαt
αν = g¯µν , (1.59)
so that we have
L(2) + Lgf = L(2) +
√−g¯ CαC α
=
√−g¯
(
1
2
∂µhαβ∂
µhαβ − 1
4
∂µh ∂
µh+
1
2
g¯µν∂µφ∂µφ
− hαβXβµανhνµ − 2φY µνhνµ − φLφ
)
,
(1.60)
with
Xβµαν = 2
(
−1
2
δβν∇¯µφ¯ ∇¯αφ¯+
1
4
δβα∇¯µφ¯ ∇¯ν φ¯−
1
16
δβαδ
µ
ν∇¯γφ¯ ∇¯γφ¯
+
1
8
δβνδ
µ
α∇¯γφ¯ ∇¯γφ¯−
1
8
δβαδ
µ
νR¯+
1
4
δβνδ
µ
αR¯−
1
2
δβνR¯
µ
α
+
1
2
δβαR¯
µ
ν +
1
2
R¯βµαν
)
,
(1.61)
Y αβ =
1
2
δαβ∇¯γ∇¯γφ¯− ∇¯β∇¯αφ¯, (1.62)
L = −∇¯µφ¯ ∇¯µφ¯. (1.63)
Since the second order Lagrangian (1.60) has formally the same forms as the one in Eq. (1.49),
its counter-terms can be easily read off from (1.50) [18]. As a final step, we need to evaluate
the divergences coming from the ghost Lagrangian, which, as explained before, is obtained once
we gauge-transform the gauge-breaking functional (1.58). By bearing in mind that the gauge
transformation law of the scalar field reads as
φ→ φ+ α ∇¯α
(
φ¯+ φ
)
, (1.64)
whereas the one for hµν is given by (1.8), we obtain
Lghost =
√−g¯ c¯µ [∂α∂αcµ − R¯αµcα − (∂αφ¯∂µφ¯) cα] . (1.65)
The important feature according to which ghosts always appear in closed loop diagrams (i.e.,
they are never external) make pointless an eventual split of cµ in a classical and a quantum part
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and therefore all terms containing both hµν and φ can be ignored in (1.65) (see Eq. (1.15) for a
comparison). Anyway, to the ghost Lagrangian (1.65) corresponds the counter-Lagrangian [18]
∆Lghost = −
√−g¯
8pi2
[
1
6
R¯
(
g¯µν∂µφ¯∂ν φ¯
)
+
17
60
R¯2 +
7
30
R¯αβR¯
αβ
+ R¯αβ
(
∂αφ¯∂βφ¯
)
+
1
2
(
g¯µν∂µφ¯∂ν φ¯
)2]
,
(1.66)
where the minus sign is due to the fermionic nature of ghost loops. At this point, by means of
both quadratic and ghost contributions shown above, we are able to conclude that the one-loop
counter-Lagrangian for the gravity-scalar theory reads as
∆L(1−loop) =
√−g¯
8pi2
[
9
720
R¯2 +
43
120
R¯αβR¯
αβ +
1
2
(
g¯µν∂µφ¯∂ν φ¯
)2
− 1
12
R¯
(
g¯µν∂µφ¯∂ν φ¯
)
+ 2
(∇¯µ∇¯µφ¯)2], (1.67)
whereas in the case of pure gravity the result is3
∆L(1−loop)grav =
√−g¯
8pi2
(
1
120
R¯2 +
7
20
R¯αβR¯
αβ
)
. (1.68)
It is important to stress the fact that in deriving (1.67) and (1.68) a fundamental role is played
by Gauss-Bonnet theorem. However, at this stage we can conclude that general relativity is not
perturbatively renormalizable, since curvature terms different from the Ricci scalar are absent in
the original Einstein-Hilbert Lagrangian. Despite that, it is possible to transform away all one-
loop divergencies by a field re-definition by replacing the Einstein-Hilbert Lagrangian Lgrav by a
more general one of the form
L′grav =
√−g¯
(
2
χ2
R¯+ c1R¯
2 + c2R¯µνR¯
µν + O(R¯3)
)
, (1.69)
where products of two background Riemann tensors are not considered because of the Gauss-
Bonnet theorem. Therefore, from Eq. (1.68) it follows immediately that the renormalized values
leading to the cancellation of all one-loop divergencies of pure gravity are given by
c
(ren)
1 = c1 +
1
960pi2
,
c
(ren)
2 = c2 +
7
160pi2
.
(1.70)
We will give some information about experimental bounds on c1 and c2 in the next section. As we
know, by adopting the classical tree-level equations of motion all divergences that are physically
irrelevant will disappear, since this amounts to put all external lines of one-loop diagrams on-shell
and with physical polarization states. The classical equations of motion are those that make the
linear Lagrangian L(1) in Eq. (1.57) vanish and they read as
∇¯µ∇¯µφ¯ = 0, (1.71)
3It is possible to compute the whole set of one-loop divergencies by using the equivalent method of heat kernel
expansion and zeta function regularization. A comprehensive review can be found in Ref. [25].
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R¯µν = −1
2
∇¯µφ¯ ∇¯ν φ¯, (1.72)
R¯ = −1
2
∇¯µφ¯ ∇¯µφ¯. (1.73)
From the above relations it follows immediately that the one-loop on-shell divergences of the
gravity-scalar theory are represented by
∆L(1−loop) =
√−g¯
8pi2
203
80
R¯2, (1.74)
which in the case of pure gravity reduce to
∆L(1−loop)grav = 0. (1.75)
Equations (1.74) and (1.75) imply two important results:
(i) the theory of gravitational field interacting with scalar particles show even at one-loop level
physically meaningful divergencies that can not be re-absorbed into a field re-definition: the theory
is absolutely not renormalizable;
(ii) all divergencies of pure Einstein gravity vanish on shell and thus can be disposed of by a
re-definition of the background metric tensor. Therefore, we can conclude that the theory of
gravitation is one-loop on-shell finite.
If topological invariants and classical field equations kindle at the one-loop level a light of hope
in the path towards a renormalizable quantum theory of gravity, all these auspices are completely
swept away at the following level. Two-loop divergences for the pure Einstein theory were first
calculated by Goroff and Sagnotti in 1986 by using computer methods [17] and their result was
later confirmed by the author of Ref. [26]4. In order to evaluate these divergences, the expansion
of Einstein-Hilbert Lagrangian at cubic level in quantum fields is needed. The key point of the
calculation is represented by the analysis of all corrections to the three-graviton vertex (A.4),
which give rise to the interaction term
hαβ ∂α∂∂λh
γδ ∂β∂γ∂δh
λ. (1.76)
All two-loop vertex corrections can be divided into two groups: those with a single graviton line
from each vertex and those with two external lines from one vertex, with the latter which can
not contribute to the structure of Eq. (1.76). In fact, we know that a second order derivative
interaction leads to the two-graviton vertex and hence the corresponding Feynman rule contributes
to graph terms with two quantum fields hµν leaving four, five, or six free indices coming from each
vertex according to whether the external momenta are two, one, or zero, respectively. These terms
would contract with another quantum field and with four, five, or six powers of its momentum
(which is the only one circulating in the graph) in the pole part of the diagram and therefore
a simple index-counting clearly shows that the structure of (1.76) can not be generated. This
feature reduces the number of graphs to be calculated considerably, but it still takes a great effort
to evaluate the counter-Lagrangian. By calculating all one-graviton emission vertex corrections,
4A modern application in the context of non-perturbative quantum gravity involving Weinberg asymptotic safety
scenario and the results of Goroff and Sagnotti can be found in Ref. [27].
17
1. General relativity as an effective field theory
it is possible to prove that at the two-loop level the counter-Lagrangian for pure gravity reads as
[17]
∆L(2−loop)grav =
χ2
(4pi)4
√−g¯
[
209
2880
R¯αβγδR¯
γδ
ρσR¯
ρσ
αβ
−
(
5
18
+
5771
4800
)
R¯αβ∇¯µ∇¯µR¯αβ
+
(
1255
54
− 703049
64800
)
R¯αβR¯γδR¯
αγβδ
−
(
551
27
− 833
16200
)
R¯αβR¯
β
γR¯
γ
α
+
(
1033
108
− 47417
8100
)
R¯αβγδR¯
αβγσR¯δσ
+ terms involving the scalar curvature
]
,
(1.77)
leading to the on-shell non-vanishing counter-term (cf. Eq. (1.48))
∆L(2−loop)grav =
χ2
(4pi)4
√−g¯ 209
2880
R¯αβγδR¯
γδ
ρσR¯
ρσ
αβ. (1.78)
The presence of this new non-removable on-shell R3-type divergence arising at the two-loop level
represents a clear evidence that the theory of gravitation has a bad ultraviolet behaviour, or in
other words that it is not renormalizable.
In conclusion, we have the following situation. Among the three different approaches to quan-
tizing gravity quite intensely discussed so far, perturbation theory within Feynman path integral
scheme represents the one which provides a covariant framework in which Feynman rules and
radiative corrections to physical processes can be computed. Unluckily, as one would expect from
simple power-counting arguments, Einstein theory turns out to be not perturbatively renormal-
izable, since at every order in the loop expansion divergences involve curvature invariants (and
their covariant derivatives) of growing order, whose effects can not be simply absorbed into a re-
definition of the original parameters of the original Lagrangian, as the explicit two-loop calculation
(1.78) shows. As a result, the theory of gravitation is only one-loop on-shell finite. Moreover, if
we try to clear off all divergences through a perturbative expansion of the Einstein-Hilbert La-
grangian, then we would end up with a badly divergent mechanism, since at every loop level new
invariants must be added to the Lagrangian in order to transform away the ultraviolet divergences.
This attempt represents therefore a temporary dead end, but it can be nevertheless used for other
purposes. Then, only at this point we can appreciate why we need to set up the formalism of
effective field theory of gravity. This will represent the content of the following sections and, as we
will point out, the starting point is just the perturbative expansion of pure gravity Lagrangian.
1.2. The effective field theory of gravitation
The major difference between quantum and effective field theories is represented by the fact that
in the former scheme the Lagrangian is believed to be fundamental and valid at any energy scale,
whereas the latter case is based on a perturbative approach where the various terms of the action
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correspond to different energy scales of the theory. In this framework, every term consistent with
the symmetries of the theory must be included in the action. As a result, any effective theory has
by construction an infinite number of couplings and is trivially renormalizable. Moreover, at each
loop order only a finite number of terms are present in the action and hence calculations can be
performed by employing standard techniques.
Effective field theories scheme represents a widely used approach in physics and the example
of chiral perturbation theory, which represents the low-energy limit of quantum chromodynamics
(QCD), witnesses this trend of modern theoretical applications. It is possible to treat general
relativity as an effective field theory, too. In fact, from a perturbative point of view Einstein
theory has a bad behaviour since its coupling grows with energy and hence the theory is strongly
coupled at high energies. Moreover, large quantum fluctuations of the spacetime metric, which
may have a topology-changing nature, represent a huge problem to be dealt with in the path
integral approach, an issue whose solution is yet unknown. However, low-energy fluctuations are
weakly coupled and behave normally in perturbation theory. Therefore, it is natural to try to
separate these low-energy quantum fluctuations from the high-energy corrections. As we said
before, the tool to perform this distinction is represented by effective field theory. In this way, up
to the scale of Planck energy (see below) we end up with a well-behaved quantum field theory.
1.2.1. The energy expansion of the gravitational action
In principle, there exist two main reasons to modify the Einstein-Hilbert Lagrangian (1.5). First
of all, it is clear from previous section that a non-renormalizable theory is not predictive, since
well defined predictions potentially require an infinite number of counter-terms to be added to
the original Lagrangian. Therefore, due to the non-renormalizability of gravity, its validity is
restricted only to the low-energy domain, i.e., to large scales, while it fails at high energy (i.e.,
small scales). This implies that the full unknown theory of gravity has to be invoked near or at
the Planck era (i.e., the period of time going from Big-Bang to the Planck time tP =
√
~G/c5 ≈
5.4 × 10−44s) and that, sufficiently far from the Planck scale (EP = MP c2 ≈ 1.22 × 1019GeV,
MP =
√
~c/G ≈ 2.18 × 10−8Kg being the Planck mass) general relativity and its first loop
corrections describe gravitational interactions. In this context, it makes sense to add higher
order terms in the curvature invariant and non-minimal couplings between matter and gravity
to the Einstein-Hilbert Lagrangian. In fact, it is clear from Eqs. (1.74), (1.75), and (1.78)
how divergences introduce in Einstein theory more complicated expressions involving R, Rµν ,
and Rµνρσ. From a physical point of view, this fact implies that extra degrees of freedom, in
addition to the usual spin-two graviton, need to be introduced. Besides, if the free parameters
are chosen appropriately, the theory has a better ultraviolet behaviour and is asymptotically free.
Secondly, it is widely known that general relativity is a gauge theory whose invariance group
(i.e., the group of transformations that leaves the forms of all dynamical equations invariant)
is the infinite dimensional group of general differentiable coordinate transformations known as
the diffeomorphism group (which is a Lie pseudo-group). This means that the flat Minkowski
spacetime of special relativity (whose invariance group is represented by the Poincare´ group) is
replaced by a curved Riemannian manifold. As a result, the action of the theory has to reflect
the features of the geometry and, most important, must be invariant under the action of the
diffeomorphism group. Therefore, for the aforementioned reasons the action for Einstein theory
in principle can be given by
Sgrav =
∫
d4x
√−g
(
− 4
χ2
Λ +
2
χ2
R+ c1R
2 + c2RµνR
µν + · · ·
)
, (1.79)
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where Λ is the cosmological constant, c1 and c2 are the constants encountered in the last section
and the ellipsis denote higher powers of R, Rµν , and Rµνρσ. At this point other physics principles
can be invoked in order to simplify the the full action. For example, experiments tell us that
the expansion of the universe is accelerating and hence it is ruled by a positive and non-zero
cosmological constant whose value is given by Λ ≈ 10−52 m−2 [28] (i.e., the de Sitter space, which
will be discussed in chapter 5), whereas experimental limits on c1 and c2 are very weak because
curvatures are usually very small in the Solar System. In fact, it has been estimated that from the
perihelion shift of Mercury it is only possible to get c1, c2 . 1088 [29]. Moreover, higher powers of
R have essentially no experimental bounds. Then, it seems reasonable to put Λ = 0 in (1.79) but
not c1 nor c2 if we bear in mind, for example, the quantum corrections described before. Thus, we
can conclude at this point that instead of setting c1 = c2 = 0, we can view (1.79) as organized in
energy expansion below a certain scale (i.e., the Planck scale) where reasonable values of c1 and
c2 do not affect physics at low energies, reflecting what we actually observe in our Solar System.
This amounts to treat gravity as an effective field theory. Since the loop expansion of Feynman
diagrams represents a perturbative series in χ2~, the term G~ ∼ lP is the fundamental parameter
for the expansion underlying Eq. (1.79). Now, by bearing in mind that R involves second order
derivatives of the metric tensor and that in the momentum-space i∂µ ∼ pµ, we can understand that
the terms in the action with n powers of the curvature are of order p2n. Therefore, at low energies
higher-order terms like c1R
2 and c2RµνR
µν are negligible compared to Einstein-Hilbert Lagrangian
and hence we automatically recover general relativity and its well established predictions within
Solar System. Thus, we can now realize why experimental bounds on c1 and c2 are so poor,
since reasonable values of these constants give little effects at low energies. The most general
gravitational action will have an infinite number of parameters such as χ2, c1, c2 and it would be
possible to predict them once we have achieved the final theory of quantum gravity. Experiments
will in principle make it possible to determine the final renormalized value of these constants, such
as the ones in Eq. (1.70), but at this stage our incomplete knowledge at low energy forces us to
treat them as free parameters.
Another advantage coming from viewing gravity as an effective field theory is represented by
the fact that it can solve problems arising in R2-theories. In fact such theories, despite being
renormalizable, show negative squared mass states (i.e., the tachyons) and hence, most important,
violate unitarity [15, 30]. The reason is that in these frameworks the propagator D has the form
D(k) ∝ 1
k4 +Ak2
=
1
A
(
1
k2
− 1
k2 +A
)
, (1.80)
and the negative sign in front of the second term spoils unitarity, whereas a negative constant A
makes a tachyonic state appear. However, in the regime of small curvatures, as explained before,
R2 can be considered as a small correction to vacuum Einstein theory leading only to a small
modification of the vertices, not of the propagator. Practically speaking, the problems arise when
terms like R2 are comparable to R or, in other words, in the case in which we treat R2-theory like
a fundamental theory when curvature is of order of the Planck mass squared (i.e., at high-energy
scales).
Since the key point of an effective field theory is represented by the separation between high-
energy and leading (one-loop) long-range effects, it is important to mark a distinction in the
contributions coming from heavy and massless particles. In fact, the Heisenberg Uncertainty
Principle limits the range ∆r of virtual heavy particles according to
∆r ∼ 1
m
, (1.81)
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which means that their contribution is local, as if they were described by a local Lagrangian. On
the contrary, massless particles give non-local contributions because they can propagate for long
distances. This difference between massive and massless modes can be caught through the analysis
of their propagators. In fact a massive propagator can always be Taylor expanded about q2 = 0,
giving rise to a power series in the momentum q, i.e.,
1
q2 −m2 = −
1
m2
− q
2
m4
− q
4
m6
+ O(q6), (1.82)
whereas the same is obviously not true for the massless propagator, since it is proportional to
1/q2. Therefore, massive particles always give analytic contributions (near q2 = 0) to Feynman
diagrams, while massless ones generate non-analytic components. Moreover, a direct application
of Fourier analysis (see Appendix B) to Eq. (1.82) clearly shows that massive propagators produce
only local interactions, because the term 1/m2 produces a delta function, while factors of q2 are
turned into derivatives. This means that massive particles yield a local low-energy Lagrangian
when they are integrated out of a theory, producing shifts in the coefficients of the most general
action (1.79) which can be absorbed via a simple field re-definition (cf. Eq. (1.70)). On the other
hand, typical non-analytical contributions coming from massless particles have the form
χ2q2 log
(−q2) ,
χ2q2
√
−m
2
q2
,
(1.83)
which for small enough q2 dominate on the Fourier-transformed factors coming from (1.82). The
quantum effects of massless modes are twofold: on the one side they produce, for example in the
high-energy domain, local shifts in the parameters of the Lagrangian, which can not be absorbed by
performing a renormalization procedure due to the non-analytic nature of their contributions, but
on the other side their low-energy manifestation is not local, as we have seen before. Therefore,
unlike massive particles, massless ones can not be integrated out of the theory but they must
be included explicitly in quantum calculations. Since their low-energy couplings come directly
from the Einstein-Hilbert Lagrangian, Eq. (1.5) is sufficient to determine the leading low-energy
quantum corrections occurring in physical phenomena.
1.2.2. The path integral
The dynamical information about effective field theory can be obtained formally in the same way
as in quantum field theory. Then, with the help of (1.2) we define the generating functional
Z [J, g¯] =
∫
D[φ, hµν ]eiS˜(φ,g¯,h,J), (1.84)
where
S˜ =
∫
d4x L˜, (1.85)
is the most general covariant action which contains, as explained above, an infinite number of
free parameters such as χ, c1, and c2, taking into account the effects of the high-energy part of
the true fundamental theory. The coefficients c1, c2, . . . play the role of effective couplings in the
action. On the other hand, as we know the low-energy degrees of freedom can not be ignored
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and therefore are explicitly considered in the path integral. Moreover, issues concerning the func-
tional measure for high values of hµν can be completely disregarded, since we will focus only on
low-energy configurations of the perturbed metric and we are free to employ any measure and reg-
ularization scheme, provided it does not violate unitarity. Another great advantage characterizing
this framework is represented by the fact that (1.84) has a well-behaved perturbative expansion,
because the coupling of the low-energy fluctuations hµν is weak. We also stress the fact that we
have implicitly assumed that the only low-energy particles surviving the full gravity theory are
the gravitons. This means that other possible massless particles, if present, must be included.
It is possible to perform an expansion of L˜, which in the most general case contains both a
gravitational and a matter sector, in powers of the momentum transferred, in analogy with the
quantum field theory case. However, at low energies only the minimally coupled Lagrangians
are important. By recalling that the derivatives of the massless field essentially go as powers of
momentum while those of massive field generate powers of the interacting mass, we thus have [2]
L˜ = √−g¯
(
L˜grav + L˜m
)
, (1.86)
with
L˜grav = L˜(0)grav + L˜(2)grav + L˜(4)grav + O(p6), (1.87)
L˜m = L˜ (0)m + L˜ (2)m + O(p4), (1.88)
where the gravitational part reads as
L˜(0)grav = Λ, (1.89)
L˜(2)grav =
2
χ2
R¯, (1.90)
L˜(4)grav = c1R¯2 + c2R¯µνR¯µν , (1.91)
whereas the matter terms are given by
L˜ (0)m =
1
2
(
g¯µν∂µφ∂νφ−m2φ2
)
, (1.92)
L˜ (2)m = d1R¯µν∂µφ∂νφ+ R¯
(
d2∂µφ∂
µφ+ d3m
2φ2
)
, (1.93)
the parameters c1, c2, d1, d2, d3, . . . being scale-dependent coupling constants to be measured ex-
perimentally. As pointed out before, all divergences coming from the lowest-order Lagrangian are
thus absorbed into the effective action, leaving us a with a finite one-loop order theory characterized
by a finite number of parameters whose renormalized values must be determined experimentally.
Moreover, the discussion about divergences of the previous sections has demonstrated that loops
involving low-order terms in the energy expansion always demand a renormalization procedure
involving the coefficients appearing at higher order. We have already mentioned the issues con-
cerning the experimental bounds on Λ, c1, and c2. About the matter Lagrangian constants di,
they have the dimension of an inverse mass squared and in the presence of point particles having
only gravitational interactions it has been shown that di ≈ O(1/M2P ) [2].
In conclusion, we have explained so far the main properties about effective field theories of
gravity because they represent the starting point of the following sections of this thesis. We
conclude by observing that the great obstacle towards a full phenomenological implementation of
such theories is represented by the difficulties arising in experimentally measuring the unknown
coefficients of the full action (1.79). Despite that, at this point it should be clear that the so-called
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leading quantum corrections are both independent of these unknown parameters and dominant
at large distances over the other one-loop gravitational effects. The aforementioned leading one-
loop quantum corrections will represent the heart of the first part of this thesis, dedicated to the
low-energy domain of the unknown theory of quantum gravity.
1.3. The leading quantum corrections to the Newtonian potential
We have seen in the previous section how the effective field theory approach makes it possible
to ignore renormalization difficulties of general relativity in the low-energy domain, because all
emerging divergencies can be easily absorbed in the phenomenological constants characterizing
the effective action (1.79). Therefore, physical quantities such as the leading quantum corrections
to the Newtonian potential can be calculated within this framework by exploiting, as pointed
out before, the non-analytical part of the one-loop amplitude generated by the (lowest-order)
Einstein-Hilbert Lagrangian. Moreover, since higher-derivative terms of (1.79) only affect the
analytical part of the one-loop amplitude, they will not contribute to the potential and hence all
divergencies arising at one loop (which should be eliminated by renormalizing the parameters of
these higher-derivative terms) do not constitute a problem.
For point-sources separated by a large distance r we expect the corrections to be weak and
thus they can be determined by employing perturbation theory about flat space, which we have
presented in Sec. 1.1. The strength of gravitational interactions at large separation is ruled
by two dimensionless parameters that suggest themselves on dimensional grounds [1, 31]. In
effective theory the expansion parameter for quantum corrections is given by χ2q2 ∼ G/r2, such
that at low energies/long distances higher-order loops effects are suppressed with respect to tree-
diagrams and low-order loops and hence we can obtain predictions to a given order with a finite
amount of calculation. For example, the three-graviton vertex (A.4) goes as χq2, while the four-
graviton vertex and its one-loop correction (Figs. 1.1 and 1.2) bring a contribution of the order
χ2q2 and χ4q4, respectively. General relativity also contains the classical expansion parameter
χ2
Figure 1.1.: The four-graviton vertex gives a contribution of order χ2q2 to the scattering amplitude.
χ2mq ∼ Gm/r due to the non-linearities of the classical theory which is connected to the non-
analytic terms of the form Gq2
√−m2/q2. However, also an expansion parameter of the form
χ2m2 ∼ Gm2 arising in the interaction with matter seems to be present. This fact can be seen
directly by using Eqs. (A.6) and (A.7), which show that the two scalar-one graviton and the two
scalar-two graviton vertices go as χm2 and χ2m2, respectively. If an expansion ruled by these terms
was really present, it would represent a disaster for two reasons. In fact, first of all the factor
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χ2 χ2
Figure 1.2.: The one-loop correction to the four-graviton vertex. The contribution to the scattering
amplitude is of order χ4q4.
Gm2 expressed as units of the Planck mass can be a very large number in all those situations
where mMp (as for example in the case of the Sun or the Earth); in addition if we temporarily
restore ~ and c this dimensionless combination goes as Gm2/~c and hence we would end up with
the paradoxical situation where the classical limit ~ → 0 would make quantum effects dominate
over classical ones. Anyway, it is possible to demonstrate that this problem is just a gauge artifact
because a number of cancellations during the calculation of Feynman diagrams occurs which
remove this undesirable parameter, saving in this way the utility of the energy expansion [31].
Therefore, the aforementioned arguments clearly prove what we have anticipated before, i.e., the
leading one-loop long-distance quantum corrections to the Newtonian potential can only be led by
two dimensionless parameters having the form Gm/rc2 and G~/r2c3 = l2P /r2. Both of them go to
zero for large distances, the first controlling the size of relativistic (post-Newtonian) corrections
whereas the second the quantum ones. Thence, at one-loop level the quantum corrected Newtonian
potential between two bodies of masses mA and mB will read as [1, 32, 33]
VQ(r) = −GmAmB
r
[
1 +
(
k1
r
+
k2
r2
)
+ O(G2)
]
, (1.94)
where
k1 ≡ κ1G(mA +mB)
c2
= κ1 (RA +RB) , (1.95)
k2 ≡ κ2G~
c3
= κ2(lP )
2, (1.96)
where RA and RB are the gravitational radii of the bodies A and B, respectively. The numbers
κ1 and κ2 can be worked out only by a direct calculation of Feynman diagrams. We will see that
they strongly depend on the different definitions we will adopt of the potential. Our first task
then will be the description of such definitions.
1.3.1. Three ways to define a potential
The definition of a potential in a relativistic quantum field theory such as general relativity is not
obvious and a lot of approaches have been discussed in the literature. Among all possible choices,
we are mainly interested in three of them. For systems near the flat-space limit a natural definition
of the interaction potential between slowly-moving point particles would involve their scattering
amplitudes. One could for example define the potential in terms of the one-particle reducible part
of the scattering amplitude, as is common done for QED and QCD. This was the choice adopted
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= + +
(a) (b) (c)
+ +
(d) (e) (f)
Figure 1.3.: The Feynman diagrams involved in the vertex correction. Graphs (d), (e), and (f) do
not have any non-analytic terms.
= +
(a) (b)
Figure 1.4.: Graviton vacuum polarization diagrams. The dotted lines indicate the ghost fields. We
do not consider any heavy particles loops because they give analytical contributions
to the potential.
in Refs. [1, 2], which leads to the definition of what we will call one-particle reducible potential.
The logic behind this method consists in the fact that graviton exchange dominates long-distance
interactions due to the form of its propagator, which is proportional to 1/q2. Moreover, it has the
advantage of giving rise to physically meaningful results, because the leading quantum corrections
occurring in the potential can be interpreted as modifications to the Schwarzschild, Kerr-Newman
[34], and Reisner-Nordstro¨m metrics [35]. Anyway, one-particle reducible graphs are not observable
and so need not to form a gauge-invariant subset. As a consequence, also the potential shares the
same property. The Feynman diagrams involved in the calculation are given in Figs. 1.3 and 1.4,
i.e., one-loop radiative corrections to the gravitational vertex and vacuum polarization graphs.
The potential is eventually given by considering the Fourier transformation of the non-relativistic
limit of (the non-analytical part of) the set of one-particle reducible graphs of Fig. 1.5.
The great limit of the previous definition is represented by the lack of gauge invariance. Gauge
theories like QCD allow a gauge invariant Wilson loop definition of the potential, but an equivalent
construction in quantum gravity turns out to be quite cumbersome. Nevertheless, an approach
based on the full one-loop scattering amplitude seems to represent the simplest way to define a
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k3 k4
k1 k2
(m1)
(m2)
Figure 1.5.: The set of corrections involved in the one-particle reducible potential. Dots indicate
radiative corrections. The four-momentum transferred q is such that k1 − k2 = k4 −
k3 = q.
gauge-invariant (non-relativistic) potential, as suggested in Ref. [32]. The general form of the
scattering amplitude in the mixed gravity-scalar theory reads as
M(q) = A(q)analytic +A(q)non−analytic ≡ A(q) +A′(q), (1.97)
q being the transferred momentum, and
A(q) ∼ A+Bq2 + O(q4), (1.98)
A′(q) ∼ χ4 1
q2
+ κ′1χ
4
√
−m
2
q2
+ κ′2χ
4 log
(−q2)+ (beyond one− loop contributions), (1.99)
where κ′1 and κ′2 reduce to κ1 and κ2 (cf. Eqs. (1.94)–(1.96)), respectively, in the non-relativistic
limit. A(q) is an analytic function of q2 near q2 = 0 giving contributions to the potential that in the
coordinate-space turn out to be local, i.e., proportional to Dirac-delta function or its derivatives,
and hence not dominant at low energies. All one-loop ultraviolet divergences which can be absorbed
by renormalizing the couplings of the higher-derivative terms of (1.79) are included in A(q), since
on general grounds their contributions are polynomials in the momenta. By recalling that the S
matrix can be written as S = 1 + iT , the full scattering amplitude M(q) can be related to the
expectation value of the transition matrix T through the relation
〈p′1, p′2, . . . |iT |p1, p2, . . . 〉 = (2pi)4 δ(4)(p− p′) [iM(q)] , (1.100)
where p and p′ are the ingoing and outgoing four-momentum, respectively. The key point of this
second approach consists in the fact that it is assumed that in the non-relativistic limit the matrix
elements of the interaction potential within single-particle states reproduce the full field-theoretical
amplitude of the scattering process according to [32]
〈p′1, p′2|iT |p1, p2〉 = −i (2pi) δ(E − E′)〈p′1, p′2|V˜ (q)|p1, p2〉, (1.101)
where E − E′ is the energy difference between ingoing and outgoing states and V˜ (q) indicates
the non-relativistic potential in momentum-space. A comparison between the last two relations
shows that it is possible to obtain the non-relativistic potential V (r) in the coordinate-space by
performing the Fourier transformation
V (r) =
∫
d3q
(2pi)3
eiq·r V˜ (q) =
1
N
∫
d3q
(2pi)3
eiq·rM(q), (1.102)
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where by writingM(q) we have underlined that the non-relativistic limit ofM(q) must be taken
into account. The overall normalization factor N depends on the conventions used for the nor-
malization of the initial and final states and it is chosen in such a way that it yields the correct
Newtonian potential in the classical (i.e., tree-level) limit. It turns out that N = 1/(2m12m2)
[32]. Recalling that in the low-energy domain only the non-analytical part of the scattering am-
plitude will give the most significant contribution, the interaction potential between two bodies of
masses m1 and m2 can be obtained by substituting in Eq. (1.102)M(q) with the non-relativistic
amplitude A′(q) and by putting N = 1/(2m12m2), i.e.,
V (r) =
1
2m1
1
2m2
∫
d3q
(2pi)3
eiq·rA′(q). (1.103)
The set of Feynman diagrams contributing to A′(q) will be analysed in Sec. 1.3.3. The potential
obtained through this definition will be referred to as scattering potential.
An alternative path in the context of scattering potential can be followed. It consists in sub-
tracting off the second-order Born approximation coming from the scattering theory of quantum
mechanics according to
i〈f |T |i〉 = −i(2pi)δ(E − E′)
[
〈f |V˜bs(q)|i〉
+
∑
n
〈f |V˜bs(q)|n〉〈n|V˜bs(q)|i〉
E − En + i + . . .
]
,
(1.104)
where V˜bs(q) is the non-relativistic bound-state potential used in quantum mechanics evaluated in
the momentum-space. Its expression in the coordinate-space is obtained by means of Eq. (1.103),
but it turns out that it can be linked to the scattering potential by
Vbs(r) = V (r)− Gm1m2
r
[
−7
2
G (m1 +m2)
c2r
]
. (1.105)
The bound state potential represents the only one choice having a direct physical meaning in
celestial mechanics, because in the classical limit ~ → 0 it is able to reproduce the Hamiltonian
describing within the context of Einstein theory the perihelion shift of Mercury [36]. This issue
represents an important point towards the construction of a consistent and correct quantum theory
of gravitation, since, before predicting new quantum effects, we should first make sure that the
quantum theory describes correctly classical phenomena. Therefore, the fact that the bound state
potential foretells properly one of the three classical tests of general relativity surely represents an
important aspect to be taken into account.
1.3.2. One-particle reducible potential
We are now ready to find out the features of the quantum corrected potential (1.94). We start
with the one-particle reducible potential. An essential tool within this approach is represented by
the concept of the form factors. By choosing the normalization convention
〈k′|k〉 = (2pi)3 2E δ(3)(k − k′), (1.106)
the general gravity-matter vertex can be written in terms of the two form factors F1(q
2) and F2(q
2)
through the on-shell matrix elements of the energy-momentum tensor as
Cµν(q) = 〈k′|Tµν |k〉 = F1(q2)
(
kµk
′
ν + k
′
µkν + q
2 ηµν
2
)
+ F2(q
2)
(
qµqν − ηµνq2
)
, (1.107)
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with the normalization condition F1(0) = 1. As an example, the two scalar-one graviton vertex
(A.6) reads (on-shell) as
τµν(p, p
′,m) =
−iχ
2
C0µν(p, p′,m), (1.108)
with
C0µν(p, p′,m) =
(
pµp
′
ν + p
′
µpν + q
2 ηµν
2
)
, (1.109)
the subscript 0 indicating that no radiative corrections have been considered and where the relation
p′ · p = m2 − q2/2 coming form the momenta conservation q + p′ = p (see Appendix B) and the
on-shell condition p′2 = p2 = m2 has been exploited.
The energy expansion corresponds to an expansion of the form factors in powers of q2, i.e., [2]
F1(q
2) = 1 + d1q
2 + χ2q2
`1 + `2 log(−q2
µ2
)
+ `3
√
m2
−q2
+ . . . , (1.110)
F2(q
2) = −4 (d2 + d3)m2 + χ2m2
`4 + `5 log(−q2
µ2
)
+ `6
√
m2
−q2
+ . . . , (1.111)
where ellipses denote higher powers of q2 and the constant µ2 is a mass parameter. Note that
no corrections of the form χ2m2 can be present in F1(q
2) because of the normalization condition
F1(0) = 1. di (i = 1, 2, 3) represents the unknown effects of the true high-energy theory, whereas
the coefficients `i (i = 1, 2, . . . , 6) are related to the computation of loop diagrams. In particular,
`1 and `4 come from the high-energy end of loop integrals and are in general divergent, while `2,
`3, `5, and `6 must be finite. For q
2 > 0 (i.e., a time-like vector) the non-analytical terms log
(−q2)
and
√
1/(−q2) pick up an imaginary part corresponding to physical (on-shell) intermediate states
as described by unitarity. Since almost certainly loop integrals concerning the high-energy domain
are not well represented by low-energy vertices and low-energy degrees of freedom, we should
combine `1 and `4 with di (i = 1, 2, 3) in order to define the renormalized values
d
(r)
1 (µ
2) = d1 + χ
2`1, (1.112)
d
(r)
2 (µ
2) + d
(r)
3 (µ
2) = d2 + d3 − χ2 `4
4
, (1.113)
which are (in principle) measurable. The dependence on µ2 indicates that the measured val-
ues depend on the choice of µ2 occurring in the logarithms, although all physical quantities are
independent of such a parameter.
The gravitational interaction of two particles leading to the one-particle reducible potential is
obtained, as we said before, by combining the vertices with the propagators as shown in Fig. 1.5.
Disregarding for a while vacuum polarization diagrams, we have (Fig. 1.6)
iM(q) = χ
2
4
Cµν(−q) iP
µναβ
q2
Cαβ(q), (1.114)
therefore, on considering the non-relativistic limit, the scattering amplitude becomes [2]
iM(q) ∝ χ2m1m2
{
1
q2
+ 2(d1 − 2d2 − 2d3)
+ χ2
[
(2`1 − `4) + (2`2 − `5) log
(−q2
µ2
)
+ (2`3 − `6)
√
m2/(−q2)
]}
.
(1.115)
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k3 k4
k1 k2
(m1)
(m2)
↑ q
µν
αβ
Figure 1.6.: The gravitational interaction of two particles obtained from Fig. 1.5 without consid-
ering vacuum polarization diagrams.
k3 k4
k1 k2
(m1)
(m2)
↑ q
µν
αβ
Figure 1.7.: The tree-diagram giving the Newtonian potential.
As we know, linear analytic terms in q2 lead to Dirac-delta interaction, whereas the non-analytic
contributions represent the source of the power law behaviour underlying the long-distance cor-
rections to the Newtonian potential. A similar result holds also for vacuum polarization diagrams,
Fig. 1.4. By temporarily suppressing, for the sake of simplicity, Lorentz indices and constants
of the order of unity, the generic form of the vacuum polarization tensor follows directly from
dimensional counting [2]
Π(q) ∼ χ2q4 [c1 + c2 + `7 + `8 log (−q2)+ . . . ] , (1.116)
such that the graviton propagator D(q) can be written as
D(q) ∼ 1
q2
+
1
q2
Π(q)
1
q2
+ · · · = 1
q2
+ χ2
[
c1 + c2 + `7 + `8 log
(−q2)+ . . . ] , (1.117)
c1 and c2 being the high-energy unknown parameters appearing in the Lagrangian (1.79), `7 and
`8 constants calculable from the vacuum polarization diagrams. Like before, `7 is divergent and
the combination (c1 +c2 +`7) forms a renormalized parameter. Again the constants in the graviton
propagator lead to a δ(3)(x)-interaction, while the logarithm to a long-rage 1/r3- (quantum) effect.
At the lowest order (i.e., at tree-level) the graviton exchange yields the Newtonian potential. In
fact, from Fig. 1.7 we have
iM(q) = −χ
2
4
C0µν(−q) iP
µναβ
q2
C0αβ(q), (1.118)
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whose non-relativistic limit amounts to consider the relations
qµ = (0,q) (1.119)
kµ = (m,0), (1.120)
and
1
2m
C0µν(q) = mδµ0δν0, (1.121)
where the factor 1/2m takes into account the covariant normalization. Then, it is easy to show
[2] that the Fourier transformation of the non-relativistic limit of (1.118) leads to the Newtonian
potential
V (r) = −Gm1m2
r
, (1.122)
once the analytic components have been separated out. We will give the details of this calculation
in the next section.
As we have already said, we are interested only in the non-analytic components of Feynman
diagrams. The following example shows how this fact can simplify the calculations somewhat.
Suppose we have a diagram involving the scalar particle momenta k (ingoing) and k′ (outgoing)
and the graviton momenta l and q. The conservation of momenta is such that k − k′ = q, while
l represents a loop momentum. All loop integrals involving any factor of l2 or (q ± l)2 at the
numerator gives no non-analytical contribution. In fact, consider for example the integral∫
d4l
(2pi)4
l2
l2 (q − l)2
[
(k − l)2 −m2
] , (1.123)
which can be written as∫
d4l
(2pi)4
1
(q − l)2
[
(k − l)2 −m2
] = ∫ d4l′
(2pi)4
1
l′2
[
(k′ + l′)2 −m2
] = f(k2), (1.124)
once both the shift l′ = q − l and the momentum conservation have been considered. As we can
see, we have obtained a function of k2 only which does not depend on q2. Therefore, this simple
example allows us to conclude that any integral whose integrand would vanish if the gravitons
were on-shell leads to contributions which are not non-analytical. As a result, all the components
in the curly brackets of the three-graviton vertex (A.4) do not contribute to our calculations and
hence can be dropped (see Appendix B for further details). Another kind of simplification is given
by exploiting the tensor relations
P λκαβ Pλκγδ = Iαβγδ, (1.125)
Iαβγδ t
γδ = tαβ, ∀ tαβ symmetric, (1.126)
where Iαβγδ is defined in Eq. (A.5). In particular we have that
Pαβγδ tγδ = tαβ − 1
2
ηαβt
λ
λ, ∀ tαβ symmetric, (1.127)
and hence for example
Pµναβ ταβ(k, k′,m) = −iχ
2
(
kµk
′
ν + kνk
′
µ − ηµνm2
)
. (1.128)
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k k − l k′
→
l ←q − l→
q
µν
λκ ρσ
αβ γδ
(m)
Figure 1.8.: The vertex correction diagram of Fig. 1.3b in detail. The momenta are such that
k − k′ = q.
Other useful relations are (cf. Eq. (A.7))
PαβλκPγδρσ τλκρσ(k, k′,m) = ταβγδ(k, k′,m), (1.129)
and
P λκαβ τµνλκγδ(k, q) Pγδρσ = τµναβρσ(k, q), (1.130)
which is valid only for terms in Eq. (A.4) leading to non-analytic corrections.
In order to obtain the constants κ1 and κ2 (see Eqs. (1.94)–(1.96)) featuring the one-particle
reducible potential, we need to evaluate Figs. 1.3b and c (as we pointed out before Figs. 1.3d, e,
and f give no non-analytic contributions) and Fig. 1.4. We start with Fig. 1.3b which we have
retrieved in more detail in Fig. 1.8. This diagram leads to the Green function
Gµν(q) =
∫
d4l
(2pi)4
[
ταβ(k, k − l,m)τγδ(k − l, k′,m)τµνλκρσ(−l,−q)
iPαβλκ
l2
iPγδρσ
(q − l)2
i
(k − l)2 −m2
]
,
(1.131)
where the momentum transferred q is such that q = q(k, k′). In terms of the form factors, the
non-analytical contributions coming from Fig. 1.8 are given by [1, 34] 5
F1(q
2) =
χ2q2
32pi2
{[
1
4
− 2 + 1 + 0
]
log
(−q2)+ [ 1
16
− 1 + 1 + 0
]
pi2m√
−q2
}
=
χ2q2
32pi2
[
−3
4
log
(−q2)+ 1
16
pi2m√
−q2
]
,
(1.132)
F2(q
2) =
χ2q2
32pi2
{[
13
3
− 1 + 0− 1
]
log
(−q2)+ [7
8
− 1 + 2− 1
]
pi2m√
−q2
}
=
χ2q2
32pi2
[
7
3
log
(−q2)+ 7
8
pi2m√
−q2
]
,
(1.133)
5The error occurring in Ref. [1] has been corrected in Ref. [34].
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k k′
l
→
q − l
→
→
q
µν
ρσλκ
αβ γδ
(m)
Figure 1.9.: The vertex correction diagram of Fig. 1.3c in detail. The momenta are such that
k − k′ = q.
where the sequence of numbers in the first line of each Fi(q
2) refers to the four sets of terms in the
square brackets of Eq. (A.4), respectively. The other contribution to the potential is represented
by Fig. 1.3c, whose detailed version is reported in Fig. 1.9. From this figure it follows that6
Gµν(q) =
1
2!
∫
d4l
(2pi)4
[
τγδαβ(k, k
′)τµνλκρσ(−l,−q)
iPαβλκ
l2
iPγδρσ
(q − l)2
]
, (1.134)
and hence the non-analytical terms occurring in the form factors are [1]
F1(q
2) =
χ2q2
32pi2
[0 + 2 + 0− 2] log (−q2) = 0, (1.135)
F2(q
2) =
χ2q2
32pi2
[
−25
3
+ 0 + 2 + 2
]
log
(−q2) = χ2q2
32pi2
[
−13
3
log
(−q2)] . (1.136)
Therefore, the resulting non-analytical part of the form factors reads as
F1(q
2) = 1 +
χ2q2
32pi2
[
−3
4
log
(−q2)+ 1
16
pi2m√
−q2
]
, (1.137)
F2(q
2) =
χ2q2
32pi2
[
−2 log (−q2)+ 7
8
pi2m√
−q2
]
. (1.138)
The integrals needed for the calculation of the diagrams of Figs. 1.8 and 1.9 are given in Appendix
B.
The divergent part coming from the graviton vacuum polarization diagrams of Fig. 1.4 can be
directly read off from the counter-Lagrangian (1.68), which in the context of effective theories can
be rewritten as
∆L(1−loop)grav = −
1
16pi2
log
(
q2
) [ 1
120
R2 +
7
20
RµνR
µν
]
. (1.139)
6For each closed graviton bubble loop, we have to include a symmetry factor equals to
1
2!
.
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Then, it is possible to show that the vacuum polarization tensor assumes the form (cf. Eq. (1.116))
Παβγδ(q) = − χ
2
16pi2
log
(−q2) [ 21
120
q4Iαβγδ +
23
120
q4ηαβηγδ
− 23
120
q2 (ηαβqγqδ + ηγδqαqβ)
− 21
240
q2 (ηβγqαqδ + ηβδqαqγ + ηαδqγqβ + ηαγqδqβ)
+
11
30
qαqβqγqδ
]
+ (nonlogs).
(1.140)
Therefore, the gravitational interaction of Fig. 1.5 is characterized by the one-particle reducible
amplitude
iM(q) = −χ
2
4
Cµν(−q)
[
iDµναβ(q) + iDµνρσ(q)iΠρσηλ(q)iD
ηλαβ(q)
]
Cαβ(q), (1.141)
which on taking the non-relativistic limit becomes (cf. Eq. (1.115)) [1]
iM(q) = −i (4piGm1m2)
{
1
q2
− χ
2
32pi2
[
−167pi
60
log
(
q2
)
+
pi2 (m1 +m2)
2
√
q2
]
+ const.
}
, (1.142)
thence from the non-analytical part A′(q) of (1.142) evaluated in the coordinate-space (and by
reinserting the constants c and ~) we obtain the result [1, 34]
VQ(r) = −Gm1m2
r
[
1− G(m1 +m2)
rc2
− 167
30pi
G~
r2c3
]
. (1.143)
A comparison with Eqs. (1.94)–(1.96) clearly shows that for the one-particle reducible potential
the numbers κ1 and κ2 are both negative and read as
κ1 = −1, (1.144)
κ2 = − 167
30pi
. (1.145)
1.3.3. Scattering and bound-states potential
Before introducing the details of the scattering and bound-state potential, we first analyse the
tree-diagram of Fig. 1.7, which in the non-relativistic domain leads to the Newtonian potential.
Bearing in mind the definition (1.100) and the Feynman rules of Appendix A, the relation
〈k2, k4|iT |k1, k3〉 =∫
d4q
(2pi)4
[
τµν (k1, k2,m1) i
Pµναβ
q2
ταβ (k3, k4,m2) (2pi)
4δ(4) (k3 + q − k4) (2pi)4δ(4) (k1 − q − k2)
]
= (2pi)4δ(4) (k1 + k3 − k2 − k4) τµν (k1, k2,m1) iPµναβ
q2
ταβ (k3, k4,m2)
= (2pi)4 δ(4) (k1 + k3 − k2 − k4) iM(q),
(1.146)
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implies that the full scattering amplitude associated to the process of Fig. 1.7 assumes the form
iM(q) = τµν (k1, k2,m1) iPµναβ
q2
ταβ (k3, k4,m2)
=
i
q2
[(
Iµναβ − 1
2
ηµνηαβ
)
τµν (k1, k2,m1) τ
αβ (k3, k4,m2)
]
=
{[
τµν (k3, k4,m2)− 1
2
ηµντ

 (k3, k4,m2)
]
τµν (k1, k2,m1)
}
= − iχ
2
4q2
[
2 (k1 · k3) (k2 · k4) + 2 (k1 · k4) (k2 · k3)− 2(m2)2 (k1 · k2)
+ q2 (k3 · k4)− 2q2(m2)2
]
= − iχ
2
4q2
[
2 (k1 · k3)2 + 2 (k1 · k4)2 − q
4
2
− 2(m1m2)2
]
,
(1.147)
where we have exploited the tensor relations (1.126)–(1.128) and Eqs. (B.13)–(B.16). By the
means of the non-relativistic expressions
q2 ≈ −q2,
q4 = q2q2 ≈ q4,
(k1 + k3)
2 ≈ (m1 +m2)2 ,
(k1 − k4)2 ≈ (m1 −m2)2 + q2,
(1.148)
the scattering amplitude becomes
−iM(q) = i χ
2
2q2
[
(m1m2)
2 − (m1m2)q2
]
, (1.149)
so that the non-analytical part is given by
A′(q) = −16piG(m1m2)
2
q2
, (1.150)
and hence by employing the definition (1.103) and Eq. (B.2) we can easily obtain the Newtonian
potential V (r) = −Gm1m2/r.
Now we turn our attention to the derivation of the scattering potential [32]. The diagrams
involved are
- The box and crossed-box diagrams of Figs. 1.10 and 1.11, respectively.
- The two triangle diagrams of Fig. 1.12.
- The double-seagull diagram, Fig. 1.13.
- The vertex correction (Fig. 1.14) and vacuum polarization diagrams (Fig. 1.15).
For all the above listed diagrams the ingoing momenta are indicated with k1 and k3, the outgoing
ones with k2 and k4, while the momentum transferred q is such that k1 − k2 = k4 − k3 = q. The
integrals involved in the calculation are discussed in Appendix B.
The contribution coming from the box diagram is given by
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k4
k3 − l
k3
k2
k1 + l
k1
(m1) (m2)
ρσ γδ
αβµν
→ q + l
← l
Figure 1.10.: The box diagram.
k4
k4 + l
k3
k2
k1 + l
k1
(m1) (m2)
ρσ αβ
γδµν
← l
→
q + l
Figure 1.11.: The crossed-box diagram.
iM(q) =
∫
d4l
(2pi)4
[
τµν(k1, k1 + l,m1)τ
ρσ(k1 + l, k2,m1)τ
αβ(k3, k3 + l,m2)τ
γδ(k3 − l, k4,m2)
i
(k1 + l)
2 − (m1)2
i
(k3 − l)2 − (m2)2
iPαβµν
l2
iPρσγδ
(q + l)2
]
,
(1.151)
whereas for the crossed-box
iM(q) =
∫
d4l
(2pi)4
[
τµν(k1, k1 + l,m1)τ
ρσ(k1 + l, k2,m1)τ
γδ(k3, k4 + l,m2)τ
αβ(k4 + l, k4,m2)
i
(k1 + l)
2 − (m1)2
i
(k4 + l)
2 − (m2)2
iPαβµν
l2
iPρσγδ
(q + l)2
]
.
(1.152)
After taking the non-relativistic limit, it turns out that these two diagrams lead to [32]
A′(q) = 4m1m2
(
94
3
G2m1m2
)
log
(
q2
)
, (1.153)
and hence from (1.103) the contribution to the potential is
V (r) = − 47
3pi
G2m1m2
r3
. (1.154)
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k4
k3
k2
k1 + l
k1
(m1) (m2)
αβ
γδ
σρµν
→
← l
q + l
(a)
k4
k3 − l
k3
k2
k1
(m1) (m2)
αβ
γδ
σρ
µν
→ q + l
←
l
(b)
Figure 1.12.: The triangle diagrams.
The two triangle diagrams of Figs. 1.12a and 1.12b give
iM(q) =
∫
d4l
(2pi)4
[
τµν(k1, k1 + l,m1)τ
αβ(k1 + l, k2,m1)τ
γδσρ(k3, k4,m2)
i
(k1 + l)
2 − (m1)2
iPαβγδ
(q + l)2
iPσρµν
l2
]
,
(1.155)
and
iM(q) =
∫
d4l
(2pi)4
[
ταβµν(k1, k2,m1)τ
σρ(k3, k3 − l,m2)τγδ(k3 − l, k4,m2)
i
(k3 − l)2 − (m2)2
iPσρµν
l2
iPαβγδ
(q + l)2
]
,
(1.156)
respectively. Taking the non relativistic limit we have [32]
A′(q) = −4m1m2
(
8G2m1m2
) [7
2
log
(
q2
)
+ pi2m1
(
1
q
)]
, (1.157)
for Fig. 1.12a and
A′(q) = −4m1m2
(
8G2m1m2
) [7
2
log
(
q2
)
+ pi2m2
(
1
q
)]
, (1.158)
for Fig. 1.12b. This means that through a Fourier transformation we obtain for Fig. 1.12 the
overall result
V (r) = −4G
2m1m2 (m1 +m2)
r2
+
28
pi
G2m1m2
r3
. (1.159)
The scattering amplitude associated to Fig. 1.13 reads as
iM(q) = 1
2!
∫
d4l
(2pi)4
[
τγδαβ(k1, k2,m1)τ
σρµν(k3, k4,m2)
iPαβµν
(q + l)2
iPσργδ
l2
]
, (1.160)
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k1
k2 k4
k3
(m1) (m2)
← l
→ q + l
γδ
αβ
σρ
µν
Figure 1.13.: The double-seagull diagram.
whose non-analytical contribution in the non-relativistic domain assumes the form [32]
A′(q) = 4m1m2
(
44G2m1m2
)
log
(
q2
)
, (1.161)
giving
V (r) = −22
pi
G2m1m2
r3
. (1.162)
The vertex correction diagrams have already been analysed within the context of one-particle
reducible potential. We now consider the associated scattering processes (or equivalently the
associated four-point functions), Fig. 1.14. These graphs can be divided into two groups depending
on whether massive loops (Figs. 1.14a and 1.14b) or pure graviton loops (Figs. 1.14c and 1.14d)
are present. Massive loop diagrams give
iM(q) =
∫
d4l
(2pi)4
[
ταβ(k1, k2,m1)τ
µν(k3, k3 − l,m2)τρσ(k3 − l, k4,m2)τγδλκφ(−l, q)
iPαβγδ
q2
iP λκµν
l2
iPφρσ
(q + l)2
i
(k3 − l)2 − (m2)2
]
,
(1.163)
iM(q) =
∫
d4l
(2pi)4
[
ταβ(k1, k1 + l,m1)τ
µν(k1 + l, k2,m1)τ
λκ(k3, k4,m2)τ
φ
γδρσ(l,−q)
iP ρσµν
(q + l)2
iPγδαβ
l2
iPφλκ
q2
i
(k1 + l)
2 − (m1)2
]
,
(1.164)
from which it follows that [32]
A′(q) = 4m1m2
(
2G2m1m2
) [pi2 (m1 +m2)
q
+
5
3
log
(
q2
)]
, (1.165)
while for pure graviton ones the amplitudes
iM(q) = 1
2!
∫
d4l
(2pi)4
[
ταβ(k1, k2,m1)τ
γδ
µνρσ(−l, q)τφλκ(k3, k4,m2)
iPαβγδ
q2
iPρσφ
(q + l)2
iPλκµν
l2
]
,
(1.166)
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k4
k3 − l
k3
k2
k1
(m1) (m2)
→ q
γδαβ
φǫ
λκ
ρσ
µν
→
←
l
q + l
(a)
k4
k3
k2
k1 + l
k1
(m1) (m2)
→
←
→ q
λκφǫ
ρσ
µν
αβ
γδ
l
q + l
(b)
(m1)
k1
k2
→ q
αβ γδ
µν λκ
← l
ρσ ǫφ
→q + l
k3
k4
(m2)
(c)
µν γδ
→
ρσ αβ
← l
k3
k4
(m2)
→ q
ǫφ λκ
q + l
k1
k2
(m1)
(d)
Figure 1.14.: The set of vertex correction diagrams contributing to the scattering potential.
and
iM(q) = 1
2!
∫
d4l
(2pi)4
[
τρσµν(k1, k2,m1)τ
φ
αβγδ(l,−q)τλκ(k3, k4,m2)
iPαβρσ
l2
iP γδµν
(q + l)2
iPφλκ
q2
]
,
(1.167)
once evaluated in the non-relativistic regime give rise to [32]
A′(q) = −4m1m2
(
52
3
G2m1m2
)
log
(
q2
)
. (1.168)
In terms of the potential we have
V (r) =
G2m1m2 (m1 +m2)
r2
− 5
3pi
G2m1m2
r3
, (1.169)
V (r) =
26
3pi
G2m1m2
r3
, (1.170)
for massive and pure graviton loop graphs, respectively.
Lastly, we consider the vacuum polarization diagrams depicted in Fig. 1.15. Also this set has
been considered in the previous section and its resulting contribution to the scattering amplitude
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can be easily read from Eq. (1.141), which for Figs. 1.15a and 1.15b reduces to
iM(q) = τρσ(k1, k2,m1) iP
ρσλξ
q2
Πλξµν(q)
iPµνγδ
q2
τγδ(k3, k4,m2), (1.171)
Πλξµν(q) being given by (1.140). From this expression we have [32]
A′(q) = 4m1m2
(
43
15
G2m1m2
)
log
(
q2
)
, (1.172)
and hence
V (r) = − 43
30pi
G2m1m2
r3
. (1.173)
Adding up all the corrections coming from Figs. 1.10–1.15 and restoring c and ~ we achieve the
final expression of the scattering potential, i.e.,
VQ(r) = −Gm1m2
r
[
1 + 3
G(m1 +m2)
rc2
+
41
10pi
G~
r2c3
]
, (1.174)
which implies that κ1 and κ2 are both positive and are given by (cf. (1.94)–(1.96))
κ1 = 3, (1.175)
κ2 =
41
10pi
. (1.176)
Bearing in mind Eq. (1.105), the result for bound-state potential reads as
VQ(r) = −Gm1m2
r
[
1− 1
2
G(m1 +m2)
rc2
+
41
10pi
G~
r2c3
]
, (1.177)
or in terms of κ1 and κ2
κ1 = −1
2
, (1.178)
κ2 =
41
10pi
. (1.179)
The values assumed by these constants for the three kinds of potential discussed so far are given
in Tab. 1.1. It is fair to mention that different results from the ones analysed in this thesis have
been achieved in the literature (for further details see Ref. [37]).
Now that we have obtained the ultimate structure, some remarks on the nature of the quantum
corrected potential VQ(r) are essential. First of all, we note that Eq. (1.94) implies that, ∀ε > 0,
there exists an unknown r0 value of r such that [38, 39]∣∣∣∣VQ(r) + GmAmBr
(
1 +
k1
r
+
k2
r2
)∣∣∣∣ < ε, ∀r > r0, (1.180)
underlying the fact that we do not have a formula for VQ(r) which is equally good at all points.
Since in the course of an orbit of a celestial body around another celestial body their mutual
separation may change by a non-negligible amount, we see that Eq. (1.180) means that VQ(r)
is not apt for the characterization orbits in general but, in contrast, it is well suited for issues
such as the evaluation of equilibrium points of a dynamical system or the description of displaced
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k1
k2
(m1)
→ q → q
→
q − l
→ l
ρσ λξ µν γδ k3
k4
(m2)
(a)
k1
k2
(m1)
→ q → q
→
q − l
→ l
ρσ λξ µν γδ k3
k4
(m2)
(b)
Figure 1.15.: The vacuum polarization diagrams contributing to the scattering potential.
periodic orbits. These subjects will be investigated in the next chapter. Moreover, we also stress
that the dimensionless parameter κ1 depends on the dimensionless parameter κ2. In other words,
k1 is a post-Newtonian term which only depends on classical physical constants, but its weight,
expressed by the real number κ1, is affected by the calculational procedure leading to the fully
quantum term k2, where the real number κ2 weighs the Planck length squared, i.e.,
κ1 = κ1(κ2), k2 = κ2(lP )
2. (1.181)
Thus, we are not dealing with corrections to the relativistic celestial mechanics (cf. Ref. [40]).
More precisely, the perturbative expansion (in the Poincare´ sense, see Appendix C) leading to Eq.
(1.94) involves only integer powers of Newton constant G: [39]
VQ(r) ∼ −GmAmB
r
1 + ∞∑
p=1
fp(r)G
p
 ∼ −GmAmB
r
(
1 +
∞∑
n=1
kn
rn
)
, (1.182)
where the coefficients are such that kn = kn(RA +RB, (lP )
2) (see Eqs. (1.95) and (1.96)). At one
loop, i.e., to linear order in G, where
f1(r) = κ1
(mA +mB)
c2
1
r
+ κ2
~
c3
1
r2
, (1.183)
we can only have the contribution (RA+RB)r with weight equal to the real number κ1, and the
contribution (lP )
2
r2
with weight equal to the real number κ2. Although the term
(lP )
2
r2
is overwhelmed
by the factor (RA+RB)r , the two are inextricably intertwined because κ1 is not a free real parameter
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but depends on κ2: both κ1 and κ2 result from loop diagrams, as we have shown before. Thus,
the one-loop long-distance quantum correction is the whole term
f1(r)G =
k1
r
+
k2
r2
= κ1
(RA +RB)
r
+ κ2
(lP )
2
r2
, (1.184)
where κ1 takes a certain value because there exists a non-vanishing value of κ2.
Table 1.1.: The values assumed by κ1 and κ2 in the three different potentials.
κi one-particle reducible scattering bound-states
κ1 −1 3 −1
2
κ2 − 167
30pi
41
10pi
41
10pi
We are now ready to apply the topics described so far to the context of the restricted three-body
problem of celestial mechanics consisting of the Earth and the Moon as the primaries [33, 38, 39,
41]. This issue will represent the heart of the next chapter.
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I have almost completed a treatise on analytical mechanics based uniquely on the principle of virtual
velocities; but, as I do not yet know when or where I shall be able to have it printed, I am not
rushing to put the finishing touches to it.
J. L. Lagrange
One of the most famous issues of classical dynamics is represented by the problem of three
bodies, consisting of three particles moving in space under their mutual gravitational attraction.
The problem involves finding the position of the particles at any subsequent time once their
positions and velocities at the initial time t = t0 are prescribed. This problem dates in substance
from 1687, when Isaac Newton published his “Principia” and has profoundly influenced classical
mechanics since then. In 1887, mathematicians Heinrich Bruns and Henri Poincare´ [42, 43] showed
that there is no general analytical solution in terms of elementary functions for the three-body
problem (this will be discussed in the next chapter, Sec. 3.1.1), unlike the two-body one which is
completely solved in the sense indicated above. In particular, it was brilliantly proved by Poincare´
that all the series used by astronomers1 to integrate Lagrange equations regarding the problem
of three bodies were actually not convergent in a rigorous mathematical sense. In fact, for the
astronomers a series was considered to be convergent if the terms they had calculated decreased
rapidly, regardless of the fact they had no knowledge of the behaviour of the subsequent terms.
On the other side, for the mathematicians a series is convergent only if it was rigorously proved
to be so. As an example, consider the trigonometric series of the form∑
n
An sin (αnt) +
∑
n
Bn cos (αnt) , (2.1)
which was long considered by astronomers in the context of perturbation theory as a solution of
differential equations such as
d2x
dt2
+ nx2 = Φ(x, t), (2.2)
1We remember the achievements of the late IXX century of Delaunay, Lindstedt, Gylde´n and Hill [44].
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where Φ(x, t) is a function expandable in powers of x with coefficients which are periodic functions
of t and αn represent some parameters which may decrease or increase indefinitely, a feature that
makes the series differ from Fourier one. It was the genius of Poincare´ that proved that such
series is not absolutely convergent. In so doing, he laid the foundations for the formal definition
of asymptotic series (cf. Eqs. (C.14)–(C.19)) which represent, as Poincare´ himself showed [42],
true solutions of what he called for the first time “restricted” problem of three bodies. In his
famous memoir Sur le proble`me des trois corps et les e´quations de la dynamique presented in the
competition celebrating the 60th birthday of King Oscar II of Sweden and Norway in 1889, this
problem was defined as follows:
I consider three masses: the first very large, the second small but finite, the third
infinitely small; I assume that the first two describe a circle around their common
center of gravity and the third moves in the plane of these circles.
Since then, the most general gravitational problem of celestial mechanics involving three masses
is called full three-body problem and we will consider it in the next chapter. In this chapter
indeed we are going to describe the features of the restricted three-body problem in the context
of effective field theories of gravity.
2.1. Restricted three-body problem
We have seen in the first chapter of this thesis that the application of the effective field theory
point of view to the quantization of Einstein’s general relativity can be performed by including all
possible higher derivative couplings of the fields in the gravitational Lagrangian (1.79). By doing
so, any field singularities generated by loop diagrams can be associated with some component of
the action and can be absorbed through a redefinition of the coupling constants of the theory.
By treating all coupling coefficients as experimentally determined in this way, the effective field
theory is finite and singularity-free at any finite order of the loop expansion, even though it remains
true, as pointed out before, that Einstein’s gravity is not perturbatively renormalizable and not
even two-loop on-shell finite (see Eq. (1.78)). Moreover, the crucial point according to which
the leading (i.e., one-loop) long-distance quantum corrections to the Newtonian potential are
entirely ruled by the Einstein-Hilbert part of the full action functional (1.79) has led to the most
important outcome (for our purposes) of the effective field theory framework, i.e., the quantum
corrected potential (1.94) (see also Eqs. (1.95) and (1.96) and Tab. 1.1). We now assume that this
theoretical model can be applied to long distances and macroscopic bodies occurring in celestial
mechanics, starting with the restricted three-body problem. Is it possible to obtain a quantum
perspective on this issue, despite the extremely small numbers involved? The question is not
merely of academic interest. Indeed, on the one hand, we know already that very small quantities
may produce non-trivial effects in physics. An example, among the many, is provided by the
Stark effect: no matter how small is the external electric field, the Stark-effect Hamiltonian has
absolutely continuous spectrum on the whole real line [45], whereas the unperturbed Hamiltonian
for hydrogen atom has discrete spectrum on the negative half-line. Yet another relevant example is
provided by singular perturbations in quantum mechanics: if a one-dimensional harmonic oscillator
is perturbed by a term proportional to negative powers of the position operator, then no matter
how small is the weight coefficient one cannot recover the original Hamiltonian if the perturbation
is switched off. The unperturbed Hamiltonian has in fact both even and odd eigenfunctions,
whereas the singular perturbation enforces the stationary states to vanish at the origin, and the
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latter condition survives if the perturbation gets switched off [46], so that one eventually recovers
a sort of “halved” harmonic oscillator, with only half of the original eigenfunctions. On the other
hand, by virtue of the improved technology with respect to the golden age of Poincare´, it becomes
conceivable to send off satellites in the solar system that, within our lifetime, might become part
of suitable three-body systems. This is the starting point of the modern laser ranging techniques,
which will be discussed in Sec. 4.3. Thence, the putative quantum corrected Newtonian potential
(1.94) can be tested in circumstances which were inconceivable a century ago.
The restricted three-body problem within the context of effective field theories represents an
example of hybrid scheme in which we try to overcome our lack of knowledge about quantum
gravity. This is not a novel feature in physics, since such a scheme, logically incomplete, is
frequently employed in a variety of contexts as it turns out to be quite useful because the full
theory is unknown or leads to equations that cannot be solved. Among the many conceivable
examples of this feature, we mention the following, since they are relevant for motivating the
research problem we are going to study:
(i) The non-relativistic particle in curved spacetime [21], where the Schro¨dinger equation is studied,
which is part of non-relativistic quantum theory, but the potential in such equation receives a
contribution from spacetime curvature, which is instead defined and studied in general relativity;
(ii) Quantum field theory in curved spacetime, where the right-hand side of the Einstein equations
is replaced by the expectation value of the regularized and renormalized energy-momentum tensor
〈Tµν〉 evaluated in a classical spacetime geometry. Only at a subsequent stage does one try to
consider the back-reaction on the Einstein tensor, which, being coupled to a non-classical object
like 〈Tµν〉, cannot remain undisturbed.
2.1.1. Quantum corrected Lagrangian
The circular restricted three-body problem we are going to analyse consists of a body A of mass
α and a body B of mass β < α moving under their mutual gravitational attraction and forming a
two-body system in which their motion in known. A and B are called primaries and they can be
considered as approximately spherical with a spherical symmetrical distribution of mass so that
the attraction between two such bodies can be considered the same as that between two particles
at their centres. We will suppose that A coincides with the Earth whereas the role of B is played
by the Moon. The center of mass C of the primaries moves uniformly in a straight line, and one
can suppose it to be at rest without loss of generality. The initial conditions are such that the
orbit of B relative to A is a circle, hence the orbit of each body relative to C is a circle as well.
Moreover, a third body, the planetoid P , moves in the plane of motion of A and B. By hypothesis,
P is subjected to the quantum corrected Newtonian attraction of A and B, but its mass m is so
small that it cannot affect their motion. The problem consists therefore in evaluating the motion
of P at any time [33, 47, 48].
The problem can be stated either in an inertial (fixed) coordinate system (called sidereal system)
or in a rotating coordinate system (called synodic system). We will adopt the latest because it
possesses the advantage that the motion of the primaries shows no explicit dependence on time.
With reference to Fig. 2.1, the synodic system has the center of mass C as its origin, with A and
B lying on the x-axis. The orbital plane normal to the total angular momentum coincides with
the x− y plane. Balance between the gravitational and centrifugal forces requires that
G
αβ
l2
= β bω2 = αaω2, (2.3)
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P
y
x
A
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C
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s
Figure 2.1.: The synodic coordinate system showing the two primaries, A and B, the center of
mass C, and the planetoid P .
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where the length AB has been denoted by l, ω is the common angular velocity of A and B and
a =
β
(α+ β)
l, b =
α
(α+ β)
l. (2.4)
The quantity ω is called in celestial mechanics mean motion and it is given by
ω =
√
G(α+ β)
l3
, (2.5)
which represents the mathematical content of Kepler’s third law. Note that Eq. (2.3) means that
we are choosing to neglect any correction, either classical or quantum, to the Newtonian potential
between the primaries. Thus, A and B are permanently at rest, relative to the rotating axes, at
the points of coordinates (−a, 0) and (b, 0), respectively [33, 47]. The motion of the planetoid at
P (x, y) is the same as it would be if A and B were constrained to move as they do, hence the
kinetic energy reads as
T =
m
2
[(x˙− yω)2 + (y˙ + xω)2]. (2.6)
In order to apply the effective field theories point of view to the Earth-Moon system, we need
to employ the quantum corrected potential (cf. Eqs. (1.94)–(1.96)) in the dynamical equations
describing the motion of the planetoid. Therefore, on denoting by r the distance AP and by s the
distance BP , i.e.,
r2 = (x+ a)2 + y2,
s2 = (x− b)2 + y2, (2.7)
the interaction potential is taken to be [33]
V = −Gmα
r
(
1 +
k1
r
+
k2
r2
)
− Gmβ
s
(
1 +
k3
s
+
k4
s2
)
, (2.8)
where
k1 = κ1
G(m+ α)
c2
= κ1 (Rm +Rα) , (2.9)
k2 = k4 = κ2(lP )
2, (2.10)
k3 = κ1
G(m+ β)
c2
= κ1 (Rm +Rβ) , (2.11)
and the classical Newtonian domain is recovered in the limits
k1 → 0, k2 → 0, k3 → 0. (2.12)
The quantum corrected Lagrangian underlying the dynamics of P is therefore assumed to take
the form [33]
L
m
=
1
2
(x˙2 + y˙2) + ω(xy˙ − yx˙) + 1
2
ω2(x2 + y2) +
Gα
r
(
1 +
k1
r
+
k2
r2
)
+
Gβ
s
(
1 +
k3
s
+
k2
s2
)
= T − V = T2 + T1 + T0 − V,
(2.13)
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having denoted by Tn the part of T containing n-th order derivatives of x or y. In particular, T1 is
related to Coriolis force while T0 to centrifugal force. The resulting Lagrange equations of motion
read as [33]
x¨− 2ωy˙ = G∂U
∂x
, (2.14)
y¨ + 2ωx˙ = G
∂U
∂y
, (2.15)
having set
U(x, y) ≡ 1
2
(α+ β)
l3
(x2 + y2) +
α
r
(
1 +
k1
r
+
k2
r2
)
+
β
s
(
1 +
k3
s
+
k2
s2
)
. (2.16)
U is usually referred to as full potential. Since the Lagrangian function (2.13) does not depend on
time explicitly, its Jacobi integral exists. If we multiply Eq. (2.14) by x˙ and (2.15) by y˙ and then
add the resulting equations member by member we obtain the relation
x˙x¨+ y˙y¨ = G
(
x˙
∂U
∂x
+ y˙
∂U
∂y
)
= G
dU
dt
, (2.17)
which, once integrated with respect to t, gives
1
2
(
x˙2 + y˙2
)
= GU + J , (2.18)
J representing an integration constant called Jacobi integral (or Jacobi constant or integral of
energy). By virtue of (2.5) and (2.8) we have
GU = T0 − V, (2.19)
and hence the Jacobi integral assumes the form
J = T2 + V − T0. (2.20)
It is to be noted that J is the only conserved quantity of the circular restricted three-body problem,
depending only on the initial conditions and not on time. By noting that J represents the energy
per unit mass of P2, the total energy of the system of three bodies reads as
Htot = J −Gαβ
l
, (2.21)
which turns out to be a constant in the synodic system. By bearing in mind that from the above
relations we can write J = T2 − GU , one has the simple but non-trivial restriction according to
which the motion of P is only possible where
GU + J = T2 > 0 =⇒ U > −J
G
. (2.22)
Had we chosen the sidereal system X,Y instead of the synodic one, Eqs. (2.14) and (2.15)
would have been replaced by
X¨ = G
∂U˜
∂X
, (2.23)
2Recall that Coriolis force is perpendicular to the trajectory.
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Y¨ = G
∂U˜
∂Y
, (2.24)
where
U˜(X,Y, t) ≡ α
r˜
(
1 +
k1
r˜
+
k2
r˜2
)
+
β
s˜
(
1 +
k3
s˜
+
k2
s˜2
)
= − V˜ (X,Y, t)
G
, (2.25)
where r˜(X,Y, t) and s˜(X,Y, t), being the time-dependent distances from the planetoid of A and
B, respectively, introduce the time explicitly in the equations of motion. The coordinate transfor-
mation between the sidereal and the synodic systems is given by the well-known rotation relation
X = x cos (ωt)− y sin (ωt) ,
Y = x sin (ωt) + y cos (ωt) ,
(2.26)
ωt being the angle that the x-axis forms with X-axis at time t, known also as the longitude of the
body A.
As we have just shown, in the sidereal coordinate system the potential U˜(X,Y, t) contains the
time variable explicitly and hence also the Lagrangian (as well as the Hamiltonian) will depend
on time. As a consequence, the Jacobi integral will not exist. In fact, instead of (2.20) the only
invariant relation of the problem is given by
1
2
(
X˙2 + Y˙ 2
)
= G
(
U˜ −
∫ t
t0
dt
∂U˜
∂t
)
. (2.27)
Moreover, the energy (per unit mass) of P has got the form
h =
1
2
(
X˙2 + Y˙ 2
)
+ V˜ , (2.28)
which is not a constant due to its time dependence, whereas, by recalling that the primaries
undergo a purely classical gravitational interaction, the energy of the system A+B is given by
h′ =
1
2
ω2
(
αa2 + β b2
)−Gαβ
l
, (2.29)
where, bearing in mind Eqs. (2.4) and (2.5), the kinetic term can be written as
1
2
ω2
(
αa2 + β b2
)
=
1
2
G
αβ
l
, (2.30)
and hence h′ is constant and reads as
h′ = −1
2
G
αβ
l
, (2.31)
which means that the total energy
H˜tot = mh + h
′, (2.32)
is not a constant because h depends on time. The reason is due to the fact that we have chosen
to neglect the effects of the planetoid on the motion of A and B, creating a dynamical situation
that exists, strictly speaking, only when m = 0. In fact, if this condition is fulfilled we have that
Htot = h
′ = constant. We will see that for the full three-body problem the total energy of the
system is conserved, since the potential energy function does not depend explicitly on time (Sec.
3.1.1).
49
2. The restricted three-body problem in effective field theories of gravity
Figure 2.2.: A pictorial representation of the position of Lagrangian points in the Earth-Moon
system as expected by Newtonian theory. It is possible to appreciate that L4 and L5
define an equilateral triangle.
2.1.2. Lyapunov definition of stability
In the space surrounding two bodies that orbit about their mutual mass center there are five points
where a third body will remain in equilibrium under the gravitational attraction of the other two
bodies. From a physical point of view, these five equilibrium solutions represent points where the
forces acting on the small planetoid in the rotating system are balanced. Since the solutions are
stationary, there is no motion relative to the synodic system and hence the Coriolis force vanishes:
only the gravitational and the centrifugal forces are to be considered. These equilibrium points
are called Lagrangian points (or libration points) in honour of Joseph Lagrange, who discovered
them in 1772 while studying the restricted problem formed by the Sun-Jupiter system. Lagrangian
points can be divided into two groups: the collinear ones3 (L1, L2, and L3), which lie on the line
joining A to B and turn out to be unstable and the non-collinear ones (L4 and L5), which instead
are stable at first order (as will be proved in Sec. 2.2.8). Lagrangian points of the Earth-Moon
system within the context of Newtonian theory are depicted in Fig. 2.2.
The discovery of the physical realization of the equilibrium points theorized by Lagrange is
represented by the Trojan group of asteroids and it began only in 1906 thanks to the astronomer
Max Wolf with the first-seen member of this group, called 588 Achilles, which is located near the
triangular libration point of the Sun-Jupiter system. Today we know that there are 3898 known
Trojans at the triangular Lagrangian point L4 and 2049 at L5 [49]. In the sixties, simultaneously
with the increased interest in space explorations, the question of existence of Lagrangian points
with respect to other primaries, especially for the Earth-Moon system, arose quite naturally. In
fact, if there are stable stationary solutions for various primary combinations, then from a practical
point of view placing observational platforms at these points becomes feasible, especially in a really
close and accessible system like the Earth-Moon system, which is also the most convenient system
3Sometimes these points are referred to as Euler collinear solution.
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from an economic point of view. While the Sun-Jupiter system clearly possesses a collection of
asteroids at the triangular libration points, the ability of the Earth-Moon system to collect debris
or dust at the corresponding points and in what is called Kordylewski clouds is still in question
(see Ref. [50] for further details). The major perturbing effect on the Trojans is represented
by Saturn, while the stabilizing forces come from the Sun and Jupiter. The major perturbation
on the Earth-Moon libration clouds is the Sun and the stabilizing effects are derived from the
Earth and the Moon. This explains why the existence of accumulated material at L4 or L5 in
the Earth-Moon system is not so obvious. Bodies at the triangular libration points of the system
consisting of the Sun and another planet would face the perturbations from Jupiter; therefore, it is
not surprising that the only currently known material accumulation is confined to the Sun-Jupiter
system, although some asteroids were found also in the Sun-Earth system around the libration
point L4, as is shown by recent observations [51]. As far as the collinear Lagrangian points for the
Earth-Moon system are concerned, we know that L1 allows comparatively easy access to Lunar and
Earth orbits with minimal change in velocity and has this as an advantage to position a half-way
manned space station intended to help transport cargo and personnel to the Moon and backwards,
whereas L2 would be a good location for a communications satellite covering the Moon’s far side
and would be an ideal location for a propellant depot as part of the proposed depot-based space
transportation architecture [52].
We now give the definition of equilibrium point of a dynamical system. Consider in the space
Rn the system of first-order homogeneous ordinary differential equations
x˙ = X(x), (2.33)
whose solution x(t) represents in Rn an integral curve of X(x) (for further details see Appendix
D). The system (2.33) is called autonomous due to its independence of the time variable. Recall
that it is always possible to transform the set of k second-order Lagrangian equations
q¨i = Qi (q1, . . . , qk, q˙1, . . . , q˙k) , (i = 1, . . . , k), (2k = n), (2.34)
in the first-order system (2.33) by putting
qi = xi,
q˙i = xi+k.
(2.35)
By employing the tools of mathematical analysis [53], it is possible to prove that if the vector field
X(x) is continuous in the open subset U ⊆ Rn, then, once the initial condition
x(t0) = x0, (2.36)
is assigned, at most one solution x(t, t0,x0) of the Cauchy problem (2.33) and (2.36) exists at least
locally, i.e., with t ∈ (t0 − δ, t0 + δ), δ > 0. If X(x) turns out to be a local Lipschitz function in
U4, then there exists locally an unique solution of the above-mentioned Cauchy problem. If the
solution x(t, t0,x0) is such that t ∈ R, we say that we have a global solution. Moreover, since
4X(x) represents a local Lipschitz function if it has a limited growth. Formally, the following condition must hold:
∀x0 ∈ U there exist an open subset U0 ⊆ U and a constant K > 0 such that
|X(x)−X(y)| ≤ K|x− y|, ∀x,y ∈ U0. (2.37)
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the solutions of (2.33) are independent from t0, we can set t0 = 0 and hence we can simply set
hereafter x(t, 0,x0) ≡ x(t,x0). Given two solutions x(t,x01) and x(t,x02) of (2.33) in the interval
[0, δ], it is possible to show that there exists a constant K˜ > 0 such that
|x(t,x01)− x(t,x02)| ≤ |x01 − x02 |eK˜t. (2.38)
In particular, the last condition implies that the solution of (2.33) is continuous with respect to
the initial value. A point x∗ ∈ U is called equilibrium (or stationary or critical) point if [48]
X(x∗) = 0, (2.39)
which means that x∗ can be obtained from (2.33) from the condition x˙ = 0. Therefore, according
to what we have said above, x(t,x∗) is the unique solution of the Cauchy problem (2.33) and
(2.36) with initial value x∗. The point x∗ represents a stable equilibrium point (in the sense of
Lyapunov) if ∀ > 0, ∃ δ() > 0 with 0 < δ() <  such that, when the disturbances satisfy
|x0 − x∗| ≤ δ(), (2.40)
then ∀t > t0 = 0
|x(t,x0)− x∗| < . (2.41)
In other words, it is always possible to define a priori a confinement of the solution. Moreover, x∗
is said to be asymptotically stable if it is stable and if
lim
t→+∞x(t,x0) = x∗. (2.42)
Lastly, x∗ is unstable if it is not stable, i.e., ∀ > 0, ∃ δ() > 0 with 0 < δ() <  and, once a
neighbourhood of x∗ having radius δ() is considered, there exist at least a point x0 and an instant
t¯ such that the corresponding solution x(t,x0) leaves such a neighbourhood for t > t¯.
It is clear from the above definitions that the analysis of the equilibrium points of (2.33) requires
the knowledge of its solutions in the neighbourhood of x∗. Unluckily, such a circumstance is
quite unusual in physics, except for few particular cases. Thence, it becomes rather essential
to establish some feasible criteria that allow the description of the stability of the system (2.33)
without resorting to the explicit acquaintance of its solution. An important role for this purpose
is fulfilled by the stability criterion set up by Lyapunov, which can be stated as follows [54]:
Lyapunov stability criterion. Let V(x) : S(¯) → R be a smooth function in the sphere S(¯)
centred in x∗ and having radius equals to ¯ such that
V(x∗) = 0, (2.43)
V(x) > V(x∗), ∀x ∈ S(¯). (2.44)
If
V˙
(
x(t,x0)
)
= 0, (2.45)
for all solutions of (2.33) having initial data in U− {x∗}, then x∗ represents a stable equilibrium
point. Instead, if
V˙
(
x(t,x0)
)
< 0, ∀x ∈ S(¯)− {x∗}, (2.46)
then x∗ is an asymptotically stable equilibrium point. Finally, if
V˙
(
x(t,x0)
)
> 0, ∀x ∈ S(¯)− {x∗}, (2.47)
then x∗ turns out to be unstable.
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The function V, called Lyapunov function, possesses some analogies to the potential function
of classical dynamics. It is important to stress that it is possible to invoke Lyapunov stability
criterion without explicit knowledge of solutions of (2.33), because from this equation it follows
easily
V˙
(
x(t,x0)
)
= X(x) · grad
[
V
(
x(t,x0)
)]
. (2.48)
Lyapunov stability criterion plays a major role in the proof of the following crucial theorem [54]:
Dirichlet stability criterion. Consider a dynamical system having a potential energy function
U . If x∗ represents a local absolute minimum for U , then x∗ is a stable equilibrium point for the
system. Instead, if x∗ represents only a critical point for the function U , then x∗ is an equilibrium
point (stable or unstable or asymptotically stable).
Driven both by the Dirichlet theorem and by the fact that, as we have pointed out in Sec. 1.3.3,
the quantum corrected potential (1.94) is suitable for the analysis of equilibrium points but not
for the description of the orbits of celestial bodies (cf. Eq. (1.180)), the method we will adopt
throughout this thesis for the analysis of the modifications occurring to the Newtonian equilibrium
points of a dynamical system will consist in the evaluation of the zeroes of the gradient of its
potential energy function. In the case of the quantum corrected restricted three-body problem we
have just introduced, the potential energy is given by Eq. (2.16), whereas in Secs. 4.1 and 4.2,
where a description employing the framework of general relativity will be performed, the potential
will be represented by Eqs. (4.31) and (implicitly) (4.95). The technique involving the potential
energy function is the one which has been exploited in Refs. [33, 38, 39, 41]. However, other
methods have been developed in the literature for the analysis of equilibrium points in the context
of general relativity and we mention the one pursued by the authors of Refs. [55, 56, 57, 58, 59],
where the analysis of Lagrangian points at the first post-Newtonian order is given. In this case the
starting point is represented by Einstein-Infeld-Hoffmann equation [60, 61] and not by a potential
energy function, as we will explain in Sec. 4.1.2.
2.1.3. Derivatives of the full potential
As we have seen in the last section, the equilibrium points, either stable or unstable, are points at
which the full potential (2.16) is stationary, and hence one has to study its first and second order
partial derivatives. To begin, one finds [33]
∂U
∂x
= (α+ β)
x
l3
− α(x+ a)
r3
(
1 + 2
k1
r
+ 3
k2
r2
)
− β(x− b)
s3
(
1 + 2
k3
s
+ 3
k2
s2
)
. (2.49)
Thus, on using (2.4) and defining (cf. the classical formulas in Ref. [47])
λ ≡ (α+ β)
l3
− α
r3
(
1 + 2
k1
r
+ 3
k2
r2
)
− β
s3
(
1 + 2
k3
s
+ 3
k2
s2
)
, (2.50)
one can re-express ∂U∂x in the form (see Fig. 2.3)
∂U
∂x
= λx+
αβl
(α+ β)
[
1
s3
(
1 + 2
k3
s
+ 3
k2
s2
)
− 1
r3
(
1 + 2
k1
r
+ 3
k2
r2
)]
, (2.51)
while, with the same notation, the other first derivative reads as
∂U
∂y
= λy. (2.52)
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For this to vanish, it is enough that either y or λ vanishes, in complete formal analogy with the
classical case [47]. When y = 0, we find the (collinear) equilibrium points L1, L2, and L3 lying
on the line joining A to B, while the condition λ = 0 yields the libration points not lying on
the line joining the two primaries, i.e., the triangular Lagrangian points L4 and L5. Second-order
derivatives of U along with their sign are important to understand the nature of equilibrium points.
For this purpose, we need the first derivatives of the function λ, which are found to be [33]
∂λ
∂x
=
(x+ a)
r5
α
(
3 + 8
k1
r
+ 15
k2
r2
)
+
(x− b)
s5
β
(
3 + 8
k3
s
+ 15
k2
s2
)
, (2.53)
∂λ
∂y
= y
[
α
r5
(
3 + 8
k1
r
+ 15
k2
r2
)
+
β
s5
(
3 + 8
k3
s
+ 15
k2
s2
)]
, (2.54)
by virtue of the identities (see Eq. (2.7))
∂r
∂x
=
(x+ a)
r
,
∂r
∂y
=
y
r
,
∂s
∂x
=
(x− b)
s
,
∂s
∂y
=
y
s
.
(2.55)
The second order derivatives of U are hence given by (see Figs. 2.4, 2.5, and 2.6) [33]
∂2U
∂x2
= λ+ (x+ a)2
α
r5
(
3 + 8
k1
r
+ 15
k2
r2
)
+ (x− b)2 β
s5
(
3 + 8
k3
s
+ 15
k2
s2
)
, (2.56)
∂2U
∂x∂y
= y
[
(x+ a)
r5
α
(
3 + 8
k1
r
+ 15
k2
r2
)
+
(x− b)
s5
β
(
3 + 8
k3
s
+ 15
k2
s2
)]
, (2.57)
∂2U
∂y2
= λ+ y2
[
α
r5
(
3 + 8
k1
r
+ 15
k2
r2
)
+
β
s5
(
3 + 8
k3
s
+ 15
k2
s2
)]
. (2.58)
The analysis of the behaviour of the potential and its derivatives concerning the collinear La-
grangian points is intriguing and, as we will shortly see, sheds some light on the role that effective
field theories could fulfil in celestial mechanics. To begin, we know that the line joining A to B is
an axis having equation y = 0, and it can be divided into 3 regions:
R1 : x ∈ (−∞,−a),
R2 : x ∈ (−a, b),
R3 : x ∈ (b,+∞).
(2.59)
From Eq. (2.7) and the condition y = 0 one has r = |x + a|, s = |x − b|, and hence Eqs. (2.50)
and (2.56) yield [33]
∂2U
∂x2
∣∣∣∣
y=0
=
[
(α+ β)
l3
+ 2
α
r3
+ 2
β
s3
]
+ 2
α
r4
(
3k1 + 6
k2
r
)
+ 2
β
s4
(
3k3 + 6
k2
s
)
. (2.60)
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Figure 2.3.: Plot of the partial derivative with respect to the x-coordinate of the full potential
U(x, y) (see Eq. (2.16)) obtained by setting λ = 0. The graph has been accomplished
by choosing the constants κ1 and κ2 of the one-particle reducible potential (see Tab.
1.1).
Figure 2.4.: Plot of the partial derivative U,xx(x, y) obtained by setting λ = 0. The graph has
been obtained by choosing the constants κ1 and κ2 of the scattering potential (see
Tab. 1.1).
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Figure 2.5.: Plot of the partial derivative U,xy(x, y) obtained by setting λ = 0. The graph has
been obtained by choosing the constants κ1 and κ2 of the bound-states potential (see
Tab. 1.1).
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Figure 2.6.: Plot of the partial derivative U,yy(x, y) obtained by setting λ = 0. The graph has been
obtained by choosing the constants κ1 and κ2 of the one-particle reducible potential
(see Tab. 1.1).
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Figure 2.7.: Plot of the potential U(x, 0). The three minima in R1, R2, and R3 correspond to
L3, L1, and L2, respectively. The vertical asymptote having negative x-coordinate
represents the position of the body A, whereas the one with x > 0 represents B. The
three kinds of potential of Tab. 1.1 give no appreciable differences.
In Newtonian theory, since all terms in square brackets in (2.60) are positive, one concludes that
U,xx is always positive on y = 0. However, by virtue of (2.8)–(2.11) and Tab. 1.1, this may no
longer be true in our case, if one adopts the one-particle reducible or the bound-states potential.
In fact, the sufficient condition for preservation of the sign in Newtonian theory reads as [33](
3k1 + 6
k2
r
)
+
β
α
(r
s
)4(
3k3 + 6
k2
s
)
> 0, (2.61)
which is however violated with the choice of the κ1 and κ2 coming from the one-particle reducible
potential. Since the contribution of k2 is overwhelmed by that of k1 and k3, it remains true that
(2.61) is violated also by adopting the bound-states potential.
Note that the function U(x, 0) has, from (2.16), the limiting behavior (see Fig. 2.7)
lim
x→−aU(x, 0) = limx→b
U(x, 0) = +∞, (2.62)
lim
x→−∞U(x, 0) = limx→+∞U(x, 0) = +∞. (2.63)
Moreover, U,x passes just once through the x-axis in each of the three regions R1, R2, and R3,
which implies that U has three minima and hence there exist three equilibrium points on AB,
i.e., the Lagrangian points L1(x = l1), L2(x = l2), and L3(x = l3). To study the location of the
equilibrium points, we note that
r
(x+ a)
= (−1, 1, 1), s
(x− b) = (−1,−1, 1), (2.64)
the three values on the right-hand side referring to R1, R2, and R3, respectively, so that in R1 for
example (see (2.51))
∂U
∂x
= (α+ β)
x
l3
+
α
r2
(
1 + 2
k1
r
+ 3
k2
r2
)
+
β
s2
(
1 + 2
k3
s
+ 3
k2
s2
)
. (2.65)
At the point x = −a− l one has r = l, s = 2l, and from (2.4) and (2.65) one finds [33]
∂U
∂x
∣∣∣∣
x=−a−l
= −7
4
β
l2
+
1
l3
[
α
(
2k1 + 3
k2
l
)
+
β
4
(
k3 +
3
4
k2
l
)]
. (2.66)
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In Newtonian theory, the sum in square brackets in (2.66) is absent and one can say that U,x is
negative and hence L3 lies between x = −a− l and x = −a. In our model, for this to remain true,
one should impose the sufficient condition [33]
2k1 + 3
k2
l
+
β
4α
(
k3 +
3
4
k2
l
)
< 0, (2.67)
which is violated in the context of effective field theories if we adopt the scattering potential. In
fact, the inequality (2.67) clearly matches with the one-particle reducible potential and, since k1
and k3 weigh more than k2, it is in accordance also with the bound-states potential, despite in
this latest case κ2 > 0. Similarly, to understand whether the equilibrium point L1 lies between C
and B, one has to evaluate U,x at C, where r = a, s = b, x = y = 0, which yields, from (2.51), [33]
∂U
∂x
∣∣∣∣
C
= −(α3 − β3)(α+ β)
2
α2β2l2
−
[
α
a3
(
2k1 + 3
k2
a
)
+
β
b3
(
2k3 + 3
k2
b
)]
. (2.68)
In Newtonian theory, the sum in square brackets in (2.68) does not occur, and hence ∂U∂x
∣∣
C
is
always negative. For this to hold true in our model, one has to impose the sufficient condition [33]
k1 +
3
2
k2
a
+
β
α
(a
b
)3(
k3 +
3
2
k2
b
)
> 0, (2.69)
which instead is not in accordance neither with the one-particle reducible potential nor with the
bound-states one.
At this stage, despite the incompleteness of our analysis, we have already proved a simple but
non-trivial result: not only can our model be used to discriminate among competing theories of
effective gravity, but there exists no choice of signs for the coefficients κ1 and κ2 of the quantum
corrected potential (1.94) for which all qualitative features of the restricted three-body problem
in Newtonian theory remain unaffected. As far as we can see, this means that either we reject
effective theories of gravity or we should expect them to be able to lead to testable effects. We
will explain in the course of this thesis why we have good confidence that our model could predict
measurable outcomes in the Earth-Moon system.
Furthermore, from (2.58) we find [33]
∂2U
∂y2
∣∣∣∣
L3
= λ =
αβl
(α+ β)
1
x
(
1
r3
− 1
s3
)
+
1
x
[
2
(
k1
r4
− k3
s4
)
+ 3k2
(
1
r5
− 1
s5
)]
. (2.70)
The classical theory does not involve the sum of terms in square brackets in (2.70), and hence
one points out that, since at L3 x is negative and r < s, the second derivative of U at L3 is
negative [47]. With similar arguments, we can arrive at the same conclusion also if we evaluate
this derivative at L2. In the quantum regime, however, the sufficient condition for this to be still
valid, i.e., [33] (
k1
r4
− k3
s4
)
+
3
2
k2
(
1
r5
− 1
s5
)
> 0, (2.71)
can be violated with the parameters characterizing the one-particle and the bound-states poten-
tials. We note also that at L1, where r = x+ a and s = −(x− b), one has from (2.58) [33]
∂2U
∂y2
∣∣∣∣
L1
=
(α+ β)
l3
− α
r3
− β
s3
−
[
2
(
α
k1
r4
+ β
k3
s4
)
+ 3k2
(
α
r5
+
β
s5
)]
. (2.72)
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Since the Newtonian theory consists only of the first three terms in (2.72), one finds that U,yy is
negative at L1, because in R2 both r and s are less than l. In order to keep this feature also in
the context of effective field theories, the following sufficient condition should hold [33]:
α
k1
r4
+ β
k3
s4
+
3
2
k2
(
α
r5
+
β
s5
)
> 0, (2.73)
which is respected only in the case of the scattering potential.
On reverting now to the graph of U(x, 0), as we have already pointed out, there are minima
at L1, L2, and L3, and we would like to determine at which of these three points U(x, 0) has the
greatest value, and at which it has instead the least value. In Newtonian theory, one finds that
U(l1) > U(l2) > U(l3) [47]. To establish the counterpart in our model, let Q3(x = q3) be the point
of R3 whose distance from B is equal to the distance of L1 from B, i.e., L1B = BQ3 = j. Thus,
following patiently a number of cancellations, we find [33]
U(l1)− U(q3) = U(x = b− j, y = 0, r = l − j, s = j)− U(x = b+ j, y = 0, r = l + j, s = j)
= 2αj
[
1
(l − j)2 −
1
l2
]
+
2αj
(l − j)2(l + j)2
[
2k1l +
k2(j
2 + 3l2)
(l2 − j2)
]
.
(2.74)
In the classical theory, we have that U(l1) − U(q3) > 0 because only the first term of (2.74) is
present. In the quantum domain, for this to remain true, one should impose the following sufficient
condition [33]
k1 +
1
2
k2
(j2 + 3l2)
l(l2 − j2) > 0, (2.75)
which fails to comply with the features of both the one-particle reducible and the bound-states
potential. Lastly, let Q1(x = q1) be the point of R1 whose distance from C is equal to the distance
of L2 from C, i.e., Q1C = CL2 = f . Then we find [33]
U(l2)− U(q1) = U(x = f, y = 0, r = x+ a, s = x− b)− U(x = −f, y = 0, r = x− a, s = −x+ b)
=
2αβl(b2 − a2)
(α+ β)(f2 − a2)(f2 − b2) +
2αβl
(α+ β)(f2 − a2)2(f2 − b2)2
×
2f[k3(f2 − a2)2.− k1(f2 − b2)2]+ k2
[
(b2 + 3f2)(f2 − a2)3 − (a2 + 3f2)(f2 − b2)3
]
(f2 − a2)(f2 − b2)
 .
(2.76)
In Newtonian theory, the sum of terms in curly brackets in (2.76) does not occur, and one finds
U(l2) > U(q1). For this inequality to be saved in the quantum corrected case, one should impose
the sufficient condition [33]
2f
[
k3(f
2 − a2)2 − k1(f2 − b2)2
]
+
k2
[
(b2 + 3f2)(f2 − a2)3 − (a2 + 3f2)(f2 − b2)3
]
(f2 − a2)(f2 − b2) > 0. (2.77)
This is more involved than (2.75), and it is not a priori so obvious whether a choice of signs of κ1
and κ2 leads always to its fulfilment.
To sum up, the seven sufficient conditions (2.61), (2.67), (2.69), (2.71), (2.73), (2.75), and
(2.77) coming from the analysis of collinear libration points imply that some changes of qualitative
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features are unavoidable with respect to Newtonian theory, regardless of the choice of parameters
made in (1.94) (or equivalently in Eq. (2.8)), although five out of seven inequalities are fulfilled
with the choice of the scattering potential.
2.1.4. Non-collinear Lagrangian points
When the equilibrium points do not lie on the line joining A to B, the coordinate y is different
from zero and hence the first derivative (2.52) vanishes because λ = 0. On the other hand, the
first derivative (2.51) should vanish as well, which then implies, by virtue of λ = 0,
1
r3
(
1 + 2
k1
r
+ 3
k2
r2
)
=
1
s3
(
1 + 2
k3
s
+ 3
k2
s2
)
. (2.78)
Unlike Newtonian theory where k1 = k2 = k3 = 0 [47], this equation is no longer solved by r = s.
The definition (2.50), jointly with (2.78), makes it now possible to express the condition λ = 0 in
the form [33, 38, 39]
1
l3
=
1
r3
+ 2
k1
r4
+ 3
k2
r5
. (2.79)
This is an algebraic equation of fifth degree in the variable
w ≡ 1
r
, (2.80)
and we divide both sides by 3k2 and exploit the definitions (2.9)-(2.11) to write it in the form
5∑
k=0
ζkw
k = 0, (2.81)
where [33, 38, 39]
ζ5 ≡ 1, (2.82)
ζ4 ≡ 2
3
κ1
κ2
Rm +Rα
(lP )2
, (2.83)
ζ3 ≡ 1
3κ2
1
(lP )2
, (2.84)
ζ2 = ζ1 ≡ 0, (2.85)
ζ0 ≡ − 1
3κ2
1
(lP )2l3
. (2.86)
Moreover, by defining
r(l) ≡ 1
w+(l)
, (2.87)
w+(l) being the positive roots of (2.81), one can evaluate s(l) = s(r(l)) from Eq. (2.78), which
can be viewed as an algebraic equation of fifth degree in the variable
u ≡ 1
s
, (2.88)
i.e., (cf. Eq. (2.81))
5∑
k=0
ζ˜ku
k = 0, (2.89)
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where [33, 38, 39]
ζ˜k = ζk, ∀k = 0, 1, 2, 3, 5, (2.90)
ζ˜4 ≡ 2
3
κ1
κ2
Rm +Rβ
(lP )2
, (2.91)
and similarly to Eq. (2.87), we define
s(l) ≡ 1
u+(l)
. (2.92)
Since Eqs. (2.81) and (2.89) are of odd degree with real coefficients, the fundamental theorem of
algebra guarantees the existence of at least one real solution, despite the lack of a general algebraic
solution algorithm for all polynomial equations of degree greater than four (Abel-Ruffini theorem,
see next section). Moreover, by virtue of the small term G
c2
appearing in the definition of Rm,
Rα, and Rβ, the coefficients ζ4 and ζ˜4 play a negligible role both in the Earth-Moon system and
in many other conceivable toy models of the restricted three-body problem, as is confirmed by
detailed numerical checks. However, since the left-hand side of Eqs. (2.81) and (2.89) is a fairly
simple polynomial function, the basic rules for studying functions of a real variable provide already
a valuable information. For example, from (2.81) one has [38]
f ′(w) = w2(3ζ3 + 4ζ4w + 5w2), (2.93)
which therefore vanishes either at w = 0 or at [38]
w1 = −2
5
ζ4 +
1
5
√
4(ζ4)2 − 15ζ3, (2.94)
w2 = −2
5
ζ4 − 1
5
√
4(ζ4)2 − 15ζ3. (2.95)
By virtue of (2.83) and (2.84), such roots are real provided that [38]
(κ1)
2 ≥ 45
16
[
c2lP
G(m+ α)
]2
κ2, (2.96)
which is satisfied in the Earth-Moon system by virtue of the small value of the Planck length,
regardless of the choice of the potential. In particular, the roots w1 and w2 are both negative in
the case of the scattering potential and both positive for the bound-states one (see Tab. 1.1). By
adopting the one-particle reducible potential we have
w1 = 84.6 m
−1,
w2 = −5.11× 1066 m−1,
(2.97)
while in the case of scattering potential we have found that
w1 = −28.2 m−1,
w2 = −2.08× 1067 m−1,
(2.98)
finally the bound-states potential gives
w1 = 3.47× 1066 m−1,
w2 = 169.1 m
−1.
(2.99)
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Moreover, the second derivative of f(w) reads as
f ′′(w) = 2w(3ζ3 + 6ζ4w + 10w2) ≡ 2wg(w). (2.100)
The point w = 0 is therefore a flex point, while the sign of f ′′(w) at w1 and w2, and hence
maxima or minima of f(w), is governed by the sign of the second degree polynomial g(w) ≡
3ζ3 + 6ζ4w + 10w
2. Furthermore, Descartes’s rule of signs, which states that the number of
positive roots of an algebraic equation either equals to that of sign changes in its coefficients or
is less than it by a multiple of two, can be applied to Eqs. (2.81) and (2.89). We have two,
one or three sign changes in these equations according to whether the one-particle reducible, the
scattering, or the bound-states potential is adopted, respectively. In fact, we have numerically
checked that Eqs. (2.81) and (2.89) give two, one, and three positive roots in these three different
cases.
The Cartesian coordinates (x, y) of the equilibrium points not lying along AB can be found
from the general formulas (2.7), i.e.,
r2(l) = x2 + y2 + 2ax+ a2, (2.101)
s2(l) = x2 + y2 − 2bx+ b2. (2.102)
Subtraction of Eq. (2.102) from Eq. (2.101) yields [33, 38, 39]
x(l) ≡ (r
2(l)− s2(l) + b2 − a2)
2(a+ b)
, (2.103)
while y(l) can be obtained from (2.101) in the form
y±(l) ≡ ±
√
r2(l)− x2(l)− 2ax(l)− a2. (2.104)
Thus, the two non-collinear libration points of the Earth-Moon system assume coordinates
L4(x(l), y+(l)),
L5(x(l), y−(l)).
(2.105)
In Newtonian theory, where r = s, the formula (2.105) reduces to the familiar [47]
L4
(
(α− β)
(α+ β)
l
2
,
√
3
2
l
)
, L5
(
(α− β)
(α+ β)
l
2
,−
√
3
2
l
)
, (2.106)
by virtue of (2.4), giving numerically [39]
xcl = 1.875281488022488× 108 m,
ycl = ±3.329001652147382× 108 m,
(2.107)
and
rcl = scl = 3.844000000000000× 108 m. (2.108)
The geometric interpretation of the above formulas is simple but it has a non-trivial consequence:
since at quantum level we have r(l) 6= s(l), at the points L4 and L5 the planetoid is not at the
same distance from the primaries, unlike Newtonian theory. Therefore, we can assert that to the
equilateral libration points of Newtonian celestial mechanics there correspond points no longer
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Table 2.1.: The quantum values of the distances from the Earth and of the coordinates of the non-
collinear Lagrangian points obtained by solving numerically Eqs. (2.81) and (2.89) for
the three different types of potential.
Quantum details of non-collinear Lagrangian points
Li One-particle reducible Scattering Bound-states
r4 = 3.843999999970434× 108 m r4 = 3.844000000088697× 108 m r4 = 3.843999999985217× 108 m
L4 x4 = 1.875281487993286× 108 m x4 = 1.875281488110093× 108 m x4 = 1.875281488007887× 108 m
y4 = 3.329001652130102× 108 m y4 = 3.329001652199221× 108 m y4 = 3.329001652138742× 108 m
r5 = 3.843999999970434× 108 m r5 = 3.844000000088697× 108 m r5 = 3.843999999985217× 108 m
L5 x5 = 1.875281487993286× 108 m x5 = 1.875281488110093× 108 m x5 = 1.875281488007887× 108 m
y5 = −3.329001652130102× 108 m y5 = −3.329001652199221× 108 m y5 = −3.329001652138742× 108 m
exactly at the vertices of an equilateral triangle. In fact our quantum corrected model predicts a
very tiny displacement from the case r = s, which can be expressed by the differences [33]
δ¯1(l) ≡ x(l)− (α− β)
(α+ β)
l
2
,
δ¯2(l) ≡ y+(l)−
√
3
2
l,
δ¯3(l) ≡ y−(l) +
√
3
2
l.
(2.109)
We have solved numerically Eqs. (2.81) and (2.89) by adopting the three different kinds of potential
[33, 38, 39]. The details are given in Tab. 2.1, whereas the quantum corrections on classical values
are summarized in Tab. 2.2. In particular, the quantum differences between the distances of the
planetoid from the primaries read as
rQ − sQ = −2.92 mm,
rQ − sQ = 8.76 mm,
rQ − sQ = −1.46 mm,
(2.110)
for the one-particle reducible, scattering, and bound-states potential, respectively.
In conclusion, our quantum model provides corrections on the position of non-collinear La-
grangian points which are of the order of few millimetres. Since sub-centimetre effects are ac-
cessible to modern laser ranging techniques (discussed in Sec. 4.3), such modifications could be
testable, but, for the sake of honesty, we should stress that a lot of difficulties due to several
perturbations, of gravitational and non-gravitational nature, and to engineering issues regarding
the positioning of satellites make this experiment hard, but not impossible, to accomplish.
2.1.5. Alternative route to quintic equations
The results spelled out in the previous section have proved that the position of non-collinear
libration points is ruled by a pair of fifth degree equations which have been solved by means of
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Table 2.2.: Quantum corrections on the position of Newtonian non-collinear Lagrangian points
obtained by solving numerically Eqs. (2.81) and (2.89) for the three different types of
potential.
Quantum corrections on Newtonian non-collinear Lagrangian points
Li One-particle reducible Scattering Bound-states
rQ − rcl = −2.96 mm rQ − rcl = 8.87 mm rQ − rcl = −1.48 mm
L4 xQ − xcl = −2.92 mm xQ − xcl = 8.76 mm xQ − xcl = −1.46 mm
yQ − ycl = −1.73 mm yQ − ycl = 5.18 mm yQ − ycl = −0.864 mm
rQ − rcl = −2.96 mm rQ − rcl = 8.87 mm rQ − rcl = −1.48 mm
L5 xQ − xcl = −2.92 mm xQ − xcl = 8.76 mm xQ − xcl = −1.46 mm
yQ − ycl = 1.73 mm yQ − ycl = −5.18 mm yQ − ycl = 0.864 mm
numerical tools. In order to double check our theoretical predictions, we now adopt another route
to solve Eqs. (2.81) and (2.89) by employing the rich mathematical theory of quintic equations
and their roots [62, 63]. In fact, since throughout this thesis we are going to need the roots of
our algebraic equations up to the fifteenth or sixteenth decimal digit, the method exposed in this
section will turn out to be very useful, because it leads to exact formulas for the roots of the
quintic which are then evaluated numerically, which is possibly better than solving numerically
the quintic from the beginning.
Algebraic equations up to the fourth order can be solved with a finite number of radicals. This
is no longer possible if the equation is of higher degree than four. In fact thanks to the joint work
of Ruffini (in 1799) and Abel (in 1824), we know from the so-called Abel-Ruffini theorem (also
known as Abel’s impossibility theorem) that there is no general algebraic solution, i.e., solution
in terms of radicals, to polynomial equations of degree five or higher with arbitrary coefficients5.
Therefore, the solution of such equations should be given in terms of more involved functions.
The first step in this direction was taken by Hermite in 1858 [62], who, on exploiting the results
achieved by Bring and Jerrard [65, 66], proved that the quintic equation of the form
X5 −X − c = 0, (2.111)
can be solved in terms of elliptic functions. However, in this section we will not employ the method
outlined by Hermite, but we will exploit Birkeland theorem [67], according to which the roots of
any quintic can be re-expressed through generalized hypergeometric functions. This wonderful
theorem can be stated, in its general form, as follows:
Birkeland theorem. Consider the algebraic equation of the form
Xn = gXn
′
+ b, (2.112)
5This result can be stated in an equivalent and elegant way by using Galois theory [64].
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where n and n′ are positive integer numbers, prime to each other, such that n > n′ and g and b
are constants. If the roots of (2.112) are considered as functions of the variable
σ = (−1)n−n′ n
n
(n′)n′(n− n′)n−n′
bn−n′
gn
, (2.113)
they turn out to be integrals of the higher hypergeometric differential equation of order n− 1[
σn−2(σ − 1) d
n−1
dσn−1
+ σn−3(A1σ −B1) d
n−2
dσn−2
+ · · ·+ (An−2σ −Bn−2) d
dσ
+ C˜
]
Λ = 0, (2.114)
where the quantities Ai, Bi and C˜ are constants.
The functions solving (2.114) are the above-mentioned generalized hypergeometric functions (or
higher hypergeometric functions), which are defined as
F : σ → F (σ) ≡ F
(
a1, a2, ..., an−2, an−1
b1, b2, ..., bn−2, σ
)
=
∞∑
j=0
Cjσ
j , (2.115)
with the coefficients evaluated according to the rules
C0 ≡ 1, Cj ≡ (a1, j)(a2, j)...(an−2, j)(an−1, j)
(1, j)(b1, j)...(bn−3, j)(bn−2, j)
, (2.116)
and where the symbol (ai, j) means
(ai, j) ≡ ai(ai + 1)(ai + 2)...(ai + j − 1). (2.117)
The constants Ai, Bi and C˜ appearing in (2.114) are determined by the quantities ai and bi.
The higher hypergeometric functions are characterized by the property that the ratio of any two
coefficients Cj+1 and Cj is a rational function of j with numerator and denominator having fixed
degree independent of j (and in fact they have degree equals to n− 1).
Let i0 and i1 be the integer numbers (i0 ≤ n, i1 < n′) given by
(i0 − 1)n′ + 1 = i1n, (2.118)
and let
ai =
i− 1
n
− 1
n(n− n′) , (i = 1, 2, . . . , i0 − 1), (2.119)
ai =
i
n
− 1
n(n− n′) , (i = i0, i0 + 1, . . . , n− 1), (2.120)
bi =
i
n′
− 1
n′(n− n′) , (i = 1, 2, . . . , i1 − 1), (2.121)
bi =
i+ 1
n′
− 1
n′(n− n′) , (i = i1, i1 + 1, . . . , n
′ − 1), (2.122)
bi =
i− n′ + 1
n− n′ , (i = n
′, n′ + 1, . . . , n− 2), (2.123)
and also
F0(σ) = F
(
a1, a2, ..., an−2, an−1
b1, b2, ..., bn−2, σ
)
, (2.124)
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Fn−i−1(σ) = F
(
a1 + 1− bi, a2 + 1− bi, ..., an−2 + 1− bi, an−1 + 1− bi
2− bi, b1 + 1− bi, ..., bn−2 + 1− bi, σ
)
, (2.125)
νˆ = e2pii/(n−n
′),
δˆ = e2pii/n
′
.
(2.126)
Let us suppose for simplicity g = 1 in Eq. (2.112). Then, depending on the value assumed by the
variable σ defined in Eq. (2.113), from Birkeland theorem it follows that the roots of (2.112) are
found through the following procedure [63]:
|σ| < 1 or σ = 1 In this case the n− n′ roots of (2.112) are given by
Xi = F0(σ) +
n−n′−1∑
k=1
[
θk νˆ
i(1−kn′)σn
′−bkFk(σ)
]
, (i = 1, 2, . . . , n− n′), (2.127)
where the coefficients θk are numerical quantities. The remaining n
′ roots Xn−n′+1, . . . , Xn,
(with n′ < n− 1) are instead
Xn−n′+i = −n− n
′
n′
θk0σ
n′−bk0Fk0(σ) +
n′−1∑
h=1
[
∆ˆn′−hδˆi(1−hn)σ1−bhFn−h−1(σ)
]
,
(i = 1, 2, . . . , n′),
(2.128)
where ∆ˆn′−h are constants and k0 is defined by the congruence relation6
n′k0 − 1 ≡ 0
(
mod
(
n− n′)) . (2.129)
|σ| > 1 In this second possibility we have the n roots
Xi = b
1/n
n−n′∑
s=1
[
ds ˆ
i[1+(s−1)n′] σ−as Ψs−1
(
1
σ
)]
, (i = 1, 2, . . . , n), (2.130)
where ˆ = e2pii/n, ds are numerical constants and
Ψs−1
(
1
σ
)
= F
(
as, as + 1− b1, ..., as + 1− bn−3, as + 1− bn−2
as + 1− a1, as + 1− a2, ..., as + 1− an−1, 1
σ
)
.
(2.131)
6In modular arithmetic we define a congruence relation in the following way [68]:
for a positive integer n, two integers i and j are said to be congruent modulo n, written
i ≡ j (mod n),
if their difference i − j is an integer multiple of n (or equivalently n divides i − j). The number n is called the
modulus of the congruence. For example,
44 ≡ 20 (mod 12),
because 44− 20 = 24, which is a multiple of 12.
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When the n roots of (2.112) are considered as functions of b, we can define the so-called critical
points. They are given by those values of b which make σ = 1. Thus, we have the n − n′ + 1
critical points
b0 = 0, b1 = −C νˆn′ , b2 = −C νˆ2n′ , . . . , bn−n′ = −C, (2.132)
where
C =
n− n′
n′
(
n′
n
) n
n− n′ > 0. (2.133)
Critical points play an important role within this scheme. In fact, by defining how the roots
of (2.112) vary and interchange around them, we automatically determine the symmetry (Lie)
group of the differential equation (2.114), i.e., the continuous transformation group that takes
each solution curve of (2.114) into another. To fix ideas, let us consider the case |σ| < 1. Consider
for each critical point a small cut which does not intersect the other points and which is not crossed
when b varies continuously. Then, it is possible to prove the following law for the permutation of
roots [63, 67]:
X1
b1−−→ Xn, X2 b2−−→ Xn, . . . , Xn−n′
bn−n′−−→ Xn,
Xn−n′+i
b0−−→
+
Xn−n′+i+1, (i = 1, 2, . . . , n′),
(2.134)
whereas
Xi
bh−−→ Xi, (i ≶ h, i and h ≤ n− n′),
Xi
b0−−→ Xi, (i = 1, 2, . . . , n− n′),
(2.135)
where the symbol X1
b1−−→ Xn denotes that X1 changes into Xn when b describes a small closed
contour about b1 and
b0−−→
+
means that the (closed) contour is defined in a positive direction about
b0 = 0. Thence, through the permutation scheme defined above we can say that have found the
symmetry group for the higher hypergeometric differential equation (2.114).
At this stage, we note that when an algebraic equation is characterized by the presence of three
(or more) non-vanishing coefficients as in Eqs. (2.81) and (2.89), Birkeland theorem leads to
too many (for numerical purposes) hypergeometric functions in the general expansion of roots.
Furthermore, the set of linear partial differential equations obeyed by the roots when viewed as
functions of all coefficients does not lead easily to their explicit form [69]. Nevertheless, it is possible
to achieve a more feasible form of Birkeland’s results by transforming our quintic equations (2.81)
and (2.89) in their Bring-Jerrard form (i.e., the form with n = 5 and n′ = 1). This can be done
by means of the so-called Tschirnhaus transformations, which we are going to define.
In 1683 Ehrenfried Walther von Tschirnhaus developed a method for solving an algebraic equa-
tion of degree n by exploiting a polynomial transformation (nowadays called Tschirnhaus transfor-
mation) that, upon removing the intermediate terms, transforms the starting equation into another
having a simpler form [70]. Tschirnhaus demonstrated the utility of this method by applying it to
the resolution of the cubic equation. This pattern was later developed further by Bring [65] and
Jerrard [66]. Before describing the details of this procedure, we introduce a nomenclature which
is quite common in the context of quintic theory. The different forms of a fifth degree equation
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are defined as follows:
X5 + a4X
4 + a3X
3 + a2X
2 + a1X + a0 = 0, General quintic,
X5 + b3X
3 + b2X
2 + b1X + b0 = 0, Reduced quintic,
X5 + c2X
2 + c1X + c0 = 0, Principal quintic,
X5 + d1X + d0 = 0, Bring − Jerrard quintic.
(2.136)
To fix ideas, let us apply the above definitions to our case. Consider for example Eq. (2.81), which
can be written in dimensionless units by defining
w =
1
r
≡ γ
lP
, (2.137)
where γ is a real number to be determined. The quintic equation obeyed by γ is therefore
γ5 + ρ¯4γ
4 + ρ¯3γ
3 + ρ¯0 = 0, (2.138)
where ρ¯4, ρ¯3, ρ¯0 are all dimensionless and read as (see Eqs. (2.82)–(2.86))
ρ¯4 ≡ ζ4lP = 2
3
κ1
κ2
G(m+ α)
c2lP
, (2.139)
ρ¯3 ≡ ζ3l2P =
1
3κ2
, (2.140)
ρ¯0 ≡ ζ0l5P = −
1
3κ2
(
lP
l
)3
= −ρ¯3
(
lP
l
)3
. (2.141)
Therefore, the Bring-Jerrard form of (2.138) is
γ5 + d1γ + d0 = 0. (2.142)
Similarly, for (2.89) we can write
Γ5 + d1Γ + d0 = 0, (2.143)
where we have defined
u =
1
s
=
Γ
lP
. (2.144)
At this stage, we are ready to see how Tschirnhaus procedure works and how it will allow us to
transform (2.138) into (2.142) (the pattern that starting from (2.89) leads to (2.143) is exactly the
same). First of all, denote the roots of Eq. (2.136a) by Xi (i = 1, ..., 5) and let
Sn = Sn(Xk) ≡
5∑
k=1
(Xk)
n, (2.145)
be the sum of the n-th powers of such roots. By virtue of the Newton power-sum formula, a
general representation of Sn is
Sn = −na5−n −
n−1∑
j=1
Sn−ja5−j , (2.146)
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with the understanding that aj = 0 for j < 0. For the lowest values of n, Eq. (2.146) yields
S1(Xk) = −a4,
S2(Xk) = (a4)
2 − 2a3,
S3(Xk) = −(a4)3 + 3a3a4 − 3a2,
S4(Xk) = (a4)
4 − 4a3(a4)2 + 4a2a4 + 2(a3)2 − 4a1,
S5(Xk) = −(a4)5 + 5
[
a3(a4)
3 − a2(a4)2 − (a3)2a4 + a1a4 − a0 + a2a3
]
.
(2.147)
A systematic way to proceed involves two steps, i.e., first a quadratic Tschirnhaus transformation
[70]
Yk = (Xk)
2 + µXk + ν, (2.148)
between the roots Xk of Eq. (2.136a) and the roots Yk of the principal quintic (2.136c), supple-
mented [71] by the evaluation of S1(Yk), . . . , S5(Yk) to obtain through radicals µ, ν, c0, c1, c2, and
eventually a quartic Tschirnhaus transformation [70]
Zk = (Yk)
4 + u1(Yk)
3 + u2(Yk)
2 + u3Yk + u4, (2.149)
between the roots Yk of Eq. (2.136c) and the roots Zk of the Bring-Jerrard form (2.136d). The
power sums for the principal quintic form are indeed
S1(Yk) = S2(Yk) = 0,
S3(Yk) = −3c2,
S4(Yk) = −4c1,
S5(Yk) = −5c0.
(2.150)
On the other hand, we can evaluate S1(Yk) and S2(Yk) by using the quadratic transformation
(2.148) and exploiting the identities
S1(Yk) = S2(Xk) + µS1(Xk) + 5ν, (2.151)
S2(Yk) = S4(Xk) + 2µS3(Xk) + (µ
2 + 2ν)S2(Xk) + 2µνS1(Xk) + 5ν
2, (2.152)
obtaining therefore the following equations for µ and ν:
µa4 − 5ν + 2a3 − (a4)2 = 0, (2.153)
µ2a3 − 10ν2 + µ(3a2 − a3a4) + 2a1 − 2a2a4 + (a3)2 = 0, (2.154)
where, in the course of arriving at Eq. (2.154), we have re-expressed repeatedly (a4)
2 from Eq.
(2.153). This system is quadratic with respect to µ and ν, and hence leads to two sets of coefficients.
For the case studied in Eq. (2.138), they reduce to (here a3 = ρ¯3, a4 = ρ¯4) [39]
µ± =
a4[13a3 − 4(a4)2]±
√
60(a3)3 − 15(a3a4)2
2[5a3 − 2(a4)2] , (2.155)
ν± =
µ±
5
a4 +
2
5
a3 − 1
5
(a4)
2. (2.156)
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There is complete freedom to choose either of these. After finding µ and ν in such a way, one can
use Eq. (2.150) to obtain c0, c1, c2. One finds explicitly, in general, [39]
c0 = −ν5 − µν4S1(Xk)− (2µ2ν3 + ν4)S2(Xk)−
(
2µ3ν2 + 4µν3
)
S3(Xk)
− (µ4ν + 6µ2ν2 + 2ν3)S4(Xk)− (µ5
5
+ 4µ3ν + 6µν2
)
S5(Xk)
− (µ4 + 6µ2ν + 2ν2)S6(Xk)− (2µ3 + 4µν)S7(Xk)− (2µ2 + ν)S8(Xk)
− µS9(Xk)− 1
5
S10(Xk),
(2.157)
c1 = −5
4
ν4 − µν3S1(Xk)−
(
3
2
µ2ν2 + ν3
)
S2(Xk)− (µ3ν + 3µν2)S3(Xk)
−
(
µ2
4
+ 3µ2ν +
3
2
ν2
)
S4(Xk)− (µ3 + 3µν)S5(Xk)−
(
3
2
µ2 + ν
)
S6(Xk)
− µS7(Xk)− 1
4
S8(Xk),
(2.158)
c2 = −5
3
ν3 − µν2S1(Xk)− (µ2ν + ν2)S2(Xk)− µ
3
(µ2 + 6ν)S3(Xk)
− (µ2 + ν)S4(Xk)− µS5(Xk)− 1
3
S6(Xk).
(2.159)
By virtue of the Newton formulas (2.146), the power sums for (2.136d) are
S1(Zk) = S2(Zk) = S3(Zk) = 0,
S4(Zk) = −4d1,
S5(Zk) = −5d0.
(2.160)
Assuming now, following Bring [65], that the roots Zk of (2.136d) are related by the quartic
transformation (2.149) to the roots Yk of the principal quintic (2.136c), we can substitute Eq.
(2.149) into Eq. (2.160). This leads to a system of five equations with six unknown variables.
More precisely, from the equation
S1(Zk) = 5u4 − 4c1 − 3u1c2 = 0, (2.161)
one finds
u4 =
4
5
c1 +
3
5
c2u1. (2.162)
The second equation [71]
S2(Zk) = −10u1u2c0 − 4(u2)2c1 + 4
5
(c1)
2 + 8c0c2 +
46
5
u1c1c2
+
[
6
5
(u1)
2 + 6u2
]
(c2)
2 − 2u3(5c0 + 4u1c1 + 3u2c2) = 0,
(2.163)
obtained from the identities
S2(Zk) = S8(Yk) + 2u1S7(Yk) + [(u1)
2 + 2u2]S6(Yk) + 2(u1u2 + u3)S5(Yk)
+ [(u2)
2 + 2u4 + 2u1u3]S4(Yk) + 2(u2u3 + u1u4)S3(Yk) + 5(u4)
2,
(2.164)
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S6(Yk) = 3(c2)
2,
S7(Yk) = 7c1c2,
S8(Yk) = 8c0c2 + 4(c1)
2,
(2.165)
relates u2 and u3. The clever idea of the Bring-Jerrard method lies in choosing u2 in such a way
that the coefficient of u3 in Eq. (2.163) vanishes. By inspection one finds immediately
u2 = −5
3
c0
c2
− 4
3
c1
c2
u1. (2.166)
Thus, Eq. (2.163) now depends only on u1 and is a quadratic, i.e., [71]
S2(Zk) =
[
27(c2)
4 − 160(c1)3 + 300c0c1c2
]
(u1)
2+
[
27c1(c2)
3 − 400c0(c1)2 + 375(c0)2c2
]
u1
+ 18(c1c2)
2 − 45c0(c2)3 − 250(c0)2c1 = 0.
(2.167)
Lastly, by setting the sum of the cubes of (2.149) to zero by virtue of (2.160), a cubic equation for
u3 is obtained, by virtue of the identity
S3(Zk) = 5(u4)
3 +
12∑
l=2
blSl(Yk), (2.168)
where (recall that we already know S1(Yk), . . . , S8(Yk)) [39]
b2 = 3u2(u4)
2,
b3 = (u3)
3 + 3u1(u4)
2 + 6u2u3u4,
b4 = 3(u2)
2u4 + 3(u4)
2 + 3u2(u3)
2 + 6u1u3u4,
b5 = 3(u2)
2u3 + 3u1(u3)
2 + 6u4(u3 + u1u2),
b6 = (u2)
3 + 3(u1)
2u4 + 3(u3)
2 + 6u2(u4 + u1u3),
b7 = 3(u1)
2u3 + 3(u2)
2u1 + 6(u1u4 + u2u3),
b8 = 3u4 + 3(u1)
2u2 + 3(u2)
2 + 6u1u3,
b9 = (u1)
3 + 3u3 + 6u1u2,
b10 = 3u2 + 3(u1)
2,
b11 = 3u1,
b12 = 1,
S9(Yk) = 9c0c1 − 3(c2)3,
S10(Yk) = 5(c0)
2 − 10c1(c2)2,
S11(Yk) = −11c0(c2)2 − 11(c1)2c2,
S12(Yk) = −24c0c1c2 − 4(c1)3 + 3(c2)4.
(2.169)
All intermediate quantities for reduction to the Bring-Jerrard form can be therefore found in terms
of radicals. As we can see, this procedure is conceptually clear, although rather lengthy, and the
joint effect of inverting (2.149) and then (2.148) to find Xk = Xk(Yj(Zl)) leads to twenty candidate
roots, which is not very helpful if one is interested in the numerical values of such roots, as indeed
we are. Rather than feeling in despair, at this stage we point out that, since in our original quintic
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(2.138) two coefficients vanish, i.e., with the notations of (2.136a) we have a2 = a1 = 0, it is more
convenient to use what is normally ruled out in the generic case [71], i.e., a cubic Tschirnhaus
transformation between the roots Xk of Eq. (2.136a) and the roots Yk of Eq. (2.142) [39]:
Yk = (Xk)
3 + λ1(Xk)
2 + λ2(Xk) + λ3. (2.170)
By virtue of Eqs. (2.142) and (2.145)–(2.147), we find
S1(Yk) = S2(Yk) = S3(Yk) = 0, (2.171)
and
S4(Yk) = −4d1,
S5(Yk) = −5d0.
(2.172)
Upon assuming the cubic relation (2.170), Eq. (2.171) become a non-linear algebraic system
leading to the numerical evaluation of λ1, λ2, λ3. More precisely, from S1(Yk) = 0 we find [39]
5λ3 + λ2S1(Xk) + λ1S2(Xk) + S3(Xk) = 0, (2.173)
while from S2(Yk) = 0 we obtain [39]
5(λ3)
2 + 2λ2λ3S1(Xk) + [(λ2)
2 + 2λ1λ3]S2(Xk) + 2(λ1λ2 + λ3)S3(Xk)
+ [(λ1)
2 + 2λ2]S4(Xk) + 2λ1S5(Xk) + S6(Xk) = 0.
(2.174)
Lastly, from the vanishing of S3(Yk) we get [39]
5(λ3)
3 + 3λ2(λ3)
2S1(Xk) + 3(λ2)
2λ3S2(Xk) + (λ2)
3S3(Xk) + 3(λ1)
2λ3S4(Xk)
+ [3(λ1)
2λ2 + 6λ1λ3]S5(Xk) + [(λ1)
3 + 3λ3 + 6λ1λ2]S6(Xk) + 3[(λ1)
2 + λ2]S7(Xk)
+ 3λ1S8(Xk) + S9(Xk) = 0.
(2.175)
The system (2.173)–(2.175) cannot be solved by radicals because, if one expresses for example
λ1 as a linear function of λ2 and λ3 from Eq. (2.173), and then solves the resulting quadratic
equation for λ2 = λ2(λ3) or λ3 = λ3(λ2) from Eq. (2.174), one discovers that Eq. (2.175) is not
a polynomial in λ3 (respectively, λ2). Nevertheless, for numerical purposes, the system (2.173)–
(2.175) can be solved, as was indeed first done in Ref. [39]. Lastly, from Eq. (2.172) we find the
coefficients d1 and d0 in the Bring-Jerrard form of the quintic, according to the formulas [39]
d1 = −1
4
S4(Yk) =
12∑
i=0
b1iSi(Xk), (2.176)
d0 = −1
5
S5(Yk) =
15∑
i=0
b0iSi(Xk), (2.177)
We have evaluated all b1i and b0i coefficients by applying patiently the Tschirnhaus transformation
(2.170) and the definition (2.145). We find therefore six triplets of possible values for λ1, λ2, λ3
(see Tables 2.3–2.8), which lead always to the same values of d1 and d0 (this is a crucial consistency
check), i.e.,
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Table 2.3.: The six triplets of values of λ3, λ2, and λ1 for the 1/r-equation (2.81) in the case of
one-particle reducible potential.
Equation (2.81), one-particle reducible potential
nth triplet λ3 λ2 λ1
n=1 3.67× 10−45 − i 7.61× 10−56 −0.19 + i 3.90× 10−12 1.03× 1032 + i 3.78× 10−44
n=2 3.67× 10−45 + i 7.61× 10−56 −0.19− i 3.90× 10−12 1.03× 1032 − i 3.78× 10−44
n=3 −1.84× 10−45 − i 3.18× 10−45 −0.19 + i 6.31× 10−12 1.03× 1032 + i 6.11× 10−44
n=4 −1.84× 10−45 + i 3.18× 10−45 −0.19− i 6.31× 10−12 1.03× 1032 − i 6.11× 10−44
n=5 −1.84× 10−45 − i 3.18× 10−45 −0.19 + i 2.41× 10−12 1.03× 1032 + i 2.34× 10−44
n=6 −1.84× 10−45 + i 3.18× 10−45 −0.19− i 2.41× 10−12 1.03× 1032 − i 2.34× 10−44
Table 2.4.: The six triplets of values of λ3, λ2, and λ1 for the 1/r-equation (2.81) in the case of
scattering potential.
Equation (2.81), scattering potential
nth triplet λ3 λ2 λ1
n=1 −4.98× 10−45 − i 3.10× 10−55 0.26 + i 1.59× 10−11 4.21× 1032 + i 3.78× 10−44
n=2 −4.98× 10−45 + i 3.10× 10−55 0.26− i 1.59× 10−11 4.21× 1032 − i 3.78× 10−44
n=3 2.49× 10−45 + i 4.32× 10−45 0.26 + i 2.57× 10−11 4.21× 1032 + i 6.11× 10−44
n=4 2.49× 10−45 − i 4.32× 10−45 0.26− i 2.57× 10−11 4.21× 1032 − i 6.11× 10−44
n=5 2.49× 10−45 + i 4.32× 10−45 0.26 + i 9.82× 10−12 4.21× 1032 + i 2.34× 10−44
n=6 2.49× 10−45 − i 4.32× 10−45 0.26− i 9.82× 10−12 4.21× 1032 − i 2.34× 10−44
Table 2.5.: The six triplets of values of λ3, λ2, and λ1 for the 1/r-equation (2.81) in the case of
bound-states potential.
Equation (2.81), bound-states potential
nth triplet λ3 λ2 λ1
n=1 −4.98× 10−45 − i 5.17× 10−56 0.26 + i 2.65× 10−12 −7.01× 1031 − i 3.78× 10−44
n=2 −4.98× 10−45 + i 5.17× 10−56 0.26− i 2.65× 10−12 −7.01× 1031 + i 3.78× 10−44
n=3 2.49× 10−45 − i 4.32× 10−45 0.26 + i 4.29× 10−12 −7.01× 1031 − i 6.11× 10−44
n=4 2.49× 10−45 + i 4.32× 10−45 0.26− i 4.29× 10−12 −7.01× 1031 + i 6.11× 10−44
n=5 2.49× 10−45 − i 4.32× 10−45 0.26 + i 1.64× 10−12 −7.01× 1031 − i 2.34× 10−44
n=6 2.49× 10−45 + i 4.32× 10−45 0.26− i 1.64× 10−12 −7.01× 1031 + i 2.34× 10−44
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Table 2.6.: The six triplets of values of λ3, λ2, and λ1 for the 1/s-equation (2.89) in the case of
one-particle reducible potential.
Equation (2.89), one-particle reducible potential
nth triplet λ3 λ2 λ1
n=1 3.67× 10−45 − i 9.37× 10−58 −0.19 + i 4.80× 10−14 1.27× 1030 + i 3.78× 10−44
n=2 3.67× 10−45 + i 9.37× 10−58 −0.19− i 4.80× 10−14 1.27× 1030 − i 3.78× 10−44
n=3 −1.84× 10−45 − i 3.18× 10−45 −0.19 + i 7.77× 10−14 1.27× 1030 + i 6.11× 10−44
n=4 −1.84× 10−45 + i 3.18× 10−45 −0.19− i 7.77× 10−14 1.27× 1030 − i 6.11× 10−44
n=5 −1.84× 10−45 − i 3.18× 10−45 −0.19 + i 2.97× 10−14 1.27× 1030 + i 2.34× 10−44
n=6 −1.84× 10−45 + i 3.18× 10−45 −0.19− i 2.97× 10−14 1.27× 1030 − i 2.34× 10−44
Table 2.7.: The six triplets of values of λ3, λ2, and λ1 for the 1/s-equation (2.89) in the case of
scattering potential.
Equation (2.89), scattering potential
nth triplet λ3 λ2 λ1
n=1 −4.98× 10−45 − i 3.82× 10−57 0.26 + i 1.96× 10−13 5.17× 1030 + i 3.78× 10−44
n=2 −4.98× 10−45 + i 3.82× 10−57 0.26− i 1.96× 10−13 5.17× 1030 − i 3.78× 10−44
n=3 2.49× 10−45 + i 4.32× 10−45 0.26 + i 3.16× 10−13 5.17× 1030 + i 6.11× 10−44
n=4 2.49× 10−45 − i 4.32× 10−45 0.26− i 3.16× 10−13 5.17× 1030 − i 6.11× 10−44
n=5 2.49× 10−45 + i 4.32× 10−45 0.26 + i 1.21× 10−13 5.17× 1030 + i 2.34× 10−44
n=6 2.49× 10−45 − i 4.32× 10−45 0.26− i 1.21× 10−13 5.17× 1030 − i 2.34× 10−44
Table 2.8.: The six triplets of values of λ3, λ2, and λ1 for the 1/s-equation (2.89) in the case of
bound-states potential.
Equation (2.89), bound-states potential
nth triplet λ3 λ2 λ1
n=1 −4.98× 10−45 − i 6.36× 10−58 0.26 + i 3.26× 10−14 −8.62× 1029 − i 3.78× 10−44
n=2 −4.98× 10−45 + i 6.36× 10−58 0.26− i 3.26× 10−14 −8.62× 1029 + i 3.78× 10−44
n=3 2.49× 10−45 − i 4.32× 10−45 0.26 + i 5.27× 10−14 −8.62× 1029 − i 6.11× 10−44
n=4 2.49× 10−45 + i 4.32× 10−45 0.26− i 5.27× 10−14 −8.62× 1029 + i 6.11× 10−44
n=5 2.49× 10−45 − i 4.32× 10−45 0.26 + i 2.01× 10−14 −8.62× 1029 − i 2.34× 10−44
n=6 2.49× 10−45 + i 4.32× 10−45 0.26− i 2.01× 10−14 −8.62× 1029 + i 2.34× 10−44
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d1(w) = 8.17× 10−177 − i 6.78× 10−187,
d1(u) = 8.17× 10−177 + i 8.34× 10−189,
(one− particle reducible potential) (2.178)
d1(w) = 2.78× 10−176 + i 6.91× 10−186,
d1(u) = 2.78× 10−176 − i 8.51× 10−188,
(scattering potential) (2.179)
d1(w) = 2.78× 10−176 + i 1.15× 10−186,
d1(u) = 2.78× 10−176 − i 1.42× 10−188,
(bound− states potential) (2.180)
and
d0(w) = 3.60× 10−221 − i 3.73× 10−231,
d0(u) = 3.60× 10−221 + i 4.59× 10−233,
(one− particle reducible potential) (2.181)
d0(w) = 1.66× 10−220 − i 5.17× 10−230,
d0(u) = −1.66× 10−220 + i 6.36× 10−232,
(scattering potential) (2.182)
d0(w) = −1.66× 10−220 − i 8.62× 10−231,
d0(u) = −1.66× 10−220 + i 1.06× 10−232,
(bound− states potential) (2.183)
where w and u are the variables defined in (2.137) and (2.144), respectively.
At this point, all the coefficients appearing in (2.142) and (2.143) are known and we are ready
to invoke Birkeland theorem to solve them. This means that for our purposes we need to consider
n = 5 and n′ = 1 (cf. Eq. (2.112)) and hence Eq. (2.113) becomes
σ ≡ 3125
256
(−d0)4
(−d1)5 . (2.184)
By focusing our attention on (2.142) (the procedure involving Eq. (2.143) is exactly the same),
we can further simplify it by rescaling γ according to7
γ = χγ˜. (2.185)
The quintic for γ˜ is then
γ˜5 +
d1
χ4
γ˜ +
d0
χ5
= 0. (2.186)
One can choose χ in such a way that [39]
− d1
χ4
= 1 =⇒ χ = χ(d1) = (−d1) 14 , (2.187)
so that the Bring-Jerrard quintic (2.186) becomes
γ˜5 − γ˜ − β˜ = 0, (2.188)
where
β˜ ≡ − d0
[χ(d1)]
5 (2.189)
7The variable χ has not to be confused with the constant appearing in (1.3).
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while the corresponding σ of (2.184) reads as
σ˜ =
3125
256
(
− d0
(χ(d1))5
)4
= σ. (2.190)
By virtue of the numerical results (2.178)–(2.183), |σ˜| < 1 for the three types of potential and
hence, according to Eqs. (2.127)–(2.129), the five roots of (2.188) are given in terms of hypergeo-
metric functions of order four, i.e., [39, 63]

γ˜1
γ˜2
γ˜3
γ˜4
 =

i β˜4
5
32 iβ˜
2 − 532 β˜3
−1 β˜4 532 β˜2 532 β˜3
−i β˜4 − 532 iβ˜2 − 532 β˜3
1 β˜4 − 532 β˜2 532 β˜3


F0(σ˜)
F1(σ˜)
F2(σ˜)
F3(σ˜)
 , (2.191)
γ˜5 = −β˜F1(σ˜), (2.192)
where
F0(σ˜) ≡ F
(− 120 , 320 , 720 , 1120
1
4 ,
1
2 ,
3
4 , σ˜
)
, (2.193)
F1(σ˜) ≡ F
(
1
5 ,
2
5 ,
3
5 ,
4
5
1
2 ,
3
4 ,
5
4 , σ˜
)
, (2.194)
F2(σ˜) ≡ F
(
9
20 ,
13
20 ,
17
20 ,
21
20
3
4 ,
5
4 ,
3
2 , σ˜
)
, (2.195)
F3(σ˜) ≡ F
(
7
10 ,
9
10 ,
11
10 ,
13
10
5
4 ,
3
2 ,
7
4 , σ˜
)
. (2.196)
Moreover, the differential equation (2.114) obeyed by the roots assumes now the form [39, 63][
σ3(σ − 1) d
4
dσ4
+ σ2(A1σ −B1) d
3
dσ3
+ σ(A2σ −B2) d
2
dσ2
+ (A3σ −B3) d
dσ
+ C˜
]
Λ = 0, (2.197)
and the critical points turn out to be (see Eqs. (2.132) and (2.133))
β˜1 = −iC,
β˜2 = C,
β˜3 = iC,
β˜4 = −C,
(2.198)
where C ≡ 10243125 . Thence, bearing in mind these relations jointly with (2.134) and (2.135), we have
the permutation scheme
γ˜1
β˜1−−→ γ˜5, γ˜2 β˜2−−→ γ˜5, γ˜3 β˜3−−→ γ˜5, γ˜4 β˜4−−→ γ˜5. (2.199)
Thus, the symmetry group of the forth-order linear differential equation (2.197) has the property
that the root γ˜k is changed into γ˜5, for all k = 1, 2, 3, 4, when β˜ describes a small closed contour
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about the critical point β˜k defined by Eq. (2.198). Eventually, the roots γi of Eq. (2.142) are
given by
γi = χ(d1)γ˜i, ∀i = 1, 2, 3, 4, 5. (2.200)
The final step towards the solution of our original quintic (2.138) consists in solving Eq. (2.170)
for Xk = Xk(Yk), with the help of the solution algorithm for the cubic equation. This means that
we first re-express (2.170) in the form
h(Xk) ≡ (Xk)3 + ϑ2(Xk)2 + ϑ1Xk + ϑ0 = 0, (2.201)
where ϑ2 ≡ λ1, ϑ1 ≡ λ2, ϑ0 ≡ λ3 − Yk. We then define the new variable
Bk ≡ Xk + ϑ2
3
= Xk +
λ1
3
, (2.202)
in terms of which Eq. (2.201) is mapped into its canonical form
(Bk)
3 + pBk + q = 0, p ≡ h′
(
−ϑ2
3
)
, q ≡ h
(
−ϑ2
3
)
. (2.203)
It is possible to solve (2.203) once again by means of Birkeland theorem. By bearing in mind Eq.
(2.112), in the case n = 3 and n′ = 1 it follows from (2.113) that
σˆ ≡ −27
4
q2
p3
. (2.204)
Thus, the theorem states that if (2.204) is such that |σˆ| < 1 or σˆ = 1, the three roots of (2.203)
can be expressed through the Gaussian or ordinary hypergeometric functions in the form [63]
(Bk)j =
√−p
[
(−1)3jF
(
−1
6
,
1
6
,
1
2
; σˆ
)
+
1
3
√
σˆ
3
F
(
1
3
,
2
3
,
3
2
; σˆ
)]
, (j = 1, 2), (2.205)
(Bk)3 = −2
3
√
−pσˆ
3
F
(
1
3
,
2
3
,
3
2
; σˆ
)
, (2.206)
whereas if |σˆ| > 1 we have [63]
(Bk)j =
√
−p
3
[
φˆ j 21/3 σˆ1/6 F
(
−1
6
,
1
3
,
2
3
;
1
σˆ
)
+ φˆ 2j 2−1/3 σˆ−1/6 F
(
−1
6
,
2
3
,
4
3
;
1
σˆ
)]
,
(j = 1, 2, 3),
(2.207)
where φˆ represents any root of the algebraic equation φˆ 3 = 1. For our purposes and for the three
different potentials, we always have |σˆ| < 1. As is clear from Eqs. (2.202), (2.205), and (2.206),
our method yields eventually fifteen candidate roots, and by insertion into the original quintic
(2.138) we have found the five effective solutions. Obviously, the same procedure has been applied
also to (2.143). The results we have found following this scheme are in perfect agreement with
those of Tabs. 2.1 and 2.28.
To sum up, the pattern described in this section has allowed us to transform, through the cubic
Tschirnhaus transformation (2.170), the original quintic (2.138) into its Bring-Jerrard counterpart
8A little mistake occurred in Ref. [39] which has led to wrong corrections only on the y-coordinates of L4 and L5.
On the other side, the values involving the x-coordinate written in Eq. (2.38) of Ref. [39] are correct.
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(2.142), which, once rescaled to the form (2.188), has been solved by employing Birkeland theorem.
Therefore, the five roots of the starting algebraic equation (2.138) are found by inverting (2.170).
In this way we have confirmed the outcomes of Sec. 2.1.4, which were obtained by adopting
numerical tools from the very beginning.
Yet another valuable solution algorithm is available, i.e., the method in Ref. [72], which expresses
the roots of the quintic (2.136a) through two infinite series, i.e., the Jacobi nome and the theta
series, for which fast convergence is obtained, but the need to evaluate the roots with a large
number of decimal digits makes it problematic, as far as we can see, to deal with such series.
2.1.6. Collinear Lagrangian points
From the theoretical point of view, it is equally important to work out how collinear Lagrangian
points get affected by the one-loop long-distance quantum corrections to the Newtonian potential
[39]. On the side of the applications, their importance is further strengthened, since satellites (e.g.,
the Wilkinson Microwave Anisotropy Probe) have been sent so far to the points L1, L2, and L3
of some approximate three-body configurations in the solar system.
As we have pointed out before, when the libration points are collinear, the coordinate y vanishes,
which ensures the vanishing of (2.52) as well. On the other hand, bearing in mind Eq. (2.7a), the
vanishing of y implies that x obeys the algebraic equation
x2 + 2ax+ a2 − r2 = 0, (2.208)
which is solved by the two roots
x = εr − a = εr − βl
(α+ β)
, (ε = ±1). (2.209)
In particular, when ε = 1 we obtain the solution describing the coordinates of L1 and L2, while
the choice ε = −1 is connected to the position of L3. Furthermore, the geometry of the problem
yields also
x =
(r2 − s2)
2l
+
1
2
(α− β)
(α+ β)
l, (2.210)
which implies, by comparison with Eq. (2.209),
s2 = (r − εl)2 =⇒ s = ±(r − εl), (2.211)
where both signs should be considered, since (r−εl) may be negative. Note now that the insertion
of (2.209) into Eq. (2.49) yields
∂U
∂x
=
β
s3
(
1 + 2
k3
s
+ 3
k2
s2
)
(l − εr)− αε
r2
(
1 + 2
k1
r
+ 3
k2
r2
)
+
(α+ β)
l3
(
εr − βl
(α+ β)
)
= 0.
(2.212)
Moreover, we consider first the solution s = r− εl in Eq. (2.211). This turns Eq. (2.212) into the
form
β
(r − εl)2 +
2k3β
(r − εl)3 +
3k2β
(r − εl)4 +
α
r2
+
2k1α
r3
+
3k2α
r4
− (α+ β)r
l3
+
βε
l2
= 0. (2.213)
This form of the equation to be solved for r = AP suggests multiplying both sides by (r− εl)4r4,
which makes it clear that we end up by studying a nonic algebraic equation [39]. Moreover, it is
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now convenient to adopt dimensionless units. For this purpose, since the length parameters k1 and
k3 appearing in the quantum corrected potential (2.8) are a linear combination of the gravitational
radii Rα, Rβ of primaries and Rm of the planetoid, which in turn represent a fraction of the distance
l between A and B (cf. Eqs. (2.9) and (2.11)), we can set
ψ ≡ r
l
,
ρ ≡ β
α
,
ρα ≡ R¯α
l
,
ρβ ≡ R¯β
l
,
ρP ≡ lP
l
,
(2.214)
where
R¯α = Rα +Rm,
R¯β = Rβ +Rm.
(2.215)
In light of (2.214), we find the following dimensionless form of the nonic resulting from Eq. (2.213)
[39]:
9∑
n=0
Anψ
n = 0, (2.216)
where
A0 ≡− 3(1 + ρ)−1κ2(ρP )2,
A1 ≡− 2(1 + ρ)−1
[
κ1ρα − 6εκ2(ρP )2
]
,
A2 ≡− (1 + ρ)−1
[
1− 8εκ1ρα + 18κ2(ρP )2
]
,
A3 ≡4(1 + ρ)−1
[
ε− 3κ1ρα + 3εκ2(ρP )2
]
,
A4 ≡− (1 + ρ)−1
{
[6 + (1 + ε)ρ]− 2κ1(4ρα + ρβρ)ε+ 3(1 + ρ)κ2(ρP )2
}
,
A5 ≡(1 + ρ)−1
[
(1 + 4ε) + (5 + 2ε)ρ− 2κ1(ρα + ρβρ)
]
,
A6 ≡− (1 + ρ)−1
[
(1 + 4ε) + (10ε+ 1)ρ
]
,
A7 ≡2(1 + ρ)−1(3 + 5ρ),
A8 ≡− (1 + ρ)−1(4 + 5ρ)ε,
A9 ≡1.
(2.217)
If we take instead the root s = −(r − εl) in Eq. (2.211) and insert it into Eq. (2.212), we find,
with analogous procedure, the nonic equation [39]
9∑
n=0
Bnψ
n = 0, (2.218)
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where
Bk =Ak, if k = 0, 1, 2, 3, 7, 8, 9,
B4 ≡(1 + ρ)−1
{
[−6 + (1− ε)ρ] + 2κ1ε(4ρα + ρβρ) + 3(ρ− 1)κ2(ρP )2
}
,
B5 ≡(1 + ρ)−1
[
(1 + 4ε) + (5− 2ε)ρ− 2κ1(ρα + ρβρ)
]
,
B6 ≡− (1 + ρ)−1
[
(1 + 4ε) + (10ε− 1)ρ].
(2.219)
In Newtonian theory, the collinear libration points are ruled instead by a quintic equation, as
is clear by setting k1 = k2 = k3 = 0 in Eq. (2.212) and multiplying the resulting equation by
(r − εl)2r2. By virtue of the two choices of sign in Eq. (2.211) one gets, if s = r − εl, the quintic
[39]
5∑
n=0
Cnψ
n = ψ5− (2 + 3ρ)
(1 + ρ)
εψ4 +
(1 + 3ρ)
(1 + ρ)
ψ3− [1 + (1 + ε)ρ]
(1 + ρ)
ψ2 +
2ε
(1 + ρ)
ψ− 1
(1 + ρ)
= 0, (2.220)
while s = −(r − εl) leads to the quintic [39]
5∑
n=0
Dnψ
n = ψ5− (2 + 3ρ)
(1 + ρ)
εψ4 +
(1 + 3ρ)
(1 + ρ)
ψ3− [1− (1− ε)ρ]
(1 + ρ)
ψ2 +
2ε
(1 + ρ)
ψ− 1
(1 + ρ)
= 0. (2.221)
In this case, the coefficients are related by
Ck = Dk, if k = 0, 1, 3, 4, 5, (2.222)
and
C2,− =− (1 + ρ)−1 = D2,+,
C2,+ =− (1 + ρ)−1(1 + 2ρ) 6= D2,− = −(1 + ρ)−1(1− 2ρ).
(2.223)
In light of Eqs. (2.220) and (2.221), the distances of the planetoid from the Earth in Newtonian
theory are given by [39]
r1,cl = 3.263762881738878× 108 m,
r2,cl = 4.489205600344675× 108 m,
r3,cl = 3.816747156939623× 108 m,
(2.224)
at L1, L2, and L3, respectively. The coordinates of such points within the classical theory read as
L1
(
3.217044369761366× 108, 0) m,
L2
(
4.442487088367163× 108, 0) m,
L3
(−3.863465668917136× 108, 0) m. (2.225)
The contribution coming from the numerical resolution of the nonic equations (2.216) and (2.218)
is written in Tabs. 2.9 and 2.10. Interestingly, the order of magnitude of quantum corrections
to the location of collinear libration points coincides with that involving L4, L5, as a comparison
between Tabs. 2.2 and 2.10 shows. In particular, the scattering potential gives modifications
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Table 2.9.: The quantum values of the distances from the Earth and of the coordinates of the
collinear Lagrangian points obtained by solving numerically Eqs. (2.216) and (2.218)
for the three different types of potential.
Quantum details of collinear Lagrangian points
Li One-particle reducible Scattering Bound-states
r1 = 3.263762881726546× 108 m r1 = 3.263762881775874× 108 m r1 = 3.263762881732712× 108 m
L1 x1 = 3.217044369749034× 108 m x1 = 3.217044369798362× 108 m x1 = 3.217044369755200× 108 m
y1 = 0 m y1 = 0 m y1 = 0 m
r2 = 4.489205600336842× 108 m r2 = 4.489205600368175× 108 m r2 = 4.489205600340759× 108 m
L2 x2 = 4.442487088359330× 108 m x2 = 4.442487088390662× 108 m x2 = 4.442487088363246× 108 m
y2 = 0 m y2 = 0 m y2 = 0 m
r3 = 3.816747156909998× 108 m r3 = 3.816747157028501× 108 m r3 = 3.816747156924810× 108 m
L3 x3 = −3.863465668887510× 108 m x3 = −3.863465669006013× 108 m x3 = −3.863465668902323× 108 m
y3 = 0 m y3 = 0 m y3 = 0 m
Table 2.10.: Quantum corrections on the position of Newtonian collinear Lagrangian points ob-
tained by solving numerically Eqs. (2.216) and (2.218) for the three different types of
potential.
Quantum corrections on Newtonian collinear Lagrangian points
Li One-particle reducible Scattering Bound-states
L1 rQ − rcl = −1.23 mm rQ − rcl = 3.70 mm rQ − rcl = −0.617 mm
xQ − xcl = −1.23 mm xQ − xcl = 3.70 mm xQ − xcl = −0.617 mm
L2 rQ − rcl = −0.783 mm rQ − rcl = 2.35 mm rQ − rcl = −0.392 mm
xQ − xcl = −0.783 mm xQ − xcl = 2.35 mm xQ − xcl = −0.392 mm
L3 rQ − rcl = −2.96 mm rQ − rcl = 8.89 mm rQ − rcl = −1.48 mm
xQ − xcl = 2.96 mm xQ − xcl = −8.89 mm xQ − xcl = 1.48 mm
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to classical values which in modulus result to be always huger than those obtained through the
other two potentials. This may not have any practical consequence, since L1, L2, L3 are points
of unstable equilibrium (as we will see in Sec 2.2.8), but the detailed analysis performed in this
section and in Sec. 2.1.4 adds evidence in favour of our evaluation of quantum corrections to all
Lagrangian points in the Earth-Moon system being able to predict effects of order of millimetre.
However, the main perturbations of such a scheme may result from the Sun. If one then considers
a restricted four-body problem where the Earth and the Moon move in circular orbits around their
center of mass, which in turn moves in a circular orbit about the Sun9, one finds that L4 and L5
are no longer points of stable equilibrium. This issue will be described in details in Sec. 3.2.
2.2. Motion in the neighbourhood of a given motion
The fact that many dynamical problems are intractable, in the sense that we are unable to display
an analytical solution, represents a quite common issue in physics. Nevertheless, there are some
classes of problems for which the solution turns out to be easier due to the presence of some
simplifying factors. An example is provided by the description of a motion which is near a known
solution of the original problem, such as the motion near an equilibrium point. The tool adopted in
classical mechanics for such a situation is represented by the so-called variational equations, which
describe the time evolution of the deviation vector between two solutions, i.e., the undisturbed
(known) solution and the disturbed (unknown) one.
2.2.1. Variational equations
We have already pointed out in Sec. 2.1.2 that the autonomous system of differential equations
(2.33) governing the dynamics of a point particle in the n-fold space (x1, x2, . . . , xn) is such that
its Cauchy problem (see Eq. (2.36)) is in general not feasible. Despite that, in many astronomical
applications we can find approximations to the solution with a high degree of accuracy.
Consider the situation in which we know the solution of the Cauchy problem (2.33) and (2.36)
with a particular initial value x0 = %, but not its behaviour in some ranges of values of %. Then,
we try to determine, or to determine approximately, the solution (or characteristic) originating in
a point %+η in the neighbourhood of %. In other words, we aim to describe a characteristic in the
vicinity of a known characteristic [38, 39, 42, 43, 47, 48]. Let the known solution (or undisturbed
characteristic) be x. Thus, we have xi(t = 0) = %i and x˙i = Xi(x1, x2, . . . , xn), (i = 1, 2, . . . , n).
Moreover, suppose that the n functions Xi are of class C
1 in a certain domain of x. Let the
neighbouring solution (or disturbed characteristic) be x+y, y representing the displacement from
the undisturbed solution. Thence,
x˙i + y˙i = Xi(x1 + y1, x2 + y2, . . . , xn + yn), (i = 1, 2, . . . , n), (2.226)
with yi(t = 0) = ηi, (i = 1, 2, . . . , n). Therefore, we can say that the n displacement functions yi
satisfy the n differential equations
y˙i = Yi(y1, y2, . . . , yn; t), (i = 1, 2, . . . , n), (2.227)
where
Yi(y1, y2, . . . , yn; t) = Xi(x1 + y1, x2 + y2, . . . , xn + yn)−Xi(x1, x2, . . . , xn), (i = 1, 2, . . . , n).
(2.228)
9The Sun’s effect on the planetoid is much larger than the Sun’s effect on the Moon.
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Note how the system (2.227), unlike (2.33), is obviously not autonomous and that the symbols
x1, x2, . . . , xn appearing on the right-hand side of (2.228) denote known functions of t, i.e., the
values at time t of the undisturbed characteristic. If we suppose that |η| small, also |y| will be
small (at least for a sufficiently small range of values of t), since the solution of (2.33) varies
continuously with its initial value. We refer to all those particular cases in which |y| remains
small for all values of t as stable displaced orbits. The characterization of regions of stability
and instability of displaced orbits is a fascinating theoretical problem (well described for example
by Levi-Civita in Ref. [73]) whose solution might have far-reaching consequences for example
for the design of space missions. We will not treat such a problem, but instead of studying the
exact equations (2.227) we will consider their linear approximation. By expanding the right-hand
side of Eq. (2.228) up to terms of first order in the yi’s, we obtain the above-mentioned linear
approximation, i.e.,
ξ˙i =
n∑
k=1
aikξk, (i = 1, 2, . . . , n), (2.229)
where we have written ξi in place of yi to make a clear distinction between y, which satisfies the
exact equations (2.227) and ξ, which instead satisfies the linear approximation (2.229). Moreover,
we have
aik = aik(t) ≡ ∂Xi
∂xk
∣∣∣∣
x
, (2.230)
meaning that the coefficients aik are known functions of t whose value is represented by the
derivatives ∂Xi/∂xk evaluated at the point x = (x1, x2, . . . , xn) occupied by the particle at time t
on the undisturbed solution. Equations (2.229) are called (linear) variational equations (sometimes
called also variational equations of Jacobi or of Poicare´) and their matrix form reads as
ξ˙ = Aξ, (2.231)
where ξ denotes the column matrix with entries the functions (ξ1, ξ2, . . . , ξn) and A the n × n
matrix whose elements are defined in Eq. (2.230). We can think of solutions to linear variational
equations as representing the tangent vectors along the undisturbed trajectory which linearly
approximate its difference with nearby trajectories. We will see that if the solution ξ of (2.231) is
such that |ξ| remains small for all the time when |η| is small (with ξ(t = 0) = η), we say that the
undisturbed characteristic has first-order stability (or that it is infinitesimally stable).
Some special circumstances must be mentioned at this stage. First of all, there are two special
cases in which the elements (2.230) occurring in the definition of the matrix A are constants.
The first is represented by the motion in the neighbourhood of a singular point, which includes
the special case of small oscillations near a stable equilibrium point. The second involves the
cases of steady motion. The description of a steady motion involves in primis the definition of
a gyroscopic system, i.e., a system characterized by the presence of k Lagrangian coordinates
q1, q2, . . . , qk which are ignorable while the remaining n − k (n being the number of degrees of
freedom) qk+1, qk+2, . . . , qn are non-ignorable (or palpable) [54, 47]. Therefore, we have k + 1
first integrals of the system, i.e., the k momenta corresponding to the k ignorable coordinates
and the integral of energy. We define steady motion to be the one in which both the velocities
q˙1, q˙2, . . . , q˙k and the palpable coordinates have constant values. However, for such a motion the
non-constant ignorable coordinates do not occur in the definition (2.230) and hence A ends up
to be constant. Obviously, when the matrix A turns out to be constant the system (2.231) is
autonomous. Eventually, another situation of interest is represented by the one in which the
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functions aik(t) in Eq. (2.230) are periodic functions of t so that we need to study a periodic
matrix A(t) [38, 42, 43]. We will describe these issues in the next sections.
2.2.2. Solution of variational equations
Let
ξ(t = 0) = η. (2.232)
The solution of the Cauchy problem (2.231) and (2.232) is suggested by the method of successive
approximation (see also Appendix D) [47]. Consider the (principal fundamental) matrix R(t)
R(t) = D0 + D1(t) + D2(t) + . . . , (2.233)
where
D0 = 1, (2.234)
while for the successive members
D˙j+1 = ADj , (2.235)
with
Dj+1(t = 0) ≡ Dj+1(0) = 0. (2.236)
Then, since
R(0) = D0 = 1, (2.237)
and
R˙(t) = AR(t), (2.238)
the matrix R(t)η assumes the value η at t = 0 and satisfies (2.231), the required solution being
linear in η (as should be expected), i.e.,
ξ(t) = R(t)η. (2.239)
Since the elements d
(h)
ij of Dh(t) are such that, for some interval 0 ≤ t ≤ t1, [47]
n|d (h)ij | <
(nKt)h
h!
, (2.240)
K being a positive number such that, for all the n2 elements aij(t) of A,
|aij(t)| < K, (2.241)
then the infinite series defining the elements of R is majorized by an exponential series having
constant terms and hence (2.233) is uniformly convergent for 0 ≤ t ≤ t1.
Example: Newtonian orbit. Consider a point particle of unit mass subjected to the Newtonian
attraction of a second body. Let the origin of the coordinate frame be the center of the
gravitational force and choose as Lagrangian coordinates the polar coordinates r, θ of the
first body. The Lagrangian of the system will be
L = 1
2
(
r˙2 + r2θ˙2
)
+
g
r
, (2.242)
85
2. The restricted three-body problem in effective field theories of gravity
g being the product of the Newton constant G and the mass of the second body. Thus, the
Hamiltonian will be given by
H =
1
2
(
p2r +
1
r2
p2θ
)
− g
r
, (2.243)
and the Hamiltonian equation of motion reads as
r˙ = pr,
θ˙ =
1
r2
pθ,
p˙r = − g
r2
+
1
r3
p2θ,
p˙θ = 0,
(2.244)
where in particular
1
r3
p2θ represents the centrifugal force, pθ being a constant which we
indicate with p˜. By a comparison with Eq. (2.33), it follows easily that (r, θ, pr, pθ) =
(x1, x2, x3, x4) = x and
X(x) =

pr
1
r2
pθ
− g
r2
+
1
r3
p2θ
0

, (2.245)
Thus, bearing in mind Eq. (2.230), the matrix A is given by
A(t) =

0 0 1 0
−2p˜
r3
0 0
1
r2
2g
r3
− 3p˜
2
r4
0 0
2p˜
r3
0 0 0 0

, (2.246)
where r indicates the value of the radial distance at time t on the undisturbed characteristic.
If the undisturbed orbit is an ellipse characterized by a certain period, the elements aik of
A(t) are known periodic function of t with the same period. On the other hand, in the
special case when the undisturbed solution is represented by an uniform circular motion, A
is a constant matrix. In this latter circumstance, from the request that that centrifugal force
balances in Eq. (2.244c) the Newtonian one, we obtain the value of the angular velocity ω
needed for a circular orbit at any altitude, i.e.,
ω =
√
g
a3
, (2.247)
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a being the radius of the circular trajectory. Thus, we can write p˜ = a2ω and A becomes the
constant matrix
A =

0 0 1 0
−2ω
a
0 0
1
a2
−ω2 0 0 2ω
a
0 0 0 0

. (2.248)
This is clearly an example of steady motion where θ represents an ignorable coordinate and both
the velocity θ˙ = ω and the radial coordinate r = a assume constant values. The variational
equations will be (see eq. (2.231)) 
ξ˙1 = ξ3,
ξ˙2 = −2ω
a
ξ1 +
1
a2
ξ4,
ξ˙3 = −ω2ξ1 + 2ω
a
ξ4,
ξ˙4 = 0,
(2.249)
with solution given by
ξ1 = η1 cos (ωt) +
η3
ω
sin (ωt) +
2
aω
η4 [1− cos (ωt)] ,
ξ2 = −2
a
η1 sin (ωt) + η2 − 2η3
aω
[1− cos (ωt)]− η4
a2ω
[3ωt− 4 sin (ωt)] ,
ξ3 = −ωη1 sin (ωt) + η3 cos (ωt) + 2
a
η4 sin (ωt) ,
ξ4 = η4.
(2.250)
Note that |ξ1|, |ξ3|, and |ξ4| remain small for all time if |η| is small, whereas
lim
t→+∞ |ξ2| = −∞, (2.251)
unless η4 = 0. A special case is that in which η = (0, 0, η, 0). The system is then stable at first
order, the solution of variational equations being
ξ1 =
η
ω
sin (ωt) ,
ξ2 = − 2η
aω
[1− cos (ωt)] ,
ξ3 = η cos (ωt) ,
ξ4 = 0.
(2.252)
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2.2.3. The case of constant coefficients and the concept of first-order stability
In the special case in which the elements aik of Eq. (2.230) are constants, also the matrix A is
constant and
Dh =
(
th
h!
)
Ah, (2.253)
so that Eq. (2.233) becomes
R = 1 + tA +
(
t2
2!
)
A2 +
(
t3
3!
)
A3 + · · · = etA. (2.254)
Therefore, the solution (2.239) assumes the simple form
ξ = etA η. (2.255)
If A is a diagonal matrix, it becomes more evident that the variational equations (2.229) get
completely separated into the n independent equations
ξ˙i = λiξi, (i = 1, 2, . . . , n), (2.256)
where λi = aii represent the eigenvalues of A. Then, the solution will be
ξi = ηie
tλi , (i = 1, 2, . . . , n), (2.257)
because the matrix etA appearing in Eq. (2.255) is the diagonal matrix
etλ1 0 . . . 0
0 etλ2 . . . 0
. . . . . .
0 0 . . . etλn
 . (2.258)
When A can not be reduced to diagonal form, the solution of (2.256) contains terms of the form
ξ ∼ tµeλt, where we suppose that µ is a number such that µ > 0 (i.e., tµ is a secular term).
At this stage, we can describe the stability proprieties of the linearised system (2.256) . In fact,
we can distinguish three different cases:
1. The characteristic equation of A has complex roots. We have the following properties:
• If all the λ’s have negative real parts, we have first-order asymptotic stability. In fact,
in such a case lim
t→+∞|ξ| = 0. This is true also when multiple roots are present.
• If some or all of the characteristic roots of A have positive real parts, the linearised
system is characterized by first-order instability, since the displacement vector ξ occur-
ring in Eq. (2.256) does not remain small. This circumstance remains true also when
some of the roots are multiple.
2. The characteristic equation of A has pure imaginary roots. We have two cases:
• If all the roots turn out to be simple, then the solution contains only sines and cosines
of multiples of t and hence is oscillatory. Thence, |ξ| remains small if it is initially
small. We have first-order stability, but not asymptotic stability.
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• If multiple roots are present, both periodic and secular terms of the form tµ cos (kt),
tµ sin (kt) (k being a real number) are present in the solution. The linearised system
has first-order instability.
3. The characteristic equation of A has real roots. We have two different situations:
• The roots are all negative. The solution has first-order stability. This stays true also
when multiple roots are present.
• Some of the roots are positive. Then, even when multiple roots are present, we have
first-order instability.
The above considerations can be straightforwardly applied to the analysis of the stability (at first
order) of the equilibrium points of a dynamical system, since, as we pointed out before, in such a
case the matrix A turns out to be a constant matrix.
An important comment on these results is called for at this point. In fact, we stress that first-
order stability does not imply stability in general. In other words, if the linearised system (2.256)
turns out to be stable at first order, this does not necessary mean that the exact system (2.227)
is stable.
2.2.4. The case of periodic coefficients
Consider the case in which the undisturbed characteristic is represented by a periodic orbit with
period T [38, 39, 42, 43, 47, 74]. In other words, we can say that Eq. (2.33) admits the periodic
solution
xi = ϕi(t), (i = 1, 2, . . . , n), (2.259)
which is such that
ϕi(t+ T ) = ϕi(t), ∀ t. (2.260)
This means that the elements aik of the linear variational equations (2.229) are periodic functions
of t sharing the same period T of the undisturbed solution (2.259), so that
A(t) = A(t+ T ), ∀ t, (2.261)
and hence if
F(t) =
[
ξ1(t) ξ2(t) . . . ξn(t)
]
=
ξ11(t) . . . ξ1n(t)... . . . ...
ξn1(t) . . . ξnn(t)
 , (2.262)
is a fundamental matrix (where ξij indicates the i-th component of the j-th linearly independent
vector, so that, for example, ξ12 represents the first component of ξ2) satisfying the condition
(D.22), which can now be written as
F˙(t) = A(t)F(t), (2.263)
then also F(t+T ) represents a fundamental matrix. Therefore, there exists a non-singular constant
matrix M such that [74]
F(t+ T ) = F(t)M. (2.264)
The matrix M is called monodromy matrix of the fundamental matrix F(t). It expresses the
important fact that the solution of variational equation is in general not periodic, unlike the
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undisturbed characteristic. Since M is time-independent, it can be computed by setting t = 0 in
Eq.(2.264), yielding
M = F(0)−1F(T ), (2.265)
so that in the case in which F(t) turns out to be a principal fundamental matrix, from the last
condition we simply have
M = F(T ). (2.266)
Thence, the monodromy matrix of the principal fundamental matrix (2.233) is R(T ). Consider
the fundamental matrix G(t) = F(t)C (C being a constant matrix). The monodromy matrix N
of G(t) will be given by
N = C−1MC, (2.267)
M being the monodromy matrix of F(t). This follows at once from the condition
G(t+ T ) = F(t+ T )C = F(t)MC = G(t)C−1MC. (2.268)
Therefore, if two fundamental matrices are related by the condition G(t) = F(t)C, the correspond-
ing monodromy matrices N and M are similar, as witnessed by Eq. (2.267). Thus, all monodromy
matrices have the same eigenvalues and hence can be reduced to the same Jordan normal form
(see Appendix D). The eigenvalues µ1, µ2, . . . , µn of M are called characteristic multipliers. None
of them vanishes, since
µ1µ2 . . . µn = det (M) 6= 0. (2.269)
By virtue of the similarity condition (2.267), the characteristic multipliers are an intrinsic property
of variational equations and do not depend on the choice of the fundamental matrix.
If M is the monodromy matrix of the fundamental matrix F(t), we can find a matrix K (not
always a real matrix) such that [74]
M = eTK. (2.270)
If the eigenvalues of K are α1, α2, . . . , αn, those of M are e
Tα1 , eTα2 , . . . , eTαn , i.e.,
µk = e
Tαk , (k = 1, 2, . . . , n). (2.271)
The numbers α1, α2, . . . , αn are called characteristic exponents or Floquet exponents [42, 74] of
the given periodic orbit. Note that the characteristic exponents are not unique, since if µj = e
Tαj ,
then the same µj can also be written as µj = e
(αj+2pii/T )T .
The most important property of variational equations (2.231) in the case of periodic coefficients
is enlightened by the following theorem [74]:
Floquet Theorem. Let
ξ˙(t) = A(t)ξ(t), (2.272)
represent the linear variational equations (2.231) in the case in which A(t) is an n × n periodic
matrix with period T . Then any fundamental matrix solution F(t) can be expressed in the form
F(t) = S(t)etK, (2.273)
where S(t) is a non-singular periodic matrix whose elements are continuous periodic functions of t
with period T and K is the constant matrix appearing in Eq. (2.270). The representation (2.273)
is called Floquet normal form of the fundamental matrix F(t).
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Proof. First of all, note that
F(t+ T ) = F(t)M = F(t)eTK.
Then, by writing
S(t) = F(t)e−tK,
it follows at once that S(t) is periodic, since we have
S(t+ T ) = F(t+ T )e−(t+T )K = F(t)eTKe−TKe−tK = F(t)e−tK = S(t).
Finally, since F(t) and etK are non-singular, also S(t) is non-singular and hence we can write
F(t) = S(t)etK.
The Floquet normal form (2.273) has the great advantage of giving rise to a time-dependent
change of coordinates
ξ˜ = S−1(t)ξ, (2.274)
under which our original system (2.272) becomes a linear system with real constant coefficients
having form
d
dt
ξ˜ = Kξ˜. (2.275)
Note also that if we write
F(t) =
(
e2piit/T
)
S(t)etK, (2.276)
the function
(
e2piit/T
)
S(t) is still periodic and hence the fact that the characteristic exponents are
not unique does not alter our results.
Bearing in mind (2.262), from Eq. (2.273) it easily follows that, in all those cases in which the
monodromy matrix is diagonalizable and admits n distinct eigenvalues, the components of the n
linearly independent solutions (ξ1, ξ2, . . . , ξn) of the variational equations can be written in the
form
ξ1 = (S11, S21, . . . , Sn1)e
tα1 ,
ξ2 = (S12, S22, . . . , Sn2)e
tα2 ,
...
ξn = (S1n, S2n, . . . , Snn)e
tαn ,
(2.277)
or equivalently
ξij(t) = Sij(t)e
tαj , (i, j = 1, 2, . . . , n), (2.278)
(no summation over repeated indices). Therefore, bearing in mind the above relations jointly with
the results of Appendix D (see in particular Eq. (D.20)), the solution
ξ(t) =

ξ1(t)
ξ2(t)
...
ξn(t)
 , (2.279)
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of Eq. (2.272) can be written as (Cj being constants)
ξi(t) =
n∑
j=1
CjSij(t)e
tαj ≡
n∑
j=1
Sij(t)e
tαj , (i = 1, 2, . . . , n), (2.280)
which simply expresses the fact that the ith component of the solution (2.279) of (2.272) can be
expressed as the sum of the ith components of the n linearly independent vectors appearing in the
fundamental matrix (2.262). In particular, (2.280) does not need to be periodic, as we pointed out
before. Note also that in the case in which the undisturbed characteristic is represented by a sta-
tionary solution (e.g., an equilibrium point), the functions Sij(t) become constant and we recover
(2.257). Then, variational equations are always linear differential equations whose coefficients can
be constant or can be periodic functions of time, depending on whether the undisturbed solution
is stationary or not.
Thence, in this special case (i.e., M is diagonalizable and possesses n distinct eigenvalues) we
can distinguish the following circumstances:
- If all the characteristic exponents have negative real parts, we have first-order asymptotic
stability.
- If all the characteristic exponents have positive real parts, we have first-order instability.
- If all the characteristic exponents are real and negative, we have first-order stability. If any
of the roots are positive we have first-order instability.
- If all the characteristic exponents are pure imaginary numbers, we have first-order stability.
On the contrary, if the monodromy matrix M is diagonalizable but it does not provide us with
n different characteristic exponents (i.e., the characteristic equation of M has multiple roots), all
but one the above-mentioned cases remain unaffected: we always have first-order instability when
all the characteristic exponents are pure imaginary. In fact, when the characteristic multipliers
are not distinct, the solution of variational equations can no longer be placed in form (2.280), but
it can be written as
ξi ∼ tµSijetαj , (2.281)
tµ (µ > 0) being a secular term. As an example, one can easily show that when two characteristic
exponents are equal, then the solution will contain secular terms linear in t, while if three charac-
teristic exponents turn out to be the same, the secular terms will be quadratic in t. Thus, if the
characteristic exponents are complex but all of them have negative real parts, we have first-order
asymptotic stability, since in this case Eq. (2.281) reduces to the form
ξi ∼ tµe−k t, (k > 0), (2.282)
so that lim
t→+∞ ξi = 0. On the other side, it is easy to realize that when some exponent has positive
real part we have first-order instability. The case with all characteristic exponents which are real is
trivial. Finally, when the characteristic exponents are pure imaginary numbers but some of them
are equal, we have, as anticipated before, first-order instability, since in this case Eq. (2.281) will
contain both trigonometric and secular terms. This situation is reminiscent of that of constant
coefficients.
The results of Appendix D have showed that in all those circumstances in which a matrix is
not diagonalizable, we can achieve its best (and somehow unique) “closest-to-diagonal” form by
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employing its Jordan normal form. Therefore, we can find the explicit solution of (2.272) in the
general case by introducing a transformation which reduces K to its Jordan normal form. Let L
be a non-singular matrix such that
L−1KL = J. (2.283)
We write the Jordan normal form J as
J =

J0 0 . . . 0 0
0 J1 . . . 0 0
0 0 J2 . . . 0
...
...
...
. . .
...
0 0 . . . 0 Jk
 , (2.284)
J0 being a q× q diagonal matrix with entries α1, α2, . . . , αq not necessarily different, J1,J2, . . . ,Jk
the Jordan blocks. Bearing in mind that K represents an n× n matrix, we have
n = q +
k∑
i=1
pi, (2.285)
pi being the size of the ith block. From Eqs. (2.273) and (2.283) it follows at once that
F(t) = S(t)etLJL
−1
= S(t)LetJL−1, (2.286)
so that the fundamental matrix F(t)L has the form
S(t)LetJ ≡ Q(t)etJ, (2.287)
Q(t) being, obviously, periodic. In order to evaluate the term etJ, note that the matrix etJ0
is just the diagonal matrix whose entries are etα1 , etα2 , . . . , etαq . As far as the Jordan blocks Ji
(i = 1, 2, . . . , k) are concerned, by noticing that
Ji = αq+i 1pi + Bi, (i = 1, 2, . . . , k), (2.288)
Bi being the matrix whose non-vanishing elements are placed on the super-diagonal and are equal
to one (cf. Eq. (D.37)), it is possible to understand that we need to evaluate the term etBi if we
want to discover the form of etJ. It is easy to show that [47]
etBi =

1 t
t2
2!
. . .
tpi−2
(pi − 2)!
tpi−1
(pi − 1)!
0 1 t . . .
tpi−3
(pi − 3)!
tpi−2
(pi − 2)!
. . . . . . . .
0 0 0 . . . 1 t
0 0 0 . . . 0 1

. (2.289)
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Now
etJi = etαq+ietBi , (i = 1, 2, . . . , k). (2.290)
and hence all the components of the exponential map
etJ =

etJ0 0 . . . 0 0
0 etJ1 . . . 0 0
0 0 etJ2 . . . 0
...
...
...
. . .
...
0 0 . . . 0 etJk
 , (2.291)
occurring in (2.287) have been evaluated.
Therefore, in the most general situation where the monodromy matrix is not diagonalizable,
although the solution of (2.272) is more involved than before, we can achieve the same conclusions
as the case in which M is diagonalizable but with some multiple eigenvalues and hence, in partic-
ular, even if all the characteristic exponents are purely imaginary, we can never have first-order
stability, since the exponential map (2.291) contains secular terms, as can be easily seen from Eq.
(2.289). In fact, in this case the solution of (2.272) contains terms of the form f(t)tk cos (ut),
f(t)tk sin (ut) (where f(t) is a periodic function with period T and k, u ∈ R).
We conclude this section with an important remark. In any problem of variation from a periodic
orbit (but not in the problem of variation from an equilibrium point) one of the characteristic
exponents is always vanishing (or equivalently, one characteristic multiplier is equal to one). In
fact, the undisturbed periodic motion satisfies the autonomous system (2.33), which written in
components becomes
x˙i = Xi(x1, x2, . . . , xn), (i = 1, 2, . . . , n). (2.292)
Thus,
x¨i =
n∑
j=1
∂Xi
∂xj
x˙j =
n∑
j=1
aij(t)x˙j , (i = 1, 2, . . . , n), (2.293)
and the variational equations are satisfied by
ξi = x˙i, (i = 1, 2, . . . , n), (2.294)
or in other words the variational equations have a purely periodic solution with period T . This can
only happen if one of the characteristic exponents vanishes. Note how in this analysis the fact that
the original system (2.33) is autonomous represents an absolutely necessary requisite. Moreover,
when a dynamical system possesses an integral of motion another characteristic exponent is zero
(unless all partial derivatives of this integral vanish identically for all points of the periodic solution)
[43]. Therefore, when in general the autonomous system (2.33) has k integrals of motion, then
k + 1 characteristic exponents will be zero. On the other hand, when the original system (2.33)
depends explicitly on time (i.e., it is not autonomous) and has j first integrals, then j characteristic
exponents will be zero.
It should now be clear that the approach described so far is essentially a linear analysis. The
underlying idea is very clear. Since it is very improbable that, in any application, the initial
conditions of (2.33) are exactly those which generate the periodic solution (2.259), it will result
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more likely that the actual motion differs from the periodic (undisturbed) one very little. In other
words, we are interested in a solution differing very little from (2.259) and having form
x˜i = ϕi(t) + ξi, (i = 1, 2, . . . , n), (2.295)
where ξi’s satisfy the linear variational equations (2.272). Thus, we must interpret the coordinates
(2.295) as those of a body on his actual motion and the coordinates (2.259) as those that the same
body would have in the periodic (hypothetical) motion. Moreover, we have so far supposed that
the ξi’s are such that we can neglect, in first approximation, their squares, because the difference
between the coordinates (2.295) and (2.259) remain, within this framework, always very small.
2.2.5. The equation defining the characteristic exponents
We have seen in the previous section that when the undisturbed characteristic is represented by
the periodic function (2.259), the solution of (2.272) is represented by (2.280), provided that the
monodromy matrix is diagonalizable and admits n different characteristic multipliers.
Consider the initial condition for the variation [43]
ξi(0) = γi, (i = 1, 2, . . . , n), (2.296)
and consequently (cf. Eq. (2.295))
x˜i(0) = ϕi(0) + γi, (i = 1, 2, . . . , n). (2.297)
A period later the variations assume the value
ξi(T ) = γi + ψi 6= ξi(0), (i = 1, 2, . . . , n), (2.298)
since, as we said before, the solution of variational equations is not periodic in general. By bearing
in mind the obvious fact that if γi = 0 then ψi = 0 (from (2.296) it is clear that γi’s determine
the solution (2.280) and hence a given set of γi’s is connected to the set of ψi’s), the expansion of
ψi = ψi(γj) around γj = 0 gives
ψi =
n∑
j=1
∂ψi
∂γj
∣∣∣∣
γj=0
γj +
n∑
j,k=1
∂2ψi
∂γj∂γk
∣∣∣∣
γj=0
γjγk
2!
+ . . .
≡
n∑
j=1
∂ψi
∂γj
γj +
n∑
j,k=1
∂2ψi
∂γj∂γk
γjγk
2!
+ . . . , (i = 1, 2, . . . , n),
(2.299)
which, in the case in which the disturbed characteristic differs very little from the undisturbed
periodic solution so that besides the squares of ξi’s we can neglect also those of γi’s, becomes
simply
ψi =
n∑
j=1
∂ψi
∂γj
γj , (i = 1, 2, . . . , n). (2.300)
The above expansion is referred to as Poincare´ lemma [43].
At this stage, we can describe a powerful method of determining the jth characteristic exponent
occurring in (2.280). The solution corresponding to this exponent is
ξi(t) = Sij(t)e
tαj , (i = 1, 2, . . . , n), (2.301)
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(j fixed). We can establish a relation between γi and ψi, since, by bearing in mind that (see Eq.
(2.296))
Sij(T ) = Sij(0) = ξi(0) = γi, (2.302)
we have (cf. Eqs. (2.298) and (2.301))
γi + ψi = ξi(T ) = Sij(T )e
Tαj = γie
Tαj , (2.303)
(no summation over j) and hence
γi
(
1− eTαj)+ ψi = 0, (i = 1, 2, . . . , n). (2.304)
By substituting (2.300) in (2.304) we obtain for a fixed value of j
γi
(
1− eTαj)+ n∑
k=1
∂ψi
∂γk
γk = 0, (i = 1, 2, . . . , n), (2.305)
which represents a homogeneous system where γi’s can be regarded as the unknowns. Such a
system will possess a solution different from the trivial one provided that its associated determinant
vanishes, i.e.,
det

∂ψ1
∂γ1
+ 1− eTαj ∂ψ1
∂γ2
∂ψ1
∂γ3
. . .
∂ψ1
∂γn
∂ψ2
∂γ1
∂ψ2
∂γ2
+ 1− eTαj ∂ψ2
∂γ3
. . .
∂ψ2
∂γn
...
...
...
...
∂ψn
∂γ1
∂ψn
∂γ2
∂ψn
∂γ3
. . .
∂ψn
∂γn
+ 1− eTαj

= 0. (2.306)
As you can see, the terms on the diagonal of the determinant are
∂ψi
∂γi
+ 1− eTαj , (2.307)
(no summution over i), while those on the ith row and kth column (i 6= k) are
∂ψi
∂γk
. (2.308)
The determinant, when expanded, leads to a nth-order algebraic equation for eTαj , which gives
the value of αj (since T is known) if the derivatives ∂ψi/∂γk are known. We can then appreciate
how crucial the role played by the functional or Jacobian determinant
∆ =
∂ψi
∂γk
, (2.309)
is.
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2.2.6. An important theorem by Poincare´
Suppose that Eq. (2.33) is such that the vector field occurring on the right-hand side depends not
only on the coordinate variables but also explicitly on time (or, in other words, the system is not
autonomous) and on an arbitrary parameter ρ`, i.e.,
˙˜xi = Xi(x˜1, x˜2, . . . , x˜n; t; ρ`), (i = 1, 2, . . . , n). (2.310)
Let Xi(x˜1, x˜2, . . . , x˜n; t; ρ`) (i = 1, 2, . . . , n) be periodic functions of time with period T . When
ρ` = 0, (2.310) becomes
x˙i = Xi(x1, x2, . . . , xn; t), (i = 1, 2, . . . , n), (2.311)
and we will assume that they admit one and only one periodic solution of period T
xi = ϕi(t), (i = 1, 2, . . . , n), (2.312)
in such a way that
ϕi(0) = ϕi(T ), (i = 1, 2, . . . , n). (2.313)
We can generalize the concepts developed in last sections and define the characteristic exponents
also when we deal with systems such as the one of Eq. (2.311). In fact, Eq. (2.311) represents
linear first-order differential equations whose coefficients are periodic functions of t and hence it
is possible to express (2.312) by means of characteristic exponents.
At this stage, we would like to find a family of periodic solutions parametrized by ρ` that agrees
with (2.312) when ρ` = 0. In other words, we want to investigate under which circumstances
(2.310) will have a periodic solution of period T when ρ` is no longer zero, but very small [43].
When ρ` 6= 0, the solution of (2.310) will be slightly modified with respect to the undisturbed
solution (2.312) and hence it can be written as in (2.295), i.e.,
x˜i = ϕi(t) + ξi, (i = 1, 2, . . . , n). (2.314)
Thus, it should be now clear that the regime ρ` 6= 0 can be described by employing the tool of
variational equations, the functions ξi occurring in (2.314) being solutions of the linear variational
equations of (2.311). Therefore, in complete analogy with the previous sections we set (see Eq.
(2.296))
x˜i(0) = ϕi(0) + ξi(0),
x˜i(T ) = ϕi(T ) + γi + ψi,
(i = 1, 2, . . . , n). (2.315)
Poincare´ has demonstrated [43] that the ψi’s are analytical functions of ρ` and γi’s and vanish if
ρ` = γ1 = γ2 = · · · = γn = 0. (2.316)
It is then obvious that the solution (2.314) will be periodic if
ψi(ρ`, γ1, γ2, . . . , γn) = 0, (i = 1, 2, . . . , n). (2.317)
If the functional determinant (2.309) is not zero for ρ` = γi = 0 (i = 1, 2, . . . , n), then we can solve
the n implicit equations (2.317) with respect to the γi’s and find
γi = τi(ρ`), (i = 1, 2, . . . , n), (2.318)
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τi(ρ`) being developable in powers of ρ` and vanishing with it [43]. Therefore, if the Jacobian
(2.309) is such that
∆ 6= 0, (2.319)
than the system (2.310) admits a periodic solution for small but non-vanishing values of ρ`. The
periodic solution in fact will be obtained by simply substituting (2.318) (which assures that (2.317)
holds) in (2.315). In other words, we have a periodic solution if, for ρ` = 0, the system (2.317)
admits
γ1 = γ2 = · · · = γn = 0, (2.320)
as a (simple) solution.
Nevertheless, by bearing in mind Eq. (2.306), it follows that if ∆ = 0, then one of the charac-
teristic exponents is zero. On the contrary, the condition ∆ 6= 0 implies that all the characteristic
exponents differ from zero. Recall also that we have to calculate the determinant ∆ for ρ` = 0.
We can therefore state the following theorem [43]:
Poincare´ Theorem (non-autonomous systems). If Eqs. (2.310), which depend on a param-
eter ρ`, admit for ρ` = 0 the periodic solution (2.312) for which all the characteristic exponents
are different from zero (i.e., ∆ 6= 0), they will admit in addition a periodic solution for small but
non-vanishing values of ρ`.
Note that the hypothesis for which the system (2.311) is such that all the characteristic exponents
are non-vanishing is consistent with the fact that it is not autonomous and has no integral of
motion.
We have seen in the previous sections that when we deal with autonomous systems, then one
characteristic exponent vanishes. If there is only one vanishing characteristic exponent when
ρ` = 0, we still have a periodic solution for small but non-vanishing values of ρ`. Thus, the
following theorem follows [43]:
Poincare´ Theorem (autonomous systems). If Eqs. (2.310), which depend on a parameter
ρ`, are such that time does not appear explicitly and, besides, if they admit for ρ` = 0 a periodic
solution, then one characteristic exponent will vanish. If no other of these exponents is equal to
zero, then there will still exist a periodic solution for small but non-vanishing values of ρ`.
The above theorems will turn out to be very useful when we will describe the quantum corrected
full three-body problem (Chapter 3, Sec. 3.1).
2.2.7. Variation from Hamiltonian equations
If the original equations of motion are of Hamiltonian form and there is a periodic solution, two
of the characteristic exponents vanish. In fact, the first one is zero because we suppose that
the system is autonomous, a condition which means that the Hamiltonian function itself is a
constant of motion and this represents the reason why the second characteristic exponent equals
zero. Moreover, if µk is an eigenvalue of the monodromy matrix, then also 1/µk and the complex
conjugate µ∗k are eigenvalues. Thus, if αk is a complex characteristic exponent, other characteristic
exponents are −αk, α∗k, and −α∗k. On the other hand, if αk is real or pure imaginary, then also −αk
is a characteristic exponent. In other words, the characteristic exponents are equal in pairs and
of opposite sign [43]. For example, in the case of the restricted three-body problem, the degrees
of freedom are two and the characteristic exponents can be either (0, 0, α,−α) or (0, 0, iα,−iα).
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We proceed to establish these important results [47]. Consider the system of Hamiltonian
equations for n degrees of freedom
q˙i =
∂H
∂pi
,
p˙i = −∂H
∂qi
,
(i = 1, 2, . . . , n), (2.321)
where H = H(q1, q2 . . . , qn; p1, p2 . . . , pn). Suppose (2.321) admit a periodic solution of period T
qi = ϕi(t), pi = φi(t), (i = 1, 2, . . . , n). (2.322)
By writing the Lagrangian coordinates and the momenta in the varied orbit as
q˜i = ϕi(t) + ξi, p˜i = φi(t) + ηi, (i = 1, 2, . . . , n), (2.323)
the variational equations assume the form
ξ˙i =
n∑
j=1
[
H,piqj ξj +H,pipj ηj
]
,
η˙i = −
n∑
j=1
[
H,qiqj ξj +H,qipj ηj
]
,
(i = 1, 2, . . . , n), (2.324)
where a subscript consisting of a comma followed by a variable denotes partial derivatives with
respect to that variable. Note also that the values of the q’s and p’s in the original motion have
been substituted after differentiation. Equations (2.324) are of Hamiltonian form. In fact the ξ’s
can be considered as the Lagrangian coordinates and the η’s as the canonical momenta, while the
Hamiltonian function is
H =
n∑
j,k=1
[
1
2
H,qjqkξjξk +H,qjpkξjηk +
1
2
H,pjpkηjηk
]
. (2.325)
Thus, variational equations (2.324) can be written as
ς˙ = ZHς = ZP(t)ς, (2.326)
where
ς =

ξ1
ξ2
...
ξn
η1
η2
...
ηn

, (2.327)
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Z =
(
0 1n
−1n 0
)
, (2.328)
Hς =

∂H
∂ς1
∂H
∂ς2
...
∂H
∂ς2n

, (2.329)
and P(t) is a symmetric periodic 2n × 2n matrix. It is possible to prove that if ς ′ represents
another solution of (2.326) (independent from ς), then [42]
d
dt
[
ςT Z ς ′
]
=
n∑
j=1
d
dt
[
ξjη
′
j − ηjξ′j
]
= 0. (2.330)
From this conditions it follows that the monodromy matrix R(T ) of the principal fundamental
matrix (2.233) now satisfies the condition
R(T )T Z R(T ) = Z. (2.331)
Any matrix having the property exhibited in Eq. (2.331) is called symplectic matrix.
Recall that all monodromy matrices have the same eigenvalues. Let µk be a characteristic
multiplier, then it satisfies the characteristic equation
det
[
R(T )T − µk12n
]
= 0, (2.332)
or
det
[
R(T )T Z R(T )− µkZ R(T )
]
= 0, (2.333)
and hence, by virtue of (2.331),
det [Z− µkZ R(T )] = 0. (2.334)
It follows that
det
[
R(T )− 1
µk
12n
]
= 0, (2.335)
i.e., if µk is an eigenvalue of the monodromy matrix R(T ), the same holds also for 1/µk. Since
µk = e
Tαk , the properties stated at the beginning of this section follow easily. Moreover, one
characteristic exponent vanishes because we are still dealing with autonomous systems, but the
non-vanishing α’s are paired (i.e., αk and −αk), therefore also another characteristic exponent
must be zero. Thence, the number of vanishing α’s is equal to two, since the total number of
characteristic exponents is even. Furthermore, since the monodromy matrix is real, if µk is an
eigenvalue, so is its complex conjugate µ∗k. Then, if αk is a characteristic exponent that is neither
real nor pure imaginary, so is α∗k.
As we know, the sign of the real part of characteristic exponents determines the stability (in
the linear sense) of the periodic solution. Since, as we have just demonstrated, the α’s occur in
pairs for Hamiltonian systems, the existence of a characteristic exponent with non-zero real part
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immediately indicates instability. Thus, the necessary condition for stability of a periodic orbit is
that all the characteristic exponents must be pure imaginary, as we have already explained.
As we said before, since the Hamiltonian equations (2.321) do not depend on time explicitly
and always admit the vis viva integral
H = const, (2.336)
two of the characteristic exponents vanish. If in addition they admit k independent integrals
of motion which are in involution (i.e., the Poisson bracket of any pair of constants of motion
vanishes), then 2k + 2 characteristic exponents vanish, unless all the functional determinants of
the k + 1 integrals of motion with respect to arbitrary k + 1 of the variables qi and pi are zero at
the same time at all points of the periodic solution [43].
2.2.8. Stability analysis of Lagrangian points
In the previous section we have seen that the Earth-Moon system is characterized by the presence
of five Lagrangian points, which represent the equilibrium positions for the planetoid. Not only
are these libration points solutions of the equation of motion, but near these points other families
of solutions do exist [48].
A rather important question is whether the positions of equilibrium are stable. In the affirmative
case, the planetoid would therefore remain permanently near the point of stable equilibrium. It
should be clear from the previous section that in order to study this issue, we need to employ the
tool of variational equations. Thus, on denoting by (x0, y0) one of the points L1, L2, L3, L4, L5,
one writes in the equations of motion (2.14) and (2.15)
x = x0 + ξ, y = y0 + η. (2.337)
As usual, by expanding the right-hand sides in powers of ξ and η, and retaining only terms of first
order, one obtains the linear approximation [33]
ξ¨ − 2ωη˙ = G(Aξ + Bη),
η¨ + 2ωξ˙ = G(Bξ + Cη), (2.338)
having defined
A ≡ ∂
2U
∂x2
∣∣∣∣
x0,y0
,
B ≡ ∂
2U
∂x∂y
∣∣∣∣
x0,y0
,
C ≡ ∂
2U
∂y2
∣∣∣∣
x0,y0
.
(2.339)
It is clear that the coupled set of ordinary differential equations (2.338) represents an example of
linear variational equations. By virtue of (2.339), the coefficients of such equations are constant
and hence the solution can be written in the form (cf. (2.257))
ξ = ξ0e
σt,
η = η0e
σt.
(2.340)
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This leads to the linear homogeneous system of algebraic equations [33](
σ2 −GA) ξ − (2ωσ +GB) η = 0, (2.341)
(2ωσ −GB) ξ + (σ2 −GC) η = 0. (2.342)
Non-trivial solutions exist if and only if the determinant of the matrix of coefficients vanishes.
Such a condition is expressed by the algebraic equation of fourth degree
σ4 − [G(A+ C)− 4ω2]σ2 +G2(AC − B2) = 0. (2.343)
This is a quadratic equation for σ2 and, in order to accomplish first-order stability criterion, its
roots must be real and negative. From the standard theory of algebraic equations of second degree,
one finds that
σ2 =
1
2
[G(A+ C)− 4ω2]± 1
2
√
[G(A+ C)− 4ω2]2 − 4G2(AC − B2). (2.344)
In Newtonian theory, (AC−B2) is negative at L1, L2, and L3. This is clear at once by considering,
at each collinear libration points, Eqs. (2.56)–(2.58) in the limit k1 → 0, k2 → 0, and k3 → 0.
Then, only half of the σ2 values are negative, which implies that the criterion for first-order
stability is not satisfied [33, 47]. In other words, collinear Lagrangian points are unstable within
classical theory. In the quantum regime, it remains true, from (2.57), that our B vanishes at L1,
L2, and L3, and we express our A at L1, L2, and L3 from (2.60), our C at L2 and L3 from (2.70),
and our C at L1 from (2.72). Thus, provided that the sufficient conditions (2.61), (2.71), and
(2.73) hold, which are in turn guaranteed, as we know, from the choice of scattering potential,
it is always true that (AC − B2) < 0, and the points L1, L2, and L3 remain points of unstable
equilibrium even in the presence of quantum corrections obtained from an effective-gravity picture
[33].
As far as non-collinear Lagrangian points are concerned, the vanishing of λ (see Eq. (2.50))
simplifies the evaluation of A and C from (2.56) and (2.58), and we find (with the understanding
that r = r(l), s = s(l) and y = y(l) as in Sec. 2.1) [33]
A = α(r
2 − y2)
r5
(
3 + 8
k1
r
+ 15
k2
r2
)
+
β(s2 − y2)
s5
(
3 + 8
k3
s
+ 15
k2
s2
)
, (2.345)
C = αy
2
r5
(
3 + 8
k1
r
+ 15
k2
r2
)
+
βy2
s5
(
3 + 8
k3
s
+ 15
k2
s2
)
, (2.346)
B2 = α
2y2(r2 − y2)
r10
(
3 + 8
k1
r
+ 15
k2
r2
)2
+
β2y2(s2 − y2)
s10
(
3 + 8
k3
s
+ 15
k2
s2
)2
+
2αβy2
r5s5
(
3 + 8
k1
r
+ 15
k2
r2
)(
3 + 8
k3
s
+ 15
k2
s2
)[
x2 + (a− b)x− ab] . (2.347)
In the evaluation of (AC − B2) we find therefore exact cancellation of the two pairs of terms
involving α2 and β2. Moreover, on exploiting from (2.7) the identity
r2 + s2 = 2(x2 + y2) + 2(a− b)x+ a2 + b2, (2.348)
we obtain, bearing in mind that (a+ b) = l,
(AC − B2) = αβy
2l2
r5s5
(
3 + 8
k1
r
+ 15
k2
r2
)(
3 + 8
k3
s
+ 15
k2
s2
)
. (2.349)
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This is all we need, because (2.349) is clearly positive if the scattering potential in employed. This
fact ensures that all values of σ2 from the solution formula (2.344) are negative (a result further
confirmed by numerical analysis), and hence, in full agreement with the criterion for first-order
stability of equilibrium points, in the quantum regime L4 and L5 are stable at first order [33]. The
same condition holds also within the classical theory, for which, at equilateral libration points, Eq.
(2.343) becomes [47]
σ4 +
[
(α+ β)
G
l3
]
σ2 +
27
4
(
G
l3
)2
αβ = 0, (2.350)
since the classical limit of (2.56)–(2.58) gives at the classical coordinates (2.106) of L4 and L5
Acl = 3
4
(α+ β)
l3
,
Bcl = ±3
√
3
4
(α− β)
l3
,
Ccl = 9
4
(α+ β)
l3
,
(2.351)
the upper sign referring to L4 and the lower to L5. From the general solution algorithm for (2.350)
σ2 = −1
2
(α+ β)
G
l3
± 1
2
√[
(α+ β)
G
l3
]2
− 27
(
G
l3
)2
αβ, (2.352)
it follows at once that the roots for σ2 are real and negative if the quantities appearing under the
radical sign are positive, i.e.,
α2 − 25αβ + β2 > 0, (2.353)
which is satisfied if the ratio α/β = ρ−1 is greater than the larger root of
x2 − 25x+ 1 = 0, (2.354)
which is about 24.96. Thus, in Newtonian theory, there is first-order stability at the non-collinear
libration points if α is greater than about 25 times β, a condition amply fulfilled in the Earth-Moon
system, as well as, for the system consisting of the Sun and one of the planets of the Solar System.
2.2.9. Displaced periodic orbits for a solar sail
Over several years, by exploiting the tools provided by Newtonian theory, much progress has
been made on modern models of planetoids and their periodic orbits at linear order (or, by
using a specific engineering term, displaced periodic orbits) around the Earth-Moon Lagrangian
points. In particular, a modern version of planetoid is a solar sail, which is propelled by reflecting
solar photons and therefore can transform the momentum of photons into a propulsive force [75].
Although solar sailing has been considered as a practical means of spacecraft propulsion only
relatively recently, the fundamental ideas had been already developed towards the end of the
previous century and we refer the reader to Ref. [76] for further details.
Solar sailing technology appears as a promising form of advanced spacecraft propulsion, which
can enable exciting new space-science mission concepts such as Solar System exploration and deep
space observation. Furthermore, they can also be used for highly non-Keplerian orbits, such as
closed orbits displaced high above the ecliptic plane [77], since they can apply a propulsive force
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continuously. This makes it possible to consider some exciting and unique trajectories. In such
trajectories, a sail can be used as a communication satellite for high latitudes. For example, the
orbital plane of the sail can be displaced above that of the Earth, so that the sail can stay fixed
above our planet at some distance, provided that the orbital periods are equal. Orbits around the
collinear points of the Earth-Moon system are also of great interest because their unique positions
are advantageous for several important applications in space mission design [48, 78].
Over the last few decades, several authors have tried to determine more accurate approximations
of such equilibrium points. Such (quasi)halo orbits were first studied in Ref. [79]. Halo orbits
near the collinear libration points in the Earth-Moon system represent a prominent issue, in
particular around the L1 and L2 points, because of their unique positions. However, as was
pointed out before, a linear analysis shows that the collinear libration points L1, L2, and L3 are of
the type saddle×center×center, leading to an instability in their vicinity, whereas the equilateral
equilibrium points L4 and L5 are stable, in that they are of the type center×center×center.
Although the libration points L4 and L5 are naturally stable and require a small acceleration,
the disadvantage is the longer communication path length from the lunar pole to the sail. On
the other hand, if the orbit maintains visibility from Earth, a spacecraft near L2 can be used to
provide communications between the equatorial regions of the Earth and the polar regions of the
Moon. The establishment of a bridge for radio communications is crucial for forthcoming space
missions, which plan to use the lunar poles. Displaced non-Keplerian orbits near the Earth-Moon
libration points have been investigated in Refs. [75, 80].
All the above-mentioned points make it clear that the analysis of orbits around libration points
does not belong just to the history of celestial mechanics, but plays a crucial role in modern
investigations of space mission design. For this reason, we believe that the quantum corrected
description of displaced orbits for the Earth-Moon system involving a solar sail could represent an
important task for future developments in space technology.
The vector dynamical equation for the sail in the rotating frame of reference (Fig. 2.8) is given
by
d2r
dt2
+ 2ω × dr
dt
−G∇U(r) = a, (2.355)
where r = (x, y, z) is the position vector of the sail relative to the mass center of the primaries, ω
its angular velocity and U(r) is the quantum corrected potential (see Eq. (2.16)). For the sake of
simplicity, let us consider, only for this section, units where the sum of the masses of the primaries
is set to one, as well as their distance and the Newton constant. Then, the solar radiation pressure
acceleration of the sail is defined by
a = a0 (S · n)2n, (2.356)
where a0 is the magnitude of the solar radiation pressure force exerted on the sail, while
n = [cos (ϕ) cos (ω?t) ,− cos (ϕ) sin (ω?t) , sin (ϕ)] ,
S = [cos (ω?t) ,− sin (ω?t) , 0] ,
(2.357)
represent the unit normal to the sail and the Sun line direction vector, respectively. Furthermore,
ω? = 0.923 is the angular rate of the Sun line in the co-rotating frame expressed in dimensionless
units and ϕ indicates the pitch angle relative to the Sun line, which describes the sail altitude. In
order to analyse the dynamics of the solar sail in the neighbourhood of libration points, we adopt
the formalism of variational equations.
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Figure 2.8.: Schematic geometry of the Earth-Moon restricted three-body problem when the plan-
etoid is a solar sail. Despite the notations of this figure, the distances of the planetoid
from the Earth and the Moon will be always indicated, like in the previous sections,
with r and s, respectively.
Let us first consider non-collinear Lagrangian points. Thus, by letting the components x, y, z of
the position vector of the sail at each libration point change by the infinitesimal amount ξ, η, ζ,
respectively, and, by retaining only first-order terms in ξ, η, ζ in the equation of motion (2.355),
one finds the following linear variational equations of motion for the libration points L4 and L5
describing stable equilibrium [39]:
ξ¨ − 2η˙ = U0xxξ + U0xyη + aξ, (2.358)
η¨ + 2ξ˙ = U0xyξ + U
0
yyη + aη, (2.359)
ζ¨ = U0zzζ + aζ , (2.360)
where the auxiliary variables aξ, aη, aζ characterizing the solar sail acceleration are given by
aξ = a0 cos (ω?t) cos
3 (ϕ) ,
aη = −a0 sin (ω?t) cos3 (ϕ) ,
aζ = a0 sin (ϕ) cos
2 (ϕ) ,
(2.361)
whereas U0xx, U
0
yy, U
0
zz, U
0
xy are the partial derivatives of the gravitational potential (2.16) evaluated
at L4 or L5. Note how the in-plane motion, enlightened by Eqs. (2.358) and (2.359), is decoupled
by the out-of-plane motion (2.360). Let us assume now that a solution of the linearised equations
of motion (2.358)–(2.360) is periodic of the form
ξ(t) = Aξ cos(ω?t) +Bξ sin(ω?t), (2.362)
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η(t) = Aη cos(ω?t) +Bη sin(ω?t), (2.363)
where Aξ, Aη, Bξ, and Bη are parameters to be determined. They just represent the amplitude of
the displaced periodic orbit. By substituting Eqs. (2.362) and (2.363) in the differential equations
(2.358)-(2.360), we obtain the following linear non-homogeneous system in Aξ, Aη, Bξ, and Bη
[39]: 
−(ω2? + U0xx)Bξ + 2ω?Aη − U0xyBη = 0,
−U0xyAξ + 2ω?Bξ − (ω2? + U0yy)Aη = 0,
−(ω2? + U0xx)Aξ − U0xyAη − 2ω?Bη = a0 cos3(ϕ),
−2ω?Aξ − U0xyBξ − (ω2? + U0yy)Bη = −a0 cos3(ϕ).
(2.364)
The system (2.364) can be solved to find the coefficients Aξ, Bξ, Aη, Bη, here arranged in the four
rows of a column vector P, while b is the column vector whose four rows are the right-hand sides
of (2.364). Let T be the 4× 4 matrix
T =
(
A1 B1
C1 D1
)
, (2.365)
whose 2× 2 sub-matrices are represented by [39]
A1 =
(
0 −ω2? − U0xx
−U0xy 2ω?
)
, (2.366)
B1 =
(
2ω? −U0xy
−ω2? − U0yy 0
)
, (2.367)
C1 =
(−ω2? − U0xx 0
−2ω? −U0xy
)
, (2.368)
D1 =
(−U0xy −2ω?
0 −ω2? − U0yy
)
. (2.369)
With this matrix notation, the solution of our linear system (2.364) reads as [39]
(P)i =
4∑
j=1
[
(T−1)ij (b)
j
]
, ∀i = 1, 2, 3, 4. (2.370)
Since the out-of-plane motion is independent of the in-plane one, the solution of (2.360) with
initial values ζ(t = 0) = ζ0 and ζ˙0 = 0 can be easily obtained and it is given by [39]
ζ(t) = θ(t)a0(cos
2 ϕ)(sinϕ)|U0zz|−1 + cos(ωζt)
[
ζ0 − a0(cos2 ϕ)(sinϕ)|U0zz|−1
]
, (2.371)
where θ(t) is the step function
θ(t) =
{
1 if t > 0,
0 if t < 0,
(2.372)
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Figure 2.9.: Time evolution of the function ξ(t) defined in Eq. (2.362) for L4 in the Newtonian
case.
Figure 2.10.: Time evolution of the function η(t) defined in Eq. (2.363) for L4 in the Newtonian
case.
and the dimensionless frequency ωζ is defined as
ωζ = |U0zz|1/2. (2.373)
Thus, the required sail acceleration for a fixed distance can be given by [39]
a0 =
ζ0|U0zz|
(cos2 ϕ)(sinϕ)
. (2.374)
Furthermore, the out-of-plane distance can be maximized by an optimal choice of the sail pitch
angle determined by
d
dϕ
cos2(ϕ) sin(ϕ)
∣∣∣∣
ϕ=ϕ?
= 0, (2.375)
which gives
ϕ? = 35.264°. (2.376)
The findings for displaced periodic orbits both in Newtonian theory and in the quantum corrected
regime are well summarized in Figs. 2.9–2.14 (obtained by restoring the usual units for the
distances, the masses and the Newtonian gravitational constant), which show clearly that our
calculation is of interest because it proves that even at quantum level there exist periodic solutions
in the neighbourhood of stable equilibrium points [39]. In particular, the trajectory displayed in
Fig. 2.14 is an ellipse centred on L4, in analogy to what happens in the classical case (Fig. 2.11).
Furthermore, we have found that the period of such orbits is about 28 days, i.e., the synodic lunar
month. Note also that in deriving the above-mentioned figures, we have set the angle ϕ = ϕ? and
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Figure 2.11.: Periodic orbits at linear order around the Lagrangian point L4 in Newtonian theory.
Figure 2.12.: Time evolution of the function ξ(t) defined in Eq. (2.362) for L4 in the quantum
corrected model.
Figure 2.13.: Time evolution of the function η(t) defined in Eq. (2.363) for L4 in the quantum
corrected model.
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Figure 2.14.: Periodic orbits at linear order around the Lagrangian point L4 in the quantum cor-
rected model. The periodic orbit is elliptic as in the Newtonian case displayed in
Fig. 2.11.
an initial out-of-plane distance ζ0 = 100 km. Moreover, the starting value of ζ has been increased
gradually to reach 2500 km.
Our quantum corrected model predicts the presence of displaced periodic orbits also around
collinear Lagrangian points. In this case, the linear variational equations are given by
ξ¨ − 2η˙ = U0xxξ + aξ, (2.377)
η¨ + 2ξ˙ = U0yyη + aη, (2.378)
ζ¨ = U0zzζ + aζ , (2.379)
whose solution assumes the form
ξ(t) = ξ0 cos (ω?t) , (2.380)
η(t) = η0 sin (ω?t) . (2.381)
Like before, we insert Eqs. (2.380) and (2.381) into Eqs. (2.377)–(2.379) and, on solving the
resulting linear non-homogeneous system, we find that the amplitudes ξ0 and η0 are given by
ξ0 = a0
(
U0yy − ω2? − 2ω?
)
cos3(ϕ)
(U0xx − ω2?)
(
U0yy − ω2?
)− 4ω2? , (2.382)
η0 = −a0
(
U0xx − ω2? − 2ω?
)
cos3(ϕ)
(U0xx − ω2?)
(
U0yy − ω2?
)− 4ω2? . (2.383)
The trajectories around L2 obtained through Eqs. (2.377)–(2.383) are given in Figs. 2.15 and
2.16.
We conclude this section by stressing that the solar sail model is an interesting possibility con-
sidered over the last few decades, but is not necessarily better than alternative models of planetoid.
For example, the large structure and optical nature of solar sails can create a considerable chal-
lenge. If the structure and mass distribution of the sail is complicated, one has to resort to suitable
approximations.
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Figure 2.15.: Periodic orbits at linear order around the Lagrangian point L2 in Newtonian theory.
Figure 2.16.: Periodic orbits at linear order around the Lagrangian point L2 in the quantum cor-
rected model. The periodic orbit is elliptic as in the Newtonian case displayed in
Fig. 2.15.
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Newtonian models
It is the simple hypotheses of which one must be most wary, because these are the ones that have
the most chances of passing unnoticed.
H. Poincare´
The restricted three-body problem represents a simplified version of the most general three-body
problem. The aim of this chapter consists in adding all features that would contribute to make
our quantum corrected model as close as possible to reality, in order to encourage the launch of
future space missions that could verify it. For this reason, we will describe, once again within the
context of effective field theories of gravity, the full three-body problem involving, like before, the
Earth and the Moon, and the restricted four-body problem consisting of the Sun, the Earth, and
the Moon as the primaries.
3.1. Full three-body problem in effective field theories of gravity
As was stressed by Poincare´ in his landmark work on the (restricted) three-body problem [42],
the main aim of celestial mechanics is not the one of evaluating the astronomical ephemeris1, but
rather to ascertain whether Newtonian theory remains the most appropriate tool for investigating
celestial gravity [43], at least (we would say) within the Solar System. With hindsight, this
statement is not completely superseded by current developments in gravitational theories, provided
in its formulation one replaces Newtonian theory by Einstein’s general relativity, which has been
challenged over the years by several competing theories (e.g., Brans-Dicke, f(R), and so forth),
to be tested both in the Solar System and on extra-galactic scales. Thus, in this context it makes
sense to go one step further by assessing the full three-body problem of celestial mechanics by
employing the hybrid scheme described in the previous chapters, where the Newtonian potential
receives classical and quantum corrections from the calculational recipes of effective field theories
of gravity [38].
1In astronomy and celestial navigation, an ephemeris gives the positions of naturally occurring astronomical objects,
as well as artificial satellites in the sky at a given time. Historically, positions were given as printed tables of
values, given at regular intervals of date and time.
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3.1.1. The classical integrals
In the settings described before, three bodies A1, A2, A3 having masses m1, m2, m3, respectively,
move in space under the action of their mutual gravitational attraction. The coordinates and
velocities of the three bodies at t = 0 are prescribed, and the full three-body problem consists in
determining their position at any subsequent time. The differences with the restricted problem are
easily recognized. In fact, in the latter the masses of only two particles are arbitrary, because the
mass of the planetoid must be smaller than the other two. Moreover, the general problem allows
any sets of initial conditions, while the restricted one demands circular orbits for the primaries.
Following Refs. [38, 47], we take fixed rectangular axes and denote the coordinates of Ar at time
t by xr, yr, zr. The coordinates of the center of mass D of the three bodies are instead represented
by block capital letters X,Y, Z, so that, on denoting by M ≡ m1 +m2 +m3 the mass of the whole
system, one can write
MX =
3∑
r=1
mrxr,
MY =
3∑
r=1
mryr,
MZ =
3∑
r=1
mrzr.
(3.1)
We also set
xr = X + αr,
yr = Y + βr,
zr = Z + γr,
(3.2)
so that αr, βr, and γr are the coordinates of Ar relative to the system having D as its origin and
axes with the same directions as those of the fixed frame.
The kinetic energy function T of the system can be expressed by means of the relation [38, 47]
T =
1
2
3∑
r=1
mr
(
x˙2r + y˙
2
r + z˙
2
r
)
=
1
2
M(X˙2 + Y˙ 2 + Z˙2) +
1
2
∑
r<s
mrms
M
v2rs,
(3.3)
where vrs is the speed of As relative to Ar, i.e.,
v2rs = (x˙s − x˙r)2 + (y˙s − y˙r)2 + (z˙s − z˙r)2 = (α˙s − α˙r)2 + (β˙s − β˙r)2 + (γ˙s − γ˙r)2. (3.4)
The potential energy function of this system is −U , and in the classical regime we have
U = G
(
m2m3
r1
+
m3m1
r2
+
m1m2
r3
)
, (3.5)
where r1 is the distance between A2 and A3, and so forth.
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Since the system is a holonomic dynamical system with nine degrees of freedom, we need nine
Lagrangian equations, or eighteen Hamiltonian equations of motion. In the former case we have
[47]
mrx¨r =
∂U
∂xr
,
mry¨r =
∂U
∂yr
,
mrz¨r =
∂U
∂zr
,
(r = 1, 2, 3), (3.6)
whereas for the latter 
mrx˙r = ξr,
mry˙r = ηr,
mrz˙r = ζr,
ξ˙r =
∂U
∂xr
,
η˙r =
∂U
∂yr
,
ζ˙r =
∂U
∂zr
,
(r = 1, 2, 3), (3.7)
where we have indicated, for the time being, the components of the canonical momenta with ξr,
ηr, ζr. The Lagrangian and Hamiltonian functions are given by
L = T + U, (3.8)
H = 1
2
3∑
r=1
(
ξ2r + η
2
r + ζ
2
r
)
mr
− U. (3.9)
Note how the fact that we are dealing with a eighteenth-order system explains the complex nature
of the problem, especially if we make a comparison with the fourth-order system describing the
restricted case2 (cf. Eqs. (2.14) and (2.15)).
The general problem of three bodies admits ten independent algebraic integrals of motion, called
classical integrals. First of all, since no external forces act on the system, the center of mass D
moves on a straight line with constant velocity, giving six constants of motion (three regarding the
components of the position of D and three the components of its velocity, or equivalently the three
components of the total momentum of the system). Other three integrals of motion are represented
by the components of the angular momentum about the origin, and the last one is the integral of
energy T −U (the potential (3.5) does not depend explicitly on time, as was anticipated at the end
of Sec. 2.1.1). Among the classical integrals, only six of them, besides being independent, are also
in involution: the three components of the total momentum, the square of the angular momentum,
2We can reduce the system made up of Eqs. (2.14) and (2.15) to a third-order system by employing the Jacobi
integral (2.20). Moreover, a further reduction to a second-order system can be achieved by elimination of the
time variable [48].
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its third component3 and the total energy. The existence of these six integrals of motion allows
the reduction of the original eighteenth-order system (3.7) to a sixth-order one, corresponding to
a dynamical system with only three “true” degrees of freedom [47, 48].
As was pointed out before, the classical integrals are algebraic functions of the canonical co-
ordinates. There are no further algebraic integrals independent of those already found. This
remarkable result was proved by Bruns in 1887 and the general form of his theorem reads as
follows [48]:
Bruns Theorem. In the problem of N bodies the only integrals of motion involving the coordinates
and the momenta algebraically, and which do not involve time explicitly, are composed of the
integrals of the center of mass of the system, the total angular momentum and the energy.
In other words, any algebraic integrals of the problem of three bodies is merely a combination
of the ten classical integrals.
Bruns theorem was first generalized by Painleve´, who demonstrated that even in the case in
which we consider integrals which are algebraic functions of the canonical momenta and analytic
functions of the coordinates, the result does not change: the only independent constants of mo-
tion are once again given by the ten classical integrals [48]. After that, the most general result
was achieved by Poincare´ [43], who proved that, besides energy, angular momentum and linear
momentum, there are no other analytic functions on phase space which Poisson commute with
the Hamiltonian. In other words, any constant of motion is necessarily a function of the classical
integrals and hence the three-body problem does not give rise to a completely integrable system.
Recall that a completely integrable Hamiltonian system having n degrees of freedom is said to
be completely integrable (in the Liouville sense) if it admits n independent Poisson commuting
integrals of motion. In fact, for completely integrable system the constants of motion determine
a regular foliation of the phase space (called Lagrangian foliation), which is thus decomposed as
a collection of lesser dimensional sub-manifolds so that the dynamics is automatically reduced to
one with less degrees of freedom [54].
To be more precise, the proof of the above-mentioned theorem given by Poinacare´ only holds
in the parameter region where one of the masses of the bodies dominates the other two. It is still
possible that for very special masses the system is integrable, as we will see in Sec. 3.1.3. Before
Poincare´, mathematicians and, in particular, astronomers spent much energy in the search for
sequences of changes of variables which made the system “more and more integrable”. Poincare´
realized that the series defining their transformations were divergent (hence his interest in divergent
series, as outlined at the beginning of Chapter 2). This divergence problem is connected to
the “small denominators problem” and getting around it by considering a number of theoretical
conditions on frequencies appears as the heart of the Kolmogorov-Arnol’d-Moser theorem [54].
Finally, we conclude this section by mentioning two important solutions of the full three-body
problem found by Lagrange in which the lengths r1, r2, and r3 remain constant throughout the
motion. They are the collinear solution, where the particles always line up, and the triangle one,
where the bodies lay at the vertices of an equilateral triangle of invariable size [47]. Moreover, by
studying solutions where the particles describe orbits which are invariant only in shape but not
3Recall that for the three components of the angular momentum ~` we have
{`i, `j} = εijk`k, (3.10)
{|~`|2, `i} = 0, ∀ i ∈ {1, 2, 3}, (3.11)
{, } being the Poisson bracket and εijk the total antisymmetric Levi-Civita symbol.
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in size, Lagrange discovered a family of solutions where the particles move forming an equilateral
triangle and describing a conic with the center of mass (which is fixed in space) representing one
focus. The conics all have the same eccentricity and, in the particular case in which they are
ellipses, the motion turns out to be periodic [47].
3.1.2. Reduced form of the equations of motion
In the previous section we have seen that in Newtonian theory the center of mass D of the system
moves uniformly on a straight line. This means that we could also suppose, as a special case, that
it is at rest, but we will not follow this alternative. Furthermore, we also consider the most general
problem in which the particles move in the space and are not constrained in a plane.
Bearing in mind the above premisses, let the vector
−−−→
A1A2 be ~u, and let the vector
−−→
HA3 (H
being the center of mass of A1 and A2) be ~v (Fig. 3.1). Thus, by defining the parameters
α1 ≡ m1
(m1 +m2)
, α2 ≡ 1− α1, (3.12)
the vector
−−−→
A2A3 is (−α1~u+~v), while the vector −−−→A1A3 is (α2~u+~v). Hereafter, we denote by (x, y, z)
the components of ~u, and by (ξ, η, ζ) the components of ~v.
v
A1
A2
 A3
H
 u
Figure 3.1.: Schematic set-up of the full three-body problem: the three bodies A1, A2, and A3,
the center of mass H of A1 and A2, the vector ~u joining A1 to A2, and the vector ~v
joining H to A3.
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On defining the “reduced masses”
m ≡ m1m2
(m1 +m2)
,
µ ≡ (m1 +m2)m3
(m1 +m2 +m3)
,
(3.13)
the x-terms in T arising from the motion relative to D give [38, 47]
1
2M
[
m2m3(−α1x˙+ ξ˙)2 +m3m1(α2x˙+ ξ˙)2 +m1m2x˙2
]
=
m
2
x˙2 +
µ
2
ξ˙2. (3.14)
One has now to add the corresponding formulas for y and z, which yields the neat result
T =
M
2
(
X˙2 + Y˙ 2 + Z˙2
)
+
m
2
(x˙2 + y˙2 + z˙2) +
µ
2
(ξ˙2 + η˙2 + ζ˙2). (3.15)
As was pointed out before, in Newtonian theory one proceeds by assuming at this stage a
potential of the form [47]
U = G
(
m2m3
r1
+
m3m1
r2
+
m1m2
r3
)
, (3.16)
the distances being defined in this case as
(r1)
2 ≡ (−α1~u+ ~v) · (−α1~u+ ~v) = (−α1x+ ξ)2 + (−α1y + η)2 + (−α1z + ζ)2, (3.17)
(r2)
2 ≡ (α2~u+ ~v) · (α2~u+ ~v) = (α2x+ ξ)2 + (α2y + η)2 + (α2z + ζ)2, (3.18)
(r3)
2 ≡ ~u · ~u = x2 + y2 + z2. (3.19)
In the quantum regime, although we keep using the classical concepts of kinetic energy and center
of mass, we depart from classical Newtonian theory by assuming that U can be a more general
function of r1, r2, r3, i.e.,
U = U(r1, r2, r3) =
3∑
k=1
Uk(rk). (3.20)
We will first derive the equations of motion resulting from the general choice (3.20), and we will
eventually look for explicit solutions with a choice of U inspired by the issues described in the
previous chapters (see Sec. 3.1.3, Eq. (3.38)).
By virtue of (3.15) and (3.20), the Lagrangian equations of motion read as
MX¨ =
∂U
∂X
,
mx¨ =
∂U
∂x
,
µξ¨ =
∂U
∂ξ
,
(3.21)
supplemented by the corresponding second-order equations for (Y, y, η) and (Z, z, ζ). Since, from
(3.20), U is independent of X,Y, Z, one has
X¨ = Y¨ = Z¨ = 0, (3.22)
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which means that the center of mass D moves uniformly in a straight line, like in the Newtonian
case. We may even assume that D remains at rest without losing generality, and the remaining
equations for mx¨ and µξ¨ in (3.21) can be obtained by setting
U,rj ≡
∂U
∂rj
, ∀j = 1, 2, 3, (3.23)
and writing patiently the partial derivatives
∂U
∂x
= U,r1
∂r1
∂x
+ U,r2
∂r2
∂x
+ U,r3
∂r3
∂x
, (3.24)
∂U
∂ξ
= U,r1
∂r1
∂ξ
+ U,r2
∂r2
∂ξ
. (3.25)
In light of (3.17)–(3.19), one arrives therefore at the formulas
∂U
∂x
= −Ax+Bξ, (3.26)
∂U
∂ξ
= Bx− Cξ, (3.27)
where we have defined [38]
A ≡ −α
2
1
r1
U,r1 −
α22
r2
U,r2 −
1
r3
U,r3 , (3.28)
B ≡ α2
r2
U,r2 −
α1
r1
U,r1 , (3.29)
C ≡ − 1
r1
U,r1 −
1
r2
U,r2 . (3.30)
After writing the corresponding equations for (y, η) and (z, ζ) one obtains eventually, bearing in
mind that ~u has components (x, y, z), while ~v has components (ξ, η, ζ), the equations of motion in
matrix form [38]: (
m d
2
dt2
+A −B
−B µ d2
dt2
+ C
)(
~u
~v
)
= 0. (3.31)
Such a scheme tells us that the full three-body problem is equivalent to a system of two particles,
i.e., a particle of mass m at (x, y, z) and a particle of mass µ at (ξ, η, ζ), in perfect analogy with
the classical case [38, 47]. The system (3.31) represents the so-called reduced form of the equations
of motion for the system of three particles.
The integrals of angular momentum are found to take the form [38]
M(Y Z˙ − ZY˙ ) +m(yz˙ − zy˙) + µ(ηζ˙ − ζη˙) = a, (3.32)
M(ZX˙ −XZ˙) +m(zx˙− xz˙) + µ(ζξ˙ − ξζ˙) = b, (3.33)
M(XY˙ − Y X˙) +m(xy˙ − yx˙) + µ(ξη˙ − ηξ˙) = c. (3.34)
Since, as outlined before, the center of mass moves uniformly on a straight line, the terms M(Y Z˙−
ZY˙ ) and [m(yz˙− zy˙) + µ(ηζ˙ − ζη˙)] in (3.32) are separately constant, and similarly in Eqs. (3.33)
and (3.34). Indeed, one finds from Eq. (3.21)
d
dt
[m(yz˙ − zy˙) + µ(ηζ˙ − ζη˙)] =
(
y
∂
∂z
− z ∂
∂y
+ η
∂
∂ζ
− ζ ∂
∂η
)
U, (3.35)
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which vanishes, because U depends on r1, r2, r3 separately, according to Eq. (3.20), and the
following identity holds [38]:(
y
∂
∂z
− z ∂
∂y
+ η
∂
∂ζ
− ζ ∂
∂η
)
rk = 0, ∀ k = 1, 2, 3. (3.36)
The forces are not in the line joining the particles, but their moment about the origin is
~u× (−A~u+B~v) + ~v × (B~u− C~v), (3.37)
which vanishes by virtue of the skew-symmetry of the vector product. Hence the angular momen-
tum about the origin remains constant as in Newtonian theory [38].
3.1.3. Periodic solutions
After having written the equations of motion in a rather general form, we cannot attempt any
integration without an explicit form of the potential function. For this purpose, we now investigate
the implications of assuming that the classical potential (3.16) can be replaced by a quantum
corrected potential according to the recipes considered in the previous chapters. This means that
the general formula (3.20) can take the form [38]
U(r1, r2, r3) =
Gm2m3
r1
(
1 + κ23
G
c2
(m2 +m3)
r1
+ κ
l2P
(r1)2
)
+
Gm1m3
r2
(
1 + κ13
G
c2
(m1 +m3)
r2
+ κ
l2P
(r2)2
)
+
Gm1m2
r3
(
1 + κ12
G
c2
(m1 +m2)
r3
+ κ
l2P
(r3)2
)
,
(3.38)
where U(r1, r2, r3) has been defined following the structure of Eqs. (1.94)–(1.96), whereas the
dimensionless parameters κ, κ12, κ23, and κ13 can be easily read off with the help of Tab. 1.1.
Furthermore, it should be clear that κ12, κ23, and κ13 depend on κ, since they are part of a
calculational recipe that yields, at the same time, a post-Newtonian term and a fully quantum
term (see the discussion at the end of Sec. 1.3.3).
The first derivatives of such a potential, to be used in the definitions (3.28)–(3.30) of the functions
A,B,C read therefore as
U,r1 = −
Gm2m3
(r1)2
(
1 + 2κ23
G
c2
(m2 +m3)
r1
+ 3κ
l2P
(r1)2
)
, (3.39)
U,r2 = −
Gm1m3
(r2)2
(
1 + 2κ13
G
c2
(m1 +m3)
r2
+ 3κ
l2P
(r2)2
)
, (3.40)
U,r3 = −
Gm1m2
(r3)2
(
1 + 2κ12
G
c2
(m1 +m2)
r3
+ 3κ
l2P
(r3)2
)
. (3.41)
The equations of motion (3.31) are Lagrangian second-order equations of motion. They can be
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re-expressed as a coupled set of twelve first-order Hamiltonian equations as follows:
d
dt
x = px,
d
dt
y = py,
d
dt
z = pz,
d
dt
ξ = pξ,
d
dt
η = pη,
d
dt
ζ = pζ ,
d
dt
px = − 1
m
(Ax−Bξ),
d
dt
py = − 1
m
(Ay −Bη),
d
dt
pz = − 1
m
(Az −Bζ),
d
dt
pξ = − 1
µ
(Cξ −Bx),
d
dt
pη = − 1
µ
(Cη −By),
d
dt
pζ = − 1
µ
(Cζ −Bz).
(3.42)
We need therefore twelve initial conditions to integrate these equations of motion. Hereafter it is
convenient to introduce the 6-tuple of position variables
xi ≡ (x, y, z, ξ, η, ζ) ≡ (x1, . . . , x6), (3.43)
and the 6-tuple of momentum variables
yi ≡ (px, py, pz, pξ, pη, pζ) ≡ (p1, . . . , p6). (3.44)
Equation (3.42) can be therefore further re-expressed in the canonical form through the au-
tonomous system [38, 42, 43] 
d
dt
xi =
∂F
∂yi
,
d
dt
yi = − ∂F
∂xi
,
(3.45)
where the Hamiltonian function F is given by
F (x1, . . . , x6, y1, . . . , y6) =
6∑
i=1
y2i
2
+ f(x1, . . . , x6), (3.46)
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and f solves the second half of the Hamiltonian equations (3.42), i.e., [38]
∂f
∂x
=
1
m
(Ax−Bξ),
∂f
∂y
=
1
m
(Ay −Bη),
∂f
∂z
=
1
m
(Az −Bζ),
∂f
∂ξ
=
1
µ
(Cξ −Bx),
∂f
∂η
=
1
µ
(Cη −By),
∂f
∂ζ
=
1
µ
(Cζ −Bz),
(3.47)
the functions A(x1, . . . , x6), B(x1, . . . , x6), C(x1, . . . , x6) being defined by (3.28)–(3.30), supple-
mented by (3.17)–(3.19) and (3.39)–(3.41).
At this stage, we can exploit the fundamental Poincare´ theorem on autonomous systems enun-
ciated at the end of Sec. 2.2.6. According to this theorem and bearing in mind the results of
Sec. 2.2.7 regarding the number of vanishing characteristic exponents for a Hamiltonian system,
we can say that if Eq. (3.45), which depends on a parameter ρ, possesses for ρ = 0 a periodic
solution for which only two characteristic exponents vanish, we have again a periodic solution for
small, but non-vanishing, values of ρ [38]. In our case, the small parameter ρ is the Planck length
lP , and when ρ = 0 we revert to the three-body problem in post-Newtonian mechanics, for which,
in the circular restricted case, one knows from recent work [81] that orbits may be unstable, or
bounded chaotic, or bounded regular. Moreover, in Ref. [82] has been proved that the Newtonian
full N -body problem admits a special class of solutions, called choreographic solutions, at the first
post-Newtonian order. In celestial mechanics a solution is called choreographic if every massive
particles move periodically in a single closed orbit. Bearing in mind that in general relativity the
periastron shift prohibits a binary system from orbiting in a single closed curve, the authors of Ref.
[82] have computed relativistic corrections to initial conditions so that an orbit for a three-body
system can be choreographic and define an eight-shaped curve. This means that the stunning
solution of Newtonian mechanics first discovered by Moore in 1993 [83] and re-discovered with its
existence proof by Chenciner and Montgomery in 2000 [84], survives also in the context of general
relativity at the first post-Newtonian order4. This particular solution of the classical three-body
problem consists in the fact that three bodies of equal mass move periodically on the plane along
the same curve. The periodic orbit has zero angular momentum, and the three bodies chase each
other around a fixed eight-shaped curve. Such an orbit visits in turn every Euler configuration in
which one of the bodies sits at the midpoint of the segment defined by the other two.
Therefore, by virtue of the above-mentioned Poincare´ theorem on periodic solutions and of the
extreme smallness of the Planck length, we have found a simple but non trivial result consisting in
the fact that also our quantum corrected potential (3.38) may lead to periodic solutions [38]. This
is a novel perspective on a smooth matching between classical and quantum-corrected three-body
problems.
4This result holds also at the second post-Newtonian order, as shown in Ref. [85].
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3.1.4. General solution of the quantum corrected variational equations
Bearing in mind Sec. 2.2, let us now revert to Eq. (3.45), and assume that a periodic solution
xi = ϕi(t), yi = φi(t), (3.48)
has been found. We now investigate an algorithm for the evaluation of characteristic exponents
[38]. For this purpose, we consider small disturbances of such periodic solutions, written as
x˜i = ϕi(t) + ξi, y˜i = φi(t) + ηi, (3.49)
and we form the variational equations resulting from the linearised approximation (cf. Eq.
(2.324)), i.e.,
d
dt
ξi =
6∑
k=1
[
F,yixkξk + F,yiykηk
]
, (3.50)
dηi
dt
= −
6∑
k=1
[
F,xixkξk + F,xiykηk
]
. (3.51)
We now try to integrate Eqs. (3.50) and (3.51) by setting [38]
ξi = e
αtSi,
ηi = e
αtTi,
(3.52)
Si and Ti being unknown periodic functions of t with the same period of the unperturbed solution
(3.48) and α the characteristic exponent. Next, we assume that the Hamiltonian function F admits
the Poincare´ asymptotic expansion (see Appendix C)
F ∼ F0 + ρF1 + ρ2F2 + O(ρ3), (3.53)
and we also suppose that F0 depends only on the coordinates xi, while it is independent of the
momenta yi, which therefore are ignorable coordinates. In other words, for ρ = 0 the system under
investigation is completely integrable, since it admits six independent and Poisson commuting
integrals of motion. As explained in Sec. 2.2.7, this means that for ρ = 0 all the characteristic
exponents are zero. Poincare´ has demonstrated that, in such a situation, for small, but non-
vanishing values of ρ, it is possible to expand α, Si, and Ti in powers of
√
ρ, i.e., [43]5
α ∼
N∑
j=1
αjρ
j
2 , (3.54)
Si ∼
N∑
l=0
Sliρ
l
2 , (3.55)
Ti ∼
N∑
l=0
T li ρ
l
2 . (3.56)
5This framework is complementary to the one mentioned in Sec. 3.1.3, where we exploited the Poincare´ theorem on
the persistence of periodic solutions at small ρ. That theorem does not imply an expansion for the Hamiltonian
function like the one in Eq. (3.53), and, in addiction, it assumes that for ρ = 0 there are only two vanishing
characteristic exponents.
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The “extended version” of Cauchy theorem provided by Poincare´ in Refs. [43, 86] represents the
starting point for the demonstration that the asymptotic series (3.54)–(3.56) exist. We briefly
describe this result. Let
d
dt
x = h(x, y, t, ν),
d
dt
y = g(x, y, t, ν),
(3.57)
be two differential equations where the functions h and g are expandible is terms of the unknown
functions x and y, the variable t, and an arbitrary parameter ν. Unlike Cauchy, who limited his
attention to series developable with respect to the independent variable t only, Poincare´ considered
expansions also in terms of ν and the initial data x0, y0. In this way, he showed that (3.57) is
satisfied by some series
x = f1(t, x0, y0, ν),
y = f2(t, x0, y0, ν),
(3.58)
which can be developed in terms of increasing powers of t, x0, y0, ν and reduce, respectively, to
x0 and y0 for t = 0. Furthermore, it is proved that (3.58) converges for any value of the variable
t, provided that |ν| is sufficiently small [43, 86].
At this stage, after having employed the expansion (3.53), we insert formulas (3.52) and (3.54)–
(3.56) into the linear variational equations (3.50) and (3.51), yielding [38]
d
dt
ξi ∼ eαt
[
dS0i
dt
+
(
α1S
0
i +
dS1i
dt
)√
ρ+
(
α1S
1
i + α2S
0
i +
dS2i
dt
)
ρ+ O(ρ
3
2 )
]
, (3.59)
d
dt
ηi ∼ eαt
[
dT 0i
dt
+
(
α1T
0
i +
dT 1i
dt
)√
ρ+
(
α1T
1
i + α2T
0
i +
dT 2i
dt
)
ρ+ O(ρ
3
2 )
]
. (3.60)
so that comparison of coefficients of equal powers of ρ gives for all i = 1, . . . , 6, and up to first
order in ρ, the equations [38]
dS0i
dt
=
6∑
k=1
(
F0,yixkS
0
k + F0,yiykT
0
k
)
, (3.61)
α1S
0
i +
dS1i
dt
=
6∑
k=1
(
F0,yixkS
1
k + F0,yiykT
1
k
)
, (3.62)
α1S
1
i + α2S
0
i +
dS2i
dt
=
6∑
k=1
(
F0,yixkS
2
k + F1,yixkS
0
k + F0,yiykT
2
k + F1,yiykT
0
k
)
, (3.63)
dT 0i
dt
= −
6∑
k=1
(
F0,xixkS
0
k + F0,xiykT
0
k
)
, (3.64)
α1T
0
i +
dT 1i
dt
= −
6∑
k=1
(
F0,xixkS
1
k + F0,xiykT
1
k
)
, (3.65)
α1T
1
i + α2T
0
i +
dT 2i
dt
= −
6∑
k=1
(
F0,xixkS
2
k + F1,xixkS
0
k + F0,xiykT
2
k + F1,xiykT
0
k
)
. (3.66)
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To begin, one should solve Eqs. (3.61) and (3.64) for S0i and T
0
i , and insert them into (3.62) and
(3.65) to find S1i and T
1
i , and iterate the procedure to find S
2
i , T
2
i , . . . , as well as α1, α2, . . . .
In our model, the potential function (3.38) contains only a part of zero-th order in ρ ≡ lP and
a part of second order in ρ, and the same holds for the Hamiltonian function F defined in Eq.
(3.46). This means that in our framework the terms F1 and O(ρ
3) appearing in Eq. (3.53) vanish
identically and on defining
γ1(r1) ≡ −Gm2m3
(r1)2
(
1 + 2κ23
G
c2
(m2 +m3)
r1
)
, (3.67)
γ2(r2) ≡ −Gm1m3
(r2)2
(
1 + 2κ13
G
c2
(m1 +m3)
r2
)
, (3.68)
γ3(r3) ≡ −Gm1m2
(r3)2
(
1 + 2κ12
G
c2
(m1 +m2)
r3
)
, (3.69)
we find that A, B, and C in (3.28)–(3.30) take the form [38]
A = A0 + ρ
2A2, B = B0 + ρ
2B2, C = C0 + ρ
2C2, (3.70)
where [38]
A0 = −(α1)2γ1(r1)
r1
− (α2)2γ2(r2)
r2
− γ3(r3)
r3
, (3.71)
A2 = 3Gκ
[
(α1)
2m2m3
(r1)5
+ (α2)
2m1m3
(r2)5
+
m1m2
(r3)5
]
, (3.72)
B0 = α2
γ2(r2)
r2
− α1γ1(r1)
r1
, (3.73)
B2 = 3Gκ
[
α1
m2m3
(r1)5
− α2m1m3
(r2)5
]
, (3.74)
C0 = −γ1(r1)
r1
− γ2(r2)
r2
, (3.75)
C2 = 3Gκ
[
m1m3
(r2)5
+
m2m3
(r1)5
]
. (3.76)
At this stage, the coupled system (3.47) can be re-expressed in the form [38]
∂f
∂x1
=
1
m
(A0x1 −B0x4) + 1
m
(A2x1 −B2x4)ρ2,
∂f
∂x2
=
1
m
(A0x2 −B0x5) + 1
m
(A2x2 −B2x5)ρ2,
∂f
∂x3
=
1
m
(A0x3 −B0x6) + 1
m
(A2x3 −B2x6)ρ2,
∂f
∂x4
=
1
µ
(C0x4 −B0x1) + 1
µ
(C2x4 −B2x1)ρ2,
∂f
∂x5
=
1
µ
(C0x5 −B0x2) + 1
µ
(C2x5 −B2x2)ρ2,
∂f
∂x6
=
1
µ
(C0x6 −B0x3) + 1
µ
(C2x6 −B2x3)ρ2,
(3.77)
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where the left-hand sides can be further re-expressed upon writing
f(x1, . . . , x6) = f0(x1, . . . , x6) + f2(x1, . . . , x6)ρ
2. (3.78)
Furthermore, from (3.46) and (3.78) we obtain straightforwardly
F0,xiyk = f0,xiyk = 0,
F0,yixk = (yi),xk = 0,
F0,yiyk = δik,
F0,xixk = f0,xixk .
(3.79)
On the other hand, from Eqs. (3.77) and (3.78), we find immediately the 6× 6 matrix of partial
derivatives
M0ik ≡ f0,xixk , (3.80)
whose entries are given by [38]
M011 =
1
m
(x1A0,1 +A0 − x4B0,1), (3.81)
M012 =
1
m
(x1A0,2 − x4B0,2), (3.82)
M013 =
1
m
(x1A0,3 − x4B0,3), (3.83)
M014 =
1
m
(x1A0,4 − x4B0,4 −B0), (3.84)
M015 =
1
m
(x1A0,5 − x4B0,5), (3.85)
M016 =
1
m
(x1A0,6 − x4B0,6), (3.86)
M021 =
1
m
(x2A0,1 − x5B0,1), (3.87)
M022 =
1
m
(x2A0,2 +A0 − x5B0,2), (3.88)
M023 =
1
m
(x2A0,3 − x5B0,3), (3.89)
M024 =
1
m
(x2A0,4 − x5B0,4), (3.90)
M025 =
1
m
(x2A0,5 − x5B0,5 −B0), (3.91)
M026 =
1
m
(x2A0,6 − x5B0,6), (3.92)
M031 =
1
m
(x3A0,1 − x6B0,1), (3.93)
M032 =
1
m
(x3A0,2 − x6B0,2), (3.94)
124
3.1. Full three-body problem in effective field theories of gravity
M033 =
1
m
(x3A0,3 +A0 − x6B0,3), (3.95)
M034 =
1
m
(x3A0,4 − x6B0,4), (3.96)
M035 =
1
m
(x3A0,5 − x6B0,5), (3.97)
M036 =
1
m
(x3A0,6 − x6B0,6 −B0), (3.98)
M041 =
1
µ
(x4C0,1 − x1B0,1 −B0), (3.99)
M042 =
1
µ
(x4C0,2 − x1B0,2), (3.100)
M043 =
1
µ
(x4C0,3 − x1B0,3), (3.101)
M044 =
1
µ
(x4C0,4 + C0 − x1B0,4), (3.102)
M045 =
1
µ
(x4C0,5 − x1B0,5), (3.103)
M046 =
1
µ
(x4C0,6 − x1B0,6), (3.104)
M051 =
1
µ
(x5C0,1 − x2B0,1), (3.105)
M052 =
1
µ
(x5C0,2 − x2B0,2 −B0), (3.106)
M053 =
1
µ
(x5C0,3 − x2B0,3), (3.107)
M054 =
1
µ
(x5C0,4 − x2B0,4), (3.108)
M055 =
1
µ
(x5C0,5 + C0 − x2B0,5), (3.109)
M056 =
1
µ
(x5C0,6 − x2B0,6), (3.110)
M061 =
1
µ
(x6C0,1 − x3B0,1), (3.111)
M062 =
1
µ
(x6C0,2 − x3B0,2), (3.112)
M063 =
1
µ
(x6C0,3 − x3B0,3 −B0), (3.113)
M064 =
1
µ
(x6C0,4 − x3B0,4), (3.114)
M065 =
1
µ
(x6C0,5 − x3B0,5), (3.115)
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M066 =
1
µ
(x6C0,6 + C0 − x3B0,6), (3.116)
where, in order to ease the notation, we have adopted a convention for which a subscript like ,k
denotes partial derivative with respect to xk, for all k = 1, . . . , 6. Now, a patient application of
(3.46), (3.78), and (3.79) to the Eqs. (3.61)–(3.66) reveals that, for all i = 1, . . . , 6 (exploiting the
vanishing of F1 in our model) [38]
6∑
k=1
(
δik
d
dt −δik
M0ik δik
d
dt
)(
S0k
T 0k
)
= 0, (3.117)
while, for higher-order terms, we find the inhomogeneous equations
6∑
k=1
(
δik
d
dt −δik
M0ik δik
d
dt
)(
Snk
Tnk
)
= −
n−1∑
l=0
αn−l
(
Sli
T li
)
. (3.118)
The above relations represent a recursive algorithm for the solution of the quantum corrected
variational equations (3.50) and (3.51) involving a repeated application of a 2× 2 matrix of linear
first-order differential operators [38]. For example, for the equations where α1 and α2 occur we
find
6∑
k=1
(
δik
d
dt −δik
M0ik δik
d
dt
)(
S1k
T 1k
)
= −α1
(
S0i
T 0i
)
, (3.119)
6∑
k=1
(
δik
d
dt −δik
M0ik δik
d
dt
)(
S2k
T 2k
)
= −α2
(
S0i
T 0i
)
− α1
(
S1i
T 1i
)
. (3.120)
Of course, it is at least equally important to study the case when the characteristic exponents
do not vanish at ρ = 0 [42, 43]. In such a case, we assume that the asymptotic expansion (3.54)
can be generalized by adding the term α0, i.e., [38]
α ∼
N∑
l=0
αlρ
l
2 . (3.121)
Thus, the scheme described before leads eventually to equations that generalize (3.117) and (3.118)
upon adding α0 to the linear differential operator
d
dt , i.e., [38]
6∑
k=1
(
δik
(
d
dt + α0
) −δik
M0ik δik
(
d
dt + α0
))(S0k
T 0k
)
= 0, (3.122)
6∑
k=1
(
δik
(
d
dt + α0
) −δik
M0ik δik
(
d
dt + α0
))(Snk
Tnk
)
= −
n−1∑
l=0
αn−l
(
Sli
T li
)
. (3.123)
Finally, we see that our computational recipes are of little help unless we say what sort of
periodic solutions we have in mind. As it should be clear from Sec. 2.2, the periodic solutions
alluded to in Eq. (3.48) are solutions of Eqs. (3.45) when ρ = 0. Thus, with the notation in Eqs.
(3.67)–(3.69), (3.71), (3.73), and (3.75), the matrix (3.80) should be therefore evaluated along
solutions of the coupled equations
dxi
dt
= yi ∀i = 1, . . . , 6, (3.124)
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dyi
dt
= − 1
m
(A0xi −B0xi+3) ∀i = 1, 2, 3, (3.125)
dyi
dt
= − 1
µ
(C0xi −B0xi−3) ∀i = 4, 5, 6. (3.126)
The desired periodic solutions, whose existence is a special rather than generic property (see the
remarks at the end of Sec. 2.2.4), can be written in the form [38]
xi =
∞∑
l=0
Dil sin(ωilt+ ϕil), (3.127)
yi =
∞∑
l=0
Eil sin(ωilt+ γil). (3.128)
When we insert such Fourier expansions into the system (3.124)–(3.126), we have to bear in mind
that A0, B0, and C0 in (3.71), (3.73), (3.75) depend on x1, . . . , x6 because Eqs. (3.17)–(3.19) can
be re-expressed in the form
(r1)
2 =
3∑
k=1
(α1xk − xk+3)2,
(r2)
2 =
3∑
k=1
(α2xk + xk+3)
2,
(r3)
2 =
3∑
k=1
(xk)
2.
(3.129)
3.1.5. A scheme for the resolution of variational equations
In the previous section we have arrived at a broad framework for the resolution of the quantum
corrected variational equations (3.50) and (3.51) that presents formidable technical difficulties,
which have prevented us from showing a solution of such equations. For this purpose, one should
solve completely the following problems [38]:
(i) First, how to find periodic solutions of the Hamiltonian equations (3.45) when ρ = 0. From
Eqs. (3.124)-(3.128), this means having to solve the infinite system of equations
∞∑
l=0
Dilωil cos(ωilt+ ϕil) =
∞∑
l=0
Eil sin(ωilt+ γil), ∀i = 1, . . . , 6, (3.130)
∞∑
l=0
Eilωil cos(ωilt+ γil) = −A0
m
∞∑
l=0
Dil sin(ωilt+ γil)
+
B0
m
∞∑
l=0
Di+3,l sin(ωi+3,lt+ γi+3,l), ∀i = 1, 2, 3,
(3.131)
∞∑
l=0
Eilωil cos(ωilt+ γil) = −C0
µ
∞∑
l=0
Dil sin(ωilt+ γil)
+
B0
µ
∞∑
l=0
Di−3,l sin(ωi−3,lt+ γi−3,l), ∀i = 4, 5, 6.
(3.132)
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(ii) Second, how to solve variational equations through Eqs. (3.117) and (3.118), or (3.122) and
(3.123), when the matrix M0ik is evaluated along a solution of Eqs. (3.130)–(3.132). In Refs.
[42, 43], Poincare´ obtained an algebraic equation of third degree for the square of α1, which was
the hardest part of the calculation, but we do not see an analogous equation for the square of α1
in our quantum corrected model.
(iii) Third, what is the counterpart, if any, of the variety of periodic and asymptotic solutions
found by Poincare´ [42, 43], i.e., more precisely:
(a) Periodic solutions of the Hamiltonian equations (3.45) with non-vanishing values of ρ, e.g.,
xl(t) = φ
0
l (t) + (ρ− ρ0)
1
2φ
(1)
l (t) + (ρ− ρ0)φ(2)l (t) + (ρ− ρ0)
3
2φ
(3)
l (t) + . . . , (3.133)
where φ0l (t) has period T , while φ
(1)
l (t), φ
(2)
l (t), φ
(3)
l (t) have period equal to an integer multiple
of T .
(b) Asymptotic solutions of Eqs. (3.45) of the first kind, for which
xi(t) = ϕi(t) +Ae
−αtθ(1)i (t) +A
2e−2αtθ(2)i (t) +A
3e−3αtθ(3)i (t) + . . . , (3.134)
where ϕi(t) is an unstable periodic solution, A is an arbitrary integration constant, α is a
positive characteristic exponent, θ
(1)
i (t), θ
(2)
i (t), . . . have period T . At sufficiently large posi-
tive values of t such series are convergent. As t→∞, such solutions approach asymptotically
the unstable periodic solution ϕi(t).
(c) Asymptotic solutions of Eqs. (3.45) of the second kind, for which
xi(t) = ϕi(t) +Be
αtω
(1)
i (t) +B
2e2αtω
(2)
i (t) +B
3e3αtω
(3)
i (t) + . . . , (3.135)
where B is a new integration constant, α is again the positive characteristic exponent, and
the functions ω are of the same functional form as the functions θ occurring in (3.134). At
sufficiently large negative values of t such series are convergent. As t→ −∞, such solutions
approach asymptotically the unstable periodic solution ϕi(t).
(d) Doubly asymptotic (or homoclinic) solutions which are represented by (3.135) if t < 0 and
|t| is very large, and by (3.134) if t > 0 and |t| is very large. The corresponding (chaotic)
orbit, which initially differs slightly from the unstable periodic solution, departs gradually
from it at first, and after having departed significantly from it ends up by approaching
asymptotically the unstable periodic solution. At finite values of t, there exist intervals of
this time variable where neither (3.134) nor (3.135) converges in Newtonian physics [42, 43].
At this point, it should be clear why the resolution of the quantum variational equations (3.50)
and (3.51) represents a really demanding task.
3.2. Restricted four-body problem
The last step towards a more realistic model concerning the quantum description of the Earth-
Moon system is represented by the characterization of the restricted four-body problem, which
involves also the perturbations due to the gravitational presence of the Sun. In other words, we
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have to face up a system consisting of the Sun, the Earth, and the Moon as the three primaries
and a a spacecraft, a solar sail, or a particular satellite aimed at experimental measurements and
called laser-ranged test mass (see Sec. 4.3) as the planetoid.
We have seen that in the restricted three-body problem the motion of the two primaries is exactly
described by the equations of motion governing the two-body problem, because it is assumed that
the planetoid has an infinitesimal mass and hence can not affect the motion of the other two bodies.
Therefore, we may generalize this problem first by solving the dynamical equations describing the
motion of the three primaries and then by finding the motion of the planetoid in the presumably
known gravitational field produced by the them. Since Poincare´ has demonstrated that no closed-
form solution is known for the full three-body problem, this generalization to the case of four
masses is rather difficult. A practicable possibility consists in assuming the motions of the three
primaries and, without attempting to establish the exact solution of the equations governing these
motions, accept an approximate solution. Such an approximation may be, for instance, that the
Earth and the Moon move in elliptic orbits around their mass center and that the mass center of
the Earth-Moon system, in turn, moves in elliptic orbit around the Sun. The plane of the orbit of
the mass center of the Earth-Moon system, which is called the plane of ecliptic, is inclined relative
to the plane containing the orbits of the Earth and the Moon. A simpler approximation would
consist in neglecting the eccentricity of all orbits, i.e., assuming that the Earth, the Moon and
their mass center have circular orbits.
The first who dealt with the restricted problem of four bodies (within Newtonian theory) by
employing the circular orbits hypothesis were the authors of Ref. [87]. In fact, although it is widely
accepted that, with the introduction of the Sun, the points L4 and L5 of the Earth-Moon system
cease to be equilibrium points, in Ref. [87] it is showed that stable motion may be possible in a
region around these non-collinear libration points, provided that we change the meaning of the
word “stable”. In this context in fact the term “stable” indicates that the planetoid will remain
within a certain region only for the period of time during which the motion is studied. We will
see that this feature holds also in the context of effective field theories of gravity [41].
3.2.1. Equations of motion
We start by introducing the classical dynamical equations governing the motion of the planetoid
in the gravitational field of the Earth, the Moon, and the Sun [41, 48, 87]. As pointed out before,
we suppose that the Earth and the Moon move in circular orbits around their mass center and
the mass center, in turn, moves in circular orbit about the Sun. The Earth-Moon orbit plane is
inclined at an angle i = 5°9′ to the plane of the ecliptic. We introduce the rotating coordinate
system ξ, η, ζ with the Earth-Moon mass center as its origin and characterized by the fact that
the ξ axis lies along the Earth-Moon line, the η-axis lies in the Earth-Moon orbit plane and the
ζ-axis points in the direction of the angular velocity vector of the Earth-Moon configuration. The
ξ, η-axes rotate about the ζ-axis with the angular velocity ω of the Earth-Moon line. If the vector
~R = (ξ, η, ζ) indicates in this coordinate system the position of a spacecraft of infinitesimal mass,
the vector dynamical equation describing its motion is [41]
~¨R+ ~ω × (2 ~˙R+ ~˙ω × ~R) = −~∇RV + ~∇RU + ~S, (3.136)
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where
V ≡ Gm1
ρ1
+
Gm2
ρ2
,
U ≡ Gm3
[
1
ρ3
−
~R · ~R3
(R3)3
]
,
(3.137)
with G being as usual the universal gravitation constant; m1, m2, and m3 the mass of the Earth,
the Moon, and the Sun, respectively; ρ1, ρ2, and ρ3 the distances from the planetoid of the Earth,
the Moon, and the Sun, respectively; R3 the distance of the Sun from the Earth-Moon mass center;
lastly, ~S describes the solar radiation pressure. Written in components, Eq. (3.136) becomes
ξ¨ − 2ωη˙ − ω2ξ = −∂V
∂ξ
+
∂U
∂ξ
+ Sξ, (3.138)
η¨ + 2ωξ˙ − ω2η = −∂V
∂η
+
∂U
∂η
+ Sη, (3.139)
ζ¨ = −∂V
∂ζ
+
∂U
∂ζ
+ Sζ . (3.140)
We can write Eqs. (3.138)–(3.140) in what we denote by x, y, z system, which is the rotating non-
inertial coordinate frame of reference centred at one of the two non-collinear Lagrangian points,
e.g., L4. If we use the transformations
ξ = x+ ξp,
η = y + ηp,
ζ = z,
(3.141)
where ξp and ηp are the constant coordinates of the libration point L4 in the ξ, η, ζ system, then
Eqs. (3.138)–(3.140) become [41]
x¨ = 2ωy˙ + (x+ ξp)ω
2 − (x3 + ξp)(Ωω)2 + Sx +
3∑
i=1
Gmi
ρ3i
(xi − x), (3.142)
y¨ = −2ωx˙+ (y + ηp)ω2 − (y3 + ηp)(Ωω)2 + Sy +
3∑
i=1
Gmi
ρ3i
(yi − y), (3.143)
z¨ = −z3(Ωω)2 + Sz +
3∑
i=1
Gmi
ρ3i
(zi − z), (3.144)
where Ωω is the angular velocity of the Earth-Moon mass center around the Sun, and the relation
Gm3/(R3)3 = (Ωω)2 has been exploited. Moreover, the distances ρi are given by
(ρi)
2 = (xi − x)2 + (yi − y)2 + (zi − z)2, (i = 1, 2, 3), (3.145)
where the coordinates (x1, y1) and (x2, y2) of the Earth and the Moon respectively are deduced
from (3.141) once the coordinates (ξp, ηp) of L4 are known (remember we have z1 = z2 = 0),
whereas the coordinates of the Sun are given by the relations [41, 87]
x3 = R3 (cosψ cos θ + cos i sinψ sin θ)− ξp,
y3 = −R3 (cosψ sin θ − cos i sinψ cos θ)− ηp,
z3 = R3 sinψ sin i,
(3.146)
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where ψ is the angular position of the Sun with respect to the vernal equinox and measured in
the plane of the ecliptic, and θ describes the position of the Earth-Moon line with respect to the
vernal equinox measured in the Earth-Moon orbit plane. The relations defining these angles are
ψ = Ωωt+ ψ0,
θ = Ωωt+ θ0,
(3.147)
where ψ0 and θ0 are the initial values of ψ and θ, respectively. For our computation we have used
the following numerical values [41]:
Ωω = 1.99082× 10−7 rad/s,
ω = 2.665075637× 10−6 rad/s,
ψ0 = θ0 = 0.
(3.148)
In particular, the last condition implies that the initial position of the Sun will be on the extended
Earth-Moon line, with the Moon in between Earth and Sun. Furthermore, the classical values of
ξp and ηp are given by Eq. (2.107). If we set ~S = ~0 from the very beginning in Eq. (3.136), we
obtain that the spacecraft proceeds on a trajectory around L4 for at least 700 days before the solar
influence causes it to move through wide departure from the Lagrangian point, as is shown in Figs.
3.2 and 3.3, obtained after having integrated Eqs. (3.142)–(3.144). As can be noticed from Fig.
Figure 3.2.: Parametric plot of the spacecraft motion about L4 resulting from zero initial displace-
ment and velocity in the classical case. The quantities appearing on the axes are
measured in meters and the time interval considered is about 4× 107 s.
3.2, the irregular initial motion damps out and there is an approximate one-month periodicity
associated with the motion. Moreover, Fig. 3.3 shows that the amplitude of the motion increases
with time and that the period of motion is about 27.6 days, a value really near to the 29.53 days
of the synodical month. Furthermore, from the analysis of the plots it does not appear that,
after 700 days, a limiting value for the envelope is approached. All these results indicate that the
spacecraft will ultimately escape from the equilibrium point L4 (or equivalently L5) or, in other
words, the perturbing presence of the Sun makes the points L4 and L5 cease to be equilibrium
points, but they are “stable” in the sense indicated before [41, 87].
All these considerations are valid within the classical scheme, whereas in the quantum corrected
regime we have learned that the Newtonian potential is corrected by a Poincare´ asymptotic ex-
pansion involving integer powers of G only, so that Eq. (3.136) can be replaced by the vector
dynamical equation [41]
~¨R+ ~ω × (2 ~˙R+ ~˙ω × ~R) = −~∇RVq + ~∇RUq + ~S, (3.149)
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Figure 3.3.: Plot of the spacecraft motion about L4 in the z-direction resulting from zero initial dis-
placement and velocity in the classical case. The quantities on the axes are measured
in meters and in seconds.
with [41]
Vq =
Gm1
ρ1
[
1 +
k1
ρ1
+
k2
(ρ1)2
]
+
Gm2
ρ2
[
1 +
k′1
ρ2
+
k2
(ρ2)2
]
, (3.150)
Uq =
Gm3
ρ3
[
1 +
k′′1
ρ3
+
k2
(ρ3)2
]
−Gm3
~R · ~R3
(R3)3
[
1 +
2k′′1
R3 +
3k2
(R3)2
]
, (3.151)
and (cf. Tab. 1.1)
k1 = κ1
Gm1
c2
,
k′1 = κ1
Gm2
c2
,
k′′1 = κ1
Gm3
c2
,
k2 = κ2(lP )
2.
(3.152)
In the x, y, z system, instead of Eqs. (3.142)–(3.144), Eq. (3.149), written in components, gives
rise to the system [41]
x¨ = 2ωy˙ + (x+ ξp)ω
2 − (x3 + ξp)(Ωω)2
[
1 +
2k′′1
R3 +
3k2
(R3)2
]
+
Gm1(x1 − x)
(ρ1)3
[
1 +
2k1
ρ1
+
3k2
(ρ1)2
]
+
Gm2(x2 − x)
(ρ2)3
[
1 +
2k′1
ρ2
+
3k2
(ρ2)2
]
+
Gm3(x3 − x)
(ρ3)3
[
1 +
2k′′1
ρ3
+
3k2
(ρ3)2
]
+ Sx,
(3.153)
y¨ = −2ωx˙+ (y + ηp)ω2 − (y3 + ηp)(Ωω)2
[
1 +
2k′′1
R3 +
3k2
(R3)2
]
+
Gm1(y1 − y)
(ρ1)3
[
1 +
2k1
ρ1
+
3k2
(ρ1)2
]
+
Gm2(y2 − y)
(ρ2)3
[
1 +
2k′1
ρ2
+
3k2
(ρ2)2
]
+
Gm3(y3 − y)
(ρ3)3
[
1 +
2k′′1
ρ3
+
3k2
(ρ3)2
]
+ Sy,
(3.154)
z¨ = −z3(Ωω)2
[
1 +
2k′′1
R3 +
3k2
(R3)2
]
− Gm1z
(ρ1)3
[
1 +
2k1
ρ1
+
3k2
(ρ1)2
]
− Gm2z
(ρ2)3
[
1 +
2k′1
ρ2
+
3k2
(ρ2)2
]
+
Gm3(z3 − z)
(ρ3)3
[
1 +
2k′′1
ρ3
+
3k2
(ρ3)2
]
+ Sz,
(3.155)
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Figure 3.4.: Parametric plot of the spacecraft motion about L4 resulting from zero initial displace-
ment and velocity in the quantum case. The quantities appearing on the axes are
measured in meters and the time interval considered is about 4× 107 s.
Figure 3.5.: Plot of the spacecraft motion about L4 in the z-direction resulting from zero initial dis-
placement and velocity in the quantum case. The quantities on the axes are measured
in meters and in seconds.
where we have used the fact that z1 = z2 = 0. Setting ~S = ~0, we have integrated Eqs. (3.153)–
(3.155) and we have discovered that the situation is almost the same as in the classical case (see
Figs. 3.4 and 3.5), i.e., the planetoid is destined to run away from the triangular libration points
in about 700 days. This means that, also within the quantum corrected scheme, the gravitational
effect of the Sun spoils the equilibrium condition at L4 and L5.
3.2.2. The solar radiation pressure and the linear stability at L4
At this stage, we assume the presence of the radiation pressure both in the classical equations
(3.142)–(3.144) and in the quantum ones (3.153)–(3.155). The solar radiation pressure vector is
given by
~S = −K A
m(ρ3)3
~ρ3, (3.156)
where A is the cross-sectional area normal to ~ρ3, m is the planetoid mass, and K is a constant.
Inspired by Refs. [41, 87], we use the value K = 2, 048936 × 1017 N. We have integrated the
classical equations (3.142)–(3.144) and we have found that the presence of the solar radiation
pressure causes the vehicle to move further away from L4 in a given time, as one can see from Fig.
3.6. In particular, the larger the ratio A/m is, the larger the envelope of the motion turns out to
be [41].
Interestingly, in the quantum case ruled by effective gravity the situation is a little bit different.
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Figure 3.6.: Parametric plot in the classical regime of the spacecraft motion about L4 in the
presence of the solar radiation pressure and considering A/m = 0, 159 m2/Kg. The
initial displacement and velocity are zero. The quantities appearing on the axes are
measured in meters and the time interval considered is about 1× 107 s.
Figure 3.7.: Parametric plot in the quantum regime of the spacecraft motion about L4 in the
presence of the solar radiation pressure and considering A/m = 0, 159 m2/Kg. The
initial displacement and velocity are zero. The quantities appearing on the axes are
measured in meters and the time interval considered is about 1× 107 s.
Unlike the classical regime, the presence of the solar radiation pressure in Eqs. (3.153)–(3.155)
does not show itself through the fact that the spacecraft goes away from the triangular libration
points more rapidly, but it results in a less chaotic and irregular motion about L4, which ultimately
make the planetoid escape from L4, like in the classical case. These effects are clearly visible from
Fig. 3.7.6
It is also possible to find the best set of initial conditions which leads to the smallest envelope of
the motion of the planetoid. We have studied several sets of initial conditions both in the classical
case and in the quantum one. In the classical regime, we completely agree with the results of Ref.
[87]. We have found, in fact, that the amplitude of the spacecraft’s motion depends strongly on
the position of the Sun (i.e., on the values assumed by θ0 and ψ0) and on its initial position and
velocity. For example, Fig. 3.8 shows the motion resulting from an initial zero displacement and
6The different scale adopted in Fig. 3.7 with respect to the one of Fig. 3.6 allows us to better appreciate its
features.
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different initial velocity (with, like before, θ0 = ψ0 = 0), and a time interval of about 1 × 107 s.
We have numerically checked that the envelope of the motion in Fig. 3.8c is smaller at any time
than the envelope of the motion shown in Fig. 3.6, although at first sight it is difficult to realize
this point.
The situation is fairly the same in the quantum regime (Fig. 3.9), where we have discovered
that one set of initial conditions (having θ0 = ψ0 = 0) exists, which results in a smaller envelope
of the spacecraft motion at any given time, as one can see from Fig. 3.9b [41]. This fact can be
understood with a comparison between Figs. 3.7 and 3.9b. The interesting difference with respect
to the classical case consists in the fact that the reduction of the envelope of the planetoid motion
produced by a non-zero initial velocity becomes more evident in the quantum regime. Moreover,
this reduction effect is achieved in the two regimes through different initial conditions: in the
classical framework the initial velocity is directed towards the Earth-Moon mass center, while in
the quantum one it results to be normal to the Earth-Moon mass center-L4 line. By inspection
of Figs. 3.8 and 3.9 we discover a strong dependence on the initial conditions of the planetoid
trajectories both in the classical and quantum regime. This suggests that, from an experimental
point of view, it might be useful to drop off two or more satellites close to the Lagrangian points
L4 and L5 with slightly different initial conditions for position and velocity. Measurements of the
satellite differential positions, together with the measurement of the single orbits, could make it
possible to discriminate between classical and quantum regime, without depending on the absolute
knowledge of Lagrangian points’ location [41].
If we want to force the particle to stay precisely at L4, we have to set aside the perturbing force
due to the Sun by the application of a continuous force (see Fig. 3.10). Therefore, we have to
study the following stability equation (in the ξ, η, ζ system) [41]:
−~∇RV + ~∇RU + ~S +
~F
m
= ~0, (3.157)
which becomes in the quantum case
−~∇RVq + ~∇RUq + ~S +
~Fq
m
= ~0, (3.158)
where m is the mass of the planetoid and ~F (respectively, ~Fq) represents the force to be applied
to the spacecraft in order to make it stay precisely at L4 in the classical (respectively, quantum)
regime. If we consider Eqs. (3.157) and (3.158) in the x, y, z coordinate system, we can exploit the
simplification resulting from the fact that the planetoid must be at the position x = y = z = 0;
hence Eq. (3.157), written in components, becomes [41]
ξpω
2 − (x3 + ξp)(Ωω)2 + Sx +
3∑
i=1
Gmi
ρ3i
xi +
Fx
m
= 0, (3.159)
ηpω
2 − (y3 + ηp)(Ωω)2 + Sy +
3∑
i=1
Gmi
ρ3i
yi +
Fy
m
= 0, (3.160)
−z3(Ωω)2 + Sz + Gm3
ρ3i
z3 +
Fz
m
= 0, (3.161)
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(a) Spacecraft motion about L4 with an initial velocity of
3 m/s at 60°.
(b) Spacecraft motion about L4 with an initial velocity of 3 m/s
at 150°.
(c) Spacecraft motion about L4 with an initial velocity of
3 m/s at 240°.
(d) Spacecraft motion about L4 with an initial velocity of
3 m/s at 330°.
Figure 3.8.: Plots of the spacecraft motion about L4 in the classical regime and with initial veloc-
ities: (a) directed away from the Earth-Moon mass center, (b) normal to the Earth-
Moon mass center-L4 line and in the direction of rotation of the coordinate system, (c)
directed towards the Earth-Moon mass center, (d) normal to the Earth-Moon mass
center-L4 line and in the opposite direction of rotation of the coordinate system.
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(a) Spacecraft motion about L4 with an initial velocity of
3 m/s at 60°.
(b) Spacecraft motion about L4 with an initial velocity
of 3 m/s at 150°.
(c) Spacecraft motion about L4 with an initial velocity of
3 m/s at 240°.
(d) Spacecraft motion about L4 with an initial velocity of
3 m/s at 330°.
Figure 3.9.: Plots of the spacecraft motion about L4 in the quantum regime and with initial veloc-
ities: (a) directed away from the Earth-Moon mass center, (b) normal to the Earth-
Moon mass center-L4 line and in the direction of rotation of the coordinate system, (c)
directed towards the Earth-Moon mass center, (d) normal to the Earth-Moon mass
center-L4 line and in the opposite direction of rotation of the coordinate system.
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whereas from Eq. (3.158) we obtain [41]
ξpω
2 − (x3 + ξp)(Ωω)2
[
1 +
2k′′1
R3 +
3k2
(R3)2
]
+
Gm1x1
(ρ1)3
[
1 +
2k1
ρ1
+
3k2
(ρ1)2
]
+
Gm2x2
(ρ2)3
[
1 +
2k′1
ρ2
+
3k2
(ρ2)2
]
+
Gm3x3
(ρ3)3
[
1 +
2k′′1
ρ3
+
3k2
(ρ3)2
]
+ Sx +
Fqx
m
= 0,
(3.162)
ηpω
2 − (y3 + ηp)(Ωω)2
[
1 +
2k′′1
R3 +
3k2
(R3)2
]
+
Gm1y1
(ρ1)3
[
1 +
2k1
ρ1
+
3k2
(ρ1)2
]
+
Gm2y2
(ρ2)3
[
1 +
2k′1
ρ2
+
3k2
(ρ2)2
]
+
Gm3y3
(ρ3)3
[
1 +
2k′′1
ρ3
+
3k2
(ρ3)2
]
+ Sy +
Fqy
m
= 0,
(3.163)
−z3(Ωω)2
[
1 +
2k′′1
R3 +
3k2
(R3)2
]
+
Gm3z3
(ρ3)3
[
1 +
2k′′1
ρ3
+
3k2
(ρ3)2
]
+ Sz +
Fqz
m
= 0. (3.164)
Equations (3.159)–(3.161) and (3.162)–(3.164) make it possible for us to evaluate both the classical
and the quantum force needed for stability and therefore the impulse per unit mass which the
planetoid must be subjected to in order to stay in equilibrium exactly at L4. Bearing in mind
that the impulse is defined as the integral of a force over the time interval for which it acts, and
on considering a time interval of one year, we have found in the Newtonian regime [41]
Icl/m = 747, 608255 N s/Kg, (3.165)
whereas in the quantum context [41]
Iq/m = 747, 608236 N s/Kg,
Iq/m = 747, 608315 N s/Kg,
Iq/m = 747, 608245 N s/Kg,
(3.166)
for the one-particle reducible, the scattering, and the bound-states potential, respectively. We
also note that this calculation suggests a gedanken experiment in which two satellites are sent to
L4 and L5, respectively. If the first satellite receives the impulse Icl while the second receives the
impulse Iq, one might try to check, by direct comparison, which value is better suited for stabilizing
the Lagrangian point, gaining support for classical or, instead, quantum theory. However, this
configuration is merely ideal because, in light of the very small relative difference of the impulse
in the two cases, it looks practically impossible to keep all the experimental conditions (satellite
mass, actuator and readout calibration, initial conditions, solar radiation pressure, and so forth)
identical within the required accuracy (less than 0.1 parts per million) [41].
Finally, we stress that the results achieved in the last two sections hold for all the three different
choices of the potential, Figs. 3.2–3.9 giving imperceptible differences in the three cases likewise.
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(a) Force per unit mass required to induce stability at L4
in the classical regime.
(b) Force per unit mass required to induce stability at L4
in the quantum regime.
Figure 3.10.: Plot of the force per unit mass as a function of time required to induce stability at
the Lagrangian point L4.
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It seems clear that the present quantum mechanics is not in its final form. Some further changes
will be needed, just about as drastic as the changes made in passing from Bohr’s orbit theory to
quantum mechanics. Some day a new quantum mechanics, a relativistic one, will be discovered, in
which we will not have these infinities occurring at all. It might very well be that the new quantum
mechanics will have determinism in the way that Einstein wanted.
P. A. M. Dirac
In the previous chapters we have considered a framework where the theory which is quantum
corrected has as its classical counterpart the Newtonian model. In fact, the quantum corrected
potential (1.94) is characterized by the one-loop corrections to the Newtonian one. On the other
hand, one has to consider that general relativity is currently the most successful gravitational
theory describing the nature of space and time, and well confirmed by observations. In fact, it has
been brightly confirmed by all the so-called “classical” tests, i.e., the perihelion shift of Mercury,
the deflection of light, and the Shapiro time delay, and it has also gone through the systematic
test offered by the binary pulsar system “PSR 1913 + 16”, since its orbit decay is perfectly in
accordance with the expected theoretical decay due to the emission of gravitational waves, as
predicted by general relativity. Moreover, an astonishing result has been recently achieved by the
scientific community: the first direct observation of gravitational waves [107], as we will see in
Sec. 5.1. Furthermore, Lagrangian points have recently attracted renewed interests for relativistic
astrophysics [55, 56, 57, 58, 59], where the position and the stability of Lagrangian points is
described within the post-Newtonian regime. For all these reasons, we believe that our model
is incomplete without a comparison with the Einstein theory. Then, by taking seriously into
account the important role fulfilled by general relativity within this context, we now describe a
new quantum corrected regime where the underlying classical theory is represented by Einstein
theory, rather than the Newtonian model [41]. Eventually, this scheme represents a further test
of both general relativity and effective field theories of gravity in the Earth-Moon system which
has never been studied before.
4.1. Theoretical predictions of general relativity
In order to establish the most accurate classical counterpart of the putative quantum framework
that we are going to set up, we first need to describe the restricted three-body problem involving
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the Earth and the Moon within the context of general relativity.
4.1.1. Post-Newtonian approximation
Post-Newtonian approximation arises from a linearization of the Einstein field equation (1.1)
under the assumptions of weak fields (i.e., the spacetime metric is nearly flat) and low velocities
as compared to the speed of light c. This approximation yields, in a natural coordinate system,
equations of motion which in form resemble the corresponding Newtonian equations modified by
corrections terms of order 1/c2. This is an excellent approximation except for phenomena involving
gravitational collapse and black holes and phenomena dealing with the large scale structure of
Universe [5, 8, 88].
Within the post-Newtonian pattern, the n-body Lagrangian describing the gravitational inter-
action among massive particles has been known since the beginning of last century. The first who
dealt with such a topic was Levi-Civita [89]. In fact, by appealing to the geodesic principle for
the motion of each celestial body and to the post-Newtonian approximation, the famous Italian
mathematician derived the most general n-body Lagrangian of celestial mechanics, which, unlike
the Einstein-Infeld-Hoffmann Lagrangian (see Eq. (4.8)), takes into account also the dimensions
of the bodies. In an inertial coordinate system x0 ≡ ct, x1, x2, x3, this (dimensionless) Lagrangian
function reads as [89]
LLC = N +D, (4.1)
where N is the Lagrangian of a material element in Newtonian mechanics
N =
n∑
i=1
1
2c2
v2i + VN , (4.2)
where
VN ≡ G
c2
∫
S
µ
r
dS =
G
c2
n∑
h=1
∫
h
µ
r
dCh, (4.3)
S being the region occupied by all bodies Ch (h = 1, . . . , n) and µ the function representing the
local density, whereas D is the Einstein modification
D = 1
2
N 2 − (VN )2 − G
c2
∫
S
µVN
r
dS +
3
2
G
c4
n∑
i=1
∫
S
µv2i
r
dS +
1
2
G
c2
∂2
∂(x0)2
∫
S
µrdS
+ VN
n∑
i=1
v2i
c2
− 4G
c4
n∑
i=1
(
vi
∫
S
µvi
r
dS
)
+ O(c−5).
(4.4)
The great contribution given by Levi-Civita consisted in proving that on passing from Newtonian to
relativistic celestial mechanics, a sort of cancellation principle for which, in first approximation, the
physical dimensions of bodies can be ignored, still holds, provided that the following assumptions
on celestial bodies are made [89]:
A1 The center of gravity of each body is substantial, i.e., it always adheres to the same material
element. Furthermore, the center of gravity is always a center of gravitation. The latter condition
means the center of gravity of each body coincides with its mass center.
A2 The body performs a quasi-translational motion. Indeed, in a translational motion, all points
of the body have, at any instant t, the same vector speed, e.g., the speed ~vg of the center of gravity.
142
4.1. Theoretical predictions of general relativity
We can still regard as a translation every motion for which, defining
|4~v(t)| ≡ ∣∣~vPi(t)− ~vPj (t)∣∣ ∀Pi, Pj ∈ C, (4.5)
one has always
|4~v|
|~vg| << 1. (4.6)
This is precisely what happens for planetary motions. Their deformations are initially negligible
and they behave, as a consequence, as essentially rigid bodies. Their motion is actually a compo-
sition of translation and rotation. However, for every point of the body, the speed resulting from
rotation attains only a few percent of the common speed of translation. For example, in the case
of the Earth, one has
|4~v|
|~vg| ≈ 3 · 10
−2. (4.7)
A3 The maximal dimension of all bodies is negligible if compared to the Euclidean distance
between them.
The above assumptions are well satisfied by all the known celestial bodies of Solar System.
If we relax the hypothesis regarding the dimension of the bodies by supposing from the very
beginning that they are represented by point-like masses, we obtain the Einstein-Infeld-Hoffmann
Lagrangian. This Lagrangian describes in fact the dynamics of a system of n particles subjected
to their mutual gravitational attractions including general relativity effects within the first post-
Newtonian approximation. Note that a system of gravitating bodies can be correctly described
by a Lagrangian up to terms of order 1/c4 (in the absence of an electromagnetic field, for which
a Lagrangian exists in general only up to terms of second order). In fact, a system of interacting
bodies loses its energy in the form of radiation of gravitational waves, but this effect appears
only at the order 1/c5 and hence up to second-order terms in the post-Newtonian approximation
the energy of the system is constant. Einstein-Infeld-Hoffmann Lagrangian is given by (in the de
Donder Gauge) [61]
LEIH = 1
2
n∑
i=1
miv
2
i +
n∑
i=1
∑
j 6=i
Gmimj
2rij
+
3
2c2
n∑
i=1
∑
j 6=i
Gmimj
rij
v2i +
1
8c2
n∑
i=1
miv
4
i
− 1
4c2
n∑
i=1
∑
j 6=i
Gmimj
rij
[7 (vi · vj) + (vi · nij) (vj · nij)]
− 1
2c2
n∑
i=1
∑
j 6=i
∑
k 6=i
G2
mimjmk
rijrik
+ O(c−4),
(4.8)
whereas the Euler-Lagrange equations resulting from (4.8) are known as Einstein-Infeld-Hoffmann
equations and read as [60]
dvk
dt
=
∑
i 6=k
rik
Gmi
r3ik
+
1
c2
∑
i 6=k
rik
Gmi
r3ik
[
−4
∑
j 6=k
Gmk
rjk
−
∑
h6=i
Gmh
rih
(
1− rik · rih
2r2ih
)
+ v2k + 2v
2
i − 4vi · vk −
3
2
(vi · nik)2
]
− 1
c2
∑
i 6=k
(vi − vk) Gminik · (3vi − 4vk)
r2ik
+
7
2c2
∑
i 6=k
∑
h6=i
rih
Gmimh
rikr
3
ih
+ O(c−4), (k = 1, 2, . . . , n),
(4.9)
143
4. Towards a new quantum theory
vk being the vector velocity measured in an inertial frame of the k-th body having mass mk,
rij = ri − rj the distance among such masses and nij = rij/rij . Note how in the limit c → +∞
we recover Newtonian dynamics. For a two-body system we have
LEIH,2 = 1
2
2∑
i=1
miv
2
i +
Gm1m2
r
+
3
2c2
Gm1m2
r
(
v21 + v
2
2
)
+
1
8c2
2∑
i=1
miv
4
i
− 1
2c2
Gm1m2
r
[7 (v1 · v2) + (v1 · n) (v2 · n)]− 1
2c2
G2m1m2 (m1 +m2)
r2
,
(4.10)
r being the distance between m1 and m2. By employing (4.10) it is possible to calculate, for
example, the secular shift of the perihelion of the orbit of two gravitating bodies of comparable
mass [61, 90]
∆ϕ =
6piG(m1 +m2)
c2a(1− e2) , (4.11)
where a and e represent the semi-major axis and the eccentricity of the elliptic orbit, respectively.
In particular, in the case of a particle in a centrally symmetric gravitational field generated by the
mass M we obtain the well-known formula
∆ϕ =
6piGM
c2a(1− e2) , (4.12)
which in the case of the Sun-Mercury system gives the famous 43.0′′ per century. Finally, for a
three-body interaction (4.8) gives
LEIH,3 = 1
2
3∑
i=1
miv
2
i +
Gm1m2
r12
+
Gm1m3
r13
+
Gm2m3
r23
+
3
2c2
[
Gm1m2
r12
(
v21 + v
2
2
)
+
Gm1m3
r13
(
v21 + v
2
3
)
+
Gm2m3
r23
(
v22 + v
2
3
)]
+
1
8c2
3∑
i=1
miv
4
i
− 1
2c2
{
Gm1m2
r12
[7 (v1 · v2) + (v1 · n12) (v2 · n12)] + Gm1m3
r13
[7 (v1 · v3)
+ (v1 · n13) (v3 · n13)] + Gm2m3
r23
[7 (v2 · v3) + (v2 · n23) (v3 · n23)]
}
− 1
2c2
[
G2m1m2 (m1 +m2)
r212
+
G2m1m3 (m1 +m3)
r213
+
G2m2m3 (m2 +m3)
r223
+ 2G2m1m2m3
(
1
r12r13
+
1
r12r23
+
1
r13r23
)]
.
(4.13)
Note how in the last line of Eq. (4.13) coupling terms proportional to a product of three masses
have appeared.
4.1.2. Corrections on the position of Lagrangian points
The analysis of the previous chapters relies on the simple but non-trivial assumption that, since
effective gravity modifies the long-distance Newtonian potential among bodies of masses mA and
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mB according to (1.94) for all values of r greater than a suitably large r0 (see Eq. (1.180)), the re-
sulting modification of Newtonian dynamics can be obtained by considering a classical Lagrangian
where the Newtonian potential is replaced by VQ(r), while all other terms, i.e., kinetic energy,
centrifugal and Coriolis forces, remain unaffected (cf. Sec. 2.1.1 or chapter 3). Although it would
be inappropriate to use the quantum effective action to study the low-energy effects resulting from
the expansion (1.94), the above assumption is a short-cut to describe a theory lying in between
classical gravity and full quantum gravity. For this reason, it becomes important to study the
predictions of classical gravity when general relativity is instead assumed.
As was pointed out in Sec. 2.1.2, our analysis is performed by exploiting Dirichlet stability
criterion, which in turn allows us to find the position of equilibrium points by evaluating the zeros
of the gradient of the potential energy function (see below, Eq. (4.31)) governing the dynamics of
the planetoid in the Earth-Moon gravitational field [33, 38, 39, 41], but other methods have been
developed in the literature, like the one exploited in Refs. [55, 56, 57, 58, 59]. In this latter case,
the position of Lagrangian points is obtained by considering an ansatz for the solution of Eq. (4.9)
in the case of n = 3 bodies. In fact, in Ref. [56] it is shown that, after some manipulations, Eq.
(4.9) leads to post-Newtonian corrections regarding the position of collinear Lagrangian points
which turn out to be governed by the seventh degree algebraic equation [56]
7∑
k=0
ak g
k = 0, (4.14)
where the unknown g is such that
g ≡ r23
r12
⇒ r13 = (1 + g)r12, (4.15)
and the coefficients ak are functions of the ratios between the masses of the bodies (see Ref. [56]
for their detailed form). In the case of the restricted three-body problem, Eq. (4.14) becomes
more feasible if we modify (4.15) through the ansatz
g = gNewton(1 + ε), (4.16)
ε being an infinitesimal quantity. On the other hand, the triangular libration points are evaluated
only in the restricted case and their corrections with respect to the Newtonian values rij = l are
given by
rij = l(1 + εij), (4.17)
where εij are again functions of the ratios between the masses of the bodies and subjected to the
constraint
ε12 + ε23 + ε31 = 0. (4.18)
The explicit form of εij is given in Ref. [57].
Let us apply our analysis first to non-collinear Lagrangian points. When our attention is con-
fined to the restricted planar three-body problem in the post-Newtonian limit, from the general
Lagrangian (4.8) we obtain1 [91]
LGR = 1
2
3∑
µ,ν=0
gµν
dxµ
dt
dxν
dt
, (4.22)
1The Lagrangian function (4.22) can be written in the equivalent form
LGR = 1
2
c2
(
ds
dx0
)2
=
1
2
(
ds
dt
)2
, (4.19)
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the metric tensor components in a co-rotating frame x0 = ct, x1 = ξ, x2 = η, x3 = ζ being given
by [41, 92, 93]
g00 = 1− 2Rα
r
− 2Rβ
s
− Ω
2
c2
(ξ2 + η2) + 2
[(
Rα
r
)2
+
(
Rβ
s
)2]
− 2(Rα +Rβ)
l3
(
Rα
r
+
Rβ
s
)
(ξ2 + η2) + 4
Rα
r
Rβ
s
+
(2− ρ)
(1 + ρ)
Rα
r
Rβ
l
+
(2ρ− 1)
(1 + ρ)
Rβ
s
Rα
l
− 7 ξ
l2
(
Rα
r
Rβ − Rβ
s
Rα
)
+ (1 + ρ)−1
η2
l
[
ρ
(
Rα
r
)3 Rβ
(Rα)2
+
(
Rβ
s
)3 Rα
(Rβ)2
]
,
(4.23)
2cg01 =
(
1 + 2
Rα
r
+ 2
Rβ
s
)
2Ωη, (4.24)
2cg02 = −
(
1 + 2
Rα
r
+ 2
Rβ
s
)
2Ωξ − 8 Ω
2l
(1 + ρ)
(
ρ
Rα
r
− Rβ
s
)
, (4.25)
g03 = 0, (4.26)
gij = −
(
1 + 2
Rα
r
+ 2
Rβ
s
)
δij , i, j = 1, 2, 3 (4.27)
where, like in chapter 2, we are considering primaries of masses α (i.e., the Earth) and β (i.e.,
the Moon) separated by a distance l, with gravitational radii Rα ≡ Gαc2 and Rβ ≡ Gβc2 , mass ratio
ρ ≡ βα < 1 and distances from the planetoid represented by r and s, respectively. Furthermore,
note how in Eqs. (4.23)–(4.27) the classical angular frequency (or pulsation) ω ≡
√
G(α+β)
l3
gets
replaced by [41, 94]
Ω ≡ ω
[
1− 3
2
(Rα +Rβ)
l
(
1− 1
3
ρ
(1 + ρ)2
)]
. (4.28)
The Lagrangian equations obtained from (4.22) describing in the synodic frame ξ, η2 the motion
of the planetoid in the gravitational field generated by the Earth and the Moon assume the form
where ds2 represents the square of the length of an arc of curve in the spacetime. The corresponding geodesics
are the lines which make the variation of LGR vanish. In other words, the Lagrange equations associated to
(4.22) lead to the well-known geodesic equation
x¨λ + Γλµν x˙
µx˙ν , (4.20)
Γλµν being the Christoffel symbols of the metric. Nevertheless, alternative forms of the Lagrangian are found in
the literature [61, 89], such as
L′ =
√(
ds
dx0
)2
=
√
2
c
√LGR. (4.21)
These two forms of the Lagrangian function (corresponding to two different forms of the principle of least action)
are conditionally equivalent [95]. In fact, by adopting L′, the time variable t is considered as an arbitrary
parameter, whereas the motion defined by (4.22) is not arbitrary in time, but it admits as an integral of motion
the total energy (i.e., the Hamiltonian function). If we take into account this condition, the dynamics described
by LGR and L′ is in general equivalent.
2This coordinate system is analogous to that of Fig. 2.1.
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[41, 94]
ξ¨ − 2Ωη˙ = ∂W
∂ξ
− d
dt
(
∂W
∂ξ˙
)
, (4.29)
η¨ + 2Ωξ˙ =
∂W
∂η
− d
dt
(
∂W
∂η˙
)
, (4.30)
where the effective potential W reads as [41]
W (ξ, η) =
Ω2
2
(ξ2 + η2) + c2
[
Rα
r
+
Rβ
s
− 1
2
(
(Rα)
2
r2
+
(Rβ)
2
s2
)]
+
1
8c2
f2(ξ, η, ξ˙, η˙) +
3
2
(
Rα
r
+
Rβ
s
)
f(ξ, η, ξ˙, η˙)
+
Rβ
(1 + ρ)
Ωl
(
4η˙ +
7
2
Ωξ
)(
1
r
− 1
s
)
+
Rβ
(1 + ρ)
Ω2l2
[
− η
2
2(1 + ρ)
(
ρ
r3
+
1
s3
)
− l
rs
+
(ρ− 2)
2(1 + ρ)
1
r
+
(1− 2ρ)
2(1 + ρ)
1
s
]
,
(4.31)
where
f(ξ, η, ξ˙, η˙) ≡ ξ˙2 + η˙2 + 2Ω(ξη˙ − ηξ˙) + Ω2(ξ2 + η2). (4.32)
At all equilibrium points, the first and second time derivatives of coordinates (ξ, η) should vanish,
which implies, as we said before, that it is enough to evaluate the zeros of the gradient of W (ξ, η),
because [93]
d
dt
(
∂W
∂ξ˙
)
=
d
dt
(
∂W
∂η˙
)
= 0, if ξ˙ = η˙ = ξ¨ = η¨ = 0. (4.33)
By virtue of
r2 =
(
ξ +
ρl
(1 + ρ)
)2
+ η2,
s2 =
(
ξ − l
(1 + ρ)
)2
+ η2,
(4.34)
we find [41]
∂
∂ξ
(r−p) = −pr−p−2
(
ξ +
ρl
(1 + ρ)
)
, (4.35)
∂
∂ξ
(s−p) = −ps−p−2
(
ξ − l
(1 + ρ)
)
, (4.36)
∂
∂η
(r−p) = −pr−p−2, (4.37)
∂
∂η
(s−p) = −ps−p−2. (4.38)
By computing the above formulas with p = 1, 2, 3, the two components of gradW can be expressed
in the form [41]
∂W
∂ξ
= W1(ξ, η, r) +W2(ξ, η, s) +
Rβl
3
(1 + ρ)
Ω2
rs
[
ξ
(
1
r2
+
1
s2
)
+
l
(1 + ρ)
(
ρ
r2
− 1
s2
)]
, (4.39)
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∂W
∂η
= η
[
W3(ξ, η, r) +W4(ξ, η, s) +
Rβl
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Ω2
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(
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s2
)]
, (4.40)
where the functions W1, . . . ,W4 are defined by [41]
W1(ξ, η, r) ≡ ξΩ2 + Ω
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(4.41)
W2(ξ, η, s) ≡ 3Ω2ξRβ
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(4.42)
W3(ξ, η, r) ≡ Ω2 + Ω
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(4.43)
W4(ξ, η, s) ≡ c
2Rβ
s3
(
Rβ
s
− 1
)
+ 3Ω2
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s
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(4.44)
Thus, it is clear from Eqs. (4.39)–(4.44) that, unlike the case of Chapter 2, when the gradient of
W is set to zero with η 6= 0, one does not get two different algebraic equations for r and s (cf.
Sec. 2.1.4 and in particular Eqs. (2.78)–(2.92)). Since we are interested in numerical solutions of
such an enlarged algebraic system with (at least) ten decimal digits, we set r ≡ γl, s = Γl, and
we study the coupled algebraic equations for the real numbers γ and Γ obtained from
γ5Γ5
∂W
∂ξ
= 0, (4.45)
γ5Γ5
1
η
∂W
∂η
= 0, (4.46)
where the fifth powers of γ and Γ are suggested by the occurrence of terms proportional to γ−5
and Γ−5 in the derivatives ∂W∂ξ and
∂W
∂η . We can write Eqs. (4.45) and (4.46) in a more concise
way, i.e., [41]
γ5Γ5
∂W
∂ξ
=
5∑
n=0
An(Γ
j)γn = 0, j ∈ {0, 1, 2, 3, 4, 5}, (4.47)
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γ5Γ5
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∂η
=
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where the coefficients An(Γ
j) are given by [41]
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− 3 (η2 + ξ2)]− c2}(ξ − l
(1 + ρ)
)
Rβ
l3
+
[
Γ
(
cRβ
l2
)2
+
3
2
Rβη
2
(1 + ρ)2
Ω2
l3
](
ξ − l
(1 + ρ)
)
,
(4.49)
A4(Γ
j) ≡ Γ5
(
3ξRαΩ
2
l
)
+ Γ2 [ξ (1 + ρ)− l] Ω
2Rβ
l (1 + ρ)2
, (4.50)
A3(Γ
j) = 0, (4.51)
A2(Γ
j) ≡ −Γ5
{
2c2Rα (1 + ρ)
2 + Ω2
[
7lRβξ (1 + ρ) + 3Rα
(
η2 + ξ2
)
(1 + ρ)2
+ l2Rβ (ρ− 2)
]} [ξ + ρ (l + ξ)]
2l3 (1 + ρ)3
+ Γ4
[
2l2Rβ(1 + ρ)
] Ω2 [ξ + ρ (l + ξ)]
2l3 (1 + ρ)3
,
(4.52)
A1(Γ
j) ≡ Γ5
(
ξ + l
ρ
(1 + ρ)
)(
cRα
l2
)2
, (4.53)
A0(Γ
j) ≡ Γ5 [ξ + (l + ξ) ρ] 3Rαρη
2Ω2
2l3 (1 + ρ)3
, (4.54)
whereas the coefficients Bn(Γ
j) are defined by [41]
B5(Γ
j) ≡ Γ5 [2c2 + (η2 + ξ2)Ω2] Ω2
2c2
+ Γ4
(
3RβΩ
2
l
)
+ Γ2
{
− (1 + ρ)2 [2c2
+ 3Ω2
(
η2 + ξ2
)
] + Ω2
[
7lξ (1 + ρ) + l2 (2ρ− 3)]} Rβ
2l3 (1 + ρ)2
+ Γ
(
cRβ
l2
)2
+
3Rβη
2Ω2
2l3 (1 + ρ)2
,
(4.55)
B4(Γ
j) ≡ Γ5
(
3RαΩ
2
l
)
+ Γ2
[
RβΩ
2
l(1 + ρ)
]
, (4.56)
B3(Γ
j) = 0, (4.57)
B2(Γ
j) ≡ −Γ5
{
c2Rα
l3
+ Ω2
[
7Rβξ
2l2(1 + ρ)
+
3Rα
(
η2 + ξ2
)
2l3
− Rβ
l(1 + ρ)2
+
3Rβρ
2l(1 + ρ)2
]}
+ Γ4
[
Ω2Rβ
l(1 + ρ)
]
,
(4.58)
B1(Γ
j) ≡ Γ5
(
cRα
l2
)2
, (4.59)
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Table 4.1.: General relativity corrections on the position of Newtonian non-collinear Lagrangian
points obtained by solving numerically Eqs. (4.47) and (4.48).
General relativity corrections on Newtonian non-collinear Lagrangian points
Li Corrections
rGR − rcl = −0.0139 mm
L4 ξGR − ξcl = 2.74 mm
ηGR − ηcl = −1.60 mm
rGR − rcl = −0.0139 mm
L5 ξGR − ξcl = 2.74 mm
ηGR − ηcl = 1.60 mm
B0(Γ
j) ≡ Γ5
[
3
2
Rβρη
2Ω2
l3(1 + ρ2)
]
. (4.60)
The planetoid coordinates are eventually expressed, from the definition (4.34), in the form
ξ =
l
2
[
(γ2 − Γ2) + (1− ρ)
(1 + ρ)
]
,
η = ±l
√
γ2 − 1
4
(γ2 − Γ2 + 1)2.
(4.61)
By numerical analysis of Eqs. (4.47) and (4.48) we have found that, in the Earth-Moon system,
the only solution where both γ and Γ are different from zero is given by
γ = 0.99999999999996386756,
Γ = 0.99999999999284192083.
(4.62)
These values lead to a tiny departure from the equilateral triangle picture of Newtonian theory
[41]. This effect was first predicted in Ref. [93] and it has been showed that it reflects the expected
emission of gravitational radiation in Ref. [96]. Thus, the resulting values of the distance from
the Earth and the Moon of the planetoid turn out to be
rGR = γl = 3.8439999999998611069× 108m,
sGR = Γl = 3.8439999999724843437× 108m,
(4.63)
and
rGR − sGR = 2.74 mm. (4.64)
The corrections with respect to the corresponding Newtonian values (see Eqs. (2.106)–(2.108))
are written in Tab. 4.1. At this stage, we can compare corrections of Tab. 4.1 with those
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obtained through the method adopted by the authors of Ref. [57] and that we have outlined at
the beginning of this section. We have found that the correction on the ξ-coordinate has got the
same sign and the same magnitude as the one obtained with the pattern followed in Ref. [57],
while the correction on the η-coordinate has got only the same sign, because the magnitude is
three times bigger. Anyway, it is interesting to note the fact that two different approaches give
exactly the same correction of the ξ-coordinate.
Now we turn our attention to the collinear Lagrangian points. The position L1, L2, and L3 is
described by the system of equations 
∂W
∂ξ
= 0,
η = 0.
(4.65)
Bearing in mind the outcomes of Sec. 2.1.6 (see Eqs. (2.208)–(2.211)), we know that the vanishing
of the η-coordinate implies that
ξ = r − l ρ
(1 + ρ)
, ( = ±1), (4.66)
which in turn leads to the condition
s = ±(r − l). (4.67)
If we substitute relations (4.66) and (4.67) into Eq. (4.39) and initially adopt the choice s = (r−l),
we obtain an algebraic tenth degree equation where the only unknown is the distance r of the
planetoid from the Earth. By setting, as before, r = γl, this equation can be written down as [41]
10∑
n=0
Cnγ
n = 0, (4.68)
where [41]
C10 ≡ 1, (4.69)
C9 ≡ −(7ρ+ 4)
(1 + ρ)
, (4.70)
C8 ≡ 2c
2
Ω2l2
+
3(7ρ2 + 8ρ+ 2)
(1 + ρ)2
, (4.71)
C7 ≡ − 1
(1 + ρ)
{
c2
l3Ω2
[2l(5ρ+ 4)− 3(1 + ρ)(Rα +Rβ)]
+
1
(1 + ρ)2
[
ρ2(13ρ+ 12) + 2(1 + ρ)2(11ρ+ 2)
]}
,
(4.72)
C6 ≡ c
2
Ω2l3
{12(l−Rα −Rβ) + ρ [20l− 12(Rα +Rβ)]}
+
1
(1 + ρ)3
[
4ρ3 + (1 + ρ)(31ρ2 + 14ρ+ 1)
]
,
(4.73)
C5 ≡ −2c
4(Rα +Rβ)
l5Ω4
+
c2
l3Ω2(1 + ρ)2
[
− 4l(1 + ρ)(5ρ+ 2) + 3Rα(5ρ2 + 12ρ+ 6)
+Rβ(18ρ
2 + 44ρ+ 23)
]
− 3ρ
(1 + ρ)3
(7ρ2 + 6ρ+ 1),
(4.74)
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Table 4.2.: The values of the distances from the Earth and of the coordinates of the Lagrangian
points obtained within the context of general relativity.
General relativity details of Lagrangian points
Li Details
r1 = 3.263762881740760× 108 m
L1 ξ1 = 3.217044369763247× 108 m
η1 = 0 m
r2 = 4.489205600341480× 108 m
L2 ξ2 = 4.442487088363968× 108 m
η2 = 0 m
r3 = 3.816747156939217× 108 m
L3 ξ3 = −3.863465668916729× 108 m
η3 = 0 m
r4 = 3.843999999999861× 108 m
L4 ξ4 = 1.875281488049864× 108 m
η4 = 3.329001652131416× 108 m
r5 = 3.843999999999861× 108 m
L5 ξ5 = 1.875281488049864× 108 m
η5 = −3.329001652131416× 108 m
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Table 4.3.: General relativity corrections on the position of Newtonian collinear Lagrangian points
obtained by solving numerically Eqs. (4.68) and (4.80).
General relativity corrections on Newtonian collinear Lagrangian points
Li Corrections
L1 rGR − rcl = 0.188 mm
ξGR − ξcl = 0.188 mm
L2 rGR − rcl = −0.320 mm
ξGR − ξcl = −0.320 mm
L3 rGR − rcl = −0.0406 mm
ξGR − ξcl = 0.0406 mm
C4 ≡ 2c
2
l3Ω2
{
[2l(Rβ − 2Rα)− ((Rα)2 + (Rβ)2)]
( −c2
l3Ω2
)
+
Rβ
(1 + ρ)2
[5ρ2 + 2ρ+ 5
− 2(1 + ρ)] + 1
(1 + ρ)2
[l(1 + ρ)(1 + 5ρ)− 6Rα(1 + 2ρ)]
}
+
ρ2
(1 + ρ)3
(7ρ+ 3),
(4.75)
C3 ≡ − 2c
4
l6(1 + ρ)3Ω4
[
Rβ(Rβ + l) +Rα(4Rα + 6l)
]− c2
l3(1 + ρ)2Ω2
{
2lρ(1 + ρ)
+ 3Rα(5ρ
2 − 2ρ− 1) +Rβ[10(1 + ρ)− (3ρ2 + 44ρ+ 18)]
}− ρ3
(1 + ρ)3
,
(4.76)
C2 ≡ c
2
l3Ω2
{
4c2Rα
l3Ω2
(3Rα + 2l) +
1
(1 + ρ)2
{12Rαρ2 − 8Rβ[(1 + 3ρ)− (1 + ρ)]}
}
, (4.77)
C1 ≡ − c
2
l3Ω2(1 + ρ)2
{
[2c2Rα(4Rα + l)(1 + ρ)
2]

l3Ω2
+ 3ρ2Rα + 2Rβ[(1 + ρ)− (1 + 3ρ)]
}
,
(4.78)
C0 ≡ 2
(
c2Rα
l3Ω2
)2
, (4.79)
whereas in the other case, i.e., s = −(r − l), we end up with the algebraic equation [41]
10∑
n=0
Dnγ
n = 0, (4.80)
with [41]
Dk = Ck if k = 10, 9, 8, 0, (4.81)
D7 ≡ C7 − 6c
2Rβ
l3Ω2
, (4.82)
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D6 ≡ C6 + 24 c
2Rβ
l3Ω2
, (4.83)
D5 ≡ C5 − 2c
2Rβ
l5Ω4(1 + ρ)2
[l2Ω2(18ρ2 + 38ρ+ 21)− 2c2(1 + ρ)2], (4.84)
D4 ≡ C4 − 2c
2Rβ
l5Ω4(1 + ρ)2
{4c2(1 + ρ)2 + 2Ω2l2[2(1 + ρ)− (6ρ2 + 14ρ+ 9)]}, (4.85)
D3 ≡ C3 + 2c
2Rβ
l3Ω2
[
2c2
l2Ω2
+
10
(1 + ρ)
− 1
(1 + ρ)2
(3ρ2 + 8ρ+ 6)
]
, (4.86)
D2 ≡ C2 − 16c
2Rβ
l3Ω2(1 + ρ)
, (4.87)
D1 ≡ C1 + 4c
2Rβ
l3Ω2(1 + ρ)
. (4.88)
The details about all Lagrangian points are summarized in Tab. 4.2. In particular, the values
of the distance of the planetoid from the Earth at the libration points L1, L2, and L3, obtained
through the solution of Eqs. (4.68) and (4.80), are given by
r1,GR = 3.2637628817407598555× 108 m,
r2,GR = 4.4892056003414800050× 108 m,
r3,GR = 3.8167471569392170594× 108 m,
(4.89)
respectively. The corrections with respect to the corresponding classical values (2.224) and (2.225)
are written in Tab. 4.3.
Interestingly, the correction on the position of the Lagrangian point L1 is exactly the same
as the one calculated with the method of Ref. [56] described at the beginning of this section3.
We believe that, according to the definitions involving the ratio of the distances of the planetoid
from the primaries given in Ref. [56] (see Eqs. (4.14)–(4.16)), the equations resulting from the
application of the method developed by the authors of Ref. [56] are well suited to describe only
the position of L1, and the agreement with the corrections presented here is a clue supporting our
opinion.
4.2. The new quantum theory
The analysis of the previous section prepares the ground for a more appropriate definition and
evaluation of quantum corrections of Lagrangian points, when the underlying classical theory of
gravity is Einstein’s general relativity [41].
3As shown in Ref. [56], the general relativity corrections to L1, L2 may be of order 30 meters in the Sun-Jupiter
system (we will show the corrections resulting from our model in the concluding remarks of this thesis). However,
compared to the Earth-Moon system, a mission to test this effect at Jupiter would be exceedingly more expensive
and complex to realize and could not even benefit from the use of accurate, direct laser ranging (Sec. 4.3) from
Earth due to the large distance. The effect of the extremely harsh Jupiter radiation environment on the test
spacecraft (planetoid) should also be considered to evaluate its impact on the integrity of the spacecraft and,
therefore, the duration of the positioning measurements.
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4.2.1. Quantum effects on Lagrangian points
It should be clear from the analysis of previous sections that the Lagrangian function underlying
the classical limit of the quantum theory we are going to set up is represented by Eq. (4.22).
Then, this Lagrangian function represents the staring point of our new quantum framework.
Consider the quantum corrected potential (1.94). By dividing it by the product of the mass of
one of the two bodies and the square of the speed of light, we obtain straightforwardly (cf. Eqs.
(1.95) and (1.96))
VQ(r)
c2mB
= −RA
r
[
1 +
(
κ1
(RA +RB)
r
+ κ2
(lP )
2
r2
)
+ O(G2)
]
, (4.90)
the dimensionless ratio RA/r representing obviously a classical term, i.e., the Newtonian potential.
We now bear in mind that, in light of (4.90), the dimensionless ratio
Uα(r) ≡ Rα
r
= Uα, (4.91)
where, as we know, Rα ≡ Gαc2 is the gravitational radius of the of the Earth, gets replaced by (or
mapped into)
Vα(r) =
[
1 + κ2
(lP )
2
r2
]
Uα(r) + κ1
(
1 +
Rm
Rα
)
(Uα(r))
2 + O(G3)
∼
[
1 + κ2
(lP )
2
r2
]
Uα(r) + κ1(Uα(r))
2,
(4.92)
because the gravitational radius Rm of the planetoid or laser ranging test mass (see Sec. 4.3) is
indeed much smaller than Rα. The same holds for the dimensionless ratio
Uβ(s) ≡ Rβ
s
= Uβ, (4.93)
and its effective-gravity counterpart
Vβ(s) =
[
1 + κ2
(lP )
2
s2
]
Uβ(s) + κ1
(
1 +
Rm
Rβ
)
(Uβ(s))
2 + O(G3)
∼
[
1 + κ2
(lP )
2
s2
]
Uβ(s) + κ1(Uβ(s))
2,
(4.94)
where Rβ ≡ Gβc2 . By inserting the effective-gravity map defined by Eqs. (4.91)–(4.94) into the
Lagrangian (4.22), we are led to consider the effective-gravity Lagrangian [41]
LV = c
2
2
{
1− 2(Vα + Vβ)− Ω
2
c2
(ξ2 + η2) + 2
[
(Vα)
2 + (Vβ)
2
]− 2(Rα +Rβ)
l3
(ξ2 + η2)(Vα + Vβ)
+ 4VαVβ +
(2− ρ)
(1 + ρ)
Rβ
l
Vα +
(2ρ− 1)
(1 + ρ)
Rα
l
Vβ − 7 ξ
l2
(RβVα −RαVβ)
+ (1 + ρ)−1
η2
l
[
ρ
Rβ
(Rα)2
(Vα)
3 +
Rα
(Rβ)2
(Vβ)
3
]}
− 1
2
(
ξ˙2 + η˙2 + ζ˙2
)[
1 + 2(Vα + Vβ)
]
+ Ωηξ˙
[
1 + 2(Vα + Vβ)
]
− Ωξη˙
[
1 + 2(Vα + Vβ)
]
− 4 Ω
2l
(1 + ρ)
η˙(ρVα − Vβ),
(4.95)
155
4. Towards a new quantum theory
Table 4.4.: Distances ri from the Earth and planar coordinates (ξi, ηi) of the planetoid at all
Lagrangian points Li in the new quantum regime obtained through the Lagrangian LV
(4.95) for the three different potentials.
Quantum details of Lagrangian points
Li One-particle reducible Scattering Bound-states
r1 = 3.263762881728428× 108 m r1 = 3.263762881777756× 108 m r1 = 3.263762881734594× 108 m
L1 ξ1 = 3.217044369750916× 108 m ξ1 = 3.217044369800243× 108 m ξ1 = 3.217044369757081× 108 m
η1 = 0 m η1 = 0 m η1 = 0 m
r2 = 4.489205600333647× 108 m r2 = 4.489205600364979× 108 m r2 = 4.489205600337563× 108 m
L2 ξ2 = 4.442487088356134× 108 m ξ2 = 4.442487088387467× 108 m ξ2 = 4.442487088360051× 108 m
η2 = 0 m η2 = 0 m η2 = 0 m
r3 = 3.816747156909591× 108 m r3 = 3.816747157028094× 108 m r3 = 3.816747156924404× 108 m
L3 ξ3 = −3.863465668887104× 108 m ξ3 = −3.863465669005607× 108 m ξ3 = −3.863465668901917× 108 m
η3 = 0 m η3 = 0 m η3 = 0 m
r4 = 3.843999999970295× 108m r4 = 3.84400000008856× 108m r4 = 3.843999999985078× 108m
L4 ξ4 = 1.875281488020662× 108 m ξ4 = 1.875281488137470× 108 m ξ4 = 1.875281488035263× 108 m
η4 = 3.329001652114136× 108 m η4 = 3.329001652183255× 108 m η4 = 3.329001652122776× 108 m
r5 = 3.843999999970295× 108m r5 = 3.84400000008856× 108m r5 = 3.843999999985078× 108m
L5 ξ5 = 1.875281488020662× 108 m ξ5 = 1.875281488137470× 108 m ξ5 = 1.875281488035263× 108 m
η5 = −3.329001652114136× 108 m η5 = −3.329001652183255× 108 m η5 = −3.329001652122776× 108 m
and the only non-trivial Euler-Lagrange equations for the planar restricted three-body problem
are
d
dt
(
∂LV
∂ξ˙
)
− ∂LV
∂ξ
= 0,
d
dt
(
∂LV
∂η˙
)
− ∂LV
∂η
= 0.
(4.96)
An important issue must be stressed at this point. In fact, in the previous chapters we have
inserted the effective-gravity map
(Uα, Uβ)→ (Vα, Vβ), (4.97)
in the Lagrangian of Newtonian gravity for the restricted planar three-body problem, whereas we
are here inserting the same map in the Lagrangian of general relativity for the restricted three-body
problem, i.e., Eq. (4.22). The metric tensor with components (4.23)–(4.27) describes, within the
framework of general relativity, a tiny departure from the Newtonian treatment of the restricted
planar three-body problem. At that stage, one can recognize that many Newtonian-potential
terms, written as Rα/r and Rβ/s, occur therein; for each of them, we apply the map (4.97) to
find what we call a quantum-corrected Lagrangian.
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Table 4.5.: Quantum corrections on the relativistic position of Lagrangian points for three different
types of potential.
Quantum corrections on Lagrangian points
Li One-particle reducible Scattering Bound-states
rQ − rGR = −1.23 mm rQ − rGR = 3.70 mm rQ − rGR = −0.617 mm
L1 ξQ − ξGR = −1.23 mm ξQ − ξGR = 3.70 mm ξQ − ξGR = −0.617 mm
rQ − rGR = −0.783 mm rQ − rGR = 2.35 mm rQ − rGR = −0.392 mm
L2 ξQ − ξGR = −0.783 mm ξQ − ξGR = 2.35 mm ξQ − ξGR = −0.392 mm
rQ − rGR = −2.96 mm rQ − rGR = 8.89 mm rQ − rGR = −1.48 mm
L3 ξQ − ξGR = 2.96 mm ξQ − ξGR = −8.89 mm ξQ − ξGR = 1.48 mm
rQ − rGR = −2.96 mm rQ − rGR = 8.87 mm rQ − rGR = −1.48 mm
L4 ξQ − ξGR = −2.92 mm ξQ − ξGR = 8.76 mm ξQ − ξGR = −1.46 mm
ηQ − ηGR = −1.73 mm ηQ − ηGR = 5.18 mm ηQ − ηGR = −0.864 mm
rQ − rGR = −2.96 mm rQ − rGR = 8.87 mm rQ − rGR = −1.48 mm
L5 ξQ − ξGR = −2.92 mm ξQ − ξGR = 8.76 mm ξQ − ξGR = −1.46 mm
ηQ − ηGR = 1.73 mm ηQ − ηGR = −5.18 mm ηQ − ηGR = 0.864 mm
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Note however that in Ref. [34], where the authors derive quantum corrections to some known
exact solutions in general relativity, they find that these metrics differ from the classical metrics
only for an additional term proportional to (lP )
2. Within such a framework, the running of G at
large r has a universal character independent of masses, and there is no room left for κ1 in the
quantum-corrected Lagrangian. The two schemes are conceptually different: quantum corrections
to known exact solutions of general relativity do not necessarily have the same nature as quantum
corrections of metrics which represent solutions of the linearized Einstein equations and which are
used in turn to derive equations of motion of interacting bodies. The insertion of the map (4.97)
in the general relativity Lagrangian (4.22) leads to other terms quadratic in Uα and Uβ, which
are of the same order of those already present, and hence the resulting Euler-Lagrange equations
(4.96) will lead to predictions affected by κ1.
Now we set to zero all time derivatives of ξ and η in Eqs. (4.96), we define the real numbers γ
and Γ as in Sec. 4.1.2 and solve numerically the resulting algebraic system for such numbers. The
values obtained through this method are written explicitly in Tabs. 4.4 and 4.5.
An important issue concerning both non-collinear and collinear Lagrangian points, consists in
the fact that we have checked numerically that the corrections of Tab. 4.5 do not change if we set
κ2 = 0 in the Euler-Lagrange equations (4.96), because κ2 weighs the dimensionless ratios
(lP )
2
r2
and (lP )
2
s2
, which are extremely small at large values of r and s.
Finally, we stress that, within this new scheme, quantum corrections on Newtonian quantities
can be easily obtained through the algebraic sum of quantum corrections to general relativity
(Tab. 4.5) and general relativity corrections to Newtonian theory (Tabs. 4.1 and 4.3) [41].
4.2.2. A possible choice of the quantum potential
So far we have evaluated quantum corrections to Lagrangian points by employing the three different
sets of quantum coefficients κ1 and κ2 occurring in the long-distance corrections to the Newtonian
potential (1.94) (cf. Tab. 1.1). Is it possible to recognize, within our new quantum framework,
the most suitable choice of the quantum corrected potential to describe gravitational interactions
involving (at least) three bodies in celestial mechanics? In this section we describe our proposal
about this fundamental issue [41].
Equations (4.92) and (4.94) can be rewritten in the form
Vα ∼ Uα + κ1(Uα)2 + O(G2), (4.98)
Vβ ∼ Uβ + κ1(Uβ)2 + O(G2), (4.99)
since
κ2
(lP )
2
r2
Uα = O(G
2),
κ2
(lP )
2
s2
Uβ = O(G
2).
(4.100)
If we insert the map (4.98) and (4.99) in the Lagrangian of Newtonian gravity for the restricted
planar three-body problem (which can be obtained, as we pointed out before, from Eq. (2.13) in
the limit k1 → 0, k2 → 0, k3 → 0), we find, with the notation adopted in this chapter, the effective
potential [41]
W ′ =
ω2
2
(ξ2 + η2) + c2
[
(Uα + Uβ) + κ1((Uα)
2 + (Uβ)
2)
]
+ O(G2), (4.101)
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whereas we have seen that general relativity pattern yields the effective potential (4.31), expressible
in the form
W =
Ω2
2
(ξ2 + η2) + c2
[
(Uα + Uβ)− 1
2
((Uα)
2 + (Uβ)
2)
]
+ O(G2)
∼ ω
2
2
(ξ2 + η2) + c2
[
(Uα + Uβ)− 1
2
((Uα)
2 + (Uβ)
2)
]
+ O(G2),
(4.102)
because ω2 = c
2
l3
(Rα + Rβ) = O(G) and, by virtue of (4.28), Ω
2 ∼ ω2 + O(G2)4. Thus, from a
comparison between Eqs. (4.101) and (4.102), we can easily realize that W ′ and W are equal,
up to second order terms, if and only if κ1 = −1/2, a condition which matches exactly with the
parameters characterizing the bound-states potential. Thence, the effective gravity map (4.97)
is such that, once it is inserted into the Newtonian Lagrangian for the restricted planar three-
body problem, it reproduces the relativistic potential W up to second order terms in G, but this
happens if and only if we consider long-distance quantum corrections resulting from the bound-
states potential. Recall that considering, in a perturbative expansion, physical quantities up to
the linear order in the Newtonian gravitational constant G amounts to consider the tree-level of
our quantum framework (cf. Eq. (1.94)), therefore we can state, in an equivalent manner, that the
bound-states potential makes the classical limit of our new quantum theory coincide with (4.101)
at tree-level. As far as we can see, these arguments, along with the considerations regarding the
perihelion shift of Mercury exposed at the end of Sec. 1.3.1, add evidences in favour of considering
the bound-states potential as the most apt choice in the context of quantum corrected relativistic
mechanics [41].
4.3. Laser ranging techniques
At this stage, it remains to be seen whether the present techniques in space sciences make it
possible to realize a satellite that approaches the Earth-Moon Lagrangian points so that our tiny
corrections start making themselves manifest. Remarkably, the values predicted in this thesis are
very accessible in light of the advances of the modern technology. In fact, they can be studied
with the technique of Satellite/Lunar Laser Ranging and a laser-ranged test mass equipped with
cube corner retro-reflectors, to be designed ad hoc for this purpose. This advanced technique
is conceptually very simple (Fig. 4.1). First of all, it involves firing a very short pulse of light
towards satellite’s cube corner retro-reflectors. Then, since the value of the speed of light is
known, by measuring the two-way time of flight, it is possible to calculate the distance between
the laser station and the satellite with sub-centimetre accuracy [39, 41]. This kind of assessment
is performed by the International Laser Ranging Service, which recently celebrated the 50-th
anniversary of the first successful measurement, which occurred at the Goddard Geophysical and
Astronomical Observatory on October 31, 1964.
Detecting the tiny departures from classical gravity described so far is a challenging task, which
requires precise positioning in space at Lagrangian points in absolute terms, i.e., with respect
to an appropriately chosen coordinate reference system. One potential choice is the International
Terrestrial Reference System, which is established with several geodesy techniques, including Satel-
lite/Lunar Laser Ranging. The latter provides almost uniquely the metrological definition of the
Earth’s center of mass (geo-center) and the origin of the above-mentioned reference system, as
4Now it is also possible to understand why our predictions are strongly affected by the value of κ1 and why the
map (4.97) leads to coordinates of Lagrangian points pretty close to those reported in Tabs. 2.1 and 2.9.
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Figure 4.1.: Schematic set-up of Satellite/Lunar Laser Ranging technique.
well as, together with very long baseline interferometry, the absolute scale of length in space in
Earth’s orbit. Given the similarity of performing accurate positioning metrology with Lunar Laser
Ranging, another option for the coordinate frame is the Solar System barycentre. In fact, the dis-
tance, for example, of L4 and L5 from the ground laser stations of the International Laser Ranging
Service is very close to their distance to the laser retro-reflector arrays deployed by the Apollo and
Lunokhod missions, which, over the last 45 years, were used in some of the best precision tests of
general relativity (see Refs. [97, 98, 99, 100]). The Solar System barycentre is particularly apt for
the purpose, since it is used for general relativity tests carried out with Lunar Laser Ranging data
analysis by means of the orbit software package PLANETARY EPHEMERIS PROGRAM (PEP)
since 1980s and up the present [98, 97]. PEP has been developed by the Harvard-Smithsonian
Center for Astrophysics. A review of Lunar Laser Ranging data taking and analysis can be found
in Ref. [97].
A laser ranging test mass can be designed with a dedicated effort, by exploiting the experience of
Lunar Laser Ranging data taking and analysis described above, and especially by taking advantage
of existing capabilities for a detailed pre-launch characterization of any kind of laser retro-reflector
arrays and/or test mass for Solar System exploration [39, 101, 102, 103, 104]. Some of the key
performance indicators that must be taken into account to design an appropriate laser ranging
test mass for the signature of new physics described in this thesis are as follows.
(i) Adequate laser return signal (lidar optical cross section) from Lagrangian points.
(ii) Acceptable rejection of the unavoidable non-gravitational perturbations at all Lagrangian
points, which any chosen test mass and/or test spacecraft will experience, whose complexity scales
with the complexity of the structure of the test mass and/or test spacecraft itself.
(iii) Optimization/minimization of the value of the surface-to-mass ratio. This is a critical key per-
formance indicator, since all non-gravitational perturbations related to the Sun radiation pressure
and thermal effect are proportional to this factor (see for example Ref. [105]). Compared to other
test spacecrafts and/or test masses, a laser ranging test mass has the advantage of the simplicity of
geometrical shape (for example, spherical) and mechanical structure. To date, Apollo/Lunokhod
are demonstrating a lifetime of at least 45 years.
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(iv) Time-durability of the test mass to prolonged measurements. This key performance indicator
favours laser ranging test mass over other types of any active test masses and/or spacecrafts, since
the former is passive and maintenance free.
The above key performance indicators can be characterized at the dedicated laboratory described
by Refs. [101, 102] (see also Ref. [106]). From the experimental point of view of laser ranging
investigations, arguments reported in this section can be applied to L3, L4, and L5 . They do not
apply to L2, since such a position is not visible from International Laser Ranging Service stations.
The distance of L1 from Earth is shorter than for L3, L4, and L5, which would make the laser
return signal from a laser ranging test mass in L1 higher than from L3, L4, and L5 (by a purely
geometric factor equal to the fourth power of the ratio of the distances of L3 and L1 from any
given International Laser Ranging Service station; see, for example, Ref. [101]). Given the relative
proximity of L1 to the Moon, gravitational effects on a laser ranging test mass in L1 related to the
non-point-like structure of the Moon (felt in L1) should be evaluated to determine their influence,
if any, on the conclusions of the previous sections. This influence is expected to be negligible for a
laser ranging test mass in L3, L4, and L5, since they are much more distant from the Moon than
L1.
Finally, a last remark must be mentioned. We have seen throughout this thesis that both
relativistic and quantum corrections on Lagrangian points are of the order of few millimetres.
This magnitude is comparable with the instrumental accuracy of point-to-point laser time-of-
flight measurements in space of Satellite/Lunar Laser Ranging techniques. The full positioning
error budget of the orbits of satellites equipped with retro-reflectors depends also on other sources
of uncertainty (related to the specific orbit, satellite and retro-reflector arrays), in addition to
the pure point-to-point laser time-of-flight instrumental accuracy (related to the network of laser
ranging ground stations of the International Laser Ranging Service). The full positioning error
budget can be larger than millimetres. However, we believe that the most astonishing result of
the first part of this manuscript consists in having found quantum gravity corrections, occurring
in a familiar and close system like the Earth-Moon one, which have the opportunity to be tested.
This is a novel feature in the quantum theory of the gravitational field, because all other models
are so far unable to produce testable effects [12, 13, 14, 16].
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Part II: the high-energy limit

5. Boosted spacetimes
Arc, amplitude, and curvature sustain a similar relation to each other as time, motion, and veloc-
ity, or as volume, mass, and density.
C. F. Gauss
The ultrarelativistic boosting procedure had been applied in theoretical physics in order to
map known exact solutions of Einstein field equations into a class of spacetimes characterized
by the presence of gravitational shock-waves. We can thus interpret this modus operandi has a
formal method that allows us to describe such geometries. Although this pattern has a completely
classical nature, it has many implications at quantum level. For instance, the first non-trivial
gravitational effects to be seen in particle-particle interaction at extreme energies may be due to
such fields. Thus, our understanding of quantum gravity can surely be helped by considering these
field configurations.
The principal purpose of this chapter consists in evaluating the features of the Riemann curva-
ture associated to the boosted Schwarzschild-de Sitter metric [108]. For the sake of simplicity, we
will adopt units G = c = 1. The metric signature is (−+ ++).
5.1. The boosting procedure
The subject of gravitational fields generated by sources which move at the speed of light has been
extensively studied in the literature because of its close connection to the topic of gravitational
waves. Predicted by Albert Einstein in 1916, it took the scientific community one hundred years
to achieve the first direct experimental observation of gravitational waves (an indirect proof of the
existence of gravitational waves is represented by the effects observed in 1974 by Hulse and Taylor
in the binary pulsar system “PSR 1913 + 16”). On February 11, 2016, in fact, the Laser Interfer-
ometer Gravitational-Wave Observatory (LIGO) and Virgo Collaboration teams announced the
first observation of gravitational waves resulting from the merging of two black holes (with masses
of about 29 and 36 times the mass of the Sun, as evaluated in the source frame) occurring about
1.3 billion light years away [107]. The event, called “GW150914”, has radiated in gravitational
waves an energy of about 5× 1047 J and it has been detected by the LIGO Hanford (Washington)
and Livingston (Louisiana) observatories on September 14, 2015 at 09:50:45 UTC, as shown in
Fig. 5.1. A new era both for classical and quantum cosmology has just begun.
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Figure 5.1.: LIGO detection of the gravitational wave event “GW150914” at the Livingston (left)
and Hanford (right) detectors, compared to the theoretical predicted values. This is
the first direct detection of gravitational waves and the first observation of a binary
black hole merger.
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5.1.1. Aichelburg and Sexl method
The first who dealt with the subject of gravitational waves generated by sources moving at the
speed of light was Tolman in 1934 [110], who studied the gravitational field of light beams and
pulses in the linearised Einstein theory. But it was only in 1971 that Aichelburg and Sexl [111]
developed a method to describe the gravitational field associated to a zero rest mass point particle
moving at the speed of light in Minkowski background (i.e., the gravitational field from a single
photon). In fact, in Ref. [111] the authors first derive this field by solving the linearised Einstein
field equations for a particle with rest mass m moving uniformly with velocity v. Then, they take
the limit v → 1 while the mass of the particle tends to zero in such a way that its energy remains
finite. After that, the full non-linear Einstein theory is employed. In particular, starting from the
Schwarzschild metric (the exact metric describing a particle at rest), which written in isotropic
coordinates (t, x, y, z) reads as
ds2 = −(1−A)
2
(1 +A)2
dt2 + (1 +A)4(dx2 + dy2 + dz2), (5.1)
with A = m/2r and r2 = x2 + y2 + z2, the Lorentz transformation in the x-direction
t¯ = (1− v2)−1/2(t+ vx), (5.2)
x¯ = (1− v2)−1/2(x+ vt), (5.3)
y¯ = y, (5.4)
z¯ = z, (5.5)
is applied to (5.1) in order to obtain the gravitational field as seen by an observer moving uniformly
with velocity v relative to the mass. Once the limits v → 1 and m→ 0 are considered, Aichelburg
and Sexl obtained the remarkable result that both the linearised solution and the exact solution
agree completely.
The method first developed by Aichelburg and Sexl is called in the literature “the boost of a
metric”. With this procedure it is possible to show that the gravitational field of a null source
moving in Minkowski space is non-vanishing only on a plane containing the particle itself and
orthogonal to the direction of motion, i.e., (asymmetric) plane-fronted gravitational shock-waves,
representing a special case of impulsive waves. The Riemann curvature tensor is zero everywhere
except on this plane, where it assumes a distributional nature. The intriguing fact is that the
boosted metric in the ultrarelativistic regime (v → 1) has a new type of singularity, i.e., a distri-
butional (Dirac-delta-like) singularity. The boosted ultrarelativistic metric obtained in Ref. [111]
reads indeed as
ds2 = −dt¯ 2 + dx¯2 + dy¯2 + dz¯2 + 4p
{
(|t¯− x¯|)−1 − 2δ
(
t¯ 2 − x¯2
)
log
√
y¯ + z¯
}
(dt¯− dx¯)2, (5.6)
with
p ≡ m√
1− v2 > 0 (5.7)
The role played by the parameter (5.7) is fundamental. In fact, since the energy of the particle
diverges as v → 1 because of its finite rest mass m, in order to get around this issue p is kept
constant when the limit v → 1 is evaluated. In other words, the total energy p of the particle is
kept constant while its rest mass goes to zero, as anticipated before.
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From Eq. (5.6) it is possible to realize that the gravitational field travels with the particle,
being zero everywhere except at the hypersurface t¯ = x¯. In other words, the boosting method is
such that as v → 1 the gravitational field turns out to be compressed in the direction of motion
of the particle and dilated in the orthogonal direction, sharing therefore the same characteristics
as the electromagnetic field. Moreover, as pointed out before, the Riemann tensor of (5.6) is zero
everywhere except on the hypersurface t¯ = x¯ and has non-vanishing components given by [111]
R0202 = 4p δ(t¯− x¯)
[
y¯2 − z¯2
(y¯2 + z¯2)2
+ piδ(y¯)δ(z¯)
]
, (5.8)
R0303 = 4p δ(t¯− x¯)
[
y¯2 − z¯2
(y¯2 + z¯2)2
− piδ(y¯)δ(z¯)
]
, (5.9)
R0203 = −4p δ(t¯− x¯) 2y¯z¯
(y¯2 + z¯2)2
, (5.10)
with the other components related to the ones given above by symmetry. An important remark
should be made at this point. In fact, unlike what authors claim in the literature regarding this
topic, the Riemann tensor is perfectly defined since it contains the tensor product of Dirac’s δ
distributions (and not their multiplications) [108]. The only elements which are “poorly defined”
in (5.8)–(5.10) are represented by the functions
y¯2 − z¯2
(y¯2 + z¯2)2
, (5.11)
and
2y¯z¯
(y¯2 + z¯2)2
, (5.12)
which are not locally integrable on the (y, z)-plane and, therefore, do not define, a priori, any
distribution. Of course, their “regularization” (in the way of Gel’fand, see for example Ref. [112])
is straightforward: the integration is understood in such a way that we first integrate over the set
y2 + z2 >  and then pass to the limit → 0 [108].
In order to give a precise meaning to expressions (5.8)–(5.10), instead of boosting from the
very beginning the Schwarzschild metric, the authors of Ref. [111] have applied the Lorentz
transformations (5.2)–(5.5) directly to the components of the Riemann tensor of (5.1) and then
they have investigated the regime v → 1. In this way, with the help of tetrad formalism, Aichelburg
and Sexl have obtained relations which are valid only for those spacetime points where y¯2 + z¯2 6= 0.
In particular, they obtain again the relations (5.8)–(5.10), but without the terms δ(y¯)δ(z¯) which
vanish because of the condition y¯2 + z¯2 6= 0. This fact shows that on the hypersurface x¯ = t¯ the
Riemann tensor has a δ-like singularity and is exactly of Petrov type N (i.e., all four principal null
directions of the Weyl spinor, describing the Weyl conformal curvature, coincide)1.
As noted at the beginning of this chapter, the boosting procedure is intimately connected
with quantum theory. In fact, Aichelburg and Sexl results can provide important hints about
gravitational interactions among particles at high energies. At extreme energies indeed interactions
due to shock-waves dominate over all other field theoretical interactions. If we generalize the
flat result of Aichelburg and Sexl by considering, for example, a massless particle moving in
Schwarzschild background (or, to be more precise, along its event horizon), the resulting (spherical)
1In Ref. [111] it is brilliantly explained how the original Petrov type D field (i.e., two double principal null directions
exist) is transformed in pure radiation.
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shock-wave geometry can give information about the back-reaction or self-interaction to which the
black hole is subjected to when matter enters or leaves the black hole itself (Hawking radiation)
[113]. Moreover, when two massless particles, along with their shock-waves, collide, the result of
such an impact will be represented by curved shock-waves, a phenomenon that can be considered
as a limiting case of the general problem of black hole encounters [114], an issue now in the
limelight thanks to the recent first direct observation of gravitational waves.
Eventually, it should be noted that, years after the work by Aichelburg and Sexl, more general
impulsive waves were obtained by boosting other black hole spacetimes with rotation, charge,
and a cosmological constant [115, 116, 117]. However, our main contributions are devoted to the
boosted Schwarzschild-de Sitter metric [108], which we will introduce in the next section.
5.1.2. Boosted Schwarzschild-de Sitter solution
The procedure involving the boost of the Schwarzschild-de Sitter solution by the means of the de
Sitter group transformations2 was first employed by Hotta and Tanaka in 1993 [116]. Motivated
by the analysis of quantum effects involving gravitons in de Sitter spacetime, the solution found by
Hotta and Tanaka represents an example of spherical shock-wave geometry in de Sitter background
(i.e., a background with a non-vanishing cosmological constant Λ), which generalizes the results
of Aichelburg and Sexl, since it reduces to the latter when Λ vanishes.
de Sitter spacetime in four dimensions can be expressed as a four-dimensional hyperboloid of
radius a (with Λ = 3/a2) embedded in five-dimensional Minkowski spacetime having metric
ds2M = −dZ20 + dZ21 + dZ22 + dZ23 + dZ24 , (5.13)
with coordinates satisfying the hyperboloid constraint
a2 = −(Z0)2 + (Z1)2 + (Z2)2 + (Z3)2 + (Z4)2, (5.14)
as shown in Fig. 5.2.
This represents a special case of a more general result, according to which every analytical
four-dimensional spacetime can be considered, at least locally, as a surface embedded in a flat
space having no more than ten dimensions. The proof of this theorem was first given by Levi-
Civita [118]3, who limited his attention only to Riemannian manifolds and then was generalized
by Friedman to pseudo-Riemannian ones [120].
de Sitter space represents the unique maximally symmetric, vacuum solution of Einstein’s field
equations with a positive cosmological constant. In fact, it has the same degrees of freedom
of a four-dimensional Minkowski space, being characterized by the presence of ten Killing vec-
tors. From the form of Eq. (5.14) indeed it is easy to realize that the isometry group of de
Sitter space is the ten-dimensional group O(1, 4) of homogeneous “Lorentz transformations” in
the five-dimensional embedding space, called de Sitter group. Moreover, all the recent data from
cosmological observations clearly indicate that in order to explain the properties of the presently
observed Universe (the value of the Hubble constant, the anisotropies of the cosmic microwave
background, and so forth) in the framework of inflationary cosmology, a non-vanishing repulsive
cosmological constant has to be invoked [121]. For all these reasons, de Sitter space represents one
of the most studied spacetimes in the literature.
2Recall that the background geometry provides us with a natural notion of boost as being its associated isometries.
3The theorem was also demonstrated by Janet and Cartan [119].
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Figure 5.2.: de Sitter space represented as a hyperboloid embedded in a five-dimensional flat space
(two dimensions have been suppressed). The two world lines visible from the figure
correspond to Eq. (5.23).
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By exploiting the relations between the Zi (i = 0, 1, 2, 3, 4) coordinates and the spherical static
coordinates (t, r, θ, φ) [108]
Z0 ≡
√
a2 − r2 sinh(t/a), (5.15)
Z1 ≡ r cos θ, (5.16)
Z2 ≡ r sin θ cosφ, (5.17)
Z3 ≡ r sin θ sinφ, (5.18)
Z4 ≡ ±
√
a2 − r2 cosh(t/a), (5.19)
de Sitter metric can be written as
ds2 = −
(
1− r
2
a2
)
dt2 +
dr2(
1− r2
a2
) + r2(dθ2 + sin2 θ dφ2). (5.20)
In Ref. [116] the Schwarzschild-de Sitter line element was interpreted as a first-order perturba-
tion of de Sitter, i.e.,
ds2 ≈ −
(
1− 2m
r
− r
2
a2
)
dt2 +
(
1− r
2
a2
)−1 [
1 +
(
1− r
2
a2
)−1
2m
r
]
+r2(dθ2 +sin2 θ dφ2). (5.21)
On the contrary, we have decided to perform an exact analysis and hence, following Refs. [108, 117],
we start with the standard form of the metric for a Schwarzschild-de Sitter spacetime
ds2 = −
(
1− 2m
r
− r
2
a2
)
dt2 +
dr2(
1− 2mr − r
2
a2
) + r2(dθ2 + sin2 θ dφ2), (5.22)
motivated by the fact that the work of Ref. [117] has demonstrated that both (5.21) and (5.22)
lead to the same results. However, we stress that by adopting the exact approach our point of view
has not changed: the background geometry is still represented by de Sitter space. Furthermore,
note that from Eqs. (5.15)–(5.19) it follows that the source of (5.22), which is located at r = 0,
corresponds to two world lines
(Z0, Z1, Z2, Z3, Z4) = (a sinh(t/a), 0, 0, 0,±a cosh(t/a)), (5.23)
propagating along the hyperboloid of Fig. 5.2. In other words, Eq. (5.23) describes the source of
(5.22) in the limit m→ 0.
At this stage, we are ready to show how the ultrarelativistic boosted form of the Schwarzschild-
de Sitter metric can be obtained. First of all, we need to express (5.22) through the Zi coordinates.
Then, bearing in mind that
r2 = (Z1)
2 + (Z2)
2 + (Z3)
2, (5.24)
and on defining
f2 ≡ a2 − r2 = (Z4)2 − (Z0)2, (5.25)
Fm ≡ 1− 2a
2m
f2r
− a
2/r2(
1− 2a
2m
f2r
) , (5.26)
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Q ≡ 1 + 2(Z0)
2
f2
, (5.27)
we can express the Schwarzschild-de Sitter metric (5.22) in the form [108, 117]
ds2 = h00dZ
2
0 + h44dZ
2
4 + 2h04dZ0dZ4 + dZ
2
1 + dZ
2
2 + dZ
2
3 , (5.28)
where
h00 ≡ −1
2
(Q− 1)Fm −
(
1− 2a
2m
f2r
)
− (Z0)
2
r2
, (5.29)
h44 ≡ −1
2
(Q+ 1)Fm +
(
1− 2a
2m
f2r
)
− (Z4)
2
r2
, (5.30)
h04 ≡ Z0Z4
f2
Fm +
Z0Z4
r2
. (5.31)
It is possible to interpret Eq. (5.28) as the the geometry produced by the two point sources having
(5.23) as their world lines.
At this point, we introduce a boost in the Z1-direction
4 (which represents, as we said before,
an element of the de Sitter group O(1, 4)) by defining a new set of coordinates independent of v,
i.e., the Yi coordinates, such that (hereafter γ ≡ 1/
√
1− v2 )
Z0 = γ (Y0 + vY1) , (5.32)
Z1 = γ (vY0 + Y1) , (5.33)
Z2 = Y2, Z3 = Y3, Z4 = Y4. (5.34)
We also set
m ≡ p
√
1− v2, (5.35)
p being the same parameter as the energy of the black hole solution in Minkowski background (see
Eq. (5.7)). Thus, starting from (5.28) jointly with (5.32)–(5.34) we eventually obtain the boosted
Schwarzschild-de Sitter metric [108, 117]
ds2 =γ2
(
h00 + v
2
)
dY 20 + γ
2
(
1 + v2h00
)
dY 21 + dY
2
2 + dY
2
3 + h44dY
2
4
+ 2vγ2 (1 + h00) dY0dY1 + 2γh04dY0dY4 + 2vγh04dY1dY4,
(5.36)
whose singular ultrarelativistic limit (v → 1 and p fixed) is expressed by [117]
ds2 =− dY 20 + dY 21 + dY 22 + dY 23 + dY 24
+ 4p
[
−2 + Y4
a
log
(
a+ Y4
a− Y4
)]
δ(Y0 + Y1)(dY0 + dY1)
2.
(5.37)
Thence, we can interpret (5.36) as the low-velocity limit of (5.37). Moreover, from Eq. (5.37)
it easily follows that the our “boosted geometry” differs from de Sitter spacetime only by the
inclusion of an impulsive wave. In fact, the first line of Eq. (5.37) describes de Sitter space viewed
as a four-dimensional hyperboloid of radius a having equation
(Y0)
2 = −a2 + (Y1)2 + (Y2)2 + (Y3)2 + (Y4)2, (5.38)
4A boost can be performed in any direction orthogonal to Z0, since a boost in the Z0-direction represents simply
a time shift.
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embedded into flat five-dimensional space, while the second line describes a spherical shock-wave
singularity located on the null hypersurface having equations
Y0 + Y1 = 0, (5.39)
(Y2)
2 + (Y3)
2 + (Y4)
2 − a2 = 0, (5.40)
Eq. (5.40) being obtained by the joint effect of the hyperboloid constraint (5.38) and the Dirac-
delta condition (5.39) [108]. Equivalently, it may be noted that the impulsive wave is represented
by the evolving 2-sphere (5.40) in the five-dimensional Minkowski space at any time Z0. In
addiction, the two null point sources of the shock-wave are located at the points
Y2 = Y3 = 0, (5.41)
Y4 = ±a, (5.42)
of this sphere [116]. They result from the boost of the singularities described by the world lines
(5.23) that were originally located at r = 0. Thus, we can physically interpret the procedure
outlined above as the boost of the source of (5.22), located at the singular point r = 0, in the
limit in which v → 1 and m→ 0 in such a way that the energy p, defined in Eq. (5.35), remains
constant. It may seem surprising that the Schwarzschild-de Sitter metric (5.22) does not have a
single source both in the low-velocity and in the ultrarelativistic limit. However, it must be noted
that the static coordinates (t, r, θ, φ) do not span the complete spacetime whose analytic extension
contains both the black hole and white hole parts [5, 88].
5.1.3. four-dimensional form of the boosted metric
The spacetime metric (5.36) is apparently expressed by a 5 × 5 matrix while the original metric
(5.22) is expressed through 4 local coordinates (t, r, θ, φ). Hence also the metric (5.36) should
be eventually expressed through 4 coordinates only, if one wants to arrive at a formula for the
curvature, since our reference spacetime remains four-dimensional. To restore the usual four-
dimensional form of the metric, we have to exploit the constraint (5.14) expressed in terms of Yi
coordinates, i.e., Eq. (5.38). By virtue of this condition we can write [108]
Y0 =
√
−a2 + (Y1)2 + (Y2)2 + (Y3)2 + (Y4)2 ≡
√
σ(Yµ), (5.43)
dY0 =
∑4
µ=1 YµdYµ√
σ(Yµ)
, (5.44)
and eventually, using (5.43) and (5.44), we obtain the manifestly four-dimensional form of the
boosted metric (5.36), which can be expressed by the relations [108]
g11 =
γ2
(
h00 + v
2
)
σ
(Y1)
2 + γ2
(
1 + v2h00
)
+
2vγ2 (1 + h00)√
σ
Y1, (5.45)
g22 =
γ2
(
h00 + v
2
)
σ
(Y2)
2 + 1, (5.46)
g33 =
γ2
(
h00 + v
2
)
σ
(Y3)
2 + 1, (5.47)
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g44 =
γ2
(
h00 + v
2
)
σ
(Y4)
2 + h44 +
2γh04√
σ
Y4, (5.48)
g12 =
γ2
(
h00 + v
2
)
σ
Y1Y2 +
vγ2 (1 + h00)√
σ
Y2, (5.49)
g13 =
γ2
(
h00 + v
2
)
σ
Y1Y3 +
vγ2 (1 + h00)√
σ
Y3, (5.50)
g14 =
γ2
(
h00 + v
2
)
σ
Y1Y4 +
vγ2 (1 + h00)√
σ
Y4 +
γh04√
σ
+ vγh04, (5.51)
g23 =
γ2
(
h00 + v
2
)
σ
Y2Y3, (5.52)
g24 =
γ2
(
h00 + v
2
)
σ
Y2Y4 +
γh04√
σ
Y2, (5.53)
g34 =
γ2
(
h00 + v
2
)
σ
Y3Y4 +
γh04√
σ
Y3. (5.54)
5.1.4. Coordinate transformations
For future purposes, it is crucial to derive the transformations relating the spherical coordinates
(t, r, θ, φ) and the boost coordinates (Y1, Y2, Y3, Y4) characterizing the metric tensor components
(5.45)–(5.54).
We start by inverting (5.32)–(5.34), yielding easily
Y0 = γ (Z0 − vZ1) , (5.55)
Y1 = γ (Z1 − vZ0) , (5.56)
Y2 = Z2, Y3 = Z3, Y4 = Z4. (5.57)
By using (5.15)–(5.19), jointly with (5.55)–(5.57), we obtain that [108]
Y0 = γ
(√
a2 − r2 sinh(t/a)− vr cos θ
)
, (5.58)
and
Y1 = γ
(
r cos θ − v
√
a2 − r2 sinh(t/a)
)
, (5.59)
Y2 = r sin θ cosφ, (5.60)
Y3 = r sin θ sinφ, (5.61)
Y4 =
√
a2 − r2 cosh(t/a). (5.62)
Thus, bearing in mind that Eq. (5.38) allows us to get rid of the Y0 coordinate, if we want
to obtain (t, r, θ, φ) coordinates occurring in Schwarzschild-de Sitter metric (5.22) as functions
of (Y1, Y2, Y3, Y4), then we have to invert relations (5.59)–(5.62). First of all, by exploiting Eqs.
(5.32)–(5.34), the condition (5.24) becomes
r2 = γ2(v
√
σ + Y1)
2 + (Y2)
2 + (Y3)
2, (5.63)
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whereas on using (5.60) and (5.61) we obtain
r2 =
(Y2)
2 + (Y3)
2
sin2 θ
, (5.64)
so that a comparison between (5.63) and (5.64) yields [108]
sin2 θ =
(Y2)
2 + (Y3)
2
γ2(v
√
σ + Y1)2 + (Y2)2 + (Y3)2
, (5.65)
whose solutions are given by [108]
θ = ∓ arcsin
√ (Y2)2 + (Y3)2
γ2(v
√
σ + Y1)2 + (Y2)2 + (Y3)2
+ 2pin, (n integer), (5.66)
θ = pi ∓ arcsin
√ (Y2)2 + (Y3)2
γ2(v
√
σ + Y1)2 + (Y2)2 + (Y3)2
+ 2pin, (n integer). (5.67)
Therefore, at this stage from (5.62) we straightforwardly obtain the relations for t, i.e., [108]
t = a
[
∓arccosh
(
Y4√
a2 − r2
)
+ 2piin
]
, (n integer), (5.68)
and eventually from (5.61) we get [108]
φ = arcsin
(
Y3
r sin θ
)
+ 2pin, (n integer), (5.69)
φ = pi − arcsin
(
Y3
r sin θ
)
+ 2pin, (n integer). (5.70)
Thus, Eqs. (5.63), (5.66)–(5.70), represent the relations we were looking for, because they link
(t, r, θ, φ) to (Y1, Y2, Y3, Y4) coordinates.
5.2. Riemann curvature of the boosted Schwarzschild-de Sitter
spacetime
The great revolution introduced by Einstein’s theory [6] consists in viewing the gravitational field
as the curvature of spacetime. Such a curvature is directly coupled to the energy and momentum
of whatever matter and radiation are present, as specified by the Einstein field equations (1.1),
whose content states that “the matter and the energy say to the spacetime how to curve, and the
curvature of spacetime says to the matter how to move” [88]. Thus, one of the most important
objects of the theory of the gravitational field is the Riemann tensor, since it represents an intrinsic
object that catches in an elegant and covariant way the features of spacetime curvature by formally
measuring the extent to which the metric tensor is not locally isometric to that of flat Minkowski
space. Therefore, it would be of great physical importance to evaluate the effects of shock-wave
geometries (i.e., the “boosted geometries”) on curvature.
Since “gravitation is a manifestation of spacetime curvature, and curvature shows up in the
deviation of one geodesic from a nearby geodesic” [88], the concept of spacetime curvature is
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directly related to the geodesic completeness of spacetime, as we say that a spacetime manifold is
geodesically complete if any geodesic can be extended to arbitrary values of the affine parameter
(see Sec. 5.2.2). Thus, knowledge of the Riemann curvature tensor is an essential step towards the
description of topological features of spacetime and this motivates the effort we made in calculating
the Riemann tensor for the boosted Schwarzschild-de Sitter metric [108]. Nevertheless, we stress
that the usual general relativity definitions regarding curvature (see Eqs. (5.72)–(5.76)) are given
in terms of objects that, unlike the ones we will handle, have no distributional singularities (cf.
(5.37)). Thus, we are interested in a sort of generalization of the usual concept of Riemann tensor,
which enlarges the notion of curvature, i.e., what we call the “boosted Riemann tensor”, with a
particular interest in the ultrarelativistic regime, where distributional singularities show up.
5.2.1. The Riemann curvature tensor
We start by recalling some basic properties of pseudo-Riemannian geometry.
The Riemann tensor can be defined in various alternative (and equivalent) ways [5, 109]. First,
given the covariant derivative operator ∇ associated with the Levi-Civita connection, the Riemann
curvature tensor can defined as the map
R : X (M)⊗X (M)⊗X (M)→ X (M), (5.71)
X (M) being the set of all vector fields defined on the manifold M , such that
R(X,Y, Z) ≡ ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z, (5.72)
where [X,Y ] denotes the Lie bracket of the vector fields X and Y . In the case in which [X,Y ] = 0,
the previous formula reduces to
R(X,Y, Z) ≡ ∇X∇Y Z −∇Y∇XZ. (5.73)
Therefore, we can obtain the well-known result according to which the Riemann tensor measures
the failure of successive operations of differentiation to commute when applied to a dual vector
field ω ∈ χ∗(M) (a condition which can be interpreted as the integrability obstruction for the
existence of an isometry with Minkowski space), i.e.,
∇a∇b ωc −∇b∇a ωc = −Rdcab ωd, (5.74)
where we have employed the abstract index notation. Moreover, the failure of a vector to return
to its original value when parallel transported around a small closed loop is directly connected
to the Riemann tensor, which is in this way related to the path dependence of parallel transport
underlying the pseudo-Riemannian geometry. We can easily construct a small closed loop at p ∈M
by choosing a two-dimensional surface S through p and the coordinates t and s on it. Next, we
construct the loop by moving of a quantity ∆t along the curve s = 0, followed by moving ∆s along
the curve t = ∆t and then reverting by ∆t and ∆s. If we consider the vector va at p and parallel
transport it around the closed loop we have just constructed, the change δva to second order in
the displacements ∆t and ∆s that we register when we move back to the starting point involves
once again the Riemann tensor, because we have [5]
δva = ∆t∆s vd T c Sb Radcb, (5.75)
where T c and Sb indicate the tangent to the curves of constant s and t, respectively. Finally, the
Riemann tensor appears also in the geodesic deviation equation, i.e., the equation measuring the
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tendency of geodesics to accelerate toward or away from each other. If γs(t) denotes a smooth
one-parameter family of geodesics such that for each s ∈ R the curve γs is a geodesic parametrized
by the affine parameter t, the geodesic deviation equation reads as [5, 88]
ac ≡ T a∇a(T b∇bXc) = RcdefT dT eXf , (5.76)
where ac represents the relative acceleration of an infinitesimally nearby geodesic in the family,
Xa = ∂xa(s, t)/∂s is the deviation vector (xa(s, t) being the coordinates of one of the geodesics
belonging to the family γs(t)) and T
a = ∂xa(s, t)/∂t represents the tangent vector to the geodesic.
Therefore, Eq. (5.76) states that, if the curvature does not vanish, some initially parallel geodesics
will fail to remain parallel: in the presence of a gravitational field the fifth postulate of Euclidean
geometry is no longer valid.
The components of the Levi-Civita connection in a non-coordinate basis {ea} are given by the
Riemann-Christoffel symbols [88]
Γabc =
1
2
(gab,c + gac,b − gbc,a + cabc + cacb − cbca) , (5.77)
where the “commutation coefficients” cabc are defined by
[eb, ec] ≡ c abc ea. (5.78)
Then, the components of the Riemann tensor read as
Rabcd = Γ
a
bd,c − Γabc,d + ΓebdΓaec − ΓebcΓaed − Γabec ecd . (5.79)
Therefore, at this point we note that since we have obtained the formulas (5.45)–(5.54) ex-
pressing the manifestly four-dimensional form of (5.36), we can evaluate the Riemann-Christoffel
symbols and consequently the Riemann curvature tensor of the boosted Schwarzschild-de Sitter
metric by using the relations of classical general relativity outlined above. However, we can some-
what simplify Eqs. (5.77) and (5.79) in the case in which
{
∂
∂Yµ
}
(µ being a coordinate index such
that µ = 1, 2, 3, 4) is a coordinate basis. As we know, the static spherical basis (t, r, θ, φ) is indeed
a coordinate basis. Bearing in mind definitions (5.15)–(5.19), the Jacobian of the transformation
between the spherical coordinates and the
{
∂
∂Zµ
}
is expressed by [108]
J λµ =

0 cos θ −r sin θ 0
0 sin θ cosφ r cos θ cosφ −r sin θ sinφ
0 sin θ sinφ r cos θ sinφ r sin θ cosφ
√
a2 − r2
a
sinh(t/a)
−r√
a2 − r2 cosh(t/a) 0 0

, (5.80)
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while the inverse Jacobian reads as
(J−1) µλ =

a r cos θ coth(t/a)
(a2 − r2)
a r cosφ sin θ coth(t/a)
(a2 − r2)
a r sin θ sinφ coth(t/a)
(a2 − r2)
a (sinh(t/a))−1√
a2 − r2
cos θ cosφ sin θ sin θ sinφ 0
− sin θ/r cos θ cosφ/r cos θ sinφ/r 0
0 − sinφ
r sin θ
cosφ
r sin θ
0

.
(5.81)
By virtue of (5.80) and (5.81), if we adopt the concise notation xλ ≡ (t, r, θ, φ) we can write
∂
∂Zµ
= (J−1) µλ
∂
∂xλ
, (5.82)
and, by exploiting the fact that
{
∂
∂xλ
}
is a coordinate basis, after a lengthy calculation we arrive
at the conclusion that also the basis
{
∂
∂Zµ
}
is a coordinate basis, or in other words we have that
[
∂
∂Zµ
,
∂
∂Zλ
]
= 0. (5.83)
The relations (5.32)–(5.34) for the boost show that the transformations between Zµ and Yµ are
linear, therefore we can easily conclude that[
∂
∂Yµ
,
∂
∂Yλ
]
= 0, (5.84)
hence the basis
{
∂
∂Yµ
}
is a coordinate basis as well [108]. This means that we can evaluate the
Riemann-Christoffel symbols and the Riemann curvature tensor for the boosted spacetime metric
(5.45)–(5.54) by setting cabc = 0 in Eqs. (5.77) and (5.79). Nevertheless, these relations are still too
complicated to be computed analytically, and therefore a numerical calculation has been necessary.
Formulas (5.45)–(5.54) show indeed that we are dealing with a spacetime metric represented by
a 4 × 4 matrix whose elements are given by some complicated non-vanishing functions of the Yµ
coordinates. That is why we first tried to compute the Riemann curvature tensor analytically in
terms of tetrads (see Appendix E) before realizing that even this solution was far too complicated.
Thus, the only way we had to compute the Riemann-Christoffel symbols and the Riemann tensor
was represented by numerical calculations. In this way we can evaluate the behavior of spacetime
curvature also in the ultrarelativistic regime, which is the one we are mainly interested in, by
letting the velocity v, defined by the boost relations (5.32)–(5.34), approach gradually the speed
of light [108].
In the following sections we discuss the results of our computation mainly by studying curvature
invariants and the behavior of geodesics in our reference spacetime, since we believe that these
features represent the best tools to describe physically the concept of spacetime curvature. How-
ever, before going on, a little digression on the topic of singularities in general relativity turns out
to be essential.
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5.2.2. Spacetime singularities
Intuitively, a spacetime singularity is a “place” where the curvature “blows up” [5] or, by analogy
with electrodynamics, a point where the metric tensor is either not defined or not suitably differ-
entiable [8]. Regrettably, both these statements are not rigorous definitions that can characterize
the concept of spacetime singularity. First of all, since in general relativity we do not know the
manifold and the metric structure in advance (they are solutions of Einstein field equations), we
are not able to give a physical sense to the notion of an event until we solve Einstein equations,
and hence the idea of a singularity as a “place” has not a satisfactory meaning. Moreover, also
the notion of curvature becoming larger and larger as a general criterion for singularities has
pathological problems. In fact, the bad behavior of components or derivatives of the Riemann
tensor could be ascribed to the coordinate or tetrad basis employed. To avoid this problem, one
might examine scalar curvature invariants constructed from the Riemann tensor or its covariant
derivatives, which in some cases can completely characterize the spacetime (see Ref. [122] for
further details). However, even if the value of some scalar invariants is unbounded, curvature
might blow up only “as one goes to infinity”, a case that we would interpret as a singularity-free
spacetime [5]. Furthermore, spacetimes may be singular without any bad behavior of the curvature
tensor (the so-called “conical singularities” [5]). Lastly, the bad behaviour of the metric tensor at
some spacetime points cannot be a way to define singularities, as one could always cut out such
points and hence the remaining manifold, representing the whole spacetime, would turn out to be
non-singular.
A more satisfactory idea to define singularities consists in using the notion of incompleteness
of timelike geodesics, i.e., geodesics which are inextensible in at least one direction and hence
characterized only by a finite range of the affine parameter. This has the immediate physical
interpretation that there exist freely moving observers or particles whose histories did not exist
after (or before) a finite interval of proper time. Although the physical meaning of affine parameter
on null geodesics is different from the case of timelike ones, we could also regard null geodesic
incompleteness as a good criterion to define spacetime singularities. Thus, timelike and null
geodesic completeness are minimum conditions for spacetime to be considered singularity-free
[8]. However, since there are examples of geodesically complete spacetimes which contain an
inextensible timelike curve of bounded acceleration and finite length [123], we should generalize
the concept of affine parameter to all C1 curves, no matter whether they are geodesics or not. This
fact is linked to the concept of bundle completeness (b-completeness), which we shortly describe
following Refs. [8, 124].
The b-boundary construction is a device to attach to any spacetime a set of boundary points.
Such a boundary point can be considered as an equivalence class of inextensible curves in a
spacetime, whose affine length is finite [8, 124].
Let λ(t) be a C1 curve through a point p of a manifold M and let {Eµ} (like before µ = 1, 2, 3, 4)
be a basis for the tangent vector space at p to the manifold M , TpM . We can propagate {Eµ}
along λ(t) to obtain a basis for Tλ(t)M, ∀t. Then any V = (∂/∂t)λ(t) ∈ Tλ(t)M can be expressed
as V = V µ(t)Eµ and we can define a generalized affine parameter u on the curve λ(t) by [8]
u =
∫
p
(∑
µ
VµV
µ
)1/2
dt. (5.85)
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Let {Eµ′} be another basis of TpM . Then there exists some non-singular matrix Aµν such that
Eν =
∑
µ′
Aµ
′
νEµ′ . (5.86)
As {Eµ′} and {Eµ} are parallely transported along λ(t), this relation is valid with constant Aµν
and hence we have
V µ
′
(t) =
∑
ν
Aµ
′
νV
ν(t). (5.87)
Since Aµν is non-singular, there exists some constant C > 0 such that [8]
C
∑
µ
VµV
µ ≤
∑
µ′
Vµ′V
µ′ ≤ C−1
∑
µ
VµV
µ. (5.88)
Thus, the length of a curve λ is finite in the parameter u if and only if it is finite in the parameter
u′. If λ is a geodesic then u becomes its affine parameter, but the definition given above is still valid
since it has been formulated in terms of a general parameter u defined on any C1 curve. Therefore,
we say that a spacetime (M, g) is b-complete if there exists an endpoint for every C1 curve of finite
length as measured by a generalized affine parameter. We have that b-completeness implies g-
completeness (short for geodesic completeness), but the converse is not true. Therefore, we can
define a spacetime to be singularity-free if it is b-complete. Thence, we recover the fundamental
property outlined before according to which g-completeness represents the minimum condition for
a spacetime to be considered singularity-free.
Therefore, we can classify a singularity represented by the presence of at least one incomplete
geodesic according to whether [5]
1. a curvature invariant blows up along a geodesic (“scalar curvature singularity”),
2. a component of the Riemann tensor or its covariant derivatives in a parallelly propagated
tetrad blows up along a geodesic (“parallely propagated curvature singularity”),
3. no such invariant or component blows up (“non-curvature singularity”).
5.2.3. The Kretschmann invariant
The review of the previous section clearly shows the important role fulfilled by scalar curvature
invariants in the analysis of spacetime singularities. Being coordinate independent, they can
provide important hints regarding the size of curvature and its growth along timelike curves, and
can also characterize curvature singularities [125], while providing important information about the
nature of singularities. For example, in the case of Schwarzschild metric, which can be obtained
from (5.22) by setting a = ∞ (for an unambiguous definition of the notion of limit applied to
spacetimes see Ref. [126]), the Kretschmann invariant (i.e., the Riemann tensor squared) is such
that
RαβγδRαβγδ =
48m2
r6
, (5.89)
in agreement with the fact that in all coordinate systems the real singularity is located only at
r = 0 and not also at r = 2M (i.e., the event horizon).
In order to study the features underlying the Riemann curvature of the spacetime described by
the metric (5.37), we therefore have decided to plot the Kretschmann invariant at different values
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of boost velocity v and study the geodesic equation (dots denote derivatives with respect to the
affine parameter)
Y¨ µ(s) + ΓµνλY˙
ν(s)Y˙ λ(s) = 0, (5.90)
s being the affine parameter of the geodesic having parametric equation Y µ = Y µ(s).
From the analysis of the Kretschmann invariant, we found that it is not defined unless the
inequality (hereafter, numerical values of Y coordinates have downstairs indices, to be consistent
with the notation of previous sections)
(Y1)
2 + (Y2)
2 + (Y3)
2 + (Y4)
2 > a2, (5.91)
is satisfied [108]. Then, we see that the hyperboloid constraint, i.e., condition (5.38), allows us
to define a 3-sphere of radius a where the Kretschmann invariant is not defined. This peculiar
feature of our “boosted spacetime geometry” is indeed obvious if we look at formulas (5.45)–
(5.54), since there the quantities σ and
√
σ always occur at the denominator of the expressions
of gµν , a condition which means that the metric tensor is defined only if the inequality (5.91)
holds. Moreover, it is possible to derive Eq. (5.91) in the regime v < 1 from the analysis of the
Kretschmann invariant of the Schwarzschild-de Sitter metric. In fact, the Kretschmann invariant
associated to (5.22) reads as [108]
RαβγδRαβγδ = 24
(
1
a4
+
2m2
r6
)
, (5.92)
which reduces to (5.89) in the limit a = ∞. Therefore, if we consider only bounded values of a,
it follows immediately from (5.92) that the Schwarzschild-de Sitter metric (5.22) has an unique
singularity located at r = 0. Equation (5.63) clearly shows that the condition r = 0 leads to√
γ2(v
√
σ + Y1)2 + (Y2)2 + (Y3)2 = 0, (5.93)
which, being defined by the sum of squared quantities, in turns implies that
v
√
σ + Y1 = 0,
Y2 = 0,
Y3 = 0.
(5.94)
Thus, because of the presence of the term
√
σ, the condition r = 0 is equivalent to (5.94), provided
that σ ≥ 0. If we now bear in mind that Eqs. (5.45)–(5.54) prevent σ from vanishing, we can
conclude that the only possible choice is σ > 0, which is equivalent to (5.91). In other words,
the presence of the 3-sphere where the Kretschmann invariant is not defined follows directly from
the condition r = 0 which makes the curvature invariant (5.92) diverge [108]. This fact can be
interpreted as a hint indicating that this 3-sphere could represent a singularity of our “boosted
geometry”. Furthermore, it is interesting to note that the locus r = 0 corresponds to the original
position of the point source of the Schwarzschild-de Sitter metric which we have been boosted to
become the two null sources (cf. Eqs. (5.41) and (5.42)) of (5.37). Eventually, if we interpret Y0
as the time coordinate (see (5.32)), we can view (5.91) as a condition on time.
In the Y1 − Y2 plane this 3-sphere becomes the circle with center at Y1 = Y2 = 0 and radius
a depicted in Fig. 5.3, which represents a contour plot of the Kretschmann invariant, i.e., a plot
where each different color corresponds to different values of the Kretschmann invariant. It is
thus possible to appreciate how the values assumed by the Kretschmann invariant increase as we
approach this circle [108].
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Figure 5.3.: Contour plot of the Kretschmann invariant numerically obtained with the following
values of parameters: a = 1, m = 0.1, Y3 = Y4 = 0 and v = 0.99. The dark purple
zone represents the circle of radius a where the Kretschmann invariant is not defined.
182
5.2. Riemann curvature of the boosted Schwarzschild-de Sitter spacetime
5.2.4. Boosted horizon
A really interesting feature characterizing “boosted geometries” is represented by the presence of a
sort of barrier surrounding the 3-sphere where the Kretschmann invariant is not defined, which we
may call “boosted horizon”, in the sense that all geodesics, despite maintaining their completeness
condition, are surprisingly pushed away from it [108]5. We have also discovered [108] that the
extension of the “boosted horizon” depends solely on the boost velocity v, as we will shortly see.
Since we have found that all geodesics are complete, according to standard definitions of general
relativity outlined in Sec. 5.2.2 the “boosted horizon” is not a singularity but, as we will show,
it seems to be a sort of elastic wall which is hit by all particles before they get away. We have
observed this effect numerically, by varying initial conditions of (5.90) and the boost velocity v,
so as to reproduce different physical situations. Figures 5.4 and 5.5 indeed represent one among
the many situations analyzed which witness this “antigravity” effect. These figures show in fact a
particle initially lying on the Y1 = 0 line of Fig. 5.3 and having an initial velocity directed toward
the region where the Kretschmann invariant is not defined. Strikingly, the solution “refuses” to
be attracted by the 3-sphere but, regardless of its initial velocity, the particle always arrives at a
certain point and then it goes away from it, as if an elastic wall was present. We propose to call
this elastic wall “boosted horizon” [108]. The position of such a “boosted horizon” is independent
of the initial velocity of the particle, but depends only on the boost velocity v. In fact, bearing in
mind Fig. 5.3, both for particles coming from “above” (i.e., particles initially lying on the positive
half-line Y2 > 0, Y1 = 0 and with Y
′
2(0) < 0) and for those coming from “below” (i.e., particles
initially lying on the negative half-line Y2 < 0, Y1 = 0 and with Y
′
2(0) > 0), the position of the
“boosted horizon” does not change, as Tab. 5.1 shows. We have numerically checked, for each
line of Tab. 5.1, that the minimum distance of the particle from the boundary of the 3-sphere
is always bigger than its radius a, independently of the particle initial velocity. This means that
the “boosted horizon” is always outside the 3-sphere. For example, we find that, when the boost
velocity v = 0.5, the minimum distance dm = 3.1 when a = 1, and it decreases monotonically as
v increases or decreases, reaching a minimum value of order 1.05÷ 1.10 [108].
The situation becomes somewhat intriguing when the particle lies initially on the Y2 = 0 line
(see Fig. 5.3). In fact, in the cases in which the particle lies initially on the positive half-line
Y1 > 0, Y2 = 0, it always manages to hit the 3-sphere where the Kretschmann invariant is not
defined, even if its initial velocity is extremely low, as we can see from Fig. 5.6. Once the particle
has reached the 3-sphere, its geodesic is not defined anymore and hence, according to the analysis
of Sec. 5.2.2, we can conclude that the 3-sphere of equation (Y1)
2 + (Y2)
2 + (Y3)
2 + (Y4)
2 = a2
defines a “scalar curvature singularity” for our “boosted geometry”, as we have guessed before
[108].
When the particle lies initially on the negative half-line Y1 < 0, Y2 = 0, its geodesic is not
defined even before it reaches the 3-sphere (see Fig. 5.7). This means that another “scalar
curvature singularity” exists. Its position depends only on the boost velocity v and not on the
particle initial velocity. In any case, numerical analysis shows that this kind of singularities exists
only if the particle lies initially on the Y2 = 0 line [108]. We have repeated the same analysis also
by putting Y1 = Y2 = 0 in the relations defining the curvature, i.e., in the Y3 − Y4 plane, and
we have found the same “antigravity effect” of the previous cases, as shown in Figs. 5.8 and 5.9,
5More precisely, one defines an “event horizon” as the boundary of the causal past of future null infinity [8]. In
the ultrarelativistic regime we cannot say if this concept is still valid and hence we talk about “boosted horizon”
as the surface of spacetime surrounding the 3-sphere of radius a where all geodesics, despite being complete, are
pushed away.
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Figure 5.4.: Numerical solution of Eq. (5.90) for the function Y2(s) obtained in the Y1 − Y2 plane
and with initial conditions Y1(0) = Y3(0) = Y4(0) = 0, Y2(0) = 5, Y
′
1(0) = Y
′
3(0) =
Y ′4(0) = 0 and Y ′2(0) = −0.7. The values of parameters are: a = 1, m = 0.1 and
v = 0.9. It is possible to see an “antigravity effect”, since the function Y2(s) is pushed
away from the “boosted horizon”, which is represented by the horizontal line located
at Y2 = 2.12.
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Figure 5.5.: Numerical solution of Eq. (5.90) for the function Y2(s) obtained in the Y1 − Y2 plane
and with initial conditions Y1(0) = Y3(0) = Y4(0) = 0, Y2(0) = −5, Y ′1(0) = Y ′3(0) =
Y ′4(0) = 0 and Y ′2(0) = 0.9. The values of parameters are: a = 1, m = 0.1 and v = 0.9.
The function Y2(s) initially moves toward the “boosted horizon”, i.e. the horizontal
line at Y2 = −2.12, but then it is pushed away.
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boost velocity “boosted horizon” location
(Y2 coordinate)
0.9995 ± 1.02
0.9992 ± 1.02
0.9991 ± 1.02
0.999 ± 1.02
0.99 ± 1.41
0.9 ± 2.12
0.8 ± 2.33
0.7 ± 2.43
0.6 ± 2.48
0.5 ± 2.48
0.4 ± 2.42
0.3 ± 2.42
0.2 ± 2.34
0.1 ± 2.19
0.01 ± 1.52
0.00155 ± 1.00
0.001 ± 0.88
0.0001 ± 0.27
Table 5.1.: Location of the “boosted horizon” as a function of the boost velocity v. The positive
sign refers to particles coming from “above” and the negative to those coming from
“below”. The values of parameters are a = 1 and m = 0.1.
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Figure 5.6.: Numerical solution of Eq. (5.90) for the function Y1(s) obtained in the Y1 − Y2 plane
and with initial conditions Y1(0) = 5, Y2(0) = Y3(0) = Y4(0) = 0, Y
′
1(0) = −0.01,
Y ′2(0) = Y ′3(0) = Y ′4(0) = 0. The values of parameters are: a = 1, m = 0.1 and
v = 0.99. The particle manages to hit the 3-sphere, which is represented by the
horizontal line Y1 = 1.
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Figure 5.7.: Numerical solution of Eq. (5.90) for the function Y1(s) obtained in the Y1 − Y2 plane
and with initial conditions Y1(0) = −5, Y2(0) = Y3(0) = Y4(0) = 0, Y ′1(0) = 0.7,
Y ′2(0) = Y ′3(0) = Y ′4(0) = 0. The values of parameters are: a = 1, m = 0.1 and
v = 0.99. The particle does not manage to hit the 3-sphere but disappears in corre-
spondence of the Y1 = −2.5 line.
which represent some examples among the many situations numerically analyzed. Interestingly,
in this case we have found no “scalar curvature singularities” [108].
In the ultrarelativistic regime (v = 0.9999) the “antigravity effects” are still present but, as is
clear from Tab. 5.1, the position of the boosted horizon tends to that of the singularity 3-sphere
[108].
5.3. The coordinate shift method
An important question arises while dealing with Secs. 5.1 and 5.2, i.e., how to cope with the
Riemann curvature tensor when it has terms proportional to δ2. In fact, from (5.37) it is easy
to understand that the Riemann tensor has got terms involving the products of two Dirac’s δ
distributions (a formal method to cope with multiplication of distributions can be found in Ref.
[127]). This means that the “boosted Riemann tensor” of our “boosted geometry” is in principle
not defined. Anyway, we will be able to show that the δ2 terms appearing in the “boosted Riemann
tensor” vanish in a distributional sense. Unlike the (rather simple) example discussed in Ref. [111],
we will achieve this point in a more difficult way, since the high difficulty of metric (5.37) makes it
quite impossible to write down explicitly all the boosted Riemann tensor components, as pointed
out before. For this reason in this section we will make use of an equivalent method to describe
the gravitational shock-wave of a massless particle, i.e., the coordinate shift method [113, 128] (or,
equivalently, the scissors-and-paste method introduced by Penrose [129]). The equivalence of this
method and the boosting procedure has been demonstrated by the authors of Ref. [113], where it
is explicitly shown that with the new approach it is possible to recover the results of Aichelburg
and Sexl. By exploiting this equivalence between the two methods, we will show in which sense
the δ2 terms appearing in the Riemann tensor of metric (5.37) can be seen as vanishing, leading
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Figure 5.8.: Numerical solution of Eq. (5.90) for the function Y3(s) obtained in the Y3 − Y4 plane
and with initial conditions Y1(0) = Y2(0) = 0, Y3(0) = Y4(0) = −5, Y ′1(0) = Y ′2(0) = 0,
Y ′3(0) = Y ′4(0) = 0.566. The values of parameters are: a = 1, m = 0.1 and v = 0.99.
The “antigravity effect” is once again evident.
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Figure 5.9.: Numerical solution of Eq. (5.90) for the function Y4(s) obtained in the Y3 − Y4 plane
and with initial conditions Y1(0) = Y2(0) = 0, Y3(0) = Y4(0) = −5, Y ′1(0) = Y ′2(0) = 0,
Y ′3(0) = Y ′4(0) = 0.566. The values of parameters are: a = 1, m = 0.1 and v = 0.99.
The “antigravity effect” is once again evident.
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to a well defined spacetime function (in the sense of distributions) [108].
Therefore, this section has two purposes: on one hand it elucidates the features of the new
method, on the other hand it proposes a recipe for the problem concerning the presence of products
of two distributions in the Riemann tensor.
5.3.1. Formal aspects
As we know, the sources of gravitational shock-waves are massless particles moving at the speed
of light. Thus, we could consider particles moving along a null surface such as the event horizon
in the case of black holes. Therefore, another way to introduce a gravitational shock-wave is
through a coordinate shift which reflects this peculiarity. This method can be applied both to
vacuum solutions of Einstein equations [113] and in presence of matter fields and non-vanishing
cosmological constant [128].
Following Refs. [113, 128], we start with a background geometry having line element
ds2 = 2A(u, v)dudv + g(u, v)hij(x)dx
idxj , (5.95)
with i, j = 1, 2 (hereafter v is a spacetime coordinate, unlike the previous sections where it indicates
the boost velocity). We also assume the presence of some matter fields whose non-vanishing
components of the energy-momentum tensor are given by
T = 2 Tuv(u, v, x) dudv + Tuu(u, v, x) du
2 + Tvv(u, v, x) dv
2 + Tij(u, v, x) dx
idxj . (5.96)
Consider a massless particle located at u = 0 and moving with the speed of light in the v-
direction. The coordinate shift method consists in making the ansatz according to which for u < 0
the spacetime is still described by (5.95), whereas for u > 0 we suppose that the background
geometry (5.95) (back-)reacts in such a way that v is shifted as v → v + f(x), where f(x) is a
(shift) function to be determined. Therefore, the resulting line element reads as
ds2 = 2A(u, v + Θf)du
(
dv + Θf,idx
i
)
+ g(u, v + Θf)hij(x)dx
idxj , (5.97)
where Θ = Θ(u) is the Heaviside step function and
T =2 Tuv(u, v + Θf, x) du(dv + Θf,idx
i) + Tuu(u, v + Θf, x) du
2
+ Tvv(u, v + Θf, x) (dv + Θf,idx
i)2 + Tij(u, v + Θf, x) dx
idxj .
(5.98)
With the notation
uˆ = u, vˆ = v + f(x)Θ(u), xˆi = xi, (5.99)
the metric (5.97) assumes the handy form
ds2 = 2Aˆ duˆ
(
dvˆ − δ(uˆ)fˆduˆ
)
+ gˆ hˆij(x) dxˆ
idxˆj
= 2Aˆ duˆdvˆ + Fˆ duˆ2 + gˆ hˆij(x) dxˆ
idxˆj ,
(5.100)
and the energy-momentum tensor becomes
T = 2
(
Tˆuˆvˆ − Tˆvˆvˆ fˆ δˆ
)
duˆdvˆ +
(
Tˆuˆuˆ + Tˆvˆvˆ fˆ
2δˆ2 − 2Tˆuˆvˆ fˆ δˆ
)
duˆ2 + Tˆvˆvˆdvˆ
2 + Tˆijdxˆ
idxˆj , (5.101)
with Fˆ = F (uˆ, vˆ, xˆ) = −2 Aˆ fˆ δˆ and where the hats indicate that the corresponding quantities are
evaluated at uˆ, vˆ, xˆ and δˆ = δ(uˆ) is the δ distribution. We now demand that the metric (5.100)
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satisfies Einstein equation where the energy-momentum tensor is given by Eq. (5.101) plus the the
energy-momentum tensor of the massless particle located at the origin of the transverse x-space
and at u = 0 and moving at the speed of light in the v-direction
T p = T puudu
2 = Tˆ puˆuduˆ
2 = −4p Aˆ2δˆ(2)(xˆ)δˆ(uˆ)duˆ2, (5.102)
where p is the particle momentum. If we suppose that the parts of field equations that do not
involve the function f are automatically satisfied, we find, by examining the terms linear in f δ,
that the necessary and sufficient conditions for being able to introduce a gravitational shock-wave
via a coordinate shift amount to demand that at u = 0 there exist the additional conditions
(hereafter we drop the hat symbol to simplify the notation)
g,v = A,v = Tvv = 0, (5.103)
4hijf −
g,uv
A
f = 32pi p g A δ(2)(x), (5.104)
where
4hij =
1√
h
∂i
√
hhij∂j , (5.105)
is the Laplacian with respect to the 2-metric hij .
A crucial point is represented by the presence of δ2 type terms both in Riemann and in Ricci
tensors. We have found that the only Riemann tensor components of the metric (5.100) depending
on δˆ2 = δ2(uˆ) are given by (dropping like before the hat symbol) [108]
Rvuvu = 2
(
A,uv − A,uA,v
A
)
fδ + 2
(
A,vv
A
− A
2
,v
A2
)
f2δ2, (5.106)
Rvuxiu =
(
2
A,v
A
− g,v
g
)
f,xifδ
2, (i = 1, 2), (5.107)
Rx
i
uxiu =
(
g,v
g
A,v
A
)
f2δ2 + . . . (terms at most linear in δ), (i = 1, 2). (5.108)
Therefore the only Ricci tensor component having δ2 terms is
Ruu =
∑
ρ
Rρuρu = R
v
uvu +R
x1
ux1u +R
x2
ux2u
= 2
(
A,vv
A
− A
2
,v
A2
+
g,v
g
A,v
A
)
f2δ2 + . . . (terms at most linear in δ).
(5.109)
These terms must vanish in a distributional sense, otherwise the Riemann and Ricci tensors are
not defined. Anyway, by considering the conditions (5.103), it is easy to show that the quantities
A,vv
A
,
A2,v
A2
,
g,v
g
,
A,v
A
appearing both in Riemann and in Ricci tensors are of order O(u) or O(u2).
Since all quantities involving δ terms should be intended as distributions to be integrated over
smooth functions, we can conclude that all these δ2 terms give vanishing contribution and hence
both Riemann and Ricci tensors turn out to be under control as functions (in a distributional
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sense) of spacetime coordinates (u, v, x1, x2) [108]. The geodesic equations for the metric (5.100)
obtained by varying the coordinates v and xi are
u¨+
A,u
A
u˙2 − g,v
2A
hij x˙
ix˙j + f
A,v
A
δ u˙2 = 0, (5.110)
x¨i + Γijkx˙
j x˙k +
g,u
g
u˙x˙i +
g,v
g
v˙x˙i +
A
g
δ f,ih
ij u˙2 = 0, (5.111)
where Γijk denote the Christoffel symbols (see Appendix A of Ref. [128] for their lengthy expres-
sion); the geodesic equation obtained from the variation of u is
v¨ +
A,v
A
v˙2 − g,u
2A
hij x˙
ix˙j +
(
f
A,u
A
u˙2 − 2f A,v
A
u˙v˙ − 2f,iu˙x˙i − g,v
A
f hij x˙
ix˙j
)
δ
− fδ′u˙2 + 2f2 δ2 A,v
A
u˙2 = 0.
(5.112)
On performing the integration of the geodesic equations, it is possible to understand how the
original background geometry (5.95) is affected by the presence of a massless particle moving in
the v-direction at u = 0. In fact, as the geodesic trajectory crosses the null surface u = 0 there is
a shift in its v-component expressed by the relation
∆v ≡ v|u=0+ − v|u=0− = f(x), (5.113)
and a refraction effect in the transverse x-plane expressed by the refraction function
Ri(x) ≡ dx
i
du
∣∣∣∣
u=0−
− dx
i
du
∣∣∣∣
u=0+
=
A
g
∣∣∣∣
u=0
f,ih
ij , (5.114)
which measures the change of the angle that the trajectory forms with the u = 0 surface after
having crossed it. Therefore, when a trajectory crosses the u = 0 null surface its v component
suffers from a discontinuity which, according to (5.113), equals f(x), while the other components
remain continuous. Moreover, Eq. (5.114) expresses the fact that the directional derivatives of
f(x) give information about how much the xi components change direction along u while crossing
the surface u = 0.
5.3.2. de Sitter and Schwarzschild-de Sitter backgrounds
As we know, our “boosted geometry” is characterized by a spherical gravitational shock-wave
evolving in de Sitter background. Therefore, within the pattern of the coordinate shift method we
need to employ the metric (5.20). In this case, the computation is quite easy and hence we briefly
expose the results.
The line element (5.20) can be written in the equivalent form
ds2 = −λ˜dt2 + dr
2
λ˜
+ r2dΩ2, (5.115)
dΩ2 = dθ2 + sin2 θdφ2 being the metric on the unit 2-sphere. Bearing in mind Eq. (5.115), in
order to bring (5.20) in the form (5.95), we should introduce the function [128]
F : r → F (r) = exp
[
1
a
∫
dr λ˜−1
]
, (5.116)
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and the independent variables
u = et/a F (r),
v = e−t/a F (r).
(5.117)
Moreover, we have [128]
A(u, v) =
1
2
a2
λ˜
F (r)2
, (5.118)
g(u, v) = r2. (5.119)
Therefore, from the above relations it follows that in the case of de Sitter metric
F (r) = exp
[
a
∫
dr
1
a2 − r2
]
=
√
a− r
a+ r
, (5.120)
along with
A(u, v) =
(
1− r2
a2
)
a2
2
F−2 =
1
2
(r + a)2,
g(u, v) = r2.
(5.121)
Having obtained the following relations for the derivatives [108]:
d
du
=
1
2
(
a e−t/a
F (r)
d
dt
+
e−t/a
F ′(r)
d
dr
)
, (5.122)
d
dv
=
1
2
(
−a et/a
F (r)
d
dt
+
et/a
F ′(r)
d
dr
)
, (5.123)
it is easy to show that conditions (5.103) are satisfied at the null hypersurface u = 0 (i.e., r = a).
At this stage, it is possible to show that the partial differential equation (5.104) satisfied by the
shift function f(θ) becomes [113, 128]
4(2)f − c f = 2pikδ(ξ − 1)δ(φ), (5.124)
with
4(2) = ∂ξ(1− ξ2)∂ξ +
∂2φ
(1− ξ2) , (ξ = cos θ), (5.125)
being the Laplacian on the unit 2-sphere, and k and c being real constants. This equation rep-
resents the usual Legendre equation of order n (n being a solution of n(n + 1) + c = 0) with a
Dirac’s δ appearing on the right-hand side. Therefore, its solutions depend strongly on the values
assumed by the constant c and can be given in terms of Legendre polynomials as
f(θ; c) = −k
+∞∑
l=0
(
l +
1
2
)
[l(l + 1) + c]
Pl(cos θ), c ∈ R− {−N(N + 1), N = 0, 1, ...}. (5.126)
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In the case of de Sitter background, we have
c = −2,
k = 32pa4,
(5.127)
and hence the solution (5.126) assumes the form [128]
f(θ) = 32pa4
[
1− 1
2
cos θ log
(
1 + cos θ
1− cos θ
)]
Θ
(pi
2
− θ
)
, (5.128)
where the Θ-function restricts the solution to the upper hemisphere. The shift function (5.128) is
such that it goes to minus infinity at θ = 0 and then monotonically increases until it reaches the
value 32pa4 at θ =
pi
2
. Thus, there is an angle (θ0 ' 33.52°) where it vanishes. The corresponding
refraction function (cf. Eq. (5.114)) is given by [128]
R(θ) = 64pa4
{[
cos θ
sin 2θ
+
1
2
sin θ log
(
1 + cos θ
1− cos θ
)]
Θ
(pi
2
− θ
)
− δ
(
θ − pi
2
)}
. (5.129)
The first term is a monotonically decreasing function of θ which varies from plus infinity to zero
as we move from the northern pole to the equator. However, exactly there the second term gives
an infinite contribution.
An important remark should be mentioned at this point. Since in this chapter, following Refs.
[108, 117], we have employed the exact form of Schwarzschild-de Sitter metric and not the approx-
imated one (cf. Eqs. (5.22) and (5.21)), it is equally important to describe what happens if we
would adopt a Schwarzschild-de Sitter background. Our exact approach in fact can be considered
as an ultimate case of de Sitter background, because, unlike the authors of Ref. [116], we have not
regarded the mass parameter m as a perturbation of de Sitter metric. However, this does not mean
that our point of view has changed the background where the shock-wave evolves (it is still de
Sitter, Eqs. (5.32)–(5.34) being ruled by the de Sitter group O(1, 4)), but we simply believe that
it is “morally” necessary, also for possible future purposes, a discussion involving Schwarzschild-de
Sitter background geometry.
In the case of Schwarzschild-de Sitter metric, the calculations are more complex and hence we
give some more details than de Sitter geometry. We will follow Ref. [108]. From Eqs. (5.115)–
(5.119) jointly with (5.22) and (5.95) we have that
F (r) = exp
[
1
a
∫
dr
ra2
(ra2 − r3 − 2ma2)
]
, (5.130)
A(u, v) =
(
1− 2mr − r
2
a2
)
a2
2
F−2, (5.131)
g(u, v) = r2. (5.132)
By performing the integration, we have found that [108]
F (r) = exp
[
a
r1(r3 − r2) log(r − r1) + r2(r1 − r3) log(r − r2) + r3(r2 − r1) log(r − r3)
(r1 − r2)(r1 − r3)(r2 − r3)
]
, (5.133)
r1,r2 and r3 being the three roots of the cubic equation
r3 − ra2 + 2ma2 = 0, (5.134)
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whose values are given by [108]
r1 =
1
31/3
(
a2
Υ
+
Υ
31/3
)
, (5.135)
r2,3 =
1
2
1
31/3
(
−
(
1± i√3 ) a2
Υ
−
(
1∓ i√3 )Υ
31/3
)
, (5.136)
where Υ is defined as
Υ ≡
(
−9a2m+
√
3
√
27a4m2 − a6
)1/3
. (5.137)
In other words, Eqs. (5.135) and (5.136) describe the three null surfaces where the metric (5.22)
blows up, and hence the three horizons that characterize this geometry. With the hypothesis
a/m >
√
27 (which is respected by the choice a = 1 and m = 0.1 adopted in the previous sections)
the discriminant of (5.134) becomes negative and then (5.135) and (5.136) turn out to be real
roots. This condition allows us to write the quantities (5.135) and (5.136) in trigonometric form.
We obtain [108]
r1 =
2a√
3
cos
(ϕ
3
)
, (5.138)
r2,3 = − 2a√
3
cos
(
ϕ∓ pi
3
)
= − a√
3
(
cos
ϕ
3
±
√
3 sin
ϕ
3
)
, (5.139)
where cosϕ =
√
27m/a. Note also that the roots (5.135) and (5.136) are characterized by the fact
that r1 + r2 + r3 = 0 and r1r2r3 = −2ma2. Now, we can write (5.133) as
F (r) =
3∏
i=1
(r − ri)ki , (5.140)
where the three constants ki (i = 1, 2, 3) are given by
k1 =
ar1(r3 − r2)
kr
, (5.141)
k2 =
ar2(r1 − r3)
kr
, (5.142)
k3 =
ar3(r2 − r1)
kr
, (5.143)
with kr = (r1− r2)(r1− r3)(r2− r3). Therefore, bearing in mind (5.117) and (5.131) we have that
A(u, v) = − 1
2r
3∏
i=1
(r − ri)1−2ki , (5.144)
u = et/a
3∏
i=1
(r − ri)ki , (5.145)
v = e−t/a
3∏
i=1
(r − ri)ki , (5.146)
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and in particular we can satisfy the condition u = 0 by choosing r = ri (i = 1, 2, 3). Next, we
have to show that conditions (5.103) are satisfied. Bearing in mind Eqs. (5.122) and (5.123), we
find that [108]
g,v = e
t
a
r(r − r1)1−k1(r − r2)1−k2(r − r3)1−k3
k1(r − r2)(r − r3) + k2(r − r1)(r − r3) + k3(r − r1)(r − r2) , (5.147)
so that
lim
u→0
g,v = 0, if and only if ki < 1. (5.148)
Furthermore [108],
A,v = e
t
a
(r − r1)1−3k1(r − r2)1−3k2(r − r3)1−3k3
4r2 [k1(r − r2)(r − r3) + (r − r1)(k2(r − r3) + k3(r − r2)]2
F , (5.149)
where F = F(r, ri, ki) is a function of r, the roots (5.135) and (5.136), and the constants ki (which
in turns tend to a constant when r → ri), whose particular form is not of any special interest. We
can then conclude that
lim
u→0
A,v = 0, if and only if ki < 1/3. (5.150)
By virtue of Eqs. (5.148) and (5.150) we can say that conditions (5.103) are satisfied provided
that [108]
ki < 1/3, (i = 1, 2, 3). (5.151)
In the case of Schwarzschild-de Sitter black hole, (5.124) depends on the ratio a/m and thus
possesses two branches of solutions for the constants c and k. In the branch where the null
hypersurface is described by a positive value of r we have that [108]
c =
(r1 − r3)(r3 − r2)
a2
= 2 sin
(ϕ
3
) [√
3 cos
(ϕ
3
)
− sin
(ϕ
3
)]
, (5.152)
while the constant k is always positive, with precise value which is not of particular interest.
The inequality a/m >
√
27 is equivalent to the obvious condition cosϕ < 1, moreover the null
hypersurface u = 0 where the massless particle is placed corresponds to r = r3 (see Eq. (5.139)).
The condition r3 > 0 implies that (for positive values of m and a)
ϕ ∈ (pi/2, 3/2pi], (5.153)
so that
c ∈ (−2, 0) ∪ (0, 1) if ϕ ∈ (pi/2, pi) ∪ (pi, 3
2
pi). (5.154)
The boundary cases c = −2 (ϕ = 3
2
pi) and c = 1 (ϕ = pi/2) correspond to de Sitter spacetime
(cf. Eq. (5.127)) and Schwarzschild black hole, respectively, whereas the case c = 0 (ϕ = pi) is
similar to the extremal Reissner-Nordstro¨m charged black hole. As we pointed out before, the
shift function f(θ) is given by Eq. (5.126). For
1
4
≤ c < 1, an integral representation of the
solution is given by [128]
f(θ; c) =
−k√
2
+∞∫
0
ds cos(
√
c− 1/4 s) 1√
cosh s− cos θ
=
−kpi
2 cosh(
√
c− 1/4 pi)F (1/2− i
√
c− 1/4, 1/2 + i
√
c− 1/4; 1; cos2 θ
2
),
(5.155)
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where F (a, b; c; z) is the Gaussian or ordinary hypergeometric function (already encountered at the
end of Sec. 2.1.5). For 0 < c ≤ 1
4
the solution is given by replacing
√
c− 1/4 by i√1/4− c and
the trigonometric functions by hyperbolic ones, and vice versa. In both cases the shift function
blows up at the point of the unit 2-sphere where the particle is located, i.e., at the northern pole
θ = 0. Moreover, it is everywhere negative and for fixed c it is a monotonically increasing function
of θ ∈ [0, pi], approaching a non-vanishing constant at θ = pi. For fixed θ it also monotonically
increases as a function of c ∈ (0, 1). The refraction function (5.114) is given by
R(θ; c) =
(
A
g
)∣∣∣∣
u=0
∂θf(θ; c). (5.156)
It is a monotonically decreasing function of θ such that lim
θ→0
R(θ; c) = +∞ and lim
θ→pi
R(θ; c) = 0.
Thus, both the shift function and the refraction function blow up at θ = 0 and reach their minimum
magnitudes at the southern pole θ = pi, where the refraction phenomenon disappears even if a
particle trajectory is still discontinuous since f(pi; c) 6= 0. For −2 < c < 0, the shift function is
given by the integral representation
f(θ; c) =
−k
2c
− k
+∞∫
0
ds cosh(
√
1/4− c s)
(
1/
√
2√
cosh s− cos θ − e
−s/2
)
. (5.157)
The solution again blows up at θ = 0 and it monotonically increases as we move from θ = 0 to
θ = pi. Moreover, it changes from negative to positive values at an angle θ0 that depends on the
value assumed by the constant c and reaches its minimum at θ = 0. On the other hand, the
refraction function is a monotonically decreasing function of θ [108].
As we can see, the conditions found in this section via the coordinate shift method are not
in contrast with the results obtained through the boosting procedure of the previous sections.
We have shown in fact that the “boosted horizon” gives rise to a sort of “antigravity effect”
which, in light of the results displayed in this section, can be read as the refraction phenomenon
described by the function (5.114). It represents an important point the fact that these effects
take place in a non-singular region of spacetime, i.e., the “boosted horizon” (for the boosting
picture) and at the null hypersurface u = 0 (in the coordinate shift method). Moreover, the
presence of the singularity 3-sphere where the Kretschmann invariant is not defined could be
probably related to the discontinuity of the v component defined by Eq. (5.113). The fact that
in the ultrarelativistic regime the “boosted horizon” and the singularity 3-sphere positions’ get
blurred (as shown in Tab. 5.1) represents a clue in favour of this hypothesis. To make clearer
the equivalence between the boost and the coordinate shift methods, one should be able to relate
the coordinates (u, v, x1, x2) exploited in this section with the boosted coordinates (Y1, Y2, Y3, Y4)
occurring in the four-dimensional metric components (5.45)–(5.54). This can be done with the
help of the results enlightened in Sec. 5.1.4. In fact, as we said before, Eqs. (5.63), (5.66)–(5.70),
represent the relations which link (t, r, θ, φ) to (Y1, Y2, Y3, Y4). By exploiting these outcomes, it is
possible to express (u, v, θ, φ) as functions of (Y1, Y2, Y3, Y4).
Therefore, by employing the equivalence between the two frameworks and the relations linking
the two sets of coordinates, it is possible to relate all the results obtained through the coordinate
shift method to those achieved through the boosting procedure. This means that the considerations
made within the coordinate shift method about how handling the δ2 terms in the Riemann tensor
(see Eqs. (5.106)–(5.108)) are valid also if we use the boost picture. Thus, the severe singularities
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of the Riemann tensor associated with the metric (5.37) can be considered to be under control
[108].
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The most astonishing result of the first part of this thesis is surely represented by the fact that,
thanks to the modern Satellite/Lunar Laser Ranging technique, our effective field theory pattern
produces testable (of the order of few millimetres) low-energy quantum gravity effects in a close
and familiar system like the one made up of the Earth and the Moon. This represents a novel
feature in the context of quantum gravity, since all other quantum frameworks of gravitation (e.g.,
string theory, loop quantum gravity, f(R)-theories, and so forth) are unable to produce detectable
results, even in the large-scale structure of the universe.
In chapter 1, we have first outlined the features of effective field theories and then we have
applied such a framework to the quantization of general relativity, deriving in particular the Feyn-
man rules for the gravitational field (Eqs. (A.1)–(A.7)). By considering only the non-analytical
contribution resulting form the propagation of massless particles and their low-energy couplings in
Feynman diagrams, we have achieved the expressions (1.94)–(1.96) defining the quantum corrected
Newtonian potential. The resulting quantum theory is not affected by ultraviolet divergences, pro-
vided that the full Lagrangian of gravity is endowed with a never ending set of higher-derivative
terms compatible with the symmetries and with the general covariant criterion underlying general
relativity. Anyway, the low-energy regime is ruled only by the Einstein-Hilbert sector of the theory.
We have seen that within this domain three types of potentials are expected, depending on the
definition adopted: one-particle reducible, scattering and bound-states potential. All calculations
carried out in this manuscript have been performed by taking into account the aforementioned
choices.
In the second chapter we have applied the effective field theory point of view to the restricted
three-body problem of celestial mechanics involving the Earth and the Moon as the primaries.
Our contribution has been precisely a systematic investigation of the ultimate consequences of
such a pattern. We have first derived the sufficient conditions (2.61), (2.67), (2.69), (2.71), (2.73),
(2.75), and (2.77), which in an original way imply that some changes of qualitative features are
unavoidable with respect to Newtonian theory, regardless of the choice of signs made in (1.94)–
(1.96), although five out of seven sufficient conditions are fulfilled with the choice of scattering
potential. Moreover, we have shown that the coordinates of non-collinear Lagrangian points
are found by solving (both numerically and analytically by means of the pattern developed by
Tschirnhaus, Bring, Jerrard, and Birkeland) the algebraic equations of fifth degree (2.81) and
(2.89), and the resulting corrections on corresponding Newtonian values, obtained for the first
time in the class of effective theories of gravity, are given in Tab. 2.2. On the other hand, the
position of collinear libration points are governed by the ninth degree algebraic equations (2.216)
and (2.218), quantum corrections being reported in Tab. 2.10. After a digression on the subject of
variational equations, first-order stability for the five equilibrium points of the Earth-Moon system
has been studied. We have proved therein that, provided the scattering potential is employed,
L1, L2, and L3 are still unstable, while L4 and L5 continue to be stable to first order also in
the quantum corrected regime. Furthermore, displaced orbits have been evaluated in the quantum
corrected domain, when the condition for the existence of such orbits is affected by terms resulting
from a solar sail model. We have found that, even when the quantum corrected potential (1.94) is
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adopted, displaced periodic orbits are of elliptical shape (see Figs. 2.14 and 2.16) at all Lagrangian
points, as in Newtonian theory.
Chapter 3 is dedicated to the full three-body problem and the restricted four-body problem in
effective field theories of gravity. A central role is obviously fulfilled by the Earth and the Moon,
like for the previous chapter. The aim of this chapter consists in making more realistic the model
outlined in this thesis, because we hope that it could be part of some future space mission aimed
at testing it in the future. As far as the full three-body problem is concerned, Eqs. (3.118) and
(3.123) for the evaluation of solutions of the variational equations are our main original result. We
have arrived at a broad framework that presents formidable technical difficulties, which is not the
same as solving our equations. In fact, in the algorithm proposed the repeated application of a
2× 2 matrix of first-order linear differential operators occurs. In addiction, we have seen how the
extreme smallness of Planck length jointly with Poincare´ theorem on periodic solutions lead to
the existence of periodic orbits even at quantum level. The restricted four-body problem has been
analysed in order to study the effects of the Sun in the Earth-Moon system both in the classical
and in the quantum corrected context. In fact, we have demonstrated that also in the quantum
regime the presence of the Sun makes the planetoid ultimately escape from the triangular libration
points, which therefore can be considered as “stable” equilibrium points only during the length
of observations. Unless we consider solar radiation pressure, from Eqs. (3.153)–(3.155) we have
obtained a plot describing the spacecraft motion about L4 (Fig. 3.4), which is slightly modified if
compared with the corresponding classical one (Fig. 3.2). If we instead take into account the solar
radiation pressure, the differences between classical and quantum theory become more evident.
The presence of solar pressure in the classical case, in fact, makes just the planetoid go away from
the Lagrangian points L4 more rapidly (see Fig. 3.6), but in the quantum case, before escaping
away from the libration point L4, the planetoid is characterized by a less chaotic and irregular
motion, as is clear from Fig. 3.7. This feature remains true also if we consider several initial
velocities for the planetoid (Figs. 3.8 and 3.9). In particular, we have shown that the reduction of
the envelope of the planetoid motion becomes more evident in the quantum case. After that, we
have calculated the impulse needed for the stability of the spacecraft at L4 both in the classical
and in the quantum regime. These values, as witnessed by Eqs. (3.165) and (3.166), are a little bit
different and therefore they suggest sending two satellites at L4 and L5, respectively, and checking
which is the impulse truly needed for stability, in order to find out which is, between the classical
and the quantum one, the best theory suited to describe these phenomena.
The fourth chapter deals with a theory involving quantum corrections to Einstein gravity, rather
than to Newtonian model. First of all, we have performed a comparison between Newtonian
gravity and general relativity, since of course the latter is the most successful theory describing
gravitational interactions, at least in the Solar System. By evaluating the points where the gradient
of the potential (4.31) vanishes, we have solved the algebraic equation describing the position of
Lagrangian points. The distances of non-collinear Lagrangian points from the primaries are given
in terms of the solutions of Eqs. (4.45) and (4.46) (or equivalently Eqs. (4.47) and (4.48)) and
are summarized in Tab. 4.1. As far as collinear Lagrangian points are concerned, we have to
focus on Eqs. (4.68) and (4.80) and on Tab. 4.3. After that, we have outlined the features of
the new quantum theory whose underlying classical theory is represented by general relativity.
By applying the map (4.92) and (4.94) to the Lagrangian (4.22) that general relativity provides
for the restricted three-body problem, we have ended up with the quantum corrected Lagrangian
(4.95) which, by means of Euler-Lagrange equations (4.96) together with the conditions ξ¨ = η¨ =
ζ¨ = ξ˙ = η˙ = ζ˙ = ζ = 0, has led us to the corrections of Tab. 4.5. The possibility of mapping the
effective potential of Newtonian gravity into an effective potential similar to the one of general
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Table 5.2.: General relativity corrections on the position of Newtonian Lagrangian points for the
Sun-Earth system obtained by solving Eqs. (4.47), (4.48), (4.68), and (4.80). The
differences involved refer to the distances of the Sun from the planetoid
General relativity corrections on the Sun-Earth system
Li Corrections
L1 rGR − rcl = 4.8 m
L2 rGR − rcl = −5.0 m
L3 rGR − rcl = −0.3 cm
L4,5 rGR − rcl = −0.3 cm
relativity (cf. (4.101) and (4.102)) adds evidence in favour of the choice of κ1 and κ2 appropriate
for bound-states potential. If we bear in mind that such a pattern leads also to a correct evaluation
of the perihelion shift of Mercury, we can conclude that bound-states potential could be the best
choice in the context of quantum corrected phenomena occurring in celestial mechanics.
Following the model developed in chapter 4, relativistic corrections to Newtonian Lagrangian
points have been evaluated also for the Sun-Earth and the Sun-Jupiter systems (Tabs. 5.2 and
5.3). In particular, the values reported in Tab. 5.3 are in modulus the same as the ones obtained
by Yamada and Hasada. Nevertheless, also the quantum corrected model outlined in this thesis
could be applied to such systems, but we feel that we first need to deal with the delicate point
regarding all the possible perturbations occurring therein. In fact, as we said before theoretical
predictions presented in this thesis are testable in light of modern advances in Lunar/Laser Ranging
technique, but several perturbations, of gravitational and non-gravitational nature, may (slightly)
modify such outcomes. Thus, if one wants to test the tiny corrections provided both by effective
field theories of gravity and general relativity, it is necessary to perform a theoretical investigation
of all conceivable perturbations of the Earth-Moon-satellite system. Therefore, it will become
important to describe the solar system dynamics in general relativity. This will represent the aim
of the NEWREFLECTIONS experiment. However, at this stage two fundamental questions could
be asked:
1. Which is the best theory between effective field theories and general relativity, if one wants
to describe celestial mechanics phenomena?
2. Can we claim that the theoretical pattern developed in this thesis may represent a test bed
between effective theories and general relativity (at least within the Solar System)? In other
words, will it be possible, on experimental ground based on the corrections evaluated in this
manuscript, to determine whether the effective field theory approach to general relativity is
valid?
The second part of this thesis deals with the high-energy regime of quantum gravity. Here we
have numerically evaluated, for the first time in the literature, the Riemann curvature of a boosted
spacetime in the ultrarelativistic limit v → 1, starting from the Schwarzschild-de Sitter spacetime
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Table 5.3.: General relativity corrections on the position of Newtonian Lagrangian points for the
Sun-Jupiter system obtained by solving Eqs. (4.47), (4.48), (4.68), and (4.80). The
differences involved refer to the distances of the Sun from the planetoid
General relativity corrections on the Sun-Jupiter system
Li Corrections
L1 rGR − rcl = 30 m
L2 rGR − rcl = −38 m
L3 rGR − rcl = −1 m
L4,5 rGR − rcl = −1 m
metric (5.22). We have exploited the fact that a de Sitter space can be seen as a four-dimensional
hyperboloid embedded in a flat five-dimensional spacetime satisfying the constraint (5.14). After
that, we have introduced the boosting procedure through the relations (5.32)–(5.34) which make it
possible to obtain the boosted Schwarzschild-de Sitter metric (5.36), whose ultrarelativistic limit
is represented by (5.37). By exploiting the hyperboloid constraint (5.14) we have then expressed
(5.36) in the manifestly four-dimensional form (5.45)–(5.54). By virtue of (5.14), the metric
components (5.45)–(5.54) are defined only if σ > 0, σ being defined by relation (5.43). This fact is
strictly related to inequality (5.91). In fact, {∂/∂Yµ} being a coordinate basis, we have numerically
computed the Riemann curvature tensor by using the usual relations of general relativity, and to
better understand the features of curvature we have studied both the Kretschmann invariant and
the geodesic equation (5.90). We have indeed found that the Kretschmann invariant is not defined
unless (5.91) holds and thus we have just concluded that there exists a 3-sphere of radius a where
the spacetime possesses a “scalar curvature singularity”. In fact, from the numerical analysis of the
geodesic equation, we have found that if the particle lies initially on the positive half-line Y1 > 0,
Y2 = 0 of Fig. 5.3 it always reaches the 3-sphere (Fig. 5.6). After that, its geodesic is no longer
defined and hence we can conclude that the 3-sphere of equation (Y1)
2 +(Y2)
2 +(Y3)
2 +(Y4)
2 = a2
defines a “scalar curvature singularity” for the “boosted geometry” under investigation. When
the particle lies initially on the negative half-line Y1 < 0, Y2 = 0, its geodesic is not defined even
before it manages to reach the 3-sphere (see Fig. 5.7): there exists another “scalar curvature
singularity” whose position depends solely on the boost velocity v. We have also discovered that
“boosted geometries” are characterized by the presence of a sort of elastic wall surrounding the
singularity 3-sphere whose coordinates depend only on the boost velocity (see Tab. 5.1). All
geodesics indeed, despite being complete, are always pushed away from there, as Figs. 5.4 and 5.5
show. We propose to call this barrier “boosted horizon” because, as in the case of Schwarzschild
geometry, it is not a singularity of spacetime, but it is related to a sort of “antigravity effect”
that should rule “boosted geometries”. As we know, boosted geometries are characterized by the
fact that both the spacetime metric and the Riemann curvature tensor assume a distributional
nature in the ultrarelativistic regime. This regime is still governed by “antigravity effects”, with
the peculiarity that “boosted horizon” and singularity 3-sphere tend to overlap.
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Eventually, we have analysed the geometry of the metric (5.22) through the coordinate shift
method. We have proved that this new picture is equivalent to the boosting procedure and we have
demonstrated how it solves the issues related to the presence of δ2 terms in the Riemann tensor.
In particular, the “antigravity effects” emerged at the “boosted horizon” have been ascribed to
the refraction phenomenon described by the function (5.114). Moreover, the fact that in the
ultrarelativistic regime the “boosted horizon” position’s tends to that of the singularity 3-sphere
could be related to the fact that, in the coordinate shift method picture, when the particle crosses
the null surface located at u = 0 it suffers a discontinuity in its v-component (Eq. (5.113)) while
the xi components are refracted according to (5.114). This is a really delicate point as, unlike the
singularity 3-sphere, both the null hypersurface u = 0 (coordinate shift method) and our “boosted
horizon” (boosted picture) do not define a spacetime singularity, and we feel that some more efforts
should be produced in this direction. The equivalence between the two methods, which can be
formally made manifest for our “boosted geometry” by Eqs. (5.63), (5.66)–(5.70), has enabled us
to conclude that the Riemann tensor associated with metric (5.37) is defined and has a behavior
under control.
We suppose that “antigravity effects” may result from the cosmological constant Λ = 3/a2 > 0
occurring in the Schwarzschild-de Sitter metric (5.22) (a positive Λ represents a repulsive inter-
action), while “scalar curvature singularities” might be related to the presence of a more exotic
object, i.e., a firewall, which can be a possible solution to an apparent inconsistency in black hole
complementarity.6
6See Refs. [130, 131, 132, 133, 134].
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A. Summary of Feynman rules for quantum
gravity
In this appendix we list the Feynman rules employed in this thesis. We make use of the de Donder
gauge and the flat Minkowski background. In the case of gravity-scalar interacting vertices (A.6)
and (A.7) we always use the convention on four-momentum conservation p′ − p = q.
Scalar propagator
The massive scalar propagator is represented by the Feynman propagator and it reads as
∆F (q) =
i
q2 −m2 + i . (A.1)
q
Figure A.1.: The propagator for massive scalar particles.
Graviton propagator
The graviton propagator is given by
Dµνρσ(k) = i
Pµνρσ
k2 + i
, (A.2)
with
Pµνρσ = 1
2
(ηµρηνσ + ηµσηνρ − ηµνηρσ). (A.3)
µν ρσ→ k
Figure A.2.: The graviton propagator.
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Three-graviton vertex
The three-graviton vertex has the form [2]
τµναβγδ(k, q) = −
iχ
2
(
Pαβγδ
[
kµkν + (k − q)µ(k − q)ν + qµqν − 3
2
ηµνq2
]
+ 2qλqσ
[
IλσαβI
µν
γδ + I
λσ
γδI
µν
αβ − IλµαβIσνγδ − IσναβIλµγδ
]
+
[
qλq
µ
(
ηαβI
λν
γδ + ηγδI
λν
αβ
)
+ qλq
ν
(
ηαβI
λµ
γδ + ηγδI
λµ
αβ
)
− q2
(
ηαβI
µν
γδ + ηγδI
µν
αβ
)
− ηµνqλqσ
(
ηαβIγδλσ + ηγδIαβλσ
)]
+
[
2qλ
(
IσναβIγδλσ(k − q)µ + IσµαβIγδλσ(k − q)ν
− IσνγδIαβλσkµ − IσµγδIαβλσkν
)
+ q2
(
IσµαβI
ν
γδσ + I
σµ
γδI
ν
αβσ
)
+ ηµνqλqσ
(
IαβλρI
ρσ
γδ + IγδλρI
ρσ
αβ
)]
+
{(
k2 + (k − q)2
)(
IσµαβI
ν
γδσ + I
σν
αβI
µ
γδσ −
1
2
ηµνPαβγδ
)
−
(
k2 ηγδI
µν
αβ + (k − q)2ηαβIµνγδ
)})
,
(A.4)
where
Iαβγδ =
1
2
(ηαγηβδ + ηαδηβγ). (A.5)
Note that the graviton with Lorentz indices µν represents a background graviton, which therefore
has not to be used within any loop.
µν → q
αβ
k
→
γδ
→
Figure A.3.: The three-graviton vertex.
Two scalar-one graviton vertex
The expression for the two scalar-one graviton vertex is [2]
τµν(p, p
′,m) =
−iχ
2
[
pµp
′
ν + pνp
′
µ − ηµν
(
p · p′ −m2)] . (A.6)
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µν
→ q
p′
p
Figure A.4.: The two scalar-one graviton vertex.
Two scalar-two graviton vertex
This vertex can be expressed as [2]
τηλρσ(p, p
′,m) =
iχ2
2
[
IηλαδI
δ
βρσ
(
pαp′β + pβp′α
)
− 1
2
(ηηλIρσαβ + ηρσIηλαβ) p
βp′α
− 1
2
(
Iηλρσ − 1
2
ηηληρσ
)(
p · p′ −m2)].
(A.7)
p
p′
ρσ
ηλ
→
k
←
k − q
Figure A.5.: The two scalar-two graviton vertex.
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B. Useful integrals
All the integrals needed to calculate the Feynman diagrams presented in this thesis are displayed
in this appendix [2, 32].
Fourier transforms
Fourier transformations have been applied to Feynman diagram calculations in order to recover
the potential VQ(r) of Eq. (1.94). The following Fourier integrals are useful:∫
d3q
(2pi)3
eiq·r = δ(3)(r), (B.1)
∫
d3q
(2pi)3
eiq·r
1
|q|2 =
1
4pir
, (B.2)
∫
d3q
(2pi)3
eiq·r
1
|q| =
1
2pi2r2
, (B.3)
∫
d3q
(2pi)3
eiq·r log
(|q|2) = − 1
2pir3
. (B.4)
Integrals needed in the calculation of Feynman diagrams
The evaluation of the various diagrams presented in this thesis can be carried on by employing
the integrals listed here [1, 2, 32]. We start with the conventions used. In the derivation of the
one-particle reducible potential, Figs. 1.8 and 1.9 are characterized by two external momenta
which are indicated with k (initial or ingoing) and k′ (final or outgoing). Their on-shell condition
reads as
k2 = k′
2
= m2, (B.5)
and they are such that the momentum conservation can be written in the form
k − k′ = q, (B.6)
q being the graviton transferred momentum. Therefore, we have
(k − k′)2 = 2m2 − 2k′ · k = q2 ⇒
k′ · k = m2 − q
2
2
.
(B.7)
Moreover,
k · q = k · (k − k′) = q2
2
, (B.8)
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k′ · q = k′ · (k − k′) = −q2
2
, (B.9)
and hence
k · q = −k′ · q = q
2
2
. (B.10)
In the cases of the scattering and bound-state potential, the external momenta are k1, k3 (ingoing)
and k2, k4 (outgoing) and the mass-shell condition is
(k1)
2 = (k2)
2 = (m1)
2,
(k3)
2 = (k4)
2 = (m2)
2,
(B.11)
whereas the momentum conservation is given by
k1 − k2 = k4 − k3 = q. (B.12)
From these relations it follows that
(k1 − k2)2 = (k1)2 + (k2)2 − 2k1 · k2 = q2 ⇒
k1 · k2 = (m1)2 − q
2
2
,
(B.13)
and similarly
k3 · k4 = (m2)2 − q
2
2
, (B.14)
whereas by exploiting the knowledge of the Mandelstam variables s = (k1 + k3)
2 = (k4 + k2)
2 and
u = (k3 − k2)2 = (k1 − k4)2 we also have that
k1 · k3 = k2 · k4, (B.15)
k1 · k4 = k2 · k3. (B.16)
Furthermore, the following identities turn out to be very useful:
k1 · q = k1 · (k1 − k2) = q
2
2
, (B.17)
k2 · q = k2 · (k1 − k2) = −q
2
2
, (B.18)
k3 · q = k3 · (k4 − k3) = −q
2
2
, (B.19)
k4 · q = k4 · (k4 − k3) = q
2
2
, (B.20)
which means that we have
k1 · q = −k2 · q = −k3 · q = k4 · q = q
2
2
. (B.21)
The integrals used in the calculations of the Feynman diagrams are
H =
∫
d4l
(2pi)4
1
l2 (q ± l)2 =
i
32pi2
(
−2L˜
)
+ . . . , (B.22)
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Hµ =
∫
d4l
(2pi)4
lµ
l2 (q ± l)2 =
i
32pi2
qµ
(
±L˜
)
+ . . . , (B.23)
Hµν =
∫
d4l
(2pi)4
lµlν
l2 (q ± l)2 =
i
32pi2
[
qµqν
(
−2
3
L˜
)
− q2ηµν
(
−1
6
L˜
)]
+ . . . , (B.24)
together with
I =
∫
d4l
(2pi)4
1
l2 (q ± l)2
[
(k + l)2 −m2
] = i
32pi2m2
(
−L˜− S˜
)
+ . . . , (B.25)
Iµ =
∫
d4l
(2pi)4
lµ
l2 (q ± l)2
[
(k + l)2 −m2
]
=
i
32pi2m2
{
−kµ
[(
1 +
1
2
q2
m2
)
L˜+
1
4
q2
m2
S˜
]
± qµ
(
L˜+
1
2
S˜
)}
+ . . . ,
(B.26)
Iµν =
∫
d4l
(2pi)4
lµlν
l2 (q ± l)2
[
(k + l)2 −m2
]
=
i
32pi2m2
{
−qµqν
(
L˜+
3
8
S˜
)
+
q2ηµν
2
(
1
2
L˜+
1
4
S˜
)
− kµkν
(
q2
2m2
)(
L˜+
1
4
S˜
)
± (qµkν + qνkµ)
[
1
2
(
1 +
q2
m2
)
L˜+
3
16
q2
m2
S˜
]}
+ . . . ,
(B.27)
Iµνα =
∫
d4l
(2pi)4
lµlν lα
l2 (q ± l)2
[
(k + l)2 −m2
]
=
i
32pi2m2
{
±qµqνqα
(
L˜+
5
16
S˜
)
∓ q
2
2
(ηµνqα + ηµαqν + ηναqµ)
(
1
3
L˜+
1
8
S˜
)
+
q2
m2
[
−1
6
kµkνkα ± (qµkνkα + qνkµkα + qαkµkν)
(
1
3
L˜+
1
16
S˜
)]
− (qµqνkα + qµqαkν + qνqαkµ)
[(
1
3
+
1
2
q2
m2
)
L˜+
5
32
q2
m2
S˜
]
+
1
12
q2 (ηµνkα + ηµαkν + ηναkµ) L˜
}
+ . . . ,
(B.28)
where we have set L˜ = log
(−q2), S˜ = (pi2m) /√−q2 and k indicates the (on-shell) external
momentum satisfying k · q = q2/2. This fact means that for the diagrams involved in the one-
particle reducible potential k coincides with the only ingoing momentum, whereas for the scattering
and bound-state potentials k can be either k1 or k4. Ellipses denote that both higher-order non-
analytic contributions and analytic terms have been dropped. In some cases the integrals are
used with k replaced by some (on-shell) −k˜, provided that k˜ · q = −q2/2. This point is crucial
because, bearing in mind the above relations, it means that the results can be obtained through
the replacement
k → −k˜ =
{
−k′, (one− particle reducible),
−k2,−k3, (scattering or bound− states). (B.29)
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For the box and crossed-box diagrams (Figs. 1.10 and 1.11), we exploit the integrals1
G =
∫
d4l
(2pi)4
1
l2 (q + l)2
[
(k1 + l)
2 − (m1)2
] [
(k3 − l)2 − (m2)2
]
=
i
16pi2m1m2q2
[(
1− w
3m1m2
)
L˜− ipim1m2
(m1 +m2) p
]
+ . . . ,
(B.30)
G′ =
∫
d4l
(2pi)4
1
l2 (q + l)2
[
(k1 + l)
2 − (m1)2
] [
(k4 + l)
2 − (m2)2
]
=
i
16pi2m1m2q2
[(
−1 + W
3m1m2
)
L˜
]
+ . . . ,
(B.31)
where again we have written down only the lowest-order non-analytical terms and where we have
defined
w = k1 · k3 −m1m2, (B.32)
W = k1 · k4 −m1m2, (B.33)
and
p =
√√√√[s− (m1 +m2)2] [s− (m1 −m2)2]
4s
, (B.34)
being the mass center momentum.
For the above integrals the non-analytic terms satisfy various constraints that can be verified
on-shell, such as
qµHµ = ∓q
2
2
H + . . . , (B.35)
qµHµν = ∓q
2
2
Hν + . . . , (B.36)
ηµνHµν = 0 + . . . , (B.37)
qµIµ = ∓q
2
2
I + . . . , (B.38)
qµIµν = ∓q
2
2
Iν + . . . , (B.39)
qµIµνα = ∓q
2
2
Iνα + . . . , (B.40)
ηµνIµν = η
µνIµνα = 0 + . . . , (B.41)
kµIµ = ±1
2
H + . . . , (B.42)
kµIµν = ±1
2
Hν + . . . , (B.43)
kµIµνα = ±1
2
Hνα + . . . . (B.44)
1The exact expression of G can be found in Ref. [135].
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Since we care only about non-analytic contributions, other on-shell identities can be used in
order to simplify the integrals. For example, the on-shell relations
l · q = (q + l)
2 − q2 − l2
2
, (B.45)
l · k1 = (k1 + l)
2 − (m1)2 − l2
2
, (B.46)
l · k3 = −(k3 − l)
2 − (m2)2 − l2
2
, (B.47)
turn out to be very practical. In fact, by way of illustration, consider∫
d4l
(2pi)4
l · q
l2 (q + l)2
[
(k1 + l)
2 − (m1)2
] [
(k3 − l)2 − (m2)2
]
=
1
2
∫
d4l
(2pi)4
(q + l)2 − q2 − l2
l2 (q + l)2
[
(k1 + l)
2 − (m1)2
] [
(k3 − l)2 − (m2)2
] , (B.48)
which, by recalling that the integrals with the factors l2 and (q ± l)2 at the numerator yields no
non-analytical terms, can be reduced as∫
d4l
(2pi)4
l · q
l2 (q + l)2
[
(k1 + l)
2 − (m1)2
] [
(k3 − l)2 − (m2)2
]
→ −q
2
2
∫
d4l
(2pi)4
1
l2 (q + l)2
[
(k1 + l)
2 − (m1)2
] [
(k3 − l)2 − (m2)2
] = −q2
2
G.
(B.49)
Along the above lines, a significant situation can be found in all those cases in which it is possible
to perform a contraction between a loop momentum and an external momentum, removing in this
way one of the propagators and leaving a much simpler loop integral, i.e.,∫
d4l
(2pi)4
l · k1
l2 (q + l)2
[
(k1 + l)
2 − (m1)2
] [
(k3 − l)2 − (m2)2
]
=
1
2
∫
d4l
(2pi)4
(k1 + l)
2 − (m1)2 − l2
l2 (q + l)2
[
(k1 + l)
2 − (m1)2
] [
(k3 − l)2 − (m2)2
]
1
2
∫
d4l
(2pi)4
 1l2 (q + l)2 [(k3 − l)2 − (m2)2] −
1
(q + l)2
[
(k1 + l)
2 − (m1)2
] [
(k3 − l)2 − (m2)2
]

=
1
2
I− 1
2
∫
d4l′
(2pi)4
1
l′2
[
(k2 + l′)2 − (m1)2
] [
(k4 − l′)2 − (m2)2
]
→ 1
2
I,
(B.50)
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or equivalently∫
d4l
(2pi)4
l · k3
l2 (q + l)2
[
(k1 + l)
2 − (m1)2
] [
(k3 − l)2 − (m2)2
]
= −1
2
∫
d4l
(2pi)4
(k3 − l)2 − (m2)2 − l2
l2 (q + l)2
[
(k1 + l)
2 − (m1)2
] [
(k3 − l)2 − (m2)2
]
− 1
2
∫
d4l
(2pi)4
 1l2 (q + l)2 [(k1 + l)2 − (m1)2] −
1
(q + l)2
[
(k1 + l)
2 − (m1)2
] [
(k3 − l)2 − (m2)2
]

= −1
2
I +
1
2
∫
d4l′
(2pi)4
1
l′2
[
(k2 + l′)2 − (m1)2
] [
(k4 − l′)2 − (m2)2
]
→ −1
2
I,
(B.51)
where we have introduced the shift l′ = l + q and we have exploited the momentum conservation
(B.12) so that we can write k1 + l = k2 + l
′ and k3 − l = k4 − l′. These reductions can be used in
the box and crossed-box diagrams in order to simplify the calculations.
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C. Asymptotic expansions
In this appendix we will briefly describe the formal aspects of asymptotic expansions by following
both Dieudonne´ and Poincare´ approaches [86, 136].
First of all, we recall the difference between the O-notation and the o-notation.
If f(s) and g(s) are functions of a complex variable s, defined on the arbitrary subset S of C,
we write
f(s) = O(g(s)), (s ∈ S)⇔ ∃ c > 0 : |f(s)| ≤ c|g(s)| ∀ s ∈ S. (C.1)
When we deal with real functions f(x) and g(x), such an estimation involves their limiting behavior
when the arguments tend towards infinity or a particular value. In such cases we have
f(x) = O(g(x)), (x→∞)⇔ ∃M > 0, x0 ∈ R : |f(x)| ≤M |g(x)| ∀x ≥ x0, (C.2)
f(x) = O(g(x)), (x→ l)⇔ ∃M, δ > 0 : |f(x)| ≤M |g(x)| for |x− l| < δ, (C.3)
respectively. In many contexts, the assumption that we are interested in the growth rate as the
variable x goes to a particular value or to infinity is left unstated, and one writes more simply
f(x) = O(g(x)).
Moreover, we set f(x) = o(g(x)) and we say that f(x) is of smaller order than g(x), if g(x) is a
non-vanishing function and in addiction it grows faster than f(x). Formally, we write
f(x) = o(g(x)) (x→ x0)⇔ g(x) 6= 0 for x→ x0 and lim
x→x0
f(x)
g(x)
= 0, (C.4)
or
f(x) = o(g(x)) (x→∞)⇔ g(x) 6= 0 for large values of x and lim
x→∞
f(x)
g(x)
= 0. (C.5)
In particular, if the last condition holds, it is equivalent to having an O-estimate f(x) = O(g(x))
with a constant c that can be chosen arbitrarily small (but positive) and a range x ≥ x0(c)
depending on c. Thus, an o-estimate is stronger than the corresponding O-estimate.
A closely related notation is that of asymptotic equivalence
f(x) ∼ g(x) (x→∞)⇔ g(x) 6= 0 for x→ x0 and lim
x→x0
f(x)
g(x)
= 1. (C.6)
In such a case we say that f(x) is asymptotically equivalent to g(x) as x→∞.
At this stage, we are ready to give the definition of asymptotic expansion in the Dieudonne´
sense [136]. In general, one starts by considering the set E of functions of the form
g : x→ g(x) ≡ xµ (log x)ν eP (x), (C.7)
µ, ν being real non-vanishing constants and
P (x) =
k∑
j=1
cjx
γj , (C.8)
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where cj are real constants of arbitrary sign, while
γ1 > γ2 > · · · > γk > 0. (C.9)
By definition, given a function f , its asymptotic expansion with k terms with respect to the set E
is meant to be the sum
Σk ≡
k∑
j=1
bjgj , (C.10)
where bj are non-vanishing constants and gj are functions belonging to the set E such that
gj+1 = o(gj), ∀ j : 1 ≤ j ≤ k − 1. (C.11)
One then writes
f =
k∑
j=1
bjgj + o(gk). (C.12)
The difference f −Σk is called the remainder of the asymptotic expansion. In the physics-oriented
literature, it is commonly adopted a kind of notation for which the last formula is written with the
equality symbol replaced by the ∼ symbol. Thence, as you can see, by definition an asymptotic
expansion has only finitely many terms (unlike a series, which has infinitely many terms) and
hence talking about convergence (or lack of) is meaningless.
In Poincare´ approach, the concept of asymptotic expansion assumes a completely different mean-
ing [86]. In fact, Poincare´ was interested in divergent series both in astronomy and in the context
of differential equations. For this purpose, his definition involves from the very beginning a diver-
gent series. In Ref. [86] in fact Poincare´ begins by discussing the peculiar properties of Stirling
series:
log Γ(x+ 1) =
1
2
log(2pi) +
(
x+
1
2
)
log(x)− x+ B1
1 · 2
1
x
− B2
3 · 4
1
x2
+
B3
5 · 6
1
x3
− . . . , (C.13)
Γ(x) being the Euler gamma function. Poincare´ pointed out that this series is always diverging,
but one can use it at large x. In fact, what happens is that, after decreasing very rapidly, the
terms become unboundedly large. Nevertheless, if we take the smallest term, the corresponding
error in the evaluation of log Γ(x+ 1) is very small.
Thus, bearing in mind the above considerations, consider the divergent series
+∞∑
n=0
Anx
−n = A0 +
A1
x
+
A2
x2
+ · · ·+ An
xn
+
An+1
xn+1
+ . . . , (C.14)
which is such that the sum of its first n+1 terms is Sn. The series (C.14) represents asymptotically
the function
f(x) = Sn + O(x
−(n+2)) (C.15)
if
lim
x→∞x
n|f(x)− Sn| = 0, (C.16)
and one writes
f(x) ∼
+∞∑
n=0
Anx
−n, (as x→∞). (C.17)
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In fact, if x is sufficiently large, then
xn|f(x)− Sn| < , (C.18)
 being a very small constant, and hence the error
|f(x)− Sn| = 
xn
, (C.19)
committed on the function f(x) while considering only the first n + 1 terms of the series will be
very small.
Therefore, it is possible to realize how profoundly different the two definitions described above
are.
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D. Notes on the system x˙ = Ax
In this appendix we will describe some details concerning the resolution of the system of differential
equations x˙ = Ax by introducing the concepts of fundamental matrix and Jordan normal form
[74, 137].
Fundamental matrix
Consider the autonomous system of n first-order linear homogeneous ordinary differential equations
x˙(t) = Ax(t), (D.1)
A being a constant n× n matrix. The unknown of (D.1) is the column vector
x(t) =

x1(t)
x2(t)
...
xn(t)
 , (D.2)
so that the general solution reads as
x(t) = etAC = etA

C1
C2
...
Cn
 , (D.3)
C1, C2, . . . , Cn being arbitrary constants. Furthermore, the solution of the initial value problem{
x˙(t) = Ax(t),
x(t0) = x0,
(D.4)
is represented by
x(t) = e(t−t0)A x0, (D.5)
the exponential function of a square matrix being defined by
etA =
∞∑
k=0
tk
k!
Ak = 1 + tA +
(
t2
2!
)
A2 + . . . . (D.6)
When the matrix occurring in Eq. (D.1) is a time dependent matrix A(t), the solution of
x˙(t) = A(t)x(t), (D.7)
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can be expressed only in an approximate way by
x(t) = R(t)C, (D.8)
where C is the matrix of constant coefficients of Eq. (D.3), while R(t) is expressed by the infinite
series
R(t) =
∞∑
k=0
Dk(t), (D.9)
where
D0 = 1, (D.10)
and {
D˙i+1 = ADi,
Di+1(0) = 0.
(D.11)
Obviously, when the matrix A is constant, Eq. (D.9) becomes
R = 1 + tA +
(
t2
2!
)
A2 +
(
t3
3!
)
A3 + · · · = etA, (D.12)
and we recover the solution (D.3).
One of the approaches towards the solution of the system of differential equations (D.1) or
(D.7) consists in finding its so-called fundamental matrix. Consider first the time-independent
case (D.1). The general solution of such a system has the structure
x(t) = C1x1(t) + C2x2(t) + . . . Cnxn(t), Ci ∈ R, (D.13)
x1(t),x2(t), . . . ,xn(t) being n linearly independent solutions. Then, the solution of (D.1) can be
written as
x(t) =
[
x1(t) x2(t) . . . xn(t)
]
C, (D.14)
whereas for the Cauchy problem (D.4) C is ruled by the matrix equation
x(0) =
[
x1(0) x2(0) . . . xn(0)
]
C = x0
⇒ C = [x1(0) x2(0) . . . xn(0)]−1 x0, (D.15)
where we have set t0 = 0 without loss of generality. Therefore, the solution of (D.4) is given by
x(t) =
[
x1(t) x2(t) . . . xn(t)
] [
x1(0) x2(0) . . . xn(0)
]−1
x0. (D.16)
A comparison between (D.5) and (D.16) leads to (recall that we have set t0 = 0)
etA =
[
x1(t) x2(t) . . . xn(t)
] [
x1(0) x2(0) . . . xn(0)
]−1
. (D.17)
We can then appreciate how in this method of evaluating the solution of (D.1) (or (D.4)) the
matrix
[
x1(t) x2(t) . . . xn(t)
]
plays an essential role. Therefore, we can give the following
definition:
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Definition. If x1(t),x2(t), . . . ,xn(t) represent n linearly independent solutions of the n-dimensional
linear homogeneous system (D.1), then we call
F(t) ≡ [x1(t) x2(t) . . . xn(t)] , (D.18)
fundamental matrix solution. Moreover, the matrix F(t) is called principal fundamental matrix
solution if there exists a t0 such that F(t0) is the identity.
In other words, the fundamental matrix F(t) is the n×n matrix-valued function whose columns
are n linearly independent solutions of (D.1). Its elements are such that the entry xij indicates
the i-th component of the j-th linearly independent vector. The exponential map (D.17) then is
given by
etA = F(t)F(0)−1. (D.19)
Moreover, bearing in mind Eq. (D.14), the fundamental matrix solution of (D.1) can be written
as
x(t) = F(t)C, (D.20)
while for the initial value problem (D.4) we have (see Eq. (D.15))
x(t) = F(t)F(0)−1x0. (D.21)
Note that F(0)−1 exists because the determinant |F(0)| represents the value at t = 0 of the
Wronskian of x1(t),x2(t), . . . ,xn(t), which is non-vanishing because the n solutions are linearly
independent. In fact, the fundamental matrix is always invertible for any value of t. Furthermore,
it clearly satisfies
F˙(t) = AF(t), (D.22)
and it also true that, since any solution of (D.1) can be expressed as a linear combination, with
constant coefficients, of n linearly independent solutions, any other fundamental matrix can be
written as F(t)L, where L is a non-singular n×n constant matrix. In particular, the matrix R(t)
defined by Eq. (D.9) (the same as Eq. (2.233)) is a principal fundamental matrix solution, because,
besides having columns representing linearly independent solutions, it is also characterized by the
fact that there exists an instant of time t0 such that R(t0) = 1 (in our case t0 = 0). In fact, also
for the time-dependent case (D.7), we can define the fundamental matrix exactly in the same way
as for the time-independent one, except that for the former the map (D.19) is no longer valid.
Thence, the fundamental matrix solution of (D.7) is represented by (D.8).
Example. Consider the system
x˙(t) =
(
1 2
2 1
)
x(t). (D.23)
Then, we set
A =
(
1 2
2 1
)
. (D.24)
The characteristic equation will be given by
det (A− 1λ) = (λ− 3)(λ+ 1) = 0, (D.25)
so that the eigenvalues of A are
λ1 = 3,
λ2 = −1,
(D.26)
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while the corresponding eigenvectors are found by solving through Gaussian elimination the
system
(A− 1λ) v = 0, (v 6= 0), (D.27)
yielding
v1 =
(
1
1
)
, (D.28)
v2 =
(
1
−1
)
, (D.29)
for λ1 and λ2, respectively. Therefore, the solution vectors of (D.23) become
u1 = e
3t
(
1
1
)
,
u2 = e
−t
(
1
−1
)
,
(D.30)
whereas the fundamental matrix assumes the form
F(t) =
(
u1 u2
)
=
(
e3t e−t
e3t −e−t
)
. (D.31)
Then, the general solution of (D.23) then is
x(t) = C1u1 + C2u2 = F(t)
(
C1
C2
)
, (D.32)
C1, C2 being arbitrary constants. If we need to find C1, C2 satisfying some initial condition
x(t0) = x0, we have to solve the matrix equation
x(t0) = F(t0)
(
C1
C2
)
=
(
x01
x02
)
, (D.33)
which gives (
C1
C2
)
= F(t0)
−1
(
x01
x02
)
, (D.34)
and hence the solution becomes
x(t) = F(t)F(t0)
−1
(
x01
x02
)
. (D.35)
Jordan normal form
If A is a diagonalizable matrix, i.e., there exists a non-singular matrix L such that A = LDL−1,
D being the diagonal matrix having the eigenvalues λ1, λ2, . . . , λn of A as its entries, then it is
easy to compute its exponential map, since
etA = etLDL
−1
= L etD L−1 = L

etλ1
etλ2
. . .
etλn
L−1. (D.36)
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We know from theorems of linear algebra that there exist cases in which a matrix turns out to
be not diagonalizable. In fact only real symmetric matrices are always (orthogonally) similar to a
diagonal matrix having real eigenvalues and eigenvectors (corresponding to distinct eigenvalues)
which are orthogonal. In all those circumstances in which the matrix A is not diagonalizable,
we need to employ another approach to find the exponential map etA if we want to solve the
system of constant coefficients linear differential equations (D.1). This method involves the use
of the so-called Jordan normal form (or Jordan canonical form1) of A, i.e., a special shape that
can be assumed by a matrix under similarity transformations. The idea underlying such a pattern
is represented by an important theorem of algebra, i.e., the Schur triangulation theorem, stating
that if A is a real symmetric matrix and its characteristic polynomial PA(λ) factors completely,
then A is orthogonally similar to an upper triangular matrix (called Schur form). Furthermore,
the eigenvalues of an upper triangular matrix correspond to the entries on its diagonal. However,
one may wonders if this is the best result that can be achieved. The answer is “no”, because
the “closest-to-diagonal” matrix that can be obtained is just the Jordan normal form, which is
a particular upper triangular matrix having each non-zero off-diagonal entry equals to one and
collocated immediately above the main diagonal (called the super-diagonal), and with identical
diagonal entries to the left and below them.
To introduce the Jordan normal form of a generic (real) matrix, say N, we first have to define
the “bricks” forming such a matrix. They are called Jordan blocks. A Jordan block Jh,p is a p× p
upper triangular matrix of the form
Jh,p =

h 1 0 . . . 0 0
0 h 1 . . . 0 0
...
...
...
. . .
...
...
0 0 0 . . . 0 h
 . (D.37)
We say that h is the eigenvalue associated with Jh,p. Thus, a Jordan block is composed of vanishing
elements everywhere except for the diagonal, which is filled with a fixed eigenvalue h 2, and for
the super-diagonal, which is composed of ones. Moreover, any Jordan block Jh,p is characterized
by a characteristic polynomial PJh,p(λ) and a minimal polynomial MJh,p(λ) given by
PJh,p(λ) = (−1)p(λ− h)p, (D.38)
MJh,p(λ) = (λ− h)p, (D.39)
respectively. In other words, for a Jordan block the characteristic and minimal polynomials differ
(possibly) only for the sign. Recall that a matrix N always satisfies its characteristic polynomial,
i.e., PN(N) = 0 (Cayley-Hamilton theorem). Moreover, we define the minimal polynomial MN(λ)
of N as the unique monic polynomial (i.e., an invariant polynomial having the leading coefficient
equals to one) of least degree satisfying MN(N) = 0. Such a polynomial is a factor of PN(λ) and
contains each of the linear factors of PN(λ). Furthermore, similar matrices have the same minimal
and characteristic polynomials and hence, in particular, have the same eigenvalues.
Now let us introduce the concept of generalized eigenvectors. A column vector Xq represents a
generalized eigenvectors of rank q of a matrix N corresponding to the eigenvalue λ if
(N− λ1)q Xq = 0, (D.40)
1It is named after the French mathematician Camille Jordan (1838-1922).
2We are supposing that h ∈ R.
223
D. Notes on the system x˙ = Ax
but meanwhile
(N− λ1)q−1 Xq 6= 0. (D.41)
Consider the Jordan block Jh,p. Since (Jh,p − h1) turns out to be a matrix where the only non-
vanishing elements are on the super-diagonal and are equal to one, (Jh,p− h1) has rank p− 1 and
hence Jh,p has only p− (p− 1) = 1 linearly independent eigenvector.
Suppose that N is a p× p matrix which is similar to the Jordan block Jh,p. Then, since similar
matrices have the same characteristic polynomials, we have that PN(λ) = PJh,p(λ) = (h − λ)p,
so that λ = h is an eigenvalue of N having algebraic multiplicity equals to p. Let L be the
non-singular matrix
L =
(
X1 X2 . . . Xp
)
(D.42)
(Xi being column vectors) such that L
−1NL = Jh,p. Thence, from the condition NL = LJh,p we
get the set of matrix equations 
NX1 = hX1,
NX2 = X1 + hX2,
...
NXp = Xp−1 + hXp,
(D.43)
which can be re-arranged in order to obtain the so-called Jordan chain
(N− h1) X1 = 0,
(N− h1) X2 = X1,
...
(N− h1) Xp = Xp−1.
(D.44)
As one can see, X1 is an eigenvector of N corresponding to the eigenvalue h, while the other p− 1
vectors (X2,X3, . . . ,Xp) are the generalized eigenvectors of N. In particular, Xp is referred to as
the generator or leading vector of the Jordan chain. The rank of a generalized eigenvector Xk (with
2 ≤ k ≤ p) is k and (X1,X2, . . . ,Xp) is named Jordan basis. Therefore, given the eigenvalue h, its
corresponding Jordan block gives rise to a Jordan chain whose generator vector Xp is a generalized
eigenvector of rank p, where p represent the size of the Jordan block. Furthermore, the vector
X1 = (N− h1)p−1 Xp is an eigenvector of N corresponding to the eigenvalue h. Thence, we can
conclude that a p × p matrix N is similar to a Jordan block Jh,p if there exists a Jordan basis
consisting of one eigenvector and p − 1 generalized eigenvectors. All of them have to satisfy the
system (D.44).
Example. Let N =
(
3 1
−1 1
)
. Then PN(λ) = (λ − 2)2 and λ1 = 2 is an eigenvalue of N having
algebraic multiplicity equals to two. Since its geometric multiplicity is one, the matrix is not
diagonalizable and
X1 =
(
1
−1
)
, (D.45)
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represents the only linearly independent eigenvector. Let us attempt to find a vector X2
such that (X1,X2) forms a Jordan basis. Bearing in mind Eq. (D.44), we need to solve the
matrix equation
(N− λ11) X2 = X1, (D.46)
which gives
X2 =
(
1
0
)
. (D.47)
Therefore, if L =
(
X1 X2
)
=
(
1 1
−1 0
)
, then
L−1NL =
(
2 1
0 2
)
= J2,2, (D.48)
which is a 2× 2 Jordan block having λ1 = 2 as its eigenvalue.
We know from Schur triangulation theorem that if the characteristic polynomial of a matrix A
factors completely, than A is similar to an upper triangular matrix. Nevertheless, this matrix is
not unique. On the other side, the above-mentioned Jordan normal form of A is both unique (in
a sense that we will describe in a while) and, as we pointed out before, represents the “closest-to-
diagonal” matrix that can be obtained by similarity transformations. These results are summarized
by the following theorem:
Theorem. Let A be an n× n matrix whose characteristic polynomial PA(λ) factors completely.
Then A can be transformed in such a way that it turns out to be similar to a particular upper
triangular matrix J having form
J =

J1 0 . . . 0
0 J2 . . . 0
...
...
. . .
...
0 0 . . . Jk
 , (D.49)
where J1,J2, . . . ,Jk are Jordan blocks. The matrix J is called Jordan normal form of A and it is
unique up to permutations of the blocks J1,J2, . . . ,Jk, which can occur in any order.
The above theorem indicates that it is possible to transform the Schur form of A into the more
convenient Jordan normal form J, but, on the other side, it represents only an existence theorem
which gives no information about the form of J. Therefore, the proprieties of J can only be guessed
by analysing the original matrix A. To fix ideas, let A be the an n×n matrix having a completely
factorized characteristic polynomial, say PA(λ) = (h1−λ)p1(h2−λ)p2 . . . (hs−λ)ps , h1, h2, . . . , hs
being distinct eigenvalues. Furthermore, let MA(λ) = (λ − h1)l1(λ − h2)l2 . . . (λ − hs)ls (with
1 ≤ li ≤ pi, for i = 1, 2, . . . , s). Let J be the Jordan normal form of A with Jordan blocks given
by J1,J2, . . . ,Jk. Then J can be constructed by taking into account the following proprieties:
- Since J and A are similar, the eigenvalues of A will appear on the diagonal of J. Therefore,
the sum of the orders of the blocks in which hi occurs on the diagonal is pi, i.e., an eigenvalue
of A having algebraic multiplicity pi will appear pi times on the diagonal of its Jordan normal
form.
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- Since there is one block for each linearly independent eigenvector of A, the number of blocks
associated with the eigenvalue hi corresponds to the geometric multiplicity of hi.
- The order of the largest block related to hi is the exponent li of (λ−hi) in MA(λ). In other
words, the size of the biggest Jordan block associated to a certain eigenvalue is ruled by the
minimal polynomial.
An important remark must be mentioned at this point. In fact, while the Jordan normal form
determines the minimal polynomial, the converse is not true. This leads to the notion of elementary
divisors. The elementary divisors of a square matrix A are the characteristic polynomials of its
Jordan blocks. The factors of the minimal polynomial are the elementary divisors of the largest
degree corresponding to distinct eigenvalues. The degree of an elementary divisor is the size of
the corresponding Jordan block, therefore the dimension of the corresponding invariant subspace.
Thus, we can interpret the diagonalization from another point of you, since it is possible to prove
that if all elementary divisors are linear, then J is a diagonal matrix and hence the matrix A is
diagonalizable.
Example. Assume that A is a matrix such that
PA(λ) = (1− λ)3 (2− λ)2,
MA(λ) = (λ− 1)2 (λ− 2).
(D.50)
Then, on the diagonal of the Jordan normal form J of A λ1 = 1 will appear three times
and λ2 = 2 twice, because their algebraic multiplicity is p1 = 3 and p2 = 2, respectively.
Moreover, from the analysis of the minimal polynomial we realize that the order of the largest
block associated with λ1 is two, while for λ2 is one. Therefore, J has the form
J =

1 1
0 1
 0 0 0
0 [1] 0 0
0 0 [2] 0
0 0 0 [2]

. (D.51)
Note how the sum of the orders of the blocks having λ1 and λ2 as eigenvalues is p1 and p2,
respectively.
As we have said at the beginning of this section, the Jordan normal form of a matrix is useful in
solving the set of constant coefficients differential equations (D.1) in all those cases in which A
turns out to be not diagonalizable. Let J be the Jordan normal form of A. Therefore, from the
similarity condition involving A and J, i.e., A = LJL−1, the system (D.1) can be written as
y˙ = Jy, (D.52)
where we have set
y(t) = L−1x(t). (D.53)
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Assume that each Jordan block Ji (i = 1, 2, . . . , k) of J is an ni × ni matrix (cf. (D.49)). By
writing y(t) as
y(t) =

y1(t)
y2(t)
...
yk(t)
 , (D.54)
where each entry yi(t) (with i = 1, 2, . . . , k) represents an ni × 1 matrix, Eq. (D.52) becomes
y˙ =

y˙1(t)
y˙2(t)
...
y˙k(t)
 =

J1 0 . . . 0
0 J2 . . . 0
...
...
. . .
...
0 0 . . . Jk


y1(t)
y2(t)
...
yk(t)
 =

J1 y1(t)
J2 y2(t)
...
Jk yk(t)
 . (D.55)
Therefore, we need to solve k systems of the form
y˙i(t) = Ji yi(t), (i = 1, 2, . . . , k). (D.56)
In other words, we have a system like the one in Eq. (D.56) for each block Ji (with i = 1, 2, . . . , k)
and the problem of solving a system of differential equations has now be reduced to solve a system
associated to a single Jordan block. Given the solution yi(t) of (D.56), we construct the matrix
(D.54) and hence the solution of (D.1) can be obtained by inverting (D.53), i.e., x(t) = L y(y).
As an example, consider the case in which one of the Jordan block Ji appearing in (D.56) is some
Jh,p. In this case, Eq. (D.56) yields 
y˙1 = hy1 + y2,
...
y˙p−1 = hyp−1 + yp,
y˙p = hyp,
(D.57)
which represents nothing more than a system of first-order linear differential equations having
constant coefficients. It can be solved by starting from the bottom and working up: first of all,
we solve the last equation for yp and substitute it into the second-last one and solve for yp−1 and
so forth. This algorithm involves solving differential equations of the form
y˙ + f(t)y = g(t), (D.58)
in the special case in which the function f(t) assumes a constant value, i.e.,
f(t) = −h. (D.59)
Since the solution of the general case (D.58) is given by
y(t) =
1
q(t)
∫
g(t)q(t)dt+
K
q(t)
, (D.60)
K being an arbitrary constant and q(t) the integrating factor defined as
q(t) ≡ e
∫
f(t)dt, (D.61)
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in the case of constant coefficients we have simply
y(t) = eht
∫
e−htg(t)dt. (D.62)
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E. The tetrad formalism
In most situations a curvature calculation that relies upon Christoffel symbols is extremely lengthy
and not obviously feasible or readable. However, the tetrad formalism is known to simplify such
a task, at least when the metric does not possess distributional singularities. Thus, this appendix
is devoted to some effort we made to express the highly singular ultrarelativistic boosted metric
(5.37) in terms of tetrads.
As in the case of the boosted metric (5.36), starting from the ultrarelativistic metric (5.37) we
can arrive at its manifestly four-dimensional form by exploiting (5.43) and (5.44) and hence we
can eventually write the covariant metric components in the concise form [108]
gkk = 1− Y
2
k
σ(Yj)
+
(
Y 2k
σ(Yj)
+ δ1k
)
f(Y4)δ
(
Y1 +
√
σ(Yj)
)
, ∀k = 1, 2, 3, 4, (E.1)
g1k = − Y1Yk
σ(Yj)
+
(
Y1√
σ(Yj)
+ 1
)
Yk√
σ(Yj)
f(Y4)δ
(
Y1 +
√
σ(Yj)
)
, ∀k = 2, 3, 4, (E.2)
g2k = − Y2Yk
σ(Yj)
+
Y2Yk
σ(Yj)
f(Y4)δ
(
Y1 +
√
σ(Yj)
)
, ∀k = 3, 4, (E.3)
g34 = − Y3Y4
σ(Yj)
+
Y3Y4
σ(Yj)
f(Y4)δ
(
Y1 +
√
σ(Yj)
)
, (E.4)
where
f(Y4) ≡ 4p
[
−2 + Y4
a
log
(
a+ Y4
a− Y4
)]
. (E.5)
Since all components of this metric are non-vanishing, at this stage we still assume the existence
of tetrad covectors eaµ such that the covariant form of the metric reads as
gµν = e
a
µe
b
νηab, (E.6)
a, b being Lorentz-frame indices, and ηab being the familiar Minkowski metric diag(−1, 1, 1, 1). By
comparison of the formulae (E.1)–(E.4) with (E.6) we find that one can set [108]
e0k =
Yk√
σ(Yj)
, ∀k = 1, 2, 3, 4, (E.7)
while the other components of the singular, distribution-valued limit of tetrad covectors solve the
following non-linear algebraic system [108]:(
e1k
)2
+
(
e2k
)2
+
(
e3k
)2
= 1 +
(
Y 2k
σ(Yj)
+ δ1k
)
f(Y4)δ
(
Y1 +
√
σ(Yj)
)
, ∀k = 1, 2, 3, 4, (E.8)
3∑
i=1
ei1e
i
k =
(
Y1√
σ(Yj)
+ 1
)
Yk√
σ(Yj)
f(Y4)δ
(
Y1 +
√
σ(Yj)
)
, ∀k = 2, 3, 4, (E.9)
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3∑
i=1
ei2e
i
k =
Y2Yk
σ(Yj)
f(Y4)δ
(
Y1 +
√
σ(Yj)
)
, ∀k = 3, 4, (E.10)
3∑
i=1
ei3e
i
4 =
Y3Y4
σ(Yj)
f(Y4)δ
(
Y1 +
√
σ(Yj)
)
. (E.11)
Since the system (E.8)–(E.11) consists of ten equations for the twelve unknown tetrad covectors,
it is possible to find at least a particular solution. Now, once we get such a solution, the procedure
should be as follows. As we know from general relativity, whenever the spacetime manifold is
parallelizable, we can always introduce a set of Lorentz frames [138], so that the spin-connection 1-
form ωab = ω abµ dx
µ obtained from requiring that the torsion 2-form should vanish has components
[139]
ω abµ =
1
2
eaν
(
ebν,µ − ebµ,ν
)
− 1
2
ebν
(
eaν,µ − eaµ,ν
)
+
1
2
eaνebσ
(
ecν,σ − ecσ,ν
)
ecµ, (E.12)
where
eaν = ηabeνb, ecµ = e
a
µηac, (E.13)
the tetrad vectors eµa being computable by comparison from the relation
dxµ = eµae
a, (E.14)
which holds by virtue of the definition of tetrad 1-forms
ea ≡ eaµdxµ, (E.15)
jointly with [139]
eρae
a
µ = δ
ρ
µ. (E.16)
At this stage, we should be able to perform the curvature calculation bearing in mind that the
Riemann curvature is described by the 2-form
Rab =
1
2
Rabµνdx
µ ∧ dxν , (E.17)
where the components are given by
Rabµν =
(
ωabν,µ − ωabµ,ν
)
+ ηcd
(
ωbdµ ω
ca
ν − ωadµ ωcbν
)
. (E.18)
By virtue results of chapter 5, the singular limit of the curvature 2-form is a non-trivial mathe-
matical object, since it involves the Dirac’s δ distribution, its powers and its derivatives. Finally,
the Riemann curvature tensor Rµνρσ can be obtained from the identity
Rµνρσ e
a
µ = R
a
bρσ e
b
ν . (E.19)
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