Data-Driven Technology Management Supported by Artificial Intelligence Solutions by Schuh, Günther et al.
Journal of Production Systems and Logistics 
Volume 1 | Article 4 
Published: March 2021 
This Paper has been reviewed by the Certified Reviewer Community of publish-Ing. – 2 reviews – double blind 
DOI: https://doi.org/10.15488/10528
ISSN: 2702-2587 www.publish-ing.com 1 
Data-Driven Technology Management 
Supported by Artificial Intelligence Solutions 
Günther Schuh1, 2, Hans-Jürgen Boßmeyer3, André Bräkling4 
1Fraunhofer Institute for Production Technology IPT, Aachen, Germany 
2Laboratory for Machine Tools and Production Engineering WZL of RWTH Aachen University, Aachen, Germany 
3HJB Technologies, Munich, Germany 
4KEX Knowledge Exchange AG, Aachen, Germany 
Abstract 
Technology Management is an important part of a company’s business strategy. Procuring, evaluating, and 
processing information is crucial for this process' success. This paper describes the way of dealing with 
today’s challenge of information overload. It introduces a concept of technology databases based on 
opportunity evaluation and the systematical development process of technical systems. The idea is to capture 
two perspectives – generic technology information outside the company and internal technology knowledge 
– in one comprehensive database to be used as a basis for decision-making in technology management.
Complementing this, the paper presents concepts of Artificial Intelligence-based information retrieval and 
processing that are suitable to efficiently support and semi-automate the filling and updating of such a 
database. Furthermore, existing software solutions are considered as exemplary. The finding of this paper is 
a combined approach of such a technology database with artificial intelligence methods for information 
retrieval that can support the process of technology management more comprehensively than is currently 
possible. 
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1. Introduction
Social, economic, and societal change, which has become dominant due to a wide range of technological 
developments, affects small and medium-sized as well as large companies. These companies are faced with 
increasingly rapid changes, shortening product cycles, and growing competitive pressure, i.e., with 
increasing complexity and dynamics. According to SPATH ET AL [1], the triad of knowledge, willingness and 
ability forms the basis for economic success. Knowledge has thus become the new raw material [2]. To 
survive in this environment, the ability to master and further develop technological innovations, and to 
manage the current and future technology inventory in a targeted manner is essential. With that in mind, 
technology management is becoming more important [3]. The successful management of this process secures 
the important resource of unique technology know-how, allows the performance characteristics, competitive 
impact, and customer benefit of these technologies to be correctly assessed and used. Furthermore, by 
performing strategic foresight it ensures that new trends and technological developments can be identified 
at an early stage and correctly assessed in terms of opportunities and risks for the company. 
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Beyond that, the pace of technological progress speeds up exponentially over time [4], while companies 
must keep pace with these developments. Although access to necessary information is easy in the 
information age, it also leads to information overload.  
Between 2006 and 2015, the Google index temporarily contained up to 49.4 billion documents [5], the 
overall technical information storage capacity reached 295 optimally compressed exabytes or 404 billion 
730-MB-CD-ROMs in 2007 [6]. The number of published research papers passed 50 million in 2009 [7], in 
2015 the number of yearly published articles in scholarly peer-reviewed English-language journals was 
estimated to 2.5 million [8]. The U.S. Patent and Trademark Office recorded nearly 400.000 patent grants in 
2019 [9]. 
Looking at these numbers, it is evident that this amount of information can no longer be fully observed and 
evaluated manually. For this reason, today’s technology driven companies need meaningful technologies for 
information retrieval and processing in addition to appropriate technology management strategies and 
processes to cope with this development to stay ahead of the competition. This addresses the need of using 
capabilities to early detect upcoming technologies and evaluate opportunities and threats for the company’s 
business [10]. Also, in this regard a well set up and integrated technology management process run by 
engaged technology managers are key for the long-term success of companies [11]. 
This publication initially summarizes the theoretical basis to structure the general technology landscape, 
which includes all existing technologies, to organize technology management, and to automatically retrieve 
and process information. Building upon, existing software tools and services to support these activities are 
discussed.  
Afterwards, the paper introduces a comprehensive approach of a data-driven technology management based 
on TCB/SETS databases and supported by suitable artificial intelligence (AI) solutions. Finally, this 
approach is discussed and compared to the previously mentioned, existing solutions. 
2. Theory 
The approach to support technology management is based on automated research process and data 
management assistance. This chapter introduces proven practices and methods, which serve as a basis for 
our considerations, and examines existing software tools. 
Initially, the complexity of the general technology landscape is discussed before the structuring approach 
based on BULLINGER [12] is presented. Then, the text introduces technology management and its underlying 
processes and activities as important part of a company’s business processes according to SCHUH [13] and 
KLAPPERT ET AL [14]. Regarding the approach presented later, this chapter especially examines technology 
strategy, intelligence, and assessment, because they are suitable for motivating, aligning, and continuously 
expanding a fundamental technological knowledge base for a company. Afterwards, the focus is on artificial 
intelligence and its possibilities and limits to support data- and knowledge-based processes. Specific methods 
are introduced, which are meaningful to be used in technology management for the purposes of information 
procurement, classification, and assessment. Furthermore, types of software tools intended to support 
technology management are examined. Exemplary for the different types, some of the solutions available on 
the market are presented. Building on these theoretical foundations, the approach gets introduced and 
discussed. 
2.1 Structuring the Technology Landscape 
The complexity of the general technology landscape continues to grow at a high rate, and this across all 
industries worldwide. It is characterized on the one hand by its enormous breadth and depth, and on the other 
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hand by the diverse networking aspects between the development paths of different technologies as well as 
the different perspectives of politics, society, economy, and science.  
An example how to structure the technology landscape is given by BULLINGER [12]. This example divides 
the technology landscape into technology fields, technology families, and the related individual 
technologies. This concept can still be used as a guideline for the structuring of technologies today, as shown 
in figure 1, although many new technologies have emerged and will continue to emerge. 
 
Figure 1: Technology landscape as used in the TCB structure, based on BULLINGER [12]. 
An indicator for this rapid development of technologies is the large amount of information that is generated 
worldwide in the form of patents, publications, etc., and which is important for companies as well as for 
nations to follow up with, as already mentioned in the introduction. One reason for the increasing amount of 
technology information is, as BULLINGER [12] points out, the increasing speed with which knowledge from 
research and science is transferred to the development of products and to their production. E.g., results from 
nanotechnology and artificial intelligence are already used in many fields of application, although these are 
relatively new technologies and further research is needed. 
In companies, the ability to ensure innovations through technological development is the task of technology 
managers. Among other things, it is their task to recognize the opportunities and risks of new technologies 
and their effect on the company's product portfolio at an early stage, and to systematically determine the 
corresponding need for action. This leads to the process of technology management, which will be introduced 
in the following. 
2.2 Technology Management 
SCHUH defines a framework for production and management [13] based on Rüegg-Stürm [15], in which 
technology management is embedded as business process of a company. The framework shows how 
important it is to see technology management as part of the overall business context, and accordingly the 
technology strategy as part of the corporate strategy. According to SCHUH ET AL. [16] these basic activities 
of technology management are formulated: 
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− Technology Intelligence creates a transparent information base to support strategic decision-
making processes in the company and acts as a link between strategy formulation and technology 
planning [17]. The aim of this early detection is to provide relevant information about changes in 
the entire environment of the company to identify potential opportunities and risks at an early stage.  
− Technology Planning includes the determination and systematization of all activities, processes, 
costs, resources, and deadlines and represents the mental anticipation of future actions [18]. In 
industry, road-mapping is widely used as a method for implementing technology planning [19]. 
− Technology Development aims to efficiently implement the specifications of technology planning. 
The formalism of the process is essential to create transparency and to prepare a decision for 
technology planning [20]. 
− Technology Exploitation is differentiated between internal and external exploitation.  Internal 
exploitation focuses on the use of unique technological capabilities in the company's own products 
with the aim of gaining a competitive advantage. External exploitation by third parties takes place 
to increase the profitability of a technology investment and to help maximize the economic benefit 
[21]. 
− Technology Assessment is part of all stages of technology management. High performance in 
technology assessment is an important, cross-phase prerequisite for the efficient and effective design 
of technology management [22]. 
− Technology Protection aims to protect proprietary technological knowledge from being transferred 
to competitors by developing sophisticated protection mechanisms. These prevent or at least make 
it more difficult to imitate technologies and products [23]. 
In fulfilling these tasks, information usually has to be collected and evaluated, and in doing so, it is important 
to handle the high amount of data in a reliable manner and to prepare it in a targeted and clear manner 
according to the requirements. In the further course of this article, the focus is on the general technology 
strategy and on the activities of technology intelligence as basis for motivating, aligning, and continuously 
expanding a company’s technology knowledge, so in the following they are presented in more detail. 
2.2.1 Technology Strategy 
Technology strategy is a central element of technology management. It is designed via the dimensions of 
technology selection, performance, timing, source, and exploitation. Additionally, it is embedded in a 
network of corporate, business segment, competitive and functional strategies [24]. The technology strategy 
occupies a superordinate position because it is the central guideline for all tasks of technology management 
and accordingly an important part of a company’s business strategy [14]. 
Technology strategies have individual technologies or technology fields as reference objects. A strategic 
field of technology can be defined as a section of the current and potential technological field of activity. It 
is characterized by the fact that it can be planned independently of the other fields of technology. To identify 
a strategic field of technology, reference can be made to the scientific-technical and the technical-economic 
level [25, 26]. The technologies of a strategic technology field do not have to be independent of each other. 
They can stand in a competitive, complementary, or neutral relationship to one another, so that they form a 
technology platform [24]. 
To represent such relationships and thus structure technology fields, so-called technology trees are used, in 
which overarching characteristics of related technologies, such as knowledge content, functions, products 
and markets are presented in a step-by-step concept [27]. The strategic aspects of technology platforms and 




2.2.2 Technology Intelligence 
As explained before, the technology strategy occupies an overarching position, as it provides a guideline for 
all technology management tasks. Thus, the technology strategy is also the basis for the systematization of 
technology intelligence as central point of orientation for the derivation of search fields, the existing or 
targeted core competencies and the underlying core technologies. In addition, all specifications in the 
individual dimensions of the technology strategy have an impact on the early recognition of technologies or 
the need for information [28]. At the same time, the findings of technology intelligence provide crucial 
information for strategy development. Changes in existing and new technologies may require new 
approaches that entail an adaptation of the technology strategy.   
The early recognition of technology thus represents a component of company-wide strategic business 
intelligence [29, 30]. The aim of this foresight process is to provide relevant information about changes in 
the entire environment of the company to identify potential opportunities and risks at an early stage. While 
technology intelligence is geared to all future developments and events in the corporate environment, as part 
of these activities it focuses on the analysis and prognosis of the technological potential of new technologies 
and the determination of the technological performance limits of existing technologies [30]. 
The objective is to identify developments in relevant fields of technology as a basis for technology decisions 
in the company. The process essentially consists of the four steps of determining the need for information, 
obtaining information, analyzing, and communicating it.   
Technology scanning, scouting, and monitoring are the basic activities or search perspectives of technology 
intelligence. All three activities have the common goal of avoiding future technological surprises through a 
targeted search for information and providing technology management with a basis for making decisions 
regarding potential technological options for action. 
Technology scanning is a continuous, undirected search for information within or outside the domain of a 
company. The company thus gains a broad overview of possible technology-relevant information, which 
may also include previously unknown or even completely new aspects [31]. Technology monitoring is linked 
to scanning and takes a closer look at what is happening in individual technology fields. The developments 
in specific subject areas are followed in a formalized manner over a longer period, both from a technological 
and a market perspective. Finally, certain technology topics and corresponding information sources represent 
the object of observation of technology scouting. This is a rapid procurement of detailed, technology-relevant 
information in accordance with the contract [32].  
The subdivision into three basic activities with a graduated level of search detail serves, among other things, 
to efficiently design early technology detection. Since a detailed search is very time-consuming, it must be 
focused on specific information needs [33].  
In the run-up to the procurement of information, early technology identification must compare the benefits 
of the individual information sources with the associated costs. In the end, the information sources that 
should be used are those that are characterized by comparatively good cost-benefit ratios and thus fit 
optimally with the search request. The procurement of information therefore always represents a compromise 
between an almost infinite amount of existing information on the one hand and limited possibilities for its 
exploitation on the other.  
For the targeted and effective use of the acquired information, an appropriate preparation of the findings of 
early detection is also essential [34]. In practice, the results range from emails, short reports and trend reports 
to project proposals, analyses, and future studies [35]. The diversity of information in technology intelligence 
makes it difficult to set standards for its communication and documentation. Overall, too much formalism 
should be avoided to maintain the necessary flexibility and acceptance in the process. However, content and 
structural specifications should be specified as a guide for recurring presentations. The choice and design of 
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the appropriate form of presentation follows from the decision-making situation and the available 
information base. For example, it is advisable for a management summary to present the advantages and 
disadvantages, a timetable, and expected costs in a compact way and to avoid operational and technical 
details. 
For the communication of technology information, technology profiles are well suited, because they contain 
the essential aspects in a shortened form to easily transport the most important information. Usually, they 
contain information on the technologies’ principle, advantages, and disadvantages, (potential) applications, 
and sources of technology and information. Profiles are suitable for comparing technologies and serve as a 
basis for discussion and decision-making in management. Further information can be stored in technology 
data sheets, which are structured analogously to the profile but contain more technical details. 
Since the findings of technology intelligence can only partially be communicated directly, and since more 
detailed information must also be available in the long term, they must be stored in a system. In practice, 
database systems have become established that enable functions such as storage, forwarding and access 
control. 
Such systems are also suitable because of the division of labor and decentralized collection of information 
[36]. The challenge for the systems is the flood of data and the diversity or unstructuredness of the 
information [37], which can, however, be solved by new concepts of information systems, such as wiki 
systems for the individual storage and search of various information. In addition, the repository can also be 
used to evaluate all information for further aggregation. 
IT systems are certainly helpful and necessary to cope with the large and growing amount of information. 
However, they only serve as support and require proven processes of knowledge management to be effective. 
2.2.3 Technology Assessment 
Technology assessment refers to the evaluation of a technology against the background of several criteria in 
different decision-making situations. Within the technology management process, it is therefore a cross-
sectional function that serves to provide the necessary information basis in different decision-making 
situations. Decision situations occur in all phases of technology management that require corresponding 
tasks and adapted assessment methods [22]. Since the topic of technology intelligence is particularly 
important for our further considerations, the focus is on this aspect of technology management in the 
evaluation question.  
In this context the assessment of incomplete information is relevant. To supplement missing information, 
empirical analyses or expert assessments must therefore be used to a large extent. Due to the early 
development stage of the technologies under consideration, future performance characteristics can only be 
predicted and concrete information on the application context of the technologies under consideration within 
the products or manufacturing processes is missing. 
There is no precise distinction between the relevance assessment in information gathering ("filtering") and 
the assessment of the already gathered information. Thus, analysis steps are already taken when the incoming 
indicators are included, which leads to a reduction in their number.  
The evaluation of technologies is based on the whole context which contains criteria and requirements that 
arise from the different organizational areas of the company and in the following steps of the technology 
management process. In contrast to further analysis steps, which are necessary in the context of technology 
planning, an information basis is created here that is largely unbound to the purpose. The following 
evaluation criteria are relevant in a multidimensional analysis [38]: 
− Possible (technical) performance parameters of the new technology   
− Prognosis of the expected costs and benefits of the technology option   
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− Detailed assessment of opportunities (e.g., market/synergy/competition potential) and risks (e.g., 
implementation/acceptance risks)   
− Determining the (strategic) relevance of the technology options for the company   
− Estimation of the necessary implementation effort (including financial expenditures for R&D 
projects, need for assistive technologies, etc.) 
The assessment of these criteria is based primarily on approaches of technology forecasting in the sense of 
predicting the probable development directions of individual leading indicators regarding defined 
performance parameters. These analysis steps are intended to ensure that only those technology options with 
the greatest technical suitability and with the best market opportunities, e.g., in terms of a return on 
investment and the sustainability of the solution are transferred to technology planning phase [38, 39, 40]. 
The information evaluation phase is concluded by an overall assessment of the information generated. This 
influences the decision regarding the further handling of the technology in question. It is conceivable, e.g., 
that in the case of a promising overall assessment, concrete pre-development projects will be initiated, or 
technological concepts will be examined in more detail before a final decision is made. A clear separation 
between the information evaluation in technology intelligence and the information analysis in the context of 
technology planning, which leads to the development of realistic options for action, is not conducive to 
achieve the desired results. A differentiating characteristic, however, is the purpose-relatedness or the 
concrete orientation of the analysis results to a specific decision problem situation in technology planning.  
2.2.4 Technology Roadmapping 
For the implementation of technology planning, technology roadmapping has practically become the 
standard in industrial practice. This method offers an approach to support the process of technology planning 
and the coordination of the planning levels considered in technology planning throughout. Roadmaps 
provide information about current and planned projects, previous decisions, dependencies, and causalities. 
So, the roadmap supports orientation on complex technology implementation tasks. It is not only possible to 
determine the current position, but also to clearly plan and display the route to the destination including its 
intermediate steps and alternative routes [19]. To support the process of technology roadmapping itself, AI-
based software solutions are discussed and already provided as a tool or service [41, 42]. 
2.3 Artificial Intelligence Methods and Solutions 
Artificial Intelligence is one of the most popular topics at present, but it is just as complex. One of the current 
challenges is to be able to assess the existing possibilities regarding the given requirements and to use them 
in a targeted manner. 
Basically, Artificial Intelligence makes decisions based on probabilities, which are determined, e.g., by 
statistical and stochastic data analysis. As a basis for this analysis, new decisions are made based on 
experience. For this purpose, the Artificial Intelligence is prepared with training data, which is the so-called 
Machine Learning process. Machine Learning is not a synonym for Artificial Intelligence, it is a technology 
to make predictions of the future, and for this purpose, it is used by Artificial Intelligence in various ways 
[43]. Very complex decision problems, like recognition of individual objects on images, rely on information 
processing models such as artificial neural networks. Thereto, complex decision systems inspired by the 
biological neural system are built based on training data, which is called Deep Learning [44]. 
With reference to the questions of technology management, this paper considers primarily solutions for the 
procurement, classification, entity recognition, and evaluation of relevant technology information. The focus 
is on these tasks, since they are suitable in combination to ensure a fundamental compilation and 
actualization of technology information: The procurement as basic information collection, the classification 
for the first allocation into existing categories and if necessary for a first relevance evaluation, the Entity 
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Recognition for the determination of concretely mentioned entities of technologies over enterprises up to 
individual persons and finally the context-dependent evaluation of the available information on their general 
quality, topicality, and suitability.  
2.3.1 Procurement 
As already explained, large and not-manageable amounts of information are available today. In order to 
make this information usable, it is necessary to obtain the information relevant for one's own application as 
efficiently as possible. Various archives like arXiv of Cornell University [45], libraries like the Library of 
Congress [46], and public institutions (e.g., patent offices) provide free interfaces to access their digital data 
stock in a machine-readable format. Specific requests can be sent to such sources to obtain relevant 
information. However, the Internet contains much more relevant data in mostly heterogeneous formats, such 
as the websites of technology manufacturers and providers. 
Web Crawlers are suitable for capturing such data. These programs start on predefined starting web pages, 
so called seed pages, and follow all links to further pages. In this way, Web Crawlers capture the Internet in 
an explorative way and can, for example, store the contents of all accessed web pages, e.g., for use in a 
search index to provide a search engine [47]. 
But capturing all available content is not efficient if only documents relevant to the current topic are required. 
Therefore, intelligent strategies are necessary to perform information procurement in a targeted manner. 
Improved Web Crawlers, which can follow a defined topically focus by applying such strategies, are called 
Focused Web Crawlers [48], or in short: Focused Crawlers. These strategies can be improved pathfinding 
methods, which take care of selecting the most efficient paths through linked information sources like the 
World Wide Web, as well as classification, segmentation, and evaluation of the determined information. 
2.3.2 Pathfinding 
Pathfinding through linked information sources can be optimized by deciding, based on the relevance of the 
current document, whether it makes sense to follow further links on this page. If several irrelevant pages 
follow each other, the following of links in this direction is interrupted. This procedure is called Fish Search 
[49]. A further development of this approach is the so-called Shark Search [50]. Here, the relevance of the 
following pages is already estimated before they are downloaded, which reduces unnecessary downloads 
and increases the efficiency of the pathfinding process. 
In addition to the relevance of the current document, the context of the link can be examined to choose the 
next link to follow [51]. If the link is located within a relevant content paragraph, the probability to get 
further relevant information is higher, whereas a link in the advertising area of a web page can lead away 
from the topic. 
By merging access to existing interfaces and efficiently obtaining further, unstructured information, a 
relevant information base can be created and processed. 
2.3.3 Classification and Segmentation 
The processing of textual information via artificial intelligence belongs to the field of Natural Language 
Processing (NLP). Computer systems are not capable of understanding natural language, but they can 
convert it into a numerical representation and use this to determine semantic relationships. 
Simple text classification methods use the frequency of terms within a document or a document set to assign 
the text to a content category [52]. More complex methods break down the text into smaller elements of 
meaning, so called tokens, and encode them as multidimensional vectors. Such an abstract representation of 
text allows the comparison of semantic similarities between these tokens. This not only includes whether or 
how often the tokens occur within the text, but also whether they occur in a similar context. Thus, a more 
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precise classification of the text is possible [53]. For example, if the term "letter" occurs, such a method can 
decide with higher probability whether the term is used in the sense of a character or a mail. 
As already mentioned before, the classification of a text is always done in terms of probabilities. The 
parameters examined in connection with the chosen method finally result in the likelihood with which the 
present text can be sorted into the known categories. In the ideal case, the likelihood for one category is 
significantly higher than for the other categories, but uncertainties cannot be excluded. The quality of the 
classifier is particularly related to the quality and quantity of the training data, i.e., the texts that were initially 
provided as comparative material for the defined categories. The compilation of this training data requires 
an initial, manual effort, but is crucial [54]. The extent of this training data depends on many factors, e.g., 
how selective the categories are, which is why it is difficult to estimate in advance how large the initial effort 
must be [55]. 
If no categories are defined at the beginning, or if too little training data is available, there is the alternative 
possibility to segment the texts. For this purpose, only the number of clusters into which the existing material 
must be divided is determined. The texts are coded in the same way as they would be classified, but they are 
not compared with predefined categories, but with each other. By using algorithms like k-Means [56], it is 
possible to divide the text data into the desired number of clusters of equal size. These clusters can be named 
and thus used as initial categories. 
2.3.4 Named Entity Recognition 
Named Entity Recognition is another Named Language Processing method that is used to identify proper 
names in a text, such as places, persons, or companies. For this purpose, features are defined which the 
algorithm can use to recognize names. In the simplest case these are word lists, but they also include 
surrounding words, the position in the sentence or the spelling, e.g., capitalization in English. Based on 
training data in which names are already marked, the algorithm learns how to apply the features and can thus 
find already known proper names as well as recognize new names [57]. The results can be used to add 
keywords to texts, classify them on this basis or analyse their content.  
In this way, data can be enriched very quickly and easily with additional information, e.g., about mentioned 
companies or persons, making it possible to create further keywords and links without complex analysis 
approaches. 
2.3.5 Assessment 
By collecting and classifying relevant information, Artificial Intelligence can already make a useful 
contribution to information processing in terms of technology management. A further, valuable support 
consists in evaluating the content of the available documents. It is possible to extract from text what linguistic 
quality it has, what the basic mood of the text is, or even whether the text takes a positive or negative position 
towards a named technology [58, 59, 60]. 
While the quality of the collected information can also be evaluated by analysing the tokens or by examining 
concrete features, e.g., whether the text contains references, an evaluation of the mood or position is more 
complex. For this purpose, a so-called sentiment analysis is performed, which is comparable to text 
classification. Using training data about mood and positions, the algorithm can also detect similarities and, 
on this basis, calculate the probability of a mood or position of the text or individual statements within the 
text [61]. 
A difficulty in such an analysis, however, lies in the particularities of human language. For example, ironic 




2.4 Existing Process and Research Support Tools 
Different software solutions with the direct or indirect purpose of making the process of technology 
management more efficient have been introduced to the market in recent years. Before introducing the 
approach discussed in this paper, existing market offerings are considered. Since the respective tools have 
different approaches, they are divided into categories. These categories were defined from 2016 to 2018 at 
the Invention Center1 on the RWTH Aachen Campus in joint projects with various industrial companies that 
wanted to identify software solutions for technology and knowledge management. On the one hand, a 
distinction was made between whether the solutions focused on information or on data and processes, and, 
on the other hand, whether the tools provide more general support, or a solution geared to specific use cases, 
as shown in figure 2. 
 
Figure 2: Tool categories derived from the dimensions content orientation (generic vs. specific) and functional focus 
(information vs. data & process). 
Accordingly, there are four categories: 
− Information Search solutions support the information procurement process by providing easy 
access to research data, patents, and similar sources. 
− Data Processing tools allow to solve complex processing and analysis tasks related to text or 
numerical data. 
− Collections and Service Providers offer pre-processed data sets, like company directories, or offer 
specific scouting and research services. 
− Process Support solutions focus on the technology management process itself and provide 
organization, visualization, and stage gate tools. 
Of course, the categories are not fully selective, and all tools rely on different methods of Artificial 
Intelligence and Data Analysis. In the following, exemplary tools for each of these categories are presented 
and their functionality to provide a better understanding of the existing market offerings is described. These 
tools proved to be typical representatives of the individual categories in the mentioned joint projects and 
were considered in more detail by the participating companies. To date, these tools and comparable tools 
have evolved, and new solutions have been added, so this list cannot be considered complete. The sorting is 
alphabetical without valuation. 




2.4.1 Information Search 
Tools for Information Search focus on the integration of multiple data sources into a separate, homogeneous 
database. In this way, providers can offer their own efficient research tools and evaluations of the research 
results, and they save the user the time-consuming search in different sources and often the manual 
preparation of the results as well. 
For example, the following solutions can be placed in this category: 
Ezassi offers a process support tool for innovation management as well as a solution for technology scouting. 
The technology scouting database includes research and patent data as well as news and market information. 
This allows both, technologies, and related companies, to be identified, and possible potentials and obstacles 
to be identified. Furthermore, Ezassi enables the calculation of a scoring of potential innovations, which 
supports the assessment process. (https://ezassi.com/) 
Mapegy started with a very patent-centered database and has now developed into a complex database that 
allows searches in news, research data, patents, or trend information as well as in data on companies, start-
ups or universities and visualizes the results. (https://www.mapegy.com/) 
Mergeflow is comparable to Mapegy, but also focuses on the generation of individual reports based on the 
respective search. Both providers, Mapegy and Mergeflow, additionally allow access to the data via an 
programming interface, so that the research results can be used in the user’s own solutions or, for example, 
in process support tools. (https://www.mergeflow.com/) 
2.4.2 Data Processing 
Offers for data processing usually do not have their own content focus but provide different building blocks 
for further processing of data. This can include both the analysis of numerical data, for example the 
identification of regularities and anomalies, and text analysis, for example the identification of word 
frequencies, as explained above. The following can be regarded as exemplary tools in this category: 
Datameer is a (Big) Data Processing tool that allows to merge different data streams, and to prepare them 
for evaluation, analysis, and further use. The focus of Datameer is more on numerical evaluations, but in 
general linguistic analyses, e.g., word frequencies, are also possible. In general, the tool is particularly aimed 
at data analysts. (https://www.datameer.com/) 
RapidMiner allows to assemble the data processing from different components in a kind of construction kit 
by means of a graphical user interface. The components have data input and output endpoints which are used 
for initial data input, data transfer between the components, and result output. The contained building blocks 
cover different analysis activities, which also enable decision making. (https://rapidminer.com/) 
Watson is a comprehensive AI solution from IBM. With the help of Watson, a variety of analyses, 
evaluations, interpretations as well as predictions can be carried out on any data. There are already many 
interesting Watson use cases, but for a very specific use an appropriate adaptation and training effort must 
be considered. (https://www.ibm.com/watson/) 
2.4.3 Collections and Service Providers 
This category summarizes the providers who curate their content or large parts of their contents, or who 
tailor their offer very specifically to the user's concrete questions. This can be done by editorial selection or 
follow-up of the information provided, by specific configuration of the offer for the given information needs 
or also by individual consultation. In return, the offers are often less broadly based in terms of content. The 
following solutions are examples of such offers: 
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Findest is an AI-based service. The customer requests a concrete technology scouting, which is translated 
into a formal query in a kick-off meeting. Based on this query, the underlying AI system determines relevant 
technology information from various connected data sources. In an intermediate meeting, the customer can 
refine his query based on the interim results, so that in a final phase the scouting result in form of relevant 
technology information can be determined and provided. (https://www.findest.eu/) 
KEX.net offers subscriptions of information collections on selected topics like Additive Manufacturing. The 
information is merged from different data sources, classified, and provided in a database as well as different 
visualizations like technology radars. In addition, the collected information is qualitatively enriched and 
evaluated by an editorial team. (https://kex.net/) 
Trendexplorer focuses on current trend news in different industries. Employees record worldwide news on 
relevant technologies and innovations, which are then edited and posted on the platform. Users can 
specifically search for suitable trends within their industry, view similar trends, and compile and share their 
own collections. (https://www.trendexplorer.com/) 
2.4.4 Process Support 
Finally, there are offerings that focus very specifically on supporting innovation or technology management 
processes. Here, the focus is usually less on the provision of information than on the provision of tools for 
the individual process steps, e.g., for the input, further processing, evaluation and visualization of 
information and knowledge based on it. Corresponding offers in this category are for example the following: 
4strat provides a solution to collect different indicators for strategic forecasting. For this purpose, 
information from different sources can be combined with own data in a cockpit and be provided to experts. 
In addition, it is possible to purchase additional content in the form of reports or the commissioning of 
technology scouting. (https://www.4strat.de/) 
Fibres provides a similar service but places additional focus on linking the individual elements with each 
other. In addition to your own content, further information can be purchased as well, for which Fibres 
collaborates with various partners. (https://www.fibresonline.com/) 
Itonics offers a tool package for technology management that aggregates and classifies individual data 
sources such as patents and news, from which users can derive and evaluate technology profiles. The results 
can be visualized in various formats and can be included in a roadmapping tool for planning purposes. 
(https://www.itonics-innovation.com/) 
2.4.5 Further Approaches 
The previously mentioned examples are just a brief excerpt of existing solutions. Furthermore, there are 
continuative or new approaches that may also become relevant in the future or based on which new 
developments can be initiated. 
E.g., Prisma Analytics relies on the Quantum Relations approach in Business Intelligence and may be 
applied in Technology Management in the future as well. The principle of quantum relations (QRP) is an 
interdisciplinary epistemological approach based on the philosophy of process, the theory of relativity, 
quantum mechanics, systems theory, and cognitive and social science [63, 64, 65]. 
In the syncTech research project a technology wiki was conceived as a semantic technology database [66, 
67]. The wiki is compiled from technology profiles which are linked with each other in a semantic way. Goal 
of this project was to handle complex and multi-layered technology topics of the lighthouse project Industry 
4.0 in an easier way. 
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Also, the Heinz-Nixdorf Institute developed an innovation database as a so-called morphological toolbox 
to support the tracking of technological diversity and to create an operational development roadmap out of 
innovative product ideas [68, 69]. 
In addition to foresight companies that provide analyses supported by AI methods, there are still institutions 
worldwide whose analyses continue to be primarily based on expert knowledge and are supported by long-
established methods such as the Delphi method [70]. To name just a few: Institute of the Future based in 
Palo Alto (California, United States), VDI Tech based in Düsseldorf (Germany), Unity based in Paderborn 
(Germany) or the Future Institute from Frankfurt (Germany) and Vienna (Austria). 
3. Approach of a Data-Driven Technology Management Supported by AI Solutions 
The approach follows the concept of a fully structured technology database, which provides a well-founded 
overview of individual technologies, fields of technology and links between technologies. Such a database 
is motivated by engineers and researchers who need support on specific questions about technological 
solutions for technical obstacles or scientific questions [71, 72, 68]. To actively support their everyday work, 
a high granularity of technological knowledge is required, which cannot easily be provided by technological 
trend statements [73].  
Additionally, this database is prepared and filled with support of artificial intelligence approaches to reduce 
manual effort which is costly and time-consuming.  
This chapter describes the components of this approach, beginning with the structure and database and 
followed by artificial intelligence approaches. Subsequently, it explains how they work together to support 
the technology management process. 
3.1 TCB and SETS 
The foundation of the necessary systematic approach relies on the principle of “Technologie Chancen 
Bewertung” (TCB), which can be translated as “Technology Opportunities Evaluation” [74, 75, 76]. TCB 
comprises methodology, database, and user interface with appropriate query options. The methodology 
enables structured identification of the developments in vast technology landscape and the storage of this 
information in the Technology Database. In this regard TCB can be viewed as a tool to break down the 
complexity of the technology landscape. 
To use the TCB data for the provision of solutions to overcome obstacles in technical systems or technology 
projects, an additional system for linking the technology database with that for technical systems and 
technology projects called “Systematische Entwicklung Technologischer Systeme” (SETS), which can be 
translated as "Systematic Development of Technical Systems", was introduced [77]. Like TCB, SETS covers 
the methodology, the database, and the interface with query options, and it can be linked very efficiently to 
TCB. The difference to TCB is that the structured information is that of technical systems or technical 
projects to be stored in a technical data base. Both approaches were registered for patent in 2009 by BMW 
Munich as current assignee [74, 75, 76, 77]. 
3.1.1 Introduction to the TCB-System 
As already described in chapter 2.1, the technological landscape can be characterized by parameters like 
breadth and depth, interconnectivities, converging technologies, dynamics, and different views on 
technologies, e.g., by research, society, or economy [12].  
The TCB approach is using those parameters, among others, to describe technologies in sub-technology 
profiles on the necessary granularity level. These profiles contain clusters of attributes such as synopsis, 
demand, interconnectivities, environmental factors, technology path, and related markets respectively 
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applications. By these sub-technology profiles, the complexity of the technology landscape is broken down 
into practical pieces which are homogeneously structured. Because of this, they can be easily compared, 
queried, and managed in a common database. 
An example of a sub-technology profile regarding RFID is shown in figure 3. The first categorization level 
represents a technology area, followed by technology families in level two and finally the third level 
containing the specific sub-technologies. This third level has the necessary granularity to enrich the content 
with detailed attributes, e.g., a description or a graphical illustration, and to display the interconnectivity of 
technologies [74]. This way, TCB enables structured identification of the development in vast technology 
fields as well as an intelligent storage of this information in a central, homogeneous technology database. 
The TCB user interface and its searching capabilities aim on a simple, functional, and navigable design. The 
interface offers the user an easy way to navigate through the sub-technologies. In addition, a connectivity 
search enables a more in-depth search and thus access to the specific attributes. These attributes are a set of 
pre-defined characteristics which, when filled in, provide both a basic description of the sub-technology and 
its impact on the world or the world in turn on it [75]. 
If, for example, an engineer wants to enhance the brightness of headlights without changing energy 
consumption or heat output, TCB would not only be able to list relevant technologies but would also be able 
to present a view of the entire environment to which these technologies belong.  This is the essence of the 
connectivity search: to semantically determine what type of information is queried, then through 
interconnectivities and relevant descriptive attributes not only be able to present technological solutions, but 
also to provide a picture of the world around where the technology, e.g., is economically or environmentally 
relevant. This refers to TCB as a tool to deal with the complexity of the technology landscape as discussed 
earlier. Technological functions are a good recognition feature when identifying networks of different 
technology paths. The results of LINDEMANN's physical effects collection [78] are applied in this context. 
 
Figure 3: Example sub-technology profile in TCB [74, 78]. 
However, it is not sufficient to merely make technological solutions discoverable. It is also necessary to 
relate them to the appropriate projects and project staff. For this reason, another important element of the 
TCB sub-technology features is the demand for the technology. This demand can link internal information 
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needs with external information as well as provide a quantitative comparison of the general potential of a 
technology in relation to its internal relevance, whereby the underlying parameters and their weighting must 
be determined on a company-specific basis. 
Thus, it is not only possible to connect sub-technologies with internal projects, but also to judge a 
technology’s relevance.  This has two implications: First, when new technologies are identified, their 
relevance to the company can be assessed immediately. Second, once a technology has been merged with 
internal projects, innovations that have the potential to modify or replace that technology can be immediately 
notified to the appropriate project teams.  In addition, the information can be quickly checked for its 
suitability for use. 
Since interconnectivity attributes can contain information about the usage of certain sub-technologies in 
projects or applications, the database can already provide a benefit within an entire company. Nevertheless, 
the information value can be further increased if additional information about the internal technology usage 
is also collected, e.g., further details about projects and their teams or used technical systems, which is why 
the SETS system is introduced in the following. 
3.1.2 Introduction to the SETS-System 
To keep track of the fast-developing opportunities in the interconnected technology landscape, and to make 
efficiently use of them, a systematic link must be provided between the technologies and the related technical 
systems and projects. 
With the TCB system, the technology information is well organized in the sense of the offer and shows 
which technologies are generally available. Now the question arises, how the information in the sense of the 
need must be structured, to be able to make a simple connection from the need to the existing offer. Since 
TCB uses technology categories such as areas, families and sub-technologies, SETS offers the approach to 
categorize the technical system by project level, sub-project level and component level. 
The breakdown of such a technical system and the characterization by parameters is shown in figure 4. In 
the technical layer the technical system is broken down into components and these components are 
characterized by some attributes such as principles or technological functions as well as problems or 
technical obstacles and physical effects [78]. 
If, for example, the project "E-Mobility" is structured in the sense of SETS, this complex topic can be divided 
into sub-projects such as electric drives, energy storage, energy generation, infrastructure, etc. The next level 
of subprojects could be the powertrain, power electronics, batteries, heating, and cooling system, etc. for 
electrically powered cars [77]. 
Because these attributes are part of TCB as well, the link between both systems can be established by them. 
In addition to the project information already stored in the TCB sub-technology profiles, this provides the 
opportunity to search for problem solving ideas on the technical system side and the other way around, see 
figure 5. 
With the additional SETS system, the technology information organized by the TCB can be better used to 
find solution sets to solve technical problems, especially when the underlying projects consist of many 
different and diverse technologies. In this case, SETS works like a corporate ontology that gives meaning to 
information by linking it with each other [79, 80, 81]. 
The field of vehicle manufacturing is another example where many different ongoing development efforts 
are taking place in many different technology areas. These efforts are typically undertaken by different 
development teams that are not necessarily in contact with each other, even if their work overlaps.  In 
addition, there has been no systematic approach to addressing and identifying potential technology-based 




Figure 4: Breakdown of a technical system into components which are characterized by attributes like technological 
functions, technical obstacles, and physical effects [77, 78]. 
 
Figure 5: The graphic shows the solution proposals obtained from the technology database and the verification of the 
solution also for a heating and cooling system [77]. 
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3.1.3 Combination of TCB and SETS 
As described in the patent application for SETS [77], the individual systems of TCB and SETS can be 
interconnected to form a complete system to support project teams working on technical problems of a 
complex nature in finding solutions. 
The TCB system is representing the supply side of solutions from the technology landscape which is broken 
down to the lowest level of sub-technologies and described by attributes. The SETS system is standing for 
the demand side looking for solutions for technical problems hidden in the technical project landscape which 
in SETS is broken down to the level of components and technical functions. The connection between TCB 
and SETS is established by attributes of the same type, such as technological functions. 
In contrast to figure 5, which presents how the TCB and SETS systems work together to find solution 
impulses for a single problem application, figure 6 shows how this connection works at a full project scale, 
generating different solution impulses and collecting all the results into what is called a potential solution 
set. 
The upper part of figure 6 represents the project landscape as the current project and previous and parallel 
projects. The lower part shows the technology landscape with technology databases built from sub-
technology profiles to which the technical side is connected by mutual attributes. Both parts are described 
in more detail before.  
In addition, the diagonally striped area shows the potential solution set as a new approach of collecting all 
solution knowledge generated in the process of using TCB, SETS and other sources such as external 
databases, development partners, or simply the Internet. 
 
Figure 6: Interconnection of TCB and SETS [77]. 
After TCB and SETS were developed and tested for their effectiveness as a prototype at BMW Munich in 
cooperation with the Laboratory for Product Development at the Technical University of Munich ten years 
ago, more advanced IT solutions such as semantic databases and efficient search algorithms can be used 
today [82, 83, 84], as well as simpler user interfaces, more effective ways of communicating results, or tools 
for extracting scenarios or roadmaps [85, 19]. 
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However, the challenge for both systems remains the initial and ongoing filling with enough, complete, and 
high-quality information at the granularity level of the sub-technologies, which are prepared for the 
breakdown by attribute structure. 
3.2 Research Automation 
Before information can be classified and structured, it is initially gathered from various sources. The simplest 
solution for procurement of enough, complete, and high-quality information to fill a technology database is 
the purchase of an existing database or the use of interfaces provided by existing solutions. This is 
meaningful if the available databases already satisfy the existing information need. If, however more specific 
information is required, whether in the sense of the topical adjustment, or in the sense of the seized 
information, an own information procurement is necessary. 
As already explained, a manual research for relevant information is not target-oriented, so that efficient 
approaches of automation must be pursued. Regarding Technology Management, information retrieval plays 
a central role in Technology Intelligence. For permanent use, a technology database should not only be filled 
once but also be continuously updated and extended. Only in this way can the database be used for regular 
scanning and scouting activities and support long-term technology monitoring as well. 
Accordingly, it is investigated which process steps within the Technology Intelligence activities are suitable 
for being supported by current Artificial Intelligence approaches and therefore for being at least partially 
automated to identify relevant documents and extract as much information to evaluate it in terms of 
TCB/SETS categories, attributes, and connections. 
3.2.1 Automation of the Technology Monitoring Process 
The process of technology intelligence can always be divided into four steps [17], see figure 7. Based on the 
technology strategy, the company's specific information needs are defined to align the content-related 
direction of the further research process. Subsequently, the information search is performed. Beside the 
actual information research, this also includes the preceding selection of appropriate information sources. 
The next step comprises the analysis and assessment of all previously collected information. Finally, these 
analysis' results are prepared to be communicated, e.g., as a management summary for the company's 
decision-makers. 
 
Figure 7: The four process steps of the Technology Intelligence activities scanning, scouting, and monitoring, as well 
as the processed tasks and its objective per step, based on [17]. 
Regarding the previously presented possibilities of Artificial Intelligence, the steps of information retrieval 
and information evaluation are particularly suitable for automation. After the information needs are defined 
and at least the initial information sources are chosen, a Focused Crawler can parse the available sources and 
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proceed with the parsing process. In addition, it can, compared to a human knowledge worker, permanently 
continue the work, only restricted by system limitations such as storage. 
As an alternative to the Focused Crawler, classic web crawling approaches [47] can also be used, which do 
not make a content-based decision on how to proceed but track all existing links. In this way, no links are 
omitted, but at the same time efficiency and the quality of the results are reduced because an undifferentiated 
data collection is created. 
The collected information can then be analyzed and evaluated. Named Entity Recognition can be used to 
determine which technology or which market participants are involved in a text, and sentiment analysis can 
be used to determine the mood or position represented in the text. These results can be stored as attributes in 
TCB and be used to create connections between technologies in TCB and to projects in SETS. 
3.2.2 Configuration Model for Focused Crawlers 
A native web crawler loops through all websites within a queue of website URLs, also known as frontier, 
downloads these sites, stores the contents in its database, adds all links stated in the downloaded websites to 
its queue, and finally proceeds with the next queue items. Such a database can later be used as an index for 
a comprehensive web search engine.  
Compared to such a comprehensive approach, technology intelligence aims to create a selected and 
compressed set of only relevant information as it is intended by Focused Crawler solutions. To do so, a 
Focused Crawler must be able to evaluate the relevance of contents and is therefore more complex than 
native web crawlers. A concept of a Focused Crawler is shown in figure 8. It is based on four processing 
layers: network, parsing and extraction, representation, and intelligence. 
 
 
Figure 8: Focused Crawler infrastructure concept according to [51, 86, 87]. 
Before the crawling process can start, the frontier stack, which contains the list of web pages to be crawled 
next, must be filled with the first pages to crawl, i.e., with the URLs of manually preselected information 
sources, the so-called seed pages. Additionally, the crawler needs a set of example documents for the 
machine learning process to classify the determined information. 
Once the crawling process is started, the networking layer will take the next page URL out of the frontier, 
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the content to extract information such as new links which are then used for the further pathfinding and 
classification.  
Afterwards, the extracted data of the usually heterogeneous web pages is converted into a standardized 
format so that it can be used for the further processing. Next, the intelligence layer will do the classification 
and calculate the probability that the current document and included URLs are relevant for the current search 
request. This probability will be used as scoring with which all new URLs are added to the frontier. Now, 
the process can start over and take the next page URL out of the frontier. 
Beside the detailed descriptions in [48, 51], further brief descriptions of Focused Crawler's and their working 
method are given in [88, 89]. 
The described Focused Crawling process steps, especially in the intelligence layer, can be implemented in 
very different ways. This starts with the selection of algorithms and procedures, e.g., whether a simple 
probabilistic classifier such as a Bayesian Network or Deep Learning for building a complex Artificial 
Neural Network is used for classification, but also how much training data is provided and with which seed 
pages the research process is started. 
There is no general solution how to implement the crawling process because it must be tailored to the specific 
application. For example, if a company wants to be a pioneer in its technology area, it is important not to 
miss any information and to focus the research preferably on scientific publications that deal with new 
technologies before they are ready for the market. A fast follower, on the other hand, concentrates on 
solutions that are almost ready for the market, for example based on press releases and patents of competitors. 
A higher accuracy and a clear focus in the research process usually require more complex algorithms and 
more training data, which is associated with an increased initial effort. A search with a low focus is easier to 
set up and may also accept inaccuracies but leads to a larger result set and thus higher post-processing effort. 
It is therefore necessary to adapt the implementation of the crawler to your own needs and to approach an 
optimal solution iteratively. 
3.2.3 Filling of TCB and SETS 
If first research results are available, these can be assigned to existing database entries in TCB and SETS 
using the Named Entity Recognition, e.g., as supplementary sources of existing company or technology data, 
or even new database entries can be created if a company or technology is not yet available. Further 
investigations via text mining can also be used to identify key figures in the text, which can be used to update 
database fields directly. E.g., an article could contain concrete information about an improved build-up rate 
of a specific 3D printing process, which can be identified as a key figure and update the stored technology 
information. 
Once relevant information has been successfully extracted, it can be easily entered into the database, as TCB 
and SETS already work with clearly defined attributes. On the other hand, TCB and SETS can also provide 
a blueprint on which information should be focused to reduce the complexity of the automated search and 
extraction process. 
3.3 Alerting 
The automated filling and updating of a database are already an advance over a database that is not updated 
over a longer period and thus loses relevance and value. However, if the new findings are only updated 
without new knowledge being drawn from them or if the results are not at least randomly checked, the result 




To counteract this, a targeted alerting is suitable. This way, users are automatically informed, e.g., by sending 
an e-mail or a push notification, if there are changes in technologies relevant for these users. This relevance 
can initially be established quite easily if the user is somehow assigned to the technology information, for 
example by being linked as an expert or user in related profiles or because the user has opened or even edited 
these profiles. A more complex solution could evaluate the links within the TCB/SETS database in the sense 
of an ontology and thus also identify possible relevant changes beyond the entries directly touched by the 
user. 
In addition to the actual intention of alerting users to new findings, this also means that changes made by the 
system are regularly checked by users and corrected if necessary, which leads to a training effect for the 
system. 
4. Discussion 
When extracting results from the huge amounts of data available today, two directions can be distinguished 
in the form of the deductive approach (top-down) and the inductive approach (bottom-up). 
The deductive method works on a generic level and investigates trends as well as market and technology 
developments outside the company. An important intention for companies to follow this approach is to track 
early signals of change associated with their core business. The results are applied, e.g., within the foresight 
process and prepared, e.g., in the form of graphics in such a way that they can be used as a basis for strategic 
decisions which then have an impact on the concrete roadmap and development processes within the 
company. The research question and results can be stored in a database for further follow-up or as a basis 
for subsequent research. 
In contrast, the inductive method works based on the company's internal technology database, which is 
structured on a much more granular level of so-called technology profiles. Thus, it is possible to search the 
existing knowledge database in a very concrete way for technological applications and solutions that provide 
potential solutions to generic problems. 
In the presented TCB system, developments in the technology landscape are represented by such sub-
technology profiles, which, structured according to attributes, on the one hand achieve a very fine granularity 
via technological effects and on the other hand, beyond the variety of attributes, represent developments 
beyond the purely technological. The sub-technology profiles summarize all information that can be found 
for the respective attributes. In the future, due to the identical structure of the stored sub-technology profiles, 
intelligent search algorithms make it possible to quickly draw comparisons, detect correlations, derive trend 
statements, aggregate them to the superordinate levels, and to find possible solutions for technical obstacles. 
The search for solution impulses can be further improved with the SETS system, which is also presented, 
since this database maps a structure based on the same attributes.  
The added value of TCB and SETS can unfold company wide. For example, it creates transparency about 
technological topics such as dynamic developments, networking, opportunities & risks, global competencies, 
etc., helps to assess the future viability of suppliers and the technological value of innovations, supports the 
search for new competencies in the human resources area, can focus the work of technology scouts more 
strongly, and supports more accurate predictions of future resource use in the production area.  
Thus, TCB and SETS in combination are particularly suitable for supporting the inductive approach starting 
from a technology database based on the knowledge available from the outside landscape and within the 
company. Otherwise, with the deductive approach the search for weak signals starts in the complexity of the 
outside world instead of the concrete technology landscape within the company. Relevant information must 
first be identified and then transferred to the existing database. Of course, TCB and SETS can also be used 
to store the results of deductive research activities and link them to the internal technology knowledge. 
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However, if the outside world is to be explored manually, this is a costly process that is valuable for the 
company's orientation but is often avoided. This time and cost expenditure for building and updating the 
database can be reduced considerably by using suitable AI methods that ensure partially automated search, 
filling and updating. For this purpose, the use of database interfaces for research within homogeneous data 
structures and Focused Crawlers for heterogeneous sources were considered. The evaluation and derivation 
of attributes can be done via text classification or segmentation, named entity recognition and sentiment 
analysis. 
So, it is possible to combine database projects for storing, using, and linking technology knowledge within 
the company, as comprehensively described by TCB/SETS, with the complexity of the available amount of 
information, thus combining the deductive and inductive approach. Therefore, such a system would also 
offer a significant advance over most existing solutions, which usually follow only one deductive or 
inductive approach each. 
5. Conclusion 
At the beginning of this paper, it was explained that the technological landscape is growing rapidly and thus 
becoming more and more complex. A well-structured technology management can help companies to keep 
up with these dynamic developments. However, to do so, it is necessary to manage the enormously growing 
amount of important data in the field of technological innovation to identify relevant developments at an 
early stage and to derive the need for action on this basis. Well-structured technology databases such as the 
combined TCB/SETS system can help in this process. 
Moreover, with the abundance of information and the rapid up-to-dateness, it is becoming increasingly 
difficult to keep up with purely manual means. This is where AI approaches can provide support, which can 
quickly derive current and relevant insights for the company from the huge amounts of data from the various 
development paths of technologies, to ensure that the database is complete and up-to-date and thus gain a 
competitive advantage. 
This combined inductive and deductive approach allows a comprehensive view, but currently still finds its 
limits in the performance of the AI methods. For this reason, the following open research questions and 
related activities are considered. 
6. Outlook 
Even though AI methods already offer noticeable support for the filling and maintenance of databases, there 
is still a long way to go before processes are largely automated. To make this possible, further challenges 
must be solved, especially in Natural Language Processing. 
The first question that arises is how new technologies and technological developments can be identified and 
named to automatically expand and complete the technology landscape [90]. 
Furthermore, it must also be determined which attributes are necessary to comprehensively describe a sub-
technology and identify important connections. Accordingly, it is also necessary to check these attributes for 
completeness within the database and to specifically detect missing information. From a technical point of 
view, it must be examined which database systems and data models are suitable for storing and evaluating 
the attributes and interconnections. Instead of relational databases, for example, document- and graph-based 
databases could be useful, especially to map semantic information. Algorithms for identifying information 
in heterogeneous sources need to be further researched and improved to fill attributes in a targeted manner 
not only by efficient path finding and precise classification, but also by targeted extraction of the right 
information, not only in the form of concrete values, but also by interpretation of linguistic paraphrases. An 
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example of this is an automatic determination of the Technology Readiness Level, in short TRL [91], as is 
being aimed at in the TechRad research project [92, 93]. 
In addition, it is important to further develop the interface and internal database search algorithms to enable 
ergonomic and efficient access to the available information so that the database does not at some point 
confront the user with the problem of information overload as well. This also includes meaningful 
visualizations of the information and the transfer into decision templates and planning tools such as 
technology roadmaps. 
Finally, the general development of AI technologies can be observed. If the systems will be able to reliably 
recognize semantic relationships and draw cognitive conclusions, performance will increase significantly, 
and new possibilities will arise [94]. 
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