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Abstract—We present a novel approach to the measurement
of American state legislature polarization with an experimental
comparison of three different machine learning algorithms. Our
approach strictly relies on public data sources and open source
software. The results suggest that artificial neural network
regression has the best outcome compared to both support
vector machine and ordinary least squares regression in the
prediction of both state House and state Senate legislature
polarization. In addition to the technical outcomes of our study,
broader implications are assessed as a means of highlighting the
importance of accessible information for the higher purpose of
promoting civic responsibility.
Index Terms—political polarization; machine learning; data
science;
I. INTRODUCTION
The preventative cost of relying on exhaustive research
surveys to analyze large-scale social phenomena is irrefutably
high. With the increasing prevalence of accessible data
sources, predictive models are being leveraged to estimate
and categorize data with a higher degree of accuracy than
ever before. Machine learning is a field that has been adapted
to many different industries such as health care, financial
services, and retail, as well as to many domains in academia.
In 2014, Pew Research conducted a survey that aimed
at characterizing the degree to which the American public
has deviated from the ideological center in recent years.
The survey shows that, in the general population as time
progresses, both self-identified Democrats and Republicans are
falling further away from the ideological center [1]. In 2006,
Abramowitz introduced evidence that supports the argument
of polarized political division by highlighting factors such
as religiosity, geography, and education [2, p. 542]. We will
show that Abramowitz’s theory of divergence among the
masses is supported by the association between legislative
polarization and a wide variety of social, geographic, cultural,
and technological factors.
In parallel with the increasing levels of polarization within
the populace, a similar trend in American legislature polar-
ization has been observed [3]. A comprehensive study of
American legislatures conducted in 2011 by Boris Shor and
Nolan McCarty established a quantified mapping of legislature
polarization at the state level [4, p. 530]. The scope of the
ensuing paper is to apply machine learning methods to easily-
accessible data sources in order to accurately predict the Shor
and McCarty state legislature polarization metrics. In a broad
sense, we intend to highlight the predictive power of surveyed
demographic data when applied to sociopolitical phenomena.
In addition to validating the predictive ability of our model, we
aim to depict the relationship between demographic features
and legislative polarization.
The paper is structured as follows: we first provide com-
mentary on related works that informed our approach (Section
II). We then outline a framework for the aggregation and
exploratory analysis of social data sources to select domain-
appropriate features (Section III and IV, respectively). We
proceed to fit three machine learning models to the 2013-2016
data as well as assess their performance using cross-validation
and hypothesis testing (Section V). In the same section, we
comment on the practicality of using fitted models to predict
future years that fall outside of the original time horizon of the
data. To highlight this, we predict the state House and Senate
polarization metrics for the year 2017 with the best-performing
model (ANN). We conclude with the implications of our
work at scale, which includes relevant qualitative discussion
concerning the relationship between technology, information
availability, and civic responsibility (Section VI).
II. RELATED WORK
Now turning to the problem at hand, there is a wide body of
research concerning machine learning in the social sciences.
The emerging research field of computational social science
is an interdisciplinary approach that exists at the intersection
of the social sciences, statistics, and computer science [5].
In particular, political scientists have primarily concerned
themselves with causal inference as opposed to descriptive
statistics. Notably, in 2012, John Gerring showed that approx-
imately 80 percent of articles in the American Political Science
Review concerned causal inference [6]. Therefore, generally
speaking, political science problems present as ideal opportu-
nities to employ the use of machine learning algorithms [7].
The technical literature aimed at leveraging machine learn-
ing and exploratory data analysis on political science problems
is still in its infancy. Conover et al. introduced the problem of
political polarization analysis by constructing network topolo-
gies for political retweets and direct mentions via unsupervised
machine learning methods [8]. Garcia et al. presented a case
study that constructs analyses to expose the mechanisms
facilitating the diffusion of political information on YouTube
[9]. Khaze et al. provided a specific approach that employs
the use of an artificial neural network to predict voter turnout
in Iran [10]. Lastly, Grundler implemented a SVM to measure
democracy [11].
III. DATA AGGREGATION
A. The Shor-McCarty Data
American political coverage frequently focuses on the na-
tional levels of operation: legislature in Congress, Executive
action in the White House, and rulings of the Supreme Court.
This attention at the national level ignores the complex trends
that make up the state and local politics that are the founda-
tions of how American people interface with their government.
For a democracy to thrive, civic engagement is essential—not
only at the national level, but at the state and local levels as
well.
The Shor-McCarty data set examines how state-level polit-
ical polarization affects good governance and influences the
direction of public policy. The data set contains state-level
legislature ideology metrics by chamber from 1993 to 2016
including the margin of partisan majority, average ideology
difference of the chambers members, and the difference in
median partisan ideology. Examining state-level data in its own
right and pairing it with US Congressional data gives analyses
a greater depth, allowing for more profound insight into the
policy decisions and state issues that result in our polarized
national discourse. The results reflect how state party lines do
not necessarily correlate uniformly to their respective national
party. They leave their data with a call to action, hoping that
their data set becomes the foundation of future work on state
level legislative data [4, p. 550]. The labels of state House
polarization and state Senate polarization were collected from
the Shor-McCarty database [12]. Each polarization metric is
a continuous positive number (R+). We only focused on the
most recent years (2013-2016).
B. The Data Sets
The features were manually collected from four primary
sources. The first and largest source is the American Com-
munity Survey (ACS) maintained by the U.S. Census Bureau.
Numerous demographic features for the years of 2013 through
2017 were compiled [13]. The second source was the Stanford
Mass Shootings in America database [14]. To parse the MSA
data into the correct format for the supervised learning task,
a Python script was written to aggregate the data by state and
year. A recent Yale study that surveyed everyday Americans
to assess their attitudes on climate change was included [15].
The same aggregation approach to that of the MSA data set
was employed. The final source was a collection of surveys
concerning religiosity in America by state and year [16].
C. Arrangement for Supervised Learning
Before arranging the data to obtain the format necessary for
the supervised learning tasks, the feature samples from 2013
to 2016 were separated from the year 2017, due to the fact
that 2017 is outside of the scope of the original Shor-McCarty
study. Without corresponding label values, the 2017 features
were stored to predict the two polarization metrics for each
state using the best-performing models (Section V).
The features and labels were then pooled into two separate
CSV files: one for the House polarization regression task and
one for the Senate polarization regression task. The complete
data set contains a total of 180 complete samples for the House
polarization set and an equivalent 180 samples for the Senate
polarization set. A total of 15 features were included prior
to the feature selection process such that any given complete
feature sample has a corresponding label value for both
legislative bodies. The data is ordered by two characteristics:
increasing year and alphabetical order by state name. The
representation for the supervised learning problems is given
below with m = 180 rows and n = 15 columns. Each row
represents a state, hi and si are the House and the Senate
polarization indices from [12], and xij is the pointwise value
of the feature Xj for the state corresponding to the index i.

h1
h2
...
h180
 ,

s1
s2
...
s180
 ,

x11 x12 · · · x1n
x21 x22 · · · x2n
...
...
. . .
...
xn1 xn2 · · · xmn


For example, consider the boldface first row of the ar-
rays within the set given above. Specifically, h1 and s1 are
Alabama’s 2013 Shor-McCarty polarization metrics for its
House and Senate legislatures. These values are 0.73 and 0.93
respectively. The data point x11 is Alabama’s percent of people
in 2013 who had an internet subscription, an estimated 64.7
percent. Similarly, the data point x19 is Alabama’s median
age from 2013, 38.3. Note that h180, s180, etc. correspond to
Wyoming’s metrics for 2016.
IV. FEATURE SELECTION
In the prediction of political polarization, some degree of
domain interpretation of the relationships between variables is
markedly important. In addition to interpretation, the predic-
tion accuracy of black box methods is particularly attractive.
Both of these aspects are desirable when disseminating results
that have broader ethical implications. Although Pearson’s
coefficient r was used to select the most appropriate features,
we introduce a novel data mining algorithm that is reliant
upon the Pearson and Spearman correlation coefficients to flag
potential non-linear relationships.
Pearsons correlation coefficient r measures the direction
and strength of a linear relationship. In contrast to Pearson’s
coefficient, Spearman’s coefficient ρ is a non-parametric test
of the strength and direction of an increasing or decreasing
relationship between two ranked variables. Thus, continuous
variables are reduced to a ranking of their values. In contrast to
Pearson’s coefficient, ρ captures non-linearities, since it does
not assume the underlying distribution and is more resistant
to outliers [17].
A. Non-Linearity Flagging Algorithm
In this section, we present a novel algorithm for flagging
potential non-linear relationships between a feature set and
a given label. When one encounters an extensive feature
set where the underlying relationships are largely unknown,
correlation coefficients and scatter plots tend to be the first
step in exploratory data analysis. The purpose of this algorithm
is to extract useful information about the features potentially
indicating non-linear relationships with the label as well as
provide insight into the existence of extreme outliers within a
particular feature.
Let X = {X1, X2, ..., Xm} be a set of feature vectors,
and let y be the corresponding label vector. Suppose that the
functions r(Xj , y), ρ(Xj , y) are each defined to return a value
r, ρ ∈ [−1, 1] indicating the respective correlation coefficient
between feature Xj and label y. The algorithm flags features
where ρ − r ≥ λ for a specified tolerance λ. The decision
boundary is represented as
1− 6
∑n
i=1 d
2
i
n(n2 − 1) −
∑n
i=1(xi − x)(yi − y)√∑n
i=1(xi − x)2(yi − y)2
≥ λ (1)
where di is the difference between the discrete ranks of an
observation, x is the sample feature, y is the sample label,
and x¯ and y¯ are the means of the sample feature and the
sample label respectively.
Relying on domain knowledge concerning the compara-
tively greater extent of limitation surrounding the measurement
of social metrics, we chose a relatively low λ = 0.05 for
our data set. Our rationale behind choosing a small tolerance
in this case is centered around the fallibility of measurement
within the social sciences. One notable limitation highlights
the prevalence of habitual measurement practices that have
little regard for the evolving methodological advancements
aimed at improving the validity of social knowledge repre-
sentations [18, p. 16]. We decided that a small tolerance was
appropriate for our data set due to the intrinsic relationship
between fallibility of measurement and statistical correlation
[18, p. 15]. However, these empirical results do not discount
the practicality of employing our algorithm to analyze exten-
sive data sets. In total, 5 features were flagged in the House
data set, and 4 features were flagged in the Senate data set.
None of these flagged features appeared in the final feature
set.
The results of applying the algorithm suggest that the reason
these features were flagged was due to the existence of outliers.
This conclusion was reached after an examination of a pair plot
between these features and the corresponding labels of interest.
Furthermore, the results could indicate that the features chosen
are mostly linearly-related to the labels in the aggregated
polarization data sets. An empirical assessment of the problem
domain is often the best manner of choosing a tolerance λ. In
particular, this conclusion allows us to deduce that the p-values
corresponding to the coefficients in an OLS regression may
provide us with a reasonable depiction of the trends underlying
feature importance as described in [19].
B. Final Features
To obtain the final set of features, Pearson’s r values were
computed. The following set of features with r ≥ 0.1 [20]
(with the exception of two of the House features) were passed
to the modeling stage.1 The 9 features included in each model
are given below along with their corresponding correlation
pairs in the format (rh, rs) ordered by strength of association,
where rh, rs represent the correlation between that feature and
the specified label (see Fig. 1).
1) Total number of people who moved to a particular state
in the United States from abroad (0.383, 0.463)
2) Percent of the population who believe in climate change
(0.266, 0.352)
3) The number of mass shootings defined as 3 or more
victims (0.223, 0.243)
4) Percent of the civilian non-institutionalized population
with a disability (−0.204,−0.244)
5) Percent of the population who considered themselves
very religious (−0.207,−0.2111)
6) Percent of the population 25 and greater years of age
with a bachelors degree (0.197, 0.226)
7) Percent of the population who considered themselves
non-religious (0.177, 0.194)
8) Household median income (0.071, 0.163)
9) Percent of the population with an internet subscription
(0.053, 0.105)
V. MACHINE LEARNING
To build the machine learning models for the regression task
of predicting state legislature polarization, we employed the
use of two Python libraries: scikit-learn for OLS and SVM
regression, as well as Keras (TensorFlow back-end) for the
ANN [21], [22].2
1An identical set of 9 features were included in the final feature set for both
tasks to maintain consistency. The incremental increase in RMSE resulting
from the inclusion of the two features in the House task with r < 0.1 was
negligible for each model (< 0.02).
2The code for our machine learning methodology can be found here.
Fig. 1. Heat map of Pearson correlations between the select features with
r ≥ 0.1 and the Senate polarization label
A. Data Preparation
Before implementing each model, a randomized validation
split partitioned the 2013-2016 data set into training and
validation subsets. A total of 144 samples (80 percent) were
used for model training. A total of 36 samples (20 percent)
were used for model validation. Following this process, min-
max scaling was applied to map the data points from the
training and validation sets into the reduced range [0, 1] to
improve algorithm convergence speeds.
B. Performance Metric
Root Mean Square Error (RMSE) is employed to compare
performance across models [23]. Thus, we define our loss
function L(y, yˆ) as the RMSE where yˆ is the vector of
predictions from the model and y is the vector of true values.
L(y, yˆ) =
√√√√ 1
n
n∑
i=1
(yˆi − yi)2 = RMSE (2)
We choose the model m yielding the set of predictions yˆ∗
minimizing the validation loss L(y, yˆ) such that
yˆ∗ = argmin
yˆ∈P
L(y, yˆ) (3)
where P is the set of predictions resulting from each model.
C. Ordinary Least Squares Regression
OLS regression seeks to minimize the residual sum of
squares given a matrix of features X and a label vector Y . OLS
regression is included as a heuristic performance benchmark
for our comparative analysis.
D. Support Vector Machine
In support vector machine (SVM) regression, we use hy-
perplanes to construct a function fˆ(X) that will estimate our
target Y where Y −fˆ(X) <  for some maximal margin . We
rely on a kernel to efficiently evaluate the linear transformation
φ : Rn → F which maps the input space Rn to the higher-
dimensional feature space F . Our implemented models use a
radial basis function kernel (RBF). Our SVM regression model
is given by
fˆ(X) =
l∑
i=1
vi · exp
[−||x− x′||2
σ2
]
+ b (4)
where the parameters vi ∈ V are the solutions to a constrained
optimization problem, ||x − x′|| refers to the Euclidean dis-
tance between the feature vectors of two unique samples, σ
constrains the linearity of the decision boundary in F , and b
is the bias term [24]. After model building, hyperparameter
optimization was carried out by experimentally evaluating
different combinations of the model’s parameters.
E. Artificial Neural Network
The fundamental unit for a feedforward neural network is
the neuron. The output tensor y for each neuron with respect
to its input tensors xi ∈ {x1, x2, ..., xn} is given by
y = g
(
n∑
i=1
wixi + b
)
(5)
where the parameters wi ∈ {w1, w2, ..., wn} are the weights
multiplied by each input xi, b is the bias parameter, and
g(·) is a pointwise activation function. A feedforward neural
network consists of an arrangement of neurons structured by
an input layer, various hidden layers, and an output layer. For
our ANNs, hyperparameter optimization was carried out in a
similar approach to that of the SVM model. As a result, the
ANN model for each polarization prediction task is composed
of an input layer of 9 neurons, a single hidden layer of 5
neurons, as well as a dropout layer of p = 0.2. The stochastic
optimization algorithm was set as Adam with default parameter
values as specified by [22]. Pointwise rectified linear unit
activation (ReLU) was applied to each neuron in the hidden
layer such that g(·) = max(0, ·).
F. Results
RMSE values on the validation set of v = 36 samples for
each of the 3 models are given in Table I. These values are
split up by the House and Senate polarization prediction tasks.
A two-tailed Wilcoxon non-parametric signed-rank test was
carried out to determine whether a difference exists between
the underlying sampling distributions of the model predictions
at the significance level α = 0.05 [25]. The results of the tests
are given in Table II.
TABLE I
VALIDATION SET RESULTS v = 36 SAMPLES
Model House RMSE Senate RMSE
OLS 0.421 0.328
SVM 0.386 0.308
ANN 0.372 0.289
Best performing model m := yˆ∗
TABLE II
WILCOXON SIGNED-RANK TEST ON VALIDATION SET PREDICTIONS
Models House Senate
W p-value W p-value
OLS-SVM 90 1.34× 10−4 321 0.850
OLS-ANN 116 6.51× 10−4 79 6.59× 10−5
SVM-ANN 303 0.637 29 1.79× 10−6
Statistically significant at α = 0.05
Fig. 2. P-values for the OLS regression coefficients
G. Discussion
ANN regression performed the best when comparing its
loss metric to SVM and OLS regression for each task. At the
epochs where the two final models were saved, the networks
had a similar, but slightly lower training loss when compared
to the validation loss. This implies that the model at the
chosen epoch did not overfit the data. The ANN model had
a lower loss for the Senate polarization data set than the
House polarization on average as well as a longer convergence
time when compared to the House ANN. One potential reason
for this is the presence of markedly lower correlation values
between the features and the House label (Section IV).
The Wilcoxon hypothesis test on the predictions from the
ANN-SVM pair suggests that the two models generated sim-
ilar sampling distributions for the House task. Furthermore, a
juxtaposition of the House OLS-SVM and the OLS-ANN pairs
shows that each model yields a unique sampling distribution.
In the case of the Senate task, we observe an occurrence
that is distinctive from the House task. In the significance
test between the predictions for the ANN-SVM and OLS-
ANN pairs, the models generate unique sampling distributions,
while in the OLS-SVM pair, the models generate similar
distributions. Additionally, the conclusions from the non-
linearity flagging algorithm (Section IV) suggest that OLS
regression may allow us to obtain a reasonable depiction of
feature importance trends for the SVM and ANN models
by analyzing the p-values for each coefficient (Fig. 2).3 A
limitation to this interpretation approach is that we assume
that each feature and label is distributed normally, which is
not necessarily the case. As such, the results in Fig. 2 should
not be seen as an absolute truth.
After deciding upon the two ANN models by evaluating
their comparative performance on the validation set, predic-
tions were made for a 2017 testing set of features for which
there is no polarization label—the data for the 2017 polar-
ization metrics do not exist. This new task was oriented on
extrapolating the Shor-McCarty results to display the domain
novelty of our two models. The geographical depiction of these
new 2017 values for the House and Senate are included in Fig.
3 and Fig. 4, respectively.
Fig. 3. 2017 House Predictions
Fig. 4. 2017 Senate Predictions
VI. CONCLUSION
We introduced a novel approach to the measurement of
state Legislature polarization using machine learning. From the
3These are not the same coefficients as the original model—this version
does not include the y-intercept, b, so that we can focus on the features
themselves.
technical results, we conclude that ANN regression performed
the best in predicting state Legislature polarization relative to
SVM and the benchmark model of OLS regression. In addition
to this, our results suggest that the features included in our
models are appropriate for the measurement of state Legis-
lature polarization. With the application of machine learning
to this particular societal problem, we aimed at implementing
a solution to the time delay that is typically associated with
generating an up-to-date political science domain ontology.
Though the technical results of our study are significant in
their own right, we would like to expand upon an argument
for the societal importance of our models.
We the People must come to an understanding of the level
of polarization that is dividing our communities, states, and the
country as generations have known it. Abramowitz concluded
in his 2006 paper that the American people—to no small
extent—must hold themselves responsible for the divisions
occurring within the political system [2, p. 543]. It is of
the utmost importance to understand the consequences of our
collective and individual actions in electing representatives
who fall towards the extreme ends of the political spectrum.
Information availability by means of technological advance-
ment is a fundamental first step towards that of a harmo-
nious movement to oust partisan representatives and unite
the system. Thankfully, in the appropriately titled Information
Age with digital accessibility amongst Americans and their
elected officials at an all-time high, this goal is as achievable
as it has ever conceivably been. It is the responsibility of
representatives to come together to effectively represent the
People. In the same vein, it is the Peoples responsibility to
hold their representatives to the task of overcoming partisan
division.
Hence, on a qualitative level we conclude that (1) through
the introduction of big data and machine learning into the
political process, we now have the computing power to provide
timely information to the People. Of utmost importance, (2)
the availability of information depicting the level of division
occurring within the most fundamental levels of government
largely drives the People’s responsibility to effect change.
However, (3) this same information can soon become obsolete
if not for predictive models, statistical surveys, and other
methods to model reality with a reasonable degree of certainty.
We encourage the research community to build upon our
results to continuously update polarization metrics when new
data become available. With this in mind, we believe herein
lies a consequential first step forward towards the ideal of a
truly United State.
ACKNOWLEDGMENT
We would like to thank Dr. Maria Gini (University of
Minnesota Department of Computer Science and Engineering)
and Dr. Anthony Breitzman (Rowan University College of Sci-
ences and Mathematics) for their guidance and mentorship—as
well as former Vice President Aaron Burr Jr. for inspiration
by pioneering the use of political data analytics during the
election of 1800.
REFERENCES
[1] C. D. e. a. Michael Dimock, “Political polarization in the american
public,” Pew Research Center, pp. 5–6, 2014.
[2] A. I. Abramowitz and K. L. Saunders, “Is polarization a myth?” The
Journal of Politics, vol. 70, no. 2, pp. 542–555, 2008.
[3] M. J. Barber and N. McCarty, Causes and Consequences of Polarization.
Cambridge University Press, 2015, p. 1558.
[4] B. Shor and N. McCarty, “The ideological mapping of american legis-
latures,” American Political Science Review, vol. 105, no. 3, p. 530551,
2011.
[5] W. Mason, J. Vaughan, and H. Wallach, “Computational social science
and social computing,” Machine Learning, vol. 95, 06 2014.
[6] J. Gerring, “Mere description,” British Journal of Political Science,
vol. 42, no. 4, p. 721746, 2012.
[7] J. Grimmer, “We are all social scientists now: How big data, machine
learning, and causal inference work together,” PS: Political Science &
amp; Politics, vol. 48, no. 1, p. 8083, 2015.
[8] M. Conover, J. Ratkiewicz, M. Francisco, B. Gonalves, F. Menczer, and
A. Flammini, “Political polarization on twitter,” 01 2011.
[9] D. Garcia, F. Mendez, U. Serdu¨lt, and F. Schweitzer, “Political po-
larization and popularity in online participatory media: An integrated
approach,” in Proceedings of the First Edition Workshop on Politics,
Elections and Data, ser. PLEAD 12. New York, NY, USA: Association
for Computing Machinery, 2012, p. 310.
[10] S. R. Khaze, M. Masdari, and S. Hojjatkhah, “Application of artificial
neural networks in estimating participation in elections,” ArXiv, vol.
abs/1309.2183, 2013.
[11] K. Grndler and T. Krieger, “Democracy and growth: Evidence
from a machine learningindicator,” European Journal of Political
Economy, vol. 45, pp. 85 – 107, 2016, on Institutions and
Well Being. [Online]. Available: http://www.sciencedirect.com/science/
article/pii/S0176268016300222
[12] B. Shor, “Aggregate State Legislator Shor-McCarty Ideology Data,
May 2018 update,” 2018. [Online]. Available: https://doi.org/10.7910/
DVN/BSLEFD
[13] U. S. C. Bureau, “American community survey 1-year estimates 2013-
2017.” [Online]. Available: https://www.census.gov/programs-surveys/
acs/data.html
[14] Stanford Geospatial Center, “Mass Shootings in America Database,”
2017. [Online]. Available: https://github.com/StanfordGeospatialCenter/
MSA
[15] E. a. Leiserowitz, A., “Climate change in the american mind,” 2019.
[Online]. Available: https://doi.org/0.17605/OSF.IO/JW79P
[16] Gallup, “State of the states 2013-2017,” Dec 2018. [Online]. Available:
https://news.gallup.com/poll/125066/state-states.aspx
[17] C. Spearman, “The proof and measurement of association between two
things,” The American Journal of Psychology, vol. 15, no. 1, pp. 72–101,
1904.
[18] N. R. Council, The Importance of Common Metrics for Advancing Social
Science Theory and Research: A Workshop Summary, R. M. Li, Ed.
Washington, DC: The National Academies Press, 2011.
[19] C. Rudin, “Stop explaining black box machine learning models for high
stakes decisions and use interpretable models instead,” Nature Machine
Intelligence, vol. 1, pp. 206–215, 05 2019.
[20] J. Cohen, Statistical Power Analysis for the Behavioral Sciences.
Lawrence Erlbaum Associates, 1988.
[21] F. Pedregosa, G. Varoquaux, A. Gramfort, V. Michel, B. Thirion,
O. Grisel, M. Blondel, P. Prettenhofer, R. Weiss, V. Dubourg, J. Vander-
plas, A. Passos, D. Cournapeau, M. Brucher, M. Perrot, and E. Duches-
nay, “Scikit-learn: Machine Learning in Python ,” Journal of Machine
Learning Research, vol. 12, pp. 2825–2830, 2011.
[22] F. Chollet et al., “Keras,” https://keras.io, 2015.
[23] T. Chai and R. R. Draxler, “Root mean square error (RMSE) or mean
absolute error (MAE)? - Arguments against avoiding RMSE in the
literature,” Geoscientific Model Development, vol. 7, no. 3, pp. 1247–
1250, Jun. 2014.
[24] M. A. Hearst, S. T. Dumais, E. Osuna, J. Platt, and B. Scholkopf, “Sup-
port vector machines,” IEEE Intelligent Systems and their Applications,
vol. 13, no. 4, pp. 18–28, July 1998.
[25] D. Rey and M. Neuha¨user, Wilcoxon-Signed-Rank Test. Berlin,
Heidelberg: Springer Berlin Heidelberg, 2011, pp. 1658–1659. [Online].
Available: https://doi.org/10.1007/978-3-642-04898-2 616
