ABSTRACT This paper studies the prescribed performance tracking control problem for a pure-feedback nonlinear system with full-state constraints. By incorporating the asymmetric barrier Lyapunov functions into the dynamic surface control, we develop an adaptive prescribed performance control scheme, which can ensure that all closed-loop signals remain bounded and the full-state constraints are not violated. Furthermore, we explore the event-triggered adaptive prescribed performance control problem for nonlinear systems with full-state constraints, which can save the limited computing and communication resources. The numerical simulations are provided to illustrate the performances of the designed adaptive controller and the event-triggered adaptive controller.
I. INTRODUCTION
In recent years, the output tracking problem for uncertain nonlinear systems has attracted much attention in the control theory community. Many modern nonlinear control techniques have been employed to handle this problem, such as sliding mode control [1] - [3] , the observed-based control [3] , [4] , the dynamic surface control [5] , [6] , and so on. A main limitation in these works is that the states of the uncertain nonlinear systems are compelled to be unconstrained. However, it can be well-known that many physical systems are subjected to constraints in the form of saturation, physical stoppages, or performance and safety specifications [7] . Controlling state constrained nonlinear systems is always a challenging research topic.
Model predictive control [8] , the set invariance notions [9] and reference governors [10] are well-known approaches to handle system state constraints. Besides these, a second-order filter with nonlinear magnitude limiter is introduced in the The associate editor coordinating the review of this manuscript and approving it for publication was Nasim Ullah.
controller design procedure to handle state and input saturation constraints, as well as eliminate the analytic computation of the time derivative of the virtual control term in the backstepping approch [11] . Recently, various Barrier Lyapunov functions(BLFs) have been widely employed to solve the tracking control problem for the nonlinear system with fullstate constraints including the symmetric and asymmetric log-type BLFs [7] , [12] - [17] , the tan-type BLFs [18] - [20] and the integral BLFs [21] , [22] . Tee et al. propose a BLFsbased backstepping approach to solve the tracking control problem for the known nonlinear system with the state or output constraints [7] , [12] , [18] , [21] . Liu et al. further design an adaptive control scheme for the nonlinear system with parameter uncertainties [14] - [16] . Wang et al. [17] develop an adaptive dynamic surface controller for the nonlinear system with symmetric state constraints. Some BLFs-based backstepping controllers have been proposed to solve the tracking control problem for the nonlinear system with timevarying constraints [12] , [22] , [23] . Besides, some finite-time adaptive controllers have been developed in [19] and [20] by using the tan-type BLFs.
The prescribed performance tracking control can be formulated as a tracking control problem of nonlinear systems with asymmetric time-varying output constraints. To solve the prescribed performance tracking control problem, the transient performance of the tracking error is characterized as inequality constraints, and the error transformation technique is proposed to transform the 'constrained' system to an equivalent 'unconstrained' one [24] , [25] . The remarkable prescribed performance constraint approach commonly combines a tangent hyperbolic function with a prescribed smooth function to transform error signals. However, this constraint technique may induce a singularity problem in the inverse transformation function when certain constraint conditions are imposed on the performance constraint function. In [26] , an approximation-free state feedback control scheme is designed for unknown pure feedback nonlinear system by backstepping-like approach. In order to avoid the above singularity problem, a novel state transformation map is proposed in [27] , and a semi-global stabilization controller is designed by the backstepping approach. By introducing the asymmetric integral BLF to describe the tracking performance, such as the overshoot, the convergence rate and the steady-state error, a robust adaptive prescribed performance control is designed in [22] .
Motivated by the above analysis, we will further investigate the prescribed performance tracking control problem for the unknown nonlinear system with full-state constraints in this report. By incorporating the asymmetric BLFs into dynamic surface control design procedure, an adaptive tracking controller is first developed, which guarantees the transient and steady-state performances of the tracking error, and ensures the state constraints are not violated. At the same time, the problem of "explosion of complexity" in traditional backstepping design is also eliminated in this adaptive scheme. Besides these, inspired by the work [28] , [29] , we propose an event-triggered adaptive prescribed performance controller to save limited computing and communication resources.
The rest of the paper is organized as follows. In Section II, we give some necessary preliminary notions and lemmas underlying the use of BLFs and assemble the prescribed performance tracking control problem for the uncertain nonlinear systems with full state constraints. The controller design procedure and the mathematical stability proof are presented in Section III. In Section IV, an event-triggered adaptive prescribed performance controller is further designed based on the results of Section III. Some simulation examples are given in Section V to illustrate the effectiveness of the proposed controller. Section VI concludes this work.
II. PROBLEM STATEMENT
Let us consider the following n-order lower-triangular nonlinear system:
where, x = [x 1 , . . . , x n ] T ∈ R n , y ∈ R and u ∈ R are the system state vector, the system output and the control input, respectively.
is an unknown constant vector; ϕ i (x i ) and g i (x i ) are known nonlinear function vectors. All the states x i are constrained by
with k c i being positive constants. Denote e 1 = y − y d as an output tracking error. The control objective of the paper is to develop an adaptive control scheme such that the error e 1 of the state-constrained nonlinear system (1) evolves strictly in following prescribed performance bounds
where, δ 1 ,δ 1 > 0 and ρ 1 (t) is the performance functions, which can be selected in the following form
where, r, ρ 0 and ρ ∞ are constant performance parameters. The constant max(δ 1 ,δ 1 )ρ ∞ represents the upper bound of the steady-state error of e 1 . The lower bound on the convergence speed of e 1 can be characterized by r. The maximum overshoot of e 1 can be prescribed less than max(δ 1 ,δ 1 )ρ 0 . Next, we define a transformed error, ξ 1 , as follows:
As a result, it is straightforward to show that e 1 (t) satisfies the prescribed constraint condition (3) if and only if −δ 1 < ξ 1 (t) <δ 1 , ∀ t ≥ 0. The control objective can be implemented in the following assumptions. 
The functions g i (x i ) , i = 1, . . . , n, and 
where 
where ζ 1 and ζ 2 are class
, and z 1 (0) belongs to the set Z. If the inequality holds:
with η ∈ N , and constants c > 0, ν > 0, then z will remain in the open set Z, ∀t ∈ [0, ∞). Lemma 2 (See Lemma 2 in the Work of Liu et al. [16] ): For all |z| < k b , the following inequality holds:
where k b is an arbitrary positive constant, z ∈ R, and p is a positive integer. Lemma 3 (See Lemmas 3.3 and 3.4 in the Work of Zuo et al. [30] ): For any real number x i ∈ R, i = 1, 2, . . . , N , the following inequalities always hold:
III. THE DYNAMIC SURFACE ADAPTIVE CONTROL DESIGN WITH BLF
In this section, we will design a dynamic surface adaptive controller for system (1) by employing BLF. During the design procedure, the following notations will be needed.
where, p is a positive integer, k b i is a positive design parameter, and S i is the virtual error. The detailed definition and design procedures are elaborated in the following.
Step 1: Using (1), the time derivative of ξ 1 (t) in (5) iṡ
Design the stabilising function α 1 as
where γ 1 is a positive constant, andμ 1 is the estimation of µ 1 . Let us introduce a new state variable z 2 as the filtering virtual function, which can be obtained by the following first-order filter:
where τ 2 is a time constant. From (17) , it is obvious that the equalityż 2 = −χ 2 /τ 2 holds. Defining the virtual error of the second step as S 2 = x 2 − z 2 , and the first-order filter error as χ 2 = z 2 − α 1 , we can rewrite (15) aṡ (18) where,μ 1 =μ 1 − µ 1 . Next, we choose an asymmetric BLF combined with quadratic Lyapunov function as
where, λ 1 , σ 1 are positive constants. It is known that V 1 is positive definite and continuous differentiable. By using (18), we can obtaiṅ
Construct the the adaptive law forμ 1 in the form oḟ
where, β 1 is a positive constant. The above equation can be interpreted as a stable first-order differential equation in µ 1 with
ϕ 1 /σ 1 as an input. Thus, if initial conditions are bounded, the boundedness of ξ 1 implies the boundedness ofμ 1 . From Assumption 1 and the fact that µ 1 and x 1 are bounded, it is obvious that α 1 is bounded and moreover assumed that |α 1 | ≤ᾱ 1 with a positive constantᾱ 1 . As a result, χ 2 is also bounded and satisfies |χ 2 | ≤χ 2 , wherē χ 2 is a positive constant.
Computing the time derivative of α 1 , we havė
It follows from Assumption 1 thatα 1 is bounded and satisfies
where M 2 is a positive constant. Using the Young's inequality, we have
where ε 2 is a positive constant. By using the above three inequalities, equation (20) turns intȯ
Based on Lemma 2, we have
In order to guarantee the stability of the closed-loop system, select constant τ 2 limited to 1 τ 2 > 1 4p (29) Equation (26) can be rewritten aṡ
where,
Step 2: Define S 3 = x 3 − z 3 as virtual error of the third step with the variable z 3 as the filtering virtual function, and then let the designed stabilizing function α 2 pass through a first-order filter, i.e.,
where τ 3 is a time constant. We define the term χ 3 = z 3 − α 2 as the first-order filter error, thenż 3 = −χ 3 /τ 3 , and the time derivative of S 2 satisfieṡ
Construct a positive definite Lyapunov function as
where, k b 2 = k c 2 −ᾱ 1 −χ 2 , σ 2 and λ 2 are positive constants, µ 2 =μ 2 − µ 2 is the estimation error vector. By using (30) and (32), the time derivative of V 2 iṡ
Choose the stabilizing function α 2 as well as the adaptive law forμ 2 in the form of
where, γ 2 and β 2 are positive constants. Similar to Step 1, we can obtain that α 2 ,α 2 ,μ 2 and χ 3 are bounded, and we assume that |α 2 | ≤ᾱ 2 , |α 2 | ≤ M 3 and |χ 3 | ≤χ 3 .
Using the Young's inequality, we have the inequalities:
where ε 3 is a positive constant. From (35) -(39), equation (34) becomeṡ
Similar to the previous step, let us select τ 3 such that the following inequality holds
Based on Lemma 2, we have log (40) can be rewritten aṡ
Step i = 3, . . . , n − 1: By induction, at step i − 1, we have designed the filtering virtual controller z i and the stabilizing function α i−1 . Similar to the previous step, we can in turn obtain that α i−1 ,α i−1 and χ i are bounded, and assume that
where τ i+1 is a time constant. We define the first-order filter error as χ i+1 = z i+1 − α i , and obtainż i+1 = −χ i+1 /τ i+1 . By using (1), it is easy to geṫ
Define a positive definite Lyapunov function V i as:
where, σ i and λ i are positive constants. By using (45), the time derivative of V i iṡ
Design stabilizing function α i as well as the adaptive law for µ i in the form of
From (48), it can be proven that α i andα i are continuous and bounded, and satisfy |α i | ≤ᾱ i and |α i | ≤ M i+1 , whereᾱ i and M i+1 are positive constants.
Using Young's inequality, we have
(50)
where, ε i+1 is a positive constant. From (48) -(52), equation (47) can be rewritten aṡ
Based on Lemma 2, we have log
where
Step n: As denoted in step n−1, S n = x n −z n . By using (1), we haveṠ
Define a positive definite Lyapunov function V n as
where, k b n = k c n −ᾱ n − χ n > 0, σ n and λ n are positive constants. Design the actual controller u as well as the adaptation law in the form of
where, β n is a positive constant. Via similar design procedures in step i, we havė
where, K n = min{4pγ n , β n λ n /σ n , K n−1 }. The following theorem is provided to state the main results. 1  and 2, the virtual stabilizing functions α i , i = 1, . . . , n − 1  in (16), (35) and (48), the actual controller u in (58) , and the adaptation laws in (21) , (36), (49) and (59) 
, n. then the closed-loop system has the following properties:
(i) the signals ξ 1 (t) and S i (t)(i = 2, . . . , n) remain in the compact sets ξ 1 and S i ; (ii) all the signals in the closed-loop system are bounded; (iii) the full-state constraints are not violated; (iv) the output tracking error converges to a neighborhood of zero, which can be arbitrarily small with selection of appropriate design parameters. Proof: (i) In order to guarantee the stability of the closed-loop system, we should select the design parameters ρ 0 , ρ ∞ , r, γ i , λ i , σ i , τ i , ε i to satisfy the following inequalities.
From (60), we haveV
where c = 1 4p 1 and condition (C. 2) , we know the property (i) holds.
(ii,iii) Multiply both sides of (63) by e K n t , the inequality (63) can be rewritten as d(e K n t V n (t))/dt ≤ ce K n t . Integrating it over [0, t], we have
. In view of the definition of V n and the Lemma 3, we have
As a result, we can obtain a conservative upper bound V χ for χ j , j = 2, . . . , n. Like the analysis in the design procedure, since |x 1 | < max{δ 1 , δ 1 }ρ 1 (0) + |y d |, and |y d | ≤ A 0 , we can select max{δ 1 , δ 1 }ρ 1 (0) < k c 1 − A 0 to guarantee |x 1 | < k c 1 .
It can be concluded from the definitions of α i (·) in (16), (35) and (48) 
Because of the boundedness of x i , y d ,ẏ d , z i andμ i , we can obtain that α i (·) is also bounded. Thus, the inequality |x i | ≤
From the definition of u in (58), we know that the controller u is bounded.
From the above analysis, we can conclude that all the signals of the closed-loop system are bounded and the fullstate constraints are not violated.
(iv) From (64), it is easy to obtain that when e 1 (t) ≥ 0, the following inequality holds
otherwise, we have log δ
From (67) and (68), it is straightforward to get
where,δ 1 = max{δ, δ}.
From the definition of c and K n , it is obvious that ξ 1 can be made arbitrarily small by selecting appropriate design parameters. This completes the proof.
IV. EVENT-TRIGGERED CONTROLLER DESIGN
Inspired by the work [28] , [29] , we propose an eventtriggered based adaptive controller to solve the prescribed performance tracking problem for the uncertain nonlinear system with full-state constraints. The intermediate design step is elaborated in the steps 1 to n − 1 in Section III. In step n, we design the virtual stabilization function α n and adaption lawμ n in the form of
We co-design the relative threshold control strategy as below:
The triggering event is defined as
where, e u =ȗ − u denotes the measurement error, 0 < δ u < 1, d is a positive constant such thatd ≥ d/(1 + δ u ), t k , k ∈ Z + , denotes the time at which (73) is violated. Note that, whenever the event (73) is triggered, the control signal u(t) will be updated toȗ(t k+1 ), while in the time interval t ∈ [t k , t k+1 ), the control input holds as a constant, i.e.,ȗ(t k ). Therefore, we can always find a functions (t) with | (t)| ≤ 1 such that the following relationship holds
With the above control strategy, we have the following theorem. 
By using (56), the time derivative of (75) iṡ
By taking advantage of (74), the above equation can be rewritten aṡ
From the analysis in Section III and the fact that the inequality 0 ≤ |a| − a tanh a ε ≤ 0.2785ε holds for any ε > 0 and a ∈ R, the above equation can be rearranged aṡ
where, K e = min{4pγ n , β n λ n /σ n , K n−1 }, and c e = c + 0.2785ε u . Via the same analysis in the proof of Theorem 1, we can conclude that the results in Theorem 1 still hold. 
Asu(t) is a continuous function of the signals x, S n andμ n , and all these closed-loop signals are globally bounded, there must exist a constant κ > 0 such that |u(t)| ≤ κ. By noting that e u (t k ) = 0 and lim t→t k+1 e u (t) = δ u |ȗ(t k )| + d, we can obtain that the lower boundary of inter-execution intervals t * must satisfy t * ≥ (δ u |ȗ(t k )| + d)/κ, namely, the Zenobehavior [31] is successfully avoided. This completes the proof.
V. SIMULATION EXAMPLE
Consider the following nonlinear system [16] :
T , g 1 (x 1 ) = cos x 1 , g 2 (x 2 ) = 1 + 0.5 sin x 2 . Obviously, system (81) is a strict-feedback nonlinear system, which satisfies Assumption 2. The states are constrained by Based on the design procedure in Section III, the control input is designed as
where, S 2 = x 2 − z 2 and z 2 is the output of the first-order filter. The input of the first-order filter α 1 is designed as
The adaptation laws are constructed aṡ
where the initial values of the adaptation laws areμ 1 
The design parameters are chosen as γ 1 = 2.5, [12] , the parameter k b 2 can be selected by Matlab routine. In this simulation, k b 2 = 1.25.
Based on the above adaptive control scheme, the relative threshold control strategy is designed as
where α 2 is given as
In this case, we choose the same design parameters, and select the event-triggered parameters as
To distinguish these two control laws, we use AC to represent the adaptive control scheme (82) for comparison, while use ETC to denote the event-triggered adaptive controller (86). In Figure 1 , the system output tracking trajectories under AC and ETC are represented, respectively, by the black dashed line and the red dash-dotted line, while the corresponding prescribed performance boundary are illustrated by the green dot line and pink dot line, and the desired trajectory is represented by the blue solid line. The corresponding tracking errors are given in Figure 2 . The trajectories of the state x 2 under these two controllers are given in Figure 3 . Figure 4 shows the trajectories of the adaptation parameterŝ µ 1 andμ 2 . Figure 5 shows the control input. The event triggered times are shown in Figure 6 . From Figures 1 and 2 , both controllers can guarantee the prescribed transient and steady-state performances of the tracking error. From Figures 1 and 3 , we can observe that the full state constraints are not overstepped. The bounded trajectories of the adaptation parameters and the controller are given in Figures 4 and 5 . parameters of the adaptive control (82) are chosen as γ 1 = 1.25, γ 2 = 1.25, τ 2 = 0.1, λ 1 = 1, λ 2 = 1, σ 1 = 1, σ 2 = 1, β 1 = 2, β 2 = 3. Similar to [12] , the parameter k b 2 can be selected by Matlab routine. In this simulation, k b 2 = 1.5. Besides these, the event-triggered parameters are selected as δ u = 0.5, d = 0.05,d = 1.2, ε u = 15. Figure 7 explains the phase portrait of x 1 and x 2 . The corresponding trajectories of x 1 and x 2 are given in Figure 8 and Figure 9 , respectively. The trajectories of the adaptation parameters are shown in Figure 10 . Figure 11 shows the control input. The event triggered times are shown in Figure 12 . From these simulation results, we can observe that both controllers can guarantee the prescribed transient and steadystate performances of x 1 . At the same time, the full state constraints are not overstepped, and the adaptation parameters and the controller are bounded.
VI. CONCLUSION
In this paper, an asymmetric BLF-based adaptive dynamic surface controller has been first designed for a class of lowertriangular nonlinear system with full-state constraints. The BLF guarantees the full-state constraints are not violated and all the closed loop signals are uniformly ultimately bounded. The proposed adaptive control scheme can enforce the tracking error to evolve in the prescribed performance bounds. Meanwhile, an event-triggered adaptive controller has also been investigated to save the limited computing and communication resources. The simulation examples demonstrate the effectiveness of the proposed method. 
