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A STRATEGY FOR SELF-ADJOINTNESS OF DIRAC OPERATORS :
APPLICATIONS TO THE MIT BAG MODEL AND δ-SHELL INTERACTIONS
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1
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ABSTRACT. We develop an approach to prove self-adjointness of Dirac operators with boundary
or transmission conditions at a C2-compact surface without boundary. To do so we are lead
to study the layer potential induced by the Dirac system as well as to define traces in a weak
sense for functions in the appropriate Sobolev space. Finally, we introduce Calderón projectors
associated with the problem and illustrate the method in two special cases: the well-known MIT
bag model and an electrostatic δ-shell interaction.
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1. INTRODUCTION
1.1. Motivations. The study of massive relativistic particles of spin-1/2 such as electrons or
quarks involves the Dirac operator and such systems are of great importance in elementary
particle physics.
From a mathematical physics point of view, this operator attracted a lot of attention in the
past few years and the first step in its study is the understanding of either boundary or trans-
mission conditions through a surface in order to prove self-adjointness of the Dirac operator
with such conditions.
We aim to develop a general strategy involving boundary integral operators and associated
Calderón projectors and we apply this method to the well-knownMIT bagmodel and the Dirac
operators coupled with an electrostatic δ-shell interaction.
The MIT bag model is used to study confined particles of spin-1/2 into domains of R3 (for
more physical motivations, see [15, 16, 17, 22]). This system has recently been studied in [1]
and, in particular, the authors prove self-adjointness of the operator for smooth domains.
The Dirac operator coupled with a δ-interaction also attracted a lot of attention in the past
few years. To our knowledge, the first paper dealing with this question is [19] where the au-
thors study the particular case of an interaction supported on a sphere. They take advantage of
the symmetry of the system in order to answer the question of self-adjointness and study spec-
tral properties of the system. In the sequence of papers [2, 3, 4] the question of self-adjointness
is handled for C2-surfaces and spectral properties are investigated. Recently, a strategy using
quasi-boundary triplets was exposed in [6] in order to study this system and the authors re-
cover and extend some results of [2] for C∞-smooth surfaces. However, in these works, the
authors fail to prove self-adjointness for critical values of the coupling constant. Our initial mo-
tivation here was to understand this phenomenom and we prove that for these critical values
the operator is self-adjoint on a larger domain. It is worth mentionning that simultaneously, in
[7], the authors recover similar results with a boundary triplet technique. This phenomenom
is reminescent of similar questions in the context of negative-index materials investigated in
[9, 12].
This paper is inspired by the strategy developped in [8] about two-dimensional Dirac oper-
ators with graphene boundary conditions. However, in our case, the situation is more involved
because we study a layer potential on a general C2-surface which, in dimension two, was done
studying the twin of this layer potential on the circle and extending the results by the Riemann
mapping theorem. Hence, in the present article, we introduce a framework for boundary inte-
gral operators in the same spirit as the one developed, for instance in [18], for elliptic operators
of order two. Indeed, we study the layer potential operator associated with the Dirac problem
and study regularisation properties. To do so, we are led to introduce and study various prop-
erties about the natural Sobolev space associated with the Dirac operator. It allows to define
boundary values of such a layer potential in a weak sense.
Finally, we mention that the layer potential for the Dirac operator was studied in [5] for
Lipschitz hypersurfaces. As here we ask for C2-regularity of the surface, it allows to define
weaker data on the boundary. It is also worth mentionning that our strategy share similarities
with the work exposed in [10] about C∞-boundary techniques and pseudo-differential tools.
1.2. Notations and definitions. Before going any further we need to introduce a few notation
and definition.
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1.2.1. Basic notations. The set N = {0, 1, 2, . . . } denotes the set of natural integers and we define
N∗ = N \ {0}. R and C are the fields of real and complex numbers, respectively. For z ∈ C, z is
its conjugate.
Let d ∈ N∗, x = (x1, · · · , xd) denote the cartesian coordinates in the euclidean space Rd and
0 the origin.
For a Hilbert space H, 〈·, ·〉H and ‖ · ‖H denote the scalar product and the norm on H, respec-
tively. When H = Cd the scalar product 〈·, ·〉Cd is taken antilinear with respect to the second
variable.
For amatrixA = (Ai,j)i,j∈{1,...,d} ∈ Cd×d,A∗ is the conjugate transpose ofA, that is (A∗i,j)i,j∈{1,...,d} =
(Aj,i)i,j∈{1,...,d}. For any z1, z2 ∈ Cd, it satisfies 〈Az1, z2〉Cd = 〈z1, A
∗z2〉Cd . We also introduce ‖·‖M
the matricial norm defined as ‖A‖M = sup‖z‖
Cd
=1 ‖Az‖Cd . The identity of C
d×d will be denoted
Id.
For a metric space X, X ′ denotes its topological dual and〈·, ·〉X ′,X the duality pairing between
X ′ and X. Let X and Y be two metric spaces and L a bounded linear operator from X to Y. L ′
denote its adjoint and we recall that it is a bounded linear operator from Y ′ to X ′.
Let U ⊂ Rd. Its closure in Rd is denoted U. We also introduce the open ball of center the
origin 0 and radius R > 0 as B(R) := {x ∈ Rd : ‖x‖Rd < R}. dist(x, K) denotes the distance of a
point x ∈ Rd to a compact subset K ⊂ Rd.
From now on p ∈ N∗ and when p = 1, the mention p is dropped in the following notation.
LetΩ be a C2-domain of Rd. If the boundary ∂Ω ofΩ is non-empty, we set Σ := ∂Ω and denote
by n its outward pointing normal and ds the (d− 1)-dimensional Hausdorff measure on Σ. We
assume that Σ is compact, connected and without boundary.
1.2.2. Spaces of smooth functions and distributions. C∞(Ω)p denotes the usual space of indefi-
nitely differentiable functions with values in Cp. Similarly, C∞0 (Ω)
p is the set of indefinitely
differentiable functions with values in Cp with compact support. If Ω is bounded, the space
C∞0 (Ω)
p can be identified with C∞(Ω)p. C∞0 (Ω)
p can also be denoted D(Ω)p and endowed
with its usual family of semi-norms it is a metric space. The space of distributions is defined as
D ′(Ω)p =
(
C∞0 (Ω)
p
) ′. For u ∈ D ′(Ω), supp(u) denotes the support of the distribution u.
The Schwarz class S(Rd)p is defined as
S(Rd)p := {f ∈ C∞(Rd)p : for all (k, l) ∈ Nd × Nd, sup
x∈Rd
‖xk∂lf(x)‖Cp < +∞},
where we used the multi-index notation. More precisely if k = (k1, . . . , kd) ∈ Nd and x ∈ Rd,
xk = xk11 . . . x
kd
d ∈ R and ∂
k = ∂k11 . . . ∂
kd
d . Endowedwith its usual family of semi-norms, S(R
d)p
is a metric space and the space of tempered distributions is defined as S ′(Rd)p =
(
S(Rd)p
) ′.
1.2.3. Lq-spaces. Let q ≥ 1. Lq(Ω)p is the space of functions f, which are measurable with
respect to the Lebesgue measure and with values in Cp, such that
‖f‖q
Lq(Ω)p
:=
∫
Rd
‖f‖qCpdx < +∞.
When q = 2, L2(Ω)p is a Hilbert space and its scalar product is given by
〈f, g〉L2(Ω)p =
∫
Ω
〈f(x), g(x)〉Cp dx, f, g ∈ L2(Ω)p.
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If f ∈ L2(Rd)p, f|Ω denotes the restriction of f to the domainΩ.
We also introduce the space L∞(Ω)p as the space of bounded Cp-valued functions. For
f ∈ L∞(Ω)p, the associated norm is defined as
‖f‖L∞(Ω)p = sup
x∈Ω
‖f(x)‖Cp .
1.2.4. Fourier transform. For a function f ∈ L1(Rd)p, we introduce its Fourier transform as
F(f)(ξ) =
1
(2π)d/2
∫
Rd
e−i〈x,ξ〉Rd f(x)dx ∈ Cp, for all ξ ∈ Rd.
The Fourier transform can be extended into an isometry of L2(Rd)p and it is well known that F,
seen as an operator from S(Rd)p to S(Rd)p is invertible and the inverse Fourier transform F−1
is given by
F−1(f)(x) =
1
(2π)d/2
∫
Rd
ei〈ξ,x〉Rd f(ξ)dξ ∈ Cp, for all f ∈ S(Rd)p and x ∈ Rd.
By duality, we can also extend F to the space of tempered distributions S ′(Rd)p.
1.2.5. Sobolev spaces. Let |s| ≤ 1, we introduce the usual Sobolev space Hs(Rd)p as:
Hs(Rd)p := {f ∈ L2(Rd)p : ‖f‖Hs(Rd)p < +∞},
where
‖f‖2Hs(Rd)p =
∫
ξ∈Rd
(1 + |ξ|2)s‖F(f)(ξ)‖2Cpdξ.
If s = 0, as the Fourier transform is unitary on L2(Rd)p, we recover by definition H0(Rd)p =
L2(Rd)p.
The space Hs(Ω)p is defined as follows
Hs(Ω)p = {f ∈ L2(Ω)p : there exists f˜ ∈ Hs(Rd)p such that f˜|Ω = f}.
and for f ∈ Hs(Ω)p the associated norm is given by
‖f‖Hs(Ω)p = inf
f˜∈Hs(Rd)p,f˜|Ω=f
‖f˜‖Hs(Rd)p .
Now, let and H1(Ω)p be the space
H1(Ω)p := {f = (fj)j∈{1,...,p} ∈ L
2(Ω)p : for all j ∈ {1, . . . , p},∇fj ∈ L2(Ω)p},
associated with the norm
‖f‖2H1(Ω)p = ‖f‖
2
L2(Ω)p +
p∑
j=1
‖∇fj‖
2
L2(Ω)p .
Because of the invariance of the Sobolev spaces we have H1(Ω)p = H1(Ω)p and the norms
‖ · ‖H1(Ω)p and ‖ · ‖H1(Ω)p are equivalent (see [21, Lemma 1.3.]). By abuse of notation, both of
them will be denoted ‖ · ‖H1(Ω)p .
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1.2.6. Sobolev spaces on the boundary. Let |s| ≤ 1. We recall that Σ has no boundary. We define
the Sobolev space of Cp-valued functions Hs(Σ)p as usual (see [25, §2.4.]), that is using local
coordinates representation on the manifold Σ. As Σ has no boundary, we have H−s(Σ)p =
(Hs(Σ)p) ′. For f ∈ H−s(Σ)p, the norm on H−s(Σ)d can be characterised by duality, that is:
‖f‖H−s(Σ)p = sup
g∈Hs(Σ)p,g 6=0
〈f, g〉H−s(Σ)p,Hs(Σ)p
‖g‖Hs(Σ)p
.
For a function g ∈ C∞0 (Ω)
p, tΣg denotes its trace on Σ. tΣ : g 7→ tΣg is a linear operator from
C∞0 (Ω)
p to C∞(Σ)p and we have the following well-known trace theorem (see, for instance, [23,
Th. 3.37]):
Proposition 1.1 (Trace theorem). The linear operator tΣ extends into a bounded operator fromH1(Ω)p
to H1/2(Σ)p also denoted tΣ. Moreover, there exists a bounded linear extension operator E : H
1/2(Σ)p →
H1(Ω) satisfying
tΣE(g) = g, for all g ∈ H
1/2(Σ)p.
1.2.7. Dirac operator and fundamental solutions. Let α = (α1, α2, α3) and β be the 4×4Hermitian
and unitary matrices given by:
αj =
(
0 σj
σj 0
)
for j = 1, 2, 3, β =
(
I2 0
0 −I2
)
.
Here (σ1, σ2, σ3) are the Pauli matrices defined as
σ1 =
(
0 1
1 0
)
, σ2 =
(
0 −i
i 0
)
, σ3 =
(
1 0
0 −1
)
.
The Dirac operator is the differential operator acting on the space of distributions D ′(Ω)4 de-
fined as
H(µ) := H = α · D + µβ, D = −i∇,
where for X = (X1, X2, X3), α · X =
∑3
j=1 αjXj.
We introduce the Sobolev space associated with the Dirac operator on the domainΩ as
(1.1) H(α,Ω) :=
{
u ∈ L2(Ω)4 : Hu ∈ L2(Ω)4
}
=
{
u ∈ L2(Ω)4 : (α · D)u ∈ L2(Ω)4
}
,
whereHu and (α·D)u have to be understood in the sense of distributions. As themultiplication
by β is a bounded operator from L2(Ω)4 onto itself, the equality between these spaces hold and
we can endow them with the scalar product
〈u, v〉H(α,Ω) = 〈u, v〉L2(Ω)4 + 〈(α · D)u, (α · D)v〉L2(Ω)4 , u, v ∈ H(α,Ω),
it is a Hilbert space (see Section 2.3 for more details) and the associated norm is denoted ‖ ·
‖H(α,Ω).
Remark 1.2. For any u ∈ H(α,Ω), the norm ‖·‖H(α,Ω) is equivalent to the operator norm ‖u‖H =
‖u‖L2(Ω)4 + ‖Hu‖L2(Ω)4 and, by abuse of notation, we also denote ‖ · ‖H by ‖ · ‖H(α,Ω).
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1.3. Structure of the paper. This paper is organized as follows. In Section 2 we study the layer
potential associated with the Dirac system and introduce various tools that will be helpful in
the following, such as the Calderón projectors. The main result in this section is Theorem 2.2
and its consequences regarding the Calderón projectors.
In Section 3 we prove Theorem 3.2 about the self-adjointness of the MIT bag model and in
Section 4 we study the self-adjointness of the Dirac operator coupled with an electrostatic δ-
shell interaction, the main result being Theorem 4.2. Note that the question of self-adjointness
for the critical values of the coupling constant that motivated us in the beginning is dealt with.
2. LAYER POTENTIAL AND CALDERÓN PROJECTORS FOR THE DIRAC SYSTEM
In the following two subsections we state the main results of this section.
2.1. Trace operator and layer potential. Let ψ denote the following fundamental solution of
−∆2 + µ2:
(2.1) ψ(x) := ψµ(x) =
e−|µx|
4π|x|
, x ∈ R3.
Since H2 = (−∆ + µ2)Id, φ := H(ψId) is a fundamental solution of H. For g ∈ C∞(Σ)4 we
define the layer potential
(2.2) Φ(g)(x) := ΦΩ,µ(g)(x) =
∫
y∈Σ
φ(x− y)g(y)ds(y), x ∈ Ω.
We have the following extension of Proposition 1.1.
Proposition 2.1. The trace operator tΣ extends into a continuous map tΣ : H(α,Ω)→ H−1/2(Σ)4.
We have the next theorem.
Theorem 2.2. The following holds:
i) If µ = 0 andΩ is unbounded then, for any R > 0 such that Σ ⊂ B(R),Φ extends into a bounded
operator from H−1/2(Σ)4 to H(α,Ω ∩ B(R)).
ii) Otherwise, Φ extends into a bounded operator from H−1/2(Σ)p to H(α,Ω).
The boundary integral operator is defined taking the boundary data of Φ on Σ (in a distri-
butional sense, see Proposition 1.1 and Proposition 2.1):
Cµ(g) := C(g) = tΣ
(
Φ(g)
)
.
An important consequence of Proposition 2.1 and Theorem 2.2 is that the boundary integral
operator C satisfies the following corollary.
Corollary 2.3. The following operator is continuous:
(2.3) C : H−1/2(Σ)4 → H−1/2(Σ)4,
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2.2. Calderón projectors. The aim of this subsection is to define the Calderón projectors and
give some of their properties. Set
Ω+ := Ω and Ω− := R3 \Ω.
We can define two operators Φ± := ΦΩ±,µ as in (2.2) which allows us to set C± := C±,µ =
tΣ,± ◦Φ± where tΣ,± denotes the trace operator of Proposition 2.1 from H(α,Ω±) to H−1/2(Σ)4.
Now, we define the Calderón projectors and give some properties.
Definition 2.4. The Calderón projectors associated with µ ∈ R are the bounded linear operators from
H−1/2(Σ)4 onto itself defined as:
C± := C±,µ = ±iC±(α · n).
Remark 2.5. As Σ is C2, the multiplication by α · n is a bounded linear operator from H−1/2(Σ)4
onto itself. Thus the definition makes sense.
Before giving the first properties on the Calderón projectors we define their formal adjoints
as
C∗± = ∓i(α · n)C∓.
By definition, C∗± is a linear bounded operator from H
−1/2(Σ)4 onto itself. The following propo-
sition justifies that the Calderón projectors are actual projectors.
Proposition 2.6. We have:
i) C ′± = C
∗
±|H1/2(Σ)4 and (C
∗
±)
′ = C±|H1/2(Σ)4 . In particular C±|H1/2(Σ)4 and C
∗
±|H1/2(Σ)4 are
bounded operators from H1/2(Σ)4 onto itself,
ii) (C±)
2 = C± and (C
∗
±)
2 = C∗±,
iii) C+ + C− = Id and C
∗
+ + C
∗
− = Id,
iv) (α · n)C± = C
∗
∓(α · n) and C±(α · n) = (α · n)C
∗
∓.
The following two propositions are key-points in the proof of self-adjointness of Dirac op-
erators. Both are regularisation properties related to the Calderón projectors.
Proposition 2.7. The operator C± ◦ tΣ,∓ is a linear bounded operator from H(α,Ω∓) to H
1/2(Σ)p.
Note that the Calderón projectors satisfy:
(2.4) C± − C∗± = ±iA,
where A = Aµ does not depend on the sign ± and is an anticommutator that will be specified
in Part 2.5.2. Roughly speaking, A measures the defect of self-adjointness of the Calderón
projectors.
Proposition 2.8. The operator A extends into a bounded operator from H−1/2(Σ)4 to H1/2(Σ)4.
Remark 2.9. Proposition 2.8 is reminiscent of [2, Lemma 3.5] that states that A is compact as an
operator from L2(Σ)4 onto itself. In fact, one can prove thatA is a linear bounded operator from
L2(Σ)4 to H1(Σ)4. As the injection H1(Σ)4 into L2(Σ)4 is compact, we recover [2, Lemma 3.5].
The rest of this section is splitted into three subsections. In Subsection 2.3 we study the
Sobolev space H(α,Ω) in order to prove Proposition 2.1. Subsection 2.4 deals with Theorem
2.2 and Corollary 2.3 while the various properties of the Calderón projectors are proven in
Subsection 2.5.
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2.3. The Sobolev spaceH(α,Ω). In this subsection, for the sake of clarity, we setK := H(α,Ω).
Recall thatK is endowed with the scalar product:
〈u, v〉K = 〈u, v〉L2(Ω)4 + 〈(α · D)u, (α · D)v〉L2(Ω)4 , u, v ∈ K.
Let ‖ · ‖K denotes the norm associated with the scalar product 〈·, ·〉K.
We aim to prove Proposition 2.1 in order to give a sense to the boundary value of a function
in K.
This subsection is organised as follows: In Part 2.3.1 we give basic properties of the spaceK
and Proposition 2.1 is proven in Part 2.3.2.
2.3.1. Basic properties. Let us start with the following properties.
Proposition 2.10. (K, ‖ · ‖K) is a Hilbert space.
Proof of Proposition 2.10. Letun be a Cauchy sequence of (K, ‖·‖K). In particular un and (α·D)un
are Cauchy sequences of L2(Ω)4 and converge:
un −→
n→+∞
u ∈ L2(Ω)4, (α · D)un −→
n→+∞
v ∈ L2(Ω)4.
In the sense of distributions we have
(α · D)u = lim
n→∞
(α · D)un = v.
Consequently (α · D)u = v in L2(Ω)4 and un converges to u in K. 
Proposition 2.11. The inclusion of H1(Ω)4 into K is continuous. More precisely, there exists c > 0
such that for all u ∈ H1(Ω)4:
‖u‖2K ≤ c‖u‖
2
H1(Ω)4 .
Proof of Proposition 2.11. Let u = (uk)k∈{1,...,4} ∈ H1(Ω)4, we have:
(2.5)
‖(α · D)u‖L2(Ω)4 ≤
3∑
j=1
‖αj∂ju‖L2(Ω)4
≤
3∑
j=1
‖αj‖M‖∂ju‖L2(Ω)4 =
3∑
j=1
‖∂ju‖L2(Ω)4 .
Consequently, there exists c > 0 such that ‖(α · D)u‖2L2(Ω)4 ≤ c
′
4∑
k=1
‖∇uk‖
2
L2(Ω)4 . We obtain
Proposition 2.11 with c = 1 + c ′. 
Now, we state a density result.
Proposition 2.12. C∞0 (Ω)
4 is dense inK for the norm ‖ · ‖K.
Before going through the proof of Proposition 2.12 we state the following lemma. Its proof
is a simple consequence of Green’s formula and is omitted.
Lemma 2.13. The following set inclusion holds
{
u ∈ L2(R3)4 : (α · D)u ∈ L2(R3)4
}
= H1(R3)4.
Now we have all the tools to prove Proposition 2.12.
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Proof of Proposition 2.12. Let v ∈ K such that, for all u ∈ C∞0 (Ω)
4 we have:
0 = 〈v, u〉K = 〈v, u〉L2(Ω)4 + 〈(α · D)v, (α · D)u〉L2(Ω)4 .
Letw := (α ·D)v. InD ′(Ω)4 we have (α ·D)w = −v and then the equality is also true in L2(Ω)4.
Letw0 and v0 be the extensions ofw and v by zero to R3. For any f ∈ C∞0 (R
3)4, we have
〈(α · D)w0, f〉D ′(R3)4,D(R3)4 = 〈w0, (α · D)f〉L2(R3)4 = 〈w, (α · D)f〉L2(Ω)4 = − 〈v, f〉L2(Ω)4 = − 〈v0, f〉L2(R3)4 .
Thus, (α ·D)w0 = −v0 ∈ L2(R3)4. By Lemma 2.13, w0 ∈ H1(R3)4 and finally w ∈ H10(Ω)4 thanks
to [11, Prop IX.18].
Let (fn)n∈N be a sequence of C∞0 (Ω)
4-functions such that fn converges tow in the ‖ · ‖H1(Ω)4-
norm. We have:
0 = 〈v, u〉L2(Ω)4 + 〈(α · D)v, (α · D)u〉L2(Ω)4 = 〈v, u〉L2(Ω)4 + 〈w, (α · D)u〉L2(Ω)4
= 〈v, u〉L2(Ω)4 + limn→+∞
〈(α · D)fn, u〉L2(Ω)4
= 〈v, u〉L2(Ω)4 + 〈(α · D)w,u〉L2(Ω)4 .
In particular, v+ (α · D)w = 0 in L2(Ω)4 which gives w− ∆w = 0 in D ′(Ω)4. We get:
〈w, fn〉L2(Ω)4 = 〈∆w, fn〉D ′(Ω)4,D(Ω)4 = − 〈(α · D)w, (α · D)fn〉D ′(Ω)4,D(Ω)4
= − 〈(α · D)w, (α · D)fn〉L2(Ω)4 .
Now, letting n→ +∞, we obtain
‖w‖2L2(Ω)4 = −‖(α · D)w‖
2
L2(Ω)4 ,
thus w = 0 and w0 = 0. Now, recall that v0 = −(α · D)w0 = 0which gives v = 0. 
2.3.2. Trace theorem. In this subsection we prove Proposition 2.1. To do so, we need the follow-
ing lemma which is a basic application of Green’s formula and whose proof will be therefore
omitted.
Lemma 2.14. Let u, v ∈ C∞0 (Ω)
4, we have:
〈(α · D)u, v〉L2(Ω)4 = 〈u, (α · D)v〉L2(Ω)4 + 〈(−iα · n)tΣu, tΣv〉L2(Σ)4 .
By density of C∞0 (Ω)
4 and continuity of tΣ on H
1(Ω)4, this equality extends to u, v ∈ H1(Ω)4.
Now have all the tools to prove Proposition 2.1.
Proof of Proposition 2.1. Let v ∈ K, we prove that the trace tΣv exists and is in H−1/2(Σ)4. Let
(vn)n∈N be a sequence of C∞0 (Ω)
4 converging to v in the ‖ · ‖K-norm.
Wewant to prove that tΣvn converges inH−1/2(Σ)4 and to do so, we prove that it is a Cauchy
sequence. For all f ∈ H1/2(Σ)4, Lemma 2.14 yields:
(2.6) 〈(−iα · n)f, tΣvn〉L2(Σ)4 =
〈
(α · D)
(
E(f)
)
, vn
〉
L2(Ω)4
− 〈E(f), (α · D)vn〉L2(Ω)4 ,
where E is the extension operators defined in Proposition 1.1.
Using the Cauchy-Schwarz inequality and Proposition 2.11 we get
| 〈(α · n)f, tΣ(vn − vm)〉L2(Σ)4 | ≤ ‖E(f))‖H1(Ω)4
(
‖vn − vm‖L2(Ω)4 + ‖(α · D)(vn − vm)‖L2(Ω)4
)
.
Proposition 1.1 yields the existence of a constant c > 0 such that
| 〈(α · n)f, tΣ(vn − vm)〉L2(Σ)4 | ≤ c‖f‖H1/2(Σ)4‖vn − vm‖K.
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As a multiplication operator from L2(Σ)4 onto itself, α · n is self-adjoint and we get:
‖(α · n)tΣ(vn − vm)‖H−1/2(Σ)4 = sup
f∈H1/2(Σ)4,f 6=0
∣∣ 〈f, (α · n)tΣ(vn − vm)〉L2(Σ)4 ∣∣
‖f‖H1/2(Σ)4
≤ c‖vn − vm‖K.
As (vn)n∈N converges in the ‖·‖K-norm,
(
(α·n)tΣvn
)
n∈N
is a Cauchy-sequence and converges to
an element inH−1/2(Σ)4. Now, remark that for all x ∈ Σ, (α ·n(x))2 = Id and, as Σ is C2-smooth,
α · n(x) has C1-coefficients. Thus, the multiplication by α · n extends into a linear bounded
operator from H1/2(Σ)4 onto itself and (tΣvn)n∈N is Cauchy sequence in H−1/2(Σ)4.
Starting from (2.6) with vn instead of vn − vm and reproducing the same argument we get:
‖tΣvn‖H−1/2(Σ)4 = sup
f∈H1/2(Σ)4,f 6=0
∣∣ 〈f, tΣvn〉L2(Σ)4 ∣∣
‖f‖H1/2(Σ)4
≤ c‖vn‖K.
Letting n→ +∞we finally obtain the continuity of the trace operator:
‖tΣv‖H−1/2(Σ)4 = sup
f∈H1/2(Σ)4,f 6=0
∣∣ 〈f, tΣvn〉L2(Σ)4 ∣∣
‖f‖H1/2(Σ)4
≤ c‖v‖K.

As a direct corollary, we can extend the Green’s formula as follows.
Corollary 2.15. Let u ∈ H(α,Ω) and v ∈ H1(Ω)4, we have:
〈(α · D)u, v〉L2(Ω)4 − 〈u, (α · D)v〉L2(Ω)4 = 〈(−iα · n)tΣu, tΣv〉H−1/2(Σ)4,H1/2(Σ)4 .
2.3.3. Regularisation via traces. In this part we prove that if the trace of a function in the Sobolev
space H(α,Ω) is sufficiently regular, then u belongs to the usual space H1(Ω)4.
Proposition 2.16. Let u ∈ H(α,Ω). Assume that tΣu ∈ H
1/2(Σ)4, then we have u ∈ H1(Ω)4.
Proof of Proposition 2.16. Let u ∈ H(α,Ω) be such that tΣu ∈ H1/2(Σ)4. Let us replace u by
u−E(tΣu), with E the extension operator of Proposition 1.1. Hence, we can assume that tΣu = 0.
Let u0 and w0 be the extension of u and Hu by zero to the whole space R3, respectively. We
have:
〈Hu0, v〉D ′(R3)4,D(R3)4 = 〈u0,Hv〉D ′(R3)4,D(R3)4 = 〈u,Hv〉L2(Ω)4 .
Thanks to Corollary 2.15, we get
〈u,Hv〉L2(Ω)4 = 〈Hu, v〉L2(Ω)4 = 〈w0, v〉D ′(R3)4,D(R3)4 .
Thus, we obtain the following equality in D ′(R3)4:
Hu0 = w0.
The right-hand side is in L2(R3)4 and thus u0 ∈ H1(R3)4 by Lemma 2.13. We end up with
u ∈ H1(Ω)4. 
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2.4. Boundary integral operators. In this subsection we aim to prove Theorem 2.2. We follow
the usual strategy to prove regularity properties of the usual single and double layer potential
(see, for instance, [18] and the book [25, Chapter 3]).
First, in Part 2.4.1 we study an operator which is reminescent of the Newtonian potential.
Second, in Part 2.4.2, we give a new definition of the layer potential that extends (2.2) and prove
Theorem 2.2.
2.4.1. Layer potential of the Dirac operator. Let R > 0 be such that Σ ⊂ B(R). We introduce the
open domain Ω˜ of R3 as
Ω˜ :=
{
Ω ∩ B(R) if µ = 0,
Ω otherwise .
All along this section the Sobolev space H(α, Ω˜) will be denoted K. According to Remark 1.2,
for the sake of simplicity, we choose in this section the operator norm
‖u‖2K = ‖u‖
2
L2(Ω˜)4
+ ‖Hu‖2
L2(Ω˜)4
, for all u ∈ K.
Let f ∈ S
(
R3)4, we define
(V̂f)(x) :=
∫
R3
φ(x− y)f(y)dy, x ∈ R3.
By definition V̂f ∈ S(R3)4. For f, g ∈ S(R3)4 we have
(2.7)
〈
V̂f, g
〉
L2(R3)4
=
∫
R3
∫
R3
〈f(x), φ(y − x)g(y)〉C4 dydx =
〈
f, V̂g
〉
L2(R3)4
,
hence we can define V̂ : S ′(R3)4 → S ′(R3)4. Now, if f ∈ L2(Ω˜)4, f0 denotes its extension by 0 to
L2(R3)4. We have f0 ∈ S ′(R3)4 and we can define the potential V̂(f0) ∈ S ′(R3)4.
The aim of this subsection is to prove the following proposition.
Proposition 2.17. The operator
V :
{
L2(Ω˜)4 → H1(Ω˜)4
f 7→ (V̂f0)|Ω˜
defines a bounded linear operator.
Note that by symmetry and Proposition 2.17, we know that V is a bounded linear operator
from H˜−1(Ω˜)4 :=
(
H1(Ω˜)4
) ′ to L2(Ω˜)4.
Proof of Proposition 2.17. Let f ∈ L2(Ω˜)4 and f0 be its extension by zero to the whole R3. Let us
assume that µ 6= 0. As φ is a fundamental solution ofH(µ), for ξ ∈ R3 we have
F(φ)(ξ) =
α · ξ + µ
|ξ|2 + µ2
.
Thus, for all ξ ∈ R3, we get
F(V^f0)(ξ) = F(φ ∗ f0)(ξ) = F(φ)(ξ)F(f0)(ξ) =
α · ξ + µ
|ξ|2 + µ2
F(f0)(ξ).
Hence, there exists C > 0 such that
(1 + |ξ|2)1/2‖F(V^f0)(ξ)‖C4 ≤ C‖F(f0)(ξ)‖C4 ,
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which yields
‖V^f0‖H1(R3)4 ≤ C‖f‖L2(Ω˜)4 .
By definition, ‖Vf‖
H1(Ω˜)4
≤ ‖V^f0‖H1(R3)4 and the proposition is proven.
If µ = 0, following the same strategy, one can prove that there exists C > 0 such that
‖∇(Vf)‖
L2(Ω˜)4
≤ ‖∇(V^f0)‖L2(R3)4 =
( ∫
|ξ|2‖F(V^f0)‖
2
C4dξ
)1/2
≤ C‖f‖
L2(Ω˜)4
.
Now, let χ be a C∞0 -smooth cut-off function non-negative and non-increasing such that χ(r) = 1
for r ∈ [0, 2R] and χ(r) = 0 if r > 3R. Define
(2.8) uχ(x) :=
∫
Ω˜
χ(|x − y|)φ(x − y)f(y)dy, for x ∈ R3.
As χ(|x − y|) = 1 for x, y ∈ Ω˜, we get uχ(x) = (Vf)(x) for all x ∈ Ω˜. Moreover, we have
‖Vf‖
L2(Ω˜)4
= ‖uχ‖L2(Ω˜)4 ≤ ‖uχ‖L2(R3)4 = ‖(χφ) ∗ f0‖L2(R3)4 ≤ ‖χΦ‖L1(R3; C4×4)‖f‖L2(Ω˜)4 ,
wherewe used Young’s inequality because, thanks to the cut-off, χφ is in the space of integrable
functions with values in C4×4. It concludes the proof. 
2.4.2. Proof of Theorem 2.2. In this part, we finally prove Theorem 2.2. To do so, we give a new
definition of the layer operator (2.2).
Definition 2.18. The layer potential L of the Dirac operator is defined as
L = V ◦ t ′Σ,
where tΣ is the trace operator defined in Proposition 1.1.
Remark 2.19. By definition, L is a linear bounded operator from H−1/2(Σ)4 to L2(Ω˜)4.
The following proposition states that L is an extension of Φ.
Proposition 2.20. Let g ∈ C∞(Σ)4, we have Lg = Φ(g) in Ω˜.
The proof of Proposition 2.20 is inspired of what is usually done for the classical single and
double layer potentials (see, for instance, [25, Thm. 3.1.6 b)])
Proof of Proposition 2.20. Let g ∈ C∞(Σ)4 and u ∈ C∞0 (Ω˜)
4. We have:
〈Lg, u〉
L2(Ω˜)4
= 〈g, tΣVu〉H−1/2(Σ)4,H1/2(Σ)4 = 〈g, tΣVu〉L2(Σ)4 ,
where the last equality holds because g is smooth. A computation yields:
〈g, tΣVu〉L2(Σ)4 =
∫
x∈Σ
〈
g(x),
∫
y∈R3
φ(x − y)u(y)dy
〉
C4
ds(x)
=
∫
y∈R3
∫
x∈Σ
〈φ(y− x)g(x), u(y)〉 ds(x)dy
= 〈Φ(g), u〉
L2(Ω˜)4
,
where we used that φ(x− y)∗ = φ(y − x) as well as Fubini’s theorem.
Now, take x ∈ Ω˜ andU a compact neighbourhood of x. One can check thatΦ(g)|U ∈ C∞(U)4.
The restriction of functions C∞0 (Ω˜) to U is dense in L
2(U) and consequently we get Φ(g) = Lg
on U in L2(U)4.
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
From now on, we drop the notation L and keep denoting Φ the layer potential. Theorem
2.2 is an immediate consequence of the following proposition.
Proposition 2.21. For all g ∈ H−1/2(Σ)4, we have H(Φ(g)) = 0 in D ′(Ω˜)4. In particular, Φ is a
linear and bounded operator from H−1/2(Σ)4 to H(α, Ω˜).
Proof of Proposition 2.21. Let g ∈ H−1/2(Σ)4 and u ∈ C∞0 (Ω˜). We have:
〈H(Φ(g)), u〉
D ′(Ω˜)4,D(Ω˜)4
= 〈Φ(g),Hu〉
D ′(Ω˜)4,D(Ω˜)4
= 〈Φ(g),Hu〉
L2(Ω˜)4
= 〈g, (tΣ ◦ V)(Hu)〉H−1/2(Σ)4,H1/2(Σ)4 .
Now, it is an exercise to check that if u ∈ C∞0 (Ω˜) then VHu = u. Hence, we obtain
〈H(Φ(g)), u〉
D ′(Ω˜)4,D(Ω˜)4
= 〈g, tΣu〉H−1/2(Σ)4,H1/2(Σ)4 = 0,
where the last equality holds because u has compact support in Ω˜. 
Now, we can prove Corollary 2.3.
Proof of Corollary 2.3. By definition, C = tΣ ◦Φ. By composition, thanks to Proposition 2.1 and
Theorem 2.2, we get that C is a linear bounded operator from H−1/2(Σ)4 onto itself. 
2.5. Properties of the Calderón projectors. In this subsectionwe prove the propositions stated
in Subsection 2.2 about the Calderón projectors. In Part 2.5.1 we prove Proposition 2.6 and
Proposition 2.7. Proposition 2.8 is proven in Part 2.5.2, respectively.
2.5.1. Algebraic relations. The aim of this subsection is to prove Proposition 2.6. Before going
any further, we need to introduce some notations. For a function f ∈ C∞(Σ)4, we introduce the
boundary singular integral operator
(2.9) Cs(g)(x) := lim
ǫ→0
∫
|x−y|>ǫ
φ(x− y)g(y)ds(y).
Thanks to [2, Lemmas 3.3. & 3.7.] we know that Cs extends into a linear bounded self-adjoint
operator on L2(Σ)4 and that for all f ∈ L2(Σ)4 we have the Plemelj-Sokhotski relations:
(2.10) C±(f) = ∓
i
2
(α · n)f+ Cs(f), −4
(
Cs(α · n)
)2
(f) = f.
In particular C±|L2(Σ)4 is a linear bounded operator from L
2(Σ)4 onto itself, that we also denote
C±.
Now, we have all the tools to go through the proof of Proposition 2.6.
Proof of Proposition 2.6. In this proof we use the notation introduced in the proposition. The
proof is organised into four steps, each step corresponding to each point of Proposition 2.6.
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Proof of i) As operators from L2(Σ)4 onto itself, C∓ is the adjoint of C±. Indeed, let f, g ∈
L2(Σ)4 we have:
〈C±(f), g〉L2(Σ)4 =
〈
∓
1
2
(iα · n)f+ Cs(f), g
〉
L2(Σ)4
=
〈
f,±
1
2
(iα · n)g
〉
L2(Σ)4
+ 〈f, Cs(g)〉L2(Σ)4
= 〈f, C∓(g)〉L2(Σ)4 ,
where we used [2, Lemmas 3.3. & 3.7.]. Hence, by duality, if we consider C± as an operator
from H−1/2(Σ)4 onto itself, its adjoint C ′± is a linear bounded operator from H
1/2(Σ)4 onto itself
and acts as C∓. It yields
C ′± =
(
± C±(iα · n)
) ′
= ∓i(α · n)C ′± = i(α · n)C∓|H1/2(Σ)4 = C
∗
±|H1/2(Σ)4 .
Proof of ii) As operators in L2(Σ)4, thanks to (2.10), we have:
C± = ±iC±
(
(α · n)
)
=
1
2
± iCs
(
(α · n)
)
.
Hence, (2.10) gives:
C2± =
1
4
−
(
Cs
(
(α · n)
))2
± iCs
(
(α · n)
)
=
1
2
± iCs
(
(α · n)
)
= C±.
Since for all f ∈ C∞(Σ)4 we have C2±(f) = C±(f), by density and continuity, this equality also
holds in H−1/2(Σ)4. The proof of (C ′±)
2 = C ′± is handled similarly.
Proof of iii) Let f ∈ C∞(Σ)4. By definition and (2.10), we have:
C+(f) + C−(f) =
1
2
f + iCs
(
(α · n)f
)
+
1
2
f− iCs
(
(α · n)f
)
= f.
As the last equation holds for any f ∈ C∞(Σ)4, by density and continuity, this is also true in
H−1/2(Σ)4. Similarly, we obtain C∗+ + C
∗
− = Id.
Proof of iv) By definition and Point i), we get:
(α · n)C± = ±i(α · n)C±(α · n) = C
∗
∓(α · n).
Doing the composition with (α · n) on the left and on the right and using that (α · n)2 = Id we
get the other identity:
C±(α · n) = (α · n)C
∗
∓.

Now, we have all the tools to prove Proposition 2.7.
Proof of Proposition 2.7. Letu ∈ H(α,Ω±) andun ∈ C∞0 (Ω±) that converges tou in the ‖ · ‖H(α,Ω±)-
norm. Let f ∈ C∞(Σ)4.
Let us start with µ 6= 0. Combining (2.10), Corollary 2.15 and Proposition 2.21 we have:
〈C∓(tΣ,±un), f〉L2(Σ)4 = 〈tΣ,±un,±i(α · n)C±(f)〉L2(Σ)4 = 〈Hun,Φ(f)〉L2(Ω±)4 .
Using the Cauchy-Schwarz inequality it gives:
(2.11)
| 〈C∓(tΣ,±un), f〉L2(Σ)4 | ≤ ‖Hun‖L2(Ω±)4‖Φ(f)‖L2(Ω±)4
≤ c‖un‖H(α,Ω±)‖f‖H−1/2(Σ)4 ,
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where the last inequality holds by Theorem 2.2. Hence, by density of C∞(Σ)4 in H−1/2(Σ)4,
C∓(tΣ,±un) defines a bounded linear form on H−1/2(Σ)4 and C∓(tΣ,±un) ∈ H1/2(Σ)4. Taking
the limit n → +∞ in (2.11), it proves that C∓ ◦ tΣ,± defines a bounded linear operator from
H(α,Ω±) to H1/2(Σ)4.
Now, if µ = 0 and Ω± is bounded the proof follows the exact same lines. Otherwise, we
choose R > 0 large enough such that Σ ⊂ B(0, R) and reproduce the proof with Ω˜ := Ω±∩B(3R)
instead of Ω± and χΦ(f) instead of Φ(f) where χ is a smooth bounded cut-off function such
that χ(x) = 1 for all |x| < R and χ(x) = 0 for all |x| > 2R. 
Remark 2.22. Before going any further, we would like to point out that if u ∈ L2(Ω)4 and is
harmonic inΩ, that is u satisfiesH(µ)u = 0, then there exist c1, c2 > 0 such that
(2.12) c1‖tΣu‖H−1/2(Σ)4 ≤ ‖u‖L2(Ω)4 ≤ c2‖tΣu‖H−1/2(Σ)4 .
Roughly speaking, the norm in L2(Ω)4 of a harmonic function is equivalent to the norm of its
trace in H−1/2(Σ)4. Indeed, for v ∈ L2(Ω)4, we have
〈u, v〉L2(Ω)4 = 〈u,H(m)Vv〉L2(Ω)4 = 〈(iα · n)tΣu, (tΣ ◦ V)v〉H−1/2(Σ)4,H1/2(Σ)4
=
〈
Φ
(
(iα · n)tΣu
)
, v
〉
L2(Ω)4
,
whereV is the operator defined in Proposition 2.17. It yields the reproducing formula u = Φ
(
(iα · n)tΣu
)
and then tΣu = C+(tΣu). By Theorem 2.2, there exists c2 > 0 such that
‖u‖L2(Ω)4 = ‖u‖H(α,Ω) ≤ c2‖tΣu‖H−1/2(Σ)4 .
Thanks to Proposition 2.1, there exists c1 > 0 such that
c1‖tΣu‖H−1/2(Σ)4 ≤ ‖u‖H(α,Ω) = ‖u‖L2(Ω)4 ,
which justifies Equation (2.12).
2.5.2. Regularisation of the anticommutator. This part deals with the proof of Proposition 2.8 but
first, we need to introduce the next lemma.
Lemma 2.23. As operators in L2(Σ)4, the following equality holds
A = {α · n, Cs} := (α · n)Cs + Cs(α · n).
Proof of Lemma 2.23. Let f ∈ L2(Σ)4, we have:
C±(f) − C
∗
±(f) = ±iC±
(
(α · n)f
)
± i(α · n)C∓(f)
= ±i
(
C±
(
(α · n)f
)
+ (α · n)C∓(f)
)
.
Thanks to (2.10), last equation becomes:
C±(f) − C
∗
±(f) = ±i
(
∓
i
2
+ Cs
(
(α · n)f
)
±
i
2
+ (α · n)Cs(f)
)
= ±i
(
Cs
(
(α · n)f
)
+ (α · n)Cs(f)
)
= ±i{Cs, α · n}(f).
By definition of A in (2.4), it achieves the proof. 
Now, we have all the tools to go through the proof of Proposition 2.8.
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Proof of Proposition 2.8. We prove that A is a bounded linear operator from L2(Σ)4 to H1(Σ)4. A
being self-adjoint, Proposition 2.8 is obtained by duality and interpolation theory of the Sobolev
spaces (see [25, Part 2.1.7 & Prop. 2.1.62.]).
Remark that A is a singular integral operator with kernel
K(x, y) := (α · n(x))φ(x − y) + φ(x− y)(α · n(y))
A simple algebraic computation yields
K(x, y) = 2(n(x) · D)ψ(x− y)︸ ︷︷ ︸
:=K1(x,y)
+ φ(x − y)(α · (n(y) − n(x)))︸ ︷︷ ︸
:=K2(x,y)
.
K1 is a priori a pseudo-homogeneous kernel of class 0 (in the sense of [24, §4.3.3]) but as Σ is of
class C2 it is actually pseudo-homogeneous of class −1. Indeed, we have
ψ(z) =
e−|µz|
4π|z|
=
1
4π|z|
−
|µ|
4π
+
|µ|2|z|
8π
+ . . . ,
where the first term is homogeneous of class −1, the second one is smooth and more generally
the p-th term is homogeneous of class −(1 + p). Now, remark that
K1(x, y) =
1
4π
(n(x) · z)
(
−
1
|z|3
−
|µ|2
8π|z|
+ . . .
)
.
Thanks to [20, Lemma 3.15], we know that n(x) · (x − y) behaves as |x − y|2 when x − y → 0.
Hence K1 is pseudo-homogeneous of class −1 (see also [24, §4.3.3 Ex. 4.5]). Thanks to [24, Th.
4.3.2], the singular integral operator of kernel K1 is bounded from L2(Σ)4 to H1(Σ)4.
Now, remark that the study of K2 reduces to the case µ = 0. Indeed, we rewrite the kernel
K2 as:
(2.13) K2(x, y) := φ0(x− y)(α · (n(y) − n(x)))︸ ︷︷ ︸
:=K2,0(x,y)
+ (φ(x − y) − φ0(x − y))(α · (n(y) − n(x)))︸ ︷︷ ︸
:=r(x,y)
.
We have
r(x, y) = (α · D)(ψµ −ψ0)(x− y)
(
α · (n(y) − n(x))
)︸ ︷︷ ︸
:=r1(x,y)
+ µβψµ(x− y)
(
α · (n(y) − n(x))
)︸ ︷︷ ︸
:=r2(x,y)
A computation yields that for all x ∈ R3 \ {0} we have
ψµ(x) −ψ0(x) =
1
4π
∑
n≥0
|µ|n+1|x|n
(n + 1)!
,
hence ψµ − ψ0 ∈ C∞(Σ) and, as Σ is of class C2, r1(x, y) ∈ C1(Σ,C4×4). Thus, the integral
operator of kernel r1 is bounded from L2(Σ)4 to H1(Σ)4.
The kernel r2(x, y) rewrites
r2(x, y) = µ
3∑
j=1
ψµ(x − y)
(
nj(y) − nj(x)
)︸ ︷︷ ︸
:=r2,j
βαj
Remember that the single layer potential is pseudo-homogeneous of class −1 (see [24, §4.3.3]).
Moreover, as Σ is of class C2, the multiplication by nj is a bounded operator from L2(Σ) onto
L2(Σ) and from H1(Σ) onto H1(Σ). Thus, the integral operator of kernel r2,j is bounded from
L2(Σ) to H1(Σ).
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The only thing left to prove is that the kernel K2,0 introduced in (2.13) is bounded from
L2(Σ)4 to H1(Σ)4.
The kernel K2,0 can be rewritten as the sum of coefficients of the form:
c(x, y)αqαk,with c(x, y) := cq,k(x, y) = i
xq − yq
4π|x − y|3
(nk(y) − nk(x)), q, k ∈ {1, 2, 3}.
Consequently, the boundedness of A is equivalent to the one of the operators with kernels cq,k.
Now, consider an atlas (Σj, Λj)j∈{1,N} covering the surface Σ, whereN ∈ N∗. By definition of an
atlas, we have
Σ =
⋃
j∈{1,...,N}
Σj,
and Λj is a C2-diffeormorphism that maps Σj to an open set Uj := Λj(Σj) ⊂ R2. We also intro-
duce an adapted smooth partition of unity (aj)j∈{1,...,N} such that
N∑
j=1
aj(x) = 1, for all x ∈ Σ and supp(aj) ⊂ Σj.
Let us fix j ∈ {1, . . . ,N}. For a function f ∈ L2(Σ)we decompose f as:
 f =
N∑
j=1
ajf,
fj = ajf.
Now, set g(x) =
∫
y∈Σ
c(x, y)f(y)ds(y). We rewrite g as


g =
N∑
j=1
g[j],
g[j](x) =
∫
y∈Σj
c(x, y)fj(y)ds(y).
We only need to prove the regularity for g[j]. Let bj be a smooth function such that
supp(bj) ⊂ Σj, bj(x) = 1 for all x ∈ supp(aj).
We introduce the function
gj(x) :=
∫
Σj
bj(x)c(x, y)fj(y)ds(y).
We remark that
g[j](x) = gj(x) +
∫
Σj
(1 − bj(x))cq,k(x, y)fj(y)ds(y),
where the kernel in the last integral has no singularity in x = y and is C1-smooth. Hence we
only need to focus on gj. We perform the change of coordinates
(2.14) s = Λj(x), t = Λj(y).
We set x(s) := Λ−1j (s) and y(t) := Λ
−1
j (y). Hence we have:
gj
(
x(s)
)
=
∫
R2
bj
(
x(s)
)
c
(
x(s), y(t)
)
fj
(
y(t)
)
Jj(t)dt,
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where Jj is the Jacobian associated with the change of variables (2.14). This function of the
variable s has the same regularity as
h(s) := bj
(
x(s)
) ∫
R2
c
(
x(s), y(t)
)
ϕ(t)dt,
where we set ϕ(t) := fj
(
y(t)
)
Jj(t). Note that ϕ ∈ L2(R2) and has compact support in Uj.
Remark that
(2.15) bj(x)c(x, y) = L(x − y)
(
bj(y)nk(y) − bj(x)nk(x)
)
+ L(x − y)
(
bj(x) − bj(y)
)
nk(y),
where L(z) := i zq
4π|z|3
.
As supp(ϕ) ⊂ Uj and by definition of bj, the second term in the right-hand side of (2.15)
reads, in local coordinates, as a kernel in C1(R2). Thus as ϕ has compact support this kernel
regularises to H1(R2). Let us deal with the other term.
For z1, z2 ∈ R2 such that z1 6= z2, L expands as:
L(z2) = L(z1) + R(z1, z2), with R(z1, z2) :=
∫ 1
0
(∇L)(z1 + r(z2 − z1))(z2 − z1)dr.
Now, set z1 = d(Λ−1j )(s)(s − t) and z2 = x(s) − y(t) − z1, where d(Λ−1j )(s) = J(s) is a jacobian.
Thus, we have to take into account both kernels. Let us start with the first one. We have
L(z1) :=
i
4π
(
J(s)(t − s)
)
q
|J(s)(t − s)|3
.
Remark that the chart Λj can be choosen in such a way that J(s) is an orthonormal matrix. We
perform the change of variable
s ′ = J(s)s, t ′ = J(s)t.
L(z1) becomes a Riesz Kernel in R2 and the associated operator maps continuously L2(R2) onto
itself (see [14, Th. 1]). The singular integral operator with kernel
L
(
J(s)(t − s)
)(
bj
(
x(s)
)
nk
(
x(s)
)
− bj
(
y(t)
)
nk
(
y(t)
))
can be seen as the commutator of the singular integral operator with kernel L
(
J(s)(t − s)
)
and
the C1-function s 7→ bj(x(s))nk(x(s)). Hence, we recover the commutator of a Riesz kernel and
a C1-smooth function. Thanks to [13] we know that the commutator is bounded from L2(R2) to
the usual homogeneous Sobolev space of order 1
G1(R2) := {f ∈ L2(R2) :
∫
R2
|ξ||F(f)(ξ)|2dξ}.
However, the commutator is bounded from L2(R2) onto itself because the multiplication is
bounded on L2(R2). Thus, the first part regularises and we only have to take care of the remain-
der which is more regular.
Indeed, set R˜(s, t) = R(z1, z2)
(
nk
(
x(s)
)
− nk
(
y(t)
))
. R˜(s, t) ∈ C1(R2 \ {|s − t| = 0}) and, for
some C > 0, we have:
|R˜(s, t)ϕ(t)| ≤ C|ϕ(t)|, |∂sR˜(s, t)ϕ(t)| ≤
C
|s − t|
|ϕ(t)|.
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As ϕ(t) ∈ L1(R2) because its support is compact, we obtain that the remainder also regularises
with:
‖R˜(ϕ)‖H1(R2) ≤ C‖ϕ‖L2(R2), with R˜(ϕ)(s) :=
∫
R2
R˜(s, t)ϕ(t)dt.
Consequently,A is a bounded operator from L2(Σ)4 to H1(Σ)4. 
3. MIT BAG MODEL
The MIT bag model was introduced by physicists in the MIT in order to understand quarks
confinment, see [1, §1.1.] and the references therein to justify the pertinence of such a model.
Mathematically, it is defined as follows.
Definition 3.1 (MIT bag model). Letm ∈ R. The MIT bag operator
(
HMIT(m),dom (HMIT(m))
)
is defined on the domain
dom (HMIT(m)) = {u ∈ H1(Ω)4 : BtΣu = tΣu on Σ}, B = −iβ(α · n),
byHMIT(m)u = H(m)u, for all u ∈ dom (HMIT(m)).
The following theorem is about the self-adjointness of theMIT bag operator. A similar result
can be found in [1, Thm. 1.5.] and we state it here in order to illustrate our strategy to prove
self-adjointness of Dirac operators. We also emphasize that it allows us to deal with C2 surfaces
and with unbounded domainsΩ.
Theorem 3.2. The MIT bag operator
(
HMIT(m),dom (HMIT(m))
)
is self-adjoint.
In Subsection 3.1 we prove that the MIT bag operator is symmetric. A description of its
adjoint operator is given in Subsection 3.2 while in Subsection 3.3 we conclude the proof of
Theorem 3.2.
3.1. Symmetry ofHMIT(m). We prove the following proposition.
Proposition 3.3. The MIT bag operator
(
HMIT(m),dom (HMIT(m))
)
is symmetric.
Proof of Proposition 3.3. Thanks toGreen’s formula in Lemma 2.14, for any u, v ∈ dom (HMIT(m))
we have
〈H(m)u, v〉L2(Ω)4 = 〈u,H(m)v〉L2(Ω)4 + 〈(−iα · n)tΣu, tΣv〉L2(Σ)4 .
As u ∈ dom (HMIT(m)) we have tΣu = BtΣu thus
〈(−iα · n)tΣu, tΣv〉L2(Σ)4 = 〈(−iα · n)BtΣu, tΣv〉L2(Σ)4
= 〈(−iα · n)(−iβα · n)tΣu, tΣv〉L2(Σ)4
= 〈βtΣu, tΣv〉L2(Σ)4 .
Similarly, as v ∈ dom (HMIT(m)) we have tΣv = BtΣv thus
〈(−iα · n)tΣu, tΣv〉L2(Σ)4 = 〈(−iα · n)tΣu,BtΣv〉L2(Σ)4
= 〈(−iα · n)tΣu, (−iβα · n)tΣv〉L2(Σ)4
= − 〈βtΣu, tΣv〉L2(Σ)4 .
Hence we get
〈(−iα · n)tΣu, tΣv〉L2(Σ)4 = − 〈(−iα · n)tΣu, tΣv〉L2(Σ)4 = 0,
which concludes the proof. 
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3.2. Description of the adjoint of HMIT(m). In this subsection we prove the following propo-
sition.
Proposition 3.4. The following set equality holds.
dom
((
HMIT(m)
)∗)
= {u ∈ H(α,Ω) : tΣu = BtΣu},
where the boundary condition has to be understood as an equality in H−1/2(Σ)4.
Proof of Proposition 3.4. Let V denote the space on the right-hand side in Proposition 3.4. We
will prove the set equality proving each inclusion but first, recall that by definition
dom
((
HMIT(m)
)∗)
=
{
u ∈ L2(Ω)4 :
there exists w ∈ L2(Ω)4 such that
for all v ∈ dom
(
HMIT(m)
)
, 〈u,H(m)v〉L2(Ω)4 = 〈w, v〉L2(Ω)4
}
.
Inclusion V ⊂ dom
((
HMIT(m)
)∗)
. Let u ∈ V and v ∈ dom
(
HMIT(m)
)
. Thanks to Corollary
2.15 we have
〈u,H(m)v〉L2(Ω)4 = 〈H(m)u, v〉L2(Ω)4 + 〈(iα · n)tΣu, tΣv〉H−1/2(Σ)4,H1/2(Σ)4 .
Now, as tΣu = BtΣu we have
〈(−iα · n)tΣu, tΣv〉H−1/2(Σ)4,H1/2(Σ)4 = 〈(−iα · n)BtΣu, tΣv〉H−1/2(Σ)4,H1/2(Σ)4
= 〈(−iα · n)(−iβα · n)tΣu, tΣv〉H−1/2(Σ)4,H1/2(Σ)4
= 〈βtΣu, tΣv〉H−1/2(Σ)4,H1/2(Σ)4 .
On the on the other hand as tΣv = BtΣv we have
〈(−iα · n)tΣu, tΣv〉H−1/2(Σ)4,H1/2(Σ)4 = 〈(−iα · n)tΣu,BtΣv〉H−1/2(Σ)4,H1/2(Σ)4
= 〈(−iα · n)tΣu, (−iβα · n)tΣv〉H−1/2(Σ)4,H1/2(Σ)4
= − 〈βtΣu, tΣv〉H−1/2(Σ)4,H1/2(Σ)4 .
Hence we get
〈u,H(m)v〉L2(Ω)4 = 〈H(m)u, v〉L2(Ω)4 ,
which proves that u ∈ dom
((
HMIT(m)
)∗).
Inclusion dom
((
HMIT(m)
)∗)
⊂ V. Let u ∈ dom
((
HMIT(m)
)∗) and v ∈ C∞0 (Ω)4. We have
〈H(m)u, v〉D ′(Ω)4,D(Ω)4 = 〈u,H(m)v〉D ′(Ω)4,D(Ω)4 = 〈u,H(m)v〉L2(Ω)4 .
As u ∈ dom
((
HMIT(m)
)∗), there exists w ∈ L2(Ω)4 such that
〈u,H(m)v〉L2(Ω)4 = 〈w, v〉L2(Ω)4 = 〈w, v〉D ′(Ω)4,D(Ω)4 .
As this is true for every v ∈ C∞0 (Ω)
4 we get H(m)u = w in D ′(Ω)4 and then in L2(Ω)4. Thus
we obtain u ∈ H(α,Ω). We introduce the matrices
P+ =
1
2
(Id+B), P− =
1
2
(Id−B),
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they satisfy BP+ = P+ and BP− = −P−. Let f ∈ H1/2(Σ)4, we have E(P+f) ∈ dom (HMIT(m)),
where E is the extension operator of Proposition 1.1. As u ∈ H(α,Ω))∩dom
((
HMIT(m)
)∗)we
have
0 = 〈tΣu, (iα · n)P+f〉H−1/2(Σ)4,H1/2(Σ)4 = 〈tΣu, (iα · n)BP+f〉H−1/2(Σ)4,H1/2(Σ)4
= − 〈BtΣu, (iα · n)P+f〉H−1/2(Σ)4,H1/2(Σ)4 .
As f = P+f+ P−f we have
〈tΣu, (iα · n)f〉H−1/2(Σ)4,H1/2(Σ)4 = 〈tΣu, (iα · n)P−f〉H−1/2(Σ)4,H1/2(Σ)4
= − 〈tΣu, (iα · n)BP−f〉H−1/2(Σ)4,H1/2(Σ)4
= 〈BtΣu, (iα · n)P−f〉H−1/2(Σ)4,H1/2(Σ)4
= 〈BtΣu, (iα · n)f〉H−1/2(Σ)4,H1/2(Σ)4 .
As this is true for every f ∈ H1/2(Σ)4 we get that tΣu = BtΣu. Thus u ∈ V. 
3.3. Self-adjointness of the MIT bag model. As in Subsection 2.2, we set
Ω+ := Ω and Ω− := R3 \Ω.
Let µ = 0, we work with C± = C±,0 introduced in Definition 2.4. Now, we have all the tools to
prove Theorem 3.2.
Proof of Theorem 3.2. Let u ∈ dom
((
HMIT(m)
)∗), thanks to Proposition 3.4 we know that
tΣu = BtΣu.
Moreover, thanks to Proposition 2.7 we know that C−(tΣu) ∈ H1/2(Σ)4. Now, we prove that
C+(tΣu) ∈ H
1/2(Σ)4. Remark that for any f ∈ H1/2(Σ)4, C±(βf) = −βC±(f). Thus, we have
(3.1) C+(tΣu) = C+(BtΣu) = iβC+
(
(α · n)tΣu
)
= iβ(α · n)C∗−(tΣu)
= iβ(α · n)
(
C−(tΣu) + iA(tΣu)
)
,
where we used iv) Proposition 2.6 and Relation (2.4). Thanks to Propositions 2.7 and 2.8 the
term in the right-hand side of (3.1) is in H1/2(Σ)4 and thus
tΣu = C+(tΣu) + C−(tΣu) ∈ H
1/2(Σ)4.
Applying Proposition 2.16, we obtain u ∈ dom (HMIT(m)). It proves the inclusion dom (HMIT(m)) ⊂
dom
((
HMIT(m)
)∗). The reciprocal inclusion is a consequence of Proposition 3.3. 
4. DIRAC OPERATORS COUPLED WITH ELECTROSTATIC δ-SHELL INTERACTIONS
Before stating the main result of this section, we need to introduce some notations and
definitions.
As in Subsection 2.2 we set
Ω+ := Ω andΩ− := R3 \Ω.
We identify the space L2(R3)4 with L2(Ω+)4 × L2(Ω−)4 via the isomorphism
(4.1) Λ : u ∈ L2(R3)4 7→ (u+, u−) = (u|Ω+ , u|Ω−) ∈ L2(Ω+)4 × L2(Ω−)4,
where Λ−1(u1, u2) := u11Ω+ + u21Ω− .
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For τ ∈ R, we introduce the matrix valued function:
Pτ =
τ
2
+ i(α · n).
For (u+, u−) ∈ H1(Ω+)4×H1(Ω−)4 we define the following transmission condition in H1/2(Σ)4
(4.2) PτtΣ,+u+ + P∗τtΣ,−u− = 0, on Σ.
Alternatively, as Pτ is invertible, we can see the transmission condition as
(4.3) tΣ,+u+ = RτtΣ,−u−, with Rτ :=
1
τ2/4+ 1
(
1−
τ2
4
+ τ(iα · n)
)
.
This transmission condition is the natural one generated by an electrostatic δ-interaction of
strength τ supported on Σ, this is discussed further on in Subsection 4.1. As there is no confu-
sion possible, from now on, tΣu± denotes tΣ,±u±.
Now, let us define the operator we are interested in.
Definition 4.1. Let τ ∈ R and m ∈ R. The Dirac operator coupled with an electrostatic δ-shell
interaction of strength τ is the operator
(
Hτ(m),dom
(
Hτ(m)
))
, acting on L2(R3)4 and defined on
the domain
(4.4) dom
(
Hτ(m)
)
=
{
(u+, u−) ∈ H
1(Ω+)
4 ×H1(Ω−)
4 : (u+, u−) satisfies (4.2)
}
.
It acts in the sense of distributions as Hτ(m)u = (H(m)u+,H(m)u−) where we identify an element
of L2(Ω+)
4 × L2(Ω−)
4 with an element of L2(R3)4 via (4.1).
Note that Pτ and iα · n commute, that is
(4.5) Pτ(iα · n) = (iα · n)Pτ.
Finally, if τ = 0, we recover the usual free Dirac operatorH0(m) with domain dom
(
H0(m)
)
=
H1(R3)4.
We can now state the main result of this section.
Theorem 4.2. Letm ∈ R. The following holds:
i) If τ 6= ±2, the operator
(
Hτ(m),dom
(
Hτ(m)
))
is self-adjoint.
ii) If τ = ±2, the operator
(
Hτ(m),dom
(
Hτ(m)
))
is essentially self-adjoint and we have
dom (Hτ(m)) ( dom (Hτ(m)) = {(u+, u−) ∈ H(α,Ω+)×H(α,Ω−) : (u+, u−) satisfies (4.2)},
where the transmission condition holds in H−1/2(Σ)4.
In [2, Thm. 3.8], the authors are able to prove the self-adjointness of the operator under the
condition τ 6= ±2. However, except in the particular case Σ = R2 × {0}, they do not provide
a description when τ = ±2. The proof, of Theorem 4.2 differs significantly from what is done
in [2] and follows the philosophy of [8] with the use of Calderón projectors. In particular, it
allows us to understand the specific case τ = ±2.
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4.1. Remarks on the transmission condition. This subsection aims to justify the expression of
Transmission condition (4.2). Our goal is to define the operator that formally writes
Hτ(m) = H(m) + τδΣ,
where, for u ∈ H1(Ω+)4 ×H1(Ω−)4, δΣu is the distribution defined as
〈δΣu, v〉D ′(R3)4,D(R3)4 :=
1
2
∫
Σ
〈tΣu+(x) + tΣu−(x), v(x)〉C4 ds(x), for all v ∈ C∞0 (R3)4.
We are interested in functions u ∈ L2(R3)4 such that
(H(m) + τδΣ(x)Id)u ∈ L2(R3)4.
For example, if u = (u+, u−) ∈ H1(Ω+)4×H1(Ω−)4, a computation in the sense of distributions
yields
(H(m) + τδΣ(x)Id)u = α · Du+mβu +
τ
2
(tΣu+ + tΣu−)δΣ
= {(α · D)u} +mβu − iα · n(tΣu− − tΣu+)δΣ +
τ
2
(tΣu+ + tΣu−)δΣ
= {(α · D)u} +mβu︸ ︷︷ ︸
∈L2(R3)4
+
(τ
2
(tΣu+ + tΣu−) − iα · n(tΣu− − tΣu+)
)
δΣ,
where we set {(α ·D)u}|Ω± = (α ·D)u±. Now, we would like the last term in the right-hand side
to be zero. It reads:
(
τ
2
Id+ iα · n)tΣu+ + (
τ
2
Id− iα · n)tΣu− = 0.
In particular, it justifies that for u ∈ dom
(
Hτ(m)
)
,Hτ(m)u ∈ L2(R3)4.
Remark 4.3. Let ε = ±1 and τ = 2ε. Let u = (u+, u−) ∈ dom
(
Hτ(m)
)
, u± can be rewritten
u± = (u
[1]
± , u
[2]
± ) and, for x ∈ Σ, the transmission condition reads
(4.6)
(
u
[1]
+ (x)
u
[2]
+ (x)
)
=
(
0 −iεσ · n(x)
−iεσ · n(x) 0
)(
u
[1]
− (x)
u
[2]
− (x)
)
=
(
−iεσ · nu
[2]
− (x)
−iεσ · nu
[1]
− (x)
)
.
The specificity of τ = ±2 lies in the fact that the system uncouples: u[1]+ , respectively u
[2]
+ , only
"sees" u[2]− , respectively u
[1]
− .
4.2. Symmetry ofHτ(m). We prove the following proposition.
Proposition 4.4. TheDirac operator coupled with an electrostatic δ-interaction
(
Hτ(m),dom (Hτ(m))
)
is a symmetric operator.
Proof of Proposition 4.4. Let u = (u+, u−), v = (v+, v−) ∈ H1(Ω+)4 × H1(Ω−)4. Green’s formula
of Lemma 2.14 yields
〈Hτ(m)u, v〉L2(R3)4 = 〈H(m)u+, v+〉L2(Ω+)4 + 〈H(m)u−, v−〉L2(Ω−)4
= 〈u+,H(m)v+〉L2(Ω+)4 + 〈u−,H(m)v−〉L2(Ω−)4
+ 〈(−iα · n)tΣu+, tΣv+〉L2(Σ)4 − 〈(−iα · n)tΣu−, tΣv−〉L2(Σ)4 ,
which rewrites
〈Hτ(m)u, v〉L2(R3)4−〈u,Hτ(m)v〉L2(R3)4 = 〈(−iα · n)tΣu+, tΣv+〉L2(Σ)4−〈(−iα · n)tΣu−, tΣv−〉L2(Σ)4 .
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Now, assume that both u and v satisfy Transmission condition (4.3), we have
〈Hτ(m)u, v〉L2(R3)4 − 〈u,Hτ(m)v〉L2(R3)4 = 〈(−iα · n)tΣu+, tΣv+〉L2(Σ)4 − 〈(−iα · n)tΣu−, tΣv−〉L2(Σ)4
= 〈(−iα · n)RτtΣu−,RτtΣv−〉L2(Σ)4 − 〈(−iα · n)tΣu−, tΣv−〉L2(Σ)4
= 〈(R∗τ(−iα · n)Rτ + iα · n)tΣu−, tΣv−〉L2(Σ)4 .
By definition of Rτ we have:
R∗τ(−iα · n)Rτ + iα · n = 0.
It achieves the proof of Proposition 4.4. 
4.3. Domain of the adjoint. The aim of this subsection is to prove the following result.
Proposition 4.5. We have
dom (Hτ(m)∗) = {(u+, u−) ∈ H(α,Ω+)×H(α,Ω−) : (u+, u−) satisfies (4.2) in H−1/2(Σ)4}.
Proof of Proposition 4.5. Let V be the set on the right-hand side in Proposition 4.5. We prove this
result proving each inclusion.
Inclusion V ⊂ dom (Hτ(m)∗). Let u = (u+, u−) ∈ V and v = (v+, v−) ∈ dom (Hτ(m)). Thanks
to Corollary 2.15 we have
〈u,Hτ(m)v〉L2(R3)4 = 〈H(m)u+, v+〉L2(Ω+)4 + 〈H(m)u−, v−〉L2(Ω−)4
+ 〈(−iα · n)tΣu+, tΣv+〉H−1/2(Σ)4,H1/2(Σ)4 − 〈(−iα · n)tΣu−, tΣv−〉H−1/2(Σ)4,H1/2(Σ)4
= 〈{H(m)u}, v〉L2(R3)4 + 〈(R
∗
τ(−iα · n)Rτ + iα · n)tΣu−, tΣv−〉H−1/2(Σ)4,H1/2(Σ)4 ,
where {H(m)u} = (H(m)u+)1Ω+ +(H(m)u−)1Ω− ∈ L
2(R3)4. As in the proof of Proposition 4.4
we remark that
R∗τ(−iα · n)Rτ + iα · n = 0,
thus
〈u,Hτ(m)v〉L2(R3)4 = 〈{H(m)u}, v〉L2(R3)4 ,
which proves that u ∈ dom (Hτ(m)∗).
Inclusion dom (Hτ(m)∗) ⊂ V. Letu = (u+, u−) ∈ dom (Hτ(m)∗) and v = (v+, v−) ∈ C∞0 (Ω+)
4×
C∞0 (Ω−)
4. We have
〈H(m)u, v〉D ′(R3)4,D(R3)4 = 〈u,H(m)v〉D ′(R3)4,D(R3)4 = 〈u+,H(m)v+〉L2(Ω+)+〈u−,H(m)v−〉L2(Ω+) .
As u ∈ dom (Hτ(m)∗), there exists w ∈ L2(R3)4 such that
〈u+,H(m)v+〉L2(Ω+)+〈u−,H(m)v−〉L2(Ω+) = 〈w, v〉L2(R3)4 = 〈w+, v+〉D ′(Ω+)4,D(Ω+)4+〈w−, v−〉D ′(Ω−)4,D(Ω−)4 ,
where w± = w1Ω± . As this is true for every v ∈ C
∞
0 (Ω+)
4 × C∞0 (Ω−)
4 we get H(m)u± = w±
in D ′(Ω±)4 and then in L2(Ω±)4. Thus u ∈ H(α,Ω−)×H(α,Ω+).
Let f ∈ H1/2(Σ)4, we have:
〈tΣu+, (iα · n)f〉H−1/2(Σ)4,H1/2(Σ)4 − 〈tΣu−, (iα · n)f〉H−1/2(Σ)4,H1/2(Σ)4
= 〈tΣu+, (iα · n)P
∗
τf〉H−1/2(Σ)4,H1/2(Σ)4 − 〈tΣu−, (iα · n)(−Pτ)f〉H−1/2(Σ)4,H1/2(Σ)4
+ 〈tΣu+, (iα · n)(Id− P∗τ)f〉H−1/2(Σ)4,H1/2(Σ)4 − 〈tΣu−, (iα · n)(Id+ Pτ)f〉H−1/2(Σ)4,H1/2(Σ)4
SELF-ADJOINTNESS OF DIRAC OPERATORS 25
Now, we remark that the function
(
E+(P
∗
τf),−E−(Pτf)
)
∈ dom
(
Hτ(m)
)
, where E± is the exten-
sion operator of Proposition 1.1 in H1(Ω±). Thus we get
〈tΣu+, (iα · n)P
∗
τf〉H−1/2(Σ)4,H1/2(Σ)4 − 〈tΣu−, (iα · n)(−Pτ)f〉H−1/2(Σ)4,H1/2(Σ)4 = 0,
which implies
〈tΣu+, (iα · n)P
∗
τf〉H−1/2(Σ)4,H1/2(Σ)4 + 〈tΣu−, (iα · n)Pτf〉H−1/2(Σ)4,H1/2(Σ)4 = 0.
Hence, for all f ∈ H1/2(Σ)4, we get
〈PτtΣu+ + P
∗
τtΣu−, (iα · n)f〉H−1/2(Σ)4,H1/2(Σ)4 = 0,
which proves that u satisfies Transmission condition (4.2) in H−1/2(Σ)4. 
4.4. Self-adjointness. The aim of this subsection is to prove i) Theorem 4.2.
Proof of i) Theorem 4.2. Let u ∈ dom
(
Hτ(m)
∗
)
, thanks to Proposition 4.5 we know that
(4.7) PτtΣu+ + P∗τtΣu− = 0.
Thanks to iii) Proposition 2.6 we have
(4.7)⇐⇒ { C+(PτtΣu+ + P∗τtΣu−) = 0
C−
(
PτtΣu+ + P
∗
τtΣu−
)
= 0
,
⇐⇒ { τ2(C+(tΣu+) + C+(tΣu−))+ i(α · n)C∗−(tΣu+ − tΣu−) = 0τ
2
(
C−(tΣu+) + C−(tΣu−)
)
+ i(α · n)C∗+(tΣu+ − tΣu−) = 0
,
⇐⇒ { τ2(C+(tΣu+) + C+(tΣu−))+ i(α · n)(C−(tΣu+) − C−(tΣu−) + iA(tΣu+ − tΣu−)) = 0τ
2
(
C−(tΣu+) + C−(tΣu−)
)
+ i(α · n)
(
C+(tΣu+) − C+(tΣu−) − iA(tΣu+ − tΣu−)
)
= 0
,
where we also used iv) Proposition 2.6 and Relation (2.4). This system rewrites as
(4.8)
(
τ
2
−iα · n
iα · n τ
2
)(
C+(tΣu+)
C−(tΣu−)
)
=
(
− τ
2
−iα · n
iα · n − τ
2
)(
C+(tΣu−)
C−(tΣu+)
)
+
(
(α · n)A(tΣu+ − tΣu−)
−(α · n)A(tΣu+ − tΣu−)
)
.
Now, thanks to Propositions 2.7 and 2.8, the right-hand side is in H1/2(Σ)8 and the matrix in
the left-hand side is invertible in H1/2(Σ)8 as long as τ 6= ±2. Thus tΣu± ∈ H1/2(Σ)4 and apply-
ing Proposition 2.16 we obtain the inclusion dom
(
Hτ(m)
∗
)
⊂ dom
(
Hτ(m)
)
. The reciprocal
inclusion is a consequence of Proposition 4.4. 
4.5. Essential self-adjointness when τ = ±2. Now, we prove ii) Theorem 4.2. All along this
subsection, we set ε = ±1 and let τ = 2ε. We work with the operator Φ± := ΦΩ±,µ defined in
(2.2) with a fixed µ 6= 0.
We have the following proposition.
Proposition 4.6. Let τ = 2ε. The following holds:
Hτ(m) = H
∗
τ(m).
In particular, Hτ(m) is self-adjoint.
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For u ∈ dom (Hτ(m)∗), Transmission condition (4.3) simply reads
(4.9) tΣu+ = iε(α · n)tΣu−,
as an equality in H−1/2(Σ)4.
Let us introduce a few notation. For u = (u+, u−) ∈ dom (Hτ(m)∗), if (fn)n∈N is a sequence
of functions C∞(Σ)4 that converges to tΣu− in the ‖ · ‖H−1/2(Σ)4-norm, we introduce:
(4.10)
{
un,− = u− + iΦ−
(
(α · n)(tΣu− − fn)
)
,
un,+ = u+ − εΦ+(fn − tΣu−) + εE+
(
A
(
(α · n)(fn − tΣu−)
))
,
where E+ is the extension operator defined in Proposition 1.1 withΩ = Ω+ and A := Aµ is the
anticommutator (2.4). We have the following lemma:
Lemma 4.7. Let u = (u+, u−) ∈ dom (Hτ(m)∗) and (fn)n∈N be a sequence of functions C∞(Σ)4 that
converges to tΣu− in the ‖·‖H−1/2(Σ)4-norm. If un = (un,−, un,+) is the sequence defined in (4.10) then:
i) un ∈ H
1(Ω+)
4 ×H1(Ω−)
4,
ii) (un,+, un,−) satisfies Transmission condition (4.9) in H1/2(Σ)4,
iii) un converges to u in the ‖ · ‖H(α,Ω+)×H(α,Ω−)-norm.
We postpone the proof of Lemma 4.7 until the end of this subsection. We now have all the
tools to prove Proposition 4.6.
Proof of Proposition 4.6. As Hτ(m) is symmetric it is closable and we have Hτ(m) ⊂ Hτ(m)∗.
Now we deal with the other inclusion.
Let u = (u+, u−) ∈ dom (Hτ(m)∗) and (fn)n∈N be a sequence of functions C∞(Σ)4 that
converges to tΣu− in the ‖ · ‖H−1/2(Σ,C4)-norm. Let un = (un,−, un,+) be as in (4.10). Thanks
to i)-ii) Lemma 4.7, we know that un ∈ dom (Hτ(m)). Moreover thanks to iii) Lemma 4.7 we
know that ‖un − u‖H(α,Ω+)×H(α,Ω−) → 0 when n → +∞. Consequently, u ∈ dom (Hτ(m)) and
we obtain the reversed inclusion, that isHτ(m)∗ ⊂ Hτ(m). 
Proof of Lemma 4.7. For the sake of clarity, this proof is split into two steps. The proofs of i) and
ii) are gathered in Step 1. Step 2 deals with the proof of iii).
Let u = (u+, u−) ∈ dom (Hτ(m)∗) and (un)n∈N be the associated sequence defined in (4.10).
Step 1. By definition, un ∈ H(α,Ω+) × H(α,Ω−). Thanks to Proposition 2.16, it is enough
to prove that the traces tΣun,− and tΣun,+ are in H1/2(Σ)4. Let us start with un,−, we have:
tΣun,− = tΣu− − C−(tΣu−) + C−(fn) = C+(tΣu−) + C−(fn).
by Proposition 2.7, the first term in the right hand-side is in H1/2(Σ)4. The second term is also
in H1/2(Σ)4 by Corollary 2.3.
Let us prove that Transmission condition (4.9) holds. Taking into account iii) Proposition
2.6 and (2.4) we get:
iε(α · n)tΣun,− = iε(α · n)
(
tΣu− − C−(tΣu− − fn)
)
= tΣu+ − iε(α · n)C−(tΣu− − fn)
= tΣu+ − iεC
∗
+
(
(α · n)(tΣu− − fn)
)
= tΣu+ − iε
(
C+
(
(α · n)(tΣu− − fn)
)
− iA
(
(α · n)(tΣu− − fn)
))
= tΣu+ − iε(α · n)C
∗
−
(
(tΣu− − fn)
)
− εA
(
(α · n)(tΣu− − fn)
)
= tΣun,+.
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As un,− ∈ H1(Ω−)4, it implies un,+ ∈ H1(Ω+)4 and we get ii).
Step 2. In this step, we prove iii).
Let us start with un,−, we have:
(4.11) un,− − u− = iΦ−
(
(α · n)(tΣu− − fn)
)
.
Hence, by Theorem 2.2 there exists a constant c1 > 0 such that:
‖un,− − u−‖H(α,Ω−) ≤ c1‖tΣu− − fn‖H−1/2(Σ)4 .
By hypothesis, the term in the right-hand side goes to zero as n goes to infinity so we obtain
un,− −→
n→+∞
u− in the ‖ · ‖H(α,Ω−)-norm.
Now we deal with un,+. We have:
(4.12) un,+ − u+ = −εΦ+(fn − tΣu−) + εE+
(
A
(
α ·N(fn − tΣu−)
))
.
It yields
(4.13) ‖un,+ − u+‖H(α,Ω+) ≤ ε‖Φ+(fn − tΣu−)‖H(α,Ω+) + ε
∥∥∥E+(A(α ·N(fn − tΣu−)))∥∥∥
H(α,Ω+)
.
By Theorem 2.2, there exists c2 > 0 such that:
(4.14) ‖Φ(fn − tΣu−)‖H(α,Ω+) ≤ c2‖tΣu− − fn‖H−1/2(Σ)4 .
Thanks to Proposition 1.1 and Proposition 2.8, there exists c3 > 0 such that:
(4.15)
∥∥∥E+(A((α · n)(fn − tΣu−)))∥∥∥
H(α,Ω+)
≤
∥∥∥E+(A((α · n)(fn − tΣu−)))∥∥∥
H1(Ω+)4
≤ c3‖tΣu− − fn‖H−1/2(Σ)4 .
The upper-bounds of Equations (4.14) and (4.15) combined with (4.13) yield the existence of
c > 0 such that:
‖un,+ − u+‖H(α,Ω+) ≤ c‖tΣu− − fn‖H−1/2(Σ)4 .
By hypothesis, the right-hand side converges to zero as n goes to infinity and so, we get the
convergence of un,+ to u+ in the ‖ · ‖H(α,Ω+)-norm. 
We finish this subsection proving Theorem 4.2.
Proof of Theorem 4.2. The only thing left to prove is that dom (Hτ(m)) ( dom (Hτ(m)). Let
0 6= f ∈ H−1/2(Σ)4 such that f /∈ H1/2(Σ)4. Either C+(f) of C−(f) does not belong to H1/2(Σ).
Assume C−(f) /∈ H1/2(Σ)4, we set g = C−(f). We consider the function
u = (u+, u−) =
(
εΦ+(g) − εE+
(
A
(
(α · n)g
))
,Φ−
(
(iα · n)g
))
.
By definition, u ∈ H(α,Ω+)×H(α,Ω−) and we have:
iε(α · n)tΣu− = −iε(α · n)C−(g)
= −εiC+
(
(α · n)g
)
− εA
(
(α · n)g
)
= tΣu+.
Hence u satisfies Transmission condition (4.9) which gives u ∈ dom
(
Hτ(m)
)
by Proposition
4.6. However, u /∈ dom (Hτ(m)), otherwise tΣu− ∈ H1/2(Σ)4 which is not possible because
tΣu− = −g = −C−(f) /∈ H
1/2(Σ)4.
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If C+(f) /∈ H1/2(Σ)4 the proof goes along the same line setting g = C+(f) and considering
the function
u = (u+, u−) =
(
Φ+
(
(iα · n)g
)
,−εΦ−(g) + εE−
(
A
(
(α · n)g
)))
,
where E− is the extension operator of Proposition 1.1 for the domainΩ−. 
Remark 4.8. When τ = ±2, the domain of the extension differs significantly from the one of
the initial operator. Indeed, following the proof of Theorem 4.2, we remark that any function
0 6= f ∈ H−1/2(Σ)4 that is not in H1/2(Σ)4 generate an element of dom (Hτ(m)) that is not in
dom (Hτ(m)).
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