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Abstract
In this paper according to the structured element method, the m × n inconsistent fuzzy
matrix equation A ˜ X = ˜ B, which are linear formed by fuzzy structured element, is inves-
tigated. The necessary and suﬃcient condition for the existence of a fuzzy solution is also
discussed. some examples are presented to illustrate the proposed method.
Keywords: Fuzzy number; Inconsistent Fuzzy Matrix Equations; Minimal Solution
1 Introduction
The concept of fuzzy numbers and fuzzy arithmetic operations were ﬁrst introduced by
Zadeh [35], Dubois and Prade [14]. We refer the reader to [24] for more information on
fuzzy numbers and fuzzy arithmetic. Fuzzy systems are used to study a variety of problems
ranging from fuzzy topological spaces [13] to control chaotic systems [18, 23], fuzzy metric
spaces [30], fuzzy diﬀerential equations [5], fuzzy linear systems [3, 4, 11, 9, 10, 28, 29] and
particle physics [15, 16, 17, 27, 32].
One of the major applications of fuzzy number arithmetic is treating fuzzy linear
systems [7, 8], several problems in various areas such as economics, engineering and physics
boil down to the solution of a linear system of equations. Friedman et al. [19] introduced a
general model for solving a fuzzy n×n linear system whose coeﬃcient matrix is crisp and
the right-hand side column is an arbitrary fuzzy number vector. They used the parametric
form of fuzzy numbers and replaced the original fuzzy n×n linear system by a crisp 2n×2n
linear system and studied duality in fuzzy linear systems Ax = Bx + y where A , B are
real n × n matrix, the unknown vector x is vector consisting of n fuzzy numbers and
the constant y is vector consisting of n fuzzy numbers, in [20]. In [1, 2, 3, 4, 11] the
Corresponding author. Email address: mosleh@iaufb.ac.ir Tel:+98 912 6076308
1Maryam Mosleh Journal of Interpolation and Approximation in Scientic Computing
authors presented conjugate gradient, LU decomposition method for solving general fuzzy
linear systems or symmetric fuzzy linear systems. Also, Wang et al. [33] presented an
iterative algorithm for solving dual linear system of the form x = Ax + u, where A is
real n × n matrix, the unknown vector x and the constant u are all vectors consisting of
fuzzy numbers. Recently, Muzziloi et al. [26] considered fuzzy linear systems of the form
A1x + b1 = A2x + b2 with A1; A2 square matrices of fuzzy coeﬃcients and b1; b2 fuzzy
number vectors. Abbasbany et al. [6] gave the solving method of dual general fuzzy linear
systems by using the theory of singular value decomposition.
However, the fuzzy number of fuzzy linear systems often appears in the similar shape
of membership functions in the actual problems. In order to simplify the solution of this
kind of fuzzy linear system, Sun et al. [31] investigated the solving problem of linear
formed general fuzzy linear systems and we develop this method to inconsistent fuzzy
matrix equations of the form A ˜ X = ˜ B where A is a real matrix, ˜ B and ˜ X are known and
unknown fuzzy matrices.
2 Preliminaries
The minimal solution of an arbitrary linear system is formally deﬁned such that:
1. If the system is consistent and has a unique solution, then this solution is also the
minimal solution.
2. If the system is consistent and has a set solution, then the minimal solution is a
member of this set that has the least Euclidean norm.
3. If the system is inconsistent and has a unique least squares solution, then this solution
is also the minimal solution.
4. If the system is inconsistent and has a least squares set solution, then the minimal
solution is a member of this set that has the least Euclidean norm.
Let E be a fuzzy set on R, E(x) is the membership function of E. Then E is called a
symmetrical fuzzy structured element on R, If (i) ∀x ∈ (−1;1);E(x) > 0; (ii) E(0) = 1;
(iii) E(x) is a function of monotone increasing and right continuous on [−1;0]; monotone
decreasing and left continuous on (0;1] and E(x) = E(−x):
For example, let E be fuzzy set, the membership function
E(x) =



1 + x; x ∈ [−1;0];
1 − x; x ∈ [0;1];
0; other
is called triangle structured element and the membership function
E(x) =
{
1; x ∈ [−1;1];
0; other
is called rectangle structured element. Triangle structured element and rectangle struc-
tured element are both symmetrical fuzzy structured element.
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Theorem 2.1. [21] (Partial mapping theorem) Let E be a fuzzy structured element and
E(x) is its membership function and the function f(x) is continuous and monotone on
[−1;1]; then f(E) is a fuzzy number and the membership function of f(E)is E(f−1(x).
(where f−1(x) is rotational symmetry function for variable x and y. If f is a strictly
monotone function, then f−1(x) is the inverse function of f(x).)
Theorem 2.2. [21] For a given canonical fuzzy structured element E and any ﬁnite fuzzy
number V , there always exists a monotone bounded function f on [−1;1], having the form
V = f(E):
Suppose that E is a given symmetrical fuzzy structured element. If fuzzy number
V = a+bE, where a;b ∈ R;b ≥ 0; then we call that V is linear formed by fuzzy structured
element E.
For a given symmetrical fuzzy structured element E, we can obtain a kind of fuzzy
number, which is linear formed by E and has the similar shape of membership function.
For example, we let E be triangle structured element, then fuzzy numbers that are linear
formed by triangle structuring element E are all triangle number, that is, the shape of
their membership function is triangle.
Theorem 2.3. [22] Suppose that fuzzy numbers U;V are linear formed by the same sym-
metrical fuzzy structured element E and
U = c1 + b1E;V = c2 + b2E;
where c1;c2;b1;b2 are real numbers and b1;b2 > 0; then
∀k ∈ R;kU = kc1 + |k|b1E;
U + V = (c1 + c2) + (b1 + b2)E
and the membership function of fuzzy number U + V is
(U + V )(x) = E(
x − (c1 + c2)
b1 + b2
):
Obviously, fuzzy numbers U + V and kU are also linear formed by E.
3 Linear formed general fuzzy matrix equation
Denition 3.1. The matrix system

 

a11 ::: a1n
a21 ::: a2n
::: ::: :::
am1 ::: amn

 


 

˜ x11 ::: ˜ x1l
˜ x21 ::: ˜ x2l
::: ::: :::
˜ xn1 ::: ˜ xnl

 
 =

 

˜ b11 ::: ˜ b1l
˜ b21 ::: ˜ b2l
::: ::: :::
˜ bm1 ::: ˜ bml

 
; (3.1)
where aij; 1 ≤ i ≤ m; 1 ≤ j ≤ n are crisp numbers and the fuzzy number elements ˜ bij in
the right-hand matrix are linear formed by the same symmetrical fuzzy structured elements
E, is called a linear formed general fuzzy matrix equation (LFGFME) by fuzzy structured
element E.
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Using matrix notation, we have
A ˜ X = ˜ B: (3.2)
Suppose that fuzzy number ˜ bij is linear formed by the same symmetrical fuzzy struc-
tured element E and unknown fuzzy solution ˜ xij be also linear formed by structured
element E. A fuzzy number matrix
˜ X = (x1;x2;:::;xl);
given by xj = (x1j + y1jE;x2j + y2jE;:::;xnj + ynjE)T; 1 ≤ j ≤ l; where y1j;:::;ynj are
nonnegative real numbers, is called a solution of the fuzzy matrix system (3.1) if
Axj = bj; j = 1;2;:::;l;
where bj = (b1j + c1jE;b2j + c2jE;:::;bmj + cmjE)T is the jth column of fuzzy number
matrix ˜ B and c1j;:::;cnj are nonnegative real numbers.
3.1 Model to the LFGFME
Using the technique in [34], we extend the matrix systems (3.1) into two crisp matrix
equation.
Theorem 3.1. The fuzzy matrix equation (3.1) can be extended into two crisp matrix
equation as follows:




a11 ::: a1n
a21 ::: a2n
::: ::: :::
am1 ::: amn








x11 ::: x1l
x21 ::: x2l
::: ::: :::
xn1 ::: xnl



 =




b11 ::: b1l
b21 ::: b2l
::: ::: :::
bm1 ::: bml



 (3.3)
and 
 

a′
11 ::: a′
1n
a′
21 ::: a′
2n
::: ::: :::
a′
m1 ::: a′
mn

 


 

y11 ::: y1l
y21 ::: y2l
::: ::: :::
yn1 ::: ynl

 
 =

 

c11 ::: c1l
c21 ::: c2l
::: ::: :::
cm1 ::: cml

 
; (3.4)
where
˜ xkj = xkj + ykjE; k = 1;2;:::;n; j = 1;2;:::;l;
˜ bkj = bkj + ckjE; k = 1;2;:::;m; j = 1;2;:::;l:
Proof. Firstly, we rewrite the original system (3.1) in the forms of matrix
A(x1;x2;:::;xl) = (b1;b2;:::;bl); (3.5)
where xj;bj denote the jth column of unknown matrix ˜ X and fuzzy number matrix ˜ B;
respectively. Thus the original system (3.1) is equivalent to the following fuzzy linear
equation
Axj = bj; j = 1;2;::;l: (3.6)
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Let ˜ xkj = xkj + ykjE; k = 1;2;:::;n; ˜ bkj = bkj + ckjE; k = 1;2;:::;m: Then the above
equation (3.6) is as follows:




a11 ::: a1n
a21 ::: a2n
::: ::: :::
am1 ::: amn






 

x1j + y1jE
x2j + y2jE
. . .
xnj + ynjE


 

=


 

b1j + c1jE
b2j + c2jE
. . .
bmj + cmjE


 

;j = 1;:::;l: (3.7)
Therefore we have




a11 a12 ::: a1n
a21 a22 ::: a2n
::: ::: ::: :::
am1 am2 ::: amn






 

x1j
x2j
. . .
xnj


 

+




a′
11 a′
12 ::: a′
1n
a21 a′
22 ::: a′
2n
::: ::: ::: :::
a′
m1 a′
m2 ::: a′
mn






 

y1j
y2j
. . .
ynj


 

E =


 

b1j
b2j
. . .
bmj


 

+


 

c1j
c2j
. . .
cmj


 

E;
(3.8)
where a′
ij are determined as follows:
aij ≥ 0 ⇒ a′
ij = aij;
aij < 0 ⇒ a′
ij = −aij; i = 1;2;:::;m; j = 1;2;:::;n:
Moreover, A′ is a nonnegative matrix.
Finally, we restore the Eq.(3.6) and obtain the following two matrix equation:
{
AX = B;
A′Y = C;
(3.9)
where
X =




x11 x12 ::: x1l
x21 x22 ::: x2l
::: ::: ::: :::
xn1 xn2 ::: xnl



; Y =




y11 y12 ::: y1l
y21 y22 ::: y2l
::: ::: ::: :::
yn1 yn2 ::: ynl



;
B =




b11 b12 ::: b1l
b21 b22 ::: b2l
::: ::: ::: :::
bm1 bm2 ::: bml



; C =




c11 c12 ::: c1l
c21 c22 ::: c2l
::: ::: ::: :::
cm1 cm2 ::: cml



:
The proof is completed. 
Corollary 3.1. Let T be p×q real column full rank or row full rank. There exists a p×p
orthogonal matrix U, a q × q orthogonal matrix V , and a p × q diagonal matrix Σ with
⟨Σ⟩ij = 0 for i ̸= j and ⟨Σ⟩ii = i > 0 with 1 ≥ 2 ≥ ··· ≥ s > 0, where s = min{p;q},
such that the singular value decomposition
T = UΣV t;
is valid. And if Σ+ is that q × p matrix whose only nonzero entries are ⟨Σ+⟩ii = 1=i
for 1 ≤ i ≤ s, then T+ = V Σ+Ut is the unique pseudo-inverse of T. Also if p = q then
T+ = T−1:
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We refer the reader to [12] for more information on ﬁnding pseudo-inverse of an arbi-
trary matrix, and when we work with full rank matrices, there are not any problem and
all calculations are stable and well-posed.
According to singular value decomposition, we can obtain the minimal solution of
Eq.(3.3) and Eq.(3.4).
Corollary 3.2. [25] Let A and A′ are row full rank (for m ≤ n) or column full rank (for
n < m). The minimal solution of Eq.(3.3) and Eq.(3.4) are obtained by
X = A+B;
Y = A′+C:
(3.10)
However, the unique minimal solution X and Y can’t always satisfy the solution con-
ditions for LFGFME Eq.(3.1). Next, we will study the necessary and suﬃcient conditions
for the existence of one fuzzy solution.
Theorem 3.2. If the solution xkj, ykj exists in (3.9), then fuzzy matrix equation (3.1) has
fuzzy matrix solution ˜ xkj = xkj + ykjE if and only if ykj ≥ 0;k = 1;2;:::;n; j = 1;2;:::;l:
Proof. From the deﬁnition of linear formed fuzzy number by structured element [22],
if fuzzy solution ˜ xkj = xkj + ykjE, we can obtain that ykj ≥ 0; that is, the necessary
condition is true. The suﬃcient condition is obvious, according to formed method of (3.9)
and operation properties of Theorem (2.3), when ykj ≥ 0; ˜ xkj = xkj + ykjE makes the
equality of fuzzy linear system established. 
Theorem 3.3. If the solution xkj, ykj exists in (3.9) and (A′)+
ij ≥ 0; then fuzzy matrix
equation (3.1) has fuzzy matrix solution ˜ xkj = xkj + ykjE.
Proof. Apparently, since Y = (A′)+C; when (A′)ij ≥ 0, we have Y ≥ 0, that is, it
meets the suﬃcient condition of Theorem (2.3). 
4 Examples
Example 4.1. Consider the fuzzy matrix equation
(
1 − 1
−1 1
)(
˜ x11 ˜ x12
˜ x21 ˜ x22
)
=
(
1 + E 2 + 3E
1 + 2E 10 + 5E
)
:
Suppose that E is a triangle structured element, unknown fuzzy solution ˜ xkj = xkj +ykjE
for k;j = 1;2; by Eq.(3.9), we have

    
    
(
1 − 1
−1 1
)(
x11 x12
x21 x22
)
=
(
1 2
1 10
)
;
(
1 1
1 1
)(
y11 y12
y21 y22
)
=
(
1 3
2 5
)
;
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The pseudo-inverse of A and A′ are
A+ =
1
4
(
1 − 1
−1 1
)
; A′+ =
1
4
(
1 1
1 1
)
≥ 0;
therefore, we get the minimal solution ˜ x11 = 0:75E; ˜ x12 = −2 + 2E; ˜ x21 = 0:75E and
˜ x22 = 2 + 2E and their membership function
~ x11 =

    
    
x+0:75
0:75 ; x ∈ [−0:75;0];
0:75−x
0:75 ; x ∈ [0;0:75];
0; other;
~ x12 =

    
    
x+4
2 ; x ∈ [−4;−2];
−x
2 ; x ∈ [−2;0];
0; other;
~ x21 =

    
    
x+0:75
0:75 ; x ∈ [−0:75;0];
0:75−x
0:75 ; x ∈ [0;0:75];
0; other;
~ x22 =

    
    
x
2; x ∈ [0;2];
4−x
2 ; x ∈ [2;4];
0; other:
Example 4.2. Consider the fuzzy matrix equation


1 1
−1 1
1 − 1


(
˜ x11 ˜ x12
˜ x21 ˜ x22
)
=


−1 + E 2 + 3E
1 + 2E − 4 + 5E
3 + E 2 + 2E

:
Suppose that E is a triangle structured element, unknown fuzzy solution ˜ xkj = xkj +ykjE
for k;j = 1;2; by Eq.(3.9), we have

        
        


1 1
−1 1
1 − 1


(
x11 x12
x21 x22
)
=


−1 2
1 − 4
3 2

;


1 1
1 1
1 1


(
y11 y12
y21 y22
)
=


1 3
2 5
1 2

;
We get the minimal solution ˜ x11 = 0:6667E; ˜ x12 = 2:5+1:6667E; ˜ x21 = −1+0:6667E and
˜ x22 = −0:5 + 1:6667E:
5 Conclusion
In this paper, we proposed a general model for solving a class of inconsistent fuzzy matrix
equation A ˜ X = ˜ B which A is a m × n crisp matrix and the right-hand side matrix ˜ B is
an m × l arbitrary fuzzy number matrix, which is linear formed by the same symmetrical
fuzzy structured element E. In this paper we the original system was converted to two
crisp matrix equation.
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