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We present a numerical model and a set of conservative algorithms for Non-Maxwellian
plasma kinetics with inelastic collisions. These algorithms self-consistently solve for the time
evolution of an isotropic electron energy distribution function interacting with an atomic
state distribution function of an arbitrary number of levels through collisional excitation,
deexcitation, as well as ionization and recombination. Electron-electron collisions, respon-
sible for thermalization of the electron distribution, are also included in the model. The
proposed algorithms guarantee mass/charge and energy conservation in a single step, and
is applied to the case of non-uniform gridding of the energy axis in the phase space of the
electron distribution function. Numerical test cases are shown to demonstrate the accuracy
of the method and its conservation properties.
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I. INTRODUCTION
The relaxation kinetics of a non-equilibrium and high-energy density plasma are of great im-
portance for a number of applications, such as inertial confinement fusion, laser-produced plasma,
material processing, space propulsion and micro-plasma discharges for flow control [1–5]. As the
time scales of interest are reduced and the electrons have higher energies, non-equilibrium effects
become more severe. High electron energies allow rapid excitation and ionization of the atomic or
molecular states, including multiple ionizations. Prediction of the radiative properties, an increas-
ingly important component of the plasma at high temperatures, requires a Collisional-Radiative
(CR) description of the plasma, where detailed population of electronic states is calculated and
hence allowed to deviate from a Boltzmann distribution[6]. The time-resolved kinetics of the
Atomic State Distribution Function (ASDF) for a CR plasma can be complex, even when the Elec-
tron Energy Distribution Function (EEDF) is at equilibrium (Maxwellian); a practical solution of
the system may require the grouping of quantum levels into various “states” obtained by averag-
ing over the fundamental constituent levels[7, 8]. The difficulty increases considerably when the
EEDF itself is not in equilibrium; this can occur due to high accelerating fields, strong coupling
with inelastic collisions and short time scales[9]. There are two basic methods available to solving
the non-equilibrium EEDF kinetics: particle-based methods or discretized phase-space. Since we
are interested here only in the collisional terms of the kinetic equation, with an emphasis on the
inelastic collisions, we will not discuss the respective merits of either for transport. When a particle
method such as the Particle-in-Cell (PIC) method is used, the collisions are usually treated with
a Monte-Carlo Collision (MCC) algorithm. In that scheme, inelastic collision events are selected
at random, according to the respective probabilities of occurrence during a given time-step ∆t.
This standard approach has been extensively studied[10, 11], and it has the advantage that high
degrees of non-equilibrium (e.g. anisotropic distributions, beams) can be easily treated. However,
statistics for the EEDF can be very poor, and are improved only at a considerable computational
expense by increasing the number of pseudo-particles [11]. Here, we are interested in the second
approach, i.e. phase-space discretization, which is especially useful for conditions not too far from
equilibrium, in which case useful approximations can be made. For example, electron-electron (ee)
collisions can be modeled by a Fokker-Planck (FP) collision operator, i.e., a convection-diffusion
equation in velocity space [12]; this approach yields good solutions when small angle scattering
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collisions dominate[13–15]. However for inelastic collisions, the change in energy is large and the
transfer terms are non-local, i.e. the process transfers a number of electrons from a phase-space
cell to other cells which can be far (non-neighboring) from the initial cell – a “jump” process. In
this case, one must consider the full Boltzmann collision operator, the solution of which leads to
a set of master equations for the population of each cell in phase space[16–20]. This approach can
be much faster than MCC and does not suffer from statistical noise; it is, however, challenging for
multi-dimensional phase space (6D in the most general case). If the EEDF is nearly isotropic, the
number of dimensions can be reduced and the problem becomes more easily solvable [21].
In the present work, we are solving the coupled ASDF-EEDF in a non-equilibrium situation, i.e.
for a non-relativistic, non-Maxwellian case of CR kinetics. The inelastic collisions between electrons
and atomic states are examined, for an arbitrary number of excited levels. Both excitation and
ionization are considered, as well as the reverse processes of deexcitation and recombination. Since
the energy exchange from these inelastic collisions can be large, it is critically important to guar-
antee energy conservation. The electron-electron collisions are also included, as they are the main
thermalization mechanism in a highly ionized plasma. The importance of energy conservation was
emphasized in previous work of many authors[16, 17, 19, 20]. A brief description and differences
among these methods was summarized in D’Angola et al.[20] In the work of Rockwood[16], the
author formulated an energy conserving discretization of the electron-electron collision operator
using a finite volume method on an uniform energy grid. The essence of Rockwood method is to
alter the collisional rates to satisfy energy conservation. In his original work, Rockwood used an ex-
plicit method to integrate the discretized equations for electron-electron collision term. Although
energy conserving, this treatment makes the numerical time steps very restrictive. Morgan and
Penetrante[17] later improved upon Rockwood’s work by using a semi-implicit treatment of the
electron-electron collision term. Although time step restriction can be relaxed, the semi-implicit
aspect of the time integration breaks the energy conservation property of the Rockwood’s formu-
lation. A fully implicit treatment was later implemented in the work of Colonna and Capitelli[19]
and D’Angola et al.[20], leading to a non-linear system of equations, which are then solved by an
iterative method. It is worth mentioning that all of the previous methods described here made
the assumption that the time variation of the atomic kinetics is slower compared to the EEDF,
such that the inelastic collision operator becomes linear. This is not the case in our work since we
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consider a fully-coupled system with self-consistent coupling between the EEDF and the ASDF. In
addition, the presence of three-body recombination also breaks the linearity of the inelastic collision
operator. A review of self-consistent approaches for CR models can be found in [22].
In this paper, we consider a fundamentally different approach to formulate an energy conserving
discretization of the kinetic equations. Our approach relies on a high-order local moment expansion
of the distribution, which effectively gives us an additional degree of freedom to describe energy
transfer among energy bins. Since the bin energies are also part of the solution variables, energy
conservation can be easily achieved without the need to modify the rates. The advantages of our
method are that it can be generalized to other collision operators, the rates are physical, and the
extension to the case of a non-uniform energy grid is straightforward. We will show later that
the discretization conserves energy exactly for both inelastic and electron-electron collisions. Here
only an isotropic EEDF is considered. Generalization to the anisotropic case is possible, although
beyond the scope of this work. For example, one can rely on a multi-term expansion, e.g., spherical
harmonic or Cartesian tensorial expansion [21], of the full distribution function, which includes
also the anisotropic component. The inelastic collision operators described in this work could be
applied directly to the isotropic component while their impact on other (high-order) terms can be
assumed negligible[23].
This paper is organized as follows. In section II, we formulate the kinetic equation for the
EEDF and the master equations for the atomic states due to both inelastic and elastic collision
processes. We also demonstrate that for a standard discretization procedure, energy conservation
is not guaranteed. In section III, the moment expansion approach is introduced and applied to the
inelastic collision operators, which allows us to derive numerical algorithms that conserves energy
exactly. The discretization of the electron-electron collision term is described in section IV with
a standard discontinuous Galerkin method. We propose to augment the standard discontinuous
Galerkin source terms by an equivalent flux form to achieve exact energy conservation. Finally,
we present a series of numerical tests in section VI to verify and demonstrate the capabilities of
the proposed algorithms, and conclude by providing a summary and prospects for future work in
section VII. We also demonstrate the H-theorem for the case of excitation and ionization collisions
in Appendix A.
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II. MATHEMATICAL FORMULATION
A. Kinetic equations
We consider the collisional kinetics of an isotropic, quasi-neutral and homogeneous plasma free
of external fields. The plasma consists of atoms (neutrals and ions) and free electrons. The atoms
are assumed to be static, i.e., their velocity changes due to collisions are negligible and the relative
velocity between an atom and an electron is simply the electron velocity; this is a reasonable
approximation since the the atoms are much heavier than the free electrons. Furthermore, the time
scale of interest in the current study is on the order of electron collision time, which is usually much
shorter than time scale of the atoms.
In thermodynamic equilibrium, denoted by a superscript (⋆), the EEDF follows an isotropic
Maxwellian distribution:
f⋆(ε) = 2Ne(πT
3)−1/2ε1/2e−ε/T (1)
where Ne is the electron number density and T is the equilibrium temperature (for brevity, the
Boltzmann constant is omitted throughout the text, so temperature has the same unit as energy).
The distribution function f has units of cm−3-eV−1, and in the general case, the total number
density can be determined directly by integrating f over all energy values, i.e., Ne =
∫∞
0 f dε. For
the ASDF, the Boltzmann relation applies to any two levels l and u within the same ion:(
Nu
Nl
)⋆
=
gu
gl
e−∆Elu/T (2)
where gl and gu are the atomic level degeneracies, and ∆Elu = Eu − El is the energy gap. In
addition, the Saha equation specifies an equilibrium relation between two levels of two adjacent
ions: (
N+u Ne
Nl
)⋆
=
2g+u
gl
λ−3e e
−Il/T (3)
where λe =
h
(2πmeT )
1/2 is the electron thermal de Broglie wavelength, and Il is the ionization energy
from l to u. Here we use a superscript (+) to indicate that the state u is ionized once further, i.e.
Zu=Zl+1.
In a nonequilibrium system, the time evolution of the EEDF is governed by means of a kinetic
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equation, and the ASDF by a system of rate equations, one for each level k:
∂tf(ε) = Q
ED
e +Q
IR
e − ∂εJee (4a)
∂tNk = Q
ED
k +Q
IR
k (4b)
The first and second terms on the right hand side of (4a) are the Boltzmann collision operators
for the electrons due to excitation/deexcitation (ED) and ionization/recombination (IR). The third
term is a Fokker-Planck (FP) term responsible for describing ee collisions. Similarly, we also have
two corresponding terms in (4b) for the time rate of change of the atomic states due to ED and
IR. Since our focus is on a conservative treatment of the collisions, we assume that the plasma is
free of the electromagnetic field. This assumption simplifies the electron kinetic equation, but can
also be considered by adding an extra term to eq. (4a) (see eq. (2) of [16]). Note that we are not
considering here the radiative transitions, which will be examined in the future.
Let us examine these collision operators in more detail starting with the inelastic collisions (ED
and IR). For simplicity, we write the time rate of change of the EEDF and the atomic densities due
to a single transition (ED or IR) between a unique set of initial and final atomic states, denoted
as ∂tf(ε)]
ED
lu . The total rate of change can be obtained by summing over all transitions, e.g.,
QEDe =
∑
l
∑
u>l ∂tf(ε)]
ED
lu . Consider now a single excitation transition between a free electron and
an atom, the result of which leads to an excitation of the atom from a lower state l to an upper
state u (l < u). We denote this transition as (ε0, l; ε1, u) where ε0 and ε1 are the initial and final
energies of the electron respectively (ε0 > ε1). A schematic of this process is given in Fig. 1a.
The reverse process of this is a deexcitation from u to l of the form (ε1, u; ε0, l). The time rates of
change of the EEDF and ASDF due to this transition are:
∂tf(ε)]
ED
lu =
∫ ∞
∆Elu
(δ1 − δ0)
[
Nlf(ε0)v0σ
exc(ε0, l; ε1, u)−Nuf(ε1)v1σdex(ε1, u; ε0, l)
]
dε0 (5a)
∂tNl]
ED
lu =
∫ ∞
∆Elu
[
−Nlf(ε0)v0σexc(ε0, l; ε1, u) +Nuf(ε1)v1σdex(ε1, u; ε0, l)
]
dε0 (5b)
∂tNu]
ED
lu =− ∂tNl]EDlu (5c)
where δp ≡ δ(ε−εp) is the Dirac delta function, vp=
√
2εp/me (p=0,1,2), and σ
exc and σdex are
the excitation and deexcitation cross sections, respectively. Strictly speaking, since the electron
can change direction after the collision, one must use a differential cross section dσdΩ which also
includes the probability distribution of the scattering angles. However, since we assume that the
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EEDF is isotropic, the use of a total cross section σ, i.e., integrated over all solid angles of the
scattered electrons, is sufficient. ; the full expression can be found in Oxenius [9]. Note that the
integration over ε0 has a lower limit of the energy gap between the two atomic levels ∆Elu. From
energy conservation, we have ε0 = ε1 + ∆Elu. The integrand in (5a) can be interpreted as the
loss and gain terms of the electrons in an infinitesimally small energy bin center at ε0 and ε1. The
rate of change of the atomic state densities can then be obtained by integrating the source terms
in the square bracket of (5a) over all energy bins as shown in (5b) and (5c). In addition, it is
straightforward to see that
∫∞
0 ∂tf(ε)]
ED
lu dε = 0, which confirms that the total electron density
remains constant. At thermal equilibrium, the forward and backward rates must be equal according
to the principle of detailed balance. Setting the integrand in (5b) to zero and using the equilibrium
distributions (1) and (2), we obtain a relation for the cross-sections of the forward (excitation) and
reverse (deexcitation) processes, known as the Klein-Rosseland formula [9]:
gl ε0 σ
exc(ε0, l; ε1, u) = gu ε1 σ
dex(ε1, u; ε0, l) (6)
Let us consider now an ionization transition from level l to level u. We denote this transition
as (ε0, l; ε1, ε2, u), where ε0, ε1 and ε2 are the initial, scattered and ejected electrons, respectively.
A schematic of this process is given in Fig. 1b. The reverse process of this is a three-body
recombination, denoted as (ε1, ε2, u; ε0, l). The source terms for both of these processes are written
as:
∂tf(ε)]
IR
lu =
∫
(−δ0 + δ1 + δ2)
[
Nlf(ε0)v0σ
ion(ε0, l; ε1, ε2, u)
−N+u f(ε1)f(ε2)v1v2σrec(ε1, ε2, u; ε0, l)
]
δ({ε}) dε0 dε1 dε2 (7a)
∂tNl]
IR
lu =
∫ [−Nlf(ε0)v0σion(ε0, l; ε1, ε2, u)
+N+u f(ε1)f(ε2)v1v2σ
rec(ε1, ε2, u; ε0, l)
]
δ({ε}) dε0 dε1 dε2 (7b)
∂tN
+
u
]IR
lu
= −∂tNl]IRlu (7c)
where σion and σrec are the differential ionization and recombination cross sections respectively,
and δ({ε}) = δ(ε0− ε1− ε2− Il) from energy conservation. Note that the integration over ε0 starts
at the lower threshold of the ionization energy Il. It is common to define W =ε0−ε1 as the energy
transfer, such that W =ε2+Il. Similarly to the excitation/deexcitation case, it can be shown from
the principle of detailed balance that the differential cross-sections for ionization and recombination
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ε0
ε1
W
e−
e− Au
Al
(a)
ε0
ε1
W
ε2
e−
e−
e−
A+u
Al
(b)
FIG. 1: Schematics of (a) excitation and (b) ionization processes. In the case of ionization, the energy exchanged
W can take a range of values, while it is constrained to a single value (the excitation energy) in the first case.
are related by the so-called Fowler formula [9].
glε0σ
ion(ε0, l; ε1, ε2, u) =
16πme
h3
guε1ε2σ
rec(ε1, ε2, u; ε0, l) (8)
The rate equations for the atomic states (l, u) are determined by integrating the source terms in
eq. (7a) over all initial and final electron energies, as seen in eqs. (7b) and (7c). Note that the total
electron number density can change due to creation and removal of electrons. The total rate of
change of the electron density is the same as that of the ion density, i.e.,
∫∞
0 ∂tf ]
IR
lu dε = ∂tN
+
u ]
IR
lu ,
following mass and charge conservation.
A proof of the H-theorem for excitation/deexcitation and ionization/recombination is given in
appendix A, which shows that the entropy production is nonnegative, i.e., ∂S/∂t ≥ 0. Equivalently,
one can define a Boltzmann’s H function (∝ −S) and show that ∂H/∂t ≤ 0. For a more in depth
discussion, the reader is referred to the work of Yan et al. [11] We will demonstrate later in section
VIA that the numerical algorithms proposed in this work are consistent with H-theorem.
The third term on the right hand side of (4a) is the electron-electron collision term, which leads
to thermalization of the EEDF. For an isotropic system, this term appears as a divergence of a flux
in energy space. In this study, we use the same formulation as Rockwood [16], which was derived
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from the Rosenbluth form of the FP equation[12]. The flux is written as follows:
Jee = γ [K(f/2ε− ∂εf)− Lf ] (9a)
γ =
2
3
πe4(2/me)
1/2 lnΛ (9b)
K = 2ε−1/2
∫ ε
0
ε′ f(ε′) dε′ + 2ε
∫ ∞
ε
ε′−1/2 f(ε′) dε′ (9c)
L = 3ε−1/2
∫ ε
0
f(ε′) dε′ (9d)
where lnΛ is the Coulomb logarithm. It must be pointed out that this collision operator conserves
the total number density and energy of the electrons; hence the numerical discretization should
respect these properties. In addition, one can show that the H-theorem holds for the ee collision
operator, that is, the time rate of change of the functional H ≡ ∫∞0 f ln f dε due to this process, is
a non-increasing function, i.e., ∂tH]ee ≤ 0, and the equality holds iff f is a Maxwellian distribution.
B. Standard discretization
In this section, we briefly describe the standard discretization procedure for inelastic collisions[16]
and show that energy conservation is not guaranteed. The elastic ee collision term is treated sep-
arately in section IV. For simplicity, we only consider excitation/deexcitation collisions as an
example; the same argument can be applied to ionization/recombination. Let us discretize the
EEDF into Nb bins of constant width ∆ε. The number density of electrons in bin i is defined as:
ni =
∫ εi+1/2
εi−1/2
f(ε) dε (10)
where the subscript i ± 1/2 denotes the left and right boundaries of the bin. Consider the case of
a single atomic transition (ε0, l; ε1, u), and assume that the energy gap is an exact integer multiple
of the constant bin width, ∆Elu = K∆ε; in that case, the excitation process is a simple and exact
transfer between the initial bin i and the final j = i −K (see Fig. 2a) given that εi−1/2 > ∆Elu.
We can then define an excitation rate coefficient as follows:
k
exc
ij =
∫ εi+1/2
εi−1/2
f(ε0)v0σ
exc dε0
ni
(11)
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f
(ε
)
bin #1 . . . j . . . . . . i . . .
∆E
excitation
(a)
f
(ε
)
bin #. . . j . . . . . . i . . .
∆E
excitation
(b)
FIG. 2: Mapping of excitation process from initial bin [i]; (a) to a single final bin [j] in the case of exact alignment
of energy gap ∆E with bin boundaries; (b) to a collection of bins {[j]}, when the threshold ∆E is not aligned
between between bin boundaries, and when ∆E < εi−1/2, the lower boundary of bin [i]. The dashed vertical blue
lines indicate the limits of the initial energy bin [i] translated by the energy gap ∆E.
where the subscripts denoting atomic level indices are dropped for brevity. For the reverse process
(ε1, u; ε0, l), a similar deexcitation rate can be written as:
k
dex
ji =
∫ εj+1/2
εj−1/2
f(ε1)v1σ
dex dε1
nj
(12)
The time rate of change of the bin densities can be expressed as:
dni
dt
= −Nlnikexcij +Nunjkdexji (13a)
dnj
dt
= Nlnik
exc
ij −Nunjkdexji (13b)
Note that in this case since the bins are perfectly aligned, so we only have one initial and one final
bin. With multiple transitions, it is impossible to have perfect alignment of the energy gaps and
bin boundaries; each transition will therefore include bin overlaps and, in the case of non-uniform
binning, multiple final bins (see Fig. 2b). The strategy to deal with this situation, and the approach
in computing the effective rates will be discussed later in section IIIB. Nevertheless, using these
effective rates for all the bins, one can construct a system of the form:
dni
dt
= aexcij nj + b
dex
ij nj ; i, j = 1, . . . , Nb (14)
where summation over repeated indices is implied. Thus, the terms on the right hand side of
eq. (14) are matrix-vector products, and aexcij , b
exc
ij are elements of the rate matrix connecting i and
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j, and must contain a sum over all ED transitions. Adding the equations for the ASDF evolution,
we obtain an extended set of ODEs describing the collisional kinetics with an overall vector of
variables which includes all atomic states (Nk) and the set of bin densities (ni).
The standard discretization, defined in (14), is not necessarily energy-conserving since it only
describes the evolution of the bin densities. Assuming that the average energy of a bin is the same
as the value at the center, it is straightforward to see that the total rate of change of the energy
due to a transition involving bins i and j is:
dei
dt
+
dej
dt
=
dni
dt
(εi − εj) (15)
where ei denotes the total energy of the bin and εi =
εi−1/2+εi+1/2
2 is the bin center. Eq. (15)
indicates that energy conservation is only satisfied if εi − εj = ∆Elu, i.e., the distance between the
bin centers exactly matches the energy gap of the transition. As mentioned before, it is impossible
to have bin allignment for multiple transitions, so energy conservation is not guaranteed in general.
For example, if we consider a transition between two highly excited states, where the energy gap
is much smaller than the grid size (∆Elu ≪ ∆ε), it is possible that the initial and final bins are
the same (i = j). In this case, the standard discretization results in zero changes in both density
and energy of the bin, which is obviously incorrect. We emphasize that the non-conservation is
primarily due to the lack of sufficient degrees of freedom per bin; therefore, the ability to go beyond
a single degree of freedom per bin would allow us to derive an energy-conserving scheme. This is
the foundation of the moment expansion method introduced in the next section, which naturally
guarantees energy conservation in a single time step regardless of the step size.
III. INELASTIC COLLISIONS
A. Moment expansion
In the previous section, we have demonstrated a straightforward method of constructing master
equations for the bins of the EEDF. These determine for the number densities of electrons within
each bin, and are therefore “mass”-conserving. We now describe a method to extend the conser-
vation law to include energy, via a local high-order expansion. Consider now the discretization of
the EEDF into Nb bins of variable width ∆iε (i = 1, . . . , Nb), we use an expansion of the EEDF in
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each bin i in terms of an orthonormal set of basis functions:
fi(ε) =
Np∑
p=0
aipUp(ε); i = 1, . . . , Nb (16)
such that
∫ +1
−1 Up(z)Uq(z) dz = δpq with a change of variable ε = εi +
∆iε
2 z. The orthogonality
yields
aip =
∫ +1
−1
dzfi(z)Up(z) (17)
Hereafter to simply the expressions, we shall occasionally interchange the variables z and ε, with
the understanding that the latter implies the energy within a specified bin. We will choose the
normalized Legendre polynomials for the basis functions, i.e., Up(z) =
√
p+ 12 · Pp(z) where Pp(z)
is the regular Legendre polynomial. It is straightforward to show that the density of a bin, defined
in (10), is:
ni =
∫ εi+1/2
εi−1/2
f(ε) dε =
∆iε√
2
· ai0 (18)
where the only contribution is due to the lowest-order polynomial coefficient. Similarly, the energy
of a bin is computed from the first moment of f as follows:
ei =
∫ εi+1/2
εi−1/2
ε f(ε) dε = niεi +
(∆iε)
2
2
√
6
ai1 (19)
Computing higher-order moments leads to a recursive series where each moment of order p can be
written as a combination of the moments of lower order and the coefficient ap. Eq. (19) indicates
that energy conservation can be satisfied if the expansion in (16) is carried to at least first order.
Although a higher-order expansion may lead to more accurate representations of the EEDF, this
is not necessarily advantageous since the computational requirements increase with the maximum
order of the basis functions. In addition, the higher-order moments lose physical meaning; for
example, the second-order moment could be associated with the “temperature” within the bin
(i.e. the energy fluctuations about the mean), but there is no conservation law associated with
these higher-order quantities. Although we presently restrict our numerical implementation to
first order, the discretization described in the next section is generalized to expansions of arbitrary
order.
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B. Excitation and deexcitation
We now describe the procedure to construct elementary rates for the moment variables described
above starting with excitation and deexcitation. Assuming the initial electron to have an energy
ε0 ∈ [εi−1/2, εi+1/2], it is left with an energy ε1=ε0−∆E after an excitation collision, where ∆E is
the energy gap of the transition. Since we focus on a single transition, the atomic level indices are
omitted. Two complications immediately arise: first, the threshold energy ∆E is not necessarily
aligned with a bin boundary. As mentioned earlier, even if that was so for a single transition, it
is highly impractical to attempt bin alignment for a large number of inelastic transitions. Second,
the bin widths are not necessarily constant; given the variations of the cross-sections and EEDF, it
may in fact be preferable to have variable bin widths. Therefore, we consider the most general case
of a mapping from an initial bin i to a set of final bins {[j]; j = m, ...,M}, as shown in Fig. 2b.
The threshold energy for excitation may lie anywhere inside that initial bin; thus only a fraction
wi of the bin i may contribute to the rate:
wi =
εi1 − εi0
∆iε
(20)
where εi0, εi1 are respectively the lower and upper limits of the electron’s energy in bin i, and
∆iε=εi+1/2−εi−1/2 is the fixed bin width. Since the excitation proceeds from any energy above the
threshold ∆E, the upper limit will always be the upper bin boundary, i.e. εi1≡ εi+1/2; the lower
limit will be εi−1/2 except when the threshold lies within that bin, in which case εi0 ≡ ∆E. This
bin fraction wi gets mapped onto an arbitrary number of bins at a lower energy range, as a result
of the shift by a constant energy ∆E. Similarly to (20), one can define a final bin fraction for each
member of the final set {[j]}:
wj =
εj1 − εj0
εi1 − εi0 (21)
Note the denominator in (21): the normalization is with respect to all mappings - see Fig. 2b -
such that
∑
j(εj1 − εj0) = εi1 − εi0.
Consider now the rate of change in the initial bin variables due to a single element of the
mapping µ : [εi0, εi1]↔ [εj0, εj1] for an excitation. Integrating eq. (5a) over cell i we obtain:
∆iε
2
daip
dt
]exc
µ
= −Nl
∫ εj1+∆E
εj0+∆E
Up(ε0)fi(ε0)k
exc(ε0) dε0 (22)
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where kexc(ε0)= v0σ
exc(ε0). Since we only consider a single element of the mapping, the integration
on the right hand side is only over the portion of i which gets mapped to j. For convenience, let
us define a new set of variables z˘p, which are renormalized values of the expansion coefficients a
i
p:
z˘p(i) =
∆iε
2
aip (23)
These are also related to the local (bin-wise) moments of the distribution. In particular, we have:
ni =
√
2 · z˘0(i) (24a)
ei = niεi +
√
2
3
∆iε
2
z˘1(i) (24b)
The rate of change of this new set of variables can be rewritten in the following form by introducing
the expansion (16) into the right hand side of (22) and using a change of variable.
dz˘p(i)
dt
]exc
µ
= − 2
∆iε
Nl
∑
q
z˘q(i)
∫ εj1
εj0
Up(ε0)Uq(ε0)k
exc(ε0) dε1 (25)
The integral over the bin-width can be estimated using a Ng-point Gaussian quadrature∫ b
a
h(ε) dε ≡ b− a
2
Ng∑
n=1
ωnh(εn) (26)
with ωn the weights, to yield:∫ εj1
εj0
Up(ε0)Uq(ε0)k
exc
ij (ε0) dε1 ≃
εj1 − εj0
2
∑
n[j]
ωnUp(εi,n)Uq(εi,n)k
exc(εi,n) (27)
where n[j] denotes the quadrature point n with energy εj,n lying within the interval [εj0, εj1] and
εi,n=εj,n+∆E. Here Up(εi,n) should be understood as the p-th order polynomial function of cell i
evaluated at εi,n. Inserting (27) into (25) and using εj1−εj0=wjwi∆iε, we obtain:
dz˘p(i)
dt
]exc
µ
= −Nl
∑
q
z˘q(i)wiwj
∑
n[j]
ωnUp(εi,n)Uq(εi,n)k
exc(εi,n) (28)
We can now define an elementary rate for i due to each mapping µ as:
αpqµ,i = wiwj
∑
n[j]
ωnUp(εi,n)Uq(εi,n)k
exc(εi,n) (29)
such that the rate of change of the coefficient z˘p(i) can be written in the following form:
dz˘p(i)
dt
]exc
µ
= −Nl
∑
q
z˘q(i)α
pq
µ,i (30)
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The same procedure can be done for the rate of change of the coefficients of bin j, leading to:
dz˘p(j)
dt
]exc
µ
= Nl
∑
q
z˘q(i)α
pq
µ,j (31)
where the elementary rate for j is defined as:
αpqµ,j = wiwj
∑
n[j]
ωnUp(εj,n)Uq(εi,n)k
exc(εi,n) (32)
This result is very similar to eq. (29), except that the basis function Up is evaluated at εj,n, i.e.,
the quadrature point n in [εj0, εj1]. It is interesting to see that α
0q
µ,i = α
0q
µ,j , which is a statement of
mass conservation. Energy conservation can also be shown, although less trivial, such that:
dei
dt
+
dej
dt
= ∆E
dni
dt
(33)
For the reverse process of deexcitation, one can follow the same procedure and construct a
different set of mapping from low energy bins to high energy bins. The rate equations for the bin
variables can be derived similarly. There is, however, another option, which is to use the same
mapping for both forward and backward processes. We have implemented both cases and observed
little difference in the results. However, using the same mapping reduces the overall amount of
memory and work required, and provides a more exact approach when introducing detailed balance
relationships. Therefore, we describe below only one approach, the case of identical mapping for
forward and reverse processes. The difference is that now j refers to the initial and i to the final
bin. Let us write now the rate of change of the bin variables due to deexcitation for the same
mapping µ : [εi0, εi1]↔ [εj0, εj1]:
dz˘p(j)
dt
]dex
µ
= − 2
∆jε
Nu
∑
q
z˘q(j)
∫ εj1
εj0
Up(ε1)Uq(ε1)k
dex(ε1) dε1 (34a)
dz˘p(i)
dt
]dex
µ
=
2
∆jε
Nu
∑
q
z˘q(j)
∫ εj1
εj0
Up(ε0)Uq(ε1)k
dex(ε1) dε1 (34b)
where kdex(ε1)= v1σ
dex(ε1), and σ
dex is related to σexc via the Klein-Rosseland relation (6). The
quadrature is performed again on the low-energy bin [j], which allows us to obtain:
dz˘p(j)
dt
]dex
µ
= −εj1 − εj0
∆jε
Nu
∑
q
z˘q(j)
∑
n[j]
ωnUp(εj,n)Uq(εj,n)k
dex(εj,n) (35a)
dz˘p(i)
dt
]dex
µ
=
εj1 − εj0
∆jε
Nu
∑
q
z˘q(j)
∑
n[j]
ωnUp(εi,n)Uq(εj,n)k
dex(εj,n) (35b)
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The ratio of energies can be written as follows:
εj1 − εj0
∆jε
=
∆iε
∆jε
· εj1 − εj0
εi1 − εi0 ·
εi1 − εi0
∆iε
=
∆iε
∆jε
wjwi (36)
Hence the elementary rates can be defined as:
βpqµ,j =
∆iε
∆jε
wjwi
∑
n[j]
ωnUp(εj,n)Uq(εj,n)k
dex(εj,n) (37a)
βpqµ,i =
∆iε
∆jε
wjwi
∑
n[j]
ωnUp(εi,n)Uq(εj,n)k
dex(εj,n) (37b)
such that the rate of change for z˘p(i) and z˘p(j) becomes:
dz˘p(j)
dt
]dex
µ
= −Nu
∑
q
z˘q(j)β
pq
µ,j (38a)
dz˘p(i)
dt
]dex
µ
= Nu
∑
q
z˘q(j)β
pq
µ,i (38b)
In the numerical calculation, the elementary rates αpqµ and β
pq
µ are precomputed for all mappings and
all ED processes, since they do not change in time for a static energy grid. This is computationally
efficient, especially when the number of transitions gets very large.
C. Ionization and recombination
Let us now look at ionization and three-body recombination, which is more complicated than
excitation and deexcitation because there are three electron energy bins involved in the process.
In this case, the transferred energy is a variable ranging from the ionization potential to the total
energy of the incident electron. Let us denote i to be the initial and j, k the final bin indices.
Following the notation in Fig. 1b, the energies of the incident (ε0 ∈ [i]), scattered (ε1 ∈ [j]) and
ejected (ε2 ∈ [k]) electrons are related to the transferred energy W = ε0−ε1= ε2+∆E where ∆E
is now the ionization potential. It is then sufficient to consider the variation of the cross section
of ionization with respect to W , i.e., a singly differential cross section denoted as dσ
ion
dW (ε0;W ); the
total ionization cross section can then be written as σion(ε0) =
∫ ε0
Il
dσion
dW dW . In this process, the
initial bin fraction (εi0, εi1) is mapped onto a set of lower energy bins. The procedure in determining
the final bins (j, k) will be described shortly. We first assume that the transferred energy can take
the following discrete values:
W = {W0, . . .Wm, . . .WM} such that Wm = ∆E ·emδW (39)
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Since W0 = ∆E and WM = ε0 (the lower and upper limit of the allowed range), the spacing
this sequence can be determined as δW = 1M ln(
ε0
∆E ). Note that this geometric sequence has points
clustered near the threshold, where the variation of the cross-section is the highest; this is a desirable
feature. The corresponding intervals for the final states are:
ε1 = ε0 −W = {ε0−∆E, . . . , ε0−∆EemδW , . . . , 0} (40a)
ε2 =W −∆E = {0, . . . ,∆E(emδW −1), . . . , ε0−∆E} (40b)
Consider now the rate of change of the EEDF for the incident electron:
d
dt
fi(ε0) = −Nlv0fi(ε0)
∫ ε0
∆E
(
dσion
dW
)
dW (41)
Integrating over the initial bin i, we obtain the elementary variation of the bin variables - see also
eq. (22):
dz˘p(i)
dt
]ion
µ
= −Nl
∫ εi1
εi0
dε0 Up(ε0) v0fi(ε0)
∫ ε0
∆E
(
dσion
dW
)
dW (42)
Note that the subscript µ here describes the mapping from an initial bin [i] to all possible set of
final bins {[j], [k]}. Replacing the first integral by the usual Gaussian quadrature:
dz˘p(i)
dt
]ion
µ
= −Nl εi1 − εi0
2
∑
n[i]
ωnUp(εi,n) vi,nfi(εi,n)
∫ ε0
∆E
(
dσion
dW
)
dW (43)
where vi,n=(2εi,n/me)
1/2 and εi,n is the value at a quadrature point of [εi0, εi1]. If we now discretize
the values of W according to the procedure (39):
dz˘p(i)
dt
]ion
µ
= −Nl εi1 − εi0
2
∑
n[i]
ωnUp(εi,n) vi,nfi(εi,n)
M∑
m=1
dσionµ,n,m (44)
where
dσionµ,n,m =
∫ Wm
Wm−1
(
dσion
dW
)
dW (45)
Finally, we perform the Legendre expansion for the distribution function and obtain:
dz˘p(i)
dt
]ion
µ
= −wiNl
∑
q
z˘q(i)
∑
n[i]
ωnUp(εi,n)Uq(εi,n) vi,n
M∑
m=1
dσionµ,n,m (46)
Note that we have used here εi,n as the energy of the incident electron. Since the quadrature points
n are different for each mapping µ, the discretized cross-section is also implicitly dependent on
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ionization
FIG. 3: Mapping of ionization process from initial bin [i] to a pair of final bins [j, k] for a given energy transfer
range [Wm,Wm+1] using the mid-point average (Wˆm) approximation as will be discussed later in section III C. In
this figure, the initial electron is in bin [i], the scattered electron in bin [j], and the ejected electron in bin [k].
µ; we have made this dependence more obvious by adding it to the indices of dσion. To rewrite
eq. (46) into a more compact form, let us define kionµ,n,m = vi,ndσ
ion
µ,n,m as the elementary rate of
ionization. Finally, we obtain:
dz˘p(i)
dt
]ion
µ
= −Nl
∑
q
z˘q(i)
∑
n[i]
∑
m
wiωnUp(εi,n)Uq(εi,n)k
ion
µ,n,m (47)
Contrary to the simpler case of excitation/deexcitation, the final bin indices j, k must be obtained
for each set of incident and transferred energy. Strictly speaking, the energy limits for the scattered
electron are: εj0 = εi,n−Wm, εj1 = εi,n−Wm−1 while those of the ejected electron are εk0 =
Wm−1−∆E, and εk1 = Wm−∆E. There is no guarantee that these limits fall within the same
energy bin, and we would then have to consider all combinations. In the case where the energy
grid is highly non-uniform with high resolution at lower energy, this leads to a very large number
of possible combinations, and the cost associated with computing the rates becomes impractical.
However, we will here simplify the problem by using the mid-point average Wˆm=(Wm+Wm+1)/2,
in order to obtain a unique pair (j, k) of final bins (see Fig. 3):
εj,n = εi,n − Wˆm 7→ j (48a)
εk,n = Wˆm−∆E 7→ k (48b)
The rate of change of the bin variables of j and k can then be written as:
dz˘p(j)
dt
]ion
µ
= Nl
∑
q
z˘q(i)
∑
n[i]
∑˜
m
wiωnUp(εj,n)Uq(εi,n)k
ion
µ,n,m (49)
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where the summation
∑˜
m means a restricted sum on values of m such that εi,n − Wˆm ∈ [j].
Similarly for bin k, we have:
dz˘p(k)
dt
]ion
µ
= Nl
∑
q
z˘q(i)
∑
n[i]
∑˜
m
wiωnUp(εk,n)Uq(εi,n)k
ion
µ,n,m (50)
where the summation
∑˜
m means a restricted sum on values of m such that Wˆm −∆E ∈ [k].
The recombination process is computed using the same mapping, i.e. the same energy bins are
used. The elementary rate of recombination from two phase-space elements of width dε1 and dε2
– starting at ε1 and ε2 – into an infinitesimal bin [ε0, ε0 + dε0] is (see eq. (7a)):
N+u dε1dε2v1v2f(ε1)f(ε2)σ
recδ({ε}) (51)
Similarly, the double integral over ε1 and ε2 can be replaced by an integral over W . Using the same
notation for all the bin indices (i, j, k) (j and k are now the initial bins, and i the final bin), the
rate of change of the moment variables of bin i is:
dz˘p(i)
dt
]rec
µ
= N+u
∫ εi1
εi0
dε0 Up(ε0)
∫ ε0
∆E
v1 v2 fj(ε1)fk(ε2)σ
rec dW (52a)
Following the same procedure as done in ionization, we replace the first integral by the Gaussian
quadrature and the second integral by the summation over discrete energy transfer. We then
introduce the Legendre expansions for fj and fk to obtain:
dz˘p(i)
dt
]rec
µ
= N+u
εi1 − εi0
2
∑
q,h
z˘q(j) z˘h(k)
∑
n[i]
∑
m
4
∆jε∆kε
ωnUp(εi,n)Uq(εj,n)Uh(εk,n) vj,nvk,n σ
rec
(53a)
where p, q, h are the polynomial indices. Defining krecµ,n,m = vj,nvk,n σ
rec and rewriting the weight
factor as εi1−εi02
4
∆jε∆kε
= wi
[
2∆iε
∆jε∆kε
]
, we finally obtain:
dz˘p(i)
dt
]rec
µ
= N+u
∑
q,h
z˘q(j) z˘h(k)
∑
n[i]
∑
m
(
2∆iε
∆jε∆kε
)
wiωnUp(εi,n)Uq(εj,n)Uh(εk,n)k
rec
µ,n,m (54a)
The rates for the initial bins (j, k) are can be derived similarly, leading to:
dz˘p(j)
dt
]rec
µ
= −N+u
∑
q,h
z˘q(j) z˘h(k)
∑
n[i]
∑˜
m
(
2∆iε
∆jε∆kε
)
wiωnUp(εj,n)Uq(εj,n)Uh(εk,n) k
rec
µ,n,m (55a)
dz˘p(k)
dt
]rec
µ
= −N+u
∑
q,h
z˘q(j) z˘h(k)
∑
n[i]
∑˜
m
(
2∆iε
∆jε∆kε
)
wiωnUp(εk,n)Uq(εj,n)Uh(εk,n) k
rec
µ,n,m (55b)
Note that the summation over m in (55a-55b) is restricted to values of the energy transfer consistent
with the bins (j, k), as for the ionization case (49-50). Similar to the case of ED processes, the
elementary rates can be precomputed for all the mapping and IR processes. There is, however, an
exception, that is, when we consider the effect of continuum lowering. In that case, the energy gaps
can change as a function of time. However, it is reasonable to expect that the changes are gradual
enough, such that only a small fraction of the mappings needs to be changed per time step. This
will be investigated in the future.
IV. ELASTIC COLLISIONS/THERMALIZATION
In this section, we describe the discretization procedure for the elastic collision term in (4a) and
(9). Let us recall that this term appears as a convection-diffusion equation in energy space:
∂tf = −∂εJee (56)
The appropriate boundary condition for (56) is that the flux Jee vanishes at ε = 0 and ∞. From
here on, the subscript ee is dropped for simplicity. To numerically solve this equation, we employ
a discontinuous Galerkin (DG) discretization since it is consistent with the moment expansion
introduced in the previous section. Multiplying eq. (56) with the basic function Up and integrating
over cell i, we obtain the following system of ODE’s for the coefficients:
∆iε
2
daip
dt
= −
[
Jˆi+1/2Up(1)− Jˆi−1/2Up(−1)
]
+
∫
[i]
J
dUp
dε
dε (57)
where
∫
[i] ≡
∫ i+1/2
i−1/2 and Jˆ denotes the numerical flux at the boundary of the cells. Note that eq. (57)
can also be written in terms of the renormalized variable z˘p(i) in a straightforward manner. The
second term in (57) represents an integral over the cell, which can be approximated using Gaussian
quadratures: ∫
[i]
J
dUp
dε
dε ≃ ∆iε
2
∑
n[i]
ωnJ(εi,n)
dUp
dε
(εi,n) (58)
However, as shown later in this section, we can rewrite this term into a flux form to better illustrate
energy conservation. The flux can be split into a convective and diffusive part:
Jˆi+1/2 = Jˆ
C
i+1/2(f) + Jˆ
D
i+1/2(f) (59)
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From (9), the convective and diffusive fluxes are:
JˆCi+1/2 = γ
(
Ki+1/2/2εi+1/2 − Li+1/2
)
fCi+1/2 (60a)
JˆDi+1/2 = −γKi+1/2∂ε(fDi+1/2) (60b)
where fCi+1/2 and f
D
i+1/2 are the average values of f at the boundary for convection and diffusion
respectively.
The convective value is defined using the Chang-Cooper method[24]
fCi+1/2 = δi+1/2f
−
i+1/2 + (1− δi+1/2)f+i+1/2 (61)
Here f−i+1/2 denote the value of f evaluated at the right boundary of cell i and f
+
i+1/2 the value of
f evaluated at the left boundary of cell i+ 1. The fraction δi+1/2 is defined as:
δi+1/2 =
1
̟i+1/2
− 1
exp(̟i+1/2)− 1
(62)
where ̟i+1/2 =
Ci+1/2
Di+1/2
(εi+1− εi). The convective and diffusive coefficients, Ci+1/2 and Di+1/2, can
be easily derived from (60a) and (60b). This type of average is commonly used in discretization
of Fokker-Planck equation to preserve the correct steady-state solution [13, 14, 25]. The original
Chang-Cooper scheme was derived using a velocity (speed) grid; in this work, we use a version
similar to Buet and Le Thanh[26].
For the diffusive term, the recovery-based DG scheme of van Leer and Nomura[27] is employed.
The method is briefly described here, while detail can be found in their paper. To obtain the
average value fDi+1/2, we first recover a polynomial g ≡ g(fi, fi+1) that is continuous across two
adjacent cells i and i+ 1/2 from a L2 minimization:∫
[i]
(g − fi)Up dε = 0 (63a)∫
[i+1]
(g − fi+1)Up dε = 0 (63b)
If f is represented by a polynomial of order p, the recovered polynomial g is of order 2p + 1.
The boundary value and its first derivative can then be computed from the recovered polynomial,
leading to a straightforward calculation of the diffusive flux.
Let us now examine the conservation properties of this scheme, which are not obvious due to the
boundary conditions. The semi-discrete systems, written for the first two coefficients from eq. (57),
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are as follows:
∆iε
2
dai0
dt
= −
[
Jˆi+1/2U0(1)− Jˆi−1/2U0(−1)
]
(64a)
∆iε
2
dai1
dt
= −
[
Jˆi+1/2U1(1)− Jˆi−1/2U1(−1)
]
+
∫
[i]
J
dU1
dε
dε (64b)
We are only interested in the first two coefficients, because number density and energy can be
written as a linear combination of these two. In eq. (64a), The integral over cell i does not appear
because U0 is a constant. Since ni =
∆iε√
2
ai0, the rate of change of the total number density can be
obtained by summing (64a) over all the cells:∫ ∞
0
∂tf dε ≃
Nb∑
i=1
dni
dt
= Jˆ1/2 − JˆNb+1/2 (65)
Here the only two remaining terms are the fluxes at the left and right boundaries of the domain,
which must be zero from the boundary conditions; therefore the total number density is conserved.
For energy, using ei = niεi+
(∆iε)
2
2
√
6
ai1 and the definition of U1, we can show that the rate of change
of the bin energy is simply:
dei
dt
=
∫
[i]
J dε (66)
where the flux terms canceled out exactly and only the integral remains. Inserting the definition
of J into (66) and integrating by parts, we obtain:∫
[i]
J dε = −γ [Kf ]i+1/2i−1/2 + γ
∫
[i]
(
K
2ε
+ ∂εK − L
)
f dε (67)
The first two terms inside the integrand can be grouped together as:
K
2ε
+ ∂εK = ε
−1/2∂ε
(
ε1/2K
)
= 3
∫ ∞
ε
ε′−1/2 f dε′ (68)
The last step is done by inserting the definition of K and differentiating. Substituting the above
equation back to (67) and inserting the full expression of L yield:∫
[i]
J dε = −γ [Kf ]i+1/2i−1/2 + γ
∫
[i]
(
3f
∫ ∞
ε
ε′−1/2 f dε′ − 3fε−1/2
∫ ε
0
f dε′
)
dε (69)
The second term in the integrand can be integrated by parts, resulting into two terms, one of which
cancels out the first term in the integrand exactly. We finally arrive at:∫
[i]
J dε = −γ [Kf ]i+1/2i−1/2 + γ
[(∫ ∞
ε
3ε′−1/2 f dε′
)(∫ ε
0
f dε′
)]i+1/2
i−1/2
(70)
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At this point, the integral over cell i has been replaced by a net flux from the boundaries. Using
this expression, the rate of change of the total energy becomes:∫ ∞
0
ε ∂tf dε ≃
Nb∑
i=1
dei
dt
= γ
(
K1/2f1/2 −KNb+1/2fNb+1/2
)
(71)
In the limit of Nb →∞ and εNb+1/2 →∞, it is straightforward to see that the right hand size goes
to zero, and the total energy is conserved. In the discrete case with finite truncation of the domain,
eq. (71) is zero iff fNb+1/2 = 0. Note that a physical property of the distribution function f is that
it must decay to zero as ε→∞. This condition is not strictly enforced by the boundary condition
so in the discrete case, energy conservation is not exact. Therefore, the DG scheme described so
far is only mass conserving and not energy conserving. To obtain energy conservation, we propose
to approximate eq. (69) as follows:∫
[i]
J dε ≃ −γ [K(f − fNb+1/2)]i+1/2i−1/2 + γ [(∫ ∞
ε
3ε′−1/2 f dε′
)(∫ ε
0
f dε′
)]i+1/2
i−1/2
(72)
such that in the limit of fNb+1/2 → 0, we recover eq. (69) exactly. This additional term acts as a
correction to the energy flux to ensure conservation. Using (72) in place of the integral in (64b),
the total energy in the discrete form is conserved exactly; this will be confirmed numerically in
section VI.
An interesting point to note is that for the special case of the ee collision term and an uniform
grid, it is possible to obtain energy conservation with a zeroth-order expansion (Np = 0) using the
Rockwood’s method[16]. The essence of Rockwood’s method is to alter the rates to satisfy energy
conservation. In the paper of D’Angola et al. [20], the authors introduced a fast method to evaluate
these rates, and showed that it is more efficient compared to a standard method. It is unclear to us
how this procedure is applied to the case of inelastic collisions. A comparison between Rockwood’s
method and ours is an interesting study for future work.
V. TIME INTEGRATION
Following the discretization described in the previous sections, we arrive at a semi-discrete
system of ODE’s both for the EEDF and ASDF:
dy
dt
= R(y) (73)
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where y denotes the vector of polynomial coefficients for all electron bins (aip or z˘p(i)) as well
as atomic state densities (Nk). The numerical stiffness induced from a wide range of processes
included in R suggests that an implicit time integration is preferred. A backward Euler method is
applied to eq. (73), yielding:
∆yn
∆t
= R(yn+1) (74)
where the superscript n denote the current time step and ∆yn = yn+1 − yn. It must be pointed
out that for our application, R is generally bi-linear in y except for the terms corresponding to
the three body recombination process. To proceed, we first linearize eq. (74) about the current
solution yn:
R(yn+1) ≃ R(yn) + ∂R
∂y
∆yn (75)
where ∂R∂y is the Jacobian matrix. Inserting (75) into (74), we obtain the following linear system to
be solved at each time step: [
∆t−1I − ∂R
∂y
]
×∆yn = R(yn) (76)
with I being the identity matrix. Although the linearization procedure can introduce some errors
in the energy conservation, numerical tests show that they are very small and essentially indistin-
guishable from numerical round-off errors. This will be illustrated in Sec VI. We also note that
the Jacobian matrix is generally dense, with the exception of blocks connecting two ionization
stages whose charges are differed by two or greater. The reason is that we only consider single step
ionization kinetics, hence there is no process that directly results in doubly or triply ionization.
We point out that the time integration of Eq. (73) is independent of the discretization of the
collision terms, hence other techniques can be used. For example, one can consider an operator
splitting approach, where the ASDF and the EEDF can be solved separately. However, some
iterative procedure would be needed to achieve self-consistency among the solutions of the ASDF
and EEDF. Furthermore, the time discretization of the ee collision term alone could be done via
an iterative procedure, similar to the approach of D’Angola et al.[20] and Epperlein[28], where the
convective and diffusive coefficients are assumed to be slowly varying in time and can be iteratively
updated within a time step. A comparison of the relative performance between the numerical
approaches to time integration would depend on the details of implementation, size of the system
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FIG. 4: Comparison of Maxwellian EEDF resolution at; (a) Te = 20 eV and (b) Te = 1 eV.
to be solved, and the physical conditions of the problem; therefore, it remains beyond the scope of
the present work, albeit an interesting study to be performed in the future.
VI. NUMERICAL RESULTS
A. Verification
The EEDF can be discretized on an energy grid with constant or variable spacings. In order
to allow a large range of energy values, the constant-spacing in energy sacrifices accuracy in the
low-energy region, where gradients of the EEDF can be large for the Maxwellian case. We compare
two cases with the same maximum energy (250 eV) in Fig. 4, for two Maxwellian distributions at
high (20 eV) and low (1 eV) temperatures using 1000 bins. The symbols show the bin centers in
the constant-spacing case; the initial spacing in the variable binning is 2.5 milli-eV and increases
geometrically. The EEDF value at the bin centers is not too far from the exact solution, but it is
clear that a zeroth-order or even a first-order interpolation would be significantly in error, especially
at low temperatures. Reducing the spacing to resolve the low-energy component either severely
restricts the energy range or dramatically increases the number of bins and memory requirement.
The next step is to verify that the rates can be accurately computed with the discretized EEDF,
using atomic Hydrogen as an example. Utilizing the classical form of the inelastic cross-sections,
25
!10-7
10-6
10-5
10-4
10-3
10-2
10-1
0.01 0.1 1 10 100
αneq/αcls
βneq/βcls
20151050 ∆E  (eV)
!"#$%!"#&$'
"#$ !
!("#%!"#&$'
("# !
!)*!"#$%!
+*%,!
&
#
'(
)*
+
#
!#
,,
-
,!
FIG. 5: Relative error of excitation (Rexc) and deexcitation (Rdex) rates for various transitions.
we can directly compare the rates with the analytical solution. Fig. 5 shows the relative error
of the excitation and deexcitation rates as function of the normalized energy gap ∆E/T . Various
values of energy spacings are used, as indicated by the color spectrum of the symbols. The largest
errors are obtained for large energy gaps at low temperatures, due to the exponentially small value
of the excitation rate. Since the absolute rate at such conditions is very small and the excitation
is essentially non-existent, this regime is of little consequence. In the regions of interest, the rates
are computed with an accuracy better than 10−4. The same can be done with ionization and
recombination rates, which shows approximately the same level of accuracy. It is important to
note that these discretization errors do not affect the energy conservation property of the method,
because the formulation of the rate equations (using these approximate rates) always results in zero
rate of change of total energy.
In the next test, we simulate a model problem of a two level atom. This problem was first
introduced in Yan et al.[11] to demonstrate that for system with only excitation/deexcitation, the
stationary solution of the EEDF is not a Maxwellian. This is due to the fact that electrons can only
gain or lose discrete values of energy during a solely excitation/deexcitation process. A theoretical
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analysis of this system can be found in Yan et al.[11] We consider here a Hydrogen atom with two
states: a ground and an excited state. Only excitation/deexcitation is included, and the electron
density stays constant. The initial atom density is set at 1015 cm−3, and all particles are at the
ground state. The initial condition for the EEDF is a Maxwellian at 20 eV with a density of 1014
cm−3. The EEDF is discretized by 160 bins with a variable spacing starting at ∆εmin = 10−2 eV,
up to ∆εmax = 2.5 10
+2 eV. As the simulation evolves, the excited state begins to populate due
to collision with the electrons. This simulation also demonstrates the advantage of a non-uniform
grid, since the extent of the EEDF is greatly reduced as the electron cools down. A constant
spacing grid with proper resolution at high energy, although needed in the beginning to capture
the equilibrium EEDF at 20 eV, becomes wasteful at the end. Fig. 6 shows the numerical solution
of the normalized EEDF, defined as f/Ne
√
ε, at three instances of time: 0, 0.15 and 1 µsec, and the
comparison with a similar calculation using the Monte Carlo collision algorithm.[11] It can be seen
that the EEDF develops discontinuities occurring at multiples of the energy gap of the excitation
transition (10.2 eV). These features are captured both in the discretized and Monte Carlo solutions.
Both solutions agree very well, confirming that the physics is correctly implemented. We also point
out that while the discretized solution can resolve the EEDF down to 10−6 and below, the Monte
Carlo method suffers from the numerical noise. Furthermore, the implicit time integration allows
a large time step, making the algorithm suitable for examining systems at a long time scale.
Let us now demonstrate the conservation properties of the algorithms for inelastic collisions.
We first note that for all the test cases shown here, mass (or charge) is always conserved, and
numerical tests showed a relative accuracy of the order of 10−15 throughout the evolution of a non-
equilibrium plasma. Energy conservation, however, is only achieved when the moment expansion
(16) is carried to at least first-order (Np = 1). In this test case, we also consider an atomic Hydrogen
plasma but with 5 atomic levels. The initial condition and discretization of the EEDF are similar
to the previous test. At t = 0, all neutral atoms are at the ground state, and the ion density is
the equal to the electron density. Both excitation/deexcitation and ionization/recombination are
included in the calculation. Fig. 7 shows the time evolution of the effective electron temperature
(2/3 of the electron mean energy), and the Boltzmann temperatures between two adjacent atomic
levels, defined according to eq. (2) using the nonequilibrium values of the atomic densities. Due to
the small energy gaps between them, the highly excited states tend to equilibrate quicker than the
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FIG. 6: Numerical solution of the normalized EEDF at 0, 0.15 and 1 µsec. The dashed line is the result from a
Monte Carlo calculation.
ground state (note the slow equilibration of Tx,12). It is clear that the system approaches the correct
thermodynamic equilibrium limit at 0.8 eV. Fig. 8 shows that the total H function (negative of
entropy) decreases monotonically, which is consistent with the H-theorem (see appendix A). The
H function is defined similarly to Yan et al.[11] (see eq. (3.13) in their work). We emphasize
that energy conservation is crucial in achieving the correct equilibrium limit. To demonstrate the
importance of energy conservation, Fig. 9 shows a comparison of Te and Tx,12 for the two cases
of zeroth and first-order expansions; the non-conservation of energy in the former case (shown
in dashed lines) leads to erroneous values of the temperature, and the system does not approach
equilibrium. This issue is further illustrated in Fig. 10, which shows the relative error in total energy
as the plasma relaxes towards equilibrium. Note that the error in the zeroth-order expansion case
(red line) is shown on the right axis, and continuously increases during the plasma relaxation. By
contrast, the error for the first-order expansion, with scale shown on the left axis, always remains
low values, many orders of magnitude below the zeroth-order case. The fact that the error growth
is unchecked during the time evolution is the most damaging consequence of the non-conservative
zeroth-order algorithm, i.e. we could not guarantee accuracy on the energy of the system unless
special measures are taken. Although not shown here, the error of the total energy per time step
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indicates that energy is conserved down to round-off errors for the case of first-order expansion.
We now turn the attention to the ee collision operator. In this next test case, we simulate the
relaxation of an initially Gaussian EEDF. This is somewhat similar to the Rosenbluth problem
commonly known in the literature [12]. Here only the ee collision term is active, and the EEDF
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is expected to relax toward a Maxwellian distribution with the same initial total density N0 and
energy E0. For this problem, we can define a non-dimensional energy variable as x ≡ ε/T where T =
2
3E0/N0, and a non-dimensional time tˆ ≡ t/τ where τ = m2ev3t /
[
4πN0e
4 lnΛ
]
and vt =
√
T/me.
The solution of the FP equation becomes self-similar under this transformation, and the steady-state
limit is given by a non-dimensional Maxwellian EEDF, i.e., f(x) = 2π−1/2x1/2e−x. In this test case,
the initial Gaussian distribution has a mean and variance of 1.5 and 0.25, respectively. The EEDF is
discretized by 100 bins and the grid spacings are chosen with higher resolution at lower energy. Fig.
11 shows the time evolution of the normalized EEDF, which clearly relaxes toward a Maxwellian
distribution as time evolves. At t = 59 τ , the EEDF is completely thermalized, matching the
analytical Maxwellian distribution shown in the circles. In order to check the accuracy of the
algorithm, we also compare the solutions to those obtained from a Monte Carlo collision model[29],
the results of which are shown in dashed lines. Both models agree very well, albeit with some
numerical noise in the Monte Carlo calculation. To numerically confirm the energy conservation
properties of the algorithm, Fig. 12 shows the relative error on total energy as the simulation
progresses. Both the total error (solid) and error per time step (dashed) clearly indicate that
energy is conserved down to round-off error.
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B. Transient Heating of an Argon Cluster Target
In this section, we apply the numerical algorithms developed in this work to a more complex
system, consisting of many ions and atomic levels. We simulate a transient heating process of an
Argon cluster target due to high energy electrons produced from fast laser absorption. We note that
this test case is very challenging for the Monte Carlo algorithm due to the large number of processes
involved. The numerical set-up is very similar to the work of Abdallah et al. [30] We assume that
initially all the atoms are in the ground state of Ne-like ion stage (Ar8+), which approximates the
plasma condition after the laser pre-pulse. The atomic data used in this test case includes all the ion
stages from Ne-like to fully-stripped (Ar18+), and is constructed based on the screened-hydrogenic
formalism[7, 31]. All the energy levels are truncated at a maximum principle quantum number of
10, which is sufficient for most applications of interest. The atomic model consists of 187 atomic
levels and approximately 1000 transitions including both excitation and ionization. The initial
density of the atoms is 5.0 1020 cm3. From charge neutrality, the electron density is 4.0 1021 cm3.
The EEDF is discretized into 100 non-uniform bins with finer resolution at low energy. The initial
condition of the EEDF is a Gaussian with a mean and variance of 5 and 0.4 keV respectively. This
corresponds to an effective temperature of 3.3 keV.
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FIG. 13: Time evolution of (a) the normalized EEDF and (b) the ion densities from Ne-like (8+) to fully-stripped
(18+). The curve labels in (a) (except for t = 0) correspond to the exponent (with base 10) of times in ps.
The time evolution of the normalized EEDF and the atomic density of each ion stage, i.e.,
summed over all the atomic levels, is shown in Fig. 13. It can be seen that the non-thermal
electrons create a rapid and transient ionization with multiple ions appearing and disappearing
from Ne-like sequence to the fully-striped nucleus. At 2 ns, both the EEDF and the ASDF are
in thermodynamic equilibrium, i.e., Maxwellian and Boltzmann-Saha, and the EEDF matches the
analytical distribution at the equilibrium temperature shown in circles. Fig. 13a also indicates
that by 10 ps the EEDF has been completely thermalized, which is primarily due to ee collisions.
We also repeat the same test case but without ee collisions, and the results show that the EEDF
does not get to a Maxwellian shape until the very last time step (see Fig. 14). This also leads to
a significant difference in the time evolution of the ion densities as can be seen in Fig. 15. For the
case with ee collisions, the ionization proceeds faster due to the formation of a high energy tail in
the EEDF starting from 1 ps as shown in Fig. 13a. Lastly, we note that the energy error in this
simulation also indicates that total energy is conserved down to round-off error.
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FIG. 14: Time evolution of the normalized EEDF for the same test case in Fig. 13 but without ee collisions.
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VII. CONCLUSIONS
In the current work, we introduced a set of algorithms for modeling non-Maxwellian plasma
kinetics including both inelastic and elastic collisions. The new algorithms, based on an expansion
of the EEDF in Legendre polynomials, are applied to the case of a non-uniform grid in energy
space. By design, the proposed method automatically conserves density and energy exactly in each
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time step. We described the general procedure to construct source terms for the solution variables
in the cases of excitation, ionization and electron-electron elastic collisions. The reverse processes
of deexcitation and recombination are also included and their rates are computed based on the
principle of detailed balance. The proposed algorithms are very computationally efficient, because
all of the transition rates (among the EEDF bins) are pre-computed. The elastic collision term
is discretized using a discontinuous Galerkin formulation. We propose to augment the standard
discontinuous Galerkin source terms by an equivalent flux form to achieve exact energy conservation.
The resultant discrete system is solved by a backward Euler time discretization, which alleviates the
severe time step restriction due to numerical stability. Several numerical test cases are presented
to demonstrate the capability of the method. We show that total energy is always conserved down
to round-off errors, and the numerical solutions always approach the correct thermal equilibrium
limit at large time. We successfully applied the current method to model a complex atomic system,
consisting of many atomic levels and transitions.
The present work can be extended in multiple directions. The radiative coupling terms, e.g.,
bound-bound, bound-free and free-free, can be incorporated in a similar manner, and the radiation
transport equation can be solved self-consistently using the same discretization procedure. For very
high density and low temperature plasmas, the effects of continuum lowering and electron degener-
acy become significant and must be taken into account. Depending on the specific implementation
of a continuum lowering model, some fraction of the transitions might need to be recomputed,
and an optimization strategy can be utilized to speed-up this process. Incorporating the electron
degeneracy requires a generalization of the collision operators, which introduces additional terms
in the rate expression, e.g., Pauli blocking factors, but the discretization remains unchanged. Fur-
thermore, the efficiency of the current solver can be improved by exploring different numerical
approaches to the solution of the discretized equations for the EEDF and ASDF. All of these will
be considered in future work.
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Appendix A H-THEOREM
For an ensemble of N particles, the (classical) number of independent micro-states available and
compatible with a given total energy is:
W = G
N
N ! (A.1)
where G is the degeneracy of the particles. The entropy is given by (see sections 5.1.1 and 5.1.9 of
Oxenius[9]):
S = k lnW (A.2)
where k is the Boltzmann constant. Using the Stirling formula ln(N !) ≈ N lnN −N :
S ≈ k [N lnG −N lnN +N ] = −kN
[
ln
(N
G
)
− 1
]
(A.3)
The number of particles in an energy state ε is given by:
N (ε)dε = η(ε)G(ε)dε (A.4)
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where η(ε) is the mean occupation number the quantum state. Following Oxenius[9] (pp. 10-13),
the total degeneracy for electrons is:
G(ε) = Vge 2
5/2πm
3/2
e
h3
ε1/2︸ ︷︷ ︸
Gtrans(ε)
(A.5)
where V is the volume, while the degeneracy of the atom or ion is:
G(Al) = VglGtrans(εl) (A.6)
Strictly speaking, the degeneracy due to the translational degrees of freedom for the heavy particles
should be included; however, the large mass difference between electrons and atoms implies that
the center-of-mass is approximately co-located with the atom and ion, whose kinetic energy changes
little. Therefore, one can ignore these (approximately constant) translational degrees of freedom
in the formulation which follows.
Differentiating eq. (A.3), the time-derivative of the entropy for particles of a given type is:
∂S
∂t
= −k
(
∂N
∂t
)[
ln
(N
G
)
− 1
]
− k
(
∂N
∂t
)
(A.7)
Using the occupation number, the time rate of change of the entropy can be written as:
∂S
∂t
= −k
(
∂N
∂t
)
ln(η) (A.8)
Equation (A.8) shows that the only time variation of the entropy is contained in the number of
particles, weighted by the logarithm of the occupation number. One can also define variables
per unit volume, i.e., total density N = N/V, differential density N(ε) = N (ε)/V and entropy
S = S/V. Note that N(ε)dε ≡ f(ε)dε.
Consider now the change in entropy from the collisional ionization and the reverse process, the
entropy production rate can be written as:
∂
∂t
δS = −k
[
∂N(ε0)
∂t
ln η(ε0) +
∂N(ε1)
∂t
ln η(ε1) (A.9)
+
∂N(ε2)
∂t
ln η(ε2) +
∂N+u
∂t
ln η+u +
∂Nl
∂t
ln ηl
]
Note that here we consider a differential entropy δS; the rate of change of the total entropy of the
system is simply obtained by integrating over all compatible electron energies, i.e., ∂S∂t =
∫
∂
∂tδS.
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The rates of change of the particle densities can be obtained from the kinetic rates; using mass
conservation and simplifying the notation,
∂Nl
∂t
=
∂N(ε0)
d∂
= −∂N(ε1)
∂t
= −∂N(ε2)
∂t
= −∂N
+
u
∂t
= dRrec − dRion
yielding
∂
∂t
δS = k
[
dRrec − dRion] · ln [η(ε1)η(ε2)
η(ε0)
η+u
ηl
]
(A.10)
The terms in the first bracket are:
[. . .] =
[
N+u N(ε1)N(ε2)v1v2σ
rec −NlN(ε0)v0σion
]
δ({ε})dε0dε1dε2 (A.11)
where δ({ε}) = δ(ε0 − ε1 − ε2− Il) is necessary for energy conservation. From the detailed balance
relation (8), the first term in (A.11) can be written as:
N+u N(ε1)N(ε2)v1v2σ
rec = σion
gl
g+u
(
h3
8πm2e
)
(ε1ε2)
1
2
(
ε0
ε1ε2
)
N+u N(ε1)N(ε2)
= σion
gl
g+u
(
2ε0
me
) 1
2
[(
8πm2e
h3
)(
2ε0
me
)1
2
]
N+u η(ε1)η(ε2) (A.12)
where ηp ≡ η(εp), p = 0, 1, 2. We can now re-write (A.11)as:
[. . .] = σion [glg(ε0)v0]
[
N+u
g+u
η(ε1)η(ε2)− Nl
gl
η(ε0)
]
δ({ε})dε0dε1dε2 (A.13)
where g(ε0) = G(ε0)/V. Thus, the rate of entropy change (A.10) becomes:
∂
∂t
δS = k σion [glg(ε0)v0]
[
η+u η(ε1)η(ε2)− ηlη(ε0)
] · ln [η(ε1)η(ε2)
η(ε0)
η+u
ηl
]
δ({ε})dε0dε1dε2 (A.14)
This rate is of the form ∂∂tδS ∝ (x− y) ln
(
x
y
)
with all other factors being positive quantities, this
expression is always positive when either x > y or x < y, and is zero when x = y. Thus, the
entropy always increases during relaxation and equilibrium is reached when
ηlη(ε0) = η
+
u η(ε1)η(ε2) (A.15)
This result is an expression of the H-theorem for the collisional ionization/recombination process.
Note that in order to verify the H-theorem we need mass and energy conservation and detailed
balance, itself a result of microscopic reversibility (i.e. time-reversal).
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A similar procedure can be used for the excitation/deexcitation process. In that case,the rates
of excitation and deexcitation can be written as, for a transition l↔ u:
dRexc = NlN(ε0)v0 σ
excdε0 (A.16a)
dRdex = NuN(ε1)v1 σ
dexdε1 (A.16b)
Note that ε0−ε1 = ∆Elu due to energy conservation. Similarly to the case of ionization/recombination
(A.9), the rate of change in entropy is:
∂
∂t
δS = k
[
dRdex − dRexc
]
· ln
[
η(ε1)
η(ε0)
ηu
ηl
]
(A.17)
Using the Klein-Rosseland relation, this becomes:
∂
∂t
δS ∝ σexc ·
[
Nu
gu
N(ε1)
√
ε1 gl
(
ε0
ε1
)
−NlN(ε0)√ε0
]
ln
[
η(ε1)
η(ε0)
ηu
ηl
]
or
∂
∂t
δS ∝ glε0 σexc · [ηuη(ε1)− ηlη(ε0)] ln
[
η(ε1)
η(ε0)
ηu
ηl
]
(A.18)
This result is also of the form (x− y) ln
(
x
y
)
, implying that the entropy increases during relaxation
until equilibrium is satisfied by the relation between occupation numbers:
ηuη(ε1) = ηlη(ε0) (A.19)
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