Abstract. We consider inverse scattering problems for the three-dimensional Hartree equation. We prove that if the unknown interaction potential V (x) of the equation satisfies some rapid decay condition, then we can uniquely determine the exact value of ∂ α ξ V (0) for any multi-index α by the knowledge of the scattering operator for the equation. Furthermore, we show some stability estimate for identifying ∂ α ξ V (0).
Introduction
This paper is concerned with inverse scattering problems for the three-dimensional Hartree equation i∂ t u + ∆u = (V * |u| 2 )u, (t, x) ∈ R × R 3 .
(1.1)
Here, u = u(t, x) is a complex-valued unknown function, i = √ −1, ∂ t = ∂/∂t, ∆ = ∂ Our aim of this paper is to identify the unknown interaction potential V (x) by the knowledge of the scattering operator. In order to mention the existence of the scattering operator for the equation (1.1), we introduce some notation. For 1 ≤ p ≤ ∞, we denote the Lebesgue space L p (R 3 ) and its norm by L p and · p , respectively. For 1 ≤ p ≤ ∞, we denote the usual Sobolev space W For t ∈ R, the linear operator U(t) is defined by U(t) = e it∆ . Then v(t) = U(t)φ (φ ∈ L 2 ) solves the free Schrödinger equation i∂ t v+∆v = 0 with the initial condition v(0) = φ. From Strauss [8] , we see the existence of the scattering operator for (1. Thus, the wave operator
is well-defined. (2) For any φ 0 ∈ B(C 0 δ 0 (M); H 1 ), there uniquely exist v ∈ Z and a datum φ + ∈ B(C where u(t) is the time-global solution mentioned in (1) . Remark 1.1. For the equation (1.1), the scattering operator is well-defined on some neighborhood of 0 in some suitable Hilbert space if the interaction potential V satisfies either sup x∈R 3 |x| γ |V (x)| < ∞ for some γ ∈ (1, 3) or V ∈ L r for some r ∈ [1, 3). For a proof, see [1, 2, 8] .
The inverse scattering problem for the perturbed Schrödinger equation is to recover the perturbed term by applying the knowledge of scattering states. Before we introduce our main results, we first review some known results of inverse scattering problems for n-dimensional nonlinear Schrödinger equations briefly. Strauss [7] considered the nonlinear Schrödinger equation
Here, p is a given number and W = W (x) is unknown. It was proved that if p and W satisfy suitable conditions, then the unknown W is uniquely reconstructed by 4) which is called the small amplitude limit, the notation "id " is the identity mapping. Later, Weder [14, 15, 16, 17, 18, 19] proved that a more general class of nonlinearities is uniquely reconstructed, and moreover, a method is given for the unique reconstruction of the potential that acts as a linear operator. Unfortunately, the above methods to obtain the reconstruction formula are not applicable to the case of the Hartree term (V * |u| 2 )u (for details, see, e.g. Section 1 of [5] ). Watanabe [9, 10, 11, 12] studied the Hartree equation with a potential
Here, W 1 (x) satisfies some suitable condition, W 2 (x) = Q|x| −γ (Q > 0 and γ ∈ [2, 4] with γ < n). It was proved that W 1 , Q and γ are uniquely determined (see also [13, 4] ). Sasaki [5] considered the three-dimensional Hartree equation with a potential
where W j = Q j exp(−γ j |x|)/|x| (Q j ∈ R and γ j > 0, j = 3, 4). It was shown that if |Q 3 | < γ 3 , then unknown parameters Q j and γ j (j = 3, 4) are uniquely determined. In the above inverse scattering problems for the Hartree equation, we assume that the interaction potential is a known function with unknown parameters. In other words, we already know what kind of shape the interaction potential has. We next consider inverse scattering problems for the Hartree equation and the case where we do not know what kind of shape the interaction potential V has. Sasaki-Watanabe [6] 
then the following formula holds:
, where F V is the Fourier transform of V and K 3 [φ] is the small amplitude limit defined by (1.4) with p = 3. Later, Sasaki [3] proved that if n ≥ 3 and V is radial and satisfies some decay condition, then we have for any non-negative integer m,
Furthermore, if we assume that F V is an entire function, then we have
and we can hence reconstruct V . In this paper, we consider inverse scattering problems for (1.1), supposing some decay condition for V . We show that for any multi-index α, we can uniquely determine the exact value of ∂ α ξ F V (0) and we can reconstruct V even if we do not suppose any symmetric conditions for V .
1.1. Notation. To state our main results precisely, we introduce some notation. Let N be the set of all positive integers. Put N 0 = N ∪ {0}. We denote the Schwartz class S(R 3 ) by S. The Fourier transform F on L 1 is defined by
We define 3 × 3 matrices I m (m = 1, 2, 3) by
respectively. We now enumerate two examples. If ǫ = (1, 0, 1), then
, U ǫ (t) = exp it∂ satisfying the two following properties:
Let us denote such a sequence by {α(N, ǫ; k)} N * k=1 . For a 3 × 3 matrix D and for a function ϕ :
For φ, φ ∈ S, µ, λ > 0, N ∈ N 0 and ǫ ∈ {0, 1} 3 , we set
Remark that if we fix N, ǫ and µ, then λ
N,ǫ belongs to the domain of the scattering operator S for sufficiently small λ > 0. Furthermore, we define N * -th
We remark that J µ N,ǫ and M N,ǫ are given and that a N,ǫ is unknown. Let
3 , we set the three following conditions for φ, φ ∈ S:
1.2. Main Results. We are ready to state our main results.
Theorem 1.2. Assume that the interaction potential V of the equation (1.1) satisfies the following condition: (V1) There exists some positive number
3 . Fix φ, φ ∈ S \ {0}. We assume that φ = φ and (C1) holds if |ǫ| = 0, and assume that (C1)-(C3) hold if |ǫ| = 0.
Then there exists some positive number µ such that the matrix M N,ǫ [φ, φ, µ] is invertible for any µ ∈ (0, µ). Furthermore, for any µ ∈ (0, µ), there exist some positive numbers λ µ and C µ depending only on N, A, V 1 , µ, φ and φ such that
(1.6)
In particular, the unknown vector a N,ǫ is determined by
We next mention some uniqueness and stability for identifying ∂ α ξ F V (0). Corollary 1.3. Let j = 1, 2. Suppose that V j satisfies (V1) with V = V j and that 
Then for any α ∈ N 3 0 , we have
where the constant C is dependent on |α|, A and M.
We enumerate some remarks for Theorem 1.2 and Corollary 1.3. Remark 1.2. Let N ∈ N 0 and let ǫ ∈ {0, 1} 3 with |ǫ| = 0. We now introduce an example of φ, φ ∈ S \ {0} satisfying (C1)-(C3). Fix ϕ j ∈ S(R) \ {0} (j = 1, 2, 3) which are even. We put
Then we immediately see that φ and φ satisfy (C1) and (C2), respectively. It follows from Proposition A.2 below that (C3) holds. Remark 1.3. We immediately see that for any β ∈ N 3 0 , there uniquely exist N ∈ N 0 , ǫ ∈ {0, 1} 3 and k ∈ {1, · · · , N * } such that β = 2α(N, ǫ; k) + ǫ. Therefore, using our main results, we can uniquely determine the exact value of ∂ β ξ F V (0) for any β ∈ N 3 0 . Furthermore, it follows from Proposition A.1 that
Using Proposition A.1 again and again, we see the exact value of F V (ξ) (ξ ∈ R 3 ) and we can hence reconstruct V .
Introducing the contents of the rest of this paper, we close this section. In Section 2, we show that the matrix M N,ǫ [φ, φ, µ] is invertible for some φ, φ ∈ S \ {0} and µ > 0. In order to prove the invertibility, we first show some propositions for functions Φ N,ǫ and Φ ǫ . Section 3 is devoted to the proof of main results. In Appendix A, we prove some supplementary propositions.
Preliminaries
In this section, we show propositions used in Section 3 below. In particular, we show the following lemma:
Lemma 2.1. Let N ∈ N 0 and ǫ ∈ {0, 1}
3 . Fix φ, φ ∈ S \ {0}. Assume that φ = φ if |ǫ| = 0 and that (C3) holds if |ǫ| = 0. Then there exists some positive number µ such that for any µ ∈ (0, µ),
To show Lemma 2.1, we first prove some properties for functions Φ N,ǫ (φ, φ, µ; t, ξ) and Φ ǫ (φ, φ; t, ξ). 
Proof. It suffices to show the case ǫ = (0, 0, 0) because the other case ǫ = (0, 0, 0) can be proved more easily. It follows that
Since φ, φ ∈ S, we obtain for any L > 3,
and we hence see that
Furthermore, by using integration by parts with respect to η 1 , we have
From (2.1), we see that
Using integration by parts with respect to η 2 , we have
By (2.2)-(2.4), we complete the proof.
Proof. For any (t, ξ) ∈ R × R 3 , we obtain
Since we have for any ϕ ∈ S and t ∈ R, 
Proof. Let L > |α| + 3. It follows from Proposition 2.2 that
Since α m(ǫ) = 0, we have
Thus, for any µ > 0, the function ξ α Φ N,ǫ (φ, φ, µ; t, ξ) is integrable on R t × R 
Proof. Since the function Φ ǫ (φ, φ; t, ξ) is continuous on R × R 3 , non-negative and does not equal to a zero function, we see that
It follows from Proposition 2.3 and Fatou's lemma that
Therefore, there exists some µ 1 ∈ (0, 1) such that for any µ ∈ (0, µ 1 ),
Henceforth, we suppose that µ ∈ (0, µ 1 ). Let L be a sufficiently large positive number. By Proposition 2.2, we have
Furthermore, we obtain
Thus, we see that
From (2.8) and (2.9), we have (2.7).
We next prove Lemma 2.1. If N = 0, then we easily see that the lemma holds. For other cases, we show dividing three steps.
(Step I) Let N ∈ N and ǫ ∈ {0, 1} 3 . Then for any 2 ≤ M ≤ N * , we have
(Step II) Fix N ∈ N. Let S be the symmetric group of degree N * . We define σ 0 ∈ S by
Furthermore, we define
where a term N * j=N * +1 a j is understood as 0. We see from
Step I and σ(M) ≥ N * + 2 − M that
Then it suffices to show that for some µ > 0, we have det A(µ) = 0 (µ ∈ (0, µ)). We see from the assumptions of φ and φ, Propositions 2.4 and 2.5 that there exist some µ 1 ∈ (0, 1) and C 1 , C 2 > 0 such that for any µ ∈ (0, µ 1 ),
Therefore, for any µ ∈ (0, µ 1 ), it follows from Step II that
there exists µ > 0 such that
which completes the proof.
Proof of Main Theorems
In this section, we prove main results. Throughout this section, we fix N ∈ N 0 , ǫ ∈ {0, 1} 3 and φ, φ ∈ S \ {0}. Furthermore, we assume that φ = φ and (C1) holds if |ǫ| = 0, and assume that (C1)-(C3) hold if |ǫ| = 0. Fix µ ∈ (0, µ), where µ is the positive number mentioned in Lemma 2.1. Then the matrix M N,ǫ [φ, φ, µ] is invertible. We remark that all positive constants C which appear in this section are independent of the positive parameter λ.
3.1. Proof of Theorem 1.2. We assume that the interaction potential V of the equation (1.1) satisfies (V1). We see from Theorem 1.1(3) that for any ψ ∈ S, the scattering operator S is expressed by
where ε is sufficiently small and u ε is the time-global solution to (1.1) satisfying
By the inequality (1.3), we have
N,ǫ and ε = λ N +4 for the above inequality, we obtain for sufficiently small λ > 0,
we have
Therefore, it follows that
for sufficiently small λ > 0. We now define
Since V satisfies the condition (V1), we see from Proposition 2.2 that f (λ) is smooth on (0, λ 0 ) for some λ 0 > 0. Using Proposition A.3 below, we obtain
for any λ ∈ (0, λ 0 / (2N + 4) ). Furthermore, we see that
For any λ > 0, β ∈ N 3 0 and ξ ∈ R 3 , we see from the condition (V1) that
≤ C|λξ|.
Hence we see that
for any λ ∈ (0, λ 0 / (2N + 4) ). By conditions for φ and φ, we have
for any α ∈ N 3 0 and for any ǫ ∈ {0, 1} 3 \ {ǫ}. Therefore, it follows that
for any λ ∈ (0, λ 0 / (2N + 4) ). Therefore, we see from (3.1)-(3.3) that there exists some positive number λ such that
Since the matrix M N,ǫ [φ, φ, µ] is invertible, the proof is complete.
3.2.
Proof of Corollary 1.3. Let j = 1, 2. Suppose that V j satisfies (V1) with V = V j . Let S j be the scattering operator for the equation (1.1) with V = V j . We denote a N,ǫ (resp. J 
Let a = (2N + |ǫ| + 2) −1 and put
Then (1.8) holds. By (1.8) and Proposition A.1 below, we see that the property (2) holds. We hence complete the proof.
Appendix A. Supplementary Propositions
In this section, we prove supplementary propositions used above. For n ∈ N, we define the Fourier transform F n on L 1 (R n ) by
We first show the analyticity of the Fourier transform of a function f (x) which exponentially decreases.
Proposition A.1. Let n ∈ N and let A > 0. Assume that a measurable function
Proof. Fix n ∈ N, ξ 0 ∈ R n and β ∈ N n 0 . Then we see that F n f is smooth and that
It follows from Stirling's formula that
and we hence obtain
is a positive constant independent of β. Therefore, for any ξ ∈ R n with |ξ − ξ 0 | < A/n, we have
Let N ∈ N. Then we obtain
Therefore, we see that F n f is analytic. We hence complete the proof.
In Remark 1.2 above, we introduce an example of data φ and φ satisfying conditions (C1)-(C3). We now prove that the example (φ, φ) actually satisfies (C3).
Proof. We consider only the case ǫ = (1, 0, 1) because other cases are proved similarly. Let ρ, ρ ∈ S(R). Then we have the following properties: (i) For any ζ ∈ R, it follows that ζ (
We define the function Ψ(ρ, ρ; t, ζ) (t, ζ ∈ R) by
where
= −2Im Ψ (ρ, ρ ′ ; t, ζ) , t, ζ ∈ R.
Hence we have
Im Ψ (ρ, ρ ′ ; t, ζ) = − 1 2 ζΨ (ρ, ρ; t, ζ) , t, ζ ∈ R. (A.2)
Let m ∈ N 0 . As in the proof of Proposition 2.2, we obtain Ψ (ρ, ρ ′ ; t, ζ) ≤ C ζ −m−2 1 + t 2 ζ 2 , (t, ζ) ∈ R × R.
Therefore, we see that ζ 2m+1 Ψ (ρ, ρ ′ ; t, ζ) and ζ 2m+1 Ψ (ρ, ρ ′ ; 0, ζ) are integrable on R t × R ζ and R ζ , respectively. Furthermore, if ρ is nonzero, then we have then we have
for some positive number C independent of λ.
Proof. Fix λ ∈ (0, λ 0 /(L + 1)). Then we see from Taylor's theorem and (A.6) that for any l = 0, 1, · · · , L,
we obtain
Therefore, it suffices to prove the following equality:
Let g(y) = y L (y ∈ R). Then the L-th forward difference of g satisfies
Since y is arbitrary, we have (A.7), which completes the proof.
