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Abstract
In this paper, we investigate the asymptotic behavior of the following quasilinear difference equations + +  , n N 0 ∈ . We classified the solutions into six types by means of their asymptotic behavior. We establish the necessary and/or sufficient conditions for such equations to possess a solution of each of these six types.
Introduction
Recently, the asymptotic properties of the solutions of second order differential equations [1] [2] difference equations of the type (E) and/or related equations have been investigated by many authors, for example see, [3] - [19] and the references cited there in. Following this trend, we investigate the existence of these six types of solutions of the Equation (E) showing the necessary and/or sufficient conditions can be obtained for the existence of those solutions. For the general backward on difference equations, the reader is referred to the monographs [20] - [24] .
In 1996, PJY Wang and R.P. Agarwal [25] considered the quasilinear equation 
and obtained oscillation criteria for the Equation (1) . In 1996, E. Thandapani, M.M.S. Manuel and R.P. Agarwal [26] have studied the quasi-linear difference equation ( ) ( ) 
In 2000, Pon Sundaram and E. Thandapani [27] considered the following quasi-linear functional difference equation 
and they have established necessary and sufficient conditions for the solutions of Equation (3) to have various types of nonoscillatory solutions. Further they have established some new oscillation conditions for the oscillation of solutions of Equation (3) . In 1997, E. Thandapani and R. Arul [28] studied, the following quasi-linear equation
n n n p y f n y
They established necessary and sufficient conditions for the solutions of (4) to have various type of nonoscillatory solutions.
In 2004, E. Thandapani et al. [29] studied the equation 
where 1 p > and proved an existence theorem for Equation (6) . In 2002, M. Mizukanmi et al. [1] discussed the asymptotic behavior of the following equation 
Discrete models are more suitable for understanding the problems in Economics, genetics, population dynamics etc. In the qualitative theory of difference equations asymptotic behavior of solutions plays a vital role. Motivated by this, we consider the discrete analogue of (7) n n N ≥ ∈ . We here call Equation (8) super-homogeneous or sub-homogeneous according as α < β or α > β If α = β Equation (8) is often called half-linear. Our attention is mainly paid to the super-homogeneous and sub-homo-geneous cases, and the half-linear is almost excluded from our consideration.
The Classification of All Solutions of Equation (8)
To classify all solutions of Equation (8), we need the following lemma. The classification of all (local) solutions of Equation (8) are given on the basis of Lemma 1. Since the proof is easy, we leave it to the reader. 
Main Results for the Super-Homogeneous Equations
Before we list our main results for the case α β < . Throughout this section we assume that . α β < Theorem 2. Equation (8) 
For this equation, we have the following results: 1) Equation ( 
Main Results for the Sub-Homogeneous Equation
Below we list our main results for the case α β > . Throughout this section we assume that α β > . 
Auxillary Lemma
In this section, we collect axillary lemmas, which are mainly concerned with local solution of Equation (8) . A comparison lemma of the following type is useful, and will be used in many places.
Lemma 2. Suppose that
and a n b ≤ ≤ be solutions of the equations
y n y n p n y n y n i
y a y a ≤ and
y n y n < and
Proof. We have ( 
y n y a y a p r y r a n b i
By the hypotheses we have
y n y n < for a < n < c and
y c y c = . But, this yields a contradiction, because ( ) 
Hence we see that ( )
y n y n < for a n b < ≤ . Returning to (20) , we find that ( )
y n y n ∆ < ∆ for a n b ≤ ≤ . The proof is complete. 
The uniqueness of local solutions with non-zero initial data can be easily proved. That is, for given 
Lemma 3. Let α ≤ β and
Proof. Assume the contrary. We may suppose that ( ) 0 y n ≡ / for N n ≤ < ∞ . Then, we can find 1 2 , n n such that 1 2 N n n ≤ < satisfying ( ) ( )
n s n n y n p r y r n n n
n s n n y n p r y r y r n n n
and w is nondecreasing. From (22) and (23), we can get ( )
, n n y n w n p s
n s n n y n w n p r n n n
Then from this observation we see that
If α = β, from (24), we have ( )
n n n < ≤ . This is also a contraction because ( ) ( )
The proof is complete. Proof. Let ( ) y n be a local solution of Equation (8) 
Then, as in the proof of Lemma 3, we have
where
Let α β = . Then, using discrete Gronwall's inequality, we see that ( ) 0 u w − < ∞ , which is a contradiction.
Next let α β > . Then (26) implies that ( )
, . Proof. Let 1 n N > be fixed, and put
We first claim that the solution of Equation (8) with the initial condition ( )
. To see this suppose the contrary that ( ) 
Finally, summing the above inequality both sides from N to 1 1 n − , we obtain 
Nonnegative Nonincreasing Solutions
The main objective of this section is to prove the following theorem. 
1) In the case α β ≤ , employing Lemma 3, we can strengthen (27) to the property that
2) In the case α β ≥ , all local solutions of Equation (8) 
. The property of nonnegative nonincreasing solutions y described in Theorem 17 will play important roles through the paper. This section is entirely derided to proving Theorem 17. To this end we prepare several lemmas. 
y n y n f n y n a n b
has a solution.
We first claim that with each ( ) y n , we can associate a unique constant ( ) 
To see this let ( ) y n be fixed, and consider the function ( ) 
, . y n y n p n y n y n n n n y n y y n
has a solution ( ) y n such that ( ) 0 y n ≥ and p n y n n n y y f n y n p n y n n n y y n n n y
Proof. Define the bounded function
By Lemma 6, the boundary value problem ( ) Obviously that this is a contradiction. We see therefore that y n contains a subsequence converging to a desired solution of (8) .
As a first step, we prove that
In fact, if this is not case, then ( 
Taking difference in this above equality, we are that y solves Equation (8) 
Proofs of Main Results for the Super-Homogeneous Equations
Throughout this section, we assume that α β < .
Proof of Theorem 2. The theorem is an immediate consequence of the uniqueness of the trivial solution (Lemma 3).
Proof of Theorem 4. Necessity Part: Let ( ) y n be a positive solution of Equation (8) 
From there observations we find that F has a proved element y in Y such that Fy y = . That this y is a solution of Equation (1) of type (AC) is easily proved. The proof is complete.
Proof of Theorem 3. Sufficiency Part: Let ( ) y n be a solution of Equation (8) .
n s y n p r n n
The left hand side tends to ∞ as n → ∞ because of α β < , where as the right hand side tends to 0 as n → ∞ . This contradiction verifies (9) . The proof is complete.
Proof of Theorem 5. Necessity Part: Let ( ) y n be a positive solution of Equation (8) 
Summation of Equation (8) 
, .
n n y n y n p s y s n n
Combining (35) with (34), we find that (11) 
The mapping :
Fy n l p r y r n n
As in the proof of the sufficiency part of Theorem 4, we can show that F has a fixed element ( )
n n s y n l p r y r n n
Taking ∆ twice for this formula we see that ( ) y n is a positive solution of Equation (8) 
, . y n y n z n y n y n z n < < ∆ < ∆ < ∆ Then Lemma 2 again implies that ( ) ( ) ( ) y n y n z n < < as long as ( ) y n exists. Since ( ) y n and ( ) z n exists for 1 n n ≥ , this means that ( ) y n exists for 1 n n ≥ and satisfies ( ) ( ) ( )
Noting that ( ) y n is the unique solution of (8) Proof of Theorem 7. The proof is done by contradiction. Let ( ) y n be a solution of Equation (1) 
, z n C z n y n y n p n n n σ σα βσ σ σ
, , 0 C C σ α β = > is a constant. We rewrite is inequality as ( ) 
Letting n → ∞ , we get a contradiction to assumption (12) . This completes the proof. As was mentioned in Section 5, the proof of Theorem 8 is omitted. In fact, a more general result is proved in Lemma 5.
Proofs of Main Results for the Sub-Homogeneous Equations
Throughout this section, we assume that α β > .
Proof of Theorem 9. Let 1 2 , n n be fixed so that 0 1 2 n n n ≤ ≤ and put ( ) By taking difference twice, we find that ( ) y n is a solution of Equation (1) y n n n n y n n n
It is easy to see that ( ) y n is a solution of equation (8) We first claim that ( ) 
∑ ∑
We see that ( ) y n is a nonnegative solution of Equation (8) 
