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Project planning and scheduling when there are both resource constraints and 
uncertainty in task durations is an important and complex problem. There is a long 
history of work on deterministic resource-constrained project scheduling problems, 
but efforts directed at stochastic versions of that problem are fewer and more recent. 
Incorporating the ability to reallocate resources among tasks to change the 
characteristics of their duration probability distributions adds another important 
dimension to the problem, and enables integration of project planning and scheduling. 
Among the small number of previous works on this subject, there are two very 
different perspectives. Golenko-Ginzburg and Gonik (1997, 1998) have created a 
simulation-based approach that “operates” the project through time and attempts to 
optimize locally regarding decisions on starting specific tasks at specific times. 
Turnquist and Nozick (2004) have formulated a nonlinear optimization model to plan 
resource allocations and schedule decisions a priori. This has the advantage of taking 
a global perspective on the project in making resource allocation decisions, but it is 
not adaptive to the experience with earlier tasks when making later decisions in the 
same way that the simulation approach is. Although the solution to their model 
produces a “baseline schedule” (i.e., times when tasks are planned to start), the 
formulation puts much greater emphasis on resource allocation decisions. 
The paper by Turnquist and Nozick (2004) describes the problem formulation  
as a nonlinear optimization. For small problem instances (up to about 30 tasks), good 
solutions can be found using standard nonlinear programming packages(e.g., NPSOL). 
However, for larger problems, the standard packages often fail to find any solution in 
a reasonable amount of computational time. One major contribution of this 
dissertation is the development of a solution method that can solve larger problem 
instances efficiently and reliably. In this dissertation, we recommend using the 
partially augmented Lagrangian (PAL) method to solve the suggested nonlinear 
optimization.   The test problems considered here include projects with up to 90 tasks, 
and solutions to the 90-task problems take about 2 minutes on a desktop PC. 
A second contribution of this dissertation is exploration of insights that can be 
gained through systematic variation of the basic parameters of the model formulation 
on a given problem. These insights have both computational and managerial 
implications for practical application of the model.   
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1.  INTRODUCTION 
 
 
1.1 Context and Objectives 
A project is a collection of tasks whose completion is necessary to fulfill some 
well-defined objective. There are typically precedence constraints, requiring that some 
tasks are completed before others can begin, and the tasks generally require specified 
amounts of various types of resources. When resources are limited, the scheduling of 
the tasks requires careful coordination. A compact mathematical formulation of the 
resource-constrained project scheduling problem (RCPSP) can be written quite easily, 
but exact solution of that problem can be quite difficult. The RCPSP has been studied 
extensively since the late 1960’s, leading to a wide variety of algorithms for both exact 
and approximate solutions.  
The vast majority of the literature on resource-constrained project scheduling 
is focused on a model formulation that makes four important assumptions: (1) the 
objective of interest is the minimization of the total time required to complete all tasks 
(often termed makespan); (2) tasks have known durations that can be expressed as 
integer multiples of some basic time period; (3) tasks are not divisible (i.e., there is no 
preemption -- once started, a task cannot be stopped and then restarted at a later time); 
and (4) the tasks have fixed and known resource requirements that are constant over 
the task’s duration. Variations on the basic formulation can accommodate changes in 
objective (e.g., minimizing the net present value of project costs), cases where tasks 
may be preempted, or cases where tasks may be performed in one of a few different 
modes (i.e., using different combinations of resources, potentially with different 
resulting duration for the task). An important implication of assumption (2) is that   2
time is treated discretely, and the resulting mathematical formulation centers on binary 
variables Xij, defined to be 1 if task i starts (or ends) in period j, and 0 otherwise. 
This dissertation is based on taking a different view of project scheduling, built 
around a formulation that makes several different basic assumptions: (1) tasks have 
uncertain durations and the time required for completion can be described by a real-
valued random variable; (2) allocations of resources to tasks can be changed in a 
continuous (as opposed to discrete) way, and changes in those resource allocations 
result in changes to the probability distribution of task duration; (3) resource 
availability is measured over some set of predefined intervals that correspond to 
natural work periods (e.g., days, weeks or months) and is thus represented as an “area” 
(e.g., person-days of availability within a given week); and (4) the objective is to 
allocate available resources among tasks in a way that maximizes the probability of 
successful project completion within an allowable time window. 
This alternative view of project scheduling was first proposed by Turnquist and 
Nozick (2004). Although the solution to their model produces a “baseline schedule” 
(i.e., times when tasks are planned to start), the formulation puts much greater 
emphasis on resource allocation decisions – i.e., how should available resources be 
allocated among tasks? Thus, their model produces a fundamentally different type of 
result than the traditional RCPSP. 
The paper by Turnquist and Nozick (2004) describes the problem formulation 
as a nonlinear optimization. For small problem instances (up to about 30 tasks), good 
solutions can be found using standard nonlinear programming packages(e.g., NPSOL). 
However, for larger problems, the standard packages often fail to find any solution in 
a reasonable amount of computational time. One major contribution of this 
dissertation is the development of a solution method that can solve larger problem 
instances efficiently and reliably. The test problems considered here include projects   3
with up to 90 tasks, and solutions to the 90-task problems take about 2 minutes on a 
desktop PC. 
A second contribution of this dissertation is exploration of insights that can be 
gained through systematic variation of the basic parameters of the model formulation 
on a given problem. These insights have both computational and managerial 
implications for practical application of the model.  
Section 1.2 describes the nonlinear optimization model for project resource 
allocation under uncertainty in task durations and resource requirements, defining the 
domain for this dissertation. Section 1.3 then summarizes the structure of the 
remainder of the dissertation. 
 
1.2 A Nonlinear Optimization for Resource Allocation in Projects 
Turnquist and Nozick (2004) define a nonlinear optimization model of project 
planning and scheduling that is built on four core ideas: 
1.  The key uncertainty is the time requirement to successfully complete a task. 
Because tasks are assumed to require resources at a constant rate as long as 
they are active, this uncertainty in duration also drives uncertainty in resource 
requirements, and hence cost.  If a fixed length of time, t, is considered, then 
() i Ftdefines a probability that task i is completed successfully within that 
amount of time. 
2.  The probability density function for the duration of task i,( ) i f t , has parameters 
that can be affected by changes in resource allocation to the task. As illustrated 
in Figure 1-1, an increase in resources allocated to a task shifts the probability 
distribution to the left and reduces its variance, while a reduction in resources 
has the opposite effect. 
   4
0
0.02
0.04
0.06
0.08
0.1
0.12
0 1 02 03 04 0
Time Periods
P
r
o
b
.
 
D
e
n
s
i
t
y
Base
Reduce 25%
Increase 25%
 
Figure 1-1:  Probability distribution of task completion time for different 
resource multipliers. 
 
3.  If an allowable duration, T, is specified for the project, a plan can be 
determined (i.e., the anticipated start times for tasks and the allocation of 
available resources to the tasks) so that the probability of successful 
completion of the project within the allowable time is maximized. By then 
varying  T, and resolving the optimization problem, we can trace out the 
tradeoff curve of probability of successful completion vs. T. Associated with 
each point on this curve is some allocation of available resources that allows us 
to reach the maximum probability of successful completion at the given 
allowable duration. 
4.  This type of tradeoff is best done using continuous time rather than discrete 
time intervals. Thus, we need a representation of resource use by each task that 
is defined over continuous time and that is sensitive to decisions on adjusting 
allocation of resources to tasks. 
   5
The “planning” perspective taken by this model is quite different from the 
“operating” perspective adopted in simulation-based studies of stochastic project 
scheduling (to be discussed more fully in Chapter 2). This model seeks to provide 
support to the project manager in creating a plan in the face of uncertainty, and in 
understanding how the available resources are likely to be allocated. It can also be 
used to assess the likely effects of changes in the overall level of available resources 
for the project. It is not designed to guide operational “real time” decisions on how to 
assign resources at specific times during the execution of the project.  
The model of uncertain task duration is a shifted Weibull distribution 
(sometimes called the three-parameter Weibull). This distribution is characterized with 
parameters:  
0
i d  (minimum possible task allowable duration);  i α , a scale parameter; 
and  i β , a shape parameter. The cumulative distribution function for completion of task 
i within an available duration  i d  is:  
 
0
()
0 ()1 0 ; , 0
ii i
i
dd
ii i i ii Fd e d d
β
α αβ
⎡⎤ −
−⎢⎥
⎢⎥ ⎣⎦ =− > ≥ >         (1.1) 
 
The second key idea in this model, that the distribution of task duration can be 
changed by resource reallocation, is implemented by making the scale parameter  i α  a 
function of resource allocation. The form of this function used by Turnquist and 
Nozick (2004) is: 
 
0 0; 0
i
ii i i i cc
ε αα ε
− => ≥       ( 1 . 2 )  
 
where  i c  is a resource multiplier for task i. Values of  1 i c >   indicate allocation 
above    normal level and values of  1 i c <  indicate reduction below normal level. 
0
i α  
represents the “nominal” scale factor for task i;  that is, the value at a resource   6
multiplier of 1. The parameter  i ε  is the elasticity of the scale parameter with respect 
to changes in the resource multiplier; in other words, the percentage change in  i α  that 
results from a one percent change in  i c . 
Combining equations (1.1) and (1.2) results in an expression for  ( , ) ii i Fdc that 
depends on four basic input parameters for each task i: 
00 ,, , ii i i d α εβ  
 
0
0 ()
00
i (,)1 0 ; , , 0  0
iii
i
ii
dd
c
ii i i i ii i Fdc e d d c
β
ε α αβ ε
−
⎡⎤ −
−⎢⎥
⎢⎥ ⎣⎦ =− > ≥ > ≥    (1.3) 
 
The overall probability of success for the project will be some function of the 
collection of   ( , ) ii i Fdc  values for all tasks in the project.  Turnquist and Nozick 
(2004) denote this function as Z(F) where F represents the set of all  ( , ) ii i Fdc  values. 
In the project scheduling problem the objective is to determine starting times of all 
tasks ( i s ), resource multipliers ( i c ) and allowable durations ( i d ) that maximizes Z(F), 
subject to constraints on resource availability, overall duration of the project (T) and 
precedence requirements among the tasks. All variables are assumed to be continuous. 
The precedence constraints are of the form: 
 
  N sT ≤             ( 1 . 4 )  
  ji i ss d ≥+          ( 1 . 5 )  
 
Here  N s  is the starting time of the last task (dummy) representing project 
completion and T is a parameter defining the allowable duration for the project. For 
each task, resource consumption at each point of time is defined as  ( ) ik rt : 
 
/
()
0
ii k i i i i
ik
cA d i f s t s d
rt
otherwise
≤≤ + ⎧
= ⎨
⎩
       ( 1 . 6 )    7
 
where  ik A  is the nominal total requirement for resource k by task i (i.e., total 
person-days or dollars, etc.) 
Turnquist and Nozick (2004) suggest that equation (6) be replaced by a 
nonlinear smooth function.  This removes the task start time,  i s , and duration  i d , 
from conditioning statements on the form of the function. The function that Turnquist 
and Nozick (2004) suggest is: 
 
()
2
i i ii ii
ii i i
ii i ii i
ii i i
ts ts ts d ts d
wd wd wd wd
ii k
ik ts ts ts d ts d
i wd wd wd wd
cA ee e e
rt
d
ee e e
⎛⎞ ⎛⎞ ⎛ ⎞ ⎛ ⎞ − − −− −−
−− ⎜⎟ ⎜⎟ ⎜ ⎟ ⎜ ⎟
⎝⎠ ⎝⎠ ⎝ ⎠ ⎝ ⎠
⎛ ⎞ ⎛ ⎞ ⎛⎞ ⎛⎞ −− − −− −
−− ⎜ ⎟ ⎜ ⎟ ⎜⎟ ⎜⎟
⎝ ⎠ ⎝ ⎠ ⎝⎠ ⎝⎠
⎧⎫ ⎡ ⎤⎡ ⎤
⎪⎪ ⎢ ⎥⎢ ⎥ −− ⎪⎪ =− ⎨⎬ ⎢ ⎥⎢ ⎥
⎪⎪ ⎢ ⎥⎢ ⎥
++ ⎪⎪ ⎣ ⎦⎣ ⎦ ⎩⎭
    (1.7) 
 
wherew is a constant. As we see in Figure 1-2, this function is approximately 
equal to  
ii k
i
cA
d
 in the range  ii i stsd ≤ ≤+ and zero elsewhere. The beginning and end 
of the task have “ramp up” and “ramp down” periods whose length is determined by 
the constantw. 
Renewable resources are available in limited amounts over defined periods 
(and are then renewed in the following time period). If we index these periods by m, 
and define  mk τ as the beginning point of the 
th m  interval for resource k, the resource 
constraint can be written as follows: 
 
1,
1
( ) 1,..., ; 1,...,
mk
mk
N
ik mk k
i t
rt d t R k Km M
τ
τ
+
= =
≤= = ∑ ∫      (1.8) 
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Figure 1-2: Resource consumption over time for a task where start time is  1 i s = , 
and whose duration is  1 i d = . 
 
For the  ( ) ik rt  function suggested by Turnquist and Nozick (2004), the integral 
can be written in closed form as follows:     
 
() ( )
() ()
12 1,
3 4
11
() l n
2 11
mk
mk
vv
ii k
ik v v
ee cAw
rt d t
ee
τ
τ
+ ⎡⎤ ++
⎢⎥ =
++ ⎢⎥ ⎣⎦
∫       ( 1 . 9 )  
 
where           
1,
1
2( ) mk i
i
s
v
wd
τ + −
=          2
2( ) mk i i
i
sd
v
wd
τ − −
=        
                             3
2( ) mk i
i
s
v
wd
τ −
=            
1,
4
2( ) mk i i
i
sd
v
wd
τ + − −
=   
 
  This allows the resource constraints in the problem to be written in a 
straightforward, although nonlinear, way.  
Depending on the minimum allowable duration, lower and upper bounds for starting 
times can be constructed (the same idea as earliest start time and latest finish time in   9
deterministic scheduling problems). Also based on computational experience, there 
should be lower and upper bounds for resource multipliers denoted by  , iu p c  and  , il o w c . 
In summary, the formulation of the problem is to choose  i ,  and c ii sd  for all 
tasks, i, so as to: 
 
Maximize   Z(F)     
Subject to: (1.3)-(1.5), (1.7), (1.9) and  
                  
,,
,,
0
    
    
                
il o w i iu p
il o w i iu p
ii
ss s i
cc c i
dd i
≤ ≤∀
≤ ≤∀
≤ ∀
 
 
Throughout this dissertation, this optimization problem will be referred to as 
problem (P). 
One convenient form for Z(F) is: 
 
∏
−
=
=
1
1
) ( ) (
N
i
i i d F F Z          ( 1 . 1 0 )  
 
This expresses the probability of success for the entire project within time T as 
the product of the success probabilities for all the individual tasks within their 
allowable durations (determined within the solution). If all the tasks do complete 
successfully within their determined allowable durations, then the project will 
certainly be completed successfully within time T. However, it is also possible for 
some task to require a little more than its allowed time without jeopardizing the 
project if some other task that is in sequence with it finishes in less than its allowed 
time, and this case is not considered in (1.10). Thus equation (1.10) represents a lower 
bound on the probability of successful completion of the project. The real probability   10
of finishing the project within time T requires evaluation of a convolution whose 
structure depends on both the precedence structure in the project and the availability of 
resources over time. Evaluation of this probability is very complex. 
For cases where resources are unlimited and individual task duration 
distributions are known, there are several algorithmic methods for either 
approximating the distribution of completion time for a project, or computing bounds 
on it. Ludwig, et al. (2001) provide a thorough computational evaluation of several of 
these methods. Guo, et al. (2001) provide a very effective method based only on the 
means and variances of the task durations, using Clark’s approximation (Clark, 1961) 
for maxima of sets of Normally distributed random variables. However, when resource 
limitations require that some tasks be postponed beyond the point where they become 
precedence-feasible, these techniques do not work well. 
When resource constraints are present, there does not appear to be any 
available method of directly evaluating Z(F) in problem (P) short of simulation. In the 
solution of problem (P), the function Z(F) is likely to require evaluation many times, 
and performing many replicates of a simulation each time is computationally 
prohibitive. To avoid this complication, we will use (1.10) as a conservative 
approximation of the desired probability. The version of problem (P) with (1.10) as the 
expression for Z(F) will be referred to as problem (P1). 
 
1.3 Outline of the Dissertation 
Chapter 2 discusses relevant prior literature on resource-constrained 
scheduling, efforts to include uncertainty in project scheduling problems, and 
approaches to making task durations sensitive to resource allocation. Chapter 3 then 
describes an algorithm for solving problem (P1). Experiments to test the algorithm are 
described in Chapter 4. Chapter 5 focuses on parametric analysis in a single example   11
problem to illustrate how changing the underlying problem parameters affects the 
nature of the solution. These results show how the solutions to problem (P1) can help 
project managers make effective plans for allocating resources under uncertainty. 
Chapter 6 then provides conclusions and directions for continuing work. 
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2.  REVIEW OF PRIOR WORK IN PROJECT SCHEDULING AND 
RESOURCE ALLOCATION UNDER UNCERTAINTY 
 
 
This dissertation develops a solution procedure for the nonlinear optimization 
identified as problem (P1) in Chapter 1, and explores the implications of that model 
for effective management of projects under uncertainty, including both scheduling and 
resource allocation issues. Thus, the review of prior work touches on three different 
areas – work on project scheduling under uncertainty, work on time-cost-resource 
tradeoffs in adjusting project schedules, and solution approaches for nonlinear 
optimization problems. This chapter focuses on prior work in the first two areas, 
related to project scheduling. Relevant references for the algorithmic development are 
contained in the discussion of the solution procedure in Chapter 3. 
 
2.1 Project Scheduling under Uncertainty 
The resource-constrained project scheduling problem (RCPSP) is an NP-hard 
optimization problem (Blazewicz, et al., 1983) that has been studied very extensively. 
For example, the review by Brucker, et al. (1999) lists more than 200 papers. A recent 
review by Kolisch and Hartmann (2005) focusing only on the latest developments in 
heuristic solution methods includes 33 papers published since 1999. Other important 
reviews and comparisons of algorithms for the RCPSP include Herreolen et al. (1998), 
Hartmann and Kolisch (2000), Kolisch and Padman (2001), and Neumann et al. 
(2002). 
The vast majority of this literature focuses on deterministic scheduling, and 
will not be reviewed here. Recognition of uncertainty in task durations entered 
scheduling efforts quite a long time ago (i.e., PERT in the late 1950’s), but until   13
relatively recently there was little literature on resource-constrained project scheduling 
under uncertainty. A recent review of work in this area (Herroelen and Leus, 2005), 
however, gives indication of growing interest. 
Herroelen and Leus (2005) distinguish four different approaches to project 
scheduling under uncertainty that have appeared to date: reactive scheduling, 
stochastic project scheduling, fuzzy project scheduling, and robust (proactive) 
scheduling. They also note recent work on sensitivity analysis in the machine 
scheduling literature, and indicate that extension of that work into project scheduling 
offers significant future research potential. Among the four approaches identified in 
the existing literature, reactive scheduling does not try to cope with uncertainty a 
priori, but rather reacts to the occurrence of schedule disruptions by trying to repair an 
original schedule after the disruption occurs. Schedules (including the initial baseline 
schedule and any modifications constructed later) are built using deterministic 
assumptions. A variety of rescheduling methods and objectives can be considered. For 
example, El Sakkout and Wallace (2000) develop a procedure with a minimum 
perturbation objective that minimizes the sum of the (weighted) absolute differences 
between the start times of tasks in the repaired schedule and their originally scheduled 
start times. Calhoun et al. (2002) focus on minimizing the number of tasks whose start 
times are changed. 
Stochastic project scheduling aims at creating a scheduling policy that can be 
implemented to make decisions as the project proceeds. For example, Iglemund and 
Radermacher (1983) and Möhring, et al. (1984, 1985) define a policy Π as a 
mechanism for making decisions at the decision points, t = 0 and at completion of 
tasks. A decision at time t is to start some subset of precedence-feasible and resource-
feasible tasks, exploiting only information that has become available up to time t. In 
general, the objective in creating a scheduling policy is to minimize the expected   14
duration (makespan) of the project. Because the focus of stochastic project scheduling 
is to create a policy for making decisions as the project unfolds, no baseline schedule 
is created. Stochastic project scheduling represents an “operating” perspective, rather 
than a “planning” perspective. 
To estimate expected makespan correctly, it is important that a policy be “non-
anticipative” (i.e., uses only information available at the time at which a decision is 
made). For example, Tsai and Gemmil (1998) suggest a tabu search procedure for 
estimating the expected makespan in stochastic resource-constrained project 
scheduling. Durations of the tasks are assumed to follow a beta distribution. To 
compute the expected makespan, they sample task durations from the beta distribution 
and then apply the suggested tabu search to the drawn task durations. At the end, the 
expected makespan is estimated as the mean of all the computed makespans. This 
method violates the requirement of being non-anticipative because in each scheduling 
sample, it is assumed that the durations of all tasks are known at the beginning of the 
scheduling process. As a result, the estimated makespan in each sample of the project 
is a lower bound on the actual makespan for that instance of task durations, and the 
overall expected makespan will be underestimated (Fernandez, et al., 1996). 
Möhring and Stork (2000) focus on classes of policies that they term priority 
policies, pre-selective policies, and linear pre-selective policies. Priority policies are 
policies that order all tasks according to a priority list and at every decision point, start 
as many tasks as possible in the order of that list. Pre-selective policies define, for 
each possible resource conflict, a pre-selected task that is postponed if the 
corresponding resource conflict happens within the execution of the project. Linear 
pre-selective policies are a subset of pre-selective strategies that uses a priority scheme 
to determine the task that will be postponed. Pre-selective policies are conceptually 
appealing, but the computational requirements for finding optimal policies are quite   15
severe. Limiting the search to linear pre-selective policies can reduce the 
computational burden somewhat, but this line of work remains more theoretical than 
practice-oriented. 
Golenko-Ginzburg and Gonik (1997) introduce an optimization-simulation 
technique for stochastic project scheduling. Their technique simulates the operation of 
the project, with task durations being sampled from given probability distributions. At 
decision points in the simulation, they solve an optimization problem to determine 
what task(s) to start next, with the objective of minimizing the total expected project 
duration, but assuming that all tasks that are “still in the future” relative to the current 
simulated time have still unknown durations. They assume that all resources are 
renewable resources and that resources have constant availability throughout the 
project time horizon.  
At each decision point, if all precedence-feasible tasks can be supplied by 
available resources, then they all begin. But in case of a resource conflict, each task is 
assigned a priority level that is based on its contribution to the expected duration of the 
project. For each task, contribution to the expected duration of the project is the 
product of its average duration and the probability of the task being on the critical path 
in the course of project’s realization. This probability is computed via an “inner” 
simulation, operated separately from the “outer” simulation of the entire project’s 
progress.  
Using the priority levels and resource requirements of all tasks ready to be 
started, a multidimensional knapsack problem is solved to identify the tasks to be 
scheduled. In the knapsack problem, the goal is to identify a combination of tasks that 
most contribute to reducing expected project duration when scheduling them at the 
same time does not violate the resource constraints.  This knapsack problem can be   16
solved with either exact or heuristic methods, and the solution to the knapsack 
problem determines the task(s) to be scheduled at that point in time.  
Golenko-Ginzburg and Gonik (1998) follow their previous work with a new 
assumption that the allocated resources to tasks are also variable. They assume that 
assigning more or fewer resources to any task results in changing the density function 
of the task’s duration. To implement this assumption, they define a speed of operating 
for each task. Speed of operating for each task is a random variable whose mean is a 
linear function of resources assigned to the task (between a minimum and maximum 
value).   
As in their earlier work (Golenko-Ginzburg and Gonik, 1997), the goal is to 
minimize the expected project duration but both starting times and resource allocations 
are variable. The same basic structure of their 1997 paper – a simulation of project 
operation with an optimization embedded in it to choose among tasks competing for 
resources – is also used in the 1998 paper. To handle the extension to variable 
resource allocations, they offer several methods.  The most reasonable method of these 
is to use the average of minimum and maximum values of resource requirements for 
the “inner” simulation to compute task priorities.  
Having computed priority levels for competing tasks, a nonlinear knapsack 
allocation problem is solved (at each decision point) to identify the tasks to be 
scheduled among competing tasks. In the knapsack problem, the goal is to identify a 
combination of tasks that most contribute to reducing expected project duration 
subject to resource constraints and bounds on resource allocations. They prove that 
this problem is NP-complete.  They develop two algorithms to tackle this complex 
problem. First, a “lookover” algorithm singles out feasible solutions and offers a 
precise solution to the problem. Second, a heuristic algorithm offers an approximate 
solution with less computational time relative to the “lookover” algorithm.  In   17
summary, at each decision point the solution to the knapsack problem, solved by one 
of these methods, determines the task(s) to be scheduled in that point and the resources 
allocated to them. 
In both papers (Golenko-Ginzburg and Gonik, 1997; 1998), there is no 
baseline schedule. Each simulation “operates” the project through its duration and 
makes scheduling decisions as they arise. The outcome of the simulation is a sample 
realization of the project, and produces samples from the start time distributions for 
each task, as well as a sample of project duration. By repeating the simulation many 
times, histograms of the task start times and project duration can be constructed.   
In a further extension, Golenko-Ginzburg et al. (2003) offer a heuristic based 
on a different representation of a project as an “alternative activity network.” This 
representation is an extension of GERT (Pritsker and Happ, 1966) and VERT (Moeller 
and Digman, 1981) models of decisions in network-based activities. It is simulation 
based, and uses the core concepts developed by Golenko-Ginzburg and Gonik (1997, 
1998), but adds a dimension of uncertainty in the outcome of tasks, which they refer to 
as an “alternative network” representation.  
Another avenue for approaching stochastic project scheduling is artificial 
intelligence. Knotts et al. (2003) present a solution approach based on agent 
technology. They create one agent for each task in the project. It is the responsibility 
of the agent to acquire the resources required for the task to which it has been 
assigned. The defined agents have certain characteristics and react to changes in the 
schedule in certain ways. In other words, agents are asked to schedule tasks in the 
course of simulation. Their result shows interesting promise for application of agent 
technology in large project scheduling networks. 
The third type of approach defined by Herroelen and Leus (2005) to project 
scheduling under uncertainty is fuzzy project scheduling. Advocates of the fuzzy   18
approach argue that unknown activity durations have to be estimated by human 
experts, often in a non-repetitive setting or based on limited historical data, so that the 
core problem is imprecision in the estimates, rather than uncertainty in a probabilistic 
sense. The fuzzy scheduling literature then recommends using fuzzy numbers to 
model task durations, rather than probability distributions. The output of a fuzzy 
scheduling procedure is a fuzzy schedule, which indicates fuzzy starting and ending 
times for individual tasks. 
Study of fuzzy models of the RCPSP was initiated by Hapke, et al. (1994) and 
Hapke and Slowinski (1996), who extended priority rule-based scheduling methods 
originally developed for deterministic problems to deal with fuzzy parameters.  The 
book edited by Hapke and Slowinski (2000) collects several important contributions 
using the fuzzy approach. Wang (2002, 2004) illustrates recent thought along this line, 
as applied to product development projects, and a comparison of the fuzzy approach to 
a probability-based approach is offered by Zhang, et al. (2005). 
The fourth approach to scheduling under uncertainty is robust, or proactive, 
scheduling. The focus of this approach is on creating a robust baseline schedule, rather 
than on creating a policy that can be “operated” as the project unfolds and 
uncertainties are resolved. Thus, we can think of this as a “planning” approach, rather 
than an “operating” approach. Much of the robust scheduling work is in the machine 
scheduling literature, and involves creating some type of tolerance to machine 
breakdowns in accomplishing the schedule. Direct extension of much of the machine 
scheduling work to project scheduling is somewhat difficult because the uncertainties 
in task duration are generally not amenable to treatment using the standard kind of 
analysis done for production machines (mean time between failures, mean time to 
repair, etc.).   19
Tavares, et al. (1998) do apply the core idea of robust machine scheduling in a 
project framework, however, by examining the idea of “expanding” the baseline 
schedule to accommodate uncertain task durations, and the tradeoffs between schedule 
risk and cost. They suggest that the start time of each task, i, be set to 
) ( ) ( i i i i es ls es s − + = α α , where esi and lsi denote, respectively, the earliest and latest 
start times for task i, given a project deadline T. They refer to α as a “float factor.” The 
float factor model assumes unlimited resources in the construction of a robust baseline 
schedule. 
A somewhat more sophisticated approach to allocating time in a baseline 
schedule is offered by Herroelen and Leus (2004), where a linear programming model 
is used to allocate available time in a schedule to minimize the expected cost of 
schedule delays from potential disruptions. Like the model proposed by Tavares, et al. 
(1998), this procedure assumes unlimited resources. An extension of the idea to the 
case where resources are limited appears in Leus and Herroelen (2004), but the 
resulting problem is NP-complete and thus computation for realistic problem instances 
is problematic. 
The idea of allocating available time within an allowable project performance 
period  T among various tasks is related to the notion of defining an “allowable 
duration” for each task in the model created by Turnquist and Nozick (2004). The 
papers by Tavares, et al. (1998), Herroelen and Leus (2004) and Leus and Herroelen 
(2004) all focus on a tradeoff between the probability of disruption to specific tasks 
and the cost of delayed start times on subsequent tasks. This is different from a 
concern with the probability of completing the project successfully within the period 
T, as expressed by Turnquist and Nozick (2004). 
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An alternative way of thinking about robust schedules is represented by the 
recent work of Vaziri, et al. (2005). Like Golenko-Ginsburg and Gonik (1998) and 
Turnquist and Nozick (2004), they are concerned with allocating resources to tasks to 
change the probability distributions of task duration. The model uses a combination of 
simulation, parallel priority-rule scheduling and simulated annealing to create a 
solution that specifies a planned allocation of resources and resulting distributions of 
start times for each task and a distribution of makespan for the project (or set of 
concurrent projects) as a whole. This end result is similar to what could be produced 
by simulating the Golenko-Ginsburg and Gonik (1998) approach many times, but the 
focus is not on creating a policy for operating the project as it unfolds, but on creating 
a baseline plan for resource allocation and a resulting distribution of makespan. Thus, 
this procedure can be considered as a type of robust scheduling, rather than as a 
variation on stochastic project scheduling. 
Problem (P1) defined in Chapter 1 is also a robust scheduling model. It shares 
several formulation elements with the model studied by Vaziri, et al. (2005), but 
differs in its objective function and in its focus on identifying a baseline schedule, 
rather than a probability distribution of makespan. Like the models of Golenko-
Ginsburg and Gonik (1998) and Vaziri, et al. (2005), an important element of (P1) is 
the ability to change allocations of resources to tasks and affect their duration 
probability distributions. This distinguishes these three models from the other efforts 
in the robust scheduling category. The focus on resource allocation creates a 
connection to a second body of prior work – that dealing with time-cost-resource 
tradeoffs in project scheduling, and this work is reviewed in the following section. 
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2.2 Time-Cost-Resource Tradeoffs 
Time-cost tradeoffs are an important part of the deterministic project 
scheduling literature. When resources are assumed to be available in unlimited 
quantities, the “cost-crashing” model of reducing task duration has quite a long 
history, and is usually formulated as a linear programming problem (Ahuja, et al., ). If 
additional resources allocated to a specific task have diminishing marginal returns, the 
problem generally becomes nonlinear (Deckro and Hebert, 2003). When the resources 
are constrained, discrete tradeoff possibilities between time and resources can be 
addressed through a multimode formulation of the RCPSP (Ahuja, et al., ). Tasks can 
be performed in one of several modes, and each mode is associated with a specific 
duration and resource requirements. 
When task durations are uncertain, changes in resource allocation to a task 
affect one or more characteristics of the probability distribution for duration, and the 
treatment of time-cost-resource tradeoffs becomes more complex. Burt (1977) was one 
of the first to consider how allocation of resources to tasks might affect the probability 
distributions for task duration. He developed a model that would consider either 
uniform or symmetric triangular distributions for task duration, in which the allocation 
of additional resources would shift the right-hand end point of the distribution to the 
left. His model provided a simple mechanism for looking at resource allocations to 
tasks, where the effects of additional resources have a specific effect on both the mean 
and variance of task duration. His procedure was limited to looking at parallel 
sequences of serial tasks, and to allocating a single non-renewable resource (e.g., 
overall budget), but it was an important beginning in examining the general problem. 
More recently, Gerchak (2000) studied a related problem, where allocating 
more of a single limited resource to an activity can reduce the variability of its 
duration without affecting its mean duration. His objective was to construct analytic   22
results for allocating a single resource (e.g., budget) to two activities in sequence so as 
to minimize the variance in the sum of their durations. 
Özdamar and Alanya (2001) studied software development projects, and used a 
fuzzy duration model to represent uncertainty in task durations. They consider a 
special resource (which they term a “consultant”) whose time can be allocated to tasks 
in a way that shifts their duration functions toward smaller values. They convert the 
possible allocations of consultant time into a discrete set of “modes” for undertaking 
the tasks (with a different duration function for each mode), and then solve 
(heuristically) a multiple-mode scheduling problem with a resource constraint 
reflecting the consultant’s available time. 
Another recent effort focused on discrete modes of task performance is the 
work of Tereso, et al. (2004). They formulate a dynamic programming model for 
allocating resources to tasks to minimize total expected costs.  Direct solution of this 
problem is very demanding computationally, so they also suggest some 
approximations that can simplify the computations. One of the interesting aspects of 
their work is that they treat the basic uncertainty in the tasks as being in the required 
work content. The allocation of resources against the random work content then results 
in a random duration that is affected by the resource allocation. Their focus on costs in 
the objective brings the three elements of time, costs and resources together, but the 
underlying assumption is that resources are not limited. 
Additional work in the area of time-cost tradeoffs includes the efforts of 
Gutjahr, et al. (2000), Leu et al. (2001) and Laslo (2003). Gutjahr et al. (2000) study 
stochastic discrete time-cost tradeoffs using an optimization model as an extension of 
PERT.  They develop an integer program to optimize the selection of measures for 
crashing tasks to achieve the optimal tradeoff between time and cost. Leu, et al. (2001) 
use fuzzy numbers to represent uncertain task durations, and pose a relationship   23
between the characteristics of the fuzzy task durations and the cost of the task. They 
then develop a genetic algorithm to construct the tradeoff between overall project cost 
and project duration. Laslo (2003) uses a chance-constraint approach to study time-
cost tradeoffs of a single activity.  However, none of these efforts directly reflects 
resource constraints or the varying effects of different resources on activity durations. 
By far, the two most closely related efforts to what is done in this dissertation 
are those of Golenko-Ginsburg and Gonik (1998) and Vaziri, et al. (2005). Recall that 
in problem (P1) changes in resources allocated to task i affect the scale parameter of a 
shifted Weibull distribution: 
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where  i c  is a resource multiplier for task i and  εi is an elasticity parameter. 
The resulting cumulative distribution function for task completion (i.e., the probability 
of successful completion within a given duration di) is then: 
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If we let μi and σi denote the mean and standard deviation, respectively, of the 
duration of task i, this distribution implies that: 
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where Γ(·) is the gamma function. Because the shape parameter βi remains 
constant as resources allocated to the task change, both the mean and standard 
deviation change linearly with αi. Thus, we can also write (2-3) and (2-4) as follows: 
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where 
0
i μ  and 
0
i σ  are nominal mean and standard deviation values ( i.e., when 
ci  =  1), given by: 
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Vaziri, et al. (2005) also use the concept of resource multipliers with 
elasticities, but in a slightly different way. They assume that task durations are 
Normally distributed, with the mean and variance of duration given by: 
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The subscript k denotes individual resources in a resource set K. Thus, Vaziri, 
et al. (2005) define separate multipliers for each resource on each task, and have 
separate elasticities for each resource. They also have separate elasticities for mean 
and variance of duration with respect to each resource. Apart from the disaggregation 
by resource type, the other difference between (2-9) and (2-5) is that the model of 
Vaziri, et al. (2005) has no minimum duration for the task (
0
i d ). Although (2-10) is 
defined in terms of variance and (2-6) in terms of standard deviation, the elasticities 
can be converted by using a factor of 2. Thus, in addition to disaggregation by 
resource type, the important definitional difference between problem (P1) and the 
Vaziri model of changes in variability of task duration is whether or not different 
elasticities are used for the mean and standard deviation. Obviously, the model used 
by Vaziri, et al. (2005) allows somewhat greater specificity in allocation of resources 
among tasks, but it also has many more parameters that need to be estimated. 
Golenko-Ginsburg and Gonik (1998) use a different type of model for the 
effects of resource allocation on task duration. They argue that what is uncertain about 
task progress is the speed at which a known (and required) amount of work will be 
accomplished. Speed (vi) is linearly related to the resources of various types (rik) 
applied to the task, but the relationship has random coefficients (aik), so the resulting 
duration (Di) to accomplish a fixed amount of work (Qi) is a random variable 
dependent on rik: 
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They require the allocated resources rik to be integer multiples of some base 
amount. This is clearly a different approach to representing the effects of resource   26
allocation on uncertain task duration. It has the property of diminishing marginal 
returns for additional resources on a task, which (2-5) and (2-6) also have when εi < 1. 
It is relatively easy to manipulate in a simulation environment (where Golenko-
Ginsburg and Gonik (1998) used it), but less attractive for representation of the 
probability of completing a task in a given time (which is what equation (2-2) does 
nicely). 
This representation shares with the Vaziri, et al. (2005) model the 
characteristic that different resources may have different marginal effects on task 
duration, and that individual resources can be adjusted independently for each task. 
The implication of the model in problem (P1), by contrast, is that resources come in 
“packages” and that all resources on a task can be adjusted up or down, but the ratio of 
units of one to units of another remains fixed. Either assumption may be most 
appropriate in different situations. 
 
2.3 Summary 
Although the formulation of problem (P1) is not a direct contribution of this 
dissertation, one of the main objectives here is to explore the implications of that 
model for project management. Thus, it is important to place that formulation in 
context, and the main purpose of this Chapter is to establish the context. 
Most of the work on project scheduling under uncertainty is relatively recent. 
The review by Herroelen and Leus (2005) defines a useful classification of the work 
into four main approaches: reactive scheduling, stochastic project scheduling, fuzzy 
scheduling and robust scheduling. Problem (P1) is in the domain of robust scheduling, 
being concerned primarily with the creation of a baseline schedule to serve as an 
effective plan for the project, rather than on creation of a strategy for operating during 
the progress of the project.   27
Quite a small amount of the work on project scheduling under uncertainty is 
focused on resource allocation to tasks, even though a project manager often has an 
opportunity to vary the resources and affect the task durations. Dealing with both 
resource allocations and task duration uncertainty creates a complex problem, and 
various formulations of that problem may give important insights. Golenko-Ginsburg 
and Gonik (1998) created an interesting version of the problem aimed at stochastic 
scheduling (i.e., determining a policy for making decisions as the project unfolds). 
Very recently, Vaziri, et al. (2005) explored a formulation aimed more at planning the 
project. 
The formulation of interest here (problem (P1)) is somewhat different from 
that of Vaziri, et al. (2005), but it is clearly quite closely related. The differences in the 
formulation suggest that a different solution method will be needed, and the next 
Chapter focuses on the development of that solution approach. With that solution 
approach developed (in Chapter 3) and tested (in Chapter 4), it is possible to explore 
the project management implications of the model more fully (in Chapter 5). 
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3.   SOLVING THE NONLINEAR OPTIMIZATION MODEL 
 
 
 
3.1 Methodology 
In chapter 1, we introduced an optimization problem for resource-constrained 
project planning under uncertainty that we called problem (P1). This problem can be 
written as follows: 
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In this chapter we propose a solution method for problem (P1), using a 
partially augmented Lagrangian. The focus is on relaxing the nonlinear constraint 
(3.2), creating a sub-problem where the remaining constraints are all linear. Because 
most of the remaining constraints are simple bounds on the variables, this sub-problem 
can be solved relatively rapidly.  Section 3.2 provides background on the partially 
augmented Lagrangian method. Section 3.3 discusses the solution of the sub-problem 
with a conditional gradient method, and section 3.4 explains the details of 
implementing the conditional gradient method.  
 
3.2 Partially Augmented Lagrangians 
The problem (P1) involves a nonlinear objective and both linear and nonlinear 
constraints. If we separate the constraints into a linear subset and a nonlinear subset, 
then problem can be written as:  
             
     
max       ( )
: 
( ) 0         linear constraints (precedence)
( ) 0          nonlinear constraints (resource use)
  (bounds on start time, allowable duration and resource multiplier
l
nl
fx
subject to
gx
gx
lb x ub
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By forming a Lagrangian function that includes   () f x  and  ( ) nl gx , this 
problem can be converted into one where the nonlinearities are all in the function to be 
maximized and the remaining constraints are linear. In general, this approach is called 
the method of partially augmented Lagrangians (Bertsekas, 1999). For given values of  
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the Lagrange multipliers, we still have a nonlinear subproblem, but the feasible region 
is convex because it is defined by the bounds and linear inequalities, ( ) l gx . 
Under relatively mild conditions (i.e., () f x ,( ) l gx  and  ( ) nl gx  are continuous 
and the constraint set {( ) 0 , ( ) 0 } ln l xg x g x ≤ ≤  is nonempty), a method can be 
developed to adjust the Lagrange multipliers so that the solutions to a sequence of 
these nonlinear sub-problems will converge to a solution to the original problem 
(Bertsekas, 1999). In problem (P1), it is clear that the objective function and 
constraints are continuous. For specific values of the input parameters to the problem 
(i.e., T, Rmk, Aik, 
0
i α , βi and the bounds on the variables), it is possible that the feasible 
set is empty. This could happen, for example, if T is too small relative to the 
0
i d  
values, or if there are insufficient resources to ever allow some task to be scheduled. 
However, creating a non-empty feasible set is quite easy, by simply expanding the 
time available or the resources available, or both, so we will proceed by assuming that 
the problem parameters have been set in a way that allows a feasible solution. 
First we define the Lagrangian function for an equality constrained problem. 
Then we extend this method to the general case with equality and inequality 
constraints. As is usual in the optimization literature, we describe the general ideas 
using a minimization problem, but conversion to the maximization in Problem (P1) is 
simply a matter of changing signs in the objective function. 
 
3.2.1  Equality Constraints 
Consider the equality constrained problem: 
                       
                              
          ( )
      ( ) 0  
                     
min f x
subject to h x
x X
=
∈
                                                           (3.9) 
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where  :   and  :
nn m fh →→        and X is a given subset of  
n   . 
 
Assuming that a local minimum of the above problem is  x
∗, and λ
∗ is the 
corresponding Lagrange multiplier, we define the augmented Lagrangian function 
(, ) :   
nm
c Lx λ ×→       as  
 
2
(, ) () () ()
2
T
c
p
L x f x hx hx λλ =+ +                                              (3.10) 
 
where p is a positive penalty parameter.  
 
There are two conditions under which unconstrained minimization of   ( , ) p Lx λ  
can yield points close tox
∗. 
1. Very large values of p. If there is very high cost for infeasibility, the 
unconstrained minimum of  ( , ) p Lx λ  will be nearly feasible. This means that 
(, ) () p Lx f x λ ≈  for nearly feasible x (i.e., () 0 hx≈ ). Hence, we can expect to 
get a good approximation of x
∗  by unconstrained minimization of  ( , ) p Lx λ  
when p is large.  
2. By  taking λ  close toλ
∗.  It is shown in Bertsekas (1999) that if λ  is 
sufficiently close toλ
∗and p is greater than some threshold value, then the 
local minimum of  ( , ) p Lx λ  is a very good approximation of x
∗. The 
difficulty is that we don’t knowλ
∗. 
 
The augmented Lagrangian function uses a quadratic penalty function for 
infeasibility. If a particular set of values for the Lagrange multipliers, 
k λ , is used 
along with a particular set of penalty coefficients, 
k p , the sub-problem is :   
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     ( , )
. .      
k
k
p min L x
st x X
λ
∈
                                                   (3.11) 
 
Assume that 
k x  is the minimum of the sub-problem (3.11). If { }
k λ is a sequence in   
m    and   {}
k p  is a positive penalty parameter sequence, then it is shown in Bertsekas 
(1999) that if : { }
k λ  is bounded, 
1 0
kk p p
+ <<  for all k, and 
k p →∞ , then every 
limit point of the sequence { }
k x  is a minimum of the original problem (3.9).             
The only required theoretical condition on the multipliers  { }
k λ  is that they be 
bounded. There are several methods to update the multipliers, but the most common 
one is: 
           
                 
1 ()
kk k k p hx λλ
+ =+                   (3.12) 
 
where 
k x is the solution from the preceding sub-problem. The quadratic 
penalty function with this update formula is generally called the method of 
multipliers. 
 
3.2.2  Inequality Constraints 
To apply the quadratic penalty function to an inequality constrained 
minimization problem, we first need to convert the inequalities to equalities by adding 
squared additional variables.  
Consider the problem:  
 
                                         
               ( )
      ( ) 0
                   ( ) 0             
                   
min f x
subject to h x
gx
xX
=
≤
∈
                                      (3.13)  
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Assuming that there exist m equality constraints and r inequality constraints, 
and then the optimization can be written as: 
 
                                 
1
1
               ( )
      ( ) 0 ..... ( ) 0
                    ( ) 0......  ( ) 0             
                   
m
r
min f x
subject to h x h x
gx gx
x X
==
≤≤
∈
                      (3.14) 
 
After conversion we have: 
 
                                 
1
22
11
               ( )
      ( ) 0 ..... ( ) 0
                    ( ) 0......  ( ) 0            
                   
m
rr
min f x
subject to h x h x
gx z gx z
xX
==
+= +=
∈
           (3.15) 
 
 The quadratic penalty function applied to the converted problem involves an 
unconstrained minimization of the form: 
 
2
,
r
22 2
j=1
   (,,, ) () () ()
2
                                 [ ( ) ] [ ( ) ]
2
T
p xz
jj j j j
p
m i n L xz f x hx hx
p
gx z gx z
λμ λ
μ
=+ + +
⎧ ⎫ ++ + ⎨ ⎬
⎩⎭ ∑
           (3.16) 
  
The minimization over z can be done in closed form for fixed x. 
 
                        (,, )  (,,, ) pp z Lx m i n Lx z λ μλ μ =   
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2
r
22 2
j=1
   (,,, ) () () ()
2
                                 [ ( ) ] [ ( ) ]
2 j
T
p z
jj j j j z
p
m i n L xz f x hx hx
p
min g x z g x z
λμ λ
μ
=+ + +
⎧ ⎫ ++ + ⎨ ⎬
⎩⎭ ∑
          (3.17) 
 
The minimization is only over last term and involves the quadratic term 
2
j z . 
Assume that
2
jj zu = . Then the minimum occurs either when uj = 0 or at the point 
where the derivative  [( ) ] jj j pg x u μ ++  is zero, so the solution will be: 
 
                         max 0, [ ( )]
j
jj ug x
p
μ ∗ ⎧⎫
=− + ⎨⎬
⎩⎭
                                                         (3.18) 
 
Substituting the above solution into problem (3.16) will give us the augmented 
Lagrangian function for problem (3.13).  
 
                     
{}
2
r
22
j=1
   (,, ) () () ()
2
1
                                 (max[0, ( )])
2
T
p
jj j
p
L x f x hx hx
pg x
p
λμ λ
μ μ
=+ + +
+− ∑
              (3.19) 
 
In summary, the quadratic penalty method for inequality and equality 
constrained problems (like problem (3.13)) will consist of a sequence of 
minimization problems of the form: 
 
     {}
2
r
22
j=1
   (, , ) () ( ) () ()
2
1
                                 (max[0, ( )]) ( )
2
                       
k
k
kk k T
p x
kk k
jj j k
p
min L x f x h x h x
pg x
p
subject to x X
λμ λ
μμ
=+ + +
+−
∈
∑                      (3.20) 
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where  { }
k λ is a sequence in   
m   ,{ }
k μ is a sequence in  
r    and  { }
k p  is a 
sequence of positive penalty parameters. 
The process of updating the multipliers is similar to the equality constrained 
case, using the following formulae: 
 
                                { }
1 max 0, ( )
kk k k k
jj j p gx μμ
+ =+                                            (3.21) 
                                
1 ()
kk k k p hx λλ
+ =+                                                                (3.22) 
 
where
k x is the solution from preceding sub-problem. 
 
3.2.3  Partial Elimination of Constraints 
In general we can eliminate all the constraints by means of a penalty and create 
the quadratic penalty function. But in some cases it is convenient to eliminate only 
part of the constraints. In our case, we will eliminate only the nonlinear resource 
constraints. After eliminating resource constraints, we are left with only precedence 
and bound constraints. These are relatively easy to incorporate in the sub-problem 
solution. 
Partially augmented Lagrangians have been used successfully in several 
contexts. A good example is the case of short-term hydrothermal electric power 
generation   (Mijangos, 2004). In that case, the problem is minimizing a nonlinear 
function with respect to network constraints and some nonlinear side constraints. 
After relaxing the nonlinear constraints, the remaining sub-problem then has linear 
network constraints, and can take advantage of very fast network algorithms. In the 
project scheduling case of interest here, the linear constraints are not quite as “nice” 
as pure network constraints, but we can still construct an effective solution method 
for the sub-problem.  
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The scheduling problem (after modifications) has the form: 
                      
                       Min    ( )               minus the probability of success fx  
                St.  ( ) 0             ( ) l g x precedence constraints linear ≤→   
                                 ( ) 0              ( ) nl g x resource constraints nonlinear ≤ →            (3.23) 
                                lb x ub ≤≤  
                                 
Assuming that there are r nonlinear resource constraints, the sub-problem will 
have the form: 
 
          
{}
r
22
,
j=1
1
   (, ) () ( m a x [ 0 , () ] ) ( )
2
                 ( ) 0
                              
k
kk k k
jn l j j k p x
l
min L x f x p g x
p
subject to g x
lb x ub
μμ μ =+ + −
≤
≤≤
∑
     (3.24) 
                                         
where  , () nl j gx  is the 
th j nonlinear constraint.  
 
3.3 Solving the Sub-problem 
The sub-problem is a nonlinear optimization over a convex set (defined by the 
linear precedence constraints and bounds on variables). The sub-problem can be 
written as: 
 
                                
             ( )
          1..
T
jj
min L x
subject to a x b j m ≤=
                                               (3.25) 
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Several methods for solving the sub-problem have been considered, including 
active set methods, gradient projection methods and conditional gradient methods. 
Each of these approaches yields an iterative procedure in which a sequence of simpler 
problems must be solved to converge to a solution of the sub-problem (3.25). Because 
the solution to the sub-problem itself is only one step in a larger iterative process of 
solving problem (P1), a method that can be implemented quite simply is very 
attractive. 
Active set methods are similar to gradient projection methods, but they use a 
different way to obtain a feasible descent direction.  The gradient is projected on a 
linear manifold of the active constraints rather than the entire constraint set. 
Significant computational effort is expended to find the active constraints at each 
solution, so this method is most appropriate for problems with a relatively small 
number of constraints. Appendix A contains a more complete description of this 
approach. 
Active set methods proceed by solving a series of quadratic programming 
problems on subspaces defined by the active constraints. At each iteration, the 
objective function is approximated using a quadratic function and the following 
problem is solved: 
 
                                 
1
             ( )
2
         ( )
kT T k
k
min L x d d H d
subject to d S x
∇+
∈
                                         (3.26) 
 
where subspace S(.) defined by active constraints A(.). 
 
           (){ 0 , () }
kT k
j Sx dad j Ax == ∈                              (3.27) 
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                   () { , 1 . .}
T
jj Ax jax b j m == =                                             (3.28) 
  
The quadratic function in (3.26) requires the Hessian of the function L(x), and 
in the application of interest here, that’s where a problem arises. In the sub-problem 
(3.24) 
 
{}
r
22
,
j=1
1
 (, ) () ( m a x [ 0 , () ] ) ( )
2
k
kk k k
jn l j j k p Lx f x p g x
p
μμ μ =+ + − ∑                         (3.29) 
 
is continuously differentiable in x if  , () nl j gx  is continuously differentiable. However, 
the Hessian matrix is discontinuous for all x such that , ()
j
nl j k gx
p
μ
=− . To see this, 
assume that there is only one nonlinear constraint, so that we can summarize the first 
two derivatives of  () , k
k
p Lx μ  as follows: 
 
22
11 1
2
2 2 2
2
11 22
11
1
 ( , ) ( ) {(max{0, ( )}) ( ) }
2
 (, ) () ()
max{0, ( )}*
() () (, ) () ( ( ) ) ( ) 0 ()
0( ) 0
k
k
k
kk k k
k p
k
p kk
k kk kk
p
kk
Lx f x p g x
p
Lx fx gx
pgx
xx x
gx gx Lx pp g x p g x fx
xx
xx
pgx
μμ μ
δμ δδ
μ
δδ δ
δ μ μμ
δ
μ
=+ + −
=+ +
⎧ ∂ ∂ + ++ > ∂ ⎪ =+ ∂ ⎨
∂∂ ⎪ +≤ ⎩
  (3.30) 
 
It is obvious in the third line that the second derivative is not continuous 
around the point where  , ()
j
nl j k gx
p
μ
=− . This property makes it hard to solve the sub-
problem with any method that uses the second derivatives of  ( , ) k
k
p Lx μ .   
The conditional gradient method is a feasible descent direction method for 
nonlinear optimization over a convex set that only uses the gradient of the objective 
function. This method is known by different names in various parts of the literature,  
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including the Frank-Wolfe algorithm and the convex-combinations method. The fact 
that it uses only the gradient of the objective function makes it attractive for the 
current problem. 
Generally, feasible descent direction methods start with a feasible point 
k x , 
and then move to another feasible point while satisfying the descent condition, 
() ( )0
kT k k Lx x x ∇− < . The most straightforward way to generate a feasible direction is 
to solve the problem: 
 
                                      
argmin     ( ) ( )
. .              x    X          ( )
kk T k
T
jj
xL x x x
st a x b
=∇ −
∈≤
                                  (3.31) 
 
and then move to a new solution given by: 
 
                                          
1 ()
kk k k k x xx x α
+ =+ −                                                  (3.32) 
 
The method works very effectively when the problem (3.31) is easy to solve. It 
is easy to show (Bertsekas, 1999) that the conditional gradient method converges to a 
solution of (3.25), but the rate of convergence may not be fast. In our case, because we 
are using this method as an “inner” iterative procedure within an “outer” iterative 
procedure, it is sufficient to obtain approximate solutions to (3.24) and this can be 
accomplished with only a few iterations of the conditional gradient algorithm. 
The step size at iteration k, denoted α
k, is found by solving a one-dimensional 
search problem: 
 
                                   
()     ( )
                            [0,1]
kk k k k f xd m i n f x d αα
α
+= +
∈
                                       (3.33) 
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A golden section method can be used to solve the line search. 
 
3.4 Applying the Conditional Gradient Method to Problem 3.24 
To apply the conditional gradient method to sub-problem (3.24) from the 
partially augmented Lagrangian function, we need to have the gradient of the objective 
function, an initial point, and the bounds on variables. In problem (P1), the objective 
function is the product of the success probabilities for all the tasks in the project. For 
computational convenience, we will use the logarithm of the original objective 
function. Because the logarithm function is monotonically increasing, this doesn’t 
affect the optimization, but it has the advantage of converting the objective function to 
a summation of the logarithms of the success probabilities for all the tasks.  
Computing the gradient is a very crucial point in the algorithm, because it must 
be done many times. For the function  ( ) , k
k
p Lx μ  in (3.24), the gradient can be 
computed analytically, and this speeds the algorithm.  The details of computing the 
gradient vector are described in Appendix B.  
An initial point in problem (3.24) is a feasible schedule for the project. It is 
straightforward to find a feasible schedule using the minimum durations for all tasks. 
Feasibility is determined by the precedence constraints, so a forward algorithm can be 
used to generate a feasible schedule. The forward algorithm starts at time zero (source 
node start time) and by considering the precedence relationship, it generates the start 
times for immediate successor tasks. Then, it moves on to the closest finish time and 
again generates start times for succeeding tasks while considering the precedence 
constraints. When the finish node is scheduled, the process is complete. If the start 
time for the finish node exceeds T, we know there is no feasible schedule because we 
have used the minimum possible duration for all tasks. In this case, T must be 
increased to make the problem feasible. Any feasible value (i.e., between the lower  
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and upper bounds) can be used for the resource multipliers because they don’t affect 
feasibility of (3.24). They only affect the objective function value. 
 
3.5 Summary of Computational Procedure 
In this chapter, a partially augmented Lagrangian approach is described to 
solve Problem (P1).  After taking the logarithm of the objective function of (P1) and 
then augmenting all the resource constraints to the objective function, the new 
optimization problem is the following: 
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1 ..., , 1 , , − = ≤ ≤ N i s s s up i i low i        ( 3 . 3 5 )  
N sT ≤          ( 3 . 3 6 )  
N j P i d s s j i i j ..., , 2 = ∈ ∀ + ≥       ( 3 . 3 7 )  
1 ..., , 1 , , − = ≤ ≤ N i c c c up i i low i        ( 3 . 3 8 )  
1 ..., , 1
0 − = ≥ N i d d i i         ( 3 . 3 9 )  
                   
where  mk μ  are the Lagrange multipliers, p is the penalty coefficient, and: 
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The quantities  4 1 ..., , imk imk ν ν  in (3.40) are given by: 
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The constraints in this problem are all linear, and all but (3.37) are simple 
bounds. 
The solution to this problem is obtained via an algorithm that can be 
summarized as follows: 
Step 0: Initialization 
Set the iteration counter ℓ = 0; set  0 p (initial penalty) to a small non-zero value 
(approximately in the range between 10
-10 and 10-12, depending on the size of the 
problem); and set the initial values of the Lagrange multipliers, 
0 μ , to zero. 
Find an initial solution (c
0, s
0 and d
0) by applying the forward scheduling algorithm to 
the project network using minimum task durations. 
Step 1: Solve the Sub-Problem with the conditional gradient method 
Set ℓ ← ℓ + 1; Use the conditional gradient algorithm to solve problem (3.24), 
with the understanding that μand p in (3.24) refer to the values from iteration ℓ – 1. 
This results in optimum values for c
ℓ,  d
ℓ and s
ℓ in the sub-problem. Check for 
convergence. If converged, stop; otherwise, go to Step 2. 
Step 2: Update the penalty coefficient and the Lagrange multipliers: 
 
1 − =
l l p p γ                           (3.41) 
 
[ ] { } mk mk mk mk R g p − + =
− l l l l 1 , 0 max μ μ                     (3.42) 
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where  γ  is a constant greater than 1.0 (1.8 has been used in the experiments here), 
and 
l
mk g  is the value of (3.40) evaluated at the solution given by c
ℓ, d
ℓ and s
ℓ. Then go 
to Step 1. 
We will refer to this algorithm as the PAL Algorithm, because it is based on 
partially augmented Lagrangians. In Chapter 4, we present the results of applying the 
PAL algorithm to a variety of sample problems, to test its computational performance. 
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4.  COMPUTATIONAL TESTING OF THE ALGORITHM 
 
 
 
4.1 Overview of the Computational Testing 
The optimization problem (P1), with which the algorithmic development in 
Chapter 3 is concerned, is restated here for clarity. For computational convenience, we 
operate with the logarithm of the original objective function, and to make the problem 
align with the standard form described in the development of the partially augmented 
Lagrangian, we minimize the negative of the log-function: 
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1 ..., , 1 , , − = ≤ ≤ N i s s s up i i low i                                            (4.3) 
N sT ≤                                   (4.4) 
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1 ..., , 1 , , − = ≤ ≤ N i c c c up i i low i                                            (4.6) 
1 ..., , 1
0 − = ≥ N i d d i i                                              (4.7) 
                    
where the quantities  4 1 ..., , imk imk ν ν  in (4.2) are given by: 
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This problem has three variables per task. The constraints (4.3), (4.4), (4.6) and 
(4.7) are simple bounds. The number of resource constraints in (4.2) depends on how 
the overall time interval [0, T] is divided into subintervals for resource availability for 
each resource, and thus might vary considerably from one instance of the problem to 
another. The number of precedence constraints (4.5) is also problem-dependent, but 
most tasks in a typical project network will have between 1 and 3 predecessors, and an 
average value of 2 is likely to be approximately correct. For example, the project 
network problem library PSPLIB (Kolisch and Sprecher, 1996), a large library of 
problem instances for testing project scheduling algorithms, uses 1 and 3 as the lower 
and upper limits for predecessors per task. 
Thus, a project with 30 tasks, using 5 different resources, and with availability 
defined over 5 subintervals in the allowable project duration, would have 90 variables 
and approximately 85 constraints, in addition to the bounds. For a problem of this size, 
we might anticipate that a commercial nonlinear programming (NLP) solver would be 
able to obtain a solution in a reasonable amount of computational time, and the 
development of a specialized algorithm, like the partially augmented Lagrangian 
(PAL) algorithm in Chapter 3, may be unnecessary. 
However, for larger projects, using a general purpose NLP solver is likely not 
to be successful. For example, a 90 task problem with 5 resources and 10 availability 
subintervals, would have 270 variables and approximately 230 constraints. If the 
resource availability is defined over finer intervals, say 20 instead of 10, the number of  
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constraints increases to approximately 280. Problems of this size are likely to 
challenge general-purpose NLP algorithms. 
In experiments described in this chapter, tests have been conducted on a set of 
six project networks ranging from 29 tasks to 90 tasks, using 4-5 resource types. A 
widely used commercial NLP solver (NPSOL, available from the Stanford 
Optimization Laboratory) has been used to benchmark the PAL algorithm developed 
in Chapter 3. For two small test problems (29 and 32 tasks) with a small number of 
resource availability intervals (3 in each case), NPSOL finds solutions, although it 
requires slightly longer computation time than the PAL algorithm (by 10-30%, 
depending on the problem). For a 37-task problem with 14 resource availability 
intervals, NPSOL cannot find a solution, but the PAL algorithm solves the problem in 
approximately 103 seconds on a Pentium desktop PC. For the larger test problems (60 
tasks and 90 tasks), NPSOL cannot find a solution, but the PAL algorithm finds 
solutions in approximately 2 minutes on the same desktop PC. 
The first of the six test problems is a 29-task project taken from Xu, et al. 
(2005). The project includes five different resources. The data in Xu, et al. (2005) for 
this example includes nominal means and variances for task duration, as well as the 
sensitivity of those quantities to changes in resources on the tasks. It was designed as 
an example for a formulation like the one used by Vaziri, et al. (2005), and it also 
provides an effective test case for the problem (P1) formulation. 
The second test problem is a 37-task, five resource example adapted from 
Golenko-Ginsburg and Gonik (1998). This was designed as an example for testing a 
stochastic scheduling algorithm that allows duration to vary with resource allocation. 
The mechanism used by Golenko-Ginsburg and Gonik (1998) to adjust the duration 
characteristics of the tasks as resource allocation is changed is very different from the  
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mechanism postulated here, so some conversion of the original data to a format 
suitable for use in the current formulation is necessary. 
The last four test problems are all adapted from PSPLIB (Kolisch and 
Sprecher, 1996), a large library of project scheduling problems (more than 2000 
instances) created using an automated problem generator. All the problems in PSPLIB 
are deterministic and are designed as test problems for deterministic resource-
constrained project scheduling algorithms. Exact solutions for minimizing makespan 
under deterministic conditions are available for some of the PSPLIB problems 
(including the four chosen for adaptation here). None of these problems contain 
information on potential changes in task duration as a function of resource allocation. 
For our testing, we have picked four specific problems from this library – one 
30-task problem, two 60-task problems, and one 90-task problem. The data for each 
has been augmented to include uncertainty in the task durations and elasticities for 
changes in resource allocation to tasks. The PSPLIB test cases chosen all use four 
resources, but in different patterns. 
Overall, this set of six test problems allows exploration of several interesting 
dimensions of problem solution. First, there are problems of sizes varying from 29 
tasks to 90 tasks, allowing testing of the solution algorithm on problems of varying 
size. Second, the three test problems of about 30 tasks are of different character. Two 
are from real examples in different settings, and one is machine-generated. This gives 
us an opportunity to learn whether the structure of the project network affects solution 
time and quality for problems of similar size. Third, the two 60-task problems have 
different resource use patterns; in one of them, each task uses only a single resource 
(of four different available resources); in the other, each task uses all four resources (in 
varying amounts). This provides an opportunity to see whether resource usage patterns 
make the problem easier or harder to solve.  
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4.2 General Problem Set-up 
Several aspects of data set-up (or adaptation) are common for all the test 
problems considered. These common elements are described below, followed by 
individual sections for each test problem that describe the experiments thoroughly.  
 
4.2.1  Activity-on-Node Format 
All the test problems except the Golenko-Ginzburg and Gonik (1998) example 
(hereafter referred to as the GGG problem) were originally in activity-on-node (AON) 
format. The GGG problem was converted from activity-on-arc format. In addition, 
start and end nodes (both with zero duration and no resource requirements) were 
added where necessary. 
 
4.2.2  Specifying Shifted Weibull Duration Distributions 
All the tasks are assumed to have durations specified by a shifted Weibull 
distribution. This implies the need to have three parameters for each task: 
0
0,, ii d α β , 
representing the minimum duration, the nominal scale parameter and the shape 
parameter, respectively. For five of the six test problems (all except the GGG 
problem), we set 
0
i d  to be 10% of the mean task duration. For the GGG problem, a 
special procedure (explained in Section 4.4) was used to specify 
0
i d . If the mean and 
standard deviation of task duration (μi and σi) and the minimum duration (
0
i d ) are 
specified, we can find the scale and shape parameters for the Weibull distribution. We 
know that:     
 
00 1
() 1 Ed d α μ
β
⎛⎞
=+ Γ + = ⎜⎟
⎝⎠
                        (4.8)  
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2
0 21
11 σα
ββ
⎧⎫ ⎛⎞⎛⎞
=Γ + − Γ + ⎨⎬ ⎜⎟⎜⎟
⎝⎠⎝⎠ ⎩⎭
                       (4.9) 
 
If we define  
1
1 x
β
=+  and substitute into (4.8) and (4.9) we obtain: 
 
  ()
00 () Ed d x α μ =+ Γ =                        (4.10) 
  () ( ) {}
2 0 21 xx σα =Γ − − Γ                                            (4.11) 
These two simultaneous equations can be solved for α
0 and x. This was 
accomplished using MATLAB. 
 
4.2.3  Lower and Upper Bounds on Variables 
Lower and upper bounds for starts times, durations and resource multipliers 
have to be computed before running the algorithm. To calculate bounds for the task 
start times, an “earliest start time” procedure (i.e., as used in the Critical Path Method) 
was used, assuming the minimum durations for all tasks (
0
i d ). This provides lower 
bounds for starting times. Then a “latest finish time” procedure (assuming project 
completion at time T) was run (again using the minimum task durations), providing 
upper bounds for start times, by subtracting the minimum task duration from its latest 
finish time. 
The conceptual lower bound on task duration is 
0
i d , but for computational 
purposes we want to use a slightly larger value  Δ +
0
i d ,  to avoid the possibility of 
trying to compute the logarithm of 0 in equation (4.1). In the computational 
experiments in this chapter, we have generally set  Δ +
0
i d  to be 20% of the nominal 
mean duration for task i. This bound has not been binding in any solution obtained 
(and is generally unlikely to be so), so the specific value used is not critical. For the  
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upper bounds on task durations, we used the difference of earliest start time and latest 
finish time of a task, as computed in setting the bounds on start times. 
The lower and upper bounds on resource multipliers are set quite wide [.01, 
100] in all examples except the GGG problem. The lower bound is not set to zero, 
because that would imply the task is never completed. For the GGG test problem, the 
lower and upper bounds on the resource multipliers have been set more tightly to be 
consistent with the original data. 
 
4.2.4  Resource Consumption 
For the resource consumption constraints, we need  ik A  for each task. Also  mk R  
needs to be computed for each combination of interval and resource.  ik A  is computed 
as the product of the mean task duration and the per-period resource consumption 
from the deterministic problem data.  mk R  is computed as the product of the length of 
interval m times the available resource k in that interval. 
 
4.2.5  Initial Values for Lagrange Multipliers and Penalty Coefficients 
In all instances the initial values of the Lagrange multipliers are zero. The 
initial penalty coefficients are set to very small non-negative numbers (on the order of 
10
-12). 
 
4.3 Product Development Project 
This example is from the paper by Xu, et al. (2005) and deals with product 
development in the automotive industry, specifically what is referred to as product 
concept evaluation.  The evaluation process can be viewed as a screening mechanism 
that provides sufficient opportunity to assess whether a concept is likely to be viable  
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before too much time and resources are consumed.  Because each concept is different 
from what has been done before, there is considerable uncertainty in the duration and 
resource consumption of the tasks. 
The project structure is shown in Figure 4-1. There are 29 actual tasks, plus 
start and end tasks. The limiting resources in the project are people with different 
skills, grouped into five categories: 
1.  analysis 
2.  vehicle concept engineering (VCE) 
3.  computer integrated engineering (CIE) 
4.  computer aided design/simulation (CAD/SIM) 
5.  computer aided engineering (CAE).  
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The elasticity of the duration scale parameter with respect to resource changes 
is assumed to be -0.1 for all tasks except 28 and 30, which are deterministic tasks that 
require no resources. In the original problem data, individual resources were assumed 
to be independently variable on a given task, and separate elasticities were specified 
for each resource for the mean and variance of task duration. For use in the current 
formulation, a single aggregate value of elasticity has been assumed. 
The due date is assumed to be 240 days, and resource consumption is 
measured over three time intervals of length 80 days each. This is a relatively “coarse” 
specification of the resource restrictions. Further experiments to explore the effects of 
changing that characteristic of the problem are described in Chapter 5. 
The initial penalty was set at 10
-12 and it was multiplied by 1.8 in each 
iteration. The number of iterations for the sub problem (the conditional gradient 
procedure) in the PAL algorithm was set at 30.  
In this project, tasks 28 and 30 are deterministic and require no resources. For 
these two tasks, the upper and lower bounds on duration are set to the deterministic 
duration of the task. 
The input data for the test problem is shown in detail in Tables 4-1 and 4-2. 
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Table 4-1: Input data for product development example, part 1. 
tasks mean stdev beta alpha0 A1 A2 A3 A4 A5
1 0 0 . 0 0 0 . 0 0 0 . 0 0 00000
2 5.6 1.48 3.79 5.58 10.08 1.68 0 0 5.6
3 13 4.30 2.96 13.11 5.85 0 0 0 25.35
4 1 . 80 . 3 2 5 . 9 5 1 . 7 5 3 . 0 0 6 0000
5 13 1.87 7.39 12.47 3.25 9.75 19.5 0 9.75
6 13 1.87 7.39 12.47 13 0 13 1.95 14.3
7 18 2.45 7.84 17.22 0 0 0 18 0
8 7.4 0.63 12.84 6.93 1.85 22.2 3.108 0 6.142
9 20 4.30 4.77 19.66 0 11.4 0 0 28.6
10 21 8.03 2.52 21.30 0 59.43 27.93 0 0
11 6 1.22 5.05 5.88 0 10.8 0 0 0
12 12 1.22 10.65 11.32 0 36 9 0 0
13 17 3.08 5.75 16.53 0 0 17 0 0
14 17 3.08 5.75 16.53 0 0 36.89 2.21 0
15 20 7.48 2.58 20.27 0 0 61 0 0
16 1 82 . 4 5 7 . 8 4 1 7 . 2 2 0000 1 8
17 6 1 . 2 2 5 . 0 5 5 . 8 8 00066
18 22.8 6.42 3.54 22.79 0 0 0 22.8 0
19 7 1 . 8 7 3 . 7 6 6 . 9 8 7000 1 2 . 6
20 39 6.12 6.72 37.60 19.11 168.09 53.82 0 33.15
21 30 2.45 13.46 28.06 1.5 0 30 0 30
22 21 2.45 9.24 19.93 0 0 0 23.94 0
23 1 . 80 . 4 5 4 . 0 7 1 . 7 9 1 . 8 0000
24 2 . 40 . 3 2 8 . 1 2 2 . 2 9 2 . 4 0000
25 19 3.08 6.49 18.35 0 19 0 0 0
26 1 . 80 . 4 5 4 . 0 7 1 . 7 9 1 . 8 0000
27 22 3.74 6.17 21.31 0 0 0 76.56 0
28 0 . 1 7 0 . 0 0 1 . 0 0 1 . 0 0 00000
29 1 31 . 9 7 7 . 3 6 1 2 . 5 0 1 3 0000
30 0 . 70 . 0 0 1 . 0 0 1 . 0 0 00000
31 0 0 0000000  
mean: Average duration for each task, stdev: standard deviation of task duration 
beta: shape factor, alpha0: nominal scale factor,  
Ai: nominal requirement for resource i 
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Table 4-2:  Input data for product development example, part 2. 
tasks lbs ubs  d0 lbd ubd lbc ubc sini dini cini
1 000 0 000000
2 0 3.83 0.56 1.12 9.43 0.01 100 0 5 30
3 0.56 9.43 1.3 2.6 21.87 0.01 100 5 10 30
4 1.86 33.63 0.18 0.36 33.57 0.01 100 15 5 30
5 1.86 22.43 1.3 2.6 33.57 0.01 100 15 12 30
6 3.16 35.43 1.3 2.6 45.27 0.01 100 27 12 30
7 0 30.43 1.8 3.6 48.43 0.01 100 0 30 30
8 4.46 48.43 0.74 1.48 51.37 0.01 100 39 8 30
9 5.2 55.83 2 4 70.63 0.01 100 47 20 30
10 5.2 60.83 2.1 4.2 76.63 0.01 100 47 20 30
11 7.2 75.83 0.6 1.2 74.63 0.01 100 67 6 30
12 7.8 81.83 1.2 2.4 86.03 0.01 100 73 12 30
13 4.46 76.83 1.7 3.4 89.37 0.01 100 39 30 30
14 9 96.83 1.7 3.4 104.83 0.01 100 85 15 30
15 9 93.83 2 4 104.83 0.01 100 85 15 30
16 11 113.83 1.8 3.6 120.83 0.01 100 100 17 30
17 10.7 132.83 0.6 1.2 128.13 0.01 100 100 20 30
18 1.8 109.03 2.28 4.56 130.03 0.01 100 30 80 30
19 12.8 131.83 0.7 1.4 126.03 0.01 100 117 6 30
20 13.5 138.83 3.9 7.8 164.33 0.01 100 123 36 30
21 17.4 177.83 3 6 190.43 0.01 100 159 29 30
22 12.8 186.83 2.1 4.2 195.03 0.01 100 117 70 30
23 20.4 225.03 0.18 0.36 206.43 0.01 100 188 10 30
24 20.4 237.6 0.24 0.48 219.6 0.01 100 188 7 30
25 20.4 207.83 1.9 3.8 206.43 0.01 100 188 20 30
26 20.4 238.2 0.18 0.36 219.6 0.01 100 188 7 30
27 20.4 218 2.2 4.4 219.6 0.01 100 188 20 30
28 22.3 226.83 0.17 0.17 0.17 1 1 208 0.17 1
29 22.47 227 1.3 2.6 217.53 0.01 100 208.17 12 30
30 22.47 239.3 0.7 0.7 0.7 1 1 208.17 0.7 1
31 240 240 240  
lbs: lower bound of start times, ubs: upper bound of start times, d0: minimum 
duration, 
lbd: lower bound of duration, ubd: upper bound of duration, 
lbc: lower bound of resource multipliers, ubs: upper bound of resource multipliers, 
sini: initial start times, dini: initial durations, cini: initial resource multipliers 
 
4.3.1  Computational Results 
For this test problem, both NPSOL and the PAL algorithm are successful in 
finding a solution. Table 4-3 summarizes the final objective function values obtained 
and the computational time required. We note that for the 240-day project duration 
allowed, the probability of successful completion of all tasks is quite low, indicating 
that resources are tightly constraining the project.  
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Table 4-3:  Objective function and computation times for solution methods on 
product development project.  
Solution Method  Objective Value 
P(success) 
Computation Time     
(sec) 
PAL Algorithm  .025518  98.73 
NPSOL .024895  126.45 
 
Tables 4-4 and 4-5 show the details of the solution found by the PAL 
algorithm, and Tables 4-6 and 4-7 show parallel information for the solution found by 
NPSOL.  The solutions from the two algorithms (task start times, durations and 
resource multipliers) are essentially identical, with differences occurring in the third or 
fourth significant digit. 
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Table 4-4:  Solution for task start times, durations and resulting probabilities of 
successful completion from PAL algorithm for product development example. 
task LowerS S UpperS p s-initial d0 LowerD d UpperD d-initial
1 0001000000
2 0 0.000416 3.83 0.87109 0 0.56 1.12 6.5898 9.43 5
3 0.56 6.5897 9.43 0.47434 5 1.3 2.6 12.425 21.87 10
4 1.86 26.815 33.63 1 15 0.18 0.36 5.0202 33.57 5
5 1.86 19.013 22.43 0.86374 15 1.3 2.6 13.544 33.57 12
6 3.16 32.555 35.43 0.85805 27 1.3 2.6 13.859 45.27 12
7 0 0.44426 30.43 1 0 1.8 3.6 28.745 48.43 30
8 4.46 46.41 48.43 0.97511 39 0.74 1.48 7.7861 51.37 8
9 5.2 54.191 55.83 0.61141 47 2 4 20.821 70.63 20
10 5.2 54.196 60.83 0.83561 47 2.1 4.2 27.069 76.63 20
11 7.2 75.006 75.83 0.94614 67 0.6 1.2 6.2603 74.63 6
12 7.8 81.259 81.83 0.94108 73 1.2 2.4 12.16 86.03 12
13 4.46 46.413 76.83 1 39 1.7 3.4 42.467 89.37 30
14 9 93.411 96.83 0.905 85 1.7 3.4 19.695 104.83 15
15 9 93.411 93.83 0.53573 85 2 4 19.695 104.83 15
16 11 113.1 113.83 0.84434 100 1.8 3.6 17.687 120.83 17
17 10.7 115.92 132.83 1 100 0.6 1.2 20.411 128.13 20
18 1.8 30.385 109.03 1 30 2.28 4.56 80.04 130.03 80
19 12.8 130.77 131.83 0.85027 117 0.7 1.4 8.0503 126.03 6
20 13.5 138.81 138.83 0.58589 123 3.9 7.8 39.01 164.33 36
21 17.4 177.81 177.83 0.97522 159 3 6 29.594 190.43 29
22 12.8 143.43 186.83 1 117 2.1 4.2 58.576 195.03 70
23 20.4 210.58 225.03 1 188 0.18 0.36 14.544 206.43 10
24 20.4 229.96 237.6 1 188 0.24 0.48 10.028 219.6 7
25 20.4 207.38 207.83 0.96235 188 1.9 3.8 19.369 206.43 20
26 20.4 229.15 238.2 1 188 0.18 0.36 10.841 219.6 7
27 20.4 207.38 218 1 188 2.2 4.4 32.614 219.6 20
28 22.3 226.73 226.83 1 208 0.17 0.17 0.17 0.17 0.17
29 22.47 226.9 227 0.98155 208.17 1.3 2.6 13.098 217.53 12
30 22.47 233.94 239.3 1 208.17 0.7 0.7 0.7 0.7 0.7
31 240 240 240 0.025518 240  
LowerS: lower bound of start time, S: start time, UpperS: Upper bound of start time, 
p: probability of success, s-initial: initial start time, d0: minimum duration, 
LowerD: lower bound of duration, d: duration, UpperD: upper bound of duration, 
d-initial: initial duration  
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Table 4-5: Resource multipliers and resource constraints in the PAL algorithm 
solution for product development example. 
task LowerC c UpperC C-initial constraint LHS RHS available cState Lagrange
1 0000 1 146.645 160 2 0 0
2 0.01 3.0342 100 30 2 316.2112 320 4 0 0
3 0.01 1.1635 100 30 3 150.099 240 3 0 0
4 0.01 22.476 100 30 4 176.164 240 3 0 0
5 0.01 3.0636 100 30 5 160.9223 160 2 2 0.0071
6 0.01 2.3107 100 30 6 39.89 160 2 0 0
7 0.01 9.3692 100 30 7 320.033 320 4 2 0.00098
8 0.01 2.3537 100 30 8 241.259 240 3 2 0.0022
9 0.01 1.3729 100 30 9 14.78 240 3 0 0
10 0.01 2.1264 100 30 10 159.7418 160 2 2 0.003
11 0.01 12.163 100 30 11 160.2651 160 2 2 0.00044
12 0.01 3.6806 100 30 12 320.8527 320 4 2 0.00041
13 0.01 0.020879 100 30 13 176.008 240 3 0 0
14 0.01 1.8963 100 30 14 240.7857 240 3 2 0.0001
15 0.01 1.3942 100 30 15 160.4132 160 2 2 0.00091
16 0.01 4.94 100 30
17 0.01 0.020879 100 30
18 0.01 1.1778 100 30
19 0.01 3.2653 100 30
20 0.01 1.6459 100 30
21 0.01 4.5181 100 30
22 0.01 0.020879 100 30
23 0.01 0.020879 100 30
24 0.01 0.020879 100 30
25 0.01 10.218 100 30
26 0.01 0.020881 100 30
27 0.01 3.438 100 30
28 0.01 1 100 1
29 0.01 11.702 100 30
30 0.01 1 100 1
31  
LowerC: lower bound of resource multiplier, c: resource multiplier, 
UpperC: Upper bound of resource multiplier, c-initial: initial resource multiplier,  
LHS: left hand side of resource constraint, RHS: right hand side of resource constraint 
Available: available resources, cState: state of constraint, Lagrange: Lagrange 
multiplier 
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Table 4-6: Solution for task start times, durations and resulting probabilities of 
successful completion from NPSOL algorithm for product development example. 
task LowerS S UpperS p s-initial d0 LowerD d UpperD d-initial
1 0001000000
2 0 0 3.83 0.8723 0 0.56 1.12 6.5991 9.43 5
3 0.56 6.5991 9.43 0.47612 5 1.3 2.6 12.455 21.87 10
4 1.86 26.879 33.63 1 15 0.18 0.36 5.0002 33.57 5
5 1.86 19.054 22.43 0.86432 15 1.3 2.6 13.551 33.57 12
6 3.16 32.605 35.43 0.8589 27 1.3 2.6 13.869 45.27 12
7 0 0.44239 30.43 1 0 1.8 3.6 28.777 48.43 30
8 4.46 46.474 48.43 0.97181 39 0.74 1.48 7.7703 51.37 8
9 5.2 54.245 55.83 0.60995 47 2 4 20.819 70.63 20
10 5.2 54.245 60.83 0.83519 47 2.1 4.2 27.067 76.63 20
11 7.2 75.064 75.83 0.94435 67 0.6 1.2 6.248 74.63 6
12 7.8 81.312 81.83 0.93969 73 1.2 2.4 12.154 86.03 12
13 4.46 46.474 76.83 1 39 1.7 3.4 42.467 89.37 30
14 9 93.466 96.83 0.90561 85 1.7 3.4 19.714 104.83 15
15 9 93.466 93.83 0.53599 85 2 4 19.714 104.83 15
16 11 113.18 113.83 0.83611 100 1.8 3.6 17.633 120.83 17
17 10.7 116.01 132.83 1 100 0.6 1.2 20.387 128.13 20
18 1.8 30.375 109.03 1 30 2.28 4.56 80.053 130.03 80
19 12.8 130.81 131.83 0.84512 117 0.7 1.4 8.0174 126.03 6
20 13.5 138.83 138.83 0.58364 123 3.9 7.8 39 164.33 36
21 17.4 177.83 177.83 0.97426 159 3 6 29.579 190.43 29
22 12.8 143.45 186.83 1 117 2.1 4.2 58.574 195.03 70
23 20.4 210.61 225.03 1 188 0.18 0.36 14.524 206.43 10
24 20.4 230.03 237.6 1 188 0.24 0.48 9.9688 219.6 7
25 20.4 207.41 207.83 0.96113 188 1.9 3.8 19.344 206.43 20
26 20.4 229.22 238.2 1 188 0.18 0.36 10.783 219.6 7
27 20.4 207.41 218 1 188 2.2 4.4 32.591 219.6 20
28 22.3 226.75 226.83 1 208 0.17 0.17 0.17 0.17 0.17
29 22.47 226.92 227 0.98052 208.17 1.3 2.6 13.077 217.53 12
30 22.47 233.97 239.3 1 208.17 0.7 0.7 0.7 0.7 0.7
31 240 240 240 0.024895 240  
LowerS: lower bound of start time, S: start time, UpperS: Upper bound of start time, 
p: probability of success, s-initial: initial start time, d0: minimum duration, 
LowerD: lower bound of duration, d: duration, UpperD: upper bound of duration, 
d-initial: initial duration  
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Table 4-7: Resource multipliers and resource constraints in the NPSOL 
algorithm solution for product development example. 
task LowerC c UpperC C-initial constraint LHS RHS available cState Lagrange
1 000 0 1 146.302 160 2 0 0
2 0.01 3.0243 100 30 2 314.1899 320 4 0 0
3 0.01 1.153 100 30 3 149.291 240 3 0 0
4 0.01 22.473 100 30 4 175.96 240 3 0 0
5 0.01 3.0538 100 30 5 160 160 2 2 -0.0072219
6 0.01 2.3007 100 30 6 39.71 160 2 0 0
7 0.01 9.3672 100 30 7 319.7287 320 4 2 -0.000985
8 0.01 2.3437 100 30 8 239.8645 240 3 2 -0.0020344
9 0.01 1.3625 100 30 9 14.52 240 3 0 0
10 0.01 2.1162 100 30 10 159.1838 160 2 2 -0.0031302
11 0.01 12.157 100 30 11 160 160 2 2 -0.0004147
12 0.01 3.671 100 30 12 320 320 4 2 -0.0004396
13 0.01 0.01 100 30 13 175.51 240 3 0 0
14 0.01 1.886 100 30 14 239.8823 240 3 2 0
15 0.01 1.3838 100 30 15 160 160 2 2 -0.0009372
16 0.01 4.9309 100 30
17 0.01 0.01 100 30
18 0.01 1.1673 100 30
19 0.01 3.2556 100 30
20 0.01 1.6356 100 30
21 0.01 4.5088 100 30
22 0.01 0.01 100 30
23 0.01 0.01 100 30
24 0.01 0.01 100 30
25 0.01 10.209 100 30
26 0.01 0.01 100 30
27 0.01 3.4279 100 30
28 0.01 1 100 1
29 0.01 11.693 100 30
30 0.01 1 100 1
31  
LowerC: lower bound of resource multiplier, c: resource multiplier, 
UpperC: Upper bound of resource multiplier, c-initial: initial resource multiplier,  
LHS: left hand side of resource constraint, RHS: right hand side of resource constraint 
Available: available resources, cState: state of constraint, Lagrange: Lagrange 
multiplier 
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4.3.2  Solution Interpretation 
Overall, there are 10 tasks with probability of success of one (in addition to the 
dummy initial task, 1, and the two deterministic tasks, 28 and 30). These are tasks that, 
in a deterministic setting, would be considered “off the critical path.” That is, they are 
tasks that would be computed to have significant “float time” or “slack.” For example, 
consider task 4. It is in parallel with task 5. The nominal mean durations of the two 
tasks are 1.8 and 13 days, respectively. If the durations were treated deterministically 
(using mean values), task 5 would dictate the critical path through this part of the 
project network and task 4 would be computed to have 11.2 days of total float. 
In the stochastic view of project planning adopted here, the important thing is 
that a task like task 4 not reduce the overall probability of success for the project (i.e., 
we want its probability of success to be essentially 1). There are many combinations of 
start time, duration and resource multiplier that could accomplish that, particularly 
since task 4 uses only resource 1 (Analysis), which is not in short supply. The solution 
obtained, in which the start time of task 4 is 26.8, the allowable duration is 5 days, and 
the resource multiplier is 22.48, should simply be viewed as one of the possible ways 
of driving the probability of successful completion to 1. From a project management 
standpoint, the important implication is that sufficient resources need to be allocated to 
task 4, and it needs to be started early enough, to make sure that it doesn’t delay the 
start of task 6. 
Similar analysis and conclusions pertain to the other tasks whose success 
probability is 1 in the solution. In some of these cases (for example, task 7), the 
resource multiplier is very large, as it is for task 4. This reflects a situation where the 
resource required (resource 4 – CAD/SIM, for task 7) is not in short supply, and the 
implication is simply to make sure that the task is completed successfully and does not 
impede subsequent tasks (task 8 in the case of task 7). In other cases (for example,  
  62
tasks 13, 17, 22, etc.), the resource multiplier is very small. This generally indicates 
that at least one of the resources used by the task is in short supply and it is desirable 
to allocate that resource to other tasks. The schedule uses the float available to extend 
the allowable duration of the non-critical task and achieve the required probability of 
success that way. For example, task 13 has a nominal mean duration of 17 days, with a 
nominal standard deviation of just over 3 days. In the solution, the allowed duration 
for that task is 42.5 days. This is sufficient, even with greatly reduced resources 
allocated, to ensure completion. 
One of the important implications of this example is that it is not sufficient to 
simply look for large resource multipliers to indicate “important” tasks. Relatively 
“non-critical” tasks can also have large resource multipliers if the resource availability 
is not constraining. 
We can get a clearer picture of the potential problem areas in this project by 
looking at tasks whose probability of successful completion is small. In this case, tasks 
3, 9, 15 and 20 stand out. Tasks 3 and 9 are heavy users of resource 5 (CAE), and this 
resource is the most constrained of all the resources across the entire project (as 
indicated in Table 4-5). Furthermore, both tasks are on what would be the critical path 
through the network in a deterministic analysis. The solution has increased the 
resource allocation (multipliers above 1) to both tasks in an effort to increase their 
probabilities of successful completion, but the availability of resource 5 is constraining 
the solution. 
Task 15 is a heavy user of resource 3 (CIE) in the second of the three resource 
intervals. Task 15 has anticipated start time of 93.4 and allowable duration of 19.7, so 
it’s activity is all within the second interval (from time 80 to time 160). In Table 4-5, 
we see that resource 3 is a binding constraint in period 2 (i.e., constraint 8 in the table). 
Task 15 is in parallel with task 14, which is also a heavy user of resource 3. The  
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fundamental issue is that the available amount of resource 3 must be shared between 
these two parallel tasks in a way that maximizes the probability that they both finish 
within the allowable time. Neither one of these two tasks is clearly “more critical” 
than the other because both must be finished before task 16 can begin. This points out 
the second major problem area for the project manager – making sure the CIE people 
are assigned between tasks 14 and 15 to ensure that both finish within the allowable 
time. 
Task 20 is a heavy user of resource 2 (VCE), and is anticipated to occur partly 
in interval 2 and partly in interval 3 (start time 138.8 and duration 39). From Table 4-
5, we see that availability of resource 2 is constraining in both intervals 2 and 3 
(constraints 7 and 12). The resource multiplier for task 20 has been increased to 1.65 
to increase the likelihood of completing the task successfully, but the allowable 
duration (39 days) is only slightly above the expected time to complete the task with 
that resource multiplier. Task 12 is also a heavy user of resource 2 in interval 2, and 
with the large intervals (width 80 days) used in this experiment, tasks 12 and 20 are 
considered as competitors for that resource. Looking at the network diagram, however, 
we see that task 12 must be completed well before task 20 can begin, so this 
competition for resources isn’t real. This situation illustrates a potential problem of 
having long intervals for the resource availability constraints, and we will examine 
that issue more carefully in Chapter 5. 
  
4.4 GGG Project 
This example has been adapted from the paper by Golenko-Ginzburg and 
Gonik (1998). There are 37 tasks (including “end” task) and 5 resources in the project. 
The tasks vary in duration from 11 time units to 68 time units, but most are between 
20 and 45 time units. The original authors were not specific about the actual units of  
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time represented, but we will interpret them as hours for convenience of discussion. 
All tasks use all 5 resources, but in varying amounts. The project network is shown in 
Figure 4-2. 
Golenko-Ginzburg and Gonik (1998) specified the relationship between the 
resources allocated to a task and the uncertain task duration via a ratio of a fixed 
quantity of work to be done on the task, and an uncertain rate of progress (or “speed”) 
of doing the work: 
 
                                  ()
ii
ii
ii k i k
k
QQ
tr
va r
==
∑
      ( 4 . 1 2 )  
 
where ( ) ij ij tr is the uncertain duration of task i, Qi is the quantity of work that must be 
accomplished in task i, and νi is speed at which that work is performed. rik  is the 
amount of resource k allocated to task i and the aik values are random coefficients that 
create an uncertain speed. They further assume that the rik values are limited to integer 
units of each resource. They also define parameters  ik ϕ  as the change in expected 
duration of task i resulting from a one-unit change in allocation of resource k, given 
that all other resources are at their “nominal” values. 
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They estimate the mean and standard deviation of the duration for each task via 
a simulation, in which aik values are drawn from a pre-specified distribution and the 
resulting duration is calculated using (4.12). This simulation can be repeated for 
different resource allocations,  rik. 
  To adapt their test problem for use here, it is necessary to have, for each task i, 
estimates of the minimum task duration, 
0
i d , the Weibull distribution parameters, 
0
i α  
and  i β , the elasticity,  i ε , and the total effort required for each resource, Aik. At the set 
of “nominal” resource allocations to tasks (denoted  ik r ), using the simulation approach 
allows estimation of the mean duration (denoted  i t ) and the associated standard 
deviation.  The minimum duration 
0
i d , is estimated using the upper limit on resource 
allocation and the upper limits on the random coefficients, aik. Both of these limits are 
contained in the Golenko-Ginsburg and Gonik paper. Using the estimated minimum 
duration, and the nominal mean and standard deviation, we can estimate 
0
i α  and  i β . 
For the tasks in this example, the standard deviation is generally quite small (on the 
order of 2-5% of the mean duration, with a few tasks at about 10%). Thus, this 
example does not have large uncertainties. 
Using the nominal resource allocations and associated mean duration, we 
compute individual resource elasticity estimates as follows: 
 
..
ii k i k
ik ik
ik i i
dt r r
dr t t
εϕ == −         ( 4 . 1 3 )  
 
The aggregate elasticity for each task is then assumed to be the average of the 
five resource-specific values. The estimated elasticities for the tasks are all quite close 
to one another, with values of approximately -0.2.  
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The values of ik A  are difficult to infer from the data given by Golenko-
Ginzburg and Gonik (1998). We have estimated values that are consistent with the 
relative use of different resources by each task, and that yield a reasonable schedule in 
time horizon of T = 560 hours, which is near the average project duration found by 
Golenko-Ginzburg and Gonik (1998). An allowable time of 560 working hours 
corresponds to 14 normal 40-hour working weeks, and we use intervals of 40 hours 
(one week) for the resource availability. 
Golenko-Ginsburg and Gonik (1998) specified upper and lower limits on 
allocations of each resource to each task. These limits were quite narrow – generally 
about 10% above and below the nominal values. Thus, the problem, as they solved it, 
has a collection of relatively similar tasks, all using resources in similar ways, with 
small uncertainties in duration and narrow ranges in the ability to adjust resource 
allocations.  
The resource availabilities in the problem are quite severely constraining. If all 
tasks were assumed to have their average duration at nominal resource allocation and 
could be started at their earliest start times (i.e., no resource-induced delays), the 
project would have a completion time of 219 hours. The average project duration in 
Golenko-Ginsburg and Gonik’s simulation results (allowing resource reallocation) 
was approximately 560 hours, more than 2.5 times as long. 
The input data for the problem is listed in Tables 4-8 and 4-9. For the 
experiments with the PAL algorithm conducted here, the initial penalty was estimated 
at 10
-13 and it was multiplied by 1.1 in each iteration. The number of iterations for the 
sub-problem (the conditional gradient algorithm) was set to be 10. 
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Table 4-8:  Input data for the GGG project, part 1. 
tasks mean stdev beta alpha0 A1 A2 A3 A4 A5
1 50.47 3.02 4.638219 13.47951 620 580 1200 1600 3200
2 52.54 5.48 3.022975 16.99763 585 663 1287 1735.5 3159
3 29.62 1.33 5.399568 6.733944 450 600 975 1225 2050
4 37.57 2.00 4.490346 8.671973 608 704 1024 1600 2496
5 29.73 0.92 6.570302 5.541674 270 648 931.5 1566 2133
6 11.72 0.85 3.878976 3.274058 198 198 396 594 891
7 44.70 1.74 5.934718 9.586355 931 722 1292 2242 3192
8 14.14 1.25 3.952569 4.873928 294 240 372 576 1014
9 20.05 1.11 4.859086 5.160713 272 357 646 833 1360
10 33.85 1.01 6.844627 6.316312 570 690 1170 1560 2400
11 19.73 0.46 8.237232 3.349 380 342 760 1083 1482
12 28.98 0.92 6.510417 5.498987 468 364 897 1456 2054
13 38.13 2.04 4.462294 8.806542 464 896 1152 1920 2592
14 68.34 2.48 5.740528 13.28448 928 1508 1972 3538 4756
15 42.09 1.19 5.599104 6.215974 646 760 1292 2204 3192
16 30.20 1.64 4.258944 6.79416 494 494 858 1638 2158
17 47.81 3.57 3.483107 12.49832 819 819 1248 2396.55 3198
18 39.95 2.99 4.020909 11.83081 744 806 1069.5 1488 2418
19 39.28 0.58 10.90513 5.520409 455 857.5 1260 1820 2765
20 25.02 1.48 4.470273 6.400032 336 504 777 1144.5 1680
21 20.35 2.00 3.380663 6.812355 320 352 608 912 1376
22 17.47 0.56 6.402049 3.295218 336 288 608 944 1440
23 36.00 1.42 5.476451 7.322724 589 527 1193.5 1736 2728
24 34.19 1.59 4.882813 7.395745 493 464 1160 1580.5 2581
25 24.88 0.66 7.48503 4.453102 414 368 943 1219 2093
26 27.50 2.24 3.790751 8.432609 352 374 924 1188 1804
27 19.95 0.91 5.102041 4.415175 288 324 792 1062 1521
28 18.94 1.04 4.752852 4.758037 289 420.75 586.5 1020 1327.7
29 15.70 0.61 5.537099 3.15162 330 435 600 915 1185
30 32.34 1.82 4.92126 8.539602 594 810 1107 1404 2403
31 45.35 2.92 4.297379 12.19742 828 684 1512 1944 3276
32 24.84 1.30 4.945598 6.102049 420 441 819 1113 1701
33 31.33 1.88 4.597701 8.31025 598 572 832 1404 2236
34 28.09 3.17 2.97442 9.710165 462 504 724.5 1144.5 1827
35 46.54 2.28 4.621072 10.13077 897 936 1443 2028 3432
36 17.38 1.50 3.380663 5.106187 345 285 570 765 1350  
mean: Average duration for each task, stdev: standard deviation of task duration 
beta: shape factor, alpha0: nominal scale factor,  
Ai: nominal requirement for resource i 
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Table 4-9:  Input data for the GGG project, part 2. 
tasks lbs ubs  d0 lbd ubd lbc ubc sini dini cini
1 0 433 38 39 69.823 0.01 100 149 40 1
2 0 387 37 38 78.164 0.01 100 0 39 1
3 0 441 23 24 38.562 0.01 100 27 25 1
4 0 392 30 31 48.958 0.01 100 52 32 1
5 0 392 25 26 36.661 0.01 100 0 27 1
6 38 483 9 10 16.438 0.01 100 189 11 1
7 38 471 36 37 57.149 0.01 100 251 38 1
8 47 504 10 11 22.589 0.01 100 217 12 1
9 47 492 15 16 27.289 0.01 100 200 17 1
10 37 424 28 29 41.803 0.01 100 58 30 1
11 37 497 17 18 23.86 0.01 100 39 19 1
12 23 464 24 25 35.873 0.01 100 84 26 1
13 30 422 30 31 49.669 0.01 100 88 32 1
14 25 417 56 57 84.986 0.01 100 259 58 1
15 81 473 36 37 49.237 0.01 100 370 38 1
16 81 483 24 25 38.891 0.01 100 317 26 1
17 65 452 37 38 64.829 0.01 100 185 39 1
18 65 480 29 30 58.033 0.01 100 133 31 1
19 102 489 34 35 45.904 0.01 100 224 35 1
20 117 517 19 20 33.926 0.01 100 423 21 1
21 117 514 14 15 31.347 0.01 100 444 16 1
22 117 509 14 15 21.556 0.01 100 423 16 1
23 105 507 29 30 45.285 0.01 100 343 31 1
24 47 495 27 28 43.612 0.01 100 120 29 1
25 47 488 21 22 30.414 0.01 100 110 23 1
26 57 514 20 21 40.418 0.01 100 229 22 1
27 74 518 16 17 25.665 0.01 100 289 18 1
28 74 507 15 16 25.5 0.01 100 317 17 1
29 90 534 13 14 19.677 0.01 100 408 15 1
30 89 522 25 26 44.589 0.01 100 491 27 1
31 89 526 34 35 62.865 0.01 100 334 36 1
32 68 509 19 20 33.245 0.01 100 164 21 1
33 136 536 24 25 43.08 0.01 100 444 26 1
34 131 528 19 20 43.93 0.01 100 470 21 1
35 136 523 37 38 59.405 0.01 100 518 39 1
36 150 547 13 14 24.772 0.01 100 518 15 1
37 173 560 560  
lbs: lower bound of start times, ubs: upper bound of start times, d0: minimum 
duration, 
lbd: lower bound of duration, ubd: upper bound of duration, 
lbc: lower bound of resource multipliers, ubs: upper bound of resource multipliers, 
sini: initial start times, dini: initial durations, cini: initial resource multipliers  
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4.4.1  Computational Results 
For this test problem, NPSOL could not find a solution while the PAL 
algorithm was successful in finding a solution in just over 100 seconds. Table 4-10 
summarizes the final objective function values obtained and the computational time 
required. Tables 4-11 and 4-12 show the details of the solution found by the PAL 
algorithm. 
 
Table 4-10:  Objective function and computation times for solution methods on 
product development project.  
Solution Method  Objective Value 
P(success) 
Computation Time      
(sec) 
PAL Algorithm  0.37  103 
NPSOL N/A  N/A 
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Table 4-11:  Solution for task start times, durations and resulting probabilities of 
successful completion from PAL algorithm for GGG example. 
task LowerS S UpperS p s-initial d0 LowerD d UpperD d-initial
1 0 0 433 0.86525 149 38 39 53.257 69.823 40
2 0 0 387 0.9964 0 37 38 66.295 78.164 39
3 0 0 441 0.91041 27 23 24 30.736 38.562 25
4 0 94.63 392 0.95401 52 30 31 40.964 48.958 32
5 0 49.056 392 1 0 25 26 33.752 36.661 27
6 38 56.002 483 1 189 9 10 15.461 16.438 11
7 38 93.872 471 0.83231 251 36 37 46.413 57.149 38
8 47 115.91 504 1 217 10 11 20.716 22.589 12
9 47 81.612 492 0.9978 200 15 16 22.303 27.289 17
10 37 139.76 424 1 58 28 29 38.024 41.803 30
11 37 91.721 497 0.94219 39 17 18 20.742 23.86 19
12 23 45.93 464 0.8801 84 24 25 30.021 35.873 26
13 30 171.91 422 1 88 30 31 47.115 49.669 32
14 25 283.15 417 1 259 56 57 76.871 84.986 58
15 81 395.49 473 1 370 36 37 46.1 49.237 38
16 81 398.96 483 0.99999 317 24 25 36.125 38.891 26
17 65 226.48 452 0.99926 185 37 38 58.747 64.829 39
18 65 290.12 480 1 133 29 30 51.76 58.033 31
19 102 339.58 489 1 224 34 35 42.208 45.904 35
20 117 485.29 517 1 423 19 20 30.596 33.926 21
21 117 464.65 514 0.9999 444 14 15 26.791 31.347 16
22 117 466.8 509 1 423 14 15 19.898 21.556 16
23 105 461.87 507 1 343 29 30 40.816 45.285 31
24 47 111.72 495 0.98331 120 27 28 36.676 43.612 29
25 47 108.78 488 0.89524 110 21 22 25.879 30.414 23
26 57 169.19 514 0.92302 229 20 21 31.033 40.418 22
27 74 187.18 518 0.99999 289 16 17 23.03 25.665 18
28 74 149.75 507 1 317 15 16 23.381 25.5 17
29 90 342.86 534 1 408 13 14 18.219 19.677 15
30 89 368.81 522 1 491 25 26 40.423 44.589 27
31 89 331.13 526 0.99999 334 34 35 55.589 62.865 36
32 68 167.45 509 0.87908 164 19 20 26.219 33.245 21
33 136 522.16 536 0.99999 444 24 25 37.845 43.08 26
34 131 499.69 528 0.99953 470 19 20 37.847 43.93 21
35 136 505.5 523 1 518 37 38 54.496 59.405 39
36 150 537.69 547 0.99977 518 13 14 22.315 24.772 15
37 173 560 560 0.3677 560  
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Table 4-12: Resource multipliers and resource constraints in the PAL algorithm 
solution for GGG example. 
task LowerC c UpperC C-initial
1 0.01 1.1392 100 1
2 0.01 1.1449 100 1
3 0.01 1.1297 100 1
4 0.01 1.083 100 1
5 0.01 1.075 100 1
6 0.01 1.1462 100 1
7 0.01 1.0776 100 1
8 0.01 1.0821 100 1
9 0.01 1.137 100 1
10 0.01 1.0086 100 1
11 0.01 1.0851 100 1
12 0.01 1.132 100 1
13 0.01 0.92198 100 1
14 0.01 0.97338 100 1
15 0.01 0.98685 100 1
16 0.01 0.98908 100 1
17 0.01 1.068 100 1
18 0.01 0.96128 100 1
19 0.01 1.0367 100 1
20 0.01 1.0472 100 1
21 0.01 1.1375 100 1
22 0.01 1.2 100 1
23 0.01 1.0756 100 1
24 0.01 1.1044 100 1
25 0.01 1.0909 100 1
26 0.01 0.9033 100 1
27 0.01 1.0974 100 1
28 0.01 1.1402 100 1
29 0.01 0.94393 100 1
30 0.01 0.95983 100 1
31 0.01 1.0338 100 1
32 0.01 0.91892 100 1
33 0.01 1.1078 100 1
34 0.01 1.1139 100 1
35 0.01 1.1105 100 1
36 0.01 1.1481 100 1
 
 
4.4.2  Interpretation of the Solution 
Overall, there are 16 tasks with probability of success of one. These are tasks 
that, in a deterministic setting, would be considered “off the critical path.” These tasks 
are all assigned relatively long durations (much greater than their nominal mean 
values). Because time is not critical for these tasks the overall probability of success of 
the project is increased by allowing them ample time, but not necessarily by assigning 
more resources.   
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4.5 30-task Project from PSPLIB 
The third test problem is a machine-generated example (file j309_9) drawn from 
the problem library PSPLIB (Kolisch and Sprecher, 1996). The project has 30 real 
tasks, plus dummy start and end tasks. The project network is shown in Figure 4-3. 
There are four resources with availability limits of 12, 15, 15 and 16 units, 
respectively. Each real task requires at least 2 kinds of 
resources.
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Because the problems in PSPLIB are designed for testing algorithms for the 
deterministic RCPSP, there is no uncertainty information for the task durations. For 
the experiment here, the standard deviation of task duration has been assumed to be 
30% of the mean duration. This produces much more highly variable task durations 
than in the GGG project, for example. 
The PSPLIB problems are also specified with fixed task resource requirements. 
To create the opportunity for resource reallocation, we have assumed that the elasticity 
of the ￿-parameter in the Weibull distribution for all tasks is -0.1. 
The probability of success is measured over T = 48 time periods (referred to as 
days for convenience), divided into three 16-day intervals for resource use 
calculations. All of the input data is summarized in Tables 4-13 and 4-14. 
The initial penalty was set at 10
-14 and it was multiplied by 2.5 at each 
iteration. The number of iterations for the sub-problem (the conditional gradient 
algorithm) was set to be 30. 
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Table 4-13:  Input Data for 30-node problem from PSPLIB, part 1. 
t a s k s m e a n s t d e v b e t a a l p h a 0 A 1A 2A 3A 4
1 0 0 0.00 0.00 0 0 0 0
2 5 1.5 3.31 5.02 25 0 40 15
3 4 1.2 3.31 4.01 24 28 32 0
4 7 2.1 3.31 7.02 56 0 28 35
5 3 0 . 9 3 . 3 1 3 . 0 1 92 762 4
6 10 3 3.31 10.03 50 30 60 90
7 4 1 . 2 3 . 3 1 4 . 0 1 43 243 2
8 2 0.6 3.31 2.01 10 10 0 6
9 7 2.1 3.31 7.02 14 21 0 0
10 7 2.1 3.31 7.02 7 0 0 56
11 3 0.9 3.31 3.01 15 27 0 18
12 2 0.6 3.31 2.01 4 20 8 0
13 4 1.2 3.31 4.01 0 16 28 16
14 2 0.6 3.31 2.01 6 16 4 0
15 2 0.6 3.31 2.01 0 2 0 4
16 7 2.1 3.31 7.02 21 63 35 42
17 5 1.5 3.31 5.02 45 0 0 50
18 3 0.9 3.31 3.01 18 30 27 0
19 6 1.8 3.31 6.02 30 36 0 48
20 4 1.2 3.31 4.01 20 12 36 0
21 6 1.8 3.31 6.02 48 48 60 48
22 5 1 . 5 3 . 3 1 5 . 0 2 52 001 0
23 7 2.1 3.31 7.02 0 0 70 14
24 3 0.9 3.31 3.01 15 24 0 18
25 2 0.6 3.31 2.01 0 20 16 8
26 6 1.8 3.31 6.02 24 54 60 12
27 1 0.3 3.31 1.00 1 7 3 2
28 4 1.2 3.31 4.01 0 16 24 20
29 4 1.2 3.31 4.01 20 0 32 0
30 9 2.7 3.31 9.03 0 54 36 27
31 1 0.3 3.31 1.00 0 5 1 6
32  
mean: Average duration for each task, stdev: standard deviation of task duration 
beta: shape factor, alpha0: nominal scale factor,  
Ai: nominal requirement for resource i 
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Table 4-14:  Input Data for 30-node problem from PSPLIB, part 2. 
tasks lbs ubs  d0 lbd ubd lbc ubc sini dini cini
1 000 0 000000
2 0 44.5 0.5 1 45 0.01 10 9 6 1
3 0 45.8 0.4 0.8 46.2 0.01 10 24 5 1
4 0 44.3 0.7 1.4 45 0.01 10 6 8 1
5 0.7 45.7 0.3 0.6 45.3 0.01 10 20 6 1
6 0.5 45.4 1 2 45.9 0.01 10 15 11 1
7 0.7 45 0.4 0.8 44.7 0.01 10 14 5 1
8 1 47.4 0.2 0.4 46.6 0.01 10 41 3 1
9 0.5 45 0.7 1.4 45.2 0.01 10 16 7 1
10 1.1 45.4 0.7 1.4 45 0.01 10 19 8 1
11 0.4 46.2 0.3 0.6 46.1 0.01 10 29 4 1
12 1.5 46.4 0.2 0.4 45.1 0.01 10 26 4 1
13 1.2 46 0.4 0.8 45.2 0.01 10 26 5 1
14 1.6 46.4 0.2 0.4 45 0.01 10 31 3 1
15 1.7 46.6 0.2 0.4 45.1 0.01 10 30 4 1
16 0.7 46.5 0.7 1.4 46.5 0.01 10 33 7 1
17 0.7 45.5 0.5 1 45.3 0.01 10 22 6 1
18 1.8 46.1 0.3 0.6 44.6 0.01 10 27 4 1
19 1.6 46.9 0.6 1.2 45.9 0.01 10 34 7 1
20 1.2 45.7 0.4 0.8 44.9 0.01 10 23 5 1
21 1.2 46 0.6 1.2 45.4 0.01 10 28 6 1
22 1.6 46.1 0.5 1 45 0.01 10 28 6 1
23 2.1 46.4 0.7 1.4 45 0.01 10 31 7 1
24 1.9 46.8 0.3 0.6 45.2 0.01 10 34 4 1
25 2.2 47.7 0.2 0.4 45.7 0.01 10 41 5 1
26 2.1 46.6 0.6 1.2 45.1 0.01 10 34 6 1
27 2.8 47.5 0.1 0.2 44.8 0.01 10 41 3 1
28 2.7 47.2 0.4 0.8 44.9 0.01 10 40 4 1
29 3.1 47.6 0.4 0.8 44.9 0.01 10 44 4 1
30 2.8 47.1 0.9 1.8 45.2 0.01 10 38 10 1
31 2.4 47.9 0.1 0.2 45.6 0.01 10 46 2 1
32 3.7 48 48  
lbs: lower bound of start times, ubs: upper bound of start times, d0: minimum 
duration, 
lbd: lower bound of duration, ubd: upper bound of duration, 
lbc: lower bound of resource multipliers, ubs: upper bound of resource multipliers, 
sini: initial start times, dini: initial durations, cini: initial resource multipliers 
 
4.5.1  Computational Results 
Both the PAL algorithm and NPSOL achieve solutions to this test problem, 
and the solutions are similar. The NPSOL solution takes about 10% longer, but 
achieves a slightly higher objective function value, as shown in Table 4-15. 
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Table 4-15:  Computational results for 30-node problem from PSPLIB 
Result P(success)  Time  (sec) 
PAL Algorithm  0.43448  97.375 
NPSOL 0.45859  107.06 
 
Table 4-16 provides the details of the task start times, allowable durations and 
success probabilities obtained by the PAL algorithm. Table 4-17 provides the resource 
multipliers and the Lagrange multipliers. Tables 4-18 and 4-19 provide parallel 
information for the NPSOL solution. The two solutions are quite close (i.e., start times 
and durations for tasks are similar, the same resource limitations are binding, etc.), but 
the differences are somewhat larger than in the Product Development project example 
in section 4.3. 
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Table 4-16:  PAL algorithm results for task start times, durations and success 
probabilities in the 30-node test problem from PSPLIB. 
task LowerS S UpperS p s-initial d0 LowerD d UpperD d-initial
1 0000000000
2 0 0.16039 44.5 0.95757 9 0.5 1 7.1301 45 6
3 0 0.4277 45.8 0.99828 24 0.4 0.8 10.148 46.2 5
4 0 0.10692 44.3 0.88225 6 0.7 1.4 9.1395 45 8
5 0.7 9.3757 45.7 0.99809 20 0.3 0.6 7.0656 45.3 6
6 0.5 7.2905 45.4 0.97888 15 1 2 18.314 45.9 11
7 0.7 9.2465 45 0.9713 14 0.4 0.8 5.005 44.7 5
8 1 34.826 47.4 1 41 0.2 0.4 7.6409 46.6 3
9 0.5 7.3083 45 0.95991 16 0.7 1.4 8.8787 45.2 7
10 1.1 14.251 45.4 0.9403 19 0.7 1.4 8.5037 45 8
11 0.4 10.575 46.2 0.99867 29 0.3 0.6 8.131 46.1 4
12 1.5 25.605 46.4 0.99681 26 0.2 0.4 3.9332 45.1 4
13 1.2 16.715 46 0.99441 26 0.4 0.8 7.9187 45.2 5
14 1.6 24.634 46.4 0.99802 31 0.2 0.4 4.0138 45 3
15 1.7 29.538 46.6 0.99763 30 0.2 0.4 3.0987 45.1 4
16 0.7 19.099 46.5 0.99634 33 0.7 1.4 17.868 46.5 7
17 0.7 9.389 45.5 0.97955 22 0.5 1 8.9191 45.3 6
18 1.8 22.755 46.1 0.97522 27 0.3 0.6 4.4098 44.6 4
19 1.6 26.289 46.9 0.99801 34 0.6 1.2 13.823 45.9 7
20 1.2 16.187 45.7 0.97814 23 0.4 0.8 5.9176 44.9 5
21 1.2 18.327 46 0.9707 28 0.6 1.2 10.26 45.4 6
22 1.6 22.105 46.1 0.97549 28 0.5 1 6.5437 45 6
23 2.1 27.165 46.4 0.93229 31 0.7 1.4 9.8698 45 7
24 1.9 32.637 46.8 0.99469 34 0.3 0.6 4.3962 45.2 4
25 2.2 37.929 47.7 0.99999 41 0.2 0.4 6.4799 45.7 5
26 2.1 28.648 46.6 0.91944 34 0.6 1.2 8.3193 45.1 6
27 2.8 40.112 47.5 0.99968 41 0.1 0.2 2.3551 44.8 3
28 2.7 36.968 47.2 0.95497 40 0.4 0.8 5.4996 44.9 4
29 3.1 42.467 47.6 0.95195 44 0.4 0.8 5.5328 44.9 4
30 2.8 37.035 47.1 0.89514 38 0.9 1.8 10.965 45.2 10
31 2.4 44.409 47.9 0.99999 46 0.1 0.2 3.5911 45.6 2
32 3.7 48 48 0.43448 48  
LowerS: lower bound of start time, S: start time, UpperS: Upper bound of start time, 
p: probability of success, s-initial: initial start time, d0: minimum duration, 
LowerD: lower bound of duration, d: duration, UpperD: upper bound of duration, 
d-initial: initial duration  
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Table 4-17:  PAL algorithm results for resource multipliers and Lagrange 
multipliers in the 30-node problem from PSPLIB. 
task LowerC c UpperC C-initial constraint LHS RHS available cState Lagrange
1 0000 1 191.9697 192 12 2 0.0027427
2 0.01 1.4128 10 1 2 184.307 240 15 0 0
3 0.01 0.19436 10 1 3 125.29 240 15 0 0
4 0.01 1.2602 10 1 4 256.1043 256 16 2 0.0004076
5 0.01 0.27939 10 1 5 165.562 192 12 0 0
6 0.01 0.50326 10 1 6 239.9845 240 15 2 0.00074
7 0.01 3.4165 10 1 7 240.0145 240 15 2 0.00079
8 0.01 0.076429 10 1 8 256.0447 256 16 2 0.00075
9 0.01 2.7325 10 1 9 91.2 192 12 0 0
10 0.01 2.8293 10 1 10 240.0036 240 15 2 0.000259
11 0.01 0.14639 10 1 11 240.0327 240 15 2 0.0022
12 0.01 0.6319 10 1 12 160.683 256 16 0 0
13 0.01 0.52223 10 1
14 0.01 0.64014 10 1
15 0.01 2.4163 10 1
16 0.01 0.15544 10 1
17 0.01 0.58587 10 1
18 0.01 1.5224 10 1
19 0.01 0.31045 10 1
20 0.01 1.5471 10 1
21 0.01 0.6332 10 1
22 0.01 2.8598 10 1
23 0.01 1.1786 10 1
24 0.01 2.6206 10 1
25 0.01 0.12811 10 1
26 0.01 1.166 10 1
27 0.01 0.40899 10 1
28 0.01 1.6708 10 1
29 0.01 1.5664 10 1
30 0.01 1.9872 10 1
31 0.01 0.080326 10 1
32  
LowerC: lower bound of resource multiplier, c: resource multiplier, 
UpperC: Upper bound of resource multiplier, c-initial: initial resource multiplier,  
LHS: left hand side of resource constraint, RHS: right hand side of resource constraint 
Available: available resources, cState: state of constraint, Lagrange: Lagrange 
multiplier 
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Table 4-18: NPSOL result for task start times, durations and success 
probabilities for 30-node problem from PSPLIB 
task LowerS S UpperS p s-initial d0 LowerD d UpperD d-initial
1 0000000000
2 0 0 44.5 0.96032 9 0.5 1 7.1135 45 6
3 0 0 45.8 0.99818 24 0.4 0.8 10.733 46.2 5
4 0 0 44.3 0.88895 6 0.7 1.4 9.0882 45 8
5 0.7 9.0882 45.7 0.99793 20 0.3 0.6 7.0408 45.3 6
6 0.5 7.1135 45.4 0.97708 15 1 2 18.706 45.9 11
7 0.7 9.0882 45 0.97233 14 0.4 0.8 5.0447 44.7 5
8 1 31.08 47.4 1 41 0.2 0.4 11.341 46.6 3
9 0.5 7.1135 45 0.9631 16 0.7 1.4 9.0156 45.2 7
10 1.1 14.133 45.4 0.94563 19 0.7 1.4 8.5041 45 8
11 0.4 10.733 46.2 0.99867 29 0.3 0.6 8.0557 46.1 4
12 1.5 25.819 46.4 0.99672 26 0.2 0.4 3.888 45.1 4
13 1.2 16.129 46 0.99523 26 0.4 0.8 8.2136 45.2 5
14 1.6 24.343 46.4 0.99832 31 0.2 0.4 4.1847 45 3
15 1.7 29.707 46.6 0.99757 30 0.2 0.4 2.9613 45.1 4
16 0.7 18.789 46.5 0.99642 33 0.7 1.4 18.109 46.5 7
17 0.7 9.0882 45.5 0.9799 22 0.5 1 9.1273 45.3 6
18 1.8 22.637 46.1 0.97713 27 0.3 0.6 4.4316 44.6 4
19 1.6 24.343 46.9 0.99849 34 0.6 1.2 15.264 45.9 7
20 1.2 16.129 45.7 0.97915 23 0.4 0.8 5.8836 44.9 5
21 1.2 18.216 46 0.97259 28 0.6 1.2 10.312 45.4 6
22 1.6 22.013 46.1 0.97651 28 0.5 1 6.5147 45 6
23 2.1 27.069 46.4 0.93823 31 0.7 1.4 9.9437 45 7
24 1.9 32.668 46.8 0.99447 34 0.3 0.6 4.3439 45.2 4
25 2.2 37.012 47.7 0.9998 41 0.2 0.4 7.9486 45.7 5
26 2.1 28.527 46.6 0.92585 34 0.6 1.2 8.3707 45.1 6
27 2.8 39.606 47.5 0.99975 41 0.1 0.2 2.8152 44.8 3
28 2.7 36.898 47.2 0.95815 40 0.4 0.8 5.5234 44.9 4
29 3.1 42.421 47.6 0.95586 44 0.4 0.8 5.5785 44.9 4
30 2.8 37.012 47.1 0.90187 38 0.9 1.8 10.988 45.2 10
31 2.4 44.961 47.9 0.99993 46 0.1 0.2 3.039 45.6 2
32 3.7 48 48 0.45859 48  
LowerS: lower bound of start time, S: start time, UpperS: Upper bound of start time, 
p: probability of success, s-initial: initial start time, d0: minimum duration, 
LowerD: lower bound of duration, d: duration, UpperD: upper bound of duration, 
d-initial: initial duration  
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Table 4-19: NPSOL result for resource multipliers and Lagrange multipliers in 
the 30-node problem from PSPLIB. 
task LowerC c UpperC C-initial constraint LHS RHS available cState Lagrange
1 0000 1 192 192 12 2 -0.0024181
2 0.01 1.4766 10 1 2 177.69 240 15 0 0
3 0.01 0.14331 10 1 3 126.14 240 15 0 0
4 0.01 1.3534 10 1 4 256 256 16 2 -0.00032732
5 0.01 0.27879 10 1 5 163.94 192 12 0 0
6 0.01 0.43572 10 1 6 240 240 15 2 -0.00066396
7 0.01 3.3238 10 1 7 240 240 15 2 -0.00067608
8 0.01 0.01 10 1 8 256 256 16 2 -0.00067642
9 0.01 2.6137 10 1 9 89.73 192 12 0 0
10 0.01 2.9715 10 1 10 240 240 15 2 -0.0002589
11 0.01 0.15364 10 1 11 240 240 15 2 -0.0020859
12 0.01 0.66632 10 1 12 160.57 256 16 0 0
13 0.01 0.45084 10 1
14 0.01 0.53468 10 1
15 0.01 3.0588 10 1
16 0.01 0.14595 10 1
17 0.01 0.52202 10 1
18 0.01 1.5316 10 1
19 0.01 0.19744 10 1
20 0.01 1.6253 10 1
21 0.01 0.63399 10 1
22 0.01 2.9803 10 1
23 0.01 1.1911 10 1
24 0.01 2.7627 10 1
25 0.01 0.02967 10 1
26 0.01 1.1845 10 1
27 0.01 0.16908 10 1
28 0.01 1.691 10 1
29 0.01 1.5625 10 1
30 0.01 2.0536 10 1
31 0.01 0.14142 10 1
32  
LowerC: lower bound of resource multiplier, c: resource multiplier, 
UpperC: Upper bound of resource multiplier, c-initial: initial resource multiplier,  
LHS: left hand side of resource constraint, RHS: right hand side of resource constraint 
Available: available resources, cState: state of constraint, Lagrange: Lagrange 
multiplier 
As a supplementary experiment using this same test problem, we divided the 
48-day allowable project duration into 8 six-day intervals for resource availability, 
instead of three 16-day intervals. NPSOL could not solve this problem, but the PAL 
algorithm had no difficulty. This provides further information regarding the likely 
limits of the NPSOL code, in terms of problem size and complexity. For problems of  
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up to 30 tasks, with only a few (no more than 3 or 4) resource availability intervals on 
up to about 5 resources, NPSOL can provide good solutions in comparable time to the 
PAL algorithm. However, for larger problems (either more tasks or more finely 
divided resource availability intervals), the problem complexity is likely to exceed its 
capabilities. 
 
4.5.2  Solution Interpretation 
Using the deterministic task durations specified in PSPLIB, in the absence of 
resource limitations the critical path is the task sequence 1-4-7-10-18-23-30-32, with a 
duration of 37 days. With the resource availabilities given, the minimum project 
duration is 63 days, as reported in PSPLIB. Thus, for the deterministic version of the 
problem, with no opportunities for resource reallocation, the resource restrictions are 
relatively tight, forcing a 70% increase in project duration. 
In the stochastic version of the problem solved here, the tasks have significant 
variability in duration, and the elasticity of the α-parameter in the duration 
distributions is relatively small (-0.1). This combination of characteristics has two 
implications. First, the allowed duration on tasks will have to be significantly larger 
than the mean duration to achieve a high probability of completion. Second, 
withdrawing resources from tasks that are generally “off the critical path” causes a 
very modest increase in their expected duration, so it is possible to move resources 
toward the more critical tasks in a substantial way. 
  The solution shows these effects as a series of increased resource multipliers 
along two parallel paths in the network: 1-4-7-10-18-23-30-32 and 1-2-9-20-22-26-28-
29-32. The first of these is the deterministic critical path. The second is a near-critical 
second path (deterministic length: 35 days). The tasks on these two paths have  
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resource multipliers between 1.2 and 3.3, while the other tasks in the project have 
multipliers between 0.01 and 0.67. 
The net result is that all tasks have success probabilities of 0.89 or higher, and 
most are above 0.95. Resources 1 and 4 are binding in the first interval, and in the 
second interval resources 2, 3 and 4 are binding. In the last interval, resources 2 and 3 
are binding. 
 
4.6 Larger Test Problems from PSPLIB 
Three larger test problems have been selected from the PSPLIB library. Two 
have 60 tasks (files j601-1 and j6048-10) and one has 90 tasks (file j9048-10). All 
three problems have four resources. The two 60-task problems differ in the way tasks 
use resources. In one, which we will refer to as Test 60.1, each task uses only one of 
the four resources. In the other, which we will refer to as Test 60.2, all tasks use all 
four resources, but in varying amounts. This is also true for the 90-task problem. 
For all three problems, duration uncertainty has been created by assuming that 
the standard deviation of task duration is 30% of the mean value. The elasticity of the 
￿-parameter in the task duration distribution has been assumed to be -0.1 in all cases. 
Also in all three cases, the resource availability has been constrained over three 
intervals. In the two 60-task problems, the intervals are of length 15 and the value of T 
for the project is 45. In the 90-task problem, the intervals are of length 20, and T = 60. 
In all cases, we will refer to the time units as days, although this is not specified in 
PSPLIB. 
The details of the input files and outputs for these three problems are given in 
Appendix C. Here we will focus on the general characteristics of the solutions. 
NPSOL is unable to find a solution for any of the three problems. It terminates 
with an error message indicating it has been unable to construct all the necessary  
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derivatives. These problems have from 180 to 270 variables, and this size has 
apparently exceeded the capability of that solver. 
The PAL algorithm solves all three problems quite quickly. Problem 60.1 
requires 68 seconds, problem 60.2 requires 76 seconds, and problem 90 requires 130 
seconds. The difference in solution times for the two 60-task problems is an indication 
that the special structure of problem 60.1 (where each task uses only one resource) is 
slightly easier to solve than the more general structure of problem 60.2, but the 
difference is not great. It should be noted that the solution times for the two 60-task 
problems are smaller than the solution times for the smaller problems (29 to 37 tasks) 
described in the previous sections. This is an indication that the number of tasks alone 
is not a good predictor of the difficulty of the problem. 
 
4.7 Conclusions from the Testing 
Computational experiments with a series of test problems have provided 
significant insights into the ability of the PAL algorithm to solve problems with 
varying characteristics (size, patterns of resource use, etc.). On two of these problems, 
a standard commercial NLP solver is able to provide a benchmark for solution quality 
and computation time. For the larger and more complex problems, the standard NLP 
solver (NPSOL) is unable to find a solution. 
Across three problems of roughly comparable size (29 to 37 tasks, and 4 or 5 
resources), we have observed solution times of about 100 seconds. Each of these 
problems is relatively difficult. In each case, most tasks use several of the defined 
resources, and two or three of the resources are creating quite “tight” constraints. The 
degree of uncertainty in the task durations and the range of possible reallocations of 
resources are different across these three test problems, and the resulting solutions are 
thus quite different, but all have comparable difficulty and require similar computation  
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time. Two of these problems are “real” and one is machine generated. This difference 
does not have much effect on the solution time. 
In each of the three “small” test problems, the solution generated by the PAL 
algorithm leads to useful interpretations about how the project should be managed. 
The interpretations in the three test cases are different, because they are different 
problems with varying critical characteristics, but the solutions obtained by the PAL 
algorithm are useful in all cases. 
Two larger problems (60 tasks) are solved in smaller computation time (about 
70 seconds). One of these two projects has a special structure (all tasks use only one 
resource), and its solution is achieved somewhat faster, but the difference in 
computation time between the two problems is not large. However, the fact that these 
two problems are both solved faster than the three smaller problems indicates that 
number of tasks, in itself, is not a good predictor of problem difficulty. A 90-task 
problem requires 130 seconds for solution, but this is only 30% greater time than the 
30-task problems. 
It is clear that the PAL algorithm can solve a relatively wide range of problems 
in reasonable amounts of computation time on a desktop PC. The range of problems 
that are solvable is much larger than with a standard NLP solver, so the development 
of the PAL algorithm represents a significant advance. 
In the next chapter, we use the PAL algorithm to explore the effects of changes 
in the parameters of a single test problem on the nature of the solutions, and the 
resulting implications for managing the project effectively. 
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5.  PARAMETRIC SESITIVITY ANALYSIS 
 
 
 
5.1 Introduction 
This dissertation is based on taking a view of project scheduling that is quite 
different from the traditional RCPSP. In addition to assuming that tasks have uncertain 
durations and that allocations of resources to tasks can be changed in a way that results 
in changes to the probability distribution of task duration, the formulation also makes 
important assumptions about resource availability and the objective of the model. 
Resource availability is measured over some set of predefined intervals that 
correspond to work periods and is thus represented as an “area” (e.g., person-days of 
availability within a given week). The objective of the model is to allocate available 
resources among tasks in a way that maximizes the probability of successful project 
completion within an allowable time window, T. One of the explicit intentions of the 
model is to be able to create a tradeoff curve between the probability of successful 
project completion and the allowable time, T. Furthermore, we have approximated the 
probability of successful project completion by the product of the probabilities of 
successful completion of individual tasks within allowable durations determined by 
the scheduling model. 
The purpose of this chapter is to explore the implications of these model 
elements in the context of a single specific problem. We have chosen to focus on the 
30-task project from PSPLIB described in Chapter 4. The experiments in this chapter 
are focused on answering four specific questions:  
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1)  How does the probability of project success change as the allowable time 
changes, assuming that the additional time also implies additional resources 
over that time? 
2)  What would happen if the allowable time were changed, but with no change in 
total resource availability? That is, if the same total resources (e.g., person-
days) are made available with more people over a shorter time, or fewer people 
over a longer time, what are the implications for project scheduling and 
probability of success? 
3)  How does the length of the intervals over which resource availability is 
measured affect the computation of success probability, and the scheduling of 
tasks in the solution? 
4)  How does the computed probability of successful project completion within 
time T compare to the probability that would be estimated through simulation, 
given the project plan derived from the model solution? That is, how accurate 
is the estimate of the objective function given by the product of the individual 
task success probabilities? 
 
The following four sections take up these core questions, in turn. 
 
5.2 Sensitivity Analysis for the Due Date, T 
The due date, T, is a very important element of the model formulation. By 
allowing more time, we expect the probability of successful project completion to 
increase. The model constraint  T SN ≤  is always binding in the solutions, and thus we 
have an interest in tracing out the “shadow price” on this constraint – How does a 
change in T affect the objective function? This information is of significant value to 
the project manager.  
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In general, changing the allowable time also has implications for the resources 
available to the project. One interpretation is that the additional time brings with it 
additional resources. For example, suppose 5 people were assigned to the project over 
a 20-week duration. This would imply a total of 100 person-weeks of available 
resource for the project. If the allowable time were extended to 25 weeks, the same 
five people continue to be assigned, and the total resource available to the project 
increases to 125 person-weeks. Another interpretation is that the time extension is 
done without changing the total available resource level (i.e., the 100 person-weeks 
remains constant). The change from 20 weeks to 25 weeks in our example means that 
the number of people assigned to the project is decreased from 5 to 4, so the project 
manager has to choose between more people over a shorter time, or fewer over a 
longer time. 
In the experiments in this section, we assume the first interpretation – that is, 
the per-period resource availability is constant, so additional time implies additional 
resources. The second interpretation is adopted in the following section. 
For this first set of experiments, five-day intervals were used for measuring 
resource availability. The problem specifies that there are four resources, with 12, 15, 
15 and 16 units available, respectively, so in each five-day interval, we assume that the 
availability is 60, 75, 75 and 80, respectively. The experiments change the value of T 
in increments of five days, from 40 days to 60 days, by adding intervals with the same 
resources available in each interval. Table 5-1 summarizes the results for the 
probability of success for the project. 
The five experiments trace out important points on the cumulative distribution 
function for the project completion time. The average completion time is likely to be 
about 10 weeks (50 days). The distribution appears to be roughly symmetric, and the 
median is a little less than 50 days (i.e., about one-half of the time the project will be  
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completed in less than that time, and about one-half of the time it will take more). 
There is a very small probability of completing the project in  8 weeks (40 days), and a 
very high probability that it can be completed in 12 weeks (60 days). 
 
Table 5-1:  Probability of success as T changes, with resource availability 
constant in each interval. 
# of 
interval * 
length 
T (due 
date) 
Probability 
of Success 
Available resource in each interval 
8*5  40  0.005737  12*5 15*5 15*5 16*5 
9*5  45  0.11045 12*5 15*5 15*5 16*5 
10*5  50  0.54181 12*5 15*5 15*5 16*5 
11*5  55  0.87996 12*5 15*5 15*5 16*5 
12*5  60  0.97939 12*5 15*5 15*5 16*5 
 
5.3 Sensitivity Analysis for the Due Date, T, with Constant Total Resource 
Availability 
As a second set of experiments, the due date for the project was changed, but 
with the total resource availability over the course of the project remaining constant. 
The total level of resources was fixed at 480, 600, 600 and 640 unit-days, respectively 
for the four resources. This corresponds to 12, 15, 15 and 16 units available for the 
four resources over 40 days (the shortest period tested). As the allowable time, T, is 
increased, the resources available in each week are decreased, so that the total remains 
fixed. Table 5-2 summarizes the experiments and results. 
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Table 5-2:  Summary of experiments with constant total available resources. 
# of 
interval 
* length 
T (due 
date) 
Probability 
of Success 
Available resource in each interval 
8*5 40  0.005737 12*5  15*5  15*5  16*5 
9*5 45  0.097796  12*5*8/9  15*5*8/9  15*5*8/9  16*5/8/9 
10*5 50 0.38215  12*5*8/10 15*5*8/10  15*5*8/10  16*5/8/10 
11*5 55 0.73684  12*5*8/11 15*5*8/11  15*5*8/11  16*5/8/11 
12*5 60 0.91950  12*5*8/12 15*5*8/12  15*5*8/12  16*5/8/12 
 
In Table 5-2, we note that the probability of project success increases with 
more time available, even if the total resources do not increase, but the rate of increase 
is slower than in Table 5-1. The following graph (Figure 5-1) shows the comparative 
results. 
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Figure 5-1:  Probability of success for the project with changes in allowable time, 
under two different assumptions regarding resources available per period. 
 
At nine weeks allowed for the project, the differences are not great. The time is 
generally insufficient, regardless of whether additional resources are made available in 
the ninth week or not. At due dates of 10 or 11 weeks, however, there are significant 
differences between the two curves. The allowable duration is long enough that there 
is a relatively good chance to finish the project, and the effect of the additional 
resources is quite substantial. At duration 12 weeks, the difference narrows because 
even if the resources available each week are reduced, there is enough time to reach a 
relatively high confidence level of completing the project. 
This particular result should be viewed in the context of the assumed elasticity 
of the ￿-parameter of the task duration distributions (-0.1) for this problem. The 
elasticity is quite small, indicating that reducing resources to the tasks has only a small 
effect on increasing their expected durations. Thus, even with reduced resources 
available in each week of the project (and hence smaller resource multipliers on the 
probability of success vs. duedate 
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individual tasks), the durations are not extended very much. In a case where the 
elasticities were estimated to be much larger, the result might be different. 
 
5.4 Sensitivity of the Solution to Resource Interval Definition 
A third important issue with respect to interpretation of the model solutions is 
how those solutions might be affected by the definition of the intervals over which 
resource constraints are enforced. We saw in Section 4.3.2 (interpretation of the 
Product Development example solution) that two tasks may be considered competitors 
for the same resource, even though they cannot be active simultaneously, if the 
resource intervals are large and both tasks “fit” in the same interval. The converse of 
this problem can also occur. That is, the model solution may use more of a resource 
than is actually available over a portion of the interval, as long as that use is balanced 
by underutilization in the remainder of the interval. This may provide more apparent 
flexibility in scheduling tasks than is really present. 
With more intervals and shorter interval length, these problems can be reduced 
or eliminated, but at the expense of creating more constraints in the optimization. The 
key question address in a series of experiments is: How does the solution change as 
the number and length of the resource availability intervals change?  
In the 30-task problem from PSPLIB, the original experiments (reported in 
Chapter 4) used 3 intervals of 16 days each. For the experiments described here, the 
intervals were made increasingly detailed: 8 intervals of 6 days, 12 intervals of 4 days, 
24 intervals of 2 days, and 48 intervals of one day, keeping the value of T constant at 
48 days. Table 5-3 summarizes the changes in the success probability for the project as 
the interval size and number changes. 
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Table 5-3: Effects on computed probability of success for the project as resource 
intervals are adjusted. 
# of interval * 
length 
T (due 
date) 
Probability of 
Success 
Available resource in each 
interval 
3*16 48  0.43448  12*16 15*16  15*16  16*16 
8*6 48  0.34893  12*6  15*6  15*6  16*6 
12*4 48  0.34507  12*4  15*4  15*4  16*4 
24*2 48  0.32176  12*2  15*2  15*2  16*2 
48*1 48  0.09675  12*1  15*1  15*1  16*1 
 
The change in computed success probability between the first experiment and 
the second is significant, indicating that the very wide intervals used in the first 
experiment are producing an overly optimistic solution. Over the next factor-of-three 
change in interval length (from 6 days to 2 days) there is relatively little change in the 
solution, and then the reduction to one day produces a very significant change. 
As the intervals over which the resource constraints are applied become 
smaller, the model has less flexibility to adjust resource multipliers and task timing to 
take advantage of aggregated resources, and the solution shows a lower probability 
that all tasks will be completed on time. As the intervals considered become larger, the 
effect is one of aggregating resource constraints over time, and it is well-known that 
aggregating constraints in an optimization model generally expands the feasible 
region. These “looser” constraints typically allow a better objective function value, but 
the solution that produces that value may not really be implementable. 
The implication of this experiment is that it is likely to be important to use 
relatively small intervals for the resource constraints to get good solutions. This makes 
the creation of the PAL algorithm even more important because the use of small  
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intervals implies many constraints and the NPSOL algorithm fails to find solutions on 
even small problems when there are many small resource availability intervals. 
 
5.5 Evaluating Accuracy in the Objective Function Calculation 
Using the same 30-task project, and the start times, durations and resource 
multipliers resulting from using 48 one-day intervals for resources, we have a baseline 
schedule for the project. There are several possible ways to simulate how this baseline 
schedule might “play out” over time as the project unfolds, to estimate the probability 
that the project will actually be completed within the allowed time, T.  
A straightforward (although not necessarily the most accurate) way of 
simulating the process is to assume that the model solution provides only resource 
multipliers for the tasks. Given a task’s multiplier, the probability distribution of the 
task duration is determined. If samples are drawn for all task durations, and the 
resource requirements for the task are known (from the Aik, di and ci values), the 
project can be scheduled using a deterministic RCPSP algorithm, and the project 
makespan recorded for that sample. This can be repeated many times to create a 
distribution of makespan. 
The problem with this simple approach is that it is “anticipative.” That is, the 
schedule for the project is determined under the assumption that all task durations are 
known. Thus, the resulting makespan distribution will be optimistic – i.e., it is likely 
to underestimate the actual times required to complete the project. The implication is 
that such a simulation will likely overestimate the probability of completion within a 
given time, T. 
Because our objective here is simply to assess whether the product of the task 
success probabilities is reasonably accurate as an estimate of the overall project 
success probability, we have elected to use this simple simulation approach, despite its  
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weakness. If the result of the simulation supports a conclusion that the model 
calculation is “in the right ballpark,” it is likely to be worth considering (as future 
research) building a more accurate simulation to serve as the basis for benchmarking 
and improving the objective function calculation in the optimization. If the simulation 
results indicate that the model objective value is quite inaccurate, the effort to 
construct a more accurate simulation would have been unnecessary anyway. 
The deterministic RCPSP in each sample is solved using the genetic algorithm 
introduced by Hartmann (1998).  300 samples were used to create an estimate of the 
density function and a sample CDF for the project makespan. Figures 5-2 and 5-3 
show the resulting graphs. 
 
 
                
                Figure 5-2:  Probability density function of makespan based on 
simulation. 
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         Figure 5-3:  Sample cumulative distribution function of makespan based on 
simulation. 
 
About 2% of the samples have makespan less than 48 days. The objective function 
calculation in the optimization model was .097, so the objective function appears to be 
over-estimating the success probability (particularly since the simulation result is 
likely to be optimistic). Alternatively, we could say that the simulation indicates that a 
success probability of about 0.1 would be at 52-53 days, rather than at 48.  However, 
in answer to the question: “Is the objective function calculation in the right ballpark?” 
the response would be affirmative. Thus, it is likely that a more sophisticated 
simulation and further evaluation of adjusted computations in the objective function of 
the optimization is worthwhile as a topic for future research. 
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6.  CHAPTER SIX 
 
CONCLUSION 
This dissertation is based on taking a view of project scheduling with resource 
constraints that is quite different from most of the existing literature. Most of the 
existing literature focuses on a deterministic formulation in which tasks have known 
durations and fixed resource requirements. The formulation used here, which was 
originally proposed by Turnquist and Nozick (2004), makes several different basic 
assumptions: (1) tasks have uncertain durations and the time required for completion 
can be described by a real-valued random variable; (2) allocations of resources to tasks 
can be changed in a continuous (as opposed to discrete) way, and changes in those 
resource allocations result in changes to the probability distribution of task duration; 
(3) resource availability is measured over some set of predefined intervals that 
correspond to natural work periods (e.g., days, weeks or months) and is thus 
represented as an “area” (e.g., person-days of availability within a given week); and 
(4) the objective is to allocate available resources among tasks in a way that 
maximizes the probability of successful project completion within an allowable time 
window. 
This formulation can be expressed as a nonlinear optimization problem, which 
has been referred to as (P1) throughout this dissertation.  Turnquist and Nozick (2004) 
used a standard nonlinear programming solver to obtain a solution to a very small 
example problem as an illustration, but general purpose nonlinear programming codes 
do not appear to be effective for larger problem instances. One of the main 
contributions of this dissertation is creating a new method to solve problem (P1).   
This solution method uses a partially augmented Lagrangian function. The 
nonlinear constraints in problem (P1) are incorporated into the objective function with  
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Lagrange multipliers.  Then we are left with an optimization problem that has a 
nonlinear objective function and only linear constraints (precedence constraints and 
bounds).  We then need to solve this new optimization problem iteratively.  Having 
the resource multipliers and the penalty we can create the sub-problem. We then solve 
the sub-problem and use its solution to update the resource multipliers and penalty. 
This process is done iteratively until it converges to the solution.  The resulting 
algorithm is referred to as the PAL algorithm. 
The PAL algorithm has been tested on a selection of problems of varying 
characteristics and size, to analyze its performance and compare it with the 
commercial software NPSOL. On small problems (which NPSOL can also solve), the 
solutions and computation time of NPSOL and PAL are comparable. However, 
NPSOL is unable to solve problems larger than about 30 tasks with 5 resources and 3 
resource time intervals. For larger problems, the PAL method continues to work well 
but the general purpose NLP solver does not.    
The solutions to the series of test problems in Chapter 4 also provide useful 
information with implications for how the projects should be managed. For example, 
the solution to the Product Development example indicates that it is not sufficient to 
simply look for large resource multipliers to indicate “important” tasks. Relatively 
“non-critical” tasks can also have large resource multipliers if the resource availability 
is not constraining. 
The Product Development example also illustrates how we can look for tasks 
whose probability of successful completion is relatively small as an indication of areas 
of potential difficulty for the project manager. For example, tasks 3 and 9 are heavy 
users of resource 5 (CAE), and this resource is the most constrained of all the 
resources across the entire project. Furthermore, both tasks are on what would be the 
critical path through the network in a deterministic analysis. The solution has  
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increased the resource allocation (multipliers above 1) to both tasks in an effort to 
increase their probabilities of successful completion, but the availability of resource 5 
is constraining the solution. 
In the 30-task example from PSPLIB, we see a situation where the tasks have 
significant variability in duration, and the elasticity of the α parameter in the duration 
distributions is relatively small (-0.1). This combination of characteristics has two 
implications. First, the allowed duration on tasks will have to be significantly larger 
than the mean duration to achieve a high probability of completion. Second, 
withdrawing resources from tasks that are generally “off the critical path” causes a 
very modest increase in their expected duration, so it is possible to move resources 
toward the more critical tasks in a substantial way. 
The solution shows these effects as a series of increased resource multipliers 
along two parallel paths in the network: 1-4-7-10-18-23-30-32 and 1-2-9-20-22-26-28-
29-32. The first of these is the deterministic critical path. The second is a near-critical 
second path (deterministic length: 35 days). The tasks on these two paths have 
resource multipliers between 1.2 and 3.3, while the other tasks in the project have 
multipliers between 0.01 and 0.67. 
Further experiments on the same project network in Chapter 5 illustrate the use 
of the model to trace out the changes in the probability of successful project 
completion as the due date changes. This tradeoff analysis can be done under varying 
assumptions about the level of total resources made available to the project. 
The analysis in Chapter 5 also explored the effects of choosing different 
intervals for the imposition of resource constraints. By also simulating the project, we 
established that the solution obtained with the smallest intervals (one day) is the most 
accurate.  The implication of this finding is that using small resource intervals is 
important for accuracy in building the baseline schedule, and this implies that many  
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constraints are present in the model. The commercial NLP solver tested (NPSOL) was 
unable to find a solution to even relatively small problems (about 30 tasks) when large 
numbers of short resource intervals are used, so the development of the PAL algorithm 
takes on even greater importance as a practical tool.   
Comparison of the objective function value from the PAL solution with the 
estimated probability from simulation indicates that the calculation done in problem 
(P1) is a reasonable approximation, although probably somewhat optimistic. Further 
exploration of this issue, both in terms of improving the simulation and exploring 
potential alternative objective function calculations, is likely to be worthwhile as a part 
of additional research. 
It is worth mentioning that a formulation similar to (P1) might be applied to 
other types of problems. Although our focus has been on project scheduling, it may be 
possible to model other reliability problems with a similar formulation, and hence a 
similar solution approach.  For instance, we may look at the graph as a network of 
interconnected elements for which there exists a chance of failure. The probabilities of 
failure can be reduced by reinforcing the elements (tasks in our project notation).  In 
this context reinforcing, which reduces the probability of failure, is equivalent to 
increasing the duration for tasks in project scheduling or applying more resources, 
which in turn increases the probability of success for the tasks. Conceptually at least, 
this kind of analysis seems possible.  Of course, the linear precedence constraints 
might not be the same, and other aspects of the formulation might also change. 
However, this kind of network reliability analysis might have applications in several 
fields, and seems worthy of further thought. 
Some other potential directions for future research should also be mentioned. 
First, there may be an opportunity to combine the approach described in this 
dissertation with the sort of stochastic scheduling approach described by Golenko- 
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Ginzburg and Gonik (1998).  Their approach creates a strategy for operating the 
project through time, but needs a method of evaluating alternative actions at decision 
points. They propose a nonlinear knapsack problem for that purpose, but using the 
PAL algorithm to create a new baseline schedule for the remaining tasks in the project 
may be an effective alternative. 
There is also room for additional work on making the PAL algorithm itself 
more automated and robust. The experiments described here have demonstrated proof-
of-concept, but the implementation could certainly be improved. An automated way 
for selecting initial values for several problem parameters based on the structure of the 
problem, for example, would make it much easier to use the procedure. Improvements 
to the solution of the sub-problem (either improved implementation of the conditional 
gradient procedure or replacement by some other method) are also likely to lead to 
reduced computation time and code that is more robust. 
This dissertation has resolved the question of whether the formulation 
proposed by Turnquist and Nozick (2004) is computationally feasible as a way of 
viewing project scheduling and resource allocation under uncertainty. It is, and the 
PAL algorithm appears to be an effective way of solving the problem for realistic-
sized projects. This opens the door to additional investigation of the value of the 
model to project managers who face uncertainty and resource constraints as an 
everyday part of their jobs. 103 
APPENDIX A 
 
EXPLANATION OF THE ACTIVE SET METHOD 
 
  The goal is to solve the problem: 
 
                            
             ( )
            1..
T
jj
min L x
subject to a x b j m ≤=  
 
where we assume that every feasible point is regular. 
  First we define the set of indices of active constraints at each point x: 
 
                       () { , 1 . .}
T
jj Ax jax b j m == =  
 
  At each feasible point 
k x we try to find a feasible descent direction in the 
subspace:  
 
                        (){ 0 , () }
kT k
j Sx dad j Ax == ∈  
 
  It’s important to observe that a small move along the direction d does not 
change the set of active constraints. There are two possibilities: 
(A) A feasible descent direction   ( )
kk dS x ∈  can be found, in which case    
 
                          
1 kk k k x xd α
+ =+  
 
where 
k α  is obtained by any step size rule from the interval: 
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1 {0    }
kk k k x x d is feasible αα
+ >= +
 
 
  The Armijo rule may be used to select a step size. 
(B) No feasible descent direction can be found because 
k x  is stationary over the 
manifold  ()
kk x Sx + of active constraints. 
  In this case again there are two possibilities: either 
k x  is stationary over the 
entire set, in which case algorithm stops; or one of the active constraints will be 
dropped and a feasible descent direction belonging to the new active set subspace will 
be computed. 
  Let’s say we drop  j  . Then we need to find feasible descent direction in the 
subspace of:                               
                               (){ 0 , () , }
kT k
j Sx dad j Ax j j == ∈ ≠  
 
Two procedures are necessary. First, we need to compute a feasible descent direction 
in ( )
k Sx . Second, we need to figure out which active constraint to relax so as to get a 
feasible descent direction over the new set. 
  We can find a feasible descent direction by solving a quadratic programming 
problem: 
 
                                   
1
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2
         ( )
kT T k
k
min L x d d H d
subject to d S x
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 where
k x  is the point at iteration k and   ()
k L x ∇  is the gradient of objective function.  
k H  is a symmetric positive definite matrix.  
  The solution to this problem is: 
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k A is the matrix that has as rows the vectors  ,( )
k
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so 
k d  is a feasible descent direction and the iteration continues with  
 
                     
1 kk k k x xd α
+ =+      
 
α is obtained by some step size rule over the interval of 
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   Also we know that the feasible directions at 
k x  are the d vectors that     
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                            0    ( )
Tk
j ad for all j Ax ≤∈  
 
 so if       j 0   ( )
k all j A x μ ≥∈ then 
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() 0
k
kT T
jj
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meaning that for feasible directions d, 
k x is stationary. But if   0
k d =  and  
k x  is non-
stationary then there must exist   ()
k j Ax ∈  such that   0
j μ < .   
So let 
k
d  be the solution to the following quadratic program: 
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where  H  is a symmetric positive definite matrix. It can be shown easily (Bertsekas, 
1999) that 
k
d  is a feasible and a descent direction. So iteration k+1 takes the form: 
                                 
1 kk k k x xd α
+ =+  
 
Armijo Rule 
  The Armijo rule to find the next point can be explained as follows. 
  We first fix scalars  (0,1), (0,1) β σ ∈ ∈  and we set  ,   
k m k
k s m αβ =  is the 
first nonnegative integer m for which: 
 
                     ( ) ( ) ( )
kk m k m k T k Lx Lx d Lx d βσ β −+ ≥ − ∇  
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  In other words, the step sizes 1,
23 , , ... β ββ  are tried successively until the 
above inequality is satisfied for  k mm =  . 
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APPENDIX B 
 
Computing Derivatives for the Conditional Gradient Method 
 
  We use the following notation: 
 
s : starting times 
d : durations 
c : resource multipliers 
μ  :Lagrange multiplier 
p : penalty 
 
  The partially augmented Lagrangian function is: 
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  Because both the logarithmic functions and the gmk functions are separable by 
task, i, we illustrate the derivatives for a single task. 
  For fixed values of the Lagrange multipliers and the penalty coefficient, the 
gradient vector is: 
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  The partial derivatives with respect to s, d and c can be built up in pieces. Let’s 
assume that  ( )( )
() ()
12
34
11
(,, ) l n
2 11
imk imk
imk imk
vv
ik i
imk i i i vv
ee Aw c
ks c d
ee
⎡ ⎤ ++
= ⎢ ⎥
++ ⎢ ⎥ ⎣ ⎦
  so  
( , , ) 1,..., ; 1,..., mk imk i i i mk k
i
gk s c d R kK mM =− = = ∑
11 11
(,, )
[max(0, )] [max(0, )]
k k MM KK
mk imk i i i
mk mk mk mk
km km ii i
Lg k s c d
pg pg
ss s
μμ
== ==
⎧⎫ ⎧ ⎫ ∂∂ ∂
=+ = + ⎨⎬ ⎨ ⎬ ∂∂ ∂ ⎩⎭ ⎩ ⎭ ∑∑ ∑∑    (I)                            
11
11
1
.[ m a x ( 0 , ) ]
1( , , )
.[ m a x ( 0 , ) ]
k
k
M K
im k
mk mk
km ii i i
M K
ii m k i i i
mk mk
km ii i
Lf g
pg
dd f d
fk s c d
pg
df d
μ
μ
==
==
⎧⎫ ∂∂ ∂
=− + + ⎨⎬ ∂∂ ∂ ⎩⎭
⎧⎫ ∂∂
=− + + ⎨⎬ ∂∂ ⎩⎭
∑∑
∑∑
        ( I I )  
11
11
1
.[ m a x ( 0 , ) ]
1( , , )
.[ m a x ( 0 , ) ]
k
k
M K
im k
mk mk
km ii i i
M K
ii m k i i i
mk mk
km ii i
Lf g
pg
cc f c
fk s c d
pg
cf c
μ
μ
==
==
⎧⎫ ∂∂ ∂
=− + + ⎨⎬ ∂∂ ∂ ⎩⎭
⎧⎫ ∂∂
=− + + ⎨⎬ ∂∂ ⎩⎭
∑∑
∑∑
                                         (III) 
  
Now we need to compute:  
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where the partial derivatives of the ν terms are, respectively: 
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  By replacing the above terms we can find the result for  
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APPENDIX C 
 
Details of 60-Task and 90-Task Tests 
 
  Section 4.6 of the main text describes computational tests on three relatively 
large problems selected from the PSPLIB library. Two have 60 tasks (files j601-1 and 
j6048-10) and one has 90 tasks (file j9048-10). All three problems have four 
resources. The two 60-task problems differ in the way tasks use resources. In one, 
which we will refer to as Test 60.1, each task uses only one of the four resources. In 
the other, which we will refer to as Test 60.2, all tasks use all four resources, but in 
varying amounts. This is also true for the 90-task problem. 
  For all three problems, duration uncertainty has been created by assuming that 
the standard deviation of task duration is 30% of the mean value. The elasticity of the 
￿-parameter in the task duration distribution has been assumed to be -0.1 in all cases. 
  Also in all three cases, the resource availability has been constrained over three 
intervals. In the two 60-task problems, the intervals are of length 15 and the value of T 
for the project is 45. In the 90-task problem, the intervals are of length 20, and T = 60. 
In all cases, we will refer to the time units as days, although this is not specified in 
PSPLIB. 
  The details of the input files and outputs for these three problems are given 
below. 
Test Problem 60.1 
  The network for the project is shown in Figure C.1 and the input data follows 
in Tables C.1 and C.2.  
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Table C-1:  Input for test problem 60.1, part 1. 
tasks mean stdev beta alpha0 A1 A2 A3 A4
1 0 0 0 . 0 0 0 . 0 0 0000
2 8 2.4 3.31 8.03 80 0 0 0
3 1 0 . 3 3 . 3 1 1 . 0 0 0100
4 10 3 3.31 10.03 0 90 0 0
5 6 1.8 3.31 6.02 0 24 0 0
6 5 1 . 5 3 . 3 1 5 . 0 2 0005
7 8 2.4 3.31 8.03 80 0 0 0
8 9 2.7 3.31 9.03 0 0 54 0
9 1 0 . 3 3 . 3 1 1 . 0 0 0008
10 9 2.7 3.31 9.03 0 54 0 0
11 8 2.4 3.31 8.03 0 0 0 24
12 3 0.9 3.31 3.01 0 21 0 0
13 6 1.8 3.31 6.02 48 0 0 0
14 2 0 . 6 3 . 3 1 2 . 0 1 0002
15 5 1.5 3.31 5.02 0 0 0 45
16 1 0 . 3 3 . 3 1 1 . 0 0 6000
17 3 0 . 9 3 . 3 1 3 . 0 1 6000
18 10 3 3.31 10.03 0 0 20 0
19 9 2.7 3.31 9.03 63 0 0 0
20 1 0 . 3 3 . 3 1 1 . 0 0 5000
21 3 0.9 3.31 3.01 0 0 24 0
22 6 1.8 3.31 6.02 0 24 0 0
23 3 0.9 3.31 3.01 0 0 12 0
24 3 0.9 3.31 3.01 0 15 0 0
25 7 2 . 1 3 . 3 1 7 . 0 2 0070
26 6 1.8 3.31 6.02 54 0 0 0
27 10 3 3.31 10.03 0 70 0 0
28 9 2.7 3.31 9.03 27 0 0 0
29 8 2.4 3.31 8.03 0 0 24 0
30 4 1.2 3.31 4.01 0 0 28 0
31 3 0.9 3.31 3.01 18 0 0 0
32 3 0.9 3.31 3.01 0 0 0 12
33 6 1.8 3.31 6.02 0 42 0 0
34 1 0 . 3 3 . 3 1 1 . 0 0 0004
35 9 2 . 7 3 . 3 1 9 . 0 3 0090
36 9 2.7 3.31 9.03 81 0 0 0
37 1 0 . 3 3 . 3 1 1 . 0 0 0700
38 2 0.6 3.31 2.01 10 0 0 0
39 4 1 . 2 3 . 3 1 4 . 0 1 0040
40 9 2.7 3.31 9.03 0 0 0 45
41 10 3 3.31 10.03 0 0 0 10
42 8 2.4 3.31 8.03 0 0 0 72
43 4 1.2 3.31 4.01 0 0 24 0
44 3 0 . 9 3 . 3 1 3 . 0 1 0003
45 6 1.8 3.31 6.02 0 0 0 54
46 6 1.8 3.31 6.02 0 0 0 42
47 7 2.1 3.31 7.02 28 0 0 0
48 3 0.9 3.31 3.01 0 24 0 0
49 2 0 . 6 3 . 3 1 2 . 0 1 0400
50 10 3 3.31 10.03 0 0 70 0
51 4 1.2 3.31 4.01 0 20 0 0
52 2 0 . 6 3 . 3 1 2 . 0 1 4000
53 1 0 . 3 3 . 3 1 1 . 0 0 0100
54 4 1.2 3.31 4.01 0 0 24 0
55 10 3 3.31 10.03 0 0 0 70
56 8 2.4 3.31 8.03 0 0 24 0
57 6 1.8 3.31 6.02 0 24 0 0
58 10 3 3.31 10.03 0 0 90 0
59 3 0.9 3.31 3.01 0 0 0 21
60 10 3 3.31 10.03 0 30 0 0
61 1 0 . 3 3 . 3 1 1 . 0 0 0001
62 0 0 0 . 0 0 0 . 0 0 0000  
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Table C-2:  Input for test problem 60.1, part 2. 
tasks lbs ubs  d0 lbd ubd lbc ubc sini dini cini
1 0 0 0 0 0 0.01 100 0 0 0
2 0 39.6 0.8 1.6 40.4 0.01 100 0 4 1
3 0 39.6 0.1 0.2 39.7 0.01 100 0 1 1
4 0 37.3 1 2 38.3 0.01 100 0 5 1
5 0.8 41.7 0.6 1.2 41.5 0.01 100 4 3 1
6 1.4 42.4 0.5 1 41.5 0.01 100 7 3 1
7 0.1 42.5 0.8 1.6 43.2 0.01 100 1 4 1
8 1 38.3 0.9 1.8 38.2 0.01 100 5 5 1
9 1.9 39.2 0.1 0.2 37.4 0.01 100 10 1 1
10 0.8 40.4 0.9 1.8 40.5 0.01 100 4 5 1
11 1.7 41.3 0.8 1.6 40.4 0.01 100 9 4 1
12 1 42.3 0.3 0.6 41.6 0.01 100 5 2 1
13 2 39.3 0.6 1.2 37.9 0.01 100 11 3 1
14 0.1 39.7 0.2 0.4 39.8 0.01 100 1 2 1
15 0.8 41.9 0.5 1 41.6 0.01 100 4 3 1
16 1 43 0.1 0.2 42.1 0.01 100 5 1 1
17 1.9 42.9 0.3 0.6 41.3 0.01 100 10 2 1
18 2.6 39.9 1 2 38.3 0.01 100 14 5 1
19 0.3 40 0.9 1.8 40.6 0.01 100 3 5 1
20 1.9 42.5 0.1 0.2 40.7 0.01 100 10 1 1
21 1.3 43.3 0.3 0.6 42.3 0.01 100 7 2 1
22 1.4 42.3 0.6 1.2 41.5 0.01 100 7 3 1
23 0.9 43.3 0.3 0.6 42.7 0.01 100 5 2 1
24 1.4 42.5 0.3 0.6 41.4 0.01 100 7 2 1
25 1.3 42.4 0.7 1.4 41.8 0.01 100 7 4 1
26 2.5 42.1 0.6 1.2 40.2 0.01 100 13 3 1
27 2 42.6 1 2 41.6 0.01 100 11 5 1
28 3.6 40.9 0.9 1.8 38.2 0.01 100 19 5 1
29 0.1 41.7 0.8 1.6 42.4 0.01 100 1 4 1
30 3 43.7 0.4 0.8 41.1 0.01 100 16 3 1
31 2 42.9 0.3 0.6 41.2 0.01 100 11 2 1
32 2.2 43.8 0.3 0.6 41.9 0.01 100 12 2 1
33 3.6 43 0.6 1.2 40 0.01 100 19 3 1
34 0.3 43.5 0.1 0.2 43.3 0.01 100 3 1 1
35 2 40.2 0.9 1.8 39.1 0.01 100 11 5 1
36 2.9 41.1 0.9 1.8 39.1 0.01 100 16 5 1
37 2.5 43.6 0.1 0.2 41.2 0.01 100 13 1 1
38 1.9 43.7 0.2 0.4 42 0.01 100 10 2 1
39 4.2 43.6 0.4 0.8 39.8 0.01 100 22 3 1
40 2 43.1 0.9 1.8 42 0.01 100 11 5 1
41 0.9 42.5 1 2 42.6 0.01 100 5 5 1
42 3.8 42 0.8 1.6 39 0.01 100 21 4 1
43 2.3 43.2 0.4 0.8 41.3 0.01 100 13 3 1
44 2.5 43.6 0.3 0.6 41.4 0.01 100 13 2 1
45 1.7 43.4 0.6 1.2 42.3 0.01 100 9 3 1
46 1.9 43.5 0.6 1.2 42.2 0.01 100 10 3 1
47 4.5 41.8 0.7 1.4 38 0.01 100 24 4 1
48 4.6 42.8 0.3 0.6 38.5 0.01 100 25 2 1
49 3.1 43.8 0.2 0.4 40.9 0.01 100 16 2 1
50 2.8 43.9 1 2 42.1 0.01 100 15 5 1
51 3 43.6 0.4 0.8 41 0.01 100 16 3 1
52 5.2 42.5 0.2 0.4 37.5 0.01 100 28 2 1
53 4.6 44 0.1 0.2 39.5 0.01 100 25 1 1
54 5.4 42.7 0.4 0.8 37.7 0.01 100 30 3 1
55 5.8 43.1 1 2 38.3 0.01 100 33 5 1
56 4.7 44.1 0.8 1.6 40.2 0.01 100 26 4 1
57 6.8 44.1 0.6 1.2 37.9 0.01 100 38 3 1
58 2.7 43.7 1 2 42 0.01 100 16 5 1
59 7.4 44.7 0.3 0.6 37.6 0.01 100 41 2 1
60 3.4 44 1 2 41.6 0.01 100 19 5 1
61 5.5 44.9 0.1 0.2 39.5 0.01 100 30 1 1
62 45 45 45   
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  The output from the solution for problem 60.1 is detailed in Tables C.3 and 
C.4. 
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Table C-3:  Results for test problem 60.1 from PSPLIB, part 1. 
task LowerS S UpperS p s-initial d0 LowerD d UpperD d-initial
1 0 0 01000000
2 0 0 39.6 0.214 0 0.8 1.6 5.928 40.4 4
3 0 0 39.6 0.99107 0 0.1 0.2 1.5346 39.7 1
4 0 0 37.3 0.020364 0 1 2 4.155 38.3 5
5 0.8 5.928 41.7 0.74745 4 0.6 1.2 7.1392 41.5 3
6 1.4 13.067 42.4 0.95621 7 0.5 1 6.6925 41.5 3
7 0.1 1.5343 42.5 0.9982 1 0.8 1.6 16.869 43.2 4
8 1 4.1549 38.3 0.033671 5 0.9 1.8 4.0167 38.2 5
9 1.9 8.1717 39.2 0.87044 10 0.1 0.2 1.0634 37.4 1
10 0.8 5.928 40.4 0.58481 4 0.9 1.8 9.8142 40.5 5
11 1.7 15.742 41.3 0.67831 9 0.8 1.6 8.4121 40.4 4
12 1 4.1549 42.3 0.99724 5 0.3 0.6 6.2093 41.6 2
13 2 9.235 39.3 0.29762 11 0.6 1.2 4.773 37.9 3
14 0.1 1.5343 39.7 0.99403 1 0.2 0.4 2.9694 39.8 2
15 0.8 5.928 41.9 0.93305 4 0.5 1 6.9997 41.6 3
16 1 4.1549 43 1 5 0.1 0.2 6.2868 42.1 1
17 1.9 19.76 42.9 0.97548 10 0.3 0.6 4.8075 41.3 2
18 2.6 14.008 39.9 0.12187 14 1 2 5.5903 38.3 5
19 0.3 4.5037 40 0.9501 3 0.9 1.8 15.037 40.6 5
20 1.9 8.1734 42.5 0.99916 10 0.1 0.2 2.2972 40.7 1
21 1.3 18.402 43.3 0.99999 7 0.3 0.6 8.1752 42.3 2
22 1.4 13.067 42.3 0.82974 7 0.6 1.2 7.1391 41.5 3
23 0.9 19.242 43.3 0.99999 5 0.3 0.6 7.6685 42.7 2
24 1.4 18.211 42.5 0.99999 7 0.3 0.6 8.4605 41.4 2
25 1.3 12.928 42.4 0.90781 7 0.7 1.4 8.6934 41.8 4
26 2.5 24.155 42.1 0.80402 13 0.6 1.2 8.0177 40.2 3
27 2 10.514 42.6 0.96586 11 1 2 16.864 41.6 5
28 3.6 19.598 40.9 0.14037 19 0.9 1.8 5.6893 38.2 5
29 0.1 1.5343 41.7 0.91068 1 0.8 1.6 11.432 42.4 4
30 3 27.379 43.7 0.98763 16 0.4 0.8 7.8239 41.1 3
31 2 20.21 42.9 0.91225 11 0.3 0.6 4.3609 41.2 2
32 2.2 24.723 43.8 0.99997 12 0.3 0.6 7.842 41.9 2
33 3.6 19.598 43 0.95045 19 0.6 1.2 8.3383 40 3
34 0.3 4.5037 43.5 1 3 0.1 0.2 5.3721 43.3 1
35 2 9.235 40.2 0.44985 11 0.9 1.8 7.2515 39.1 5
36 2.9 16.487 41.1 0.31726 16 0.9 1.8 8.0111 39.1 5
37 2.5 24.195 43.6 1 13 0.1 0.2 3.121 41.2 1
38 1.9 19.779 43.7 1 10 0.2 0.4 7.4002 42 2
39 4.2 27.937 43.6 0.97259 22 0.4 0.8 5.8381 39.8 3
40 2 21.621 43.1 0.84443 11 0.9 1.8 12.118 42 5
41 0.9 12.966 42.5 0.90767 5 1 2 12.685 42.6 5
42 3.8 24.498 42 0.40753 21 0.8 1.6 7.372 39 4
43 2.3 24.589 43.2 0.82784 13 0.4 0.8 4.8613 41.3 3
44 2.5 24.177 43.6 0.9802 13 0.3 0.6 4.4101 41.4 2
45 1.7 15.742 43.4 0.99986 9 0.6 1.2 14.961 42.3 3
46 1.9 25.659 43.5 0.93806 10 0.6 1.2 9.541 42.2 3
47 4.5 25.288 41.8 0.24282 24 0.7 1.4 5.166 38 4
48 4.6 31.87 42.8 0.82008 25 0.3 0.6 3.799 38.5 2
49 3.1 32.196 43.8 0.97277 16 0.2 0.4 3.0145 40.9 2
50 2.8 28.587 43.9 0.89517 15 1 2 15.04 42.1 5
51 3 29.461 43.6 0.92023 16 0.4 0.8 5.7659 41 3
52 5.2 30.454 42.5 0.82185 28 0.2 0.4 1.8152 37.5 2
53 4.6 33.775 44 0.98963 25 0.1 0.2 1.4766 39.5 1
54 5.4 32.269 42.7 0.4154 30 0.4 0.8 3.4238 37.7 3
55 5.8 35.692 43.1 0.014102 33 1 2 3.7339 38.3 5
56 4.7 35.251 44.1 0.65305 26 0.8 1.6 8.4154 40.2 4
57 6.8 39.426 44.1 0.087734 38 0.6 1.2 3.2434 37.9 3
58 2.7 29.45 43.7 0.77543 16 1 2 13.14 42 5
59 7.4 42.67 44.7 0.33044 41 0.3 0.6 2.3221 37.6 2
60 3.4 35.226 44 0.52114 19 1 2 9.6898 41.6 5
61 5.5 43.667 44.9 0.97143 30 0.1 0.2 1.2774 39.5 1
62 45 45 45 1.33E-14 45   
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Table C-4:  Results for test problem 60.1 from PSPLIB, part 2. 
task LowerC c UpperC C-initial constraint LHS RHS available cState Lagrange
1 0.01 0 100 1 1 194.8885 195 13 2 0.0055
2 0.01 1.1884 100 1 2 164.712 165 11 2 0.00522
3 0.01 3.0542 100 1 3 179.88 180 12 2 0.01477
4 0.01 0.83551 100 1 4 194.7879 195 13 2 5.42E-07
5 0.01 1.1476 100 1 5 194.9292 195 13 2 0.0077
6 0.01 3.8322 100 1 6 164.7978 165 11 2 0
7 0.01 0.25538 100 1 7 180.0424 180 12 2 0.00054
8 0.01 1.5378 100 1 8 194.552 195 13 2 0
9 0.01 13.036 100 1 9 195 195 13 2 0.00587
10 0.01 0.76958 100 1 10 164.8545 165 11 2 0.003
11 0.01 2.4851 100 1 11 179.8483 180 12 2 0.0015
12 0.01 0.25119 100 1 12 194.9792 195 13 2 0.0049
13 0.01 1.6756 100 1
14 0.01 5.5761 100 1
15 0.01 1.5191 100 1
16 0.01 0.074285 100 1
17 0.01 0.92834 100 1
18 0.01 5.1871 100 1
19 0.01 0.31283 100 1
20 0.01 0.1467 100 1
21 0.01 0.1221 100 1
22 0.01 2.4595 100 1
23 0.01 0.18814 100 1
24 0.01 0.074285 100 1
25 0.01 3.7935 100 1
26 0.01 0.54269 100 1
27 0.01 0.40629 100 1
28 0.01 1.8724 100 1
29 0.01 0.86583 100 1
30 0.01 0.18726 100 1
31 0.01 0.73672 100 1
32 0.01 0.1221 100 1
33 0.01 2.262 100 1
34 0.01 0.074285 100 1
35 0.01 7.1007 100 1
36 0.01 0.59102 100 1
37 0.01 0.077729 100 1
38 0.01 0.074285 100 1
39 0.01 2.3008 100 1
40 0.01 0.74669 100 1
41 0.01 3.0084 100 1
42 0.01 1.0413 100 1
43 0.01 1.9152 100 1
44 0.01 2.7677 100 1
45 0.01 0.1221 100 1
46 0.01 0.42238 100 1
47 0.01 1.9268 100 1
48 0.01 1.1343 100 1
49 0.01 1.6386 100 1
50 0.01 0.40629 100 1
51 0.01 0.90563 100 1
52 0.01 45.561 100 1
53 0.01 4.1884 100 1
54 0.01 2.5821 100 1
55 0.01 1.1404 100 1
56 0.01 2.0082 100 1
57 0.01 2.7349 100 1
58 0.01 0.49999 100 1
59 0.01 3.3671 100 1
60 0.01 1.6668 100 1
61 0.01 9.3566 100 1
62   
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Test problem 60.2 
The project network is shown in Figure C.2 and the input data follows in Tables C.5 
and C.6. 
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Table C-5:  Input Data for test problem 60.2 from PSPLIB, part 1. 
t a s k s m e a n s t d e v b e t a a l p h a 0 A 1A 2A 3A 4
1 0 0 0.00 0.00 0 0 0 0
2 1 0.3 3.31 8.03 3 5 3 1
3 9 2.7 3.31 1.00 45 9 81 9
4 3 0.9 3.31 10.03 6 6 3 27
5 6 1.8 3.31 6.02 6 6 12 36
6 7 2.1 3.31 5.02 28 70 70 70
7 4 1.2 3.31 8.03 16 8 20 36
8 1 0.3 3.31 9.03 5 4 1 9
9 3 0.9 3.31 1.00 12 24 15 18
10 4 1.2 3.31 9.03 32 12 36 20
11 2 0.6 3.31 8.03 12 6 20 2
12 10 3 3.31 3.01 80 20 20 10
13 2 0.6 3.31 6.02 8 8 4 16
14 1 0.3 3.31 2.01 7 8 3 2
15 5 1.5 3.31 5.02 30 10 35 50
16 4 1.2 3.31 1.00 12 32 12 8
17 4 1.2 3.31 3.01 40 36 40 36
18 10 3 3.31 10.03 20 30 100 80
19 9 2.7 3.31 9.03 9 27 90 90
20 8 2.4 3.31 1.00 8 64 40 40
21 2 0.6 3.31 3.01 20 16 16 18
22 10 3 3.31 6.02 10 60 30 50
23 7 2.1 3.31 3.01 56 21 14 63
24 4 1.2 3.31 3.01 36 28 4 20
25 1 0.3 3.31 7.02 1 8 6 4
26 3 0.9 3.31 6.02 21 9 3 21
27 8 2.4 3.31 10.03 72 40 24 72
28 4 1.2 3.31 9.03 20 24 8 24
29 2 0.6 3.31 8.03 2 8 6 8
30 3 0.9 3.31 4.01 3 3 3 27
31 6 1.8 3.31 3.01 48 6 60 18
32 3 0.9 3.31 3.01 30 6 15 3
33 4 1.2 3.31 6.02 8 40 32 16
34 10 3 3.31 1.00 40 30 60 100
35 3 0.9 3.31 9.03 27 18 27 27
36 4 1.2 3.31 9.03 16 36 24 24
37 10 3 3.31 1.00 60 20 70 50
38 3 0.9 3.31 2.01 9 30 30 3
39 5 1.5 3.31 4.01 30 50 25 10
40 6 1.8 3.31 9.03 42 24 42 18
41 7 2.1 3.31 10.03 49 70 63 42
42 9 2.7 3.31 8.03 36 9 45 54
43 3 0.9 3.31 4.01 12 18 3 9
44 2 0.6 3.31 3.01 20 6 12 10
45 2 0.6 3.31 6.02 14 8 8 20
46 4 1.2 3.31 6.02 16 40 32 36
47 8 2.4 3.31 7.02 72 8 32 48
48 4 1.2 3.31 3.01 40 20 28 24
49 4 1.2 3.31 2.01 40 24 28 8
50 2 0.6 3.31 10.03 18 8 10 8
51 2 0.6 3.31 4.01 20 10 16 2
52 9 2.7 3.31 2.01 9 63 72 36
53 8 2.4 3.31 1.00 80 40 8 16
54 2 0.6 3.31 4.01 2 18 16 16
55 10 3 3.31 10.03 30 70 20 100
56 4 1.2 3.31 8.03 40 40 4 24
57 10 3 3.31 6.02 100 30 40 40
58 10 3 3.31 10.03 100 20 30 70
59 8 2.4 3.31 3.01 48 40 56 48
60 4 1.2 3.31 10.03 20 20 4 20
61 8 2.4 3.31 1.00 56 64 72 8
62 0 0 0.00 0.00 0 0 0 0  
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Table C-6: Input Data for test problem 60.2 from PSPLIB, part 2. 
tasks lbs ubs  d0 lbd ubd lbc ubc sini dini cini
1 0 0 0 0 0 0.01 100 0 0 0
2 0 38 0.1 0.2 38.1 0.01 100 0 1 1
3 0 40.9 0.9 1.8 41.8 0.01 100 0 5 1
4 0 39.7 0.3 0.6 40 0.01 100 0 2 1
5 0.1 39.1 0.6 1.2 39.6 0.01 100 1 3 1
6 0.1 38.1 0.7 1.4 38.7 0.01 100 1 4 1
7 0.1 39.3 0.4 0.8 39.6 0.01 100 1 3 1
8 0.7 40.8 0.1 0.2 40.2 0.01 100 4 1 1
9 0.8 38.8 0.3 0.6 38.3 0.01 100 5 2 1
10 0.7 40.4 0.4 0.8 40.1 0.01 100 4 3 1
11 0.7 39.7 0.2 0.4 39.2 0.01 100 4 2 1
12 1.1 39.1 1 2 39 0.01 100 7 5 1
13 0.9 39.9 0.2 0.4 39.2 0.01 100 6 2 1
14 2.1 40.1 0.1 0.2 38.1 0.01 100 12 1 1
15 0 . 94 10 . 5 1 4 0 . 6 0 . 0 1 1 0 06 3 1
16 2.1 40.5 0.4 0.8 38.8 0.01 100 12 3 1
17 2.1 40.8 0.4 0.8 39.1 0.01 100 12 3 1
18 0.8 40 1 2 40.2 0.01 100 5 5 1
19 0.5 39.7 0.9 1.8 40.1 0.01 100 4 5 1
20 1.1 40.1 0.8 1.6 39.8 0.01 100 8 4 1
21 1.4 40.7 0.2 0.4 39.5 0.01 100 9 2 1
22 0.3 40 1 2 40.7 0.01 100 2 5 1
23 2.2 40.2 0.7 1.4 38.7 0.01 100 13 4 1
24 2.2 40.5 0.4 0.8 38.7 0.01 100 13 3 1
25 2.5 41.9 0.1 0.2 39.5 0.01 100 15 1 1
26 1.1 40.6 0.3 0.6 39.8 0.01 100 8 2 1
27 1.8 41 0.8 1.6 40 0.01 100 10 4 1
28 1.4 41.5 0.4 0.8 40.5 0.01 100 9 3 1
29 2.9 41.5 0.2 0.4 38.8 0.01 100 17 2 1
30 2.2 40.9 0.3 0.6 39 0.01 100 13 2 1
31 1.4 40.6 0.6 1.2 39.8 0.01 100 9 3 1
32 2.6 40.9 0.3 0.6 38.6 0.01 100 16 2 1
33 3.1 41.7 0.4 0.8 39 0.01 100 19 3 1
34 2.9 41.2 1 2 39.3 0.01 100 18 5 1
35 2.9 40.9 0.3 0.6 38.3 0.01 100 17 2 1
36 2.6 41.6 0.4 0.8 39.4 0.01 100 16 3 1
37 2.6 41.9 1 2 40.3 0.01 100 15 5 1
38 2.9 41.8 0.3 0.6 39.2 0.01 100 17 2 1
39 3.1 42.4 0.5 1 39.8 0.01 100 19 3 1
40 3.2 41.2 0.6 1.2 38.6 0.01 100 19 3 1
41 1.3 41.8 0.7 1.4 41.2 0.01 100 7 4 1
42 3.6 42.9 0.9 1.8 40.2 0.01 100 20 5 1
43 3.8 42.9 0.3 0.6 39.4 0.01 100 22 2 1
44 3 42 0.2 0.4 39.2 0.01 100 19 2 1
45 3.6 43.2 0.2 0.4 39.8 0.01 100 22 2 1
46 3.8 42.1 0.4 0.8 38.7 0.01 100 22 3 1
47 3.2 42.4 0.8 1.6 40 0.01 100 21 4 1
48 4.5 43.8 0.4 0.8 39.7 0.01 100 25 3 1
49 3.8 41.8 0.4 0.8 38.4 0.01 100 22 3 1
50 1.6 43 0.2 0.4 41.6 0.01 100 11 2 1
51 3.9 43 0.2 0.4 39.3 0.01 100 23 2 1
52 4.2 42.5 0.9 1.8 39.2 0.01 100 25 5 1
53 5.1 43.4 0.8 1.6 39.1 0.01 100 30 4 1
54 4.5 44.4 0.2 0.4 40.1 0.01 100 25 2 1
55 4.2 42.2 1 2 39 0.01 100 25 5 1
56 4.5 43.8 0.4 0.8 39.7 0.01 100 25 3 1
57 5.2 43.2 1 2 39 0.01 100 30 5 1
58 4.1 43.2 1 2 40.1 0.01 100 25 5 1
59 6.2 44.2 0.8 1.6 38.8 0.01 100 35 4 1
60 4.7 44.6 0.4 0.8 40.3 0.01 100 27 3 1
61 4.9 44.2 0.8 1.6 40.1 0.01 100 28 4 1
62 45 45 0 0 0 45   
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The results of the computation are shown in Tables C.7 and C.8. 
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Table C-7: Results for test problem 60.2 from PSPLIB, part 1. 
task LowerS S UpperS p s-initial d0 LowerD d UpperD d-initial
1 0 0 0100 0 000
2 0 0 38 0.70927 0 0.1 0.2 0.90518 38.1 1
3 0 0 40.9 0.99894 0 0.9 1.8 19.761 41.8 5
4 0 3.1048E-22 39.7 0.90003 0 0.3 0.6 4.0949 40 2
5 0.1 0.84793 39.1 0.40225 1 0.6 1.2 5.0428 39.6 3
6 0.1 0.84793 38.1 0.045397 1 0.7 1.4 3.401 38.7 4
7 0.1 0.84793 39.3 0.76947 1 0.4 0.8 4.734 39.6 3
8 0.7 5.8899 40.8 0.99993 4 0.1 0.2 2.4243 40.2 1
9 0.8 4.2479 38.8 0.51337 5 0.3 0.6 2.7446 38.3 2
10 0.7 5.8899 40.4 0.95106 4 0.4 0.8 6.2973 40.1 3
11 0.7 5.8899 39.7 0.87249 4 0.2 0.4 2.3753 39.2 2
12 1.1 6.9921 39.1 0.036384 7 1 2 4.3928 39 5
13 0.9 8.2648 39.9 0.90731 6 0.2 0.4 2.6885 39.2 2
14 2.1 11.383 40.1 0.87669 12 0.1 0.2 1.1724 38.1 1
15 0.9 8.328 41 0.8876 6 0.5 1 7.1805 40.6 3
16 2.1 11.383 40.5 0.98104 12 0.4 0.8 6.999 38.8 3
17 2.1 12.261 40.8 0.9409 12 0.4 0.8 6.5288 39.1 3
18 0.8 4.2479 40 0.53587 5 1 2 10.295 40.2 5
19 0.5 5.5813 39.7 0.41699 4 0.9 1.8 8.342 40.1 5
20 1.1 10.953 40.1 0.49787 8 0.8 1.6 7.4558 39.8 4
21 1.4 13.922 40.7 0.96088 9 0.2 0.4 3.276 39.5 2
22 0.3 4.0944 40 0.58434 2 1 2 10.406 40.7 5
23 2.2 12.556 40.2 0.30324 13 0.7 1.4 5.8657 38.7 4
24 2.2 12.556 40.5 0.72119 13 0.4 0.8 4.6904 38.7 3
25 2.5 18.884 41.9 1 15 0.1 0.2 2.9054 39.5 1
26 1.1 10.953 40.6 0.99825 8 0.3 0.6 6.2001 39.8 2
27 1.8 14.542 41 0.29797 10 0.8 1.6 6.8397 40 4
28 1.4 15.508 41.5 0.91553 9 0.4 0.8 5.8436 40.5 3
29 2.9 18.819 41.5 0.97641 17 0.2 0.4 2.9457 38.8 2
30 2.2 18.422 40.9 0.84596 13 0.3 0.6 3.3575 39 2
31 1.4 13.922 40.6 0.79434 9 0.6 1.2 7.8133 39.8 3
32 2.6 17.272 40.9 0.86149 16 0.3 0.6 4.0449 38.6 2
33 3.1 21.838 41.7 0.80548 19 0.4 0.8 4.6303 39 3
34 2.9 21.317 41.2 0.43519 18 1 2 9.4431 39.3 5
35 2.9 18.42 40.9 0.69577 17 0.3 0.6 3.4158 38.3 2
36 2.6 17.245 41.6 0.83361 16 0.4 0.8 5.0666 39.4 3
37 2.6 21.394 41.9 0.11764 15 1 2 6.3319 40.3 5
38 2.9 21.813 41.8 0.96821 17 0.3 0.6 4.6124 39.2 2
39 3.1 21.77 42.4 0.92327 19 0.5 1 7.6172 39.8 3
40 3.2 21.836 41.2 0.25165 19 0.6 1.2 4.6002 38.6 3
41 1.3 14.984 41.8 0.98667 7 0.7 1.4 13.46 41.2 4
42 3.6 27.725 42.9 0.17731 20 0.9 1.8 6.1045 40.2 5
43 3.8 29.39 42.9 0.96329 22 0.3 0.6 4.8345 39.4 2
44 3 22.311 42 0.93139 19 0.2 0.4 2.9729 39.2 2
45 3.6 29.681 43.2 0.99773 22 0.2 0.4 3.7905 39.8 2
46 3.8 26.468 42.1 0.59352 22 0.4 0.8 4.0027 38.7 3
47 3.2 25.284 42.4 0.59876 21 0.8 1.6 8.9554 40 4
48 4.5 33.83 43.8 0.78809 25 0.4 0.8 5.0946 39.7 3
49 3.8 26.435 41.8 0.62091 22 0.4 0.8 4.3527 38.4 3
50 1.6 17.221 43 1 11 0.2 0.4 14.894 41.6 2
51 3.9 30.759 43 0.97775 23 0.2 0.4 3.4801 39.3 2
52 4.2 30.47 42.5 0.19416 25 0.9 1.8 5.863 39.2 5
53 5.1 36.331 43.4 0.18224 30 0.8 1.6 5.7659 39.1 4
54 4.5 33.83 44.4 0.99713 25 0.2 0.4 3.8096 40.1 2
55 4.2 30.787 42.2 0.086619 25 1 2 5.6017 39 5
56 4.5 33.828 43.8 0.77867 25 0.4 0.8 5.0965 39.7 3
57 5.2 36.387 43.2 0.074992 30 1 2 5.7248 39 5
58 4.1 34.238 43.2 0.22312 25 1 2 7.8026 40.1 5
59 6.2 42.11 44.2 0.010443 35 0.8 1.6 2.7502 38.8 4
60 4.7 37.639 44.6 0.99247 27 0.4 0.8 7.0928 40.3 3
61 4.9 38.924 44.2 0.19501 28 0.8 1.6 5.838 40.1 4
62 45 45 45 2.19E-18 45   
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Table C-8: Results for test problem 60.2 from PSPLIB, part 2. 
task LowerC c UpperC C-initial constraint LHS RHS available cState Lagrange
1 0.01 0 100 1 1 614.4923 615 41 2 0.00267
2 0.01 17.092 100 1 2 659.7009 660 44 2 0.0008344
3 0.01 0.21284 100 1 3 740.535 840 56 0 0
4 0.01 1.2279 100 1 4 778.628 780 52 2 0.0026
5 0.01 2.7932 100 1 5 614.3303 615 41 2 0.0059218
6 0.01 1.3111 100 1 6 634.506 660 44 0 0
7 0.01 1.4777 100 1 7 695.8 840 56 0 0
8 0.01 0.21284 100 1 8 778.5706 780 52 0 0.0013149
9 0.01 2.9651 100 1 9 614.1322 615 41 2 0.0074365
10 0.01 0.60112 100 1 10 660.1377 660 44 0 0
11 0.01 3.9663 100 1 11 637.89 840 56 0 0
12 0.01 2.3961 100 1 12 646.98 780 52 0 0
13 0.01 1.5967 100 1
14 0.01 4.7967 100 1
15 0.01 0.60669 100 1
16 0.01 0.4464 100 1
17 0.01 0.3364 100 1
18 0.01 0.96372 100 1
19 0.01 1.069 100 1
20 0.01 2.1057 100 1
21 0.01 0.48898 100 1
22 0.01 1.2844 100 1
23 0.01 0.99161 100 1
24 0.01 1.0743 100 1
25 0.01 0.21284 100 1
26 0.01 0.31985 100 1
27 0.01 0.74086 100 1
28 0.01 0.73189 100 1
29 0.01 2.361 100 1
30 0.01 5.679 100 1
31 0.01 0.65531 100 1
32 0.01 0.88337 100 1
33 0.01 2.6219 100 1
34 0.01 1.0315 100 1
35 0.01 1.1969 100 1
36 0.01 1.2944 100 1
37 0.01 1.0352 100 1
38 0.01 1.1599 100 1
39 0.01 0.52412 100 1
40 0.01 1.4059 100 1
41 0.01 0.21284 100 1
42 0.01 1.763 100 1
43 0.01 0.6171 100 1
44 0.01 0.77585 100 1
45 0.01 0.70145 100 1
46 0.01 2.1394 100 1
47 0.01 0.64749 100 1
48 0.01 0.78659 100 1
49 0.01 1.061 100 1
50 0.01 0.21284 100 1
51 0.01 0.41791 100 1
52 0.01 3.8455 100 1
53 0.01 0.95143 100 1
54 0.01 0.59077 100 1
55 0.01 1.6993 100 1
56 0.01 0.7189 100 1
57 0.01 0.82793 100 1
58 0.01 0.75681 100 1
59 0.01 1.4392 100 1
60 0.01 0.73041 100 1
61 0.01 1.0346 100 1
62  
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Test Problem 90 
The project network is too large to represent legibly on a single page, so Table C.9 
presents all the successors for each task. This information is equivalent to the project 
network diagram. The input data for the experiment follows in Tables C.10 through 
C.13. 
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Table C-9: Precedence structure for 90-task problem from PSPLIB. 
Task Task
1234 4 7 5 1 5 8 7 3
22 22 94 9 4 86 86 97 0
31 13 48 4 4 95 26 06 9
4569 5 0 7 6 7 9 8 2
52 55 1 5 15 55 66 6
6 7 12 17 52 53 63
7 8 10 16 53 55 81 91
81 31 52 2 5 46 98 8
93 13 56 1 5 57 1
10 14 24 33 56 61 77
11 39 40 59 57 61 65 71
12 19 28 66 58 87
13 18 30 65 59 80
14 26 47 54 60 71 75
15 20 23 46 61 68 70 76
16 29 51 62 68 70 74
17 30 40 86 63 85
18 23 27 52 64 82
19 23 36 77 65 73
20 21 39 66 67 72 79
21 75 67 74 86
22 26 27 53 68 85
23 32 38 89 69 85
24 26 40 90 70 78
25 37 66 71 74
26 38 39 60 72 87
27 56 63 64 73 81
28 49 59 90 74 80
29 56 86 75 76 83
30 41 72 76 87
31 32 62 77 78 79 80
32 44 50 64 78 82
33 45 53 72 79 84
34 42 58 60 80 88
35 48 49 67 81 83
36 54 67 83 82 84
37 38 57 62 83 89
38 63 84 90
39 43 65 85 91
40 42 43 52 86 88
41 48 55 62 87 91
42 45 54 73 88 89
43 45 75 89 92
44 58 78 90 92
45 81 91 92
46 57 59 92
Successors Successors
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Table C-10: Input data for 90-task problem from PSPLIB, part 1. 
tasks mean stdev beta alpha0 A1 A2 A3 A4
1 0 0 0.00 0.00 0 0 0 0
2 2 0.6 3.31 2.01 14 20 14 18
3 7 2.1 3.31 7.02 56 21 63 7
4 7 2.1 3.31 7.02 21 56 42 7
5 10 3 3.31 10.03 70 20 20 80
6 8 2.4 3.31 8.03 24 8 16 56
7 6 1.8 3.31 6.02 48 6 54 18
8 9 2.7 3.31 9.03 81 81 45 18
9 3 0.9 3.31 3.01 18 24 6 9
10 7 2.1 3.31 7.02 7 7 28 63
11 3 0.9 3.31 3.01 9 3 9 18
12 3 0.9 3.31 3.01 18 24 9 24
13 2 0.6 3.31 2.01 16 14 6 2
14 4 1.2 3.31 4.01 24 12 24 32
15 10 3 3.31 10.03 100 10 90 30
16 10 3 3.31 10.03 10 60 90 90
17 10 3 3.31 10.03 60 40 80 40
18 8 2.4 3.31 8.03 32 24 64 56
19 1 0.3 3.31 1.00 8 3 2 1
20 6 1.8 3.31 6.02 12 60 60 24
21 4 1.2 3.31 4.01 40 32 36 8
22 9 2.7 3.31 9.03 54 27 90 36
23 3 0.9 3.31 3.01 12 12 24 27
24 10 3 3.31 10.03 90 20 30 70
25 4 1.2 3.31 4.01 12 28 8 32
26 1 0.3 3.31 1.00 7 1 8 9
27 1 0.3 3.31 1.00 7 6 5 8
28 8 2.4 3.31 8.03 8 32 72 56
29 6 1.8 3.31 6.02 48 24 36 24
30 4 1.2 3.31 4.01 16 8 4 8
31 5 1.5 3.31 5.02 50 35 15 30
32 9 2.7 3.31 9.03 90 54 27 27
33 6 1.8 3.31 6.02 12 12 48 36
34 5 1.5 3.31 5.02 45 30 20 50
35 8 2.4 3.31 8.03 24 56 56 24
36 9 2.7 3.31 9.03 81 81 9 63
37 10 3 3.31 10.03 100 30 50 40
38 4 1.2 3.31 4.01 4 4 40 20
39 3 0.9 3.31 3.01 24 6 6 24
40 5 1.5 3.31 5.02 45 40 40 5
41 8 2.4 3.31 8.03 48 8 80 40
42 4 1.2 3.31 4.01 40 8 8 24
43 1 0.3 3.31 1.00 1 10 9 5
44 9 2.7 3.31 9.03 90 54 72 81
45 9 2.7 3.31 9.03 45 90 27 63  
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Table C-11: Input data for 90-task problem from PSPLIB, part 2. 
tasks mean stdev beta alpha0 A1 A2 A3 A4
46 6 1.8 3.31 6.02 24 54 30 18
47 4 1.2 3.31 4.01 20 32 4 20
48 9 2.7 3.31 9.03 54 36 18 63
49 2 0.6 3.31 2.01 14 2 8 12
50 3 0.9 3.31 3.01 3 3 6 3
51 4 1.2 3.31 4.01 24 32 16 8
52 10 3 3.31 10.03 50 100 10 30
53 6 1.8 3.31 6.02 48 12 42 30
54 3 0.9 3.31 3.01 15 3 24 24
55 7 2.1 3.31 7.02 7 21 14 63
56 6 1.8 3.31 6.02 42 30 54 36
57 3 0.9 3.31 3.01 27 27 9 27
58 2 0.6 3.31 2.01 6 4 2 20
59 9 2.7 3.31 9.03 27 63 63 54
60 9 2.7 3.31 9.03 63 72 63 9
61 9 2.7 3.31 9.03 45 9 18 27
62 3 0.9 3.31 3.01 6 18 12 3
63 9 2.7 3.31 9.03 36 63 81 9
64 10 3 3.31 10.03 30 20 40 80
65 5 1.5 3.31 5.02 25 45 35 40
66 2 0.6 3.31 2.01 18 6 18 14
67 7 2.1 3.31 7.02 63 14 56 28
68 6 1.8 3.31 6.02 6 42 60 54
69 9 2.7 3.31 9.03 27 27 90 81
70 5 1.5 3.31 5.02 30 25 40 10
71 8 2.4 3.31 8.03 16 32 24 16
72 2 0.6 3.31 2.01 4 10 12 10
73 2 0.6 3.31 2.01 10 2 2 16
74 8 2.4 3.31 8.03 72 40 24 56
75 10 3 3.31 10.03 60 30 80 70
76 4 1.2 3.31 4.01 12 36 40 32
77 1 0.3 3.31 1.00 5 3 9 1
78 2 0.6 3.31 2.01 6 10 20 10
79 1 0.3 3.31 1.00 7 7 5 7
80 4 1.2 3.31 4.01 8 32 8 4
81 10 3 3.31 10.03 100 90 20 10
82 1 0.3 3.31 1.00 10 4 8 9
83 4 1.2 3.31 4.01 40 28 32 28
84 2 0.6 3.31 2.01 20 4 4 6
85 8 2.4 3.31 8.03 72 48 64 80
86 4 1.2 3.31 4.01 4 40 24 16
87 8 2.4 3.31 8.03 72 16 8 40
88 3 0.9 3.31 3.01 6 18 12 15
89 4 1.2 3.31 4.01 12 12 32 40
90 10 3 3.31 10.03 20 70 30 90
91 2 0.6 3.31 2.01 2 18 18 10
92 0 0 3.31 0.00 0 0 0 0  
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Table C-12: Input data for 90-task problem from PSPLIB, part 3. 
tasks lbs ubs  d0 lbd ubd lbc ubc sini dini cini
1 000 0 0 0 . 0 1 1 0 0 000
2 0 54.6 0.2 0.4 54.8 0.01 100 0 2 6
3 0 53.5 0.7 1.4 54.2 0.01 100 0 4 6
4 0 50.7 0.7 1.4 51.4 0.01 100 0 4 6
5 0.7 54.4 1 2 54.7 0.01 100 4 5 6
6 0.7 51.4 0.8 1.6 51.5 0.01 100 4 4 6
7 1.5 52.2 0.6 1.2 51.3 0.01 100 8 3 6
8 2.1 53.1 0.9 1.8 51.9 0.01 100 11 5 6
9 0.7 53.7 0.3 0.6 53.3 0.01 100 4 2 6
10 2.1 52.8 0.7 1.4 51.4 0.01 100 11 4 6
11 0.7 54.2 0.3 0.6 53.8 0.01 100 4 2 6
12 1.5 53.7 0.3 0.6 52.5 0.01 100 8 2 6
13 3 54 0.2 0.4 51.2 0.01 100 16 2 6
14 2.8 55.3 0.4 0.8 52.9 0.01 100 15 3 6
15 3 55.2 1 2 53.2 0.01 100 16 5 6
16 2.1 54.9 1 2 53.8 0.01 100 11 5 6
17 1.5 53.5 1 2 53 0.01 100 8 5 6
18 3.2 54.2 0.8 1.6 51.8 0.01 100 18 4 6
19 1.8 56.3 0.1 0.2 54.6 0.01 100 10 1 6
20 4 56.3 0.6 1.2 52.9 0.01 100 21 3 6
21 4.6 57.2 0.4 0.8 53 0.01 100 24 3 6
22 3 55.1 0.9 1.8 53 0.01 100 16 5 6
23 4 56.4 0.3 0.6 52.7 0.01 100 22 2 6
24 2.8 53.5 1 2 51.7 0.01 100 15 5 6
25 1.7 55.4 0.4 0.8 54.1 0.01 100 9 3 6
26 3.9 56.3 0.1 0.2 52.5 0.01 100 21 1 6
27 4 56.4 0.1 0.2 52.5 0.01 100 22 1 6
28 1.8 54 0.8 1.6 53 0.01 100 10 4 6
29 3.1 55.9 0.6 1.2 53.4 0.01 100 16 3 6
30 3.2 55.4 0.4 0.8 52.6 0.01 100 18 3 6
31 1 56.2 0.5 1 55.7 0.01 100 6 3 6
32 4.3 56.7 0.9 1.8 53.3 0.01 100 24 5 6
33 2.8 55.4 0.6 1.2 53.2 0.01 100 15 3 6
34 0.7 55.9 0.5 1 55.7 0.01 100 4 3 6
35 1 54 0.8 1.6 53.8 0.01 100 6 4 6
36 1.9 56.5 0.9 1.8 55.5 0.01 100 11 5 6
37 2.1 55.8 1 2 54.7 0.01 100 12 5 6
38 4.3 57.7 0.4 0.8 53.8 0.01 100 24 3 6
39 4.6 56.9 0.3 0.6 52.6 0.01 100 24 2 6
40 3.8 54.5 0.5 1 51.2 0.01 100 20 3 6
41 3.6 55.8 0.8 1.6 53 0.01 100 21 4 6
42 4.3 56.9 0.4 0.8 53 0.01 100 23 3 6
43 4.9 57.2 0.1 0.2 52.4 0.01 100 26 1 6
44 5.2 57.6 0.9 1.8 53.3 0.01 100 29 5 6
45 5 57.3 0.9 1.8 53.2 0.01 100 27 5 6  
 
 
 
 
 
  
  131
 
Table C-13: Input data for 90-task problem from PSPLIB, part 4. 
tasks lbs ubs  d0 lbd ubd lbc ubc sini dini cini
46 4 56.2 0.6 1.2 52.8 0.01 100 21 3 6
47 3.2 55.7 0.4 0.8 52.9 0.01 100 18 3 6
48 4.4 57.1 0.9 1.8 53.6 0.01 100 25 5 6
49 2.6 54.8 0.2 0.4 52.4 0.01 100 14 2 6
50 5.2 58.3 0.3 0.6 53.4 0.01 100 29 2 6
51 3.6 56.1 0.4 0.8 52.9 0.01 100 21 3 6
52 4.3 55 1 2 51.7 0.01 100 23 5 6
53 5.3 56 0.6 1.2 51.3 0.01 100 28 3 6
54 4.7 57.8 0.3 0.6 53.4 0.01 100 26 2 6
55 5.9 56.6 0.7 1.4 51.4 0.01 100 31 4 6
56 4.1 56.5 0.6 1.2 53 0.01 100 24 3 6
57 4.6 56.8 0.3 0.6 52.5 0.01 100 24 2 6
58 6.1 58.8 0.2 0.4 52.9 0.01 100 34 2 6
59 4.6 58 0.9 1.8 54.3 0.01 100 24 5 6
60 4 56.4 0.9 1.8 53.3 0.01 100 22 5 6
61 4.9 57.1 0.9 1.8 53.1 0.01 100 27 5 6
62 4.4 57.7 0.3 0.6 53.6 0.01 100 25 2 6
63 5.3 58.1 0.9 1.8 53.7 0.01 100 28 5 6
64 5.2 57.7 1 2 53.5 0.01 100 29 5 6
65 4.9 57.5 0.5 1 53.1 0.01 100 26 3 6
66 4 57.2 0.2 0.4 53.4 0.01 100 24 2 6
67 4.2 57.4 0.7 1.4 53.9 0.01 100 26 4 6
68 5.8 58.4 0.6 1.2 53.2 0.01 100 32 3 6
69 5.3 58.1 0.9 1.8 53.7 0.01 100 30 5 6
70 5.8 58 0.5 1 52.7 0.01 100 32 3 6
71 6.6 57.3 0.8 1.6 51.5 0.01 100 35 4 6
72 4.2 58.8 0.2 0.4 54.8 0.01 100 26 2 6
73 5.4 58 0.2 0.4 52.8 0.01 100 29 2 6
74 7.4 58.1 0.8 1.6 51.5 0.01 100 39 4 6
75 5 57.6 1 2 53.6 0.01 100 27 5 6
76 6 58.6 0.4 0.8 53 0.01 100 32 3 6
77 4.7 58.4 0.1 0.2 53.8 0.01 100 27 1 6
78 6.3 58.5 0.2 0.4 52.4 0.01 100 35 2 6
79 5.5 58.7 0.1 0.2 53.3 0.01 100 31 1 6
80 8.2 58.9 0.4 0.8 51.1 0.01 100 43 3 6
81 5.9 58.2 1 2 53.3 0.01 100 32 5 6
82 6.5 58.7 0.1 0.2 52.3 0.01 100 37 1 6
83 6.9 59.2 0.4 0.8 52.7 0.01 100 37 3 6
84 6.6 58.8 0.2 0.4 52.4 0.01 100 38 2 6
85 6.4 59 0.8 1.6 53.4 0.01 100 35 4 6
86 4.9 58.9 0.4 0.8 54.4 0.01 100 30 3 6
87 6.4 59 0.8 1.6 53.4 0.01 100 36 4 6
88 8.6 59.3 0.3 0.6 51 0.01 100 46 2 6
89 8.9 59.6 0.4 0.8 51.1 0.01 100 48 3 6
90 6.8 59 1 2 53.2 0.01 100 40 5 6
91 7.2 59.8 0.2 0.4 52.8 0.01 100 40 2 6
92 60 60 51  
 
The output from the computation is detailed in Tables C.14 through C.17. 
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Table C-14: Computational results for 90-task test problem from PSPLIB, part 
1. 
task LowerS S UpperS p s-initial d0 LowerD d UpperD d-initial
1 0 0 010000 0 0
2 0 0 54.6 1 0 0.2 0.4 9.442 54.8 2
3 0 0 53.5 0.99425 0 0.7 1.4 12.813 54.2 4
4 0 0 50.7 0.010212 0 0.7 1.4 2.1978 51.4 4
5 0.7 2.1978 54.4 0.65758 4 1 2 10.919 54.7 5
6 0.7 2.1978 51.4 0.008735 4 0.8 1.6 2.5004 51.5 4
7 1.5 4.6982 52.2 0.037338 8 0.6 1.2 2.5994 51.3 3
8 2.1 7.2977 53.1 0.094424 11 0.9 1.8 4.864 51.9 5
9 0.7 2.1978 53.7 0.99175 4 0.3 0.6 5.073 53.3 2
10 2.1 7.2977 52.8 0.20501 11 0.7 1.4 4.8213 51.4 4
11 0.7 12.813 54.2 0.99841 4 0.3 0.6 5.8521 53.8 2
12 1.5 4.6982 53.7 0.96131 8 0.3 0.6 4.6018 52.5 2
13 3 12.162 54 0.93517 16 0.2 0.4 2.4955 51.2 2
14 2.8 12.119 55.3 0.86709 15 0.4 0.8 5.2213 52.9 3
15 3 12.162 55.2 0.37129 16 1 2 8.599 53.2 5
16 2.1 7.2977 54.9 0.71688 11 1 2 12.182 53.8 5
17 1.5 4.6982 53.5 0.61473 8 1 2 10.736 53 5
18 3.2 14.657 54.2 0.57953 18 0.8 1.6 8.3131 51.8 4
19 1.8 9.3 56.3 0.99983 10 0.1 0.2 2.0048 54.6 1
20 4 20.761 56.3 0.72661 21 0.6 1.2 6.9132 52.9 3
21 4.6 27.674 57.2 0.97409 24 0.4 0.8 6.6778 53 3
22 3 12.162 55.1 0.70378 16 0.9 1.8 10.459 53 5
23 4 22.97 56.4 0.88186 22 0.3 0.6 3.9589 52.7 2
24 2.8 12.119 53.5 0.19237 15 1 2 6.8413 51.7 5
25 1.7 13.117 55.4 0.89671 9 0.4 0.8 5.2994 54.1 3
26 3.9 22.621 56.3 0.97906 21 0.1 0.2 1.5775 52.5 1
27 4 23.507 56.4 0.99994 22 0.1 0.2 2.2938 52.5 1
28 1.8 9.3 54 0.85823 10 0.8 1.6 11.112 53 4
29 3.1 19.479 55.9 0.8694 16 0.6 1.2 7.8948 53.4 3
30 3.2 15.574 55.4 0.89111 18 0.4 0.8 4.7507 52.6 3
31 1 7.2708 56.2 0.99987 6 0.5 1 10.719 55.7 3
32 4.3 26.929 56.7 0.55001 24 0.9 1.8 8.7671 53.3 5
33 2.8 14.59 55.4 0.99974 15 0.6 1.2 13.153 53.2 3
34 0.7 12.813 55.9 0.99946 4 0.5 1 10.67 55.7 3
35 1 7.2708 54 0.96743 6 0.8 1.6 13.029 53.8 4
36 1.9 11.305 56.5 0.99873 11 0.9 1.8 18.543 55.5 5
37 2.1 18.416 55.8 0.66095 12 1 2 10.879 54.7 5
38 4.3 29.557 57.7 0.97225 24 0.4 0.8 6.6434 53.8 3
39 4.6 27.674 56.9 0.91381 24 0.3 0.6 4.0938 52.6 2
40 3.8 19.055 54.5 0.57014 20 0.5 1 4.7104 51.2 3
41 3.6 20.325 55.8 0.7075 21 0.8 1.6 9.0828 53 4
42 4.3 24.045 56.9 0.99977 23 0.4 0.8 8.1313 53 3
43 4.9 31.768 57.2 0.98066 26 0.1 0.2 1.5655 52.4 1
44 5.2 35.696 57.6 0.70132 29 0.9 1.8 10.734 53.3 5
45 5 33.333 57.3 0.6489 27 0.9 1.8 10.165 53.2 5
46 4 20.761 56.2 0.92392 21 0.6 1.2 8.7268 52.8 3
47 3.2 17.34 55.7 0.87406 18 0.4 0.8 5.0478 52.9 3
48 4.4 29.407 57.1 0.66087 25 0.9 1.8 10.001 53.6 5  
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Table C-15: Results for 90-task problem from PSPLIB, part 2. 
task LowerS S UpperS p s-initial d0 LowerD d UpperD d-initial
49 2.6 20.412 54.8 0.97346 14 0.2 0.4 3.0631 52.4 2
50 5.2 36.853 58.3 0.99998 29 0.3 0.6 6.8311 53.4 2
51 3.6 22.388 56.1 0.88463 21 0.4 0.8 5.1216 52.9 3
52 4.3 23.768 55 0.10672 23 1 2 5.7914 51.7 5
53 5.3 29.56 56 0.33363 28 0.6 1.2 4.7001 51.3 3
54 4.7 32.811 57.8 0.99981 26 0.3 0.6 6.3546 53.4 2
55 5.9 34.26 56.6 0.2418 31 0.7 1.4 5.0819 51.4 4
56 4.1 27.514 56.5 0.62147 24 0.6 1.2 6.2773 53 3
57 4.6 29.49 56.8 0.89938 24 0.3 0.6 4.1329 52.5 2
58 6.1 46.433 58.8 0.98001 34 0.2 0.4 3.2516 52.9 2
59 4.6 29.807 58 0.9996 24 0.9 1.8 19.422 54.3 5
60 4 24.348 56.4 0.7036 22 0.9 1.8 10.002 53.3 5
61 4.9 33.791 57.1 0.38142 27 0.9 1.8 7.2308 53.1 5
62 4.4 32.135 57.7 0.99957 25 0.3 0.6 6.4543 53.6 2
63 5.3 36.228 58.1 0.93008 28 0.9 1.8 13.379 53.7 5
64 5.2 35.783 57.7 0.82857 29 1 2 13.114 53.5 5
65 4.9 33.624 57.5 0.87127 26 0.5 1 6.8828 53.1 3
66 4 27.616 57.2 0.99773 24 0.2 0.4 3.8385 53.4 2
67 4.2 31.455 57.4 0.98923 26 0.7 1.4 12.91 53.9 4
68 5.8 41.022 58.4 0.90758 32 0.6 1.2 8.642 53.2 3
69 5.3 39.528 58.1 0.65274 30 0.9 1.8 10.135 53.7 5
70 5.8 41.022 58 0.75929 32 0.5 1 5.4552 52.7 3
71 6.6 39.342 57.3 0.21472 35 0.8 1.6 5.3098 51.5 4
72 4.2 37.671 58.8 1 26 0.2 0.4 5.1408 54.8 2
73 5.4 40.507 58 0.96275 29 0.2 0.4 2.9636 52.8 2
74 7.4 44.651 58.1 0.16946 39 0.8 1.6 5.3174 51.5 4
75 5 34.352 57.6 0.53827 27 1 2 10.131 53.6 5
76 6 44.483 58.6 0.85142 32 0.4 0.8 5.1755 53 3
77 4.7 41.349 58.4 1 27 0.1 0.2 2.3494 53.8 1
78 6.3 46.477 58.5 0.89425 35 0.2 0.4 2.503 52.4 2
79 5.5 46.268 58.7 1 31 0.1 0.2 3.8435 53.3 1
80 8.2 49.969 58.9 0.56425 43 0.4 0.8 3.6153 51.1 3
81 5.9 43.498 58.2 0.37029 32 1 2 8.2993 53.3 5
82 6.5 48.98 58.7 0.94381 37 0.1 0.2 1.3492 52.3 1
83 6.9 51.798 59.2 0.75816 37 0.4 0.8 4.617 52.7 3
84 6.6 50.329 58.8 0.86639 38 0.2 0.4 2.2699 52.4 2
85 6.4 49.664 59 0.44857 35 0.8 1.6 7.573 53.4 4
86 4.9 44.478 58.9 0.99998 30 0.4 0.8 8.7438 54.4 3
87 6.4 49.686 59 0.52773 36 0.8 1.6 7.578 53.4 4
88 8.6 53.584 59.3 0.68026 46 0.3 0.6 3.0535 51 2
89 8.9 56.638 59.6 0.32577 48 0.4 0.8 3.1114 51.1 3
90 6.8 52.599 59 0.18553 40 1 2 6.983 53.2 5
91 7.2 57.264 59.8 0.79758 40 0.2 0.4 2.2337 52.8 2
92 60 59.749 60 2.13E-20 51  
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Table C-16: Results for 90-task problem from PSPLIB, part 3. 
task LowerC c UpperC C-initial constraint LHS RHS available cState Lagrange
1 0.01 0 100 6 1 1638.63 1740 87 0 0
2 0.01 0.38259 100 6 2 1219.25 1400 70 0 0
3 0.01 0.61394 100 6 3 1419.11 1420 71 2 0.0014391
4 0.01 4.9513 100 6 4 1279.631 1280 64 2 0.0013474
5 0.01 1.3814 100 6 5 1732.177 1740 87 0 0
6 0.01 3.2919 100 6 6 1399.5 1400 70 2 0.000716
7 0.01 3.1064 100 6 7 1419.759 1420 71 2 0.00042
8 0.01 3.4621 100 6 8 1279.554 1280 64 2 0.0018
9 0.01 1.141 100 6 9 1382.07 1740 87 0 0
10 0.01 2.4024 100 6 10 1399.492 1400 70 2 0.001
11 0.01 0.61394 100 6 11 1233.76 1420 71 0 0
12 0.01 0.9958 100 6 12 1279.006 1280 64 2 0.00207
13 0.01 5.4669 100 6
14 0.01 1.3351 100 6
15 0.01 1.5776 100 6
16 0.01 0.68325 100 6
17 0.01 1.1696 100 6
18 0.01 1.2541 100 6
19 0.01 1.141 100 6
20 0.01 1.3633 100 6
21 0.01 0.57364 100 6
22 0.01 1.0234 100 6
23 0.01 1.4085 100 6
24 0.01 2.0955 100 6
25 0.01 1.623 100 6
26 0.01 1.2451 100 6
27 0.01 0.38259 100 6
28 0.01 0.61866 100 6
29 0.01 1.2567 100 6
30 0.01 4.9576 100 6
31 0.01 0.61394 100 6
32 0.01 2.0081 100 6
33 0.01 0.38259 100 6
34 0.01 0.38259 100 6
35 0.01 0.61394 100 6
36 0.01 0.38259 100 6
37 0.01 1.4798 100 6
38 0.01 0.57231 100 6
39 0.01 1.4875 100 6
40 0.01 3.4529 100 6
41 0.01 1.3626 100 6
42 0.01 0.87839 100 6
43 0.01 1.4376 100 6
44 0.01 0.75479 100 6
45 0.01 0.88693 100 6
46 0.01 0.86989 100 6
47 0.01 2.0858 100 6
48 0.01 1.1701 100 6  
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Table C-17: Results for 90-task problem from PSPLIB, part 4. 
task LowerC c UpperC C-initial
49 0.01 1.4104 100 6
50 0.01 0.56033 100 6
51 0.01 2.0196 100 6
52 0.01 2.205 100 6
53 0.01 3.042 100 6
54 0.01 0.61394 100 6
55 0.01 2.2964 100 6
56 0.01 1.6449 100 6
57 0.01 1.102 100 6
58 0.01 0.93597 100 6
59 0.01 0.38259 100 6
60 0.01 1.6671 100 6
61 0.01 3.7894 100 6
62 0.01 0.38259 100 6
63 0.01 0.75859 100 6
64 0.01 0.84472 100 6
65 0.01 0.78848 100 6
66 0.01 0.61394 100 6
67 0.01 0.38259 100 6
68 0.01 0.76189 100 6
69 0.01 0.94543 100 6
70 0.01 3.2935 100 6
71 0.01 4.3439 100 6
72 0.01 0.38259 100 6
73 0.01 1.4935 100 6
74 0.01 1.9235 100 6
75 0.01 1.175 100 6
76 0.01 1.2366 100 6
77 0.01 0.87655 100 6
78 0.01 2.916 100 6
79 0.01 0.61394 100 6
80 0.01 5.2325 100 6
81 0.01 2.3346 100 6
82 0.01 2.7356 100 6
83 0.01 1.7571 100 6
84 0.01 6.0815 100 6
85 0.01 1.1365 100 6
86 0.01 0.87655 100 6
87 0.01 2.2717 100 6
88 0.01 3.6209 100 6
89 0.01 3.0178 100 6
90 0.01 1.4598 100 6
91 0.01 3.6041 100 6
92 0.01 100 6  
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