The aim of this paper is to study how efficiently we evaluate a system of multivariate polynomials and their partial derivatives in homotopy continuation methods. Our major tool is an extension of the Horner scheme, which is popular in evaluating a univariate polynomial, to a multivariate polynomial. But the extension is not unique, and there are many Horner factorizations of a given multivariate polynomial which require different numbers of multiplications. We present exact method for computing a minimum Horner factorization, which can process smaller size polynomials, as well as heuristic methods for a smaller number of multiplications, which can process larger size polynomials. Based on these Horner factorization methods, we then present methods to evaluate a system of multivariate polynomials and their partial derivatives. Numerical results are shown to verify the effectiveness and the efficiency of the proposed methods.
Introduction
Various types of homotopy continuation methods, such as the linear homotopy continuation method [1, 3, 4, 9, 11] and the polyhedral homotopy continuation method [2, 8, 10, 16, 19, 20] , have been studied extensively as numerical methods for computing all isolated solutions of a system of polynomial equations in multi complex variables. When we trace homotopy curves using a predictor-corrector procedure, we need to evaluate polynomials and their derivatives repeatedly along the homotopy curves. Thus, how fast we evaluate polynomials and their derivatives is a key to efficient implementation of homotopy continuation methods. There are lots of software packages [5, 7, 17, 21, 22] for homotopy continuation methods. Some techniques for efficient evaluation of polynomials and their derivatives must have been used there. To the best of the author's knowledge 1 , however, there have been no general and/or rigorous discussion on efficient evaluation of polynomials and their derivatives. The main purpose of this paper is to study the subject from an optimization point of view, i.e, how we minimize the number of multiplications in evaluation of polynomials and their derivatives. This problem is regarded as a (complicated) combinatorial optimization problem for which we could develop not only the branch-and-bound method but also various heuristic methods.
To describe the subject of the paper more precisely, let us introduce some symbols and notation. Let C and Z + denote the set of complex numbers and the set of nonnegative integers, respectively. For every vector variable x = (x 1 , x 2 , . . . , x n ) ∈ C n and every α = (α 1 , α 2 , . . . , α n ) ∈ Z n + , we use the notation x α for the monomial x [12] , which covers linear and polyhedral homotopy functions as special cases, such that h(x, t) = (h 1 (x, t), h 2 (x, t), . . . , h n (x, t)),
h j (x, t) = ∑ α∈A j c j,α (t)x α (j = 1, 2, . . . , n).
Here each c j,α (t) is continuously differentiable with respect to t ∈ [0, 1]. When we numerically trace solution curves of h(x, t) = 0 by the predictor-corrector procedure, we evaluate values of h j (x, t), ∂h j (x, t)/∂t and ∂h j (x, t)/∂x i (i = 1, 2, . . . , n, j = 1, 2, . . . , n) at each iteration. These are all polynomials in x ∈ C n . Tracing one solution curve often requires more than hundreds of evaluations of them, so that their fast evaluation over all solution curves is crucial to an efficient implementation of a homotopy continuation method.
We focus our attention to the number of multiplications required to evaluate h j (x, t), ∂h j (x, t)/∂t and ∂h j (x, t)/∂x i (i = 1, 2, . . . , n, j = 1, 2, . . . , n). We assume that all coefficients c j,α (t) and their derivatives dc j,α (t)/dt (α ∈ A j , j = 1, 2, . . . , n) are generic nonzero complex (or real) numbers when h j (x, t), ∂h j (x, t)/∂t and ∂h j (x, t)/∂x i (i = 1, 2, . . . , n, j = 1, 2, . . . , n) are evaluated. Thus the number of multiplications required depends only on the support set A j but not on specific values of the coefficients and their derivatives. Therefore, this leads to a simpler question how we minimize the number of multiplications in evaluating 1 a single multivariate polynomial
where m denotes a positive integer, α p ∈ Z n + and c p a generic nonzero complex (or real) number. Note that each c p is corresponding to c j,α (t) when we evaluate h j (x, t) and to ∂c j,α (t)/∂t when we evaluate dh j (x, t)/dt.
One of our major tools is a multivariate Horner scheme. The Honor scheme is a popular and standard technique which has been frequently used for evaluating a polynomial in a single variable. The scheme is known to be very effective to reduce the roundoff error which would occur if the monomials were evaluated separately and added up [23] . The idea of the Horner scheme is naturally extended to multivariate polynomials, but its extension is not unique; in general, there are many distinct "Horner factorizations" of a given multivariate polynomial, which require different numbers of multiplications. As an example, let us consider a polynomial in x = (x 1 , x 2 ) ∈ C 2 :
f (x) = c 1 x 
In this case, some different Horner factorizations are:
which require 16, 12 and 11 multiplications to evaluate f (x), respectively. Thus, the problem of finding a minimal Horner factorization (a Honor factorization with the minimum number of multiplications) arises. As in the single variable case, the use of a Horner factorization results in less roundoff errors. This was discussed in details in the papers [13, 14] . The current paper focuses its attention to the number of multiplications in a Horner factorization, and discusses the problem of minimizing the number of multiplications over all Honor factorizations. A method for a Horner factorization of a single polynomial with the minimum number (or a smaller number) of multiplications, however, is not enough to minimize the total number of multiplications in evaluating values of h j (x, t), ∂h j (x, t)/∂t and ∂h j (x, t)/∂x i (i = 1, 2, . . . , n, j = 1, 2, . . . , n) in (1) which are done at each iteration of the predictorcorrector procedure of a homotopy continuation method. Suppose that a component h j (x, t) is factorized as in the right hand side of (4), where we may assume that c i (i = 1, 2, . . . , 5) are continuously differentiable functions in t. To evaluate h j (x, t) using its Horner factorization (4), we need to compute the monomials x . When we counted the number of multiplications required by the Horner factorization (4) above, we assumed that these monomials are computed independently. But we can utilize the value of the third monomial x 2 2 to compute the second monomial
2 ; hence we can save a multiplication. In general, many different monomials are generated in Horner factorizations of the homotopy polynomials h j (x, t) (j = 1, 2, . . . , n) and also in evaluation of their partial derivatives h j (x, t), ∂h j (x, t)/∂t and ∂h j (x, t)/∂x i (i = 1, 2, . . . , n, j = 1, 2, . . . , n) by using Horner factorizations. We could consider the problem of minimizing the total number of multiplications to evaluate the homotopy functions and their partial derivatives simultaneously taking account of evaluation of those monomials. But this problem 2 is too complicated and too difficult to solve exactly, so that we divide the problem into two phases. In the first phase, we find a minimum Horner factorization or a Horner factorization with a small number of multiplications for each component homotopy function separately, and then, in the second phase, we deal with the problem of minimizing the number multiplications to evaluate the set of monomials which are involved in the Horner factorizations of the homotopy functions and in evaluation of their partial derivatives. The latter problem is also difficult to solve exactly, so that we propose a heuristic method in Section 5.2, which is combined with the minimum and heuristic methods presented for Horner factorizations in Sections 3 and 4, respectively.
The paper is organized as follows. In Section 2, we present a basic framework for the Horner scheme for a multiplicative polynomial after introducing symbols, notation and an illustrative example of a multivariate polynomial that we use throughout the paper. Section 3 describes branch-and-bound methods for a minimum Horner factorization of a single polynomial, and Section 4 three heuristic methods for Horner factorizations of a single polynomial with a smaller number of multiplications. Based on the minimum and heuristic Horner factorization methods given for a single polynomial in Sections 3 and 4, Section 5 discusses how efficiently we compute a system of polynomials and their partial derivatives. Section 6 is devoted to numerical results to compare the methods proposed in this paper.
2 A framework for the Horner scheme for multivariate polynomials
Symbols and notation
We use the notation C[x] for the ring of polynomials in x ∈ C n . Associated with the polynomial f ∈ C[x] given in (2), let
We introduce a family F[x, f ] of polynomials induced from the polynomial f of the form (2) such that
Some members of F[x, f ] will serve as element polynomials of a Horner factorization of the polynomial f . Let g be a polynomial in F[x, f ]. Then there exists a nonempty P ⊆ M and
Since the values of c p (p ∈ M ) are not relevant throughout the paper, the information (P ⊆ M, β p ∈ F p (p ∈ P )), which we will simply write as (P, β p ), is enough to describe
In particular,we write the polynomial of the form (2) as f = (M, α p ). We also identify a monomial x β with its power vector
[β] i be the degree of a monomial, and t.deg(g) = t.deg(P, 
Example 1
As an illustrative example, we consider a polynomial
In this case, we have
If we take P = {1, 3, 4},
We see that
Applying the Horner scheme which will be discussed later, we have some Horner factorizations of f given in (6):
The Horner factorizations (8) and (9) require 14 and 13 multiplications, respectively, while either of (10) and (11) requires 12 multiplications.
Partial factorization
Here #Q denotes the number of elements in Q. As an example, suppose that g = (P, β p ) is of the form (7). Then
In this case, if we take a Q ∈ Q(g), we have a partial factorization of g such that
Here Q can coincide with P ; in such a case, we assume that ϕ R (·; g, Q) = 0. Figure 1 illustrates a partial-factorization of a polynomial g = (P, β p ) in terms of a tree. If Q(g) = ∅, we say that g = (P, β p ) ∈ F[x, f ] is non-factorizable. Specifically, any Q with only one element is non-factorizable.
In the case of (7), if we take Q = {1, 3} then we have
See Figure 2 .
Multivariate Horner factorizations
Note that both ϕ L (·; g, Q) and ϕ R (·; g, Q) in (13) belong to the class F[x, f ] of polynomials again. Hence we can apply a partial factorization to them as long as they are partially factorizable. This will lead us to a Honor factorization of f ∈ C[x].
Algorithm 2.1.
• Output : A Horner factorization HF(g) of g = (P, β p ) ∈ F[x, f ] and the number η(HF(g)) of the multiplications to evaluate g(x) using the Horner factorization. Here HF(g) and η(HF(g)) are generated recursively as shown below.
Step
Step 2: Choose a Q ∈ Q(g).
Step 3: Represent g as in (13).
Step 4: Let
To generate a Horner factorization of f = (M, α p ) by applying Algorithm 2.1 to f = (M, α p ), we need to specify how we choose a Q ∈ Q(g) at Step 2. Ideally, we want to find a minimum Horner factorization, i.e., a Horner factorization HF(f ) of f = (M, α p ) which minimizes the number η(HF(f )) of multiplications to evaluate f (x) over all possible Horner factorizations of f = (M, α p ). This will be discussed in Section 3. As we can easily guess, the combinatorial explosion generally occurs in Q(g), i.e., the number of candidates Q from Q(g) in Step 2 grows very rapidly as the number of β p (p ∈ P ) increases and/or the degrees of x β p (p ∈ P ) get larger. Because of this reason, an optimal Horner factorization of f = (M, α p ) is not tractable in such cases. Therefore we need some heuristic methods for choosing a Q ∈ Q(g) for Horner factorizations with small numbers of multiplications, which we will discuss in Section 4. Figure 3 illustrates an application of Algorithm 2.1 to the polynomial f ∈ C[x] given in (6) in terms of a tree, which we will call a Horner tree. The root node
of the tree is the original polynomial f ∈ R[x] given in (6) itself, which is partiallyfactorizable. At Step 2, we take Q 1 = {1, 2, 3} ∈ Q(g 0 ) then we obtain the two nodes in the second level
At the left node in the second level, we take Q 3 = {1, 2} ⊂ Q(g 1 ) and obtain two nodes in the third level:
Taking Q 5 = {4, 5} ∈ G(g 2 ) at the right node on the second level, we similarly obtain two nodes in the third level:
Now the polynomials g 3 , g 4 , g 5 and g 6 at the leaf nodes are non-factorizable, so that this completes a Honor factorization of the polynomial f . The resulting Horner factorization can be build up along the paths from these leaf nodes to the root node. First we observe that Then the polynomial g 1 in the second level is represented in terms of the polynomials of its child nodes, g 3 and g 4 :
Similarly, we have
and finally
Computation of the function value f (x)
Computation of the function value f (x) is carried out in a similar way as we build a Horner factorization above using a Horner tree. We continue to use the same example above whose Horner tree is given in Figure 3 . First we compute the values of the polynomials g 3 , g 4 , g 5 and g 6 at the leaf nodes. Then, we compute the values of x 2 g 3 (x) + g 4 (x) and
Rigorous methods for minimizing the number of multiplications over all Horner factorizations
In this section, we deal with the problem of minimizing the number of multiplications in evaluating a single polynomial under the assumption that all the monomials factored out during a Horner factorization are computed separately and independently. It should be noted that a minimum Horner factorization in this sense may not lead to the minimum number of multiplications if we take account of efficient computation of those monomials. This will be discussed in Section 5.
Recursive formula
For every g ∈ F[x, f ], let ν(g) denote the minimum number of multiplications to evaluate g(x) over all possible Honor factorizations. Suppose that g = (P,
We now focus our attention to the latter case above where we have
If
Thus the minimum is attained with Q = P . Suppose now that the minimum is attained at some
Then we have either
In case (iii), there exists a nonempty proper subsetQ of Q * with k ∈Q such that
Hence we have
Redefine Q * =Q. If case (iii) still holds for this Q * , we can continue to apply the same argument till either (i) or (ii) holds. Therefore we can impose an additional condition γ(g, Q) ̸ = 0 (or Q ∈ Q(g)) or Q = {k} in evaluating the minimum on the right hand side of (16). Therefore we can replace (15) by
As an example, let us apply the formula (17) to the polynomial g = (P, β p ) given in (5). Recall that (12) holds. Since k = min P = 1 and Q(g) = {{1, 3}, {1, 4}, {3, 4}}, we have that
Hence ν(g) = min{4 + 2, 4 + 3, 3 + 4} = 6.
Using the formula (17) recursively, we could compute the minimum number of multiplications over all possible Horner factorizations of a polynomial f = (M, α p ) ∈ C[x] of the form (2). In the next subsection, we present lower bounds for the number of multiplications to evaluate a polynomial g = (P, β p ) ∈ F[x, f ]. Incorporating the lower bounds into the recursive formula (17), we can improve its efficiency to compute the minimum number of multiplications in evaluating the polynomial f = (M, α p ).
Lower bounds for the number of multiplications in Horner factorizations
Suppose that g = (P, β p ) ∈ F[x, f ] and k = min P . We introduce a lower bound λ 1 (g) for the number of multiplications to evaluate g over all possible Honor factorizations:
Note that to evaluate g(x) x i is multiplied at least min (7), we see that
Hence the lower bound λ 1 (g) for ν(g) is tight in this case. Otherwise we know from (17) that
Therefore we can define a better lower bound λ 2 (g) = λ(((P, β p )) as follows.
In the case of g = (P, β p ) ∈ F[x, f ] given in (7), we know that P = {1, 3, 4}, Q(g) = {{1, 3}, {1, 4}, {3, 4}} and k = 1 (recall (12)). Hence
Saving the work to compute ν(g) by using its lower bounds
Suppose that g = (P, β p ) ∈ F[x, f ] and Q(g) ̸ = ∅. In order to compute ν(g), we generate a family of subsets of P ,
where k = min P . Let the members of this family be
Hence we observe that, for j = 1, 2, . . . , s − 1,
and that, for j = s,
Here λ(h) denotes either of the lower bounds λ 1 (h) and λ 2 (h) for the minimum number ν(h) of multiplications to evaluate h ∈ F[x, f ]. Now suppose that we have computed
for some r ≤ s − 1. Let ν * = min{ν j : j = 1, 2, . . . , r}. Before computing
If ν
* ≤λ, then we know from the discussion above that ν * ≤λ ≤ ν r+1 . Hence ν r+1 can not improve the currently known best number ν * of multiplications to evaluate g(x), so that we can skip the computation of ν r+1 . This saves the work to compute ν(g) because the computation of λ is less expensive than that of ν r+1 in general.
In Section 6, we show through some numerical results that how effectively the lower bounds λ 1 and λ 2 save the number of recursive calls of ν to compute minimal Horner factorizations of polynomials.
Heuristic methods
As we mentioned, in order to generate a Horner factorization of a given polynomial f = (M, α p ) of the form (2) by applying Algorithm 2.1, we need to choose a Q from Q(g) at
Step 2 of Algorithm 2.1. In this section, we present three heuristic methods for choosing Q from Q(g) there in Sections 4.1, 4.2 and 4.3, respectively. Numerical results on the heuristic methods proposed in this section in comparison to the recursive formula (15) incorporated with the lower bound λ 2 will be reported in Section 6.
Heuristic method 1 using the best upper bound
The first method utilizes upper bounds for the minimum number ν(g) of multiplications to evaluate g(x), which we can compute with less cost than ν(g) itself. Suppose that g = (P, β p ) ∈ F[x, f ] and k = min P . Let
Note that γ(P, β p − γ(g, P )) = 0 in the latter case; hence
Taking the recursive formula (17) into account as in Section 3.2, we can strengthen the upper bound µ 1 (g), and define a better upper bound µ 2 (g) for ν(g):
Here k = min P . In the case of g = (P, β p ) ∈ F[x, f ] given in (7), we see that
2 ))} = min{4 + 2, 4 + 3, 3 + 4} = 6. Now we are ready to describe Heuristic method 1.
Algorithm 4.1. (Heuristic method 1)
• Input g = (P, β p ) ∈ F[x, f ]. Here we assume that g = (P, β p ) is partially factorizable or Q(g) ̸ = ∅.
• Output Q ∈ Q(g) for Step 2 of Algorithm 2.1.
Step 1: If γ(P, β p ) ̸ = 0 then output Q = P .
Step 2: Otherwise, output an optimal solution Q of the problem
Here k = min P and µ denotes either µ 1 or µ 2 .
The heuristic method above is less expensive than the computation of the minimum number ν(g) of multiplications to evaluate g(x). But if we employ µ = µ 2 , the minimization problem requires to compute Q(g) as in the computation of ν(g). Therefore Heuristic method 1 with the use of µ = µ 2 rapidly becomes more expensive to execute as the number of β p (p ∈ P ) increases and/or the degrees of x β p (p ∈ P ) get larger.
Heuristic method 2 taking account of a certain similarity among monomials
In this subsection and the next, we propose less expensive heuristic methods than the one presented in the previous subsection for computing Horner factorizations with small numbers of multiplications to compute f = (M, α p ). In the method described below in this subsection, we utilize deg(γ(Q, g)) to represent a similarity for each Q ∈ Q(g). First we choose one of the most similar pairs from P , say q and q ′ , and set Q = {q}. Then we add a q ∈ P \Q by one by one as long as µ 1 (Q ∪ {q}, g) + µ 1 (P \(Q ∪ {q}), g) gets smaller than µ 1 (Q, g) + µ 1 (P \Q, g).
Algorithm 4.2. (Heuristic method 2)
Step 2: Choose a pair of distinct q, q
Let Q = {q}.
Step 3: If Q = P then output Q. Otherwise let q ∈ P \Q be such that deg(γ(Q ∪ {q}, β p )) = max{deg(γ(Q ∪ {r}, β p ) : r, ∈ P, r ∈ P \Q}.
Step 4: If
then let Q = Q ∪ {q}, and go to Step 3. Otherwise output Q. Now let us apply Heuristic method 2 to the case of g = (P, β p ) ∈ F[x, f ] given in (7) . In this case, we have that ({3, 4}, β p ) ), so that we set Q = {1} at Step 2. Then we observe that
Step 3, and
Step 4. Thus we update Q = {1} to Q = {1, 3}, and go back to Step 3. Now q = 4 is uniquely chosen at Step 3, but we see that
Therefore, the method outputs Q = {1, 3}.
Heuristic method 3 taking account of the number of factorized monomials
We now focus our attention to the number of elements in Q ∈ Q(g), and choose Q ∈ Q(g) having the maximum number of elements among members of Q(g), which is computed as follows:
Algorithm 4.3. (Heuristic method 3)
•
Here we assume that g = (P, β p ) is partially factorizable or Q(g) ̸ = ∅.
Step 2: Otherwise, output Q ∈ Q(g) determined by (18) .
If we apply Heuristic method 3 to the case of g = (P, β p ) ∈ F[x, f ] given in (7), we have that
Hence, either of
is chosen for Q at Step 2.
Evaluation of a system of polynomials and their partial derivatives
We now present how efficiently we evaluate a system of polynomials and their partial derivatives. Here Horner factorizations for a single polynomial discussed so far serve as a main tool. Consider a system of polynomials
When we are concerned with a homotopy function of the form (1), m = n and each f j (x) is corresponding to h j (x, t) or ∂h j (x, t)/∂t for some fixed t ∈ [0, 1]. We assume that for each j = 1, 2, . . . , m, a Horner factorization of f j (x) with the minimum (or a small) number of multiplications has been already computed. Given a j, we first discuss how we evaluate partial derivatives ∂f j (x)/∂x i (i = 1, 2, . . . , n) using the Horner factorization of f j (x) in Section 5.1, and then present a heuristic method to evaluate the collection of monomials which appear in Horner factorizations of the polynomials f j (x) (j = 1, 2, . . . , m) and in the evaluation of their partial derivatives in Section 5.2.
Computation of values of partial derivatives of f j (x)
For simplicity of notation, let f = f j ∈ C[x] for an arbitrary fixed j ∈ {1, 2, . . . , m}. Once we have build up a Horner factorization together with a Horner tree of a polynomial f , we could apply fast automatic differentiation [6] for computing its gradient vector with an additional constant multiple of work required for the function evaluation. Here we mention a simpler method similar to the forward-mode automatic differentiation (for example, see [15] ). By using the chain rule, we represent the partial derivative ∂g(x)/∂x i of a polynomial g of the form (13) as
We then apply this formula to the partial derivative of the polynomial of each node from the leaves to the root recursively. In the case of the Horner tree given in Figure 3 , we first compute ∂g p (x)/∂x i (i = 3, 4, 5, 6) at the leaf nodes in the third level. Then, applying the formula above, we compute ∂g 1 (x)/∂x i , ∂g 2 (x)/∂x i and ∂f (x)/∂x i = ∂g 0 (x)/∂x i .
Computation of monomials
When we explained how to compute the value of f (x) in Section 2.5 and how to compute partial derivatives in Section 5.1, we assumed that the value of a monomial was computed independently from the value of another monomial. In the case of the Horner tree given in Figure 3 , we needed the values of
The problem here is how we save the multiplications to evaluate all monomials. In this example, the answer is simple. We first compute x 1 x 2 , x 1 x 5 , x 2 x 5 and x 3 x 4 , and then x 1 x 2 x 5 by multiplying x 1 and x 2 x 5 or by multiplying x 1 x 2 and x 5 . In general, however, minimizing the number of multiplications to evaluate a set of given monomials is a complicated and difficult problem, and we will present a heuristic method for this problem below. Let B be a nonempty finite subset of Z n + \{0}, and let {x β : β ∈ B} be a set of monomials to be evaluated. For simplicity of notation, we will identify the set of monomials {x β : β ∈ B} with the set of their supports B. We assume that B contains the n-dimensional unit coordinate vectors e 1 , e 2 , . . . , e n or x 1 , x 2 , . . . , x n . Suppose that we are given a valuex for the variable vector x ∈ C n . Then the values of monomials x β ∈ B with degree 1 are decided, i.e., x i =x i (i = 1, 2, . . . , n) . Then we will compute the value of each higher degree monomial as the product of some two lower degree monomials recursively. For example, the valuex 1x2 is computed by multiplyingx 1 andx 2 , the valuex 1x2x4 by multiplyingx 1x2 and x 4 , the valuex 2 1x 2 2x 4 by multiplyingx 1x2 andx 1x2x4 , and so on. In this example, we have assumed that the monomials x 1 x 2 , x 1 x 2 x 4 and x Now we describe technical details of the method outlined above. To each β ∈ B, we will attach a positive integer κ(β) and a set C(β) of two children of β such that
is computed in advance tox β .
• if C(β) = {β 1 , β 2 } ⊂ Z n + then x β = x β 1 x β 2 or β = β 1 + β 2 ; hence the valuex β is computed as the product of the valuesx β 1 andx β 2 .
If either of β j (j = 1, 2) is not a member of B, we add it to B. We also note that if C(β) = {β 1 , β 2 }, then κ(β) < κ(β 1 ) and κ(β) < κ(β 2 ) so that the valuesx β 1 andx β 2 are computed in advance to the valuex β .
Algorithm 5.1.
• Input: A nonempty finite subset B of Z n + \{0} containing e 1 , e 2 , . . . , e n .
• Output: B ⊇ B, κ(β) (β ∈ B) and C(β) ∈ B × B (β ∈ B).
Step 1: Let ℓ = 0 and B = ∅.
Step 2: Let δ = max{deg(β) : β ∈ B}. If δ > 1 then go to Step 4. Otherwise go to
Step 3.
Step 3: In this case, we have B = {e 1 , e 2 , . . . , e n }. Let B = B ∪ B and B = ∅. Let
n).
Output B ⊇ B, k(β) (β ∈ B), and C(β) ∈ B × B (β ∈ B) and stop.
Step 4: Remove a β with δ = deg(β) from B, and let B = B ∪{β}, ℓ = ℓ+1 and κ(β) = ℓ. If β = β 1 + β 2 for some β 1 ∈ B and β 2 ∈ B, then let C(β) = {β 1 , β 2 } and go to Step 2. Otherwise, go to Step 5.
Step 5: Let
and choose a β 1 having the largest deg(
As an example, let B = {x 1 x 1, 2, . . . , 5)}. Applying Algorithm 5.1, we obtain that
Figure 4: Output of Algorithm 5.1
These output of Algorithm 5.1 can be depicted as Figure 4 . Given a valuex ∈ C n for the variable vector x, the computation of the valuesx β for the monomials x β ∈ B is carried out by the algorithm below.
Algorithm 5.2.
• Input: A finite set B ⊂ Z n + \{0} of monomials, κ(β) (β ∈ B) and C(β) (β ∈ B), which are constructed by Algorithm 5.1, andx ∈ C n .
• Values of the monomials x β ∈ B at x =x.
Step 1: Let ℓ = #B. Assign the valuesx i to the monomial x i ∈ B (i = 1, 2, . . . , n). Let ℓ = #B − n.
Step 2: If ℓ = 0 then stop.
Step 3: Choose the β ∈ B with κ(β) = ℓ, and let β 1 and β 2 be the members of C(β). Computex β as the product ofx β 1 andx β 2 . Let ℓ = ℓ − 1. Go to Step 2.
The number of multiplications required by the algorithm above amounts to # B − n, which is corresponding to the number of monomials with degree greater than one in B. In the case of Figure 4 , we see that one multiplication is required to compute each monomial with degree greater than one; hence the total number of multiplications amounts to # B − #{x 1 , x 2 , . . . , x 5 } = 11 − 5 = 6.
Total number of multiplications to evaluate a system of polynomials and their partial derivatives
As mentioned in the previous section, the set of monomials which are involved in Honor factorizations of f j (x) (j = 1, 2, . . . , m) and the evaluation of their partial derivatives are computed in advance to the evaluation of the polynomials and their partial derivatives. Taking account of this, we evaluate the total number of multiplications to compute f j (x) 
. , m).
Suppose that a Horner factorization of each f j (x) together with a Horner tree representing the structure of the factorization is obtained (j = 1, 2, . . . , m). To evaluate f j (x), we need to count (a) every monomial with a positive degree in the leaf node because it is multiplied by some coefficient c p .
(b) every γ(g, Q) generated by Step 4 of Algorithm 2.1 or every monomial attached to an edge of the Horner tree because it is multiplied to some
If we apply the rules (a) and (b) above to the Horner tree illustrated in Figure 3 , we see that 2 multiplications to evaluate g 3 (x), 1 multiplication to evaluate g 4 (x), 2 multiplications to evaluate g 5 (x), 0 multiplication to evaluate g 6 (x), 1 multiplication to evaluate
Thus the total number of multiplications amounts to 8 assuming that the valuesx 1x2x5 and x 3x4 have been computed in advance.
If we recall the chain rule (20) for the partial derivative ∂g(x)/∂x i of the the polynomial of the form (13), we can apply a similar method as above to count the number of multiplications required to evaluate ∂f j (x)/∂x i . Here we only note that the value for ϕ L (x; g, Q) has been already computed when we evaluate g(x), and the details are omitted.
Example
In this subsection, we show by example that a minimal Horner factorization of f ∈ C[x] dose not necessary result in the minimal number of multiplications when the monomials involved there are efficiently computed in advance. Let us consider a polynomial
for some c p ∈ C (p ∈ M = {1, 2, 3, 4}). Then
is a minimum Horner factorization, which requires 11 multiplications. See Figure 5 . But if we compute the monomials (22) product of x 1 and the second monomial x 2 x 3 x 4 , the computational of the monomials above requires 5 multiplications. Then, substituting these monomials into the Horner factorization, we can compute f (x) with additional 4 multiplications. Thus we have reduced the number of multiplications from 11 to 9 = 5 + 4 multiplications. Now we consider a Horner factorization
which requires 12 multiplications. In this case, the monomials to be computed in advance are
Figure If we compute the first monomial x 1 x 2 x 3 x 4 as the product of x 1 x 2 and x 3 x 4 , the number of multiplications for the monomials amounts to 5. Substituting the monomials listed above into the Horner factorization (24), the computation of f (x) is done with additional 3 multiplications. Thus the total number of multiplications amounts to 8 = 5 + 3, which is smaller than the number of multiplications resulting from the minimum Horner factorization (22) combined with the efficient computation of the monomials (23).
Numerical experiments
We have presented several methods for Horner factorizations of f ∈ C[x]. They are:
nu-0: The recursive formula (17) . See Section 3.1.
nu-1:
The recursive formula (17) with the use of the lower bound λ 1 . See Sections 3.2 and 3.3.
nu-2:
The recursive formula (17) We report the effectiveness and efficiency of these methods except H1-mu1 through numerical experiments. H1-mu1 was found to be ineffective at all in some preliminary numerical experiments, so that we exclude it here. All the methods were implemented in MATLAB, and the numerical experiments were executed on a Macintosh Dual 2.5GHz powerPC G5 with 2GH DDR SDRAM. For test problems, 40 systems of polynomials are chosen from Verschelde's web site [18] . Some of their features are shown in Table 1 . Each problem is a system of polynomials (with n variables and n equations) of the form (19) with m = n. In the table, # of equations = n, max degree = max{deg(f j ) : j = 1, 2, . . . , n},
max # of terms = max{the number of terms of f j : j = 1, 2, . . . , n},
the number of terms of f j .
The values of these features are also attached below the names of the problems in Tables 2,  3 and 4. Among these features, max # of terms is turned out to be the most important feature of a test problem to see whether we can apply the recursive formula (17) , which compute the minimum Horner factorization, to the test problem; as it becomes larger, the number of recursive calls increases rapidly. We classify the test problems in two groups, the one with smaller max # of terms and the other with larger max # of terms. We applied the methods nu-0, nu-1 and nu-2 using the recursive formula (17) only to the former group of problems. Table 2 shows the number of multiplications, the number of recursive calls and the cpu time to compute a minimum Horner factorization when the method nu-0, nu-1 and nu-2 are applied to the group of test problems with smaller max # of terms. Here "# mult" denotes the number of multiplications in a minimum Horner factorization. We stopped the recursion iteration when the cpu time exceeded 3600 seconds, which is designated by 3600+. From these numerical results, we observe that the method nu-1 combined with the lower bound λ 1 cut the number of recursive calls considerably. The method nu-2 combined with the stronger lower bound λ 2 behaved better than the method nu-1, but the difference is minor in cpu time. This is because the lower bound λ 2 is more expensive than the lower bound λ 1 . Practically, these methods are not suitable for large size problems because they would require too much cpu time to compute minimum factorizations of large size problems.
The recursive formula with and without lower bounds

6.2
Comparison of the heuristic methods to the recursive formula (17) with the lower bound λ 2 for small size test problems Table 3 shows numerical results on the heuristic methods H1-mu2 (Algorithm 4.2 with the use of the upper bound µ 2 ), H2 (Algorithm 4.2) and H3 (Algorithm 4.3) in comparison to the method nu-2 (the the recursive formula (17) with the lower bound λ 2 ) when they are applied to small size test problems. Each box consists of the total number of multiplications in Horner factorization obtained, the cpu time in seconds, and the total number of multiplications to compute the system of polynomials and their partial derivatives, which is the sum of the numbers of multiplications to compute monomials, function values and derivatives, as presented in Section 5. First we focus our attention to the number of multiplications in the Horner factorizations and the cpu time in (17) with and without bound factorization with the smallest number of multiplications among the 4 methods for the problems it was able to process within 3600 seconds. The Horner factorizations obtained by the less expensive heuristic method H1-mu2 are as good as those obtained by the method nu-2. But both methods become expensive rapidly in cpu time as max # of terms and/or max degree get larger, so that they could be used only for small size problems in practice. On the other hand, the heuristic methods H2 and H3 processed all the problems in Table 3 within 1 seconds. The method H2 attained less numbers of multiplications for some problems including cyclic-6, 7, 8 and 10 than the method H3, but the method H3 behaved better for some other problems including game4two, butcher and geneig.
Concerning the total # of multiplications, we notice that a less number of multiplications of a Horner factorization does not necessary imply a less total # of multiplications. Recall the example given in Section 5.4. In particular, the minimum Horner factorization does not necessarily result in the minimum total # of multiplications. See, for example, the cases sparse5, caprasse, filter9, pb601 and cohn2. The method which attained the least value in total # of multiplications varied depending on problems. Table 4 shows numerical results on the heuristic methods H1-mu2, H2 and H3 when they are applied to large size test problems. We notice that the method H1-mu2 was able to process only a few of the test problems within 3600 seconds, so that it could not be used for larger problems in practice. The methods H2 and H3 are much cheaper than the method H1-mu2, and they can be used even for larger problems. None of them behaved better uniformly for all the test problems than the other. Except for cyclic-16 and -24, the total # of multiplications obtained by the method H3 is smaller than or equal to that obtained by the method H2, but, in these two test problems, the quality of the Horner factorization obtained by the method H2 is much better than that obtained by the method H3. Therefore, we may use both of them simultaneously in practice, and choose a better Horner factorization from the ones generated by them.
Comparison among the heuristic methods for large size test problems
Concluding discussions
We have proposed a recursive formula for computing a minimum (multivariate) Horner factorization, a Horner factorization which requires the minimum number of multiplications to evaluate a multivariate polynomial over all Horner factorizations. This formula combined with lower bounds for the number of multiplications is effective in computing minimum Horner factorizations of smaller size polynomials. For larger size polynomials that can not be handled by the recursive formula, we have proposed heuristic methods for computing a Horner factorization with a less number of multiplications. Founded on these Horner factorizations, we have discussed how efficiently we evaluate a system of polynomials and their partial derivatives in homotopy continuation methods, and reported numerical results on 40 test problems. The recursive formula combined with a lower bound for multiplications can effectively process small size test problems in a little cpu time, but it becomes too expensive rapidly as the size of a problem to process gets larger. The proposed heuristic methods H2 and H3 can process such a large problem.
As far as the author knows, there has been little literature on the subject of this paper, how efficiently we evaluate a system of polynomials and their partial derivatives in homotopy continuation methods. This paper is just a beginning of the subject, and there remain many issues to study further. Our numerical experiments are not enough to judge whether the proposed heuristics H2 and H3 work effectively and efficiently in practice. More numerical experiments and better heuristics may be necessary. Also we have not paid any attention to round off errors which would occur in evaluating polynomials and their partial derivatives. This is also an important factor that should be taken into account when we design heuristic methods for evaluating polynomials and their partial derivatives.
