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FAITHFUL TROPICALIZATION OF THE GRASSMANNIAN OF PLANES
MARIA ANGELICA CUETO, MATHIAS HA¨BICH AND ANNETTE WERNER§
Abstract. We show that the tropical projective Grassmannian of planes is homeomorphic to a
closed subset of the analytic Grassmannian in Berkovich’s sense by constructing a continuous section
to the tropicalization map. Our main tool is an explicit description of the algebraic coordinate rings
of the toric strata of the Grassmannian. We determine the fibers of the tropicalization map and
compute the initial degenerations of all the toric strata. As a consequence, we prove that the tropical
multiplicities of all points in the tropical projective Grassmannian are equal to one. Finally, we
determine a piecewise linear structure on the image of our section that corresponds to the polyhedral
structure on the tropical projective Grassmannian.
1. Introduction
In this paper, we investigate the tropical Grassmannian of planes in n-space from the point
of view of non-Archimedean analytic geometry. The deep relations between tropical and non-
Archimedean analytic geometry have been studied by several authors, including Einsiedler, Kapra-
nov and Lind [12], Gubler [16, 17] and Payne [25]. Analytic spaces in this context are mostly
Berkovich analytic spaces, where, roughly speaking, points can locally be described by certain
seminorms. Spaces of seminorms or valuations have been present in tropical geometry from its very
beginnings by the work of Bieri and Groves [5]. Recently, such spaces have been used by Manon
to investigate representations of reductive groups [21, 22].
Of particular interest for the present paper is the recent work by Baker, Payne and Rabinoff [1],
which contains a detailed study of the connections between tropicalizations and skeleta of Berkovich
analytic curves. Our study of the Grassmannian of planes provides higher-dimensional results in
the same direction.
The tropicalization map on an analytic closed subvariety of a toric variety is continuous and
surjective, and it strongly depends on a choice of coordinates of X. Work of Payne shows that the
Berkovich space Xan associated to a closed subvariety X of a toric variety is homeomorphic to the
projective limit of all tropicalizations of X [25, Theorem 4.2].
Berkovich introduced skeleta of analytic spaces, roughly speaking, as polyhedral subsets that are
deformation retracts of the whole space [3]. For concrete examples, we refer to Section 2.1. These
piecewise linear substructures of analytic spaces were used in [3, 4] to prove local contractibility of
smooth analytic spaces.
If X is a curve, the corresponding Berkovich space Xan can be endowed with a polyhedral struc-
ture locally modeled on an R-tree. The complement of its set of leaves carries a canonical metric. As
Baker, Payne and Rabinoff have shown, every finite subgraph Γ of this complement maps isometri-
cally to a suitable tropicalization of X [1, Theorem 6.20], where the metric on this tropicalization
is given locally by lattice lengths. We say that this tropicalization represents Γ faithfully. When all
tropical multiplicities equal one, any compact connected subset of a tropicalization is the isometric
image of a suitable subgraph of Xan [1, Theorem 6.24]. The proofs of these two statements rely
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on deep results concerning the structure theory of analytic curves and their semistable reduction
theory. Some of them were developed by Thuillier in the context of potential theory on curves [31].
The former results can be seen as a comparison between two polyhedral approximations of
analytic curves. The first one is given by all tropicalizations (which approximate the analytic
space by Payne’s theorem cited above), whereas the second one comes from skeleta of semistable
models. An interesting challenge is to look for a comparison of these two different polyhedral
approximations for higher dimensional varieties. Two major difficulties arise in this case. First,
there is no polyhedral description of the full Berkovich space generalizing the R-tree description for
curves. And second, there are no semistable models available in general. Also, in higher dimensions,
skeleta are endowed with piecewise linear structures and not with canonical metrics. Still, we can
ask the following natural question. Let X be a closed subvariety of a toric variety. Is there a
continuous map from the tropicalization of X to Xan that is a section to the tropicalization map?
If the answer is yes, we call such a tropicalization faithful.
In this paper we show that the tropicalization of the Grassmannian of planes Gr(2, n) in-
duced by the Plu¨cker embedding (3.1) into P(
n
2)−1
K satisfies this property, where K is a com-
plete non-Archimedean field. Let us describe our main results in more detail. Via the Plu¨cker
map, we embed Gr(2, n)an into the analytified projective space (P(
n
2)−1
K )
an. The composition with
the coordinatewise logarithmic absolute value gives a continuous map called tropicalization, i.e.,
trop: Gr(2, n)an → (R(
n
2) r {(−∞, . . . ,−∞)})/R ·1, where 1 is the all-ones vector. Here, we put
R = R ∪ {−∞} and set the logarithmic absolute value of zero to be −∞. The image of trop is the
tropical Grassmannian T Gr(2, n). By Gr0(2, n) we denote the Zariski open subset of the Grassman-
nian mapping to the complement of the coordinate hyperplanes under the Plu¨cker embedding. Its
tropicalization T Gr0(2, n) := trop(Gr0(2, n)an) ⊂ R(
n
2)/R·1 was introduced and studied by Speyer
and Sturmfels [27]. Investigating the full space T Gr(2, n) introduces technical difficulties involving
the boundary T Gr(2, n)r T Gr0(2, n), which we explain in Section 4.
The main result in this paper can be phrased as follows:
Theorem 1.1. There exists a continuous section σ : T Gr(2, n)→ Gr(2, n)an to the tropicalization
map trop: Gr(2, n)an → T Gr(2, n). Hence, the tropical Grassmannian T Gr(2, n) is homeomorphic
to a closed subset of the Berkovich analytic space Gr(2, n)an.
This section is constructed locally and it is defined by skeleton maps on affine spaces, after a
suitable choice of local coordinates. Our construction relies on the interpretation of the tropical
Grassmannian as a compactification of the space of phylogenetic trees, extending earlier work of
Speyer and Sturmfels [27]. To be more precise, we define σ on a covering of T Gr(2, n) by polyhedral
cones which we call {C (ij)T,J }ij,T,J . Each cone consists of those points in T Gr(2, n) associated to the
combinatorial type of a tree T whose only non-finite coordinates involving either i or j are those
contained in J . The pair ij of distinct indices lies outside J . For every such cone C
(ij)
T,J , we construct
an algebraically independent subset I of the Plu¨cker coordinates of cardinality 2(n− 2) such that
the corresponding affine space AIK intersects the Grassmannian in a Zariski open subvariety. The
Berkovich skeleton of (AIK)an can be identified with R
2(n−2)
. The natural inclusion of the skeleton
R2(n−2) into (AIK)an induces the section σ on C
(ij)
T,J . In order to prove that this map is well-defined,
we check by direct computation that for each x ∈ T Gr(2, n), the point σ(x) is the unique maximal
element in the fiber trop−1(x) with respect to evaluation on rational functions (Lemma 4.17). We
show the continuity of σ in Theorem 4.19.
The Plu¨cker embedding induces a stratification of Gr(2, n) by subvarieties of tori. For every
subset J of the Plu¨cker coordinates, we denote by GrJ(2, n) the subvariety of Gr(2, n) where
precisely the Plu¨cker coordinates in J vanish. For example, when J is empty, we recover the
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open subset Gr0(2, n). In Lemma 5.3, we use the local coordinate systems I mentioned above to
describe the coordinate ring of GrJ(2, n). This step is crucial to characterize the fiber of trop over
a point x in T Gr(2, n) as the Berkovich spectrum of an affinoid algebra. This is the content of
Proposition 5.6 and Theorem 5.8. Corollary 5.9 shows that each of these affinoid algebras has a
unique Shilov boundary point, which is precisely σ(x). This gives a conceptual explanation for the
fact that σ(x) is maximal in the fiber trop−1(x).
In Section 6 we focus our attention on piecewise linear structures. In Lemma 6.2, we use the local
coordinates I to compute the initial degenerations of each subvariety GrJ(2, n). Theorem 6.4 states
that these degenerations are integral schemes, and that they coincide with the reductions of the
affinoid algebras given by the fibers of tropicalizations. Each stratum T GrJ(2, n) is endowed with
the induced Gro¨bner fan structure associated to its defining ideal. In Corollary 6.5, we show that
the tropical multiplicity of every point in the tropical Grassmannian, evaluated in the corresponding
stratum GrJ(2, n), is equal to one. This provides an example of the general comparison theorem [1,
Proposition 4.24] as well as a test case for a higher-dimensional version of [1, Theorem 6.23].
On the analytic side, Corollary 6.8 states that the image of the section σ is a skeleton in the sense
of Ducros [11]. Note that we do not consider skeleta of semistable models of the Grassmannian,
although it seems likely that the image of σ can be identified with a skeleton of such a model.
Therefore there is, a priori, no natural piecewise linear structure on the image of σ. However, the
properties of σ allow us to define a natural piecewise linear structure on this set. We do so at the
end of Section 6.
The rest of the paper is organized as follows. In Section 2, we recall basic facts on tropical and
analytic varieties. In Section 3, we describe the combinatorics and topological structure of the
tropical Grassmannian of 2-planes in n-space, following the seminal work of Speyer and Sturm-
fels [27]. Section 4 contains the proof of Theorem 1.1. In Section 5 we give an explicit description
of the fibers of the tropicalization map in the language of affinoid domains. Section 6 deals with
piecewise linear structures. In Section 7 we discuss how the construction of the section σ leads to
an embedding of the quotient of the tropical fan T Gr0(2, n) by its (n − 1)-dimensional lineality
space into a quotient of Gr(2, n)an by a torus action. This application is motivated by a question
of Sturmfels to the third author.
We hope that the exhaustive study of the tropical and analytic Grassmannian carried out in
this paper will provide a helpful guideline to obtain further general results along the lines of [1] for
higher-dimensional varieties. Finally, we believe that the local coordinates introduced to explicitly
construct our section will be a useful tool to further investigate the algebraic Grassmannian.
2. Analytification and tropicalization
Throughout this paper, we let K be a field which is complete with respect to a non-Archimedean
valuation ν : K∗ = K r {0} → R. This valuation induces an absolute value | · | = exp(−ν(·)) on
K. Note that we allow K to be an arbitrary field endowed with the trivial absolute value. Other
examples include non-Archimedean local fields such as Qp, the completion Cp of the algebraic
closure of Qp, the field C((t)) of formal power series, and the field C{{t}} of Puiseux series.
In order to study tropicalizations of projective varieties, it is convenient to extend the field R as
well as the valuation ν from K∗ to K, setting ν(0) =∞. Let R = R∪ {−∞} be the extended field
of real numbers. It is an additive monoid, and its topology extends the Euclidean topology on R.
The half-open intervals [−∞, a) for a ∈ R give a basis of open neighborhoods of −∞.
In what follows, we use multi-index notation. More precisely, given x = (x1, . . . , xn) ∈ Kn and
α ∈ Zn, we write xα = ∏ni=1 xαii and |α| = α1 + . . .+ αn.
2.1. Analytic spaces. Let us recall some basic facts about Berkovich analytic spaces. The analyti-
fication functor associates to every K-scheme of finite type an analytic space over K [2, Sections 3.4
and 3.5]. If X = SpecB is an affine K-scheme of finite type, then Xan can be identified with the set
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of all multiplicative seminorms on B extending the absolute value on K [2, Remark 3.4.2]. Here, a
multiplicative seminorm is a map of multiplicative monoids ‖·‖ : B → R>0 sending zero to zero and
satisfying the non-Archimedean triangle inequality, i.e., ‖f + g‖ 6 max{‖f‖, ‖g‖} for all f, g ∈ B.
The space Xan has a natural topology, namely, the coarsest one such that all evaluation maps
evf : ‖·‖ 7→ ‖f‖ with f in B are continuous. When X is a general K-scheme of finite type, Xan is
constructed by gluing the analytifications on any open affine cover [2, Proof of Theorem 3.4.1 (3)].
As we mentioned in the Introduction, a skeleton of an analytic space is a polyhedral subset
satisfying a finiteness condition. Rather than giving the precise definition, we focus on the following
example, which we thoroughly use in the sequel.
Example 2.1 (Affine n-space). The analytic affine n-space (AnK)an consists of all multiplicative
seminorms on K[x1, . . . , xn] extending the absolute value of K. Given any point ρ ∈ Rn, we define
a multiplicative seminorm δ(ρ) on K[x1, . . . , xn] as follows:
δ(ρ) : K[x1, . . . , xn] −→ R>0 δ(ρ)(
∑
α
cαx
α) = max
α
{|cα| exp(
n∑
i=1
ρiαi)}.
Here, we put exp(−∞) = 0. The map δ is continuous and injective. The image of δ is the skeleton
of the analytic affine space, so we call δ the skeleton map. Note that δ and the corresponding
skeleton depend on the choice of affine coordinates on AnK .
The restriction of δ to Rn is a continuous map δ : Rn → (Gnm)an. The image of δ is called the
skeleton of the split torus (Gnm)an. It is a deformation retract of (Gnm)an. 
Example 2.2 (Projective n-space). The analytic projective space (PnK)an can be obtained by glu-
ing the analytifications of the standard open covering of PnK by n+ 1 copies of AnK . It can also be
described with the following equivalence relation of (An+1K )
anr {0}. Two elements ‖·‖1 and ‖·‖2 in
(An+1K )
anr{0} are equivalent if for every positive integer d there exists a constant C = C(d) ∈ R>0
such that ‖f‖1 = Cd‖f‖2 for any homogeneous polynomial f in K[x0, . . . , xn] of degree d. The
topological space (PnK)an can be identified with the set of equivalence classes in (A
n+1
K )
an r {0},
equipped with the quotient topology. 
2.2. Tropicalizations. We now introduce some notation for tropicalizations. For every K-split
torus Gnm and every basis {χ1, . . . , χn} of its character lattice Λ, we define a tropicalization map
(2.1) trop: (Gnm)an −→ Rn γ 7−→ (log |χ1(γ)|, . . . , log |χn(γ)|).
Definition 2.3. If X is a closed subscheme of Gnm, the tropical variety T X is the image of Xan
under the tropicalization map.
These notions extend the classical tropicalizations of subvarieties of tori by valuation maps [30].
Indeed, let L|K be an algebraically closed, complete non-Archimedean valued field with nontrivial
valuation extending the valuation on K. Every closed point x in X(L) induces a seminorm γx
in Xan, sending f 7→ |f(x)|, where f ∈ K[X]. The restriction of the tropicalization map (2.1)
to X(L) is the negative of the coordinatewise valuation map on the split torus over L. By the
Fundamental theorem of tropical geometry, the closure of trop(X(L)) coincides with T X (see [18,
Proposition 3.8] and [10, 12, 26]).
In order to define tropicalizations of projective varieties, we first need to describe tropical pro-
jective space. We write 1 for (1, 1, . . . , 1) and −∞·1 for (−∞,−∞, . . . ,−∞).
Definition 2.4. The tropical projective space is the topological space
TPn = (Rn+1 r {−∞·1})/R·1,
endowed with the quotient topology.
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Let {x0, . . . , xn} be the projective coordinates on PnK . Using Example 2.2, we define the associ-
ated tropicalization map on (PnK)an:
(2.2) trop: (PnK)an −→ TPn [γ] 7−→ (log γ(x0), . . . , log γ(xn)) + R·1.
Here, [γ] denotes the equivalence class of a nonzero multiplicative seminorm γ on K[X0, . . . , Xn].
By convention, we set log 0 = −∞.
Definition 2.5. Given a projective variety X ⊂ PnK , we define its tropicalization T X as the image
of Xan in TPn under the tropicalization map (2.2).
3. The tropical Grassmannian T Gr(2, n)
Our object of study is the Grassmannian Gr(2, n) of 2-planes in n-space. We view this variety
inside projective space via the Plu¨cker map, which we now recall. We write [n] = {1, . . . , n} and
ij ∈ ([n]2 ) for a subset {i, j} ⊂ [n] of size 2. The Plu¨cker map is given by the formula
ϕ˜ : A2×nK 99K P
(n2)−1
K ϕ˜(X) =
(
det(X(ij))
)
i<j
,
where X(ij) denotes the submatrix of X obtained by choosing the ith and jth columns of X. The
locus of definition of ϕ˜ is the open set of matrices of rank two, which we identify with the set of
2-planes in n-space. This map induced the Plu¨cker embedding
(3.1) ϕ : Gr(2, n)→ P(
n
2)
K .
We set pij := det(X
(ij)). As it is customary, for each pair {i, j}, we choose only one projective
coordinate among pij and pji. They are related by the identity pij = −pji. Abusing notation, we
consider each index as an unordered pair.
The Plu¨cker ideal I2,n is the homogeneous prime ideal in the polynomial ring K[pij : ij ∈
(
[n]
2
)
] of
all algebraic relations among the 2× 2-minors of a generic 2× n-matrix X. This ideal is generated
by quadrics with coefficients in Z and it admits a quadratic Gro¨bner basis [28, Theorem 3.1.7]. A
particularly nice system of generators for the ideal I2,n is given by the three-term Plu¨cker relations
(3.2) pijpkl − pikpjl + pilpjk = 0 for ijkl ∈
(
[n]
4
)
.
We cover the variety Gr(2, n) by
(
n
2
)
big open cells, all of which are isomorphic to A2(n−2)K :
(3.3) Uij = ϕ
−1({pij 6= 0}) for ij ∈
(
[n]
2
)
.
The intersection of all Uij is the open subvariety
Gr0(2, n) := ϕ
−1(G(
n
2)
m /Gm),
where Gm is embedded diagonally.
We tropicalize the Grassmannian Gr(2, n) and the open subvariety Gr0(2, n) with respect to its
Plu¨cker embedding by means of the tropicalization map (2.2). Similarly, for each pair ij, we define
T Uij as the image of Uanij ⊂ Gr(2, n) under the same map. In particular, we obtain
(3.4) T Uij = {x ∈ T Gr(2, n) : xij 6= −∞}.
To analyze these tropical varieties in more detail, we consider the affine cone over the Grassman-
nian Gr0(2, n)aff = Spec(K[p
±
ij : ij ∈
(
[n]
2
)
]/I2,n) in G
(n2)
m . The resulting tropical Grassmannian
T Gr0(2, n)aff of 2-planes in n-space is a polyhedral fan in R(
n
2) of pure dimension 2n − 3, all of
whose cones contain the line spanned by the all-ones vector 1. It is a closed subfan of the Gro¨bner
fan of I2,n [6, Section 2]. The quotient of T Gr0(2, n)aff by R·1 equals T Gr0(2, n) ⊂ TP(
n
2)−1.
6 M.A. CUETO, M. HA¨BICH, A. WERNER
In [27], Speyer and Sturmfels identified the space T Gr0(2, n) with the space of phylogenetic trees,
the definition of which we recall now. A phylogenetic tree on n leaves is a real weighted tree (T, ω).
Here, T is a finite connected graph with no cycles and with no degree-two vertices, together with a
labeling of its leaves in bijection with [n]. All the trees in this paper will be labeled. We define the
set of inner edges of T as those that do not end in a leaf of T . The weight function ω : E(T )→ R
is defined on the set of edges of T . We impose the condition that the weight of every inner edge of
T is nonnegative. The tree T is called the combinatorial type of the phylogenetic tree (T, ω).
Given a phylogenetic tree (T, ω), we construct a distance function on [n] as follows. For any pair
of leaves i, j in T , we let xij be the sum of the weights ω(e) of all edges e in the path from i to j
in T . Note that this number could be negative. Tree-distance functions are characterized by the
four-point condition [8, Theorem 1].
Theorem 3.1 (Four-point condition). A point x ∈ R(n2) is the distance function associated to
a phylogenetic tree on n leaves if and only if for all pairwise distinct indices i, j, k, l ∈ [n], the
maximum among
(3.5) xij + xkl, xik + xjl, xil + xjk
is attained at least twice.
As we discussed earlier, any K-point x in the Grassmannian Gr(2, n) satisfies the Plu¨cker rela-
tions (3.2). It is immediate to check that trop(x) satisfies Theorem 3.1.
Assuming that i, j, k and l are distinct, we can look at the subtree of T spanned by these
four leaves. Such a subtree is called a quartet. It is a well-known fact that the list of quartets
on a phylogenetic tree characterizes its combinatorial type [19, §5.4.2]. There are exactly four
combinatorial types for quartet trees. These types are distinguished by the pairs of indices attaining
the maximum in (3.5).
The type of a quartet tree is also determined by its cherries, which are defined as follows.
Definition 3.2. Let T be a tree. A cherry of T is a pair of leaves {i, j} in the tree T with the
property that they are both adjacent to the same node in T . Equivalently, the induced path from
i to j in T has only one internal node.
For example, the unique cherries in the caterpillar tree on n leaves depicted on the left of Figure 1
are {i, s1} and {j, sn−2}. Notice that for trivalent trees (i.e., where all its internal nodes have degree
three) our definition of cherry coincides with the standard one [24, Chapter 2.4]. We can determine
the cherries of a quartet by (3.5). Indeed, the pairing of the indices i, j, k, l realizing the minimal
value in (3.5) gives the two cherries of the quartet {i, j, k, l}. If all three numbers in (3.5) agree,
the quartet has no internal edge. We call such a tree the star tree on four leaves.
From [27, Theorem 3.4] we know that the open cell T Gr0(2, n) equipped with its Gro¨bner fan
structure is the space of phylogenetic trees. The relative interior of each cone in this fan is associated
to one combinatorial type of a phylogenetic tree. We make this correspondence explicit by writing
CT for the cone whose relative interior is associated to the tree T . Each tree has exactly n edges
adjacent to its n labeled leaves. The inclusion of cones in T Gr0(2, n) corresponds to the coarsening
of trees given by contraction of edges. These contractions come from setting the weights of the
corresponding edges to be zero. In particular, the maximal cones are indexed by trivalent tree types.
Each point x in T Gr0(2, n) is associated to a phylogenetic tree (T, ω), and the weight function ω
can be recovered from x using the Neighbor-Joining Algorithm [24, Algorithm 2.41].
Our first result says that the open cell T Gr0(2, n) is dense in T Gr(2, n):
Lemma 3.3. The tropical Grassmannian T Gr(2, n) is the closure of T Gr0(2, n) in TP(
n
2)−1.
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Proof. Since the tropicalization map is continuous and surjective, and trop(Gr0(2, n)
an) = T Gr0(2, n),
it suffices to show that Gr0(2, n)
an is dense in Gr(2, n)an. This follows from the fact that Gr0(2, n)
is Zariski dense in Gr(2, n), see [2, Corollary 3.4.5]. 
Recall from (3.3) that we can cover the variety Gr(2, n) by the open cells {Uij : ij ∈
(
[n]
2
)}. In
turn, as a corollary of Lemma 3.3, we can cover each cone T Uij by the sets CT ∩ T Uij , where we
vary the combinatorial type of the tree T . These sets consist of all points x = (xkl)kl in T Uij such
that there exists a sequence (x(m))m in CT converging to x in T Uij , which means
lim
m→∞x
(m)
kl − x(m)ij = xkl − xij for all kl 6= ij.
In particular, this implies that given any tree type T , all points in CT ∩ Uij satisfy the same four-
point conditions characterizing all quartets in T . For example, suppose that {k, l} is a cherry of
the quartet {a, b, k, l} in T . Then, all points x ∈ CT ∩ T Uij satisfy
xkl + xab 6 xak + xbl = xal + xbk.
If we choose ab = ij, and {k, l} is a cherry of the quartet with leaves {i, j, k, l}, the previous
expression is equivalent to
xkl − xij 6 xik + xjl − 2xij = xil + xjk − 2xij .
The latter will be thoroughly used in Section 4.
4. A continuous section on the tropical Grassmannian T Gr(2, n)
In this section, we prove Theorem 1.1. More precisely, we construct sections to the tropicalization
map on the open cover {Uij}ij of Gr(2, n) given in (3.3), and we show that these maps agree on
the overlaps, thus giving the desired section σ.
In order to write explicit local formulas for σ, we recall the algebraic description of the coordinate
ring of each open set Uij . Fix a pair of indices i, j in [n] and let R(ij) be the coordinate ring of
Uij . Setting ukl = pkl/pij for every kl 6= ij, we have
(4.1) R(ij) = K[ukl : kl ∈ I(ij)], where I(ij) = {il, jl : l 6= i, j}.
Note that by (3.2) we have ukl = uikujl − uilujk for k, l /∈ {i, j}, thus we may view all ukl as
elements in R(ij). We follow this convention throughout the remainder of this Section.
Remark 4.1. Given any subset A ⊂ ([n]2 )r {ij}, we denote by SA the multiplicatively closed subset
of R(ij) generated by all {ukl : kl ∈ A}. As a corollary of (4.1) we see that K[Gr0(2, n)] ' R(ij)SA0 ,
where A0 =
(
[n]
2
)
r {ij}.
From Lemma 3.3, we know that each tropical set T Uij as in (3.4) has a stratification indexed
by combinatorial types of trees with n leaves, namely, {CT ∩ T Uij}T . The next easy lemma gives
a necessary and sufficient condition for a map to be section to trop. Its proof follows from the
definition of the tropicalization map.
Lemma 4.2. Let W ⊂ T Uij be a subset, and let σ : W → Uanij be any map. Then, σ is a section
to trop over W if and only if for all x ∈W , σ(x)(ukl) = exp(xkl − xij) for all kl ∈
(
[n]
2
)
r {ij}.
Since the big open cell Uij in the Grassmannian is a 2(n− 2)-dimensional affine space, the first
idea for constructing a section to the tropicalization map is to use the skeleton map of Uij as in
Example 2.1. In order to do so, we need the following projections.
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Definition 4.3. Let I be any subset of
(
[n]
2
)
not containing the pair ij. We define the projection
piI : T Uij −→ RI [(xkl)kl∈([n]2 )] 7−→ (xkl − xij)kl∈I ,
with the convention that −∞ − a = −∞ for all a ∈ R. Here, [·] denotes the class of a point in
TP(
n
2)−1.
Note that the map piI is well defined and continuous on T Uij ⊂ TP(
n
2)−1 because xij 6= −∞.
However, not all choices of a set I ⊂ ([n]2 ) of size 2(n− 2) will be suitable for our purposes. Indeed,
if we compose the map piI(ij) with the skeleton map δ : R
2(n−2) → (A2(n−2)K )an ' Uanij from Example
2.1, we do not in general obtain a section to the tropicalization map over Uanij . The set I must be
picked in a subtle way. The core of our proof explains precisely how to find such sets.
From now on, we consider index sets I ⊂ ([n]2 ) of size 2(n − 2) not containing ij and such that
the variables {ukl : kl ∈ I} are algebraically independent in the function field of Gr(2, n). Under
this condition, K[ukl : kl ∈ I] is the coordinate ring of an affine space AIK embedded in the ambient
projective space P(
n
2)−1
K . We let δI : R
I → (AIK)an be the associated skeleton map.
In this situation, given a point x ∈ T Uij we define the map σ(ij)I (x) := δI ◦ piI(x), i.e.,
(4.2) σ
(ij)
I (x) : K[ukl : kl ∈ I] −→ R>0,
∑
α
cαu
α 7−→ max
α
{|cα| exp(
∑
kl∈I
αkl(xkl − xij))}.
Here, cα ∈ K for all α and |·| : K → R>0 is the absolute value on K. Notice that σ(ij)I (x)(ukl) 6= 0
for all kl ∈ I satisfying xkl 6= −∞.
Given a point x ∈ T Uij , our choice of I will depend on three quantities: the pair of indices ij, a
combinatorial tree type T satisfying x ∈ CT , and a set J ⊂
(
[n]
2
)
encoding those coordinates of the
point x that have value −∞. To be more precise, given a point x ∈ T Uij , we define
(4.3) J(x) := {kl ∈
(
[n]
2
)
: xkl = −∞}.
We omit the point x when understood from the context. The set J(x) has the following property:
Lemma 4.4. Let x be a point in CT ∩T Uij, and assume that the tree T is arranged as in the right
of Figure 1. Let J = J(x). Suppose that there exists t 6= i, j satisfying it, jt /∈ J , and let a be such
that t ∈ Ta. Then, for every l ∈ Ta, we have that il ∈ J if and only if jl ∈ J .
Proof. The four-point condition on the quartet {i, j, l, t} implies that xil + xjt = xit + xjl. Since
xit, xjt 6= −∞, the statement holds. 
The proof of Theorem 1.1 will be done in four steps. Starting from a fixed pair of distinct indices
i, j ∈ [n] and an affine open Uij , Section 4.1 gives a map σ(ij)T,I : CT ∩ T Uij → Uanij , where T is
a caterpillar tree with endpoints i and j (as in the left of Figure 1) and I = I(ij) is the index
set from (4.1). In Section 4.2, we consider general trees. Here, the candidate section is patched
together from various maps. These maps are defined on locally closed subsets C
(ij)
T,J ⊂ CT ∩ Uij ,
whose points have entries equal to −∞ on all coordinates indexed by J ∩ I(ij), and real values on
all coordinates indexed by I(ij) r J . The technical heart of our proof lies in the construction of
suitable index sets I well adapted to both T and J . This is the content of Proposition 4.10. In
algebraic terms, our subsets I will allow us to associate to each point x ∈ C (ij)T,J a multiplicative
seminorm on a localization of R(ij), by defining on an isomorphic ring, namely a localization of
K[ukl : kl ∈ I]. This isomorphism guarantees that the affine subspaces AIK considered above
intersect the big open cell Uij in a Zariski open subset, and so the multiplicative seminorm will
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yield a point in the analytic Grassmannian. Defined in this way, the maps σ
(ij)
I will induce local
sections to the tropicalization map.
Section 4.3 discusses the uniqueness and continuity of such maps: the image of a point x in a cone
C
(ij)
T,J is maximal with respect to evaluation on functions among all elements in trop
−1(x). In the
terminology of analytic geometry, σ(x) is a Shilov boundary point in its fiber (see Corollary 5.9).
This property ensures that our section maps agree on the overlaps of the cones covering T Uij , and
that they are independent of all choices of T and I. We glue them together to define the desired
map σ : T Gr(2, n)→ Gr(2, n)an. Theorem 4.19 shows that σ is continuous.
4.1. The caterpillar case. Let T be a caterpillar tree on n leaves where i, j are the endpoint
leaves of the backbone of T , as in the left of Figure 1.
Figure 1. From left to right: the caterpillar tree on n leaves with endpoint leaves
i and j, and the path from leaf i to j on a tree arranged in caterpillar-like form.
The labeled triangles indicate subtrees of the original tree. The backbone of the
caterpillar tree is the chain graph with m + 2 nodes given by the horizontal path
from i to j. The trees T1, . . . , Tm need not be trivalent.
The shape of our caterpillar tree ensures that for any pair of indices k, l ⊂ [n]r{i, j}, the quartets
of T with leaves {i, j, k, l} satisfy
(4.4) xij + xkl > xik + xjl and xij + xkl > xil + xjk,
where one of the two inequalities is an equality. The following result ensures that the embedding
of the skeleton of Uij gives a section to trop over CT ∩ T Uij as in (4.2).
Proposition 4.5. Let T be the caterpillar tree with endpoints i and j, and let I = I(ij). Then,
σ
(ij)
T,I := σ
(ij)
I : CT ∩ T Uij ↪→ T Uij → Uanij is a section to the tropicalization map over CT ∩ T Uij.
Proof. Following (4.1), we write ukl = uikujl−uilujk ∈ R(ij) whenever kl /∈ I(ij). The inequalities
in (4.4) imply that σ
(ij)
I (x)(ukl) = exp(xkl − xij). Indeed,
σ
(ij)
I (x)(uikujl − uilujk) = max{exp(xil + xjk − 2xij), exp(xik + xjl − 2xij)} = exp(xkl − xij).
Likewise, σ
(ij)
I (x)(uik) = exp(xik − xij) and σ(ij)I (x)(ujk) = exp(xjk − xij) for k 6= i, j. By
Lemma 4.2, the map σ
(ij)
I is a section to trop over CT ∩ T Uij . 
4.2. Existence for arbitrary trees. Let J = J(x) be a vanishing set of a point x ∈ T Uij , as
in (4.3), and fix J(ij) := J ∩ I(ij). This set defines a monomial prime ideal in R(ij)
aJ(ij) = 〈ukl : kl ∈ J(ij)〉,
and, in turn, a closed irreducible subvariety of the affine space Uij , namely,
YJ(ij) = Spec(R(ij)/aJ(ij)).
The variety YJ(ij) maps to Uij ∩
⋂
kl∈J(ij){ukl = 0} ⊂ P(
n
2)−1 under the Plu¨cker embedding
from (3.1). Using these varieties, we define a family of cones in T Uij :
C
(ij)
T,J := CT ∩ T YJ(ij) ∩
⋂
kl∈I(ij)rJ
T Ukl ↪−→ T Uij .
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The collection {C (ij)T,J : T, J} give a stratification of T Uij , so its union of C (ij)T,J over all T and J
equals T Uij . Notice that the previous definition can be applied to any subset J ⊂
(
[n]
2
)
. However,
only subsets of the form J = J(x) will yield nonempty cones C
(ij)
T,J . We give a combinatorial
characterization of these sets in Lemma 5.1.
Given the indices i, j, we represent our tree T as in the right of Figure 1. If all the subtrees
T1, . . . , Tm have exactly one leaf each, then T is a caterpillar tree with endpoints i and j, and
Section 4.1 tells us how to construct a section to trop on C
(ij)
T,J : we define it independently of J ,
setting I = I(ij).
If T is an arbitrary tree, the construction of a suitable index set I is more cumbersome. Indeed,
the na¨ıve choice I = I(ij) will in general not give a section to the tropicalization map. The reason is
very simple. Suppose that we can pick two elements k, l ∈ [n]r{i, j} satisfying xij+xkl < xik+xjl =
xil + xjk. In particular, the leaves k, l must belong to the same subtree Ta. If ik, jk, il, jl ∈ I, then
the defining formula for the map σ
(ij)
I (x) as in (4.2) implies
trop ◦σ(ij)I (x)(ukl) = log(σ(ij)I (x)(uik ujl − uil ujk))
= log(max{exp(xik + xjl − 2xij), exp(xil + xjk − 2xij)})
= xik + xjl − 2xij > xkl − xij .
Hence, the choice of I = I(ij) does not induce a section to trop in this setting. Notice that if one
of ik, jk, il, jl belongs to J , we necessarily have
xij + xkl = xik + xjl = xil + xjk = −∞,
and so trop ◦σ(ij)I (x)(ukl) = xkl − xij . This shows that the vanishing sets J play a central role in
the construction of I.
In order to make a systematic choice of I, we start by defining a partial order  on [n]r{i, j} that
reflects the combinatorial type of T with respect to the leaves i and j. We denote the corresponding
strict order by ≺.
Definition 4.6. Let i, j be a pair of indices, and let  be a partial order on the set [n] r {i, j}.
Let T be a tree on n leaves arranged as in the right of Figure 1. We say that  has the cherry
property on T with respect to i and j if the following conditions hold:
(i) Two leaves of different subtrees Ta and Tb cannot be compared by .
(ii) The partial order  restricts to a total order on the leaf set of each Ta, a = 1, . . . ,m.
(iii) If k ≺ l ≺ v, then either {k, l} or {l, v} is a cherry of the quartet {i, k, l, v} (and hence also of
{j, k, l, v}).
The following lemma ensures the existence of partial orders with the cherry property on a given
tree. Figure 3 gives an example of such a partial ordering for n = 12 and m = 1, where the order
agrees with the standard one on the set [10].
Lemma 4.7. Fix a pair of indices i, j, and let T be a tree on n leaves. Then, there exists a partial
order  on the set [n]r {i, j} that has the cherry property on T with respect to i and j.
Proof. It suffices to show the result for m = 1. Indeed, if we let a be a total order with the cherry
property on Ta for each a = 1, . . . ,m, then the partial order  =
⋃m
a=1a will verify the statement.
Suppose m = 1. Figure 2 illustrates the method for building . We proceed by induction on n.
If n = 3, then T1 consists of a single leaf l, and we set  as {(l, l)}. Assume n > 3. Then, we know
that T1 must contain a cherry, say {s, t}. We arrange T1 vertically as in Figure 2, with one end
being the internal node of T to which T1 is attached, and the other end equal to the cherry {s, t}.
We declare t ≺ s. In order to satisfy the condition (iii) in Definition 4.6, we set l ≺ t for all l 6= t, s.
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Figure 2. Inductive construction of the partial order , starting from a cherry of
the subtree T1. Notice that the edge connecting the cherry {s, t} to the internal
node to which Vd is attached could be contracted, as in Figure 3. The grey node
labeled with 0 is the internal node in T to which T1 is attached. As before, the edge
adjacent to this node could be contracted.
In addition, if l ∈ Vc and k ∈ Vb with c < b, we set l ≺ k. We indicate this last condition by the
red vertical arrow and the vertical sign ≺ on the left of Figure 2. By the inductive hypothesis, we
can construct an order b with the cherry property on each tree spanned by Vb and {i, j}, where
b = 1, . . . , d. We define the order  as
d⋃
b=1
b ∪ {(t, s), (t, t), (s, s)} ∪ {(l, t), (l, s) : l ∈
d⋃
b=1
Vb} ∪ {(l, k) : l ∈ Vc, k ∈ Vb, c < b}.
It is easy to check that  satisfies the required properties. 
Figure 3. From left to right: inductive definition of the order a on the leaves of
the subtree Ta in the right of Figure 1. We add one leaf or one cherry at a time in
such a way that the corresponding new leaf or leaves are smaller than the previous
ones in the order a. When adding a cherry, we arbitrarily order its two leaves as
well (both orderings will be valid). The grey dot with label 0 in Ta corresponds to
an internal node of T . Broken leaf edges, such as the one in the third tree from the
left, should be thought of as straight edges. As in Figure 2, the edge adjacent to
the grey node with label 0 could be contracted.
We now introduce the notion of compatibility of a set with a partial order and a vanishing set.
Recall that J(ij) = J ∩ I(ij).
12 M.A. CUETO, M. HA¨BICH, A. WERNER
Definition 4.8. Fix two indices i, j, a tree T as in the right of Figure 1, and a vanishing set J .
Let  be a partial order on [n]r {i, j} having the cherry property on T . Let I ⊂ ([n]2 ) be a set of
size 2(n − 2) not containing the pair ij. We say that I is compatible with  and J(ij) if for each
index a = 1, . . . ,m and each leaf k ∈ Ta, exactly one of the following condition holds:
(i) ik and jk ∈ I, and for all l ≺ k we have il or jl ∈ J(ij); or
(ii) ik /∈ I, jl ∈ I for all l ∈ Ta, and there exists t ≺ k in Ta where it, jt /∈ J(ij). If t is the
maximal element with this property, then kt ∈ I; or
(iii) jk /∈ I, il ∈ I for all l ∈ Ta and there exists t ≺ k in Ta where it, jt /∈ J(ij). If t is the
maximal element with this property, then kt ∈ I.
Observe that, for every k 6= i, j, at least one of the two elements ik, jk lies in I. In addition, the
following holds. If s is the maximal element of a subtree Ta of size at least two, and is, js ∈ I, we
can infer that il or jl ∈ J for every l ≺ s, and hence il, jl ∈ I for every l ≺ s.
Figure 4 allows us to give a graphical explanation of the compatibility property described above.
We fix the tree T with m = 3 and a partial order  on [7] as in the picture. For each a = 1, 2, 3,
we let Ia := {kl ∈ I : k or l ∈ Ta}. Thus, I = I1 unionsq I2 unionsq I3. By construction, since |T1| = 1,
we know that I1 = {i1, j1} independently of the choice of J . If i2 or j2 belong to J , then
I3 = {i2, j2, i3, j3} in agreement with condition (i). On the contrary, if i2, j2 /∈ J then we can
choose between I3 = {i2, j2, j3, 32} (since (ii) is satisfied) or I3 = {i2, j2, i3, 32} (so condition (iii)
holds). There are many options for I2, depending on the set J2(ij) := {ik ∈ J : k ∈ T2} ∪ {jk ∈
J : k ∈ T2}. We provide three examples. If ∅ 6= J2(ij) ⊆ {i4, j4}, then we can take either I2 =
{i4, j4, i5, j5, i6, 65, i7, 76} or I2 = {i4, j4, i5, j5, j6, 65, j7, 76}. Notice that in both cases i5, j5 ∈ I2
by condition (i). If ∅ 6= J2(ij) ⊆ {i7, j7}, we can take either I2 = {i4, j4, i5, 54, i6, 65, i7, 76}
or I2 = {i4, j4, j5, 54, j6, 65, j7, 76}. Finally, assume J2(ij) = {j5, j6}. Then, we may choose
I2 = {i4, j4, i5, 54, i6, 64, i7, 74} or I2 = {i4, j4, j5, 54, j6, 64, j7, 74}.
Figure 4. How to choose the set I(ij) in an example of a tree T with m = 3. We
define the order  as {(2, 3), (4, 5), (4, 6), (4, 7), (5, 6), (5, 7), (6, 7)} ∪ {(k, k) : 1 6
k 6 7}. By construction,  has the cherry property on T with respect to i and j.
For any choice of J , we have I1 = {i1, j1}. The choices of I2 and I3 will strongly
depend on J . We take I = I1 unionsq I2 unionsq I3.
Our first result ensures that compatible sets satisfy strong algebraic properties:
Proposition 4.9. Fix a pair of indices i, j, and let T be a tree on n leaves. Let  be a partial order
on the set [n]r {i, j} that has the cherry property on T . Fix a set J = J(x), where x ∈ CT ∩T Uij,
and let I be a set of size 2(n− 2) that is compatible with  and J(ij). Then:
(i) The set of coordinates {ukl : kl ∈ I} is algebraically independent in the function field Quot(R(ij))
of the Grassmannian.
(ii) Let H = I ∩ I(ij). Then, the corresponding polynomial subring K[ukl : kl ∈ I] of Quot(R(ij))
fits into a diagram of the form
(4.5) K[ukl : kl ∈ I] 
 θ //R(ij) 
 µ //K[ukl : kl ∈ I][u−1kl : kl ∈ H r J ],
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where θ(ukl) = uikujl−uilujk if kl /∈ I(ij), and θ(ukl) = ukl otherwise. Furthermore, µ is the
unique map compatible with the inclusions of both rings in Quot(R(ij)).
(iii) For each l ∈ [n]r {i, j}, we have
µ(uil), µ(ujl) ∈ K[urs : rs ∈ Il][u−1rs : rs ∈ Hl r J ],
where Il = {rs ∈ I : (r  l or r ∈ {i, j}) and (s  l or s ∈ {i, j})} and Hl = H ∩ Il.
Proof. Notice that (ii) implies that the elements {ukl : kl ∈ I} in K[Uij ] generate the quotient field
Quot(R(ij)) as a transcendental extension of K. Thus, it suffices to prove (ii) and (iii).
We first show that the statements hold for m = 1. We proceed by induction on n. If n = 3,
then T is a caterpillar tree and I = I(ij), and there is nothing to prove because µ is the identity
on R(ij). Assume n > 3 and I 6= I(ij). By symmetry between i and j, we suppose that ik ∈ I and
jk /∈ I for some k 6= i, j. The compatibility of I with  and J(ij) ensures that {il : l 6= i, j} ⊂ I.
We let s be the maximal leaf in T1 and set T
′ and T ′1 be the trees obtained by removing s from
T and T1, respectively. Let ′ be the order on T ′ induced by , and let J ′ = J ∩
(
[n]r{s}
2
)
and
I ′ = I∩([n]r{s}2 ). Notice that J ′ is the vanishing set of a point in T Gr(2, n−1), namely, J ′ = J(x′),
where x′ is the projection of x to those coordinates not containing the index s. The point x′ belongs
to CT ′ ∩ T U ′ij in T Gr(2, n − 1), where T U ′ij = {xij 6= −∞} ⊂ TP(
n−1
2 )−1. In addition, ′ has the
cherry property on T ′ with respect to i and j.
We define R(ij)′ = K[uik, ujk : k 6= i, j, s] and H ′ = I ′ ∩ I(ij). We know that I ′ is compatible
with ′ and J ′(ij), so by the inductive hypothesis, it satisfies (ii) and (iii). In particular, we can
uniquely define µ′ to fit into the diagram
K[ukl : kl ∈ I ′] 
 θ′ //R(ij)′ 
 µ′ //K[ukl : kl ∈ I ′][u−1kl : kl ∈ H ′ r J ′],
where θ′ is the restriction of θ.
We claim that we can extend µ′ to a map µ satisfying (4.5). Since we assumed I 6= I(ij) and
{il : l 6= i, j} ⊂ I, the observation following Definition 4.8 implies that the element js cannot be in
I. Instead, there exists t 6= i, j such that st ∈ I, so I = I ′ ∪ {is, st}. We assign µ(uis) := uis and
µ(ujs) := u
−1
it (−ust+uisµ′(ujt)). By the induction hypothesis, we conclude that the image of µ lies
in the algebra K[ukl : kl ∈ I][u−1kl : kl ∈ H r J ]. A straightforward calculation using the Plu¨cker
relations shows that µ and θ are compatible with the inclusion in the function field QuotR(ij).
The statement (iii) holds by combining the construction together with the induction hypothesis.
Assume now that m > 1. For each a = 1, . . . ,m, we let Ia be the subset of I consisting of
all pairs involving i, j, and the leaves of Ta. To simplify notation, we identify each tree Ta with
its set of leaves. Set I(ij)a = {ik, jk : k is a leaf in Ta}, R(ij)a = K[ukl : kl ∈ I(ij)a], and
let Ha = Ia ∩ I(ij)a. Similarly, we let a be the restriction of  to the leaves of Ta and set
J(ij)a = J ∩ I(ij)a. The order a has the cherry property on the tree spanned by {i, j} ∪ Ta with
respect to i and j. Similarly, J(ij)a is the vanishing set of the point pia(x), where pia : TP(
n
2)−1 99K
TP(
|Ta|+2
2 )−1 is the projection to those coordinates in
({i,j}∪Ta
2
)
. The point pia(x) belongs to the
cone C{i,j}∪Ta ∩ pia(T Uij) and pia(T Uij) ⊂ {xij 6= −∞} ⊂ TP(
|Ta|+2
2 )−1.
By construction, we know that I =
⋃m
a=1 Ia,  =
⋃m
a=1a and J(ij) =
⋃m
a=1 J(ij)a. From the
m = 1 case, we know that the set Ia satisfies (4.5) for two injective maps θa and µa. We define
the maps θ and µ associated to the set I by restriction, i.e., θ(ukl) = θa(ukl) for kl ∈ Ia and
µ(ukl) = µa(ukl) for kl ∈ I(ij)a. Since θa and µa satisfy (ii) and (iii), the result follows. 
Our next result shows that from a partial order  on [n]r {i, j} with the cherry property on a
tree T and a vanishing set J , we can construct a set that is compatible with  and J(ij).
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Proposition 4.10. Assume T is arranged as in the right of Figure 1, and let  be a partial order
on [n]r {i, j} that has the cherry property on T with respect to i and j. Fix a set J = J(x), where
x ∈ CT ∩T Uij. Then, there exists a subset I = I(ij, T, J) ⊂
(
[n]
2
)
of size 2(n− 2) that is compatible
with  and J(ij).
Proof. Let us first consider the case m = 1. We proceed by induction on n. If n = 3, then T is a
caterpillar tree with backbone {i, j}, and we take I = I(ij). Next, we assume that n > 3, so T1 has
more than one leaf. Let s be the maximal leaf in T1 with respect to the order . Remove s from
T and T1, and call T
′ and T ′1 the corresponding subtrees. Let ′ be the restriction of the order 
to the leaves of T ′1. This order has the cherry property on T ′ with respect to i and j.
We let J ′ = J ∩ ([n]r{s}2 ). As in the proof of Proposition 4.9, J ′ is the vanishing set of the point
x′, obtained by removing from x all those coordinates involving the index s. The point x′ lies in
CT ′ ∩ T U ′ij ⊂ T Gr(2, n − 1). By the inductive hypothesis, there is a subset I ′ = I(ij, T ′, J ′) of(
[n]r{s}
2
)
of size 2(n−3) that is compatible with ′ and J ′(ij). Furthermore, the set H ′ = I ′∩ I(ij)
satisfies H ′ ⊃ {il : l ∈ T ′1} or H ′ ⊃ {jl : l ∈ T ′1}.
We define I = I(ij, T, J) by adding two elements to I ′. We have a priori two possible scenarios.
First, assume that, for all l 6= i, j, s, we have il or jl belonging to J . In this case, we define
I = I ′ ∪ {is, js} = I(ij). In other case, there exists l 6= i, j, s with il, jl /∈ J . We let t be the
maximal leaf with that property with respect to the partial order ′. In this case, we have two
valid options to define I, namely,
I := I ′ ∪ {st, is} or I := I ′ ∪ {st, js}.
To decide which one to choose, we proceed as follows. If H ′ ⊃ {il : l ∈ T ′1}, then we take
I = I ′ ∪ {st, is}. If H ′ ⊃ {jl : l ∈ T ′1}, then we take I = I ′ ∪ {st, js}. If H ′ contains both sets
{il : l ∈ T ′1} and {jl : l ∈ T ′1}, both options are valid and we must choose one of them. Note that
H = I ∩ I(ij) satisfies H ⊃ {il : l 6= i, j} or H ⊃ {jl : l 6= i, j}. By construction, I is compatible
with  and J(ij).
We now prove the statement for general m. We keep the notation from the proof of Proposi-
tion 4.9. For each a = 1, . . . ,m, we let a be the restriction of  to the leaf set of each Ta, and
similarly we define Ja as the subset of J consisting of pairs in {i, j} ∪ Ta. The order a has the
cherry property on the tree spanned by the leaves of Ta, i, and j, with respect to the indices i and
j. Similarly, Ja is the vanishing set of the projection pia(x) to the coordinates indexed by pairs in
{i, j} ∪ Ta. The point pia(x) belongs to C{i,j}∪Ta ∩ pia(T Uij). From the m = 1 case, we construct
sets Ia = Ia(ij, Ta, Ja) that are compatible with a and Ja(ij) for each a. We define
I = I(ij, T, J) =
m⋃
a=1
Ia(ij, Ta, Ja).
By construction, I is compatible with  and J(ij). This concludes our proof. 
Remark 4.11. From the proof of Proposition 4.10, we see that the set I is not uniquely determined
by , J and i, j. This is so because for every a = 1, . . . ,m, one of the following is true: either
H ⊃ {il : l ∈ Ta} or H ⊃ {jl : l ∈ Ta}, and we can choose freely between any of these two options.
In particular, there is one choice of the set I for which H ⊃ {il : l 6= i, j} and one choice for which
H ⊃ {jl : l 6= i, j}. Allowing the flexibility to choose among two options for each Ha = Ia ∩ I(ij)
whenever possible preserves the symmetry of our objects with respect to i and j, and will simplify
our proofs.
Observe that H ⊃ {il, jl : l ∈ Ta} if and only if either Ta has exactly one leaf, or, for every
k ∈ Ta that is not maximal with respect to , we have il ∈ Ja or jl ∈ Ja. The reason for imposing
this condition comes from the Plu¨cker relations.
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Notice that the properties of Proposition 4.9 ensure that µ(ukl) = ukl for all kl ∈ H. We use
this observation in the following two examples and in the remainder of this Section.
Example 4.12. Let T be a caterpillar tree with backbone spanned by i and j. When setting 
as {(k, k) : k 6= i, j}, I = I(ij), θ = id and µ = inc, we recover the results from Section 4.1. 
Example 4.13. Let i = 1, j = 2 and T be a trivalent tree on four leaves with cherry {1, 2}. Then,
we take  to be {(3, 3), (3, 4), (4, 4)}. If 13, 23 /∈ J(12), we let I = {13, 23, 34, 14}, and µ be the
map defined by µ(u24) = u
−1
13 (u34 + u14u23) and µ(ukl) = ukl if kl = 13, 23 or 14.
On the contrary, if J(12) contains either 13 or 23, we define I = {13, 23, 14, 24} = I(12) and let
µ be the inclusion map. 
In what follows, we outline the construction of a section to trop over a covering of T Uij . Given
a tree T on n leaves and a vanishing set J = J(x) associated to a point x ∈ CT ∩ T Uij , we choose
a partial order with the cherry property on T as in Lemma 4.7 and a compatible set I = I(ij, T, J)
as in Proposition 4.10. We define the map
(4.6) σ
(ij)
T,I,J : C
(ij)
T,J ↪−→ T Uij −→ (SpecK[ukl : kl ∈ I])an by σ(ij)T,I,J(x) = σ(ij)I (x).
The next result show that all points in the image of σ
(ij)
T,I,J are multiplicative seminorms on the
localization K[ukl : kl ∈ I]SHrJ :
Lemma 4.14. Let i, j, T , , and J be as above. Assume that I is compatible with  and J(ij).
Then, given any point x ∈ C (ij)T,J , the seminorm σ(ij)T,I,J(x) as defined in (4.6) extends uniquely
to a multiplicative seminorm on K[ukl : kl ∈ I][u−1kl : kl ∈ H r J ], that is, to an element of
(SpecK[ukl : kl ∈ I][u−1kl : kl ∈ H r J ])an ⊂ Uanij .
Proof. Since σ
(ij)
T,I,J(x)(ukl) = exp(xkl − xij) 6= 0 for all kl ∈ H r J , we can uniquely extend this
multiplicative seminorm to the Laurent polynomial ring K[ukl : kl ∈ I][u−1kl : kl ∈ H r J ]. 
The following lemma guarantees that the ideal aJ(ij) maps to 0 under σ
(ij)
T,I,J(x).
Lemma 4.15. Let i, j, T , , and J be as above. Then, σ(ij)T,I,J(x)(aJ(ij)) = 0 for all x ∈ C (ij)T,J .
Proof. For simplicity, we write σ(x) = σ
(ij)
T,I,J(x). By symmetry between i and j, it suffices to show
that σ(x)(ujl) = 0 for all jl ∈ J(ij). If jl ∈ J(ij) ∩ I, then σ(x)(ujl) = exp(xjl − xij) = 0.
On the contrary, assume jl ∈ J(ij) r I. Since I is compatible with  and J(ij), and jl /∈ I,
this implies that il ∈ I, and there exists t ≺ l maximal such that it, jt /∈ J , forcing lt, it ∈ I
and µ(ujl) = u
−1
it (−ult + uil µ(ujt)). Lemma 4.4 ensures that il ∈ J(ij), so σ(x)(uil) = 0. The
four-point condition on the quartet {i, j, t, l} implies that xlt + xij = −∞, so xlt = −∞ and thus
σ(x)(ult) = 0. The definition of µ(ujl), together with the non-Archimedean triangle inequality for
σ(x), yield
σ(x)(ujl) = σ(x)(u
−1
it )σ(x)(−ult + uil µ(ujt)) 6 σ(x)(u−1it ) max{σ(x)(ult), σ(x)(uil)σ(x)(ujt)} = 0.

By Proposition 4.9 (ii), the map µ induces an isomorphism of localizations
µ : R(ij)SHrJ
∼ //K[ukl : kl ∈ I]SHrJ ,
where SHrJ is as in Remark 4.1. Using this map and Lemma 4.14, we define σ
(ij)
T,I,J(x) on R(ij) by
restriction.
We now state the main result in this Section, keeping the previous notation.
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Theorem 4.16. Let i, j, T , , and J be as above, and let I = I(ij, T, J) be a set of size 2(n− 2)
that is compatible with  and J(ij). Then, σ(ij)T,I,J is a section to the tropicalization map over the
cone C
(ij)
T,J .
Proof. We divide the proof in two parts. First, we discuss the case when m = 1, and second, we
show how the general result can be deduced from this special case. Using the diagram (4.5) and
the Plu¨cker relations, we view all functions ukl := uikujl−uilujk in the ring R(ij). By Lemma 4.14,
we can define σ
(ij)
T,I,J(x) on this ring. For simplicity, write σ := σ
(ij)
T,I,J .
In what follows, we consider polynomials in all variables {ukl : kl 6= ij}. To simplify notation,
rather than writing µ(ukl), we underline the variable ukl whenever kl ∈ I(ij) r I, indicating that
we should consider its image under µ in K[ukl : kl ∈ I][u−1kl : kl ∈ H r J ].
Assume m = 1. We proceed by induction on n and use Lemma 4.2 to check the section property.
If n = 3, then T is the caterpillar tree, and so I = I(ij). The result follows by Proposition 4.5.
Next, suppose that n > 3, and let s be the maximal element in T1. Let T
′ and T ′1 be the trees
obtained by removing the leaf s from T and T1, respectively. We keep the notation from the proof
of Proposition 4.9 and define I ′ = I ∩ ([n]r{s}2 ), J ′ = J ∩ ([n]r{s}2 ), R(ij)′ = K[uik, ujk : k 6= i, j, s].
We also let ′ be the order on T ′1 induced by . Since I ′ is compatible with ′ and J ′(ij), we
find that the restriction of σ(x) to R(ij)′ agrees with σ(ij)T ′,I′,J ′(x
′), where x′ is the projection of x to
those coordinates not involving the index s. It suffices to prove that σ(x)(usl) = exp(xsl − xij) for
all l 6= s. All other identities will follow by the inductive hypothesis. Using the symmetry between
i and j, we suppose that {il : l 6= i, j} ⊂ H (see Remark 4.11). We analyze two cases, depending
on the nature of I.
Case 1: Assume that for all l 6= i, j, s we have il or jl ∈ J . In this situation, we have I = I(ij).
In particular, σ(x)(uis) = exp(xis − xij) and σ(x)(ujs) = exp(xjs − xij).
Fix an index l 6= i, j, s. By the four-point condition on the quartet {i, j, s, l}, we have xsl +xij =
xil + xjs = xjl + xis = −∞, so usl = uisujl − uilujs ∈ aJ(ij). Lemma 4.15 implies σ(x)(usl) = 0 =
exp(xsl − xij), as we wanted to show.
Case 2: Suppose that there exists t 6= i, j, s satisfying it, jt /∈ J . Choose t maximal with this
property. By Definition 4.8, we know that st ∈ I, so σ(x)(ust) = exp(xst − xij). Similarly, since
is ∈ I we have σ(x)(uis) = exp(xis − xij). Using the identity
ujs = u
−1
it uis ujt − u−1it ust,
we compute σ(x)(ujs) by expanding ujt as a polynomial in the I-coordinates, and taking the
maximum over the values on all monomials occurring in ujs. By Proposition 4.9 (iii), the monomial
u−1it ust does not cancel with any term in u
−1
it uis ujt. Since σ(x) is multiplicative and it satisfies
σ(x)(ukl) = exp(xkl − xij) for all kl ∈ I as well as σ(x)(ujt) = exp(xjt − xij) by the inductive
hypothesis, we deduce
σ(x)(ujs) = σ(x)(u
−1
it uis ujt − u−1it ust) = max{σ(x)(u−1it uis ujt), σ(x)(u−1it ust)}
= max{exp(−xit + xis)σ(x)(ujt), exp(−xit + xst)}
= max{exp(−xit + xis + xjt − xij), exp(−xit + xst)}.
The four-point condition on the quartet {i, j, s, t} yields σ(x)(ujs) = exp(xjs − xij).
Finally, we prove the claim for usl, where l 6= i, j, s, t. First, assume that t ≺ l. Then, the
maximality of t and Lemma 4.4 imply that both il and jl belong to J , hence usl ∈ aJ(ij) and
σ(x)(usl) = 0 by Lemma 4.15. The four-point condition on {i, j, s, l} yields xsl = −∞, and the
result holds.
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On the contrary, suppose that l ≺ t. By the Plu¨cker relations, we write usl as
usl = u
−1
it uisutl + u
−1
it uilust.
In order to evaluate σ(x) on usl, we expand utl in I-coordinates and then take the maximum over
the values of σ(x) on all monomials. By Proposition 4.9 (iii), the monomial u−1it uilust does not
cancel with any term in the expansion of u−1it uisutl. Note that σ(x)(utl) = exp(xtl − xij) by the
inductive hypothesis. Since σ(x) is multiplicative and it satisfies σ(x)(upq) = exp(xpq − xij) for all
pq ∈ I, this implies
σ(x)(usl) = max{σ(x)(u−1it uis utl), σ(x)(u−1it uilust)}
= max{exp(−xit + xis)σ(x)(utl), exp(−xit + xil + xst − xij)}
= max{exp(−xit + xis + xtl − xij}, exp(−xit + xil + xst − xij)}.
Since l ≺ t ≺ s, and  has the cherry property on T with respect to i and j, we know by
Definition 4.6 (iii) that either {l, t} or {t, s} are cherries of the quartet {i, l, t, s}. Therefore, one of
the following identities hold:
xis + xtl 6 xit + xsl = xil + xst or xil + xst 6 xit + xsl = xis + xtl.
In both cases it is easy to check that σ(x)(usl) = exp(xsl − xij).
Next, we discuss the case when m > 1. As before, we show that σ(x)(ukl) = exp(xkl − xij) for
all kl ∈ ([n]2 )r {ij}. We follow the notation of Figure 1. Proposition 4.9 (iii) and the proof for the
m = 1 case guarantee that the result holds when kl ∈ I(ij) or when we pick two indices k, l in the
same subtree Ta, for a = 1, . . . ,m.
It remains to check the case when k and l belong to two different subtrees, say k ∈ Ta and l ∈ Tb
with a 6= b. The quartet with leaves {i, j, k, l} contains the cherry {i, k} or the cherry {i, l}. Hence,
by the four-point condition, one of the following is true:
(4.7) xik + xjl 6 xij + xkl = xil + xjk or xil + xjk 6 xij + xkl = xik + xjl.
We distinguish four cases. If ik, jk ∈ H, then ukl = uik ujl − uilujk. The compatibility of I with
 and J(ij), and Proposition 4.9 (iii) ensure that none of the monomials in uik ujl cancel out with
any monomial in uilujk. Using (4.7) we conclude that
σ(x)(ukl) = max{exp(xik + xjl − 2xij), exp(xil + xjk − 2xij)} = exp(xkl − xij).
An analogous argument holds when il, jl ∈ H.
It remains to study the situation where both pairs ik, jk and il, jl have one member outside
H. In particular, by Definition 4.8, we know that Ta and Tb have more than one leaf. By the
symmetry between i and j, we are left with two possibilities: either ik, jl /∈ H or ik, il /∈ H. By
the compatibility of I with  and J(ij), we know that there exist maximal elements k′ ≺ k and
l′ ≺ l, satisfying that kk′, ll′ ∈ I, and ik′, jk′, il′, jl′ /∈ J .
Let us discuss the first scenario, where ik, jl /∈ H. Notice that H ⊃ {jq : q ∈ Ta} ∪ {iq : q ∈ Tb}
by Remark 4.11. We write ukl = uikujl − uilujk. Proposition 4.9 (iii) shows that the expansion of
uikujl in I-coordinates does not contain the monomial uilujk. Hence, by (4.7) we conclude
σ(x)(ukl) = max{σ(x)(uikujl), σ(x)(uilujk)}
= max{exp(xik + xjl − 2xij), exp(xil + xjk − 2xij)} = exp(xkl − xij).
Finally, let us analyze the case when ik, il /∈ H. In this situation, we know that H ⊃ {jq : q ∈
Ta ∪ Tb}, and we have ukl = uikujl − uilujk, where
uik = u
−1
jk′(−ukk′ + uik′ujk) and uil = u−1jl′ (−ull′ + uil′ujl).
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Plugging these expressions into the Plu¨cker expression for ukl, we see that
ukl = uikujl − uilujk = ujkujl(u−1jk′ uik′ − u−1jl′ uil′)− u−1jk′ukk′ujl + u−1jl′ ull′ujk.
The conditions that k′ ≺ k and l′ ≺ l together with Proposition 4.9 (iii) ensure that the monomials
ujlukk′u
−1
jk′ and u
−1
jl′ ull′ujk cannot be present in the polynomial ujkujl(u
−1
jk′ uik′ − u−1jl′ uil′). Hence,
σ(x)(ukl) = max{σ(x)(ujkujl(u−1jk′ uik′ − u−1jl′ uil′), σ(x)(ujlukk′u−1jk′), σ(x)(u−1jl′ ull′ujk)}.
We now study these three terms, starting from the last two. Since k, k′ ∈ Ta and l, l′ ∈ Tb, we
deduce from the four-point conditions on the quartets {j, l, k, k′} and {j, k, l, l′} that
σ(x)(ujlukk′u
−1
jk′) 6 exp(xkl − xij) and σ(x)(u−1jl′ ull′ujk) 6 exp(xkl − xij).
We claim that the value of σ(x) at the polynomial ujkujl(u
−1
jk′ uik′−u−1jl′ uil′) equals exp(xkl−xij).
As before, by Proposition 4.9 (iii), we know that both expressions u−1jk′ uik′ and u
−1
jl′ uil′ involve
disjoint sets of monomials, so no cancellations can occur. The four-point conditions on the quartets
{i, j, k′, k}, {i, j, l′, l} imply xjk + xik′ = xik + xjk′ and xjl + xil′ = xil + xjl′ , so
σ(x)(ujkujlu
−1
jk′ uik′) = exp(xjk + xjl − xjk′ + xik′ − 2xij) = exp(xik + xjl − 2xij),
σ(x)(ujkujlu
−1
jl′ uil′) = exp(xjk + xjl − xjl′ + xil′ − 2xij) = exp(xjk + xil − 2xij).
Hence, σ(x)(ukl) = max{exp(xik +xjl−2xij), exp(xjk +xil−2xij)} = exp(xkl−xij) by (4.7). This
concludes our proof. 
4.3. Uniqueness and continuity. In the previous two Sections, we constructed explicit maps
σ
(ij)
T,I,J on a covering of T Gr(2, n) by cones labeled C (ij)T,J , and we showed that these maps are a
section to trop on each domain. Our next task is to glue these sections together and, thus, define a
map over T Gr(2, n). In order to do so, we show that these sections are the unique ones satisfying
a maximality property. In Section 5 we give a more conceptual proof of this fact via the existence
of a unique Shilov boundary point in the fibers of the tropicalization map.
Lemma 4.17. Let x ∈ T Gr(2, n) and i, j be such that x ∈ T Uij. Let T and J be such that
x ∈ C (ij)T,J . Then, for any index set I compatible with  and J(ij), and for any ρ ∈ trop−1(x), we
have that
ρ(f) 6 σ(ij)T,I,J(x)(f) for all f ∈ R(ij).
Proof. Let H = I ∩ I(i, j) be as in Sections 4.1 and 4.2. Since ρ and σ(ij)T,I,J(x) belong to the fiber
of trop over x, Lemma 4.2 ensures that ρ(ukl) = exp(xkl − xij) = σ(ij)T,I,J(x)(ukl) for all k, l.
Notice that since ρ(ukl) 6= 0 for any kl ∈ H r J , we can uniquely extend the seminorm ρ from
R(ij) to the Laurent polynomial ring K[ukl : kl ∈ I][u−1kl : kl ∈ H r J ] via the map µ in (4.5),
as we did in Lemma 4.14. For simplicity, we also call this extension by ρ. Given any polynomial
f ∈ R(ij), we write it as a Laurent polynomial f = ∑α cαuα, where α ∈ NIr(HrJ)0 × ZHrJ . The
definition of the map σ
(ij)
T,I,J and the non-Archimedean triangle inequality for ρ ensure that
ρ(f) 6 max
α
{ρ(cαuα)} = max
α
{|cα|σ(ij)T,I,J(x)(uα)} = σ(ij)T,I,J(x)(f). 
The intrinsic characterization of the maps σ
(ij)
T,I,J in Lemma 4.17 has two important consequences.
First, the function σ
(ij)
T,I,J is independent of the choice of the index set I as long as it is compatible
with  and J(ij). Likewise, the functions σ(ij)T,I,J and σ(ij)T ′,I′,J ′ agree on the overlaps of the sets
C
(ij)
T,J and C
(ij)
T ′,J ′ , corresponding to two trees and two vanishing sets. Therefore, these functions glue
together to yield a unique map σ(ij) on T Uij for every choice of a pair ij.
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Our next result ensures that the collection {σ(ij)}ij glues to a map σ : T Gr(2, n)→ Gr(2, n)an.
Proposition 4.18. The map σ(ij) is independent of our starting choice of indices i and j.
Proof. The result follows from Lemma 4.17, as we now explain. Fix two pairs of indices ij, pq ∈ ([n]2 ),
and pick any point x ∈ T Uij ∩T Upq, so xij , xpq 6= −∞. Let J = J(x) and fix a tree T with x ∈ CT .
The multiplicative seminorm σ(ij)(x) is defined over R(ij), whereas σ(pq)(x) is defined over R(pq).
To avoid confusions, we denote by ukl the functions in R(ij) and by vkl the functions in R(pq).
As usual, we write ukl = uikujl − uikujl in R(ij) whenever kl /∈ I(ij), and vkl = vpkvql − vplvqk in
R(pq) whenever kl /∈ I(pq).
Since x ∈ T Uij ∩ T Upq, we know that σ(ij)(x)(upq) = exp(xpq − xij) 6= 0 and σ(pq)(x)(vij) =
exp(xij−xpq) 6= 0. Thus, the multiplicative seminorms σ(ij)(x) and σ(pq)(x) extend uniquely to the
localizations R(ij)S{pq} and R(pq)S{ij} defined as in Remark 4.1. These localizations are related by
the natural isomorphism
r : R(pq)S{ij} −→ R(ij)S{pq} , vpk 7−→ upk/upq and vqk 7−→ uqk/upq.
Both seminorms σ(ij)(x) and σ(pq)(x) are maximal with respect to evaluation on these localizations.
By Lemma 4.17, σ(ij)(x) ◦ r = σ(pq)(x) on R(pq)S{ij} , as we wanted to show. 
Theorem 4.16 shows that σ is a section to trop. We end by proving the continuity of σ.
Theorem 4.19. The map σ : T Gr(2, n)→ Gr(2, n)an is continuous.
Proof. Since the sets Uij for ij ∈
(
[n]
2
)
are an open cover of Gr(2, n), it suffices to prove that each
restriction σ(ij) : T Uij → Uanij is continuous. Recall that the topology on Uanij is the topology of
pointwise convergence on functions in the coordinate ring R(ij). Given a sequence (x(m))m∈N ⊂
T Uij converging to x ∈ T Uij and any element f ∈ R(ij), we wish to show that the sequence
σ(x(m))(f) has a limit and, moreover, that its limit is σ(x)(f). Equivalently,
(4.8) σ(x)(f) 6 lim inf
m
σ(x(m))(f) 6 lim sup
m
σ(x(m))(f) 6 σ(x)(f) for all f ∈ R(ij).
It suffices to prove that any subsequence of (x(m))m has a sub-subsequence satisfying (4.8).
In order to establish the desired inequalities, we set some notation. From the topology of
T Gr(2, n), we know that lim
m→∞x
(m)
kl − x(m)ij = xkl − xij in R for all kl ∈
(
[n]
2
)
. In addition,
by the pigeonhole principle, any subsequence of (x(m))m has a subsequence (x
(mk))k satisfying
J(x(mk)) = J(x(ml)) =: J˜ ⊂ J for all k, l ∈ N, as well as (x(mk))k ⊂ C (ij)T,J˜ and x ∈ C
(ij)
T,J for the
same tree T . To simplify notation, we assume the original sequence has this property. The result
follows from Lemmas 4.20 and 4.21 below. 
Lemma 4.20. Fix a pair of indices i, j in [n], an arbitrary tree type T on n leaves and a point
x ∈ C (ij)T,J . Suppose that there is a vanishing set J˜ ⊂ J and a sequence (x(m))m in the cone C (ij)T,J˜
converging to x. Then,
lim sup
m
σ(ij)(x(m))(f) 6 σ(ij)(x)(f) for all f ∈ R(ij).
Proof. We let I˜ = I(ij, T, J˜) and I = I(ij, T, J) be two compatible sets, and set H˜ = I˜ ∩ I(ij),
H = I ∩ I(ij). We construct σ(x(m)) and σ(x) using formula (4.6). Since σ is independent of all
choices of index sets, we may assume that both I and I˜ are compatible with the same order  on
[n] r {i, j} having the cherry property on T , and that H˜ satisfies H˜ ⊂ H by Remark 4.11. Since
J˜ ⊂ J , we extend the multiplicative seminorms σ(x(m)) to R(ij)SHrJ using Lemma 4.14. The
topology of T Gr(2, n) and the continuity of exponentiation on R imply that
(4.9) lim
m→∞σ(x
(m))(uα) = σ(x)(uα) for all α ∈ NIr(HrJ)0 × ZHrJ .
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Given any f ∈ R(ij), we write µ(f) = ∑α cαuα ∈ K[ukl : kl ∈ I][u−1kl : kl ∈ H r J ]. Then, by
definition, σ(x)(f) = max
α
{σ(x)(cαuα)}. Combining (4.6), (4.9) and the non-Archimedean triangle
inequality for each σ(x(m)), we conclude that
lim sup
m
σ(x(m))(f) 6 lim sup
m
max
α
{σ(x(m))(cαuα)}=max
α
{lim sup
m
σ(x(m))(cαu
α)} = σ(x)(f). 
Lemma 4.21. With the same hypothesis as in Lemma 4.20, we have
σ(x)(f) 6 lim inf
m
σ(x(m))(f) for all f ∈ R(ij).
Proof. We let µ˜ be the map from (4.5) corresponding to any given compatible set I˜ = I(ij, T, J˜). We
extend the multiplicative seminorm σ(x(m)) to K[ukl : kl ∈ I˜][u−1kl : kl ∈ H˜ r J˜ ] using Lemma 4.14.
The main obstruction to mimicking the proof of Lemma 4.20 lies in the possibility of having a
monomial uα in the expression of µ˜(f) with a negative exponent corresponding to an unknown
ukl with kl ∈ H˜ ∩ J r J˜ . If so, we know that lim
m→+∞σ(x
(m))(uα) = +∞. However, Lemma 4.20
implies that the sequence σ(x(m))(f) is bounded above by σ(x)(f). This fact ensures that these
bad monomials will not realize the maximum defining σ(x(m))(f).
Fix a polynomial f ∈ R(ij). If σ(x)(f) = 0, there is nothing to prove. Now, suppose σ(x)(f) 6= 0.
In particular, this implies that f /∈ aJ(ij) by Lemma 4.15. Moreover, we can assume that no
monomial of f lies in aJ(ij). Indeed, we know that σ(x)(f) = σ(x)(f − cαuα) for any monomial uα
in aJ(ij) by the strong non-Archimedean triangle inequality. We claim that
lim inf
m
σ(x(m))(f) = lim inf
m
σ(x(m))(f − cαuα).
If the left-hand side equals 0, then the identity follows from the non-Archimedean triangle inequality
and the continuity of σ when evaluated at monomials in R(ij). If the left-hand side is strictly
positive, then we know that σ(x(m))(f) > σ(x(m))(cαu
α) for m  0, and the result is again a
consequence of the strong non-Archimedean triangle inequality.
We prove the statement by induction on n, always assuming that f contains no monomial in
aJ(ij). If n = 3, then T is the caterpillar tree on three leaves, and we can choose I = I˜ = I(ij).
In this situation, the result follows immediately. When n > 3, we distinguish two cases. For the
remainder of the proof, we fix a partial order  on [n]r {i, j} with the cherry property on T with
respect to i, j.
Case 1: Assume that for some maximal element s in the partial order  at least one of is, js ∈ J .
By symmetry, we may assume that js ∈ J . In particular, we know that f contains no monomial
involving the unknown ujs. We remove s from T and call T
′ the induced tree and ′ the restriction
of the order  to the leaves in T ′. We let J ′ = J ∩ ([n]r{s}2 ) and J˜ ′ = J˜ ∩ ([n]r{s}2 ). We choose I
compatible with  and J(ij) and I˜ compatible with  and J˜(ij), both containing the pair is. We
let R(ij)′ = K[uil, ujl : l 6= i, j, s].
Consider the projection pis : TP(
n
2)−1 99K TP(
n−1
2 )−1 obtained by removing all coordinates indexed
by pairs containing s. This map corresponds to the natural inclusion R(ij)′ ↪→ R(ij). When
restricted to Uij , the projection pis is well defined and its image lies in the affine patch T U ′ij =
{xij 6= −∞} ⊂ TP(
n−1
2 )−1. We define y := pis(x) and y(m) := pis(x(m)) for all m > 0.
We let σ′ be the section to trop over T Gr(2, n−1) defined in Theorem 4.16. By construction, the
intersections of the sets I and I˜ with
(
[n]r{s}
2
)
are compatible with ′ and J ′(ij) (resp. J˜ ′(ij)), so we
have σ(x)|R(ij)′ = σ
′(y) and σ(x(m))|R(ij)′ = σ
′(y(m)). We write f =
∑
b>0 fbu
b
is, where fb ∈ R(ij)′.
Then, µ(f) =
∑
b µ(fb)u
b
is, µ˜(f) =
∑
b µ˜(fb)u
b
is, and we know that µ(fb) and µ˜(fb) contain no
monomial involving the unknown ujs. The inductive hypothesis on each fb and the continuity of
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the exponential function on R yield
σ(x)(f) = max
b
{σ′(y)(fb)σ(x)(ubis)} 6 max
b
{lim inf
m
σ′(y(m))(fb)σ(x(m))(ubis)}
6 lim inf
m
max
b
{σ(x(m))(fbubis)} = lim infm σ(x
(m))(f).
Case 2: Assume that every maximal element s in the partial order  satisfies is, js /∈ J . In this
situation, Lemma 4.4 ensures that for all l 6= i, j either il, jl ∈ J or il, jl /∈ J , and similarly for the
set J˜ .
First suppose that there is a leaf l with il, jl ∈ J˜ , say l ∈ Ta for some a = 1, . . . ,m. We
remove l from T and call T ′ the resulting tree and ′ the induced order. As in Case 1, we
consider the projection pil : T Uij → T U ′ij ⊂ TP(
n−1
2 )−1 that deletes all coordinates involving l.
We define R(ij)′ = K[uik, ujk : k 6= i, j, l] and we let σ′ be the section to trop over T U ′ij ⊂
T Gr(2, n − 1). Choose I ′ and I˜ ′ in ([n]r{l}2 ) compatible with ′ and J ′(ij) (resp. J˜ ′(ij)), with
{ik : k 6= i, j, l} ⊂ I ′ and {ik : k 6= i, j, l} ⊂ I˜ ′. We write µ′ and µ˜′ for the associated embeddings
given by Proposition 4.9 (ii).
By assumption, no monomial of f includes the unknowns uil nor ujl, thus we know f ∈ R(ij)′.
In addition, the expressions µ′(uik), µ′(ujk), µ˜′(uik) and µ˜′(ujk) for k 6= i, j, l do not involve any
unknown indexed by a pair containing l. Since il, jl ∈ J˜ , we can define a set I˜ compatible with 
and J˜(ij) by adding to I˜ ′ a set of the form {il, jl}, {il, lt}, or {jl, lt} for some t ≺ l. The same
method applies to I and I ′. In particular, I˜ ′ ⊂ I˜ and I ′ ⊂ I, so Proposition 4.9 (iii) ensures that
µ(f) = µ′(f) and µ˜(f) = µ˜′(f). The result follows by the inductive hypothesis.
Second, we assume that no pair il, jl lies in J˜ . If the set J(ij) is also empty, we can take I˜ = I and
µ˜ = µ, and the result follows immediately. Thus, we may suppose that some subtree Ta has a leaf
l satisfying il, jl ∈ J . Pick the minimal element l with this property. As before, we remove l from
T and Ta, obtaining trees T
′ and T ′a, and define R(ij)′ = K[uik, ujk : k 6= i, j, l]. By assumption,
f ∈ R(ij)′. As above, we let σ′ be the section to trop over T Gr(2, n − 1), and pil the projection
map. We define y := pil(x) and y
(m) := pil(x
(m)) for all m > 0. Following Proposition 4.10, we
construct sets I ′ and I˜ ′ compatible with  and J ′(ij) (resp., J˜ ′(ij)) such that H˜ ′ ⊂ H ′ and ik ∈ H˜ ′
for all k ∈ T ′a. We let µ′ and µ˜′ be the corresponding maps from (4.5) defined on R(ij)′.
We claim that for all f ∈ R(ij)′
(4.10) σ(x)(f) = σ′(y)(f) and σ(x(m))(f) = σ′(y(m))(f).
The original statement will follow immediately from these two identities and the inductive hypoth-
esis.
We start by proving the left-hand expression of (4.10). Since il, jl ∈ J , we can extend I ′ to a
compatible set I with respect to  and J(ij), with associated map µ defined on R(ij). As before,
we conclude that µ′ = µ on R(ij)′ so σ(x)(f) = σ′(y)(f) for all f ∈ R(ij)′.
Recall that il, jl ∈ JrJ˜ and that J˜(ij) = ∅. As opposed to the previous scenario, the difficulty in
proving the right-hand side of (4.10) arises because we will not be able to extend I˜ ′ to a compatible
set I˜ with respect to  and J˜(ij) whenever l is not maximal with respect to . Moreover, given
any compatible set I˜, its associated µ˜ will not agree with µ˜′ over R(ij)′. We will need to modify
both the set I˜ ′ and the map µ˜′ to build I˜ and µ˜.
From now on, we assume I˜ and I are compatible sets satisfying the conditions {ik : k 6= i, j, l} ⊂
H˜ ′ ⊂ H˜ ⊂ H and {ik : k 6= i, j, l} ⊂ H ′ ⊂ H. To simplify notation, we let l − 1 and l + 1 be the
(possibly nonexistent) predecessor and successor elements of l with respect to . Both leaves lie in
Ta. We analyze two cases: whether l is the first leaf of Ta or not.
If l is the first leaf of Ta, the condition that i(l + 1), j(l + 1) /∈ J˜ ensures that
I˜ = (I˜ ′ r {j(l + 1)}) ∪ {il, jl, (l + 1)l}.
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Notice that µ˜′(uj(l+1)) = uj(l+1), whereas µ˜(uj(l+1)) = u−1il (−u(l+1)l + ui(l+1)ujl). The proof of
Proposition 4.9 (iii) shows that no element in the image of µ˜′ contains a monomial with a negative
power of uj(l+1). We write
µ˜′(f) =
∑
b>0
fb u
b
j(l+1), where all fb ∈ K[urs : rs ∈ I˜ ′ r {j(l + 1)}][u−1rs : rs ∈ H˜ ′ r {j(l + 1)}].
In order to obtain µ˜(f) from µ˜′(f), we replace ubj(l+1) with µ˜(u
b
j(l+1)) in the expression of µ˜
′(f):
(4.11) µ˜(f) =
∑
b>0
fb u
−b
il
b∑
k=0
(
b
k
)
(−1)kuk(l+1)lub−ki(l+1)ub−kjl .
None of the variables uil and ujl appear in fb, so there are no cancellations among the summands
of (4.11). The multiplicativity of σ(x(m)) and the definition of σ(x(m)) yield
σ(x(m))(f) = max
b,k
{σ(x(m))(fb)σ(x(m))(
(
n
k
)
u−bil u
k
(l+1)lu
b−k
i(l+1)u
b−k
jl )}.
By the four-point condition on the quartet {i, j, l, l + 1} and the definition of µ˜(uj(l+1)) we have
σ′(y(m))(uj(l+1)) = σ(x(m))(uj(l+1)) = σ(x(m))(−u−1il ui(l+1)ujl) > σ(x(m))(u−1il u(l+1)l).
In addition, we have σ(x(m))(fb) = σ
′(y(m))(fb) for all b by Proposition 4.9 (iii). Therefore,
σ(x(m))(f) = max
b
{σ(x(m))(fb)σ(x(m))(u−bil ubi(l+1)ubjl)} = maxb {σ
′(y(m))(fb ubj(l+1))} = σ′(y(m))(f).
Finally, assume that l is not the first leaf of Ta. Since l is also not the maximal leaf of Ta, we
know that l − 1 and l + 1 are true leaves of Ta. In this case
I˜ = (I˜ ′ r {(l + 1)(l − 1)}) ∪ {il, l(l − 1), (l + 1)l}.
As before, we write the expression of µ˜′(f):
µ˜′(f) =
∑
b>0
fb u
b
(l+1)(l−1), where fb ∈ K[ukl : kl ∈ I˜ ′ r {(l + 1)(l − 1)}][u−1kl : kl ∈ H˜ ′].
In order to obtain µ˜(f) from the expression of µ˜′(f), we replace the power ub(l+1)(l−1) by a
Laurent polynomial in K[ukl : kl ∈ I˜][u−1kl : kl ∈ H˜ r J˜ ]. Using the Plu¨cker relations, we write
u(l+1)(l−1) = u−1il (ui(l+1)ul(l−1) + ui(l−1)u(l+1)l). We obtain:
(4.12) µ˜(f) =
∑
b>0
fb u
−b
il
b∑
k=0
(
b
k
)
uki(l+1)u
k
l(l−1)u
b−k
i(l−1)u
b−k
(l+1)l.
Again, no cancellations occur among the summands in (4.12) by Proposition 4.9 (iii).
As before, the extensions of σ′(y(m)) and σ(x(m)) to this Laurent polynomial ring agree on all
fb. Next, we find the term on the right-hand side of (4.12) achieving the value of σ(x
(m))(f). Since
l−1 ≺ l ≺ l+1, the cherry property of  with respect to T ensures that either {l, l+1} or {l−1, l}
is a cherry of this quartet.
In the former case, the four-point condition on the quartet {i, l − 1, l, l + 1} ensures that
σ(x(m))(u(l+1)(l−1)) = σ(x(m))(−u−1il ui(l+1)ul(l−1)) > σ(x(m))(u−1il ui(l−1)u(l+1)l).
In particular, this implies that
σ(x(m))(f) = max
b
{σ(x(m))(fb)σ(x(m))(u−bil ubi(l+1)ubl(l−1))} = maxb {σ(x
(m))(fb)σ(x
(m))(ub(l+1)(l−1))}
= max
b
{σ′(y(m))(fb)σ′(y(m))(ub(l+1)(l−1))} = σ′(y(m))(f).
FAITHFUL TROPICALIZATION OF THE GRASSMANNIAN OF PLANES 23
Finally, if {l − 1, l} is a cherry of the quartet {i, l − 1, l, l + 1} we have
σ(x(m))(u(l−1)(l+1)) = σ(x(m))(−u−1il ui(l−1)u(l+1)l) > σ(x(m))(u−1il ui(l+1)ul(l−1)).
We conclude that
σ(x(m))(f) = max
b
{σ(x(m))(fbu−bil ubi(l−1)ub(l+1)l)} = maxb {σ
′(y(m))(fbub(l+1)(l−1))} = σ′(y(m))(f). 
5. Fibers of tropicalization
In this section, we study the fibers of the tropicalization map trop: Gr(2, n)an → T Gr(2, n).
These fibers are affinoid spaces (see [1, Section 4.13]). We describe them explicitly in Proposi-
tion 5.6. This perspective gives a natural geometric explanation for the maximality property of our
section σ by means of Shilov boundaries. For a different approach to investigate these fibers, we
refer to [26].
As we saw in Section 4.2, the vanishing sets of points in T Gr(2, n) play a crucial role when con-
structing the section σ. They induce a stratification of Gr(2, n) into subvarieties of tori associated
to complements of coordinate hyperplanes. For every J (
(
[n]
2
)
, we define
(5.1) EJ = {p ∈ P(
n
2)−1
K : pkl = 0 if and only if kl ∈ J}.
Using the Plu¨cker embedding ϕ from (3.1), we define a locally closed subscheme of Gr(2, n) (endowed
with the reduced-induced structure):
(5.2) GrJ(2, n) = ϕ
−1(EJ).
For example, the stratum associated to the empty set is Gr∅(2, n) = Gr0(2, n). Since we only
consider J 6= (([n]2 )), we can always choose ij /∈ J and regard GrJ(2, n) inside the big open cell
Uij . Notice that GrJ(2, n) will be nonempty if and only if J is the vanishing set of some point in
T Gr(2, n). The next result explains how to certify this condition. We discuss the case of n = 4 in
Example 6.6.
Lemma 5.1. Let J (
(
[n]
2
)
and assume ij /∈ J . Then, GrJ(2, n) is nonempty if and only if the set
J satisfies the following saturation conditions:
(i) if kl, ls ∈ J and ks 6= ij, then ks ∈ J or il, jl ∈ J ,
(ii) if ik, jk ∈ J , then kl ∈ J for all l.
Proof. Assume GrJ(2, n) is nonempty. By the previous discussion, we know that J = J(x) for some
x ∈ T Gr(2, n). Let T be such that x ∈ CT . We arrange T as in the right of Figure 1. Assume
kl, ls ∈ J . The four-point conditions on the quartets {i, s, k, l} and {j, s, k, l} give xil + xks =
xjl + xks = −∞. Thus, condition (i) holds. Similarly, if ik, jk ∈ J , the four-point condition on the
quartet {i, j, k, l} and our assumption that ij /∈ J yield (ii).
Conversely, suppose that J is saturated. To show that GrJ(2, n) is nonempty, it suffices to
construct an L-valued point of GrJ(2, n) for some extension field L|K. Such a point is represented
by a matrix X ∈ L2×n whose only vanishing 2× 2-minors are those indexed by pairs in J . Define
(5.3) Z0(J) = {l ∈ [n] : il, jl ∈ J}.
Note that i, j /∈ Z0(J). We define a relation ∼ on [n]r Z0(J) as follows:
(5.4) k ∼ l if and only if kl ∈ J or k = l.
The saturation conditions ensure that ∼ is an equivalence relation.
We decompose [n]r Z0(J) =
⊔t
k=1Bk into its equivalence classes. Notice that i 6∼ j, so we may
assume that i ∈ B1 and j ∈ B2. Pick a finite field extension L|K containing at least t−1 elements,
and choose t − 2 distinct elements c3, . . . , ct ∈ L∗. For each k = 3, . . . , t, we consider the column
vector vk := (1, ck). We set v1 = (1, 0) and v2 = (0, 1). Using these vectors, we build a rank two
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matrix X = (X(1)| . . . |X(n)) by columns, where X(l) = 0 for all l ∈ Z0(J), and X(l) = vk if and
only if l ∈ Bk. The vectors {v1, . . . , vt} are pairwise linearly independent, so X induces an L-valued
point in GrJ(2, n). This concludes our proof. 
From now on, we assume J is always a vanishing set and we fix ij /∈ J . We view the set GrJ(2, n)
inside Uij . We let aJ be the ideal of R(ij) generated by {ukl : kl ∈ J}. As usual, if kl /∈ I(ij), we
interpret ukl = uikujl − uilujk. Our next result implies that GrJ(2, n) is irreducible.
Lemma 5.2. The ideal aJ of R(ij) is prime.
Proof. Fix x ∈ T Gr(2, n) such that J = J(x). We proceed by induction on n. If n = 3, then
aJ = aJ(ij) is a monomial ideal generated by degree-one monomials, hence it is prime.
Suppose n > 3 and recall the set Z0(J) from (5.3). We analyze four cases. First, assume
Z0(J) is nonempty, pick any s ∈ Z0(J) and let R(ij)′ = K[uik, ujk : k 6= i, j, s]. The set J ′ =
J ∩ ([n]r{s}2 ) is the vanishing set of the projection of x away from all coordinates containing s. We
write aJ = aJ ′ + 〈uis, ujs〉. The ideal aJ ′ ⊂ R(ij)′ is prime by the inductive hypothesis. Since
R(ij)/aJ ' R(ij)′/aJ ′ is an integral domain, the result follows.
On the contrary, assume Z0(J) is empty. Recall the equivalence relation ∼ on [n] from (5.4)
and its equivalence classes {Bk : k = 1, . . . , t}, where i ∈ B1 and j ∈ B2. If B1 unionsq B2 = [n], then
aJ = 〈uik, ujl : k ∈ B1, l ∈ B2〉 is a monomial prime ideal of R(ij) by construction.
Suppose B1 unionsqB2 6= [n]. If B1 6= {i}, we pick an element s ∈ B1r {i}. Then, J ′ = J ∩
(
[n]r{s}
2
)
is
a vanishing set and aJ = aJ ′+〈uis〉 by Lemma 5.1. The ideal aJ ′ ⊂ R(ij)′ is prime by the inductive
hypothesis, so R(ij)/aJ ' (R(ij)′/aJ ′) ⊗K K[ujs] is an integral domain and aJ is a prime ideal.
An analogous statement proves the result when B2 6= {j}.
Finally, assume Z0(J) = ∅ and that B1 = {i}, B2 = {j}. We show that the localization
aJ ⊂ K[u±il , u±jl : l 6= i, j] is a prime ideal. Using the decomposition [n] =
⊔t
k=1Bk, we write
aJ =
∑
k:|Bk|>1 aJk , where aJk = 〈uirujl − uilujr : r, l ∈ Bk〉 for all k such that |Bk| > 1. For each
k = 3, . . . , t, we fix an element qk ∈ Bk. The ideals aJk involve disjoint sets of variables and we can
rewrite them as
aJk = 〈uiqkujlu−1jqku−1il − 1 : l ∈ Bk r {qk}〉 ⊂ K[u±ir, u±jr : r ∈ Bk][u±il , u±jl : l /∈ ({i, j} ∪Bl)].
From this we see that the set of exponents of the binomial generators of aJ generate a primitive
sublattice of Z2(n−2), so aJ is prime by [13, Theorem 2.1]. 
Lemma 5.2 implies that the coordinate ring of GrJ(2, n) is (R(ij)/aJ)S(J∪{ij})c . Here, we view
S(J∪{ij})c as the multiplicative subset generated by the residue classes of all ukl with kl /∈ J ∪ {ij}.
The embedding GrJ(2, n)
an ⊂ Uanij identifies multiplicative seminorms on the coordinate ring of
GrJ(2, n) with those multiplicative seminorms on R(ij) which vanish precisely on aJ . We view the
fiber of trop over any point x with vanishing set J as an element in GrJ(2, n)
an.
We fix a tree T such that x ∈ CT . As in Section 4.2, we fix a partial order  on [n] r {i, j}
having the cherry property on T with respect to i and j, and we choose a set I compatible with
 and J(ij). In order to caracterize the fiber trop−1(x) in algebraic terms, we will need a suitable
description of the coordinate ring of GrJ(2, n). We use the following adaptation of the system of
coordinates I from Section 4.
Recall that the two embeddings from (4.5) are compatible with the embeddings in the function
field of R(ij). We extend the map θ to θ : K[ukl : kl ∈ I][u−1kl : kl ∈ H r J ] → R(ij)SHrJ so that
θ ◦ µ = id and µ ◦ θ = id. The embeddings µ and θ induce the following inclusions
(5.5) K[ukl : kl ∈ I]/θ−1(aJ) 
 θ //R(ij)/aJ
  µ //K[ukl : kl ∈ I][u−1kl : kl ∈ H r J ]/〈µ(aJ)〉.
The second map is injective by Lemma 5.2.
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Using these maps, we identify the coordinate ring of GrJ(2, n) with a suitable localization of
the ring on the left-hand side of (5.5). By definition, the ideal 〈µ(aJ)〉 is generated by the set
{µ(ukl) : kl ∈ J}. The condition σ(x)(ukl) = 0 and the formula (4.6) imply that it is in fact
generated by the monomials {ukl : kl ∈ I ∩ J}. Using this fact, we rewrite (5.5) as follows:
(5.6) K[ukl : kl ∈ I r J ] 
 θ //R(ij)/aJ
  µ //K[ukl : kl ∈ I r J ][u−1kl : kl ∈ H r J ] .
We let S be the multiplicatively closed subset of K[ukl : kl ∈ I r J ][u−1kl : kl ∈ H r J ] generated
by the polynomials
(5.7) frs := µ(urs) ∈ K[ukl : kl ∈ I r J ][u−1kl : kl ∈ H r J ] for all rs /∈ J ∪ {ij},
where we view all urs in R(ij)/aJ . The following result gives a new description of the coordinate
ring of GrJ(2, n).
Lemma 5.3. The inclusion µ from (5.6) induces an isomorphism
µ : (R(ij)/aJ)S(J∪{ij})c
∼ //(K[ukl : kl ∈ I r J ][u−1kl : kl ∈ H r J ])S.
Proof. Since the map µ from (5.6) satisfies µ(S(J∪{ij})c) = S by (5.7), we can extend this map
to the localizations in the statement. The resulting map is injective by (5.6), and surjective by
construction. 
As an immediate corollary, we give a first description of the fibers of trop. As we said earlier,
given x ∈ T Uij with J = J(x), we know that the fiber trop−1(x) is contained in the analytic
stratum GrJ(2, n)
an. Assume x ∈ CT for some tree type T . Lemma 5.3 shows that the coordinate
ring of GrJ(2, n) is isomorphic to (K[ukl : kl ∈ I r J ][u−1kl : kl ∈ H r J ])S . We identify trop−1(x)
with the set of all multiplicative seminorms γ on (K[ukl : kl ∈ IrJ ][u−1kl : kl ∈ H rJ ])S extending
the absolute value on K such that γ(frs) = exp(xrs − xij) for all rs /∈ J ∪ {ij}. Our choice of I
ensures that frs = urs if rs ∈ I r J . In particular,
(5.8) K[u±kl : kl ∈ I r J ] ⊂ (K[ukl : kl ∈ I r J ][u−1kl : kl ∈ H r J ])S ,
and we can restrict each γ to the leftmost Laurent polynomial ring. Conversely, any γ defined on
the left-hand side that satisfies γ(fkl) = exp(xkl − xij) for all kl /∈ J ∪ {ij} has a unique extension
to the right-hand side and, thus, lies in trop−1(x).
Let us now introduce notation for two examples of affinoid algebras giving rise to non-Archimedean
polydiscs and polyannuli. For a general treatment of affinoid algebras and their Berkovich spectra,
we refer to [2, Section 2.1]. Throughout the remainder, we keep the multi-index notation from
Section 2.1.
Definition 5.4. For every r = (r1, . . . , rn) ∈ Rn>0, we set
K{r−11 x1, . . . , r−1n xn} =
∑
α∈Nn0
cαx
α : |cα|rα → 0 as |α| → ∞
 .
We define a Banach norm on this algebra by ‖∑α cαxα‖ = maxα |cα|rα.
As we said before, the algebra K{r−11 x1, . . . , r−1n xn} is an example of an affinoid algebra. We say
that it is strictly affinoid if some power of each ri is contained in the value group |K∗|.
Definition 5.5. For every r = (r1, . . . , rn) ∈ Rn>0, we set
K{r−11 x1, r1x−11 , . . . , r−1n xn, rnx−1n } =
{∑
α∈Zn
cαx
α : |cα|rα → 0 as |α| → ±∞
}
.
It is a Banach algebra with respect to the norm ‖∑α cαxα‖ = maxα |cα|rα.
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Given an affinoid algebra A, such as those in Definitions 5.4 and 5.5, we construct its Berkovich
spectrum M(A). It is defined as the set of all multiplicative seminorms on A which are bounded
with respect to the Banach norm. The set M(A) is endowed with the coarsest topology such that
for all f ∈ A, the evaluation map evf : M(A) → R, γ 7→ γ(f) is continuous. As an example, we
remark that the analytification (AnK)an of the n-dimensional affine space in Example 2.1 is precisely
the union of all M(K{r−11 x1, . . . , r−1n xn}) for (r1, . . . , rn) ∈ Rn>0. For details, we refer to [2, Proof
of Theorem 3.4.1].
Starting from an affinoid algebra A, two elements f, g ∈ A and r, s ∈ R>0, we use [2, Remark
2.2.2 (i)] to construct a new affinoid algebra that resembles Definitions 5.4 and 5.5:
(5.9) A{r−1f, sg−1} = A{r−1x, sy}/(x− f, gy − 1),
where, similarly to Definition 5.4, we set
A{r−1x, sy} :=
 ∑
m,n>0
amnx
myn : amn ∈ A, ‖amn‖rms−n → 0 as m+ n→∞
 .
The algebra homomorphism A→ A{r−1f, sg−1} introduces a continuous and injective map
M(A{r−1f, sg−1})   //M(A) .
Its image is the set of all seminorms γ on A satisfying γ(f) 6 r and γ(g) > s, see [2, Remark 2.2.2
(i)].
By induction, we extend the construction from (5.9) to any number of elements in A and positive
reals. Of particular interest to us are the affinoid algebras A{r−11 f1, r1f−11 , . . . , r−1n fn, rnf−1n }, where
f1, . . . , fn are elements of A and r1, . . . , rn ∈ R>0. In this case, the image of the map
(5.10) M(A{r−11 f1, r1f−11 , . . . , r−1n fn, rnf−1n }) 
 //M(A)
is the subset of all γ ∈M(A) such that γ(fi) = ri for all i = 1, . . . , n.
We now state the main result in this section. Fix i, j and pick a point x ∈ T Uij . Let J = J(x)
be the vanishing set of x, define ρkl = exp(xkl − xij) for each kl 6= ij, and let I be an index set as
above. We fix a tree type T with x ∈ CT and a compatible set I = I(ij, T, J). We associate to x
the affinoid algebra
(5.11) A = K{ρ−1kl ukl, ρklu−1kl : kl ∈ I r J}
and its Laurent domain
(5.12) B = A
{
ρ−1rs frs, ρrsf
−1
rs : rs /∈ (I ∪ J ∪ {ij})
}
.
Proposition 5.6. The fiber trop−1(x) is the affinoid subdomain M(B) of GrJ(2, n)an.
Proof. We prove the result by double inclusion. Let γ be a point in trop−1(x). From our earlier
discussion following (5.8), we identify γ with a multiplicative seminorm on K[u±kl : kl ∈ I r J ]
satisfying γ(frs) = exp(xrs − xij) = ρrs for all rs /∈ J ∪ {ij}.
We now show that any such γ can be uniquely extended to a bounded multiplicative seminorm
on A, i.e., to an element in M(A). Fix an element g = ∑α cαuα of A, as in (5.11). Then, we may
write g as the limit of a sequence of Laurent polynomials gm ∈ K[u±kl : kl ∈ IrJ ] with respect to the
Banach norm on A. Since frs = urs whenever rs ∈ IrJ , we know that γ(cαuα) = |cα|ρα. Since γ is
non-Archimedean, it is therefore bounded by the Banach norm on A restricted to K[u±kl : kl ∈ IrJ ].
This property implies the inequalities
γ(gn − gm) 6 ‖gn − gm‖ 6 max{‖g − gn‖, ‖g − gm‖},
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where the right-hand side goes to zero for n,m → ∞. In addition, the reverse triangle inequality
for γ ensures that γ(gn − gm) > |γ(gn)− γ(gm)| for all n,m. From this we conclude that (γ(gn))n
is a Cauchy sequence in R. We define γ(g) := lim
n→∞ γ(gn).
By construction, γ is a multiplicative bounded seminorm on A extending the one on K[u±kl : kl ∈
I r J ]. Moreover, since γ(frs) = ρrs for all rs /∈ I ∪ J ∪ {ij}, the injective map from (5.10) ensures
that γ lies in M(B). This proves trop−1(x) ⊂M(B).
For the converse, it is easy to see that every element in M(B) restricts to a multiplicative
seminorm γ on K[u±kl : kl ∈ I r J ] with γ(frs) = exp(xrs − xij) for all rs /∈ J ∪ {ij}. This implies
that γ ∈ trop−1(x). 
We end this section by discussing the Shilov boundaries of affinoid algebras. Given an affinoid
algebra A, the Shilov boundary inM(A) is the unique inclusion minimal closed subset Γ ofM(A)
such that, for every f ∈ A, the continuous function M(A) → R>0 defined by γ 7→ γ(f) achieves
its maximum in Γ. In order to prove that there exists a unique minimal closed subset Γ with this
property, Berkovich showed a relation between Γ and the reduction A˜ where A is strictly affinoid.
We recall its definition, as it appears in [2, Section 2.4].
Definition 5.7. Given a commutative Banach algebra (A, ‖·‖), we define its reduction as
A˜ = {f ∈ A : ‖f‖ 6 1}/{f ∈ A : ‖f‖ < 1}.
By [2, Proposition 2.4.4], the Shilov boundary of a strictly affinoid algebra A corresponds bijec-
tively to the set of irreducible components in Spec(A˜). In particular, if Spec(A˜) is irreducible, the
Shilov boundary consists of a single point ξ. The point ξ satisfies ξ(f) > γ(f) for all γ ∈M(A).
We discuss some examples. If A is our ground field K, its reduction is the residue field K˜.
If A = K{x1, . . . , xn}, the reduction A˜ is isomorphic to the polynomial ring K˜[x1, . . . , xn] over
the residue field. The reduction of A = K{x1, x−11 , . . . , xn, x−1n } is isomorphic to the Laurent
polynomial ring A˜ = K˜[x±1 , . . . , x
±
n ]. Notice that in all these cases, Spec A˜ is an irreducible scheme.
In particular, the Shilov boundary of A in these three examples has exactly one point.
The next result shows that, for suitable choices of the field K, the reduction of the Laurent
domain B from (5.12) is an integral domain.
Theorem 5.8. Assume that all ρkl are contained in the value group |K∗|. Then, the reduction B˜
is isomorphic to a localization of the Laurent polynomial ring K˜[u±1kl : kl ∈ I r J ].
Proof. Since all ρkl are contained in the value group of K, the affinoid algebra A is isomorphic to
K
{
ukl, u
−1
kl : kl ∈ I r J
}
. Its reduction is isomorphic to K˜[u±kl : kl ∈ IrJ ]. Since each polynomial
fkl has Banach norm one when viewed in A under the aforementioned isomorphism, we use [7,
§7.2.6, Proposition 3] to conclude that B˜ is isomorphic to a localization of A˜. 
By [18, Proposition 3.7], tropicalizations are invariant under field extensions of complete non-
Archimedean valued fields. We conclude:
Corollary 5.9. The fiber trop−1(x) =M(B) contains a unique Shilov boundary point.
Proof. For any x ∈ T Gr(2, n), there is a complete non-Archimedean extension field L|K whose
value group contains all ρkl’s. We denote by tropL the tropicalization map on Gr(2, n)
an with
respect to the Plu¨cker embedding in P(
n
2)−1
L . By Proposition 5.6, we have trop
−1(x) = M(B),
and trop−1L (x) = M(BL), where BL denotes the complete base change induced by the extension
L|K. By Theorem 5.8, the reduction B˜L is an integral domain, and so BL contains a unique Shilov
boundary point [2, Proposition 2.4.4]. The natural map M(BL) → M(B) induces a surjection
between the corresponding Shilov boundaries. This concludes our proof. 
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6. Tropical multiplicities and piecewise linear structures
In this Section, we discuss the piecewise linear structures on both the tropical and analytic
Grassmannians. On the tropical side, this structure is encoded by initial degenerations of the
Plu¨cker ideal, viewed in each stratum {EJ}J from (5.1). Combinatorial information about these
degenerations is encoded by the tropical multiplicities. This structure admits an interpretation
in terms of generalized phylogenetic trees, as will be explained in forthcoming work of the first
author. On the analytic side, the piecewise linear structure corresponds to the notion of skeleta of
the ambient tori. We will see that both structures are related by the section σ from Theorem 1.1.
We start by discussing the polyhedral structure on the tropical Grassmannian and, in particular,
the notion of initial degenerations. We follow the exposition of [18, Section 5], adapting the defini-
tions to follow our max convention. We keep the notations and conventions of Section 2. For the
remainder, we let L|K be an algebraically closed field extension that is complete with respect to a
non-Archimedean valuation extending that of K. We assume that the valuation map ν : L∗ → R
is surjective. We let L◦ = {l ∈ L : ν(l) > 0} be the valuation ring of L and L◦◦ its maximal ideal.
We let L˜ = L◦/L◦◦ be its residue field.
We fix a multiplicative split torus Gnm over the field K, with character lattice Λ. Given a
cocharacter x ∈ Λ∨R, we consider the associated tilted group ring L◦[Λ]x:
L◦[Λ]x :=
{∑
u
cuχ
u ∈ L[Λ] : ν(cu) + x(u) > 0 for all u
}
.
The tilted group ring contains the valuation ring L◦.
Let X ⊂ Gnm be a closed subscheme with defining ideal I ⊂ K[Λ]. We set IL = I ⊗K L and
define
XxL := Spec(L
◦[Λ]−x/(IL ∩ L◦[Λ]−x)).
This affine scheme is flat over L◦ and its generic fiber is isomorphic to XL = X ×SpecK SpecL. Its
special fiber inxX is the initial degeneration of X with respect to x. It is defined by the initial
ideal of I with respect to x, namely, inx I = (IL ∩ L◦[Λ]−x) ⊗L◦ L˜. This ideal is generated by all
initial forms inx(f) in L˜[Λ], where f ∈ IL. The initial forms are defined as follows. Given f =∑
u∈Λ cuχ
u ∈ L[Λ], its initial form with respect to x is the polynomial inx(f) =
∑
u∈Λ λcuχu(τ)χ
u,
where τ ∈ Gnm(L) is such that trop(τ) = x and λ ∈ L satisfies ν(λ) = max{−ν(cu) + x(u) : u ∈ Λ}.
The bar denotes the class of an element in the residue field L˜. Note that in the present paper,
trop(τ) is defined as the cocharacter u 7→ log |u(τ)|, whereas [18] uses − log | · |.
By the Fundamental Theorem of tropical geometry (see [18, Theorem 5.6]), we know that x ∈ T X
if an only if inxX is nonempty. Both inxX and inx I only depend on the choice of L up to a base
change [18, Remark 5.4].
Definition 6.1. The multiplicity mx of a point x ∈ T X is the number of irreducible components
of inxX, counted with multiplicities.
In particular, this number is 1 if and only if the scheme inxX is irreducible and generically
reduced. It is important to remark that, unlike most references in the literature, here we wish to
consider multiplicities of all points in T X and not only of the so-called regular points of T X, i.e.,
those points around which T X behaves locally like a linear space (see [30, Definition 3.1]).
To study the initial degenerations of Gr(2, n), we decompose Gr(2, n) into its strata GrJ(2, n)
defined in (5.2), and compute their initial degenerations. Without loss of generality, we assume that
our complete valued field K is algebraically closed and has surjective valuation map ν : K∗ → R.
If this is not the case, we replace K by an appropriate field extension L as explained above.
To match the previous definitions, we first find an ambient torus for each variety GrJ(2, n).
Using the Plu¨cker embedding and projecting away from the coordinates indexed by J , we view
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GrJ(2, n) inside G
(n2)−|J |
m /Gm. In particular, when ij /∈ J , we identify this quotient with the torus
G(
n
2)−1−|J |
m = SpecK[u
±
kl : kl /∈ J ∪ {ij}]. We produce a set of generators for the defining ideal
I of GrJ(2, n) by removing all monomials in bJ := 〈ukl : kl ∈ J〉 from the three-term Plu¨cker
relations (3.2) expressed in the u-variables. In particular, we identify I with the quotient ideal
(I2,n + bJ)/bJ ⊂ K[u±kl : kl /∈ J ∪{ij}][ukl : kl ∈ J ]/bJ . The affine coordinates {ukl : kl /∈ J ∪{ij}}
are a basis of the character lattice Λ. We degenerate GrJ(2, n) inside this torus with respect
to all points in Λ∨R. The tropicalization of GrJ(2, n) in Λ
∨
R consists of all points of the form
y = (xkl − xij)kl/∈J∪{ij}, where x ∈ T Gr(2, n) has vanishing set J .
From now on, we assume ij /∈ J . Our next goal is to compute the initial ideal iny I inside
K˜[u±kl : kl /∈ J ∪ {ij}]. Unfortunately, the tropical basis property of the 3-term Plu¨cker relations
reflected in the four-point conditions will not simplify our calculations. Instead, we make use of
two prior tools: the coordinate systems I from Section 4.2 and the polynomials frs from (5.7).
Let us recall some notation. Given y and its associated point x ∈ T Gr(2, n), we pick a tree type
T satisfying x ∈ C (ij)T,J . As in Section 4.2, we fix a partial order  on [n]r {i, j} that has the cherry
property on T with respect to i and j and we choose a set I compatible with  and J(ij). We let
frs with rs /∈ J ∪ {ij} be as in (5.7). Our construction of the set I in terms of Plu¨cker relations
ensures that the Laurent polynomials urs − frs belong to I. The next result says, precisely, that
these polynomials play the role of a Gro¨bner basis for iny I.
Lemma 6.2. Let y ∈ T GrJ(2, n) ⊂ Λ∨R and I = I(ij, T, J) be as above. Then:
(6.1) iny I = 〈ukl − iny(fkl) : kl /∈ (I ∪ J ∪ {ij})〉 ⊂ K˜[u±kl : kl /∈ J ∪ {ij}].
Proof. We prove the result by double inclusion. The identity σ(x)(fkl) = σ(x)(ukl) = exp(xkl−xij)
ensures that the weight of iny(fkl) equals xkl − xij , and so
iny(ukl − fkl) = ukl − iny(fkl) ∈ K˜[urs : rs /∈ J ∪ {ij}] for all kl /∈ J ∪ {ij}.
Since ukl − fkl ∈ I, the inclusion ⊇ in (6.1) holds.
For the converse, it suffices to show that any y-homogeneous Laurent polynomial f ∈ iny I lies
in the right-hand side ideal. By [14, Lemma 2.12], we know that such f is the initial form of an
element g ∈ I. Furthermore, since we know that ukl − iny(fkl) lies in iny I, we may assume that f
is a y-homogeneous Laurent polynomial in the variables ukl, where kl ∈ I r J .
We write g = uαh, where h is a polynomial in (I2,n + bJ)/bJ . We claim that we can choose g
in such a way that h does not involve any of the variables ukl with kl /∈ I. This follows by the
properties of I. Indeed, using the expression
uskl =
s∑
r=0
(
s
r
)
iny(fkl)
s−r(ukl − iny(fkl))r for all s > 0,
we can rewrite h as a polynomial in the variables indexed by I (with possibly negative exponents
for the variables in H r J) and the polynomials {ukl− iny(fkl) : kl /∈ I ∪ J ∪ {ij}}. Namely, we lift
h to a polynomial in I2,n modulo bJ and use the previous expression to obtain
h =
∑
α
hα
∏
kl/∈I∪J∪{ij}
(ukl − iny(fkl))αkl mod bJ ,
where the right-hand side lies in I2,n, and each hα is a Laurent polynomial involving only variables
indexed by pairs in I r J . The vector α has nonnegative entries. By construction, h0 ∈ I2,n and it
is a Laurent polynomial in {ukl : kl ∈ I}, hence h0 = 0 by Proposition 4.9 (i).
Since all the terms (ukl− iny(fkl)) are y-homogeneous, we see that all homogeneous components
of g belong to the ideal in the right of (6.1). This concludes our proof. 
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Remark 6.3. An alternative proof of the inclusion ⊆ in (6.1) goes as follows. The quotient of
K˜[u±kl : kl /∈ J ∪ {ij}] by the ideal on the right-hand side of (6.1) is an integral domain. It has
dimension |I r J |, and it maps surjectively to the coordinate ring of iny GrJ(2, n). On the other
hand, iny GrJ(2, n) is a flat degeneration of GrJ(2, n), so its dimension is also |I r J |. Therefore,
both ideals agree.
As a consequence of this lemma, we see that the coordinate ring of the initial degeneration is
the localization of a Laurent polynomial ring.
Theorem 6.4. Given any y ∈ Λ∨R, the initial degeneration iny GrJ(2, n) is an integral scheme.
Proof. If y is generic, i.e., if it does not lift to a point x ∈ T Gr(2, n) with vanishing set J , we know
that iny I is the unit ideal. Thus, iny GrJ(2, n) = Spec(0) and the result follows.
Otherwise, assume y = (xkl − xij) with x ∈ T Gr(2, n) and J = J(x). Pick a tree T such that
x ∈ C (ij)T,J and choose a compatible set I = I(ij, T, J). We write the coordinate ring of iny GrJ(2, n)
using Lemma 6.2:
K˜[iny GrJ(2, n)] =
K˜[u±kl : kl /∈ J ∪ {ij}]
〈ukl − iny(fkl) : kl /∈ (I ∪ J ∪ {ij})〉 ' K˜[u
±
kl : kl ∈ I r J ]S .
Here, S is the multiplicatively closed set generated by {iny(frs) : rs /∈ J ∪ {ij}}. The coordinate
ring K˜[iny GrJ(2, n)] is an integral domain, as we wanted to show. 
As a corollary, we determine the tropical multiplicities of all points in T Gr(2, n):
Corollary 6.5. The multiplicity of every point in T Gr(2, n), viewed in its ambient torus, is 1.
As a side remark, we observe that in the case where x is a regular point in T Gr0(2, n), i.e., a point
lying on the interior of a cone associated to a trivalent tree, this statement was implicit in [27,
Theorem 3.4]. Indeed, the proof of this result, together with [27, Corollary 4.4], ensures that the
initial ideal inx I2,n of any regular point is a binomial prime ideal.
Note that the proofs of Theorems 5.8 and 6.4 show that, for every point x in the tropical
Grassmannian with vanishing set J , the coordinate ring of the associated initial degeneration
iny GrJ(2, n) is isomorphic to the reduction of the affinoid algebra given by the fiber trop
−1(x).
This is a concrete manifestation of the relationship between analytic and initial degenerations
discussed in [1, Section 4]. In the curve case, tropical multiplicities one everywhere accounts for
the existence of a faithful tropicalization by [1, Theorem 6.24].
Example 6.6. We illustrate the previous results when n = 4 by computing all initial degenerations
for the Grassmannian Gr(2, 4). As we know from Section 3, there are four tree types on four leaves:
the quartets (12|34), (13|24), (14|23) and the star tree (1234).
We start with the stratum Gr0(2, 4) corresponding to J = ∅. By symmetry, it suffices to exhibit
the initial degenerations for points in C14|23 ∪ C12|34 ∪ C(1234). We view these points inside T U12.
These three initial degenerations will be generated by the initial form of the unique Plu¨cker equation
u34 − u13u24 + u14u23.
Pick x ∈ C14|23 r C(1234) and set y = (xkl − x12)kl 6=12. The quartet (14|23) is a caterpillar tree
with backbone {1, 2}. We set I = I(12) as in Example 4.12, so the only pair remaining is 34 and
f34 := u13u24 − u14u23. Here, iny(f34) = u13u24 is a monomial and iny I = 〈u34 − u13u24〉. We
conclude that iny Gr0(2, 4) = Spec K˜[u
±
14, u
±
24, u
±
13, u
±
23].
Next, we fix x ∈ C12|34 r C(1234). We pick I = {13, 23, 34, 14} as in Example 4.13. In this
case, f24 = u
−1
13 (u34 + u14u23), and iny(f24) = u
−1
13 u14u23 is again a monomial. Thus, iny I =
〈u24 − u−113 u14u23〉 and iny Gr0(2, 4) = Spec K˜[u±13, u±23, u±34, u±14]. If x ∈ C(1234), we choose the same
I but now iny(f24) = f24. In this case iny I = I and iny Gr0(2, 4) = Spec K˜[u
±
13, u
±
23, u
±
34, u
±
14].
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On the boundary, the four-point conditions impose some constraints on the valid subsets J that
give nonempty strata GrJ(2, 4), as we saw on Lemma 5.1. By symmetry, we assume 12 /∈ J and
we work over U12. We need to analyze the closures of cones associated to the three quartets.
First, assume x ∈ (C13|24 ∪ C14|23) ∩ T U12. Both quartets are caterpillar trees with backbone
{1, 2}, and we set I = {13, 23, 14, 24}. The initial form iny(f34) is a monomial. There are fifteen
possibilities for J and iny GrJ(2, 4) = Spec K˜[u
±
kl : kl ∈ I r J ] for all of them.
Finally, suppose x ∈ C12|34 ∩ T U12. We take the order 3 ≺ 4. The possible values for J
determine two valid choices for a compatible set I. If 13, 23 /∈ J , there are two options for J ,
namely J1 = {43} and J2 = {14, 24, 43}. We choose I = {13, 23, 14, 43}. In the first case,
f24 := u
−1
13 u14u23 is a monomial and iny GrJ1(2, 4) = Spec K˜[u
±
13, u
±
23, u
±
14]. In the second case,
I = (0) so iny GrJ2(2, 4) = Spec K˜[u
±
13].
On the contrary, suppose that either 13 or 23 lie in J . Then, again by symmetry between
3 and 4, we may further assume that either 14 or 24 are also in J and so I = {13, 23, 14, 24}.
This leaves seven options: J1 = {13, 14, 23, 43}, J2 = {13, 23, 24, 43}, J3 = {13, 14, 23, 24, 43},
J4 = {13, 14, 24, 43}, J5 = {23, 24, 43}, J6 = {14, 23, 43} and J7 = {14, 23, 24, 43}. For all these
sets we have I = (0), thus iny GrJ(2, 4) = Spec K˜[ukl : kl ∈ I r J ]. 
We end this Section by discussing piecewise linear structures on the analytic Grassmannian.
Our key tool will be the section σ constructed in Section 4. As before, we fix a vanishing set J
as in Lemma 5.1 and its associated stratum GrJ(2, n). Denote by Σ the image of σ, and ΣJ :=
Σ ∩GrJ(2, n)an.
Starting from the set J and a pair ij /∈ J , we consider the family I(J) of index sets I of size
2(n−2) that are compatible with J(ij) and with a partial order  on [n]r{i, j} that has the cherry
property on some tree T whose associated cone C
(ij)
T,J is nonempty. This collection is nonempty by
Proposition 4.10.
For every I ∈ I(J), we write GIrJm = SpecK[u±kl : kl ∈ I r J ]. Lemma 5.3 and (5.8) show that
the coordinate ring GrJ(2, n) is isomorphic to a localization of K[u
±
kl : kl ∈ I r J ]. This induces a
natural open embedding
ϕI,J : GrJ(2, n)
an   //(GIrJm )an.
Following Example 2.1, we denote by SIrJ the skeleton of (GIrJm )an. Note that the image of the
open embedding ϕI,J contains the set of norms SIrJ .
Proposition 6.7. The sets ΣJ and
⋃
I∈I(J) ϕ
−1
I,J(SIrJ) agree as subsets of GrJ(2, n)an.
Proof. We prove the result by double inclusion. Assume that σ(x) ∈ ΣJ for some x ∈ T GrJ(2, n).
Choose ij /∈ J and a tree T such that x ∈ CT ∩ T Uij . Let  be an order on [n] r {i, j} with
the cherry property on T and I ∈ I(J) be compatible with  and J(ij). Note that σ(x) vanishes
on aJ . By construction, σ(x) gives rise to the seminorm on K[GrJ(2, n)] induced by the point
δIrJ(piIrJ(x)) belonging to the skeleton (GIrJm )an. Therefore, ϕI,J(σ(x)) ∈ SIrJ .
Conversely, let ξ ∈ ⋃I∈I(J) ϕ−1I,J(SIrJ) and set x := trop(ξ) in the coordinate system induced
by the Plu¨cker embedding (3.1). Since ξ ∈ ϕ−1I,J(SIrJ) for some I, it is immediate to check that
ξ (viewed as a seminorm on R(ij)) is maximal among all multiplicative seminorms γ on R(ij)
satisfying γ(ukl) = exp(xkl − xij) for all kl 6= ij. By Lemma 4.17, we conclude that ξ = σ(x), so it
lies in Σ. 
Recall that in the course of constructing σ, it was necessary to find a suitable index set I
depending on x ∈ T Gr(2, n). The proof above shows that, whenever ξ ∈ ϕ−1I,J(SIrJ), I is such a
suitable index set for x = trop ξ.
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We identify the image of our section as a skeleton in the sense of Ducros [11, (4.6)]. Note that
Ducros’ skeleta carry rational (not in general integral) piecewise linear structures.
Corollary 6.8. The set ΣJ is a skeleton in GrJ(2, n)
an in the sense of Ducros [11].
Proof. The result follows from Proposition 6.7 because
⋃
I∈I(J) ϕ
−1
I,J(SIrJ) is a skeleton in GrJ(2, n)an
by [11, (5.1) The´ore`me]. 
We use the previous results to endow Σ with a piecewise linear structure as defined by Berkovich,
see [3] and [4]. Roughly speaking, a piecewise linear space is a locally compact space provided with
an atlas of RS-polyhedra [4, Section 1]. Here, S is a sub-semiring of R containing 0, and R is a
nonempty S-submonoid of R∗+. In our setting, we let S be the set of nonnegative integers. We
fix R = |K∗| if the absolute value on K is nontrivial, and R = exp(Z) if the valuation is trivial.
Furthermore, we consider the additive situation obtained from Berkovich’s multiplicative setting
by applying the logarithm map. A logarithmic RS-polyhedron in Rn is the solution set of a finite
number of linear inequalities of the form {a1t1 + . . .+antn 6 c} where ai ∈ Z and either c ∈ log |K∗|
when the absolute value on K is nontrivial or c ∈ Z when this absolute value is trivial.
We define ΣI,J := ϕ
−1
I,J(SIrJ). Since ϕI,J is an open embedding, it induces a homeomorphism
ϕI,J : ΣI,J → SIrJ . Hence, ΣI,J is homeomorphic to RIrJ . We consider the tropicalization map
trop: GrJ(2, n)
an −→ T GrJ(2, n) ⊂ R(
n
2)−|J |−1
induced by the coordinates of the ambient torus G(
n
2)−|J |−1
m .
Pick a point ξ ∈ ΣI,J and let x = trop(ξ). We write the polynomials frs from (5.7) as frs =∑
α c
(rs)
α uα for rs /∈ J ∪ {ij}, where α ∈ NIr(J∪H)0 × ZHrJ . By construction, the point x satisfies
(6.2) xrs − xij = max
α
{log |c(rs)α |+
∑
kl∈IrJ
αkl(xkl − xij)} for all rs /∈ J ∪ {ij}.
Conversely, pick a point x ∈ R([n]2 )r(J∪{ij}) satisfying (6.2). We project to the set of coordinates in
I\J to obtain a point in the skeleton SIrJ . This point is of the form ϕI,J(ξ) for some ξ ∈ ΣI,J .
The conditions (6.2) ensure that trop(ξ) = x. We conclude that trop(ΣI,J) is the solution space
to (6.2). We rewrite this system as a finite disjunction of finite sets of linear inequalities and obtain
a logarithmic RS-polytopal structure on trop(ΣI,J) ⊆ R(
[n]
2 )r(J∪{ij}). Since ΣI,J is contained in the
image of the section σ, the tropicalization map restricts to a homeomorphism ΣI,J → trop(ΣI,J),
which induces a logarithmic RS-polytopal structure on ΣI,J . We define a piecewise linear structure
on ΣJ by taking the sets ΣI,J as the charts of an atlas. The tropical coordinates are expressed
by (6.2), so this structure coincides with the natural piecewise linear structure on the tropicalization
given by the cocharacter lattice of the ambient torus [18, Theorem 3.3].
7. The Petersen Graph
In this Section, we focus our attention on the open subvariety Gr0(2, n) of the Grassmannian.
This variety admits an action by an n-dimensional split torus which induces a geometric quotient
in the sense of Mumford [23]. On the tropical side, this action is encoded by the lineality space of
T Gr0(2, n). The associated spherical simplicial complex is pure of dimension n−4. When n = 5, it
is the Petersen graph, and it represents the boundary complex of M0,5. The restriction to Gr0(2, n)
of the map σ constructed in Section 4 is compatible with this action and allows us to embed the
quotient of T Gr0(2, n) by its lineality space into the analytification of the quotient of Gr0(2, n) by
the split torus Gnm. In particular, when n = 5, our construction allows us to view the Petersen
graph inside this analytic quotient space.
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Recall from Section 3 that we view Gr0(2, n) inside the torusG
(n2)
m /Gm via the Plu¨cker embedding.
We let Λ be its character lattice and we identify the cocharacter lattice with Z(
n
2)/Z ·1. We
identify the cocharacter lattice Λ∨ of the torus with M∨/Z·1, where M = Z(n2). The tropical fan
T Gr0(2, n) ⊂ Λ∨R is the tropicalization of Gr0(2, n)an with respect to this fixed embedding.
We define the sublattice LZ of M
∨ generated by the cut-metrics {l1, . . . , ln}, i.e.,
(7.1) (lk)rs =
{
1 if r = k or s = k,
0 otherwise.
We let L be the R-span of LZ inside M∨R .
The set T Gr0(2, n) is a subfan of the Gro¨bner fan of the Plu¨cker ideal I2,n ⊂ K[Λ]. All cones
of T Gr0(2, n) contain the linear space L = L/R·1 in Λ∨R spanned by the classes of the cut-metrics.
We call L the lineality space of T Gr0(2, n). When n = 2, we have L = {0} and when n > 2, its
dimension is n− 1. We view the pointed fan T Gr0(2, n)/L inside Λ∨R/L.
The lattice LZ inside M
∨ induces the following action on Gr(2, n):
(7.2) % : Gnm ×Gr(2, n) −→ Gr(2, n) ((ti)i∈[n], (pkl)kl) 7−→ (tktlpkl)kl.
The orbit of any point in Gr(2, n) contains boundary points in its closure. An easy calculation
confirms that the only closed orbits in Gr(2, n) are those associated to the
(
n
2
)
points at infinity
(0 : . . . : 0 : 1 : 0 : . . . : 0). Nonetheless, when restricted to the open cell Gr0(2, n), all orbits are
closed. Since Gnm is reductive and its action on Gr0(2, n) is closed, the action induces a geometric
quotient Gr0(2, n)/Gnm (see [23, § 1.2, Theorem 1.1 and Amplification 1.3]). This quotient is the
affine scheme given by the ring of invariants under this action. In what follows, we construct an
embedding ϕ′ : Gr0(2, n)/Gnm ↪→ SpecK[M/L∨Z]. As expected, this embedding is compatible with
the Plu¨cker map ϕ.
For simplicity, we denote A0 = K[Gr0(2, n)]. The monomial map % from (7.2) as well as
the second projection p2 : Gnm × Gr0(2, n) → Gr0(2, n) both correspond to ring homomorphisms
%], p]2 : A0 → K[t±1 , . . . , t±n ]⊗A0. Explicitly, we have %](urs) = trtst−1i t−1j ⊗urs and p]2(urs) = 1⊗urs.
An easy induction reveals that the ring of invariants under the action % equals
A
Gnm
0 := {f ∈ A0 : %](f) = p]2(f)} = K[uklu−1ik u−1jl , uklu−1il u−1jk : k, l 6= i, j].
The projection Λ∨ = M∨/Z·1M∨/LZ dualizes to a homomorphism M/L∨Z → Λ of lattices and
hence induces a morphism of tori. Consider the composition
Gr0(2, n) ↪−→ SpecK[Λ] −→ SpecK[M/L∨Z].
It is invariant with respect to the action %, hence it factors over the geometric quotient:
Gr0(2, n)
  ϕ //

SpecK[Λ]

Gr0(2, n)/Gnm
  ϕ
′
// SpecK[M/L∨Z] .
Our next result, which appeared already in [9, Lemma 6], says that the pointed fan T Gr0(2, n)/L
(with induced multiplicities) in the R-vector space M∨R/L is precisely the tropicalization of the
geometric quotient Gr0(2, n)/Gnm.
Proposition 7.1. The tropicalization T (Gr0(2, n)/Gnm) under ϕ′ is the pointed fan T Gr0(2, n)/L.
We end by showing that the map σ from Theorem 1.1 respects the quotient structure on its
source and target spaces and, thus, it induces a map σ′ : T Gr0(2, n)/L→ (Gr0(2, n)/Gnm)an.
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Lemma 7.2. Let x, y ∈ T Gr0(2, n), and let σ be the section to trop from Theorem 1.1. Then, σ(x)
and σ(y) induce the same element in (Gr0(2, n)/Gnm)an if and only if x− y ∈ L.
Proof. The “only if” part follows from Proposition 7.1 and holds for any continuous section to the
tropicalization map. For the converse, note that since x and y lie in the same cone CT of T Gr0(2, n),
σ(x) and σ(y) can be defined using the same set of coordinates I = I(ij, T, ∅) for any pair of indices
i, j. The condition x− y ∈ L implies that σ(x) and σ(y) agree on all monomials generating AGnm0 ,
thus σ(x) = σ(y) on A
Gnm
0 . 
Corollary 7.3. The tropicalization map trop: (Gr0(2, n)/Gnm)an →M∨R/L has a continuous section
σ′ : T Gr0(2, n)/L→ (Gr0(2, n)/Gnm)an.
Example 7.4. In [29, Example 9.10], Sturmfels showed that the spherical complex associated to
the tropical Grassmannian T Gr0(2, 5)/L is the Petersen graph. The embedding σ′ from Corol-
lary 7.3 allows us to view the Petersen graph inside the analytification (Gr0(2, 5)/G5m)an. 
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