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Consider the following generalized linear regression model: $$\documentclass[12pt]{minimal}
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{\mathbf{y}_{T} = \begin{pmatrix}
\mathbf{y} \\
\mathbf{y}_{0} \\
\end{pmatrix},\qquad\mathbf{X}_{T} = \begin{pmatrix}
\mathbf{X} \\
\mathbf{X}_{0} \\
\end{pmatrix},\qquad\mathbf{\varepsilon}_{T} = \begin{pmatrix}
\mathbf{\varepsilon} \\
\mathbf{\varepsilon}_{0} \\
\end{pmatrix},} \\
{\text{E}\mathbf{\varepsilon}_{T} = 0,\qquad\operatorname{Cov}\mathbf{\varepsilon}_{T} = \operatorname{Cov}\begin{pmatrix}
\mathbf{\varepsilon} \\
\mathbf{\varepsilon}_{0} \\
\end{pmatrix} = \begin{pmatrix}
\mathbf{\Sigma} & \mathbf{V}^{\prime} \\
V & \mathbf{\Sigma}_{0} \\
\end{pmatrix} = \mathbf{\Sigma}_{T}.} \\
\end{array}$$

For the prediction in model ([3](#Equ3){ref-type=""}), \[[@CR1]\] obtained the best linear unbiased predictor (BLUP) of $\documentclass[12pt]{minimal}
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Generally, predictions are investigated either for $\documentclass[12pt]{minimal}
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Studies on the simultaneous prediction of the actual and average values of the studied variable (namely prediction of ***δ***) have been carried out in the literature from various perspective. The properties of the predictors by plugging in Stein-rule estimators have been concerned by \[[@CR9]\] and \[[@CR10]\]. \[[@CR11]\] investigated the Stein-rule prediction for ***δ*** in linear regression model when the error covariance matrix was positive definite yet unknown. References \[[@CR12], [@CR13]\] and \[[@CR14]\] considered predictors for ***δ*** in linear regression models with stochastic or non-stochastic linear constraints on the regression coefficients. The issues of simultaneous prediction in measurement error models have been addressed in \[[@CR15]\] and \[[@CR16]\]. \[[@CR17]\] considered a matrix multiple of the classical forecast vector for the simultaneous prediction of and discussed the performance properties.

This paper aims to study the admissibility of simultaneous prediction of actual and average values of the unobserved regressand in finite population under the quadratic loss function. Admissibility is an interesting problem in statistical theory and received much attention. \[[@CR18], [@CR19]\] and \[[@CR20]\] discussed the admissibility of predictions of $\documentclass[12pt]{minimal}
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                \begin{document}$\boldsymbol{y}_{T}$\end{document}$. \[[@CR21], [@CR22]\] and \[[@CR23]\] studied the admissibility of estimations of ***β***. We discuss the admissible predictors of *δ* in classes of homogeneous and nonhomogeneous linear predictors, respectively. Necessary and sufficient conditions for the simultaneous prediction to be admissible are provided.

The rest of this paper is organized as follows. In Sect. [2](#Sec2){ref-type="sec"}, we give some preliminaries. In Sect. [3](#Sec3){ref-type="sec"}, we obtain the homogeneous linear admissible simultaneous predictors for the actual and average values of the unobserved regressand. In Sect. [4](#Sec4){ref-type="sec"}, we derive the necessary and sufficient conditions for linear simultaneous prediction to be admissible in class of nonhomogeneous linear predictors. Concluding remarks are placed in Sect. [5](#Sec5){ref-type="sec"}.

Preliminaries {#Sec2}
=============

Suppose *d* is the predictor of *δ* and denote $\documentclass[12pt]{minimal}
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Definition 2.1 {#FPar1}
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A predictor ***d*** is said to be admissible for ***δ*** under the quadratic loss function, denoted $\documentclass[12pt]{minimal}
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Lemma 2.1 {#FPar3}
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                \begin{document}$\boldsymbol{L}\boldsymbol{C}\boldsymbol{y}\sim \boldsymbol{L}\boldsymbol{y}_{0}$\end{document}$.
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Proof {#FPar6}
-----
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                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} &\text{R}(\boldsymbol{C}\boldsymbol{y};\boldsymbol{\beta}) \\ &\quad=\text{E}\bigl[\boldsymbol{C}\boldsymbol{y}-{\lambda} \boldsymbol{y}_{0}-(1-{\lambda})\boldsymbol{X}_{0}\beta \bigr]'\bigl[\boldsymbol{C}\boldsymbol{y}-{\lambda} \boldsymbol{y}_{0}-(1-{\lambda})\boldsymbol{X}_{0} \beta\bigr] \\ &\quad=\operatorname{tr}\bigl(\boldsymbol{C}\boldsymbol{\Sigma} \boldsymbol{C}'+\lambda^{2}\boldsymbol{\Sigma}_{0}-2\lambda \boldsymbol{C}\boldsymbol{V}'\bigr)+\boldsymbol{\beta}'(\boldsymbol{C}\boldsymbol{X}- \boldsymbol{X}_{0})'(\boldsymbol{C}\boldsymbol{X}-\boldsymbol{X}_{0})\boldsymbol{\beta}\\ &\quad=\text{E}\bigl\{ {\lambda}(\boldsymbol{C}\boldsymbol{y}-\boldsymbol{y}_{0})'(\boldsymbol{C}\boldsymbol{y}-\boldsymbol{y}_{0})+(1-{\lambda}) (\boldsymbol{C}\boldsymbol{y}-\boldsymbol{X}_{0}\boldsymbol{\beta})'(\boldsymbol{C}\boldsymbol{y}- \boldsymbol{X}_{0}\boldsymbol{\beta})\bigr\} +\bigl(\lambda^{2}-\lambda\bigr)\operatorname{tr} \boldsymbol{\Sigma}_{0} \\ &\quad=\text{E}\bigl\{ {\lambda}(\boldsymbol{C}\boldsymbol{y}-\widetilde{\boldsymbol{C}}\boldsymbol{y}+\widetilde{\boldsymbol{C}}\boldsymbol{y}-\boldsymbol{y}_{0})'(\boldsymbol{C}\boldsymbol{y}- \widetilde{\boldsymbol{C}}\boldsymbol{y}+\widetilde{\boldsymbol{C}}\boldsymbol{y}-\boldsymbol{y}_{0}) \\ &\qquad{}+(1-{\lambda}) (\boldsymbol{C}\boldsymbol{y}-\widetilde{\boldsymbol{C}}\boldsymbol{y}+\widetilde{\boldsymbol{C}}\boldsymbol{y}-\boldsymbol{X}_{0} \boldsymbol{\beta})'(\boldsymbol{C}\boldsymbol{y}- \widetilde{\boldsymbol{C}}\boldsymbol{y}+\widetilde{\boldsymbol{C}}\boldsymbol{y}-\boldsymbol{X}_{0}\boldsymbol{\beta})\bigr\} +\bigl(\lambda^{2}- \lambda\bigr)\operatorname{tr} \boldsymbol{\Sigma}_{0} \\ &\quad=\text{E}\bigl\{ (\boldsymbol{C}\boldsymbol{y}-\widetilde{\boldsymbol{C}}\boldsymbol{y})'(\boldsymbol{C}\boldsymbol{y}-\widetilde{\boldsymbol{C}}\boldsymbol{y})+ {\lambda}( \widetilde{\boldsymbol{C}}\boldsymbol{y}-\boldsymbol{y}_{0})'(\widetilde{\boldsymbol{C}}\boldsymbol{y}-\boldsymbol{y}_{0}) +(1-{\lambda}) ( \widetilde{\boldsymbol{C}}\boldsymbol{y}-\boldsymbol{X}_{0} \boldsymbol{\beta})'(\widetilde{\boldsymbol{C}}\boldsymbol{y}-\boldsymbol{X}_{0}\boldsymbol{\beta}) \\ &\qquad{}+2{\lambda}(\boldsymbol{C}\boldsymbol{y}-\widetilde{\boldsymbol{C}}\boldsymbol{y})'(\widetilde{\boldsymbol{C}}\boldsymbol{y}-\boldsymbol{y}_{0})+2(1-{\lambda}) (\boldsymbol{C}\boldsymbol{y}- \widetilde{\boldsymbol{C}}\boldsymbol{y})'(\widetilde{\boldsymbol{C}}\boldsymbol{y}-\boldsymbol{X}_{0}\boldsymbol{\beta})\bigr\} +\bigl(\lambda^{2}-\lambda\bigr) \operatorname{tr} \boldsymbol{\Sigma}_{0} \\ &\quad=\text{E}(\boldsymbol{C}\boldsymbol{y}-\widetilde{\boldsymbol{C}}\boldsymbol{y})'(\boldsymbol{C}\boldsymbol{y}-\widetilde{\boldsymbol{C}}\boldsymbol{y})+\text{R}( \widetilde{\boldsymbol{C}}\boldsymbol{y}) \\ &\qquad{}+\text{E}\bigl\{ 2{\lambda}(\boldsymbol{C}\boldsymbol{y}-\widetilde{\boldsymbol{C}}\boldsymbol{y})'(\widetilde{\boldsymbol{C}}\boldsymbol{y}-\boldsymbol{y}_{0}) +2(1-{\lambda}) (\boldsymbol{C}\boldsymbol{y}-\widetilde{\boldsymbol{C}}\boldsymbol{y})'(\widetilde{\boldsymbol{C}}\boldsymbol{y}-\boldsymbol{X}_{0}\boldsymbol{\beta}) \bigr\} . \end{aligned}$$ \end{document}$$ Note that $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} &\text{E}\boldsymbol{y}\boldsymbol{y}'=\boldsymbol{\Sigma}+\boldsymbol{X}\boldsymbol{\beta} \boldsymbol{\beta}'\boldsymbol{X}'=\boldsymbol{T}-\boldsymbol{X}\boldsymbol{X}'+\boldsymbol{X}\boldsymbol{\beta} \boldsymbol{\beta}'\boldsymbol{X}', \\ &\text{E}\boldsymbol{y}_{0}\boldsymbol{y}'=\boldsymbol{V}+\boldsymbol{X}_{0}\boldsymbol{\beta} \boldsymbol{\beta}'\boldsymbol{X}', \\ &(\boldsymbol{C}-\widetilde{\boldsymbol{C}})\boldsymbol{X}=\bigl(\boldsymbol{C}-{\lambda} \boldsymbol{V}\boldsymbol{T}^{+}\bigr)\bigl[\boldsymbol{I}-\boldsymbol{X}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'\boldsymbol{T}^{+}\bigr]\boldsymbol{X}=\mathbf{0}, \end{aligned}$$ \end{document}$$ then $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} &\text{E}\bigl\{ 2{\lambda}(\boldsymbol{C}\boldsymbol{y}-\widetilde{\boldsymbol{C}}\boldsymbol{y})'(\widetilde{\boldsymbol{C}}\boldsymbol{y}-\boldsymbol{y}_{0}) +2(1-{\lambda}) (\boldsymbol{C}\boldsymbol{y}- \widetilde{\boldsymbol{C}}\boldsymbol{y})'(\widetilde{ \boldsymbol{C}}\boldsymbol{y}-\boldsymbol{X}_{0}\boldsymbol{\beta})\bigr\} \\ &\quad=\text{E}\bigl\{ 2(\boldsymbol{C}\boldsymbol{y}-\widetilde{\boldsymbol{C}}\boldsymbol{y})'(\boldsymbol{C}\boldsymbol{y}-\boldsymbol{y}_{0})+2(1-{\lambda}) (\boldsymbol{C}\boldsymbol{y}- \widetilde{\boldsymbol{C}}\boldsymbol{y})'(\boldsymbol{y}_{0}-\boldsymbol{X}_{0}\boldsymbol{\beta})\bigr\} \\ &\quad=\operatorname{tr}\bigl\{ \bigl[\boldsymbol{C}\boldsymbol{X}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'-{\lambda} \boldsymbol{V}\boldsymbol{T}^{+}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'-\boldsymbol{C}\boldsymbol{X}\boldsymbol{X}'+\boldsymbol{C}\boldsymbol{X}\boldsymbol{\beta} \boldsymbol{\beta}'\boldsymbol{X}'-\boldsymbol{X}_{0}\boldsymbol{\beta} \boldsymbol{\beta}'\boldsymbol{X}'\bigr] (\boldsymbol{C}-\widetilde{\boldsymbol{C}})'\bigr\} \\ &\quad=\operatorname{tr}\bigl\{ \bigl[\boldsymbol{C}\boldsymbol{X}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}-{\lambda} \boldsymbol{V}\boldsymbol{T}^{+}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}-\boldsymbol{C}\boldsymbol{X}+\boldsymbol{C}\boldsymbol{X}\boldsymbol{\beta} \boldsymbol{\beta}'- \boldsymbol{X}_{0}\boldsymbol{\beta} \boldsymbol{\beta}'\bigr] \bigl[(\boldsymbol{C}-\widetilde{\boldsymbol{C}})\boldsymbol{X}\bigr]'\bigr\} \\ &\quad=0. \end{aligned}$$ \end{document}$$ Thus, we have $$\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \text{R}(\boldsymbol{C}\boldsymbol{y};\boldsymbol{\beta})& =\text{E}(\boldsymbol{C}\boldsymbol{y}-\widetilde{\boldsymbol{C}}\boldsymbol{y})'(C\boldsymbol{y}- \widetilde{\boldsymbol{C}}\boldsymbol{y})+\text{R}(\widetilde{\boldsymbol{C}}\boldsymbol{y};\boldsymbol{\beta}) \geq \text{R}(\widetilde{\boldsymbol{C}}\boldsymbol{y};\boldsymbol{\beta}), \end{aligned}$$ \end{document}$$ and the equation holds for every $\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} &\text{E}(\boldsymbol{C}\boldsymbol{y}-\widetilde{\boldsymbol{C}}\boldsymbol{y})'(\boldsymbol{C}\boldsymbol{y}-\widetilde{\boldsymbol{C}}\boldsymbol{y})=0 \\ &\quad\Leftrightarrow\quad\bigl[(\boldsymbol{C}-\widetilde{\boldsymbol{C}})\boldsymbol{X}\boldsymbol{\beta}\bigr]' \bigl[(\boldsymbol{C}- \widetilde{\boldsymbol{C}})X\boldsymbol{\beta}\bigr] +\operatorname{tr}(\boldsymbol{C}-\widetilde{\boldsymbol{C}})'\boldsymbol{\Sigma}(\boldsymbol{C}- \widetilde{\boldsymbol{C}})=0 \\ &\quad\Leftrightarrow\quad(\boldsymbol{C}-\widetilde{\boldsymbol{C}})\boldsymbol{\Sigma}^{\frac {1}{2}}= \mathbf{0} \\ &\quad\Leftrightarrow\quad(\boldsymbol{C}-\widetilde{\boldsymbol{C}})\boldsymbol{\Sigma}=\mathbf{0}, \end{aligned}$$ \end{document}$$ the equation holds for every $\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} &\boldsymbol{\Sigma} \boldsymbol{C}' =\boldsymbol{\Sigma}\widetilde{\boldsymbol{C}}' \\ &\hphantom{\boldsymbol{\Sigma} \boldsymbol{C}'} =\boldsymbol{\Sigma} \boldsymbol{T}^{+}\boldsymbol{X}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'\boldsymbol{C}'+{\lambda} \boldsymbol{\Sigma}\bigl[\boldsymbol{I}-\boldsymbol{X}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'\boldsymbol{T}^{+}\bigr]'\boldsymbol{T}^{+}\boldsymbol{V}' \\ & \hphantom{\boldsymbol{\Sigma} \boldsymbol{C}'}=\bigl(\boldsymbol{T}-\boldsymbol{X}\boldsymbol{X}'\bigr)\boldsymbol{T}^{+}\boldsymbol{X}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'\boldsymbol{C}' \\ &\hphantom{\boldsymbol{\Sigma} \boldsymbol{C}'=}+{\lambda}\bigl(\boldsymbol{T}-\boldsymbol{X}\boldsymbol{X}'\bigr)\bigl[\boldsymbol{I}-\boldsymbol{X}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'\boldsymbol{T}^{+} \bigr]'\boldsymbol{T}^{+}\boldsymbol{V}' \\ &\hphantom{\boldsymbol{\Sigma} \boldsymbol{C}'} =\bigl[\boldsymbol{X}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'-\boldsymbol{X}\boldsymbol{X}'\bigr]+{\lambda} \boldsymbol{V}'-{\lambda} \boldsymbol{X}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{V}'\quad\Rightarrow \\ &\boldsymbol{\Sigma} \boldsymbol{C}'-{\lambda} \boldsymbol{V}' =\boldsymbol{X}\bigl[\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'\boldsymbol{C}'-\boldsymbol{X}'\boldsymbol{C}'-{\lambda}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{V}'\bigr], \end{aligned}$$ \end{document}$$ which shows that $\documentclass[12pt]{minimal}
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                \begin{document} $$\begin{aligned} \widetilde{\boldsymbol{C}}\Sigma={}&\boldsymbol{C}\boldsymbol{X}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'\boldsymbol{T}^{+}\bigl(\boldsymbol{T}-\boldsymbol{X}\boldsymbol{X}'\bigr)+ \lambda \boldsymbol{V}\boldsymbol{T}^{+}\bigl[\boldsymbol{I}-\boldsymbol{X}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'\boldsymbol{T}^{+}\bigr]\bigl(\boldsymbol{T}-\boldsymbol{X}\boldsymbol{X}'\bigr) \\ ={}&\bigl(\boldsymbol{C}\boldsymbol{\Sigma}-\boldsymbol{H}'\boldsymbol{X}'\bigr)\boldsymbol{T}^{+} \bigl[\boldsymbol{I}-\boldsymbol{X}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'\boldsymbol{T}^{+}\bigr]\bigl(\boldsymbol{T}-\boldsymbol{X}\boldsymbol{X}'\bigr) \\ &{}+\boldsymbol{C}\boldsymbol{X}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'-\boldsymbol{C}\boldsymbol{X}\boldsymbol{X}' \\ ={}&\boldsymbol{C}\boldsymbol{X}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'-\boldsymbol{C}\boldsymbol{X}\boldsymbol{X}'+C\boldsymbol{\Sigma}-C\bigl(\boldsymbol{T}-\boldsymbol{X}\boldsymbol{X}' \bigr)\boldsymbol{T}^{+}\boldsymbol{X}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}' \\ ={}&\boldsymbol{C}\boldsymbol{\Sigma}. \end{aligned}$$ \end{document}$$ Therefore, we complete the proof. □

Lemma 2.4 {#FPar7}
---------
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                \begin{document} $$\begin{aligned} \text{R}(\boldsymbol{C}\boldsymbol{y};\boldsymbol{\beta}) ={}&\text{R}(\widetilde{\boldsymbol{C}}\boldsymbol{y};\boldsymbol{\beta})=\operatorname{tr}\bigl[\boldsymbol{C}\boldsymbol{X}\boldsymbol{Q}\boldsymbol{X}'\boldsymbol{C}'+{\lambda}^{2} \boldsymbol{\Sigma}_{0}-2{\lambda} \boldsymbol{C}\boldsymbol{X}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{V}' \\ &{} -{\lambda}^{2}\boldsymbol{V}\bigl(\boldsymbol{T}^{+}-\boldsymbol{T}^{+}\boldsymbol{X}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'\boldsymbol{T}^{+}\bigr)\boldsymbol{V}'\bigr]+\boldsymbol{\beta}'(\boldsymbol{C}\boldsymbol{X}-\boldsymbol{X}_{0})'(\boldsymbol{C}\boldsymbol{X}-\boldsymbol{X}_{0})\boldsymbol{\beta}, \end{aligned}$$ \end{document}$$ *where* $\documentclass[12pt]{minimal}
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Proof {#FPar8}
-----

From Lemma [2.3](#FPar5){ref-type="sec"}, when $\documentclass[12pt]{minimal}
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Admissibility of homogeneous linear predictors {#Sec3}
==============================================

In this section, we derive the necessary and sufficient conditions for the admissibility of simultaneous prediction in class of the homogeneous linear predictors. The best linear unbiased predictor of ***δ*** is obtained. Examples are presented to give some admissible predictors.

Theorem 3.1 {#FPar9}
-----------

*Let* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{l}'=\boldsymbol{q}'\boldsymbol{C}$\end{document}$, *where* ***C*** *is a matrix and* ***l***, ***q*** *are vectors with appropriate dimensions*. *If* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{C}\boldsymbol{y}\sim \boldsymbol{\delta}$\end{document}$ *under the quadratic loss function*, *then* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\boldsymbol{l}'\boldsymbol{X}\boldsymbol{Q}\boldsymbol{X}'\boldsymbol{l}\leq {\lambda}\bigl(\boldsymbol {l}'\boldsymbol{X}- \boldsymbol{q}'\boldsymbol{X}_{0}\bigr) \bigl(\boldsymbol{X}'\boldsymbol{T}^{+} \boldsymbol{X}\bigr)^{-}\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{V}'\boldsymbol{q}+\boldsymbol{l} '\boldsymbol{X}\boldsymbol{Q}\boldsymbol{X}'_{0}\boldsymbol{q}, $$\end{document}$$ *where* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{Q}=(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X})^{-}-\boldsymbol{I}=(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X})^{-}\boldsymbol{X}'\boldsymbol{T}^{+} \Sigma \boldsymbol{T}^{+}\boldsymbol{X}(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X})^{-}$\end{document}$.

Proof {#FPar10}
-----
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                \begin{document}$$\boldsymbol{l}_{k}'=\bigl[k\boldsymbol{l}'\boldsymbol{X}+(1-k)\boldsymbol{q} '\boldsymbol{X}_{0}\bigr]\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'\boldsymbol{T}^{+}+{\lambda}\boldsymbol{q}'\boldsymbol{V}\boldsymbol{T}^{+}\bigl[I-\boldsymbol{X}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'\boldsymbol{T}^{+}\bigr]. $$\end{document}$$ The risk of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{l}_{k}'\boldsymbol{y}$\end{document}$ is $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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Theorem 3.2 {#FPar11}
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Proof {#FPar12}
-----

Necessity: (i)The condition (1) is shown in Lemma [2.3](#FPar5){ref-type="sec"};(ii)Since $\documentclass[12pt]{minimal}
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In summary, the proof is complected. □

Corollary 3.1 {#FPar13}
-------------
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                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{\Sigma}> \mathbf{0}$\end{document}$, then $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$T> \mathbf{0}$\end{document}$ and $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \begin{aligned} &\boldsymbol{T}^{+}=\boldsymbol{T}^{-1}= \boldsymbol{\Sigma}^{-1}-\boldsymbol{\Sigma}^{-1}\boldsymbol{X}\bigl(\boldsymbol{I}+\boldsymbol{X}' \boldsymbol{\Sigma}^{-1}\boldsymbol{X}\bigr)^{-1}\boldsymbol{X}'\boldsymbol{\Sigma}^{-1}, \\ &\boldsymbol{X}'\boldsymbol{\Sigma}^{-1}\boldsymbol{X}\bigl(\boldsymbol{I}+\boldsymbol{X}'\boldsymbol{\Sigma}^{-1}\boldsymbol{X}\bigr)^{-1}\boldsymbol{X}'\boldsymbol{\Sigma}^{-1}= \boldsymbol{I}-\bigl(\boldsymbol{I}+\boldsymbol{X}'\boldsymbol{\Sigma}^{-1}\boldsymbol{X}\bigr)^{-1}\boldsymbol{X}'\boldsymbol{\Sigma}^{-1}. \end{aligned} $$\end{document}$$

Therefore, $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$ \boldsymbol{X}'\boldsymbol{T}^{-1}=\bigl(\boldsymbol{I}+\boldsymbol{X}' \boldsymbol{\Sigma}^{-1}\boldsymbol{X}\bigr)^{-1}\boldsymbol{X}' \Sigma^{-1} $$\end{document}$$ and $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} \boldsymbol{X}\bigl(\boldsymbol{X}'\boldsymbol{T}^{-1}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'\boldsymbol{T}^{-1}& =\boldsymbol{X}\bigl[\bigl(\boldsymbol{I}+\boldsymbol{X}'\boldsymbol{\Sigma}^{-1}\boldsymbol{X}\bigr)^{-1}\boldsymbol{X}' \boldsymbol{\Sigma}^{-1}\boldsymbol{X}\bigr]^{-}\bigl(I+X'\boldsymbol{\Sigma}^{-1}\boldsymbol{X}\bigr)^{-1}\boldsymbol{X}'\boldsymbol{\Sigma}^{-1} \\ & =\boldsymbol{X}\bigl(\boldsymbol{X}'\boldsymbol{\Sigma}^{-1}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'\boldsymbol{\Sigma}^{-1}. \end{aligned}$$ \end{document}$$ By ([10](#Equ10){ref-type=""}), ([11](#Equ11){ref-type=""}) and ([12](#Equ12){ref-type=""}), conditions (1), (2) in Corollary [3.1](#FPar13){ref-type="sec"} hold and condition (3) in Theorem [3.2](#FPar11){ref-type="sec"} holds naturally since $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\operatorname{rk}(\boldsymbol{C}\boldsymbol{X}-\boldsymbol{X}_{0})=\operatorname{rk}(\boldsymbol{G})$\end{document}$. □

Remark 3.1 {#FPar15}
----------

As $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{\delta}=\boldsymbol{y}_{0}$\end{document}$ when $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}${\lambda}=1$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{\delta}=\text{E}\boldsymbol{y}_{0}$\end{document}$ when $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}${\lambda}=0$\end{document}$, it is convenient to obtain the sufficient and necessary conditions for the predictors of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{y}_{0}$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\text{E}\boldsymbol{y}_{0}$\end{document}$ to be admissible from Theorem [3.2](#FPar11){ref-type="sec"} and Corollary [3.1](#FPar13){ref-type="sec"}.

Corollary 3.2 {#FPar16}
-------------

*For model* ([3](#Equ3){ref-type=""}) *and under the quadratic loss function*, *the best linear unbiased predictors of* ***δ***, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{y}_{0}$\end{document}$ *and* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\text{E}\boldsymbol{y}_{0}$\end{document}$ *are* $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document} $$\begin{aligned} &\hat{\boldsymbol{\delta}}_{{\mathrm{BLUP}}}=\boldsymbol{C}\boldsymbol{y}=\boldsymbol{X}_{0}\bigl(\boldsymbol{X}' \boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{y}+{\lambda} \boldsymbol{V}\boldsymbol{T}^{+}\bigl[\boldsymbol{y}-\boldsymbol{X}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{y}\bigr], \\ &\hat{\boldsymbol{y}}_{0_{{\mathrm{BLUP}}}}=\boldsymbol{X}_{0}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{y}+ \boldsymbol{V}\boldsymbol{T}^{+}\bigl[\boldsymbol{y}-\boldsymbol{X}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{y}\bigr], \\ &\hat{\text{E}}\boldsymbol{y}_{0_{{\mathrm{BLUP}}}}=\boldsymbol{X}_{0}\bigl(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X}\bigr)^{-}\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{y}. \end{aligned}$$ \end{document}$$

Proof {#FPar17}
-----

Let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{C}\boldsymbol{y}+\boldsymbol{u}$\end{document}$ be the linear unbiased predictor of ***δ***. $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\text{E}(\boldsymbol{C}\boldsymbol{y}+\boldsymbol{u})=\text{E}\boldsymbol{\delta}$\end{document}$ gives that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{C}\boldsymbol{X}=\boldsymbol{X}_{0}$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{u}=\mathbf{0}$\end{document}$. Let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{C}=\boldsymbol{X}_{0}(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X})^{-}\boldsymbol{X}'\boldsymbol{T}^{+}+{\lambda} \boldsymbol{V}\boldsymbol{T}^{+}[\boldsymbol{I}-\boldsymbol{X}(\boldsymbol{X}'\boldsymbol{T}^{+}\boldsymbol{X})^{-}\boldsymbol{X}'\boldsymbol{T}^{+}]$\end{document}$, the corollary is easily proved by verifying the conditions in Theorem [3.2](#FPar11){ref-type="sec"}. □

We give some admissible predictors in the following examples.

Example 3.1 {#FPar18}
-----------

Suppose $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{\Sigma}>\mathbf{0}$\end{document}$, the best linear unbiased predictor of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{y}_{0}$\end{document}$ in \[[@CR1]\] is $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\hat{\boldsymbol{y}} _{0_{\mathrm{BLUP}}}=\boldsymbol{X}_{0}(\boldsymbol{X}'\boldsymbol{\Sigma}^{-1}\boldsymbol{X})^{-}\boldsymbol{X}'\boldsymbol{\Sigma}^{-1}\boldsymbol{y}+\boldsymbol{V}\boldsymbol{\Sigma}^{-1}[\boldsymbol{I}-\boldsymbol{X}(\boldsymbol{X}'\boldsymbol{\Sigma}^{-1}\boldsymbol{X})^{-}\boldsymbol{X}'\boldsymbol{\Sigma}^{-1}]\boldsymbol{y}$\end{document}$. Let $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\hat{\boldsymbol{\beta}}_{{\mathrm{BLUE}}}=(\boldsymbol{X}'\boldsymbol{\Sigma}^{-1}\boldsymbol{X})^{-1}\boldsymbol{X}'\boldsymbol{\Sigma}^{-1}\boldsymbol{y}$\end{document}$. $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\hat{\boldsymbol{y}}_{0_{\mathrm{SPP}}}=\boldsymbol{X}_{0}\hat{\boldsymbol{\beta}}_{{\mathrm{BLUE}}}$\end{document}$ is the simple projective predictor of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{y}_{0}$\end{document}$ in \[[@CR6]\]. Note that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\text{E}\hat{\boldsymbol{y}}_{0_{\mathrm{BLUP}}}=\text{E}\boldsymbol{\delta}= \text{E}\boldsymbol{y}_{0_{\mathrm{SPP}}}$\end{document}$, which means $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\hat{\boldsymbol{y}}_{0_{\mathrm{BLUP}}}$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\hat{\boldsymbol{y}}_{0_{\mathrm{SPP}}}$\end{document}$ are also unbiased predictors of ***δ***. If $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}${\lambda}=1$\end{document}$, then by Corollary [3.1](#FPar13){ref-type="sec"}, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\hat{\boldsymbol{y}}_{0_{\mathrm{BLUP}}}\sim \boldsymbol{y}_{0}$\end{document}$, and therefore $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\hat{\boldsymbol{y}}_{0_{\mathrm{BLUP}}} \nsim \boldsymbol{\delta}$\end{document}$ if $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}${\lambda}\neq1$\end{document}$. If $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}${\lambda}=0$\end{document}$, then by Corollary [3.1](#FPar13){ref-type="sec"}, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\hat{\boldsymbol{y}}_{0_{\mathrm{SPP}}}\sim \text{E}\boldsymbol{y}_{0}$\end{document}$, which means if $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}${\lambda}\neq0$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\hat{\boldsymbol{y}}_{0_{\mathrm{SPP}}}\nsim \boldsymbol{\delta}$\end{document}$.

Remark 3.2 {#FPar19}
----------

Example [3.1](#FPar18){ref-type="sec"} indicates that the unbiased predictors of ***δ*** are also the unbiased predictors of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{y}_{0}$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\text{E}\boldsymbol{y}_{0}$\end{document}$, and the unbiased predictors of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{y}_{0}$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\text{E}\boldsymbol{y}_{0}$\end{document}$ are also the unbiased predictors of ***δ*** since $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\text{E}\boldsymbol{\delta}=\text{E}\boldsymbol{y}_{0}=\text{E}(\text{E}\boldsymbol{y}_{0})=\boldsymbol{X}_{0}\boldsymbol{\beta}$\end{document}$. However, admissibility of those predictors for each studied variables are different.

Example 3.2 {#FPar20}
-----------

Suppose $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{V}=\mathbf{0}$\end{document}$, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\Sigma>\mathbf{0}$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\operatorname{rk}(\boldsymbol{X})< p$\end{document}$ in model ([3](#Equ3){ref-type=""}). Suppose $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$t_{{\max}}$\end{document}$ be the maximum eigenvalue of $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{X}'\boldsymbol{X}$\end{document}$, non-stochastic scalars $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$k>0$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\theta =\frac{t _{{\max}}+k}{t_{{\max}}}$\end{document}$. Let $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$\boldsymbol{D}=\boldsymbol{B}-\boldsymbol{B}\bigl[\boldsymbol{I}_{n}-\theta \boldsymbol{X}\bigl(\boldsymbol{X}'\boldsymbol{X}+k\boldsymbol{I}_{p}\bigr)^{-1}\boldsymbol{X}'\bigr]^{-}\bigl[\boldsymbol{I}_{n}-\theta \boldsymbol{X}\bigl(\boldsymbol{X}'\boldsymbol{X}+k\boldsymbol{I}_{p} \bigr)^{-1}X'\bigr], $$\end{document}$$ where ***B*** is an $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$m\times n$\end{document}$ arbitrary matrix. If $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{X}_{0}=\theta \boldsymbol{D}\boldsymbol{X}$\end{document}$, then by Corollary [3.1](#FPar13){ref-type="sec"} without tedious calculations, $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{X}_{0}(\boldsymbol{X}'\boldsymbol{X}+k\boldsymbol{I}_{p})^{-1}\boldsymbol{X}'\boldsymbol{y}\sim \boldsymbol{\delta}$\end{document}$.

Remark 3.3 {#FPar21}
----------

Denote $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\hat{\boldsymbol{\beta}}_{{\mathrm{ridge}}}$\end{document}$ as the ridge estimator of ***β*** in model ([1](#Equ1){ref-type=""}) when $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{\Sigma}> \mathbf{0}$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\operatorname{rk}(\boldsymbol{X})< p$\end{document}$. Example [3.2](#FPar20){ref-type="sec"} indicates that in particular linear regression model, if $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{X}_{0}$\end{document}$ and ***X*** have some relations, we can use the ridge predictor $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{X}_{0}\hat{\boldsymbol{\beta}}_{{\mathrm{ridge}}}$\end{document}$ as the admissible predictor for ***δ***, especially for $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{y}_{0}$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\text{E}\boldsymbol{y}_{0}$\end{document}$.

Admissibility of nonhomogeneous linear predictors {#Sec4}
=================================================

In this section, we investigate the admissibility of simultaneous prediction in class of nonhomogeneous linear predictors, and we obtain the necessary and sufficient conditions. Studies show the admissibility of simultaneous prediction in the class of nonhomogeneous linear predictors is based on the admissibility of simultaneous prediction in the class of homogeneous linear predictors.

Theorem 4.1 {#FPar22}
-----------

*For the model* ([3](#Equ3){ref-type=""}), $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{C}\boldsymbol{y}+\boldsymbol{u}\sim \boldsymbol{\delta}$\end{document}$ *in* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathscr{LN}$\end{document}$ *under the quadratic loss function if and only if* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{C}\boldsymbol{y}\sim \boldsymbol{\delta}$\end{document}$ *in* $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\mathscr{LH}$\end{document}$, *and*$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{u}\in\mathscr{M}(\boldsymbol{C}\boldsymbol{X}-\boldsymbol{X}_{0})$\end{document}$.

Proof {#FPar23}
-----

Necessity: Suppose by contradiction that $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{u}\notin\mathscr{M}(\boldsymbol{C}\boldsymbol{X}-\boldsymbol{X}_{0})$\end{document}$ and $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$\boldsymbol{P}=(\boldsymbol{C}\boldsymbol{X}-\boldsymbol{X}_{0})[(\boldsymbol{C}\boldsymbol{X}-\boldsymbol{X}_{0})'(\boldsymbol{C}\boldsymbol{X}-\boldsymbol{X}_{0})]^{-}(\boldsymbol{C}\boldsymbol{X}-\boldsymbol{X}_{0})'$\end{document}$, then $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$(\boldsymbol{I}-\boldsymbol{P})\boldsymbol{u} \neq\mathbf{0}$\end{document}$ and $$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
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Remark 4.1 {#FPar24}
----------

Theorem [4.1](#FPar22){ref-type="sec"} shows the relation between the admissible homogeneous and nonhomogeneous linear predictors, and indicates that the admissibility of the homogeneous linear predictor is more significant. To derive an admissible predictor $\documentclass[12pt]{minimal}
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Concluding remarks {#Sec5}
==================

In this paper, we investigate the admissibility of linear prediction in the generalized linear regression model under the quadratic loss function. Predictions are based on a composite target function that allows one to predict actual and average values of the unobserved regressand simultaneously, according to some practical needs. Necessary and sufficient conditions for the simultaneous prediction to be admissible are obtained in classes of homogeneous and nonhomogeneous linear predictors, respectively. Although the unbiased predictors of the composite target function are the unbiased predictors of the actual and average values of the unobserved regressand and vise versa, yet the admissibility of these predictors for each studied variables are different. Under some circumstances, the ridge predictor is admissible although it is biased. However, whether the admissible linear prediction is minimax under quadratic loss function is unclear. Further research on the minimaxity of admissible simultaneous prediction is in progress.
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