Abstract. A cutting plane algorithm for minimizing a convex function subject to constraints de ned by a separation oracle is presented. The algorithm is based on approximate analytic centers. The nonlinearity of the objective function is taken into account, yet the feasible region is approximated by a containing polytope. This containing polytope is regularly updated by adding a new cut through a test point. Each test point is an approximate analytic center of the intersection of a containing polytope and a level set of the nonlinear objective function. We establish the complexity of the algorithm. Our complexity estimate is given in terms of the problem dimension, the desired accuracy of an approximate solution and other parameters that depend on the geometry of a speci c instance of the problem.
where D 3 ' z (y) h; h; h] denotes the third di erential of ' z at y and h.
We also assume without loss of generality that 1. The assumption that is independent of z is not restrictive, for we can conclude, using Proposition 2.1.1 (ii) of Nesterov and Nemirovskii 20] , that if (y; z) = ? ln(z ?f(y)) is -self-concordant on f(y; z) 2 R m+1 : y 2 (0; 1) m ; z > f(y)g, then ' z is -self-concordant on (0; 1) m \fy 2 R m : f(y) < zg. Problems formulated as (CP ) appear a lot in practice. For example, some multicommodity ow problems give rise to very large nonlinear programs with linear constraints 10].
We consider an analytic center based cutting plane algorithm for solving (CP ) that takes the nonlinearity of the objective function into account. The algorithm starts with 0 = 0; 1] m as the original outer approximation of the feasible region. We assume that the analytic center of 0 is in the interior of ?. As we will discuss later on, this is not a restrictive assumption and makes the analysis simpler. Using this point, we nd an initial upper bound on the optimal value, z(0). Then the nonlinear cut f(y) z(0) corresponding to the objective is added. This de nes a \set of localization" that contains the solution set to (CP ).
The algorithm consists of inner and outer iterations. At each inner iteration, an approximate analytic center of the set of localization is calculated and tested by the oracle for feasibility. If the test point is not feasible a linear cut will be added that goes through the test point. The inner iterations continue until a feasible test point is found. If the feasible test point is an approximate solution of (CP ), the algorithm stops. Otherwise, an outer iteration is performed in which the value of the upper bound on the objective is reduced. As the number of iterations increases, the set of localization shrinks and the algorithm eventually nds an approximate solution of the problem. Assumption 1, in view of the fact that the feasibility cuts added in the algorithm are all linear, implies that the parameter of self-concordance of the potential function for any set of localization remains equal to (see, e.g., Nesterov and Nemirovskii 20, Proposition 2.1.1]). The self-concordancy property plays an important role in the complexity analysis of our algorithm.
Our algorithm can be thought of as an extension of the central cutting plane algorithm of Go n, Luo and Ye 14] for the convex feasibility problem. However, we consider the problem in the form of an optimization problem involving a nonlinear objective. The important feature of this extension is that a nonlinear cut corresponding to a level surface of the objective is considered in our case, whereas only linear cuts are used in their algorithm.
The central cutting surface algorithm of Luo and Sun 18] , on the other hand, uses convex cuts, yet the feasible set that they consider is de ned by a nite number of convex di erentiable inequalities that admits a self-concordant logarithmic barrier. They show that their algorithm has a polynomial worst case complexity in terms of the total number of constraints and the maximum common slack of the original inequality system. In our case, however, the feasible region is implicitly de ned by a separation oracle, and in this sense our case considers a broader class of problems. A challenge in our case is how to handle the complexity analysis when there is no limit on the number of cuts the oracle can produce. Furthermore, Luo and Sun 18] consider the feasibility version of the problem, whereas we consider the problem in the context of optimization. Our complexity estimate is given in terms of the dimension of the problem, the accuracy of an approximate optimal solution and other parameters depending on the geometry of a speci c instance of the problem. They also add their nonlinear cuts as \shallow" cuts. A new cut added in their analysis must be shallow enough so that the previous test point (an approximate analytic center of the previous set of localization) remains within the region of quadratic convergence of Newton's method, used to calculate an approximate analytic center of the augmented set. In our analysis, on the other hand, the feasibility cuts are added through the approximate analytic center of the set of localization, and there is no restriction on how shallow a particular translation of the nonlinear objective cut must be. However, as it will be seen in the paper, some of the results of Luo and Sun 18], i.e., changes in the potential after the addition or translation of a nonlinear cut, play important roles in our analysis as well. The other important key element in the complexity analysis of our algorithm is a result due to Nesterov 19] regarding the change in the potential after the addition of a linear cut to the set of localization.
This paper is organized as follows. In Section 2, we review some basic concepts and results to be used in the subsequent analysis. In Section 3, we give our cutting plane algorithm. In Section 4, some results needed for complexity of the algorithm will be given. Finally, complexity of the algorithm will be discussed in Section 5 and Section 6.
We will adopt the standard notations used in the interior point literature. For any generic vector u, u T will denote the vector transpose, and the corresponding capital letter U will denote the diagonal matrix whose i-th diagonal element is given by the i-th component of u. The vectorẽ will represent the vector of ones of appropriate dimension. For a real number a, dae represents the smallest integer greater than or equal to a. The inradius of a compact convex set G in R m denoted by (G) is the radius of the largest sphere contained in G. Throughout this paper, we assume that f is the optimal value of (CP ).
2. Preliminaries. Let be a bounded set de ned as follows:
= fy 2 R m : f(y) z; a T i y c i ; i = 1; : : : ; ng; The Newton direction of ( ; y) at y will be given by q( ; y) = ?H( ; y) ?1 g( ; y):
The min-potential of is de ned as P( ) = min y2 int ( ; y): (2. 3)
The unique point in int where this minimum is attained is called the \analytic Proof. In Theorem 2.8, let = 1 and = :
We will make the following nal assumption throughout this paper.
Assumption 2: The interior of ? 1 contains a full-dimensional closed ball of radius 0 < < 1=2.
We assume that in Assumption 2 is a known constant. Assumption 2, in view of Corollary 2.10, will be used in the rst stopping rule of the algorithm to guarantee that the total number of feasibility cuts produced by the algorithm is bounded.
3. The Cutting Plane Algorithm. In this section, we rst explain some notation that will be used in the algorithm and later in its complexity analysis. The algorithm starts with 0 and its analytic center w 0 = (1=2)ẽ. We assume that w 0 2 ? int .
This assumption is not restrictive. Indeed, the complexity analysis of the problem of nding an interior point of ? is studied by Go n, Luo and Ye 14] . There is a known bound on the total number of iterations required to nd such a point. This means that we can start the algorithm from a given bounded polyhedron and an approximate analytic center of it. We can assume that this polyhedron is 0 to make the analysis simpler. Having w 0 , the algorithm determines an initial upper bound on f and adds the nonlinear cut corresponding to the objective, i.e., f(y) z(0) to 0 to get 0 0 . In the algorithm, translations of the nonlinear objective cut will be performed as well. We refer to these translations as outer iterations. For example, the constraint f(y) z(l) represents the level of the objective function in the l-th outer iteration. l is represented by f l , and the feasible point found in the l-th objective translation which is the approximate analytic center of f l is represented by y f l . Index k(l; j) represents the total number of feasibility cuts produced until the (l; j)-th iteration. Tolerance > 0 represents the desired accuracy of an approximate solution at termination. Any y 2 ? will be referred to as an -solution of (CP ). We now describe the algorithm.
The Cutting Plane Algorithm
Step 0 Select 0 < < 1, 0 < < 1, 0 < ( p 2 ? 1) 2 =2. Step 2 Find a -approximate analytic center of j l , y j l .
Step Finally, we consider the changes in the min-potential when a feasibility cut is added. The following lemma is basically Lemma 2.1 of Nesterov 19] applied to our case. There, the result is given for strongly 1-self-concordant functions, yet it can be extended to strongly -self-concordant functions (our ( ; y)) as well. The proof is given in the appendix. This lemma is also an extension of Ye 25, Theorem 2] which gives a lower bound on the min-potential for a reduced polyhedron. As a consequence of Lemma 4.4 and using the same notation and assumptions, we have the following changes in the min-potential while adding a linear feasibility cut. We will now nd overestimators for r v u for u 0, v = 0; : : : ; (u) ? 1 that are easier to manipulate. We, therefore, construct the following matrices, using a construction due to Nesterov 19] . This proves the result. Hence, the total number of feasibility cuts produced by the algorithm is at most O (m 2 =( ) 2 ), where the asterisk notation means that lower order additive and multiplicative terms are ignored. We will show that under Assumption 2, as soon as Stopping Criterion 1 is satis ed, the last feasible point found by the algorithm is an -solution of (CP ). We rst nd an upper bound on the min-potential of the set of localization in the following lemma. . This means that as soon as Stopping Criterion 1 is satis ed by the algorithm, the last feasible point found is an -solution.
We will now consider Stopping Criterion 2 of the algorithm. The following lemma will lead to an upper bound on the gap z(l)?f , which is used in Stopping Criterion 2. (1 + 2m + k(l; j)) ln ^ :
This proves the result. We can now derive an upper bound on the total number of iterations performed by the algorithm. Note that the left hand side of Inequality (5.7) represents the total number of translations of the objective constraint performed during the algorithm. Let T ; be the smallest index that is greater than the right hand side of Inequality (5.7). Suppose that Stopping Criterion 1 is not satis ed. As soon as Inequality (5.7) In this section, we will study how to calculate a new approximate analytic center in the following cases: 1. when a feasibility cut is added; 2. when the nonlinear objective cut is added; and 3. when the objective cut is shifted. We will also give upper bounds on the total number of (damped) Newton steps required to recenter. Throughout this section, we assume that N is de ned by (2.6). Here y a is the exact analytic center of ( ). damped Newton iterations (!( ) as in (6.3) ), a -approximate analytic center of is calculated. Since < , we can use full Newton steps according to Lemma 2.5 to calculate a -approximate analytic center of in at most another N full Newton steps.
Corollary 6.5. In the algorithm, the total number of (damped) Newton steps to update to a new -approximate analytic center after a translation of the objective constraint, is O(1), with O(1) depending on , and only.
We can now conclude the following result: 7. Additional Remarks. In our algorithm, we did not discuss the issue of parallel cuts. If the oracle generates a feasibility cut parallel to an existing one, the old cut becomes redundant, and one may wish to discard it. Equivalently, the old cut is shifted. There are many general cases of (CP ), e.g., when ? is de ned by (nonsmooth) convex constraints, in which the issue of parallel cuts is not important, and the chance of the oracle producing parallel cuts is little. Furthermore, in these cases even if the oracle produces parallel cuts, the algorithm may fail to detect it due to round-o errors. On the other hand, there are some special cases in which the issue of parallel cuts becomes important and useful. For example, the case where ? is de ned by a nite (but large) number of linear constraints. Problems involving a nonlinear objective and a nite (yet large) number of linear constraints appear a lot in practice, e.g., in multicommodity ows or water resources problems. In the special case of having a nite number of linear constraints, the oracle simply looks for a violated constraint and produces a cut with the same normal vector as the violated constraint. In this case, therefore, the chances of producing several parallel cuts are quite high. Although not considering translations does not endanger the convergence of the algorithm applied to this class of problems, it is more useful to consider translation of feasibility cuts. This is because, if we assume the number of constraints is N, then by including translations of feasibility cuts, we guarantee that the number of feasibility cuts produced by the algorithm remains bounded by N. The other advantage is that in this case we can drop Stopping Criterion 1.
Hence, we can generalize the algorithm so that it includes translations of feasibility cuts all the way to the approximate analytic center of the current set of localization as well. The complexity analysis of this generalized algorithm can be handled in a very similar way at the cost of some technicalities. In fact, the same complexity bound can be obtained for the generalized algorithm. We refer the reader interested in this general case to our technical report 21]. Furthermore, as is discussed in 21], for the special case where the constraints are linear (and there is N of them), we can drop Stopping Criterion 1 in the generalized algorithm to obtain an algorithm which has a polynomial worst case complexity in N, i.e., O(N ln(N= )). 8 . Appendix. In this appendix, we give a proof of Lemma 4.4 which is basically an extension of Lemma 2.1 of Nesterov 19] adapted to our as de ned by (2.1). The proof is very similar, yet some constants change due to the fact that our ( ; y) is strongly -self-concordant. We need to state two lemmas that will be used in the proof. The next lemma is a trivial extension of Theorem 2.3 of 19] adapted to our . The result there is for strongly 1-self-concordant functions. We can simply extend it to strongly -self-concordant functions by noticing that if ( ; y) is -self-concordant, then ( ; y) is 1-self-concordant. Lemma 8.2. Under the same assumptions as in Lemma 8.1, we have the following:
