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UNIMODALITY ON δ-VECTORS OF LATTICE POLYTOPES AND
TWO RELATED PROPERTIES
AKIHIRO HIGASHITANI
Abstract. In this paper, we investigate two properties concerning the unimodality of
the δ-vectors of lattice polytopes, which are log-concavity and alternatingly increas-
ingness. For lattice polytopes P of dimension d, we prove that the dilated lattice
polytopes nP have strictly log-concave and strictly alternatingly increasing δ-vectors
if n > max{s, d + 1 − s}, where s is the degree of the δ-polynomial of P . The bound
max{s, d+1− s} for n is reasonable. We also provide several kinds of unimodal (or non-
unimodal) δ-vectors. Concretely, we give examples of lattice polytoeps whose δ-vectors
are not unimodal, unimodal but neither log-concave nor alternatingly increasing, alter-
natingly increasing but not log-concave, and log-concave but not alternatingly increasing,
respectively.
1. Introduction
The δ-vectors of lattice polytopes are one of the most fascinating objects on enumerative
combinatorics. In this paper, we focus on the unimodality question on δ-vectors of lattice
polytopes and investigate two related properties on the unimodality, called “log-concave”
and “alternatingly increasing”.
Let P ⊂ RN be a lattice polytope of dimension d, which is a convex polytope all of
whose vertices are lattice points in the lattice ZN . Given a positive integer m, we define
i(P,m) = |mP ∩ ZN |,
where mP = {mα : α ∈ P} and | · | denotes the cardinality. The enumerative function
i(P,m) is actually a polynomial in m of degree d with its constant term 1 ([7]). This
polynomial i(P,m) is called the Ehrhart polynomial of P. Moreover, i(P,m) satisfies
Ehrhart–Macdonald reciprocity (see [2, Theorem 4.1]):
|mP◦ ∩ ZN | = (−1)di(P,−m) for each integer m > 0,(1.1)
where P◦ denotes the relative interior of P. We refer the reader to [2, Chapter 3] or [8,
Part II] for the introduction to the theory of Ehrhart polynomials.
We define the sequence δ0, δ1, . . . , δd of integers by the formula
(1− t)d+1
(
1 +
∞∑
m=1
i(P,m)tm
)
=
d∑
i=0
δit
i.
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We call the integer sequence
δ(P) = (δ0, δ1, . . . , δd)
the δ-vector (also called Ehrhart δ-vector or h∗-vector) of P and the polynomial δP (t) =
δ0 + δ1t+ · · ·+ δdt
d the δ-polynomial of P.
By (1.1), one has
(1− t)d+1
∞∑
m=1
|mP◦ ∩ ZN |tm =
d∑
i=0
δd−it
i+1.
Thus it follows that
min{k : kP◦ ∩ ZN 6= ∅} = d+ 1−max{i : δi 6= 0}.(1.2)
The δ-vectors of lattice polytopes have the following properties:
• δ0 = 1, δ1 = |P ∩ Z
N | − (d+ 1) and δd = |P
◦ ∩ ZN |. Hence, δ1 ≥ δd. In particular,
when δ1 = δd, P must be a simplex.
• Each δi is nonnegative ([14]).
• If P◦ ∩ ZN is nonempty, i.e., δd > 0, then δ1 ≤ δi for each 1 ≤ i ≤ d− 1 ([10]).
• The leading coefficient (
∑d
i=0 δi)/d! of i(P, n) is equal to the volume of P ([2,
Corollary 3.20, 3.21]).
There are two well-known inequalities on δ-vectors. Let s = max{i : δi 6= 0}. One is
δ0 + δ1 + · · · + δi ≤ δs + δs−1 + · · ·+ δs−i, 0 ≤ i ≤ s,(1.3)
which is proved by Stanley [16], and another one is
δd + δd−1 + · · · + δd−i ≤ δ1 + δ2 + · · · + δi+1, 0 ≤ i ≤ d− 1,(1.4)
which appears in the work of Hibi [10, Remark (1.4)].
For a lattice polytope P ⊂ RN , we say that P has the integer decomposition property
(IDP, for short) if for each integer ℓ ≥ 1 and α ∈ ℓP ∩ ZN , there are α1, . . . , αℓ in P ∩ Z
N
such that α = α1 + · · ·+ αℓ. Having IDP is also known as what is integrally closed.
We also recall the following three notions. Let (a0, a1, . . . , ad) be a sequence of real
numbers.
• We say that (a0, a1, . . . , ad) is unimodal if there is some c with 0 ≤ c ≤ d such that
a0 ≤ a1 ≤ · · · ≤ ac ≥ ac+1 ≥ · · · ≥ ad.
If each inequality is strict, then we say that it is strictly unimodal.
• (a0, a1, . . . , ad) is called log-concave if for each 1 ≤ i ≤ d− 1, one has
a2i ≥ ai−1ai+1.
If a2i > ai−1ai+1 for each i, then it is called strictly log-concave.
• ([13, Definition 2.9]) We call (a0, a1, . . . , ad) alternatingly increasing if ai ≤ ad−i
for 0 ≤ i ≤ ⌊(d− 1)/2⌋ and ad+1−i ≤ ai for 1 ≤ i ≤ ⌊d/2⌋ are satisfied. Namely,
a0 ≤ ad ≤ a1 ≤ ad−1 ≤ · · · ≤ a⌊(d−1)/2⌋ ≤ ad−⌊(d−1)/2⌋ ≤ a⌊(d+1)/2⌋.
If each inequality is strict, then we call it strictly alternatingly increasing.
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Note that (a0, . . . , ad) is unimodal (resp. strictly unimodal) if it is log-concave (resp.
log-concave) or alternatingly increasing (resp. strictly alternatingly increasing).
Our motivation to organize this paper is to give some answer for the following:
Question 1.1. Let P be a lattice polytope having IDP with at least one interior lattice
point. Then is δ(P) always unimodal?
The similar question is also mentioned in [13, Question 1.1]. Moreover, the following
has been conjectured by Stanley [15] in 1989: the h-vectors of standard graded Cohen–
Macaulay domains are always unimodal. This conjecture still seems to be open. We note
that Question 1.1 is the case of Ehrhart rings (see [8, Part II]) for this question with
additional condition “a-invariant −1”.
For this question, the following facts on the unimodality of the δ-vectors of lattice
polytopes are known:
(1) If P ⊂ Rd is a reflexive polytope (introduced in [1]), which is a lattice polytope
whose dual polytope P∨ = {y ∈ Rd : 〈x, y〉 ≤ 1 for all x ∈ P} is also a lattice
polytope, of dimension at most 5, then δ(P) is unimodal. This follows from [10,
Theorem 1.1] and [9]. Note that every reflexive polytope contains exactly one
interior lattice point.
(2) Hibi conjectured that all the δ-vectors of reflexive polytopes are unimodal ([8, §36]).
However, counterexamples were found by Mustat¸a˘ and Payne [11, 12]. On the other
hand, their counterexamples do not have IDP. It may be still open whether there
exista a reflexive polytope having IDP whose δ-vector is not unimodal.
(3) Bruns and Ro¨mer [5] proved that each reflexive polytope with a regular unimodular
triangulation has a unimodal δ-vector. Note that if a lattice polytope has a regular
unimodular triangulation, then it also has IDP, while the converse is not true in
general.
(4) Schepers and Van Langenhoven [13, Proposition 2.17] proved that every paral-
lelepiped with at least one interior lattice point has an alternatingly increasing
δ-vector.
In this paper, as a further contribution for Question 1.1, we prove the following:
Theorem 1.2. Let P ⊂ RN be a lattice polytope of dimension d and s the degree of δP(t).
Let (δ0, δ1, . . . , δd) be the δ-vector of the dilated polytope nP for a positive integer n. Then
the following statements hold:
(i) (δ0, δ1, . . . , δd) is strictly log-concave when n ≥ s;
(ii) We have δi ≤ δd−i for 1 ≤ i ≤ ⌊(d− 1)/2⌋ and δd+1−i < δi for 1 ≤ i ≤ ⌊d/2⌋
when n ≥ max{s, d+ 1− s}. Moreover, if |(d+ 1− s)P◦ ∩ ZN | > 1, then we have
δi < δd−i for 0 ≤ i ≤ ⌊(d− 1)/2⌋. Hence, (δ0, δ1, . . . , δd) is strictly alternatingly
increasing when n ≥ max{s, d + 1 − s} with |(d + 1 − s)P◦ ∩ ZN | > 1, or when
n > max{s, d+ 1− s}.
In [3] and [4], it has been proved that for a lattice polytope P of dimension d, there
exists an integer nd such that the δ-vector of a dilated polytope nP are strictly log-concave
and strictly alternatingly increasing for each n ≥ nd. Theorem 1.2 gives an explicit bound
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for nd. Moreover, the following remark says that our bound max{s, d+1−s} is reasonable
in some sense.
Remark 1.3. By (1.2), we see that nP◦ ∩ ZN 6= ∅ if and only if n ≥ d+ 1− s.
Moreover, by [6, Theorem 1.1], the inequality µidp(P) ≤ µEhr(P) holds. Since µEhr(P) =
max{i : δi 6= 0} = s, we see that nP has IDP if n ≥ s. In addition, when µidp(P) =
µEhr(P), this bound is sharp.
Therefore, nP has IDP and contains at least one interior lattice point if n ≥ max{s, d+
1− s} and the bound max{s, d+ 1− s} sometimes becomes optimal.
For the proof of Theorem 1.2, we prove a more general statement (Theorem 2.1) in
Section 2. (See Remark 2.2, too.)
Moreover, we also provide several kinds of δ-vectors of lattice polytopes concerning
the unimodality of δ-vectors. We construct an infinite family of lattice polytopes whose
δ-vectors are not unimodal in Section 3.1, unimodal but neither log-concave nor alter-
natingly increasing for even dimensions in Section 3.2, alternatingly increasing but not
log-concave in Section 3.3, and log-concave but not alternatingly increasing for law di-
mensions, respectively. (See Figure 1.)
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Figure 1. Organization of this paper
2. Unimodality on δ-vectors of dilated polytopes
We recall some notation from [3]. For a polynomial h(t) = h0 + h1t+ · · ·+ hdt
d in t of
degree at most d with nonnegative coefficients and h0 = 1, there is a polynomial g(m) in
m of degree d such that
∞∑
m=0
g(m)tm =
h(t)
(1− t)d+1
.
(See [2, Lemma 3.9].) Note that the polynomial g(m) can be written like g(m) =∑d
i=0 hi
(
m+d−i
d
)
. For each integer n, we define Unh(t) = h
(n)
0 + h
(n)
1 t + · · · + h
(n)
d t
d as
follows:
∞∑
m=0
g(nm)tm =
Unh(t)
(1− t)d+1
.
The main result of this paper is the following:
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Theorem 2.1. Let d ≥ 5 and let h(t) =
∑d
j=0 hjt
j be a polynomial in t of degree s, where
s ≤ d, with nonnegative coefficients and h0 = 1. Let n be a positive integer and δi = h
(n)
i
the coefficient of Unh(t) for 0 ≤ i ≤ d. Then the following statements hold:
(i) (δ0, δ1, . . . , δd) is strictly log-concave when n ≥ s;
(ii) If h0, h1, . . . , hd satisfy the inequalities
h0 + h1 + · · · + hi ≤ hs + hs−1 + · · ·+ hs−i for 0 ≤ i ≤ ⌊s/2⌋(2.1)
and
hd + hd−1 + · · ·+ hd−i ≤ h1 + h2 + · · ·+ hi+1 for 0 ≤ i ≤ ⌊(d+ 1)/2⌋ ,(2.2)
then we have δj ≤ δd−j for 1 ≤ j ≤ ⌊(d− 1)/2⌋ and δd+1−k < δk for 1 ≤ k ≤ ⌊d/2⌋
when n ≥ max{s, d+ 1− s}. Moreover, if hs > 1, then we also have δj < δd−j for
0 ≤ j ≤ ⌊(d− 1)/2⌋, and thus, (δ0, δ1, . . . , δd) is strictly alternatingly increasing.
Remark 2.2. Since the inequalities (2.1) and (2.2) are nothing but the inequalites (1.3)
and (1.4) for δ-vectors, the δ-vectors of lattice polytopes satisfy all the conditions in
Theorem 2.1 for h0, h1, . . . , hd. Therefore, as an immediate corollary of Theorem 2.1, we
obtain Theorem 1.2.
For the proof of Theorem 2.1, we recall a useful lemma for the computation of Unh(t).
Lemma 2.3 (cf. [3, Lemma 3.2]). Let h(t) =
∑d
j=0 hjt
j be the same as in Theorem 2.1
and let Unh(t) =
∑d
j=0 δjt
j . Then one has δi = cni for each 0 ≤ i ≤ d, where cj is the
coefficient of the polynomial h(t)(1 + t+ · · ·+ tn−1)d+1 in t.
Moreover, we also recall the following fundamental assertion for log-concave sequences.
Lemma 2.4. Let b1, b2, . . . be a (resp. strictly) log-concave sequence of nonnegative real
numbers such that bk = bk+1 = · · · = 0 if bk = 0 for some k. Then we have bibj ≥ bi−mbj+m
(resp. bibj > bi−mbi+m) for any i ≤ j and m ≥ 0.
Proof. It suffices to show that bibj ≥ bi−1bj+1 for every i ≤ j. When bi = 0 or bj = 0, one
has bj+1 = 0. Thus the equality holds.
Assume that bi > 0 and bj > 0. Thus, in particular, we have bk > 0 for each i ≤ k ≤ j.
Since b2i ≥ bi−1bi+1 and bi > 0, one has bi ≥ bi−1bi+1/bi. Similarly, since bi+1 ≥ bibi+2/bi+1,
we obtain bi ≥ bi−1/bi · bibi+2/bi+1 = bi−1bi+2/bi+1. By repeating this computation, we
obtain
bi ≥ bi−1bi+1/bi ≥ bi−1bi+2/bi+1 ≥ · · · ≥ bi−1bj+1/bj .
Hence, bibj ≥ bi−1bj+1 holds. The case of strictly log-concave sequences is similar. 
For a sequence of numbers b0, b1, . . . , let I(bn) denote the index of bn, i.e., I(bn) = n.
Proof of Theorem 2.1. Our goal is to show that δ0, δ1, . . . , δd satisfy the following inequal-
ities:
(i) δ2i > δi−1δi+1 for 1 ≤ i ≤ d− 1;
(ii-a) δi ≤ δd−i for 1 ≤ i ≤ ⌊(d− 1)/2⌋ and δi < δd−i for 0 ≤ i ≤ ⌊(d− 1)/2⌋ if hs > 1;
(ii-b) δd+1−i < δi for 1 ≤ i ≤ ⌊d/2⌋.
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Let a0, a1, . . . , a(d+1)(n−1) be the integers such that
∑(d+1)(n−1)
i=0 ait
i = (1+t+· · ·+tn−1)d+1.
By Lemma 2.3, we have
δ0 = 1 and δi =
s∑
j=0
hjani−j for 1 ≤ i ≤ d,
where we let ak = 0 if k > (d+ 1)(n − 1).
Since the coefficients of the polynomial (1+t+· · ·+tn−1)2 are symmetric and strictly log-
concave, so are the coefficients of the polynomial
∑(d+1)(n−1)
i=0 ait
i = (1+ t+ · · ·+ tn−1)d+1.
(See [15, Proposition 1 and Proposition 2].) In particular, we have
ai = a(d+1)(n−1)−i for 0 ≤ i ≤ (d+ 1)(n − 1),(2.3)
a2i > ai−1ai+1 for 1 ≤ i ≤ (d+ 1)(n − 1)− 1, and(2.4)
ai > ai−1 for 1 ≤ i ≤ ⌊(d+ 1)(n − 1)/2⌋ .(2.5)
(i) We can compute as follows:
δ2i − δi−1δi+1
=

 s∑
j=0
hjani−j

2 −

 s∑
j=0
hjan(i−1)−j



 s∑
j=0
hjan(i+1)−j


=
s∑
j=0
h2j(a
2
ni−j − an(i−1)−jan(i+1)−j)
+
∑
0≤p<q≤s
hphq
(
(ani−pani−q − an(i−1)−pan(i+1)−q) + (ani−pani−q − an(i−1)−qan(i+1)−p)
)
.
By (2.4) and Lemma 2.4, we immediately obtain
a2ni−j − ani−j−nani−j+n > 0 and ani−qani−p − ani−q−nani−p+n > 0.
Moreover, since n ≥ s, we have I(ani−q) − I(an(i−1)−p) = I(an(i+1)−q) − I(ani−p) =
n− q + p ≥ n− s ≥ 0. Thus we also obtain
ani−qani−p − an(i−1)−pan(i+1)−q > 0
by (2.4) and Lemma 2.4. From the nonnegativity of hi together with h0 = 1, we conclude
that δ2i − δi−1δi+1 ≥ h
2
0(a
2
ni − an(i−1)an(i+1)) > 0, as required.
(ii-a) Fix 1 ≤ i ≤ ⌊(d− 1)/2⌋. In the sequel, we will prove δd−i − δi ≥ 0 and the strictly
one holds if hs > 1. Note that δd ≥ hs > 1 = δ0 for n ≥ max{s, d+ 1− s}.
Let k0, . . . , kℓ be the indices such that
∑d
r=0 hrt
r = hk0 + hk1t
k1 + · · · + hkℓt
kℓ, where
0 = k0 < k1 < · · · < kℓ = s and hkj > 0 for each 0 ≤ j ≤ ℓ. For 0 ≤ j < ℓ, if
hk0 + · · · + hkj ≤ hkℓ = hs, then we set m(j) = ℓ; otherwise let m(j) be a unique integer
with 0 ≤ m(j) < ℓ such that
hkℓ + · · ·+ hkm(j)+1 < hk0 + · · ·+ hkj ≤ hkℓ + · · ·+ hkm(j) .
Clearly, m(j − 1) ≥ m(j). Moreover, we have
kj + km(j) ≥ s.(2.6)
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In fact, hkℓ + · · ·+ hkℓ−kj ≥ hk0 + · · ·+ hkj should be satisfied by (2.1), while hkℓ + · · ·+
hkm(j)+1 = hkℓ + · · ·+ hkm(j)+1 < hk0 + · · ·+ hkj holds. Thus, we have km(j) + 1 > kℓ − kj ,
i.e., kj + km(j) ≥ kℓ = s.
Let t = max{j : j ≤ m(j)}. In particular, we have
0 = k0 < k1 < · · · < kt ≤ km(t) ≤ km(t−1) ≤ · · · ≤ km(0) = kℓ.
Then we see that m(t) = t or m(t) = t + 1. In fact, on the contrary, suppose that
m(t) ≥ t+ 2. Since m(t+ 1) < t+ 1, we have
hk0 + · · · + hkt + hkt+1 > hkℓ + · · ·+ hkm(t) + · · ·+ hkt+2 + hkt+1 + · · · + hkm(t+1)+1
≥ hkℓ + · · ·+ hkm(t) + hkt+1 ≥ hk0 + · · ·+ hkt + hkt+1 ,
a contradiction.
For each 0 ≤ p, q ≤ ℓ, let A(p, q) = (an(d−i)−kp − ani−kq) + (an(d−i)−kq − ani−kp). Then
we have A(j,m(j)) ≥ 0 for 0 ≤ j ≤ ℓ. In fact, by (2.3), we have an(d−i)−u = an(i+1)−d−1+u.
Thus
I(an(i+1)−d−1+kj )− I(ani−km(j)) = I(an(i+1)−d−1+km(j) )− I(ani−kj )
= n− d− 1 + kj + km(j) ≥ n− (d+ 1− s) ≥ 0
by (2.6). When 1 ≤ i ≤ (d− 2)/2, one has
⌊(d+ 1)(n − 1)/2⌋ −max{I(an(i+1)−d−1+kj ), I(an(i+1)−d−1+km(j) )}
≥ ((d + 1)(n − 1)− 1)/2 − (nd/2 − d− 1)−max{kj , km(j)} ≥ (n+ d− 2s)/2 ≥ 0.
When i = (d− 1)/2, if kj ≥ (d+ 1)/2, then one has
⌊(d+ 1)(n − 1)/2⌋ − I(an(d+1)/2−kj ) ≥ kj − (d+ 1)/2 ≥ 0,
and if kj ≤ (d+ 1)/2, since an(d+1)/2−kj = a(n−2)(d+1)/2+kj by (2.3), one also has
⌊(d+ 1)(n− 1)/2⌋ − I(a(n−2)(d+1)/2+kj ) ≥ (d+ 1)/2 − kj ≥ 0.
Similarly, one also has
⌊(d+ 1)(n − 1)/2⌋ ≥ I(an(d+1)/2−km(j) ) or ⌊(d+ 1)(n − 1)/2⌋ ≥ I(a(n−2)(d+1)/2+km(j) ).
Therefore, by (2.5), we conclude that A(j,m(j)) ≥ 0 for each 0 ≤ j ≤ t. In the same way,
we also conclude that A(j, r) ≥ 0 for each m(j) ≤ r ≤ m(j − 1).
Moreover, for 1 ≤ j ≤ m(t), we define fj by setting
fj =


(∑ℓ
r=m(j−1) hkr −
∑j−1
r=0 hkr
)
A(j,m(j − 1)) +
∑m(j−1)−1
r=m(j)+1 hkrA(j, r)
+
(∑j
r=0 hkr −
∑ℓ
r=m(j)+1 hkr
)
A(j,m(j)), if m(j) < m(j − 1),
hkjA(j,m(j)), if m(j) = m(j − 1)
for 1 ≤ j ≤ m(t)− 1, and
ft =


(∑ℓ
r=m(t−1) hkr −
∑t−1
r=0 hkr
)
A(t,m(t− 1)) +
∑m(t−1)−1
r=m(t)+1 hkrA(t, r)
+
(∑t
r=0 hkr −
∑ℓ
r=m(t)+1 hkr
)
A(t, t)/2, if m(t) < m(t− 1),(∑ℓ
r=m(t−1) hkr −
∑t−1
r=0 hkr
)
A(t, t)/2, if m(t) = m(t− 1)
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when m(t) = t and
ft+1 =

 ℓ∑
r=m(t)
hkr −
t∑
r=0
hkr

A(t+ 1, t+ 1)/2
when m(t) = t+ 1. By definition of m(j) together with the nonnegativity of each A(j, r)
for m(j) ≤ r ≤ m(j − 1), we obtain that fj ≥ 0 for each j.
By using these notation, we can compute as follows:
δd−i − δi =
ℓ∑
j=0
hkjan(d−i)−kj −
ℓ∑
j=0
hkjani−kj = A(0, ℓ) +
m(t)∑
j=1
fj ≥ 0.
Furthermore, if hs > 1, then we have
f1 ≥

 ℓ∑
r=m(0)
hkr − hk0

A(1,m(0)) ≥ hs − 1 > 0 when m(1) < m(0) = ℓ,
f1 = hk1A(1,m(1)) = hk1A(1,m(0)) ≥ hk1 > 0 when m(1) = m(0).
Therefore, we also obtain that δd−i > δi if hs > 1.
(ii-b) Fix 1 ≤ i ≤ ⌊d/2⌋. In the sequel, we will prove δi − δd+1−i > 0. We employ the
similar technique to the above (ii-a).
Let k0, . . . , kℓ be the same things as above. For 0 < j ≤ ℓ, if hk1 ≥ hkℓ + · · ·+ hkj , then
we set n(j) = 1; otherwise let n(j) be a unique integer with 1 < n(j) ≤ ℓ such that
hk1 + · · ·+ hkn(j)−1 < hkℓ + · · ·+ hkj ≤ hk1 + · · ·+ hkn(j) .
Clearly, n(j − 1) ≥ n(j). Moreover, we have
kj + kn(j) ≤ d+ 1.(2.7)
In fact,
hk1 + · · ·+ hd+1−kj = h1 + · · ·+ hd+1−kj ≥ hd + · · · + hkj = hkℓ + · · ·+ hkj
should be satisfied by (2.2), while hk1 + · · ·+hkn(j)−1 = h1+ · · ·+hkn(j)−1 < hkℓ + · · ·+hkj
holds. Thus, we have kn(j) − 1 < d+ 1− kj, i.e., kj + kn(j) ≤ d+ 1.
Let t′ = min{j : j ≥ n(j)}. In particular, we have
1 ≤ kn(ℓ) ≤ kn(ℓ−1) ≤ · · · ≤ kn(t′) ≤ kt′ < kt′+1 < · · · < kℓ.
Then n(t′) = t′ or n(t′) = t′ − 1. In fact, on the contrary, suppose that n(t′) ≤ t′ − 2.
Since n(t′ − 1) > t′ − 1, we have
hkℓ + · · ·+ hkt′−1 > hk1 + · · ·+ hkn(t′) + · · ·+ hkt′−2 + hkt′−1 + · · · + hkn(t′−1)−1
≥ hk1 + · · ·+ hkn(t′) + hkt′−1 ≥ hkℓ + · · ·+ hkt′ + hkt′−1 ,
a contradiction.
For each 0 ≤ p, q ≤ ℓ, let B(p, q) = (ani−kp − an(d+1−i)−kq ) + (ani−kq − an(d+1−i)−kp).
Then we have B(j, n(j)) ≥ 0. In fact, by (2.3), we have an(d+1−i)−u = ani−d−1+u. Thus
I(ani−kj )− I(ani−d−1+kn(j)) = I(ani−kn(j))− I(ani−d−1+kj ) = d+ 1− (kj + kn(j)) ≥ 0
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by (2.7). When 1 ≤ i ≤ (d− 1)/2, one has
⌊(d+ 1)(n − 1)/2⌋ −max{I(ani−kj ), I(ani−kn(j))}
≥ ((d+ 1)(n − 1)− 1)/2 − n(d− 1)/2 + min{kj , kn(j)} ≥ n− d/2 > 0
by n ≥ (d+ 1)/2. When i = d/2, if n/2 + kj ≥ d/2 + 1, then one has
⌊(d+ 1)(n − 1)/2⌋ − I(and/2−kj ) ≥ (n− d− 2)/2 + kj ≥ 0,
and if n/2 + kj ≤ d/2, since and/2−u = an(d/2+1)−d−1+u by (2.3), one also has
⌊(d+ 1)(n − 1)/2⌋ − I(an(d/2+1)−d−1+kj ) ≥ (d− n)/2− kj ≥ 0.
Similarly, one also has
⌊(d+ 1)(n − 1)/2⌋ ≥ I(and/2−kn(j)) or ⌊(d+ 1)(n− 1)/2⌋ ≥ I(an(d/2+1)−d−1+kn(j) ).
Therefore, by (2.5), we conclude that B(j, n(j)) ≥ 0 for each 1 ≤ j ≤ ℓ. In the same way,
we also conclude that B(j, r) ≥ 0 for n(j + 1) ≤ r ≤ n(j).
Moreover, for n(t′) ≤ j ≤ ℓ, we define gj by setting
gj =


(∑n(j+1)
r=1 hkr −
∑ℓ
r=j+1 hkr
)
B(j, n(j + 1)) +
∑n(j)−1
r=n(j+1)+1 hkrB(j, r)
+
(∑ℓ
r=j hkr −
∑n(j)−1
r=1 hkr
)
B(j, n(j)), if n(j + 1) < n(j),
hkjB(j, n(j)), if n(j + 1) = n(j),
for n(t′) + 1 ≤ j ≤ ℓ, where we let n(ℓ+ 1) = 0, and
gt′ =


(∑n(t′+1)
r=1 hkr −
∑ℓ
r=t′+1 hkr
)
B(t′, n(t′ + 1)) +
∑n(t′)−1
r=n(t′+1)+1 hkrB(t
′, r)
+
(∑ℓ
r=t′ hkr −
∑n(t′)−1
r=1 hkr
)
B(t′, t′)/2, if n(t′ + 1) < n(t′),(∑n(t′)
r=1 hr −
∑ℓ
r=t′+1 hr
)
B(t′, t′)/2, if n(t′ + 1) = n(t′)
when n(t′) = t′ and
gt′−1 =

n(t′)∑
r=1
hr −
ℓ∑
r=t′
hr

B(t′ − 1, t′ − 1)/2
when n(t′) = t′ − 1. By definition of n(j) together with the nonnegativity of each B(j, r)
for n(j + 1) ≤ r ≤ n(j), we obtain that gj ≥ 0 for each j.
By using these notation, we can compute as follows:
δi − δd+1−i =
ℓ∑
j=0
hkjani−kj −
ℓ∑
j=0
hkjan(d+1−i)−kj = B(0, 0)/2 +
ℓ∑
j=n(t′)
gj .
Since B(0, 0) > 0 and gj ≥ 0 for each j, we have δi − δd+1−i > 0, as required. 
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3. Several examples of δ-vectors concerning unimodality
The goal of this section is to provide several kinds of δ-vectors. Those concern uni-
modality, log-concavity and alternatingly increasingness.
Remark 3.1. (a) Let P ⊂ RN be a lattice polytope and (δ0, δ1, . . . , δd) its δ-vector. If P
has IDP, then one has δ21 ≥ δ0δ2.
In fact, let δ1 = ℓ. Then |P ∩ Z
N | = ℓ + d + 1. If ℓ = 0, then we do not have to say
anything from [13, Lemma 3.1]. Assume ℓ > 0. From i(P,m) =
∑d
i=0 δi
(m+d−i
d
)
, we also
see that |2P∩ZN | =
(
d+2
2
)
+(d+1)ℓ+δ2. Since P has IDP, we have |mP∩Z
N | ≤
(
ℓ+d+m
m
)
.
In particular, |2P ∩ ZN | ≤
(ℓ+d+2
2
)
. Hence δ2 ≤
(ℓ+d+2
2
)
−
(d+2
2
)
− (d + 1)ℓ = (ℓ2 + ℓ)/2.
Therefore, δ21 − δ0δ2 = ℓ
2 − δ2 ≥ ℓ
2 − (ℓ2 + ℓ)/2 = ℓ(ℓ− 1)/2. This is always nonnegative
by ℓ > 0, as required.
Moreover, one has δ2 ≥ δ1 by [10]. Note that δ1 ≥ δd always holds. (See Introduction.)
Thus, we have δ22 ≥ δ1δd. Hence, we obtain that all δ-vectors of lattice polytopes of
dimension at most 3 having IDP are always log-concave.
(b) The δ-vectors of lattice polytopes of dimension at most 4 with at least one interior
lattice point are always alternatingly increasing. In particular, it is unimodal. See [13,
Proposition 3.2].
Before providing examples, we recall the well-known combinatorial technique how to
compute the δ-vector of a lattice simplex. Given a lattice simplex F ⊂ RN of dimension
d with the vertices v0, v1, . . . , vd ∈ Z
N , we set
ΛF =
{
α ∈ ZN+1 : α =
d∑
i=0
ri(vi, 1), 0 ≤ ri < 1
}
.
We define the degree of α =
∑d
i=0 ri(vi, 1) ∈ ΛF to be deg(α) =
∑d
i=0 ri, i.e., the last
coordinate of α. Then we have the following:
Lemma 3.2 (cf. [2, Corollary 3.11]). Let δ(F) = (δ0, δ1, . . . , δd). Then, for each 0 ≤ i ≤ d,
δi = |{α ∈ ΛF : deg(α) = i}|.
3.1. Non-unimodal δ-vectors. First, we construct lattice polytopes which contain m
interior lattice points whose δ-vectors are not unimodal. By Remark 3.1 (b), if a lattice
polytope has a non-unimodal δ-vector, then its dimension is at least 5.
Let e1, . . . , ed be the unit coordinate vectors of R
d and 0 its origin.
Example 3.3. Let d ≥ 5 and m ≥ 1 be integers. Then there exists a lattice polytope
of dimension d containing exactly m interior lattice points such that its δ-vector is not
unimodal.
The case d is odd: Let d = 2ℓ+1, where ℓ ≥ 2. We define Podd(ℓ,m) by setting the convex
hull of v0, v1, . . . , vd, where M = 2(2m+ 1)(ℓ+ 1) and
vi =
{
0, i = 0,
ei, i = 1, . . . , d− 1,
vd = (M − 2(ℓ+ 1)m)e1 + (M − 1)(e2 + · · ·+ ed−1) +Med.
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Let δ(Podd(ℓ,m)) = (δ0, δ1, . . . , δd). Then we can calculate from Lemma 3.2 that
δi =
∣∣∣∣
{
j ∈ Z :
⌈
2ℓj
M
+
{
2(ℓ+ 1)mj
M
}⌉
= i, 0 ≤ j ≤M − 1
}∣∣∣∣ ,
where {r} denotes the fraction part of a rational number r, i.e., {r} = r − ⌊r⌋. Let
f(j) =
⌈
2ℓj
M +
{
2(ℓ+1)mj
M
}⌉
=
⌈
ℓj
(2m+1)(ℓ+1) +
{
mj
2m+1
}⌉
.
• Let j = (2m + 1)k + 2p + r, where 0 ≤ k ≤ 2ℓ + 1, 0 ≤ p ≤ m − 1 and r = 1, 2.
Then
f(j) =
⌈
ℓk
ℓ+ 1
+
rm
2m+ 1
+
(ℓ− 1)p + ℓr
(2m+ 1)(ℓ+ 1)
⌉
.
• Let j = (2m+ 1)k, where 1 ≤ k ≤ 2ℓ+ 1. Then
f(j) =
⌈
ℓk
ℓ+ 1
⌉
.
(i) We prove that Podd(ℓ,m) contains exactly m lattice points in its interior, i.e., we
may check δd = δ2ℓ+1 = m.
(a) For j = (2m + 1)k + 2p + r, where 0 ≤ k ≤ 2ℓ+ 1, 0 ≤ p ≤ m− 1 and r = 1, 2, if
k ≤ 2ℓ, then we see that
f(j) =
⌈
ℓk
ℓ+ 1
+
rm
2m+ 1
+
p(ℓ− 1) + ℓr
(2m+ 1)(ℓ+ 1)
⌉
≤
⌈
2ℓ2
ℓ+ 1
+
2m
2m+ 1
+
(m− 1)(ℓ − 1) + 2ℓ
(2m+ 1)(ℓ+ 1)
⌉
= 2ℓ− 1 +
⌈
mℓ+ 3m+ 2
(2m+ 1)(ℓ + 1)
⌉
≤ 2ℓ.
Thus, if f(j) = 2ℓ + 1, then k = 2ℓ + 1. Similarly, if r = 1, then we see that
f(j) ≤ 2ℓ. Thus, if f(j) = 2ℓ+1, then r = 2. On the other hand, when k = 2ℓ+1
and r = 2, we obtain that
f(j) = 2ℓ+
⌈
p(ℓ− 1) + ℓ+ 2m
(2m+ 1)(ℓ+ 1)
⌉
= 2ℓ+ 1 for each 0 ≤ p ≤ m− 1.
(b) For j = (2m+ 1)k, where 1 ≤ k ≤ 2ℓ+ 1, we see that f(j) ≤ 2ℓ.
From the above (a) and (b), we conclude that δ2ℓ+1 = δd = m.
(ii) We prove the non-unimodality of (δ0, . . . , δd).
(a) The following statements imply that δ1 ≤ m+ 1.
– For j = (2m+1)k+2p+ r, where 0 ≤ k ≤ 2ℓ+1, 0 ≤ p ≤ m− 1 and r = 1, 2,
if k ≥ 1, then we have f(j) ≥ 2. Similarly, if r = 2, then f(j) ≥ 2. Thus, if
f(j) = 1, then k = 0 and r = 1.
– Moreover, for j = (2m + 1)k, where 1 ≤ k ≤ 2ℓ + 1, we see that f(j) = 1 if
and only if j = 1.
(b) The following imply that δℓ ≥ 2m+ 2.
– For j = (2m+1)k+2p+ r, where 0 ≤ k ≤ 2ℓ+1, 0 ≤ p ≤ m− 1 and r = 1, 2,
if k = ℓ and r = 1, then we see that f(j) = ℓ. Similarly, if k = ℓ − 1 and
r = 2, then we see that f(j) = ℓ.
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– Moreover, for j = (2m + 1)k, where 1 ≤ k ≤ 2ℓ + 1, one has f(j) = ℓ if and
only if k = ℓ or k = ℓ+ 1.
(c) The following imply that δℓ+1 ≤ 2m+ 1.
– For j = (2m+1)k+2p+ r, where 0 ≤ k ≤ 2ℓ+1, 0 ≤ p ≤ m− 1 and r = 1, 2,
if k ≤ ℓ − 1, then f(j) ≤ ℓ. Moreover, k ≥ ℓ + 2, then f(j) ≥ ℓ + 2. In
addition, if k = ℓ + 1 and r = 2, then f(j) ≥ ℓ + 2. Furthermore, if k = ℓ
and r = 1, then f(j) ≤ ℓ. Thus, it must be satisfied that (k, r) = (ℓ, 2) or
(k, r) = (ℓ+ 1, 1) when f(j) = ℓ+ 1.
– Moreover, for j = (2m + 1)k, where 1 ≤ k ≤ 2ℓ + 1, one has f(j) = ℓ + 1 if
and only if k = ℓ+ 2.
(d) The following imply that
∑2ℓ
i=ℓ+2 δi ≥ 2mℓ+ℓ−1. Then we notice that 2mℓ+ℓ−1 =
(ℓ− 1)(2m + 1) + 2m. Hence, we obtain that max{δℓ+2, . . . , δ2ℓ} ≥ 2m+ 2.
– For j = (2m+1)k+2p+ r, where 0 ≤ k ≤ 2ℓ+1, 0 ≤ p ≤ m− 1 and r = 1, 2,
if ℓ+ 2 ≤ k ≤ 2ℓ, then ℓ+ 2 ≤ f(j) ≤ 2ℓ. Moreover, if k = 2ℓ+ 1 and r = 1,
then f(j) = 2ℓ. In addition, if k = ℓ+ 1 and r = 2, then f(j) = ℓ+ 2.
– Moreover, for j = (2m+1)k, where 1 ≤ k ≤ 2ℓ+1, one has ℓ+2 ≤ f(j) ≤ 2ℓ
if and only if ℓ+ 3 ≤ k ≤ 2ℓ+ 1.
Summarizing the above (a)–(d), one sees that
δ1 ≤ m+ 1, δℓ ≥ 2m+ 2, δℓ+1 ≤ 2m+ 1 and max{δℓ+2, . . . , δ2ℓ} ≥ 2m+ 2.
Hence,
δ1 < δℓ > δℓ+1 < max{δℓ+2, . . . , δ2ℓ}.
This shows the non-unimodality of (δ0, δ1, . . . , δ2ℓ+1).
The case d be even: Let d = 2ℓ + 2, where ℓ ≥ 2. We define Peven(ℓ,m) by setting the
convex hull of v0, v1, . . . , vd, where M = 2(3m+ 1)(ℓ+ 1) and
vi =
{
0, i = 0,
ei, i = 1, . . . , d− 1,
vd = (M − 2(ℓ+ 1)m)(e1 + e2) + (M − 1)(e3 + · · · + ed−1) +Med.
Let δ(Peven(ℓ,m)) = (δ0, δ1, . . . , δd). Then we can calculate from Lemma 3.2 that
δi =
∣∣∣∣
{
j ∈ Z :
⌈
2ℓj
M
+ 2
{
2(ℓ+ 1)mj
M
}⌉
= i, 0 ≤ j ≤M − 1
}∣∣∣∣ .
Let g(j) =
⌈
2ℓj
M + 2
{
2(ℓ+1)mj
M
}⌉
=
⌈
ℓj
(3m+1)(ℓ+1) + 2
{
mj
3m+1
}⌉
.
• Let j = (3m+ 1)k + 3p + r, where 0 ≤ k ≤ 2ℓ+ 1, 0 ≤ p ≤ m− 1 and r = 1, 2, 3.
Then
g(j) =
⌈
ℓk
ℓ+ 1
+
2rm
3m+ 1
+
(ℓ− 2)p + ℓr
(3m+ 1)(ℓ+ 1)
⌉
.
• Let j = (3m+ 1)k, where 1 ≤ k ≤ 2ℓ+ 1. Then
g(j) =
⌈
ℓk
ℓ+ 1
⌉
.
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(i) We prove that Peven(ℓ,m) contains exactly m lattice points in its interior, i.e., we
may check δd = δ2ℓ+2 = m.
(a) For j = (2m+ 1)k + 3p + r, where 0 ≤ k ≤ 2ℓ+ 1, 0 ≤ p ≤ m− 1 and r = 1, 2, 3,
if k ≤ 2ℓ, then we see that g(j) ≤ 2ℓ+ 1. Thus, if g(j) = 2ℓ+ 2, then k = 2ℓ+ 1.
Similarly, if r ≤ 2, then we see that f(j) ≤ 2ℓ + 1. Thus, if g(j) = 2ℓ + 2, then
r = 3. On the other hand, when k = 2ℓ+ 1 and r = 3, we obtain that
g(j) = 2ℓ+ 1 +
⌈
p(ℓ− 2) + ℓ+ 3m− 1
(3m+ 1)(ℓ+ 1)
⌉
= 2ℓ+ 2 for 0 ≤ p ≤ m− 1.
(b) For j = (3m+ 1)k, where 1 ≤ k ≤ 2ℓ+ 1, we see that g(j) ≤ 2ℓ+ 1.
From the above (a) and (b), we conclude that δ2ℓ+2 = δd = m.
(ii) We prove the non-unimodality of (δ0, . . . , δd).
(a) The following statements imply that δ1 ≤ m+ 1.
– For j = (3m + 1)k + 3p + r, where 0 ≤ k ≤ 2ℓ + 1, 0 ≤ p ≤ m − 1 and
r = 1, 2, 3, if k ≥ 1, then we have g(j) ≥ 2. Similarly, if r ≥ 2, then g(j) ≥ 2.
Thus, if f(j) = 1, then k = 0 and r = 1.
– Moreover, for j = (3m + 1)k, where 1 ≤ k ≤ 2ℓ + 1, we see that g(j) = 1 if
and only if j = 1.
(b) The following imply that δℓ ≥ 3m+ 2.
– For j = (3m + 1)k + 3p + r, where 0 ≤ k ≤ 2ℓ + 1, 0 ≤ p ≤ m − 1 and
r = 1, 2, 3, if (k, r) = (ℓ− 2, 3), (ℓ − 1, 2) or (ℓ, 1), then we see that g(j) = ℓ.
– Moreover, for j = (3m + 1)k, where 1 ≤ k ≤ 2ℓ + 1, one has g(j) = ℓ if and
only if k = ℓ or k = ℓ+ 1.
(c) The following imply that δℓ+1 ≤ 3m+ 1.
– For j = (3m + 1)k + 3p + r, where 0 ≤ k ≤ 2ℓ + 1, 0 ≤ p ≤ m − 1 and
r = 1, 2, 3, we see that g(j) = ℓ+1 only if (k, r) = (ℓ−1, 3), (ℓ, 2) or (ℓ+1, 1).
– Moreover, for j = (3m + 1)k, where 1 ≤ k ≤ 2ℓ + 1, one has g(j) = ℓ + 1 if
and only if k = ℓ+ 2.
(d) The following imply that
∑2ℓ
i=ℓ+2 δi ≥ 3mℓ+ℓ−1. Then we notice that 3mℓ+ℓ−1 =
(ℓ− 1)(3m + 1) + 3m. Hence, we obtain that max{δℓ+2, . . . , δ2ℓ} ≥ 3m+ 2.
– For j = (3m + 1)k + 3p + r, where 0 ≤ k ≤ 2ℓ + 1, 0 ≤ p ≤ m − 1 and
r = 1, 2, 3, if ℓ+ 2 ≤ k ≤ 2ℓ− 1, then ℓ+ 2 ≤ g(j) ≤ 2ℓ. Moreover, if (k, r) =
(ℓ, 3), (ℓ + 1, 2), (ℓ + 1, 3), (2ℓ, 1), (2ℓ, 2), (2ℓ + 1, 1), then ℓ+ 2 ≤ g(j) ≤ 2ℓ.
– Moreover, for j = (3m+1)k, where 1 ≤ k ≤ 2ℓ+1, one has ℓ+2 ≤ g(j) ≤ 2ℓ
if and only if ℓ+ 3 ≤ k ≤ 2ℓ+ 1.
Summarizing the above (a)–(d), one sees that
δ1 ≤ m+ 1, δℓ ≥ 3m+ 2, δℓ+1 ≤ 3m+ 1 and max{δℓ+2, . . . , δ2ℓ} ≥ 3m+ 2.
Hence,
δ1 < δℓ > δℓ+1 < max{δℓ+2, . . . , δ2ℓ},
as desired.
13
3.2. Unimodal but neither log-concave nor alternatingly increasing δ-vectors.
Next, we give examples of lattice polytopes whose δ-vectors are unimodal but neither
log-concave nor alternatingly increasing for odd dimensions.
Example 3.4. Let d ≥ 5 be an odd number and m ≥ 1 an integer. We define P(d,m) by
setting the convex hull of v0, v1, . . . , vd, where M = 2(d− 1)m+ 2 and
vi =


0, i = 0,
ei, i = 1, . . . , d− 1,
(M − d+ 1)e1 + (M − 1)(e2 + · · ·+ ed−1) +Med, i = d.
Then it can be computed that δ(P(d,m)) = (δ0, δ1, . . . , δd) is equal to
δi =
∣∣∣∣
{
j ∈ Z :
⌈
(d− 1)j
2(d− 1)m+ 2
+
{
(d− 1)j
2(d − 1)m+ 2
}⌉
= i, 0 ≤ j ≤M − 1
}∣∣∣∣ .
Let f(j) =
⌈
(d−1)j
2(d−1)m+2 +
{
(d−1)j
2(d−1)m+2
}⌉
. For 1 ≤ j ≤ (d− 1)m+ 1, we see the following:
• One has f(j) = 1 if 1 ≤ j ≤ m;
• For 2 ≤ k ≤ (d− 1)/2, we have f(j) = k if (2k − 3)m+ 1 ≤ j ≤ (2k − 1)m;
• One has f(j) = (d+ 1)/2 if (d− 2)m+ 1 ≤ j ≤ (d− 1)m;
• One has f((d− 1)m+ 1) = (d− 1)/2.
For (d−1)m+2 ≤ j ≤ 2(d−1)m+1, it is easy that f(j) = (d−1)/2+f(j− (d−1)m−1).
Therefore, we conclude that
δ(P(d,m)) = (1,m, 2m, . . . , 2m, 2m + 1︸ ︷︷ ︸
δ(d−1)/2
, 2m, . . . , 2m,m).
Since δ(d−1)/2 > δ(d+1)/2 and δ(d−1)/2δ(d+3)/2 > δ
2
(d+1)/2, this δ-vector is neither log-concave
nor alternatingly increasing. On the other hand, this δ-vector is unimodal.
3.3. Alternatingly increasing but not log-concave δ-vectors. Next, we give exam-
ples of lattice polytopes whose δ-vectors are alternatingly increasing but not log-concave.
Example 3.5. Let d ≥ 4 and m ≥ 1 be integers. We define P(d,m) by setting the convex
hull of v0, v1, . . . , vd, where M = (⌈(d+ 1)/2⌉m+ 1) ⌈(d+ 2)/2⌉ and
vi =
{
0, i = 0,
ei, i = 1, . . . , d− 1,
vd = (M − ⌈(d+ 2)/2⌉m)(e1 + · · ·+ e⌊d/2⌋) + (M − 1)(e⌊d/2⌋+1 + · · ·+ ed−1) +Med.
The case d is odd: Let d′ = (d+ 1)/2. Then M = (d′m+ 1)(d′ + 1). It can be computed
that δ(P(d,m)) = (δ0, δ1, . . . , δd) is equal to
δi =
∣∣∣∣
{
j ∈ Z :
⌈
d′j
(d′m+ 1)(d′ + 1)
+
{
mj
d′m+ 1
}
(d′ − 1)
⌉
= i, 0 ≤ j ≤M − 1
}∣∣∣∣ .
Let f(j) =
⌈
d′j
(d′m+1)(d′+1) +
{
mj
d′m+1
}
(d′ − 1)
⌉
.
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For each j = 1, . . . ,M − 1, we have a unique expression such that ℓ(d′m+ 1) for some
1 ≤ ℓ ≤ d′ or j = p(d′m+ 1) + qd′ + r, where 0 ≤ p ≤ d′, 0 ≤ q ≤ m− 1 and 1 ≤ r ≤ d′.
Thus
f(j) = ℓ− 1 +
⌈
d′ + 1− ℓ
d′ + 1
⌉
= ℓ if j = ℓ(d′m+ 1), and
f(j) = p+ r − 1 +
⌈
d′ + 1− p− r
d′ + 1
−
mr − q
(d′m+ 1)(d′ + 1)
⌉
if j = p(d′m+ 1) + qd′ + r.
Note that 1 ≤ mr − q ≤ d′m. Hence we obtain that
f(j) = i for 1 ≤ i ≤ d′ − 1 ⇐⇒ ℓ = i or p+ r = i,
f(j) = d′ ⇐⇒ ℓ = d′ or p+ r = d′ or p+ r = d′ + 1,
f(j) = i for d′ + 1 ≤ i ≤ d ⇐⇒ p+ r = i+ 1.
From these observations, we conclude that
δ(P(d,m)) = (1,m + 1, 2m+ 1, . . . , (d′ − 1)m+ 1, 2d′m+ 1︸ ︷︷ ︸
δd′
, (d′ − 1)m, . . . ,m).
Clearly, this is alternatingly increasing, while this is not log-concave by δd′δd′+2 > δ
2
d′+1.
The case d is even: Let d′ = d/2. Then M = (d′m+m+ 1)(d′ + 1). It can be computed
that δ(P(d,m)) = (δ0, δ1, . . . , δd) is equal to
δi =
∣∣∣∣
{
j ∈ Z :
⌈
d′j
(d′m+m+ 1)(d′ + 1)
+
{
mj
d′m+m+ 1
}
d′
⌉
= i, 0 ≤ j ≤M − 1
}∣∣∣∣ .
Let f(j) =
⌈
d′j
(d′m+m+1)(d′+1) +
{
mj
d′m+m+1
}
d′
⌉
.
For each 1 ≤ j ≤M −1, we have a unique expression such that ℓ(d′m+m+1) for some
1 ≤ ℓ ≤ d′ or j = p(d′m +m+ 1) + q(d′ + 1) + r, where 0 ≤ p ≤ d′, 0 ≤ q ≤ m − 1 and
1 ≤ r ≤ d′ + 1. Thus
f(j) = ℓ− 1 +
⌈
d′ + 1− ℓ
d′ + 1
⌉
= ℓ if j = ℓ(d′m+m+ 1),
f(j) = p+ r − 1 +
⌈
d′ + 1− p− r
d′ + 1
⌉
if j = p(d′m+m+ 1) + q(d′ + 1) + r.
Hence we obtain that
f(j) = i for 1 ≤ i ≤ d′ − 1 ⇐⇒ ℓ = i or p+ r = i,
f(j) = d′ ⇐⇒ ℓ = d′ or p+ r = d′ or p+ r = d′ + 1,
f(j) = i for d′ + 1 ≤ i ≤ d ⇐⇒ p+ r = i+ 1.
From these observations, we conclude that
δ(P(d,m)) = (1,m + 1, 2m + 1, . . . , (d′ − 1)m+ 1, (2d′ + 1)m+ 1︸ ︷︷ ︸
δd′
, d′m, (d′ − 1)m, . . . ,m).
Clearly, this is alternatingly increasing, while this is not log-concave by δd′δd′+2 > δ
2
d′+1.
For the case of lattice polytopes of dimension 3, we note the following:
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Remark 3.6. Let (δ0, δ1, δ2, δ3) be the δ-vector of some lattice polytope of dimension 3
with δ3 6= 0. Since δ2 ≥ δ1 ≥ δ3, we always have δ
2
2 ≥ δ1δ3. Moreover, as mentioned
in Remark 3.1 (b), (δ0, δ1, δ2, δ3) is always alternatingly increasing. Thus, if (δ0, δ1, δ2, δ3)
is alternatingly increasing but not log-concave, then it should be δ2 > δ
2
1 . On the other
hand, such a lattice polytope never has IDP by Remark 3.1 (a).
For example, the δ-vector of the lattice polytope with its vertices e1, e2, e3, 2(e1+e2+e3)
is equal to (1, 1, 2, 1). This is not log-concave.
3.4. Log-concave but not alternatingly increasing δ-vectors. Finally, we supply a
cupple of examples of lattice polytopes whose δ-vectors are log-concave but not alternat-
ingly increasing in law dimensions.
Let P3 ⊂ R
6 be a lattice polytope of dimension 6 whose vertices are
0, e1, . . . , e4, 2(e1 + · · ·+ e4) + 3e5, 16(e1 + · · ·+ e4) + 3e5 + 30e6.
Then we have δ(P3) = (1, 6, 20, 22, 23, 15, 3). Moreover, let P4 be a lattice polytope whose
vertices are
0, e1, . . . , e4, 2(e1 + · · ·+ e4) + 3e5, 22(e1 + · · ·+ e4) + 3e5 + 42e6.
Then we have δ(P4) = (1, 7, 28, 31, 32, 23, 4). Both of them are log-concave but not alter-
natingly increasing.
Similarly, we have checked the existence of some more lattice polytopes of dimension 6
whose δ-vectors are log-concave but not alternatingly increasing.
3.5. Future works. We remain the following problems:
Problem 3.7. If there exists, construct a family of lattice polytopes whose δ-vectors are
(a) unimodal but neither log-concave nor alternatingly increasing for even dimensions;
(b) alternatingly increasing but not log-concave for dimension 3;
(c) log-concave but not alternatingly increasing for dimension at least 5.
References
[1] V. Batyrev, Dual polyhedra and mirror symmetry for Calabi–Yau hypersurfaces in toric varieties, J.
Algebraic Geom. 3 (1994), 493–535.
[2] M. Beck and S. Robins, “Computing the Continuous Discretely,” Undergraduate Texts in Mathemat-
ics, Springer, 2007.
[3] M. Beck and A. Stapledon, On the log-concavity of Hilbert series of Veronese subrings and Ehrhart
series, Math. Z. 264 (2010), 195–207.
[4] F. Brenti and V. Welker, The Veronese construction for formal power series and graded algebras, Adv.
in Appl. Math. 42 (2009), 545–556.
[5] W. Bruns and T. Ro¨mer, h-vectors of Gorenstein polytopes, J. Combin. Theory Ser. A 114 (2007),
65–76.
[6] D. A. Cox, C. Haase, T. Hibi and A. Higashitani, Integer decomposition property of dilated polytopes,
Electron. J. Comb. 21 (2014), 1–17.
[7] E. Ehrhart, “Polynoˆmes Arithme´tiques et Me´thode des Polye`dres en Combinatoire,” Birkha¨user,
Boston/Basel/Stuttgart, 1977.
16
[8] T. Hibi, “Algebraic Combinatorics on Convex Polytopes,” Carslaw Publications, Glebe NSW, Aus-
tralia, 1992.
[9] T. Hibi, Dual polytopes of rational convex polytopes, Combinatorica 12 (1992), 237–240
[10] T. Hibi, A lower bound theorem for Ehrhart polynomials of convex polytopes, Adv. in Math. 105
(1994), 162 – 165.
[11] M. Mustat¸a˘ and S. Payne, Ehrhart polynomials and stringy Betti numbers, Math. Ann. 113 (2006),
718–725.
[12] S. Payne, Ehrhart series and lattice triangulations, Discrete Comput. Geom. 40 (2008), 365–376.
[13] J. Schepers and L. Van Langenhoven, Unimodality Questions for Integrally Closed Lattice Polytopes,
Ann. Comb. 17 (2013), 571–589.
[14] R. P. Stanley, Decompositions of rational convex polytopes, Annals of Discrete Math. 6 (1980), 333 –
342.
[15] R.P. Stanley, Log-concave and unimodal sequences in algebra, combinatorics, and geometry, Graph
Theory and Its Applications: East and West, New York Acad. Sci. 576 (1989), 500 – 535.
[16] R. P. Stanley, On the Hilbert function of a graded Cohen–Macaulay domain, J. Pure and Appl. Algebra
73 (1991), 307 – 314.
Akihiro Higashitani, Department of Mathematics, Graduate School of Science, Kyoto
University, Kitashirakawa-Oiwake cho, Sakyo-ku, Kyoto, 606-8502, Japan
E-mail address: ahigashi@math.kyoto-u.ac.jp
17
