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1. Introduction
Recently, many research papers have appeared that describe effective computations with braids
on n strands. In many cases, the results of performing a certain computation for a set of ‘random’ or
‘pseudo-random’ braids of a given length are reported. Usually, the authors generate so-called positive
braids, that is, elements of the submonoid B+n of the braid group Bn generated (as a monoid) by the
standard Artin generators {σ1, . . . , σn−1}. Methods commonly used to generate such positive braids
are the following:
1. In order to generate a positive braid of length k, choose k times an element of {σ1, . . . , σn−1}
with uniform probability, and form their product.
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uniform probability on the (ﬁnite) set of simple braids and compute their product; if the obtained
braid has canonical length smaller than k, discard it and try again.
However, none of these procedures generates braids with a uniform distribution; some braids are far
more likely to appear than others. For instance, if one uses the ﬁrst procedure to produce positive
braids of length 6 in B4, the probability of obtaining the braid (σ1)6 is 3−6, as there is only one
way to write this braid as a positive word in Artin generators. On the other hand, the probability of
obtaining the braid  = σ1σ2σ1σ3σ2σ1 is 16 · 3−6, as there are 16 distinct ways to write  ∈ B4 as a
positive word in Artin generators [8]. That is, the above procedure is 16 times more likely to generate
 than to generate (σ1)6. This bias becomes more dramatic as n and the length of the braids involved
increase.
In this paper we shall give a procedure to generate random positive braids of given length with a
uniform probability. That is, given n and k as input, the algorithm generates a positive braid in Bn of
length k, in such a way that the probability of obtaining any given braid is 1/xn,k , where xn,k is the
number of positive braids of length k in Bn .
The structure of the paper is as follows. Section 2 describes the basic idea of generating uniformly
random positive braids via lexicographically minimal representative words (lex-representatives, for
short). In Section 3, we count the braids in B+n of a given length k using a result by Bronfman. In
Section 4, we develop a description of lex-representatives, which will be used in Section 6 to count
the lex-representatives that start with a given preﬁx, completing the description of our algorithm.
It is known that the set of lex-representatives is a regular language. In Section 5, we show that
our description of lex-representatives yields an acceptor for this regular language that has the min-
imal number of states, and that the number of states is exponential in n. This shows, in particular,
that using standard language theoretical techniques to generate uniformly random positive braids
is not eﬃcient. Finally, in Section 7, we analyse the complexity of our algorithm and give timing
results.
2. Structure of the algorithm
The basic idea of our algorithm to produce random positive braids is the following. Let An =
{σ1, . . . , σn−1} be the set of standard generators (or atoms) in B+n . Let A∗n be the free monoid gen-
erated by An . We know there is a morphism of monoids b :A∗n → B+n which sends each element in
A∗n (a word in σ1, . . . , σn−1) to the positive braid it represents. As we saw above, the map b is not
injective, so we are going to deﬁne a section of b. For that purpose, we will order the elements in A∗n
having the same length using <lex, which is the lexicographical order in which σ1 < σ2 < · · · < σn−1.
Deﬁnition 2.1. Given β ∈ B+n , we deﬁne the lex-representative of β to be
ω(β) = min
<lex
{
b−1(β)
} ∈A∗n.
In other words, ω(β) is the smallest positive word, with respect to <lex, that represents β . Notice
that this is well deﬁned as B+n is a homogeneous monoid (all words representing a given element
have the same length). For instance ω(σ3σ1) = σ1σ3, ω(σ2σ1σ2) = σ1σ2σ1 and for  ∈ B4, ω() =
σ1σ2σ1σ3σ2σ1. Here the arguments of ω are braids in B+n , whereas the images are words in A∗n .
It is clear that ω : B+n →A∗n is a section of b, so it is injective. Moreover, as B+n is homogeneous,
we can deﬁne (B+n )k to be the set of positive braids of length k, and Ln,k to be the set of lex-
representatives of length k (L stands for language). Then ω : (B+n )k → Ln,k is a bijection, whose inverse
is b|Ln,k .
Our algorithm will produce a random element of Ln,k with uniform probability. By the above ar-
guments, this is equivalent to producing a random positive braid of length k with uniform probability
on (B+n )k . There are three main steps:
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1. Determine the size of Ln,k , that is, compute xn,k = |(B+n )k|.
2. Choose a random integer r between 1 and xn,k .
3. Find the r-th word in Ln,k , where Ln,k is ordered by <lex.
The second step poses no diﬃculty (assuming we know how to generate random integers), so our
task is to be able to perform steps 1 and 3 in polynomial time.
It is useful to identify the lex-representatives of braids in B+n as the vertices of a rooted tree, with
the elements of Ln,k being the vertices at depth k and edges given by the preﬁx partial order in
the monoid A∗n . (That is, the root corresponds to the trivial word  , and given a word w ∈ Ln,s and
σi ∈An such that wσi ∈ Ln,s+1, there is an edge labelled σi joining w to wσi .)
Fig. 1 shows the tree of lex-representatives in B+4 truncated at depth 3; the elements of L4,3
correspond to the leaves of the truncated tree. We have |L4,0| = 1, |L4,1| = 3, |L4,2| = 8 and |L4,3| = 19.
Notice that there are no vertices corresponding to the words σ3σ1 and σ2σ1σ2, as these words are
not lex-representatives. The fact that there are 19 leaves means that there are 19 positive braids in
B+4 of length 3. Hence, in this example, our algorithm will choose a random number r between 1
and 19, and it will look for the r-th leaf of the rooted tree, counting from left to right, as leaves are
ordered lexicographically by construction.
Of course, it is not eﬃcient at all to try to compute the whole set Ln,k , as it has exponential
size with respect to k. We shall overcome this problem by counting suitable subsets of leaves of the
truncated rooted tree, as follows.
Deﬁnition 2.2. Given a word w ∈A∗n and an integer m ∈ {0, . . . ,n−1}, we deﬁne xn,k(w,m) to be the
number of words in Ln,k of the form ww ′ , where w ′ ∈A∗n does not start with σ1, . . . , σm .
Obviously, xn,k(w,m) = 0 if w is not a lex-representative, or if |w| > k. Moreover, if w is a lex-
representative, then xn,k(w,n − 1) = 1 if k = |w| and xn,k(w,n − 1) = 0 otherwise. We will show in
Section 3 how to compute xn,k(,0) = xn,k , and in Section 6 how to compute xn,k(,m) for m 1, and
also xn,k(w,m) where w = w ′σ j and m j − 1, in polynomial time and space with respect to n and
k. If we assume this to be known, we can explain our main algorithm with some more detail:
Theorem 2.3. Suppose the time and space required to compute xn,k(w,m), where m  0 if w =  and m 
j−1 if w = w ′σ j , is polynomial in n and k. Then there is an algorithm generating a random element of (B+n )k,
with uniform probability, whose time and space complexity is polynomial in n and k.
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r between 1 and xn,k . It just remains to determine the r-th element w(r) of the chain Ln,k with respect
to <lex. We will ﬁnd the word w(r) letter by letter. (Pseudocode is given in Algorithm 1.)
Suppose that we have computed a preﬁx w of w(r) and know that there are ν words in Ln,k of
the form ww ′ , where w ′ ∈A∗n and w(r) <lex ww ′ . (Initially, w =  and ν = xn,k − r.) If w =  , let σ j
be the last letter of w; otherwise let j = 0. Let σi be the next letter of w(r) . Observe that i  j − 1,
since otherwise w(r) would not be lexicographically minimal. By Deﬁnition 2.2, we have m i if and
only if xn,k(w,m) ν . Hence, we have i = min S , where S = {m ∈ { j − 1, . . . ,n− 1} | xn,k(w,m) ν} 
n − 1. We can determine i using binary search in at most log2(n − 1)	 steps, each step requiring
the computation of one number of the form xn,k(w,m). We then replace w by wσi and ν by ν −
xn,k(w, i), and proceed to the next letter of w(r) . (While this does not affect the complexity, we
remark that xn,k(w, i) is known from the binary search, so updating ν just requires one subtraction.)
As w(r) has length k, at most klog2(n − 1)	 steps are required to ﬁnd w(r); since each step is
polynomial in n and k, the claim follows. 
Example 2.4. Suppose we want to generate a random braid of length 3 in B+4 (see Fig. 1). Com-
pute x4,3 = 19. Choose a random number r between 1 and 19. Say r = 16, so ν = 3. Now compute
x4,3(,2) = 4 > 3 = ν . Thus, the ﬁrst letter of w(16) is σ3. Since x4,3(,3) = 0, the value of ν remains
unchanged.
Now we ﬁnd the second letter of w(16) , which must belong to the set {σ2, σ3} (as the ﬁrst letter
is σ3). We compute x4,3(σ3,2) = 2  3 = ν . Hence, the second letter of w(16) is σ2, and we must
replace ν by ν − x4,3(σ3,2) = 1.
Finally, as the second letter of w(16) is σ2, the third one could be any letter in {σ1, σ2, σ3}. We
compute x4,3(σ3σ2,2) = 0 1 = ν , then x4,3(σ3σ2,1) = 1 1 = ν , and conclude that the third letter
of w(16) is σ1. Thus, w(16) = σ3σ2σ1.
Algorithm 1 gives pseudocode for ﬁnding w(r) , assuming we know how to compute xn,k(w,m) as
in the statement of Theorem 2.3. It contains references to two algorithms which will be introduced in
Section 3 respectively Section 6. In Section 3 we will use a known result [2] to compute xn,k(,0) =
xn,k (line 1 of Algorithm 1). An algorithm for computing all other required instances of xn,k(w,m)
(line 8 of Algorithm 1) will be given in Section 6.
Algorithm 1 Producing a uniformly random braid in B+n of length k
Input: Integers n 2 and k 0.
Output: A braid in B+n of length k.
1: Compute xn,k . [Section 3; Eqs. (2) and (3)]
2: Choose a random integer r ∈ {1, . . . , xn,k} with uniform probability.
3: w := ε; ν := xn,k − r; a := 0
4: for l := 1 to k do
5: a :=max{a − 1,1}; b := n − 1; μ := 0 /* μ = xn,k(w,b) at all times */
6: while a < b do
7: m := 
 a+b2 
8: Compute xn,k(w,m). [Algorithm 2]
9: if xn,k(w,m) ν then
10: b :=m; μ := xn,k(w,m)
11: else
12: a :=m+ 1
13: w := wσa ; ν := ν − μ /* at this point a = b, hence μ = xn,k(w,a) */
14: return b(w)
3. Counting all positive braids of a given length
In this section we use a formula given by Bronfman [2] to describe how to compute the number
of elements of (B+n )k in time respectively space that is polynomial in n and k. To our knowledge,
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Bronfman gave a recurrence relation for the growth function of the monoid B+n . More precisely, if xn,k
is the number of elements of length k in B+n , then the formal power series
Gn(t) =
∑
k0
xn,kt
k
is the growth function of B+n . Deligne [4] showed that this function was rational, namely the inverse
of a polynomial Hn(t). The following recurrence relation to compute this polynomial was given in [2]:
Hn(t) =
n∑
i=1
(−1)i+1t( i2)Hn−i(t), (1)
where H0(t) = H1(t) = 1. In particular, Hn(t) is a polynomial of degree
(n
2
)
such that Hn(0) = 1.
Denoting the coeﬃcient of tm in Hi(t) by hi,m , it follows from Gn(t)Hn(t) = 1 that for any j > 0 one
has
xn, j = −(xn, j−1hn,1 + xn, j−2hn,2 + · · · + xn,0hn, j), (2)
where the sum has at most min{ j, (n2)} terms, since hn,m = 0 if m > (n2). Therefore, we can iteratively
compute the numbers xn,0, xn,1, . . . , xn,k , knowing the coeﬃcients hn,1, . . . ,hn,k . From (1), the latter
can in turn be calculated with the recurrence relation
hm, j =
m∑
i=1
(−1)i+1hm−i, j−( i2), (3)
where we deﬁne hm−i, j−( i2) = 0 if j−
( i
2
)
< 0. Note that in order to compute xn,k , only the coeﬃcients
hm, j for 0m n and 0 j  k are required. In particular, time and space required to compute xn,k
are polynomial in k and n.
The coeﬃcients hm, j as well as the integers xm, j for 0 m  n and 0  j  k will be used later
in our algorithm generating random elements of B+n . Note that coeﬃcients hm, j that have already
been computed do not change if n and k are changed; one merely might have to compute additional
coeﬃcients. Thus, any values of hm, j and xm, j that are computed can be stored once and for all; their
computation should be thought of as a precomputation.
4. Forbidden preﬁxes
It only remains to compute xn,k(w,m), where m  1 if w =  , and m  i − 1 if w = w ′σi . (Recall
Deﬁnition 2.2.) This calculation, which will be done in Section 6, relies on a detailed description of
the words w ′ that can be appended to w so that the concatenation ww ′ is still a lex-representative
in terms of what we call forbidden preﬁxes.
Denote by
Ln =
⋃
k0
Ln,k =
⋃
k0
ω
((
B+n
)
k
)⊆A∗n
the set of words in {σ1, . . . , σn−1} that are lex-representatives. To simplify notation, let M = B+n and
Mk = (B+n )k for k ∈ N. We denote the length of a word w ∈ A∗n by |w|, and the length of a braid
x ∈ M by |x|.
Deﬁnition 4.1. For w ∈ Ln , we deﬁne the set of forbidden preﬁxes after w as Fn(w) = {α ∈ M |
wω(α) /∈ Ln}.
For a braid α ∈ M , we deﬁne the set of multiples of α as αM = {αβ | β ∈ M}. The following is an
important property of the sets of forbidden preﬁxes.
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Proof. For u ∈ A∗n and k ∈ N, let u|k denote the initial subword of length k of u. As α ∈ Fn(w),
we have ω(b(w)α) <lex wω(α), and thus ω(b(w)α)||w| <lex w . For any β ∈ M , the latter implies
ω(b(w)αβ)lex ω(b(w)α)ω(β) <lex wω(αβ), proving the claim. 
As M is a cancellative monoid, it admits a well-deﬁned partial order , where a b if there exists
c ∈ M such that ac = b; in this case we say that a is a preﬁx of b. It is well known that (M,) is
Noetherian, that is, that there are no inﬁnite descending chains with respect to  in M . We can then
deﬁne a special subset of the forbidden preﬁxes.
Deﬁnition 4.3. For w ∈ Ln , the set of minimal forbidden preﬁxes after w , denoted Fminn (w), is the set of
minimal elements, with respect to , in Fn(w).
From Lemma 4.2 and the Noetherianity of M , one has Fn(w) =⋃α∈Fminn (w) αM .
The rest of this section will be devoted to the study of Fminn (w). We will show that it is a ﬁnite set,
we will describe its elements, and we will show how to compute them in linear time with respect to
n and |w|.
First we recall a particularly useful property of the preﬁx order  of M: It is a lattice order [5], that
is, for any a,b ∈ M there are a greatest common preﬁx a∧ b and a least common multiple a∨ b with
respect to . In the particular case of Artin generators, we have σi ∨ σ j = σiσ j = σ jσi if |i − j| > 1,
and σi ∨ σ j = σiσ jσi = σ jσiσ j if |i − j| = 1.
Given two elements a,b ∈ M , there are positive elements a\b and b\a, such that a ∨ b = a(a\b) =
b(b\a). As the monoid M embeds in the group Bn , we can write a\b = a−1(a∨b) and b\a = b−1(a∨b).
Notice that σ j\σi = σi if |i − j| > 1 and σ j\σi = σiσ j if |i − j| = 1.
We shall frequently use the following property:
Lemma 4.4. If a,b, c ∈ M, then a bc is equivalent to b\a c.
Proof. As b  bc, it follows that a  bc if and only if a ∨ b  bc; the latter is equivalent to
b−1(a ∨ b) c, so the claim is shown. 
The following two results form the basis for an inductive description of Fminn (w).
Proposition 4.5.
(a) Fn() = Fminn () = ∅.
(b) Fminn (σ j) = {σ1, . . . , σ j−2, σ j−1σ j}.
(Here and in the sequel, we use the convention that words involving indices less than 1 are ignored. That
is, Fminn (σ1) = ∅ and Fminn (σ2) = {σ1σ2}.)
Proof. It is obvious that {σ1, . . . , σ j−2, σ j−1σ j} ⊆ Fn(σ j). Indeed, σ1, . . . , σ j−2 are atoms and σ j−1 /∈
Fn(σ j), so {σ1, . . . , σ j−2, σ j−1σ j} ⊆ Fminn (σ j).
Conversely, if α ∈ Fn(σ j) then ω(σ jα) <lex σ jω(α), and hence ω(σ jα)|1 <lex σ j . This means
that σi  σ jα for some i < j, whence α admits a preﬁx from the set {σ j\σi | i = 1, . . . , j − 1} =
{σ1, . . . , σ j−2, σ j−1σ j}.
This proves claim (b). Claim (a) is trivial. 
Proposition 4.6. Let w ∈ Ln with |w| 1. If w = vσ j , then Fminn (w) is the set of -minimal elements in
{σ1, . . . , σ j−2,σ j−1σ j} ∪
{
σ j\β
∣∣ β ∈ Fminn (v)}.
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α be a forbidden preﬁx after w = vσ j , that is, vσ jω(α) /∈ Ln . We will distinguish two cases: either
σ jω(α) is a lex-representative, or not.
If σ jω(α) is not a lex-representative, then α is a forbidden preﬁx after σ j . By Proposition 4.5, in
this case α admits a preﬁx α′ ∈ {σ1, . . . , σ j−2, σ j−1σ j}.
If σ jω(α) is a lex-representative, then σ jα is a forbidden preﬁx after v , hence there is β ∈ Fminn (v)
such that β  σ jα, that is, σ j\β  α.
We have then shown that if α is a forbidden preﬁx after w , then α admits a preﬁx α′ ∈
{σ1, . . . , σ j−2, σ j−1σ j} ∪ {σ j\β | β ∈ Fminn (v)}. Since the elements of the latter set are forbidden pre-
ﬁxes after w by construction, the claim follows. 
The following lemma will give us control over the elements of the form σ j\β .
Lemma 4.7. For i ∈ {2, . . . ,n − 1} and j ∈ {1, . . . ,n − 1}, one has:
σ j\σi−1σi =
⎧⎪⎪⎨
⎪⎪⎩
(σi−1σi)(σi−2σi−1) if j = i − 2,
σi if j = i − 1,
σi−1σiσi+1 if j = i + 1,
σi−1σi otherwise.
For j ∈ {1, . . . ,n − 1} and 1m i  n − 1, one has:
σ j\σiσi−1 · · ·σm =
⎧⎪⎪⎨
⎪⎪⎩
σiσi−1 · · ·σm if j =m − 1, i, i + 1,
σiσi−1 · · ·σm−1 if j =m − 1,
σi−1σi−2 · · ·σm if j = i,
(σiσi+1)(σi−1σi) · · · (σmσm+1) if j = i + 1.
Proof. For x ∈ M let πx ∈ Σn denote the permutation that x induces on the n strands. A so-called
permutation braid is a braid in which any two strands cross at most once. If x is a permutation braid,
then x is uniquely determined by πx . Moreover, one has σi  x if and only if πx(i) > πx(i + 1), that
is, if and only if strands i and i + 1 cross in x. In particular, the least common multiple of two
permutation braids x and y can be computed easily from πx and πy [5].
All the braids occurring in the statement of the lemma are permutation braids and the claimed
equalities are readily checked. 
Example 4.8. Consider σ4σ3σ2σ2σ1 ∈ B5. From Proposition 4.5 one has Fminn (σ4) = {σ1, σ2, σ3σ4}.
Using Proposition 4.6 and Lemma 4.7 repeatedly, one then obtains:
Fminn (σ4σ3) = min {σ1,σ2σ3,σ3\σ1,σ3\σ2,σ3\σ3σ4} = {σ1,σ2σ3,σ4},
Fminn (σ4σ3σ2) =min {σ1σ2,σ2\σ1,σ2\σ2σ3,σ2\σ4} = {σ1σ2,σ3,σ4},
Fminn (σ4σ3σ2σ2) = min {σ1σ2,σ2\σ1σ2,σ2\σ3,σ2\σ4} = {σ1σ2,σ3σ2,σ4},
Fminn (σ4σ3σ2σ2σ1) = min {σ1\σ1σ2,σ1\σ3σ2,σ1\σ4} = {σ2,σ3σ2σ1,σ4}.
Deﬁnition 4.9. Let [n] = {1, . . . ,n − 1}.
(a) A function f : [n] → {−1,0} ∪ [n] is called admissible, if it satisﬁes f (i)  i for all i ∈ [n], and
f (1) = −1.
(b) For an admissible function f , we deﬁne
F f =
{
σiσi−1 · · ·σ f (i)
∣∣ i ∈ f −1([n])}∪ {σi−1σi ∣∣ i ∈ f −1(−1)}⊂ M.
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and we express f(wσ j) , for wσ j ∈ Ln , in terms of fw .
Proposition 4.10.
(a) Fminn () = F f , where f : [n] → {−1,0} ∪ [n] given by f (i) = 0 for all i is admissible.
(b) Fminn (σ j) = F g j , where g j : [n] → {−1,0} ∪ [n] given by
g j(i) =
⎧⎨
⎩
i if 1 i  j − 2,
−1 if i = j > 1,
0 otherwise,
is admissible.
Proof. Claim (a) is trivial. Claim (b) is just a restatement of Proposition 4.5. 
Proposition 4.11. Let w ∈ Ln and let f be admissible with Fminn (w) = F f . Then wσ j ∈ Ln if and only if
f ( j) = j. Moreover, in this case, Fminn (wσ j) = F g , for the admissible function g given as follows:
for i < j − 1: g(i) = i,
g( j − 1) =
{
f ( j) if f ( j) > 0,
0 otherwise,
g( j) =
{
0 if j = 1 or f ( j) = j − 1,
−1 otherwise,
for i > j: g(i) =
⎧⎨
⎩
i if f (i) = −1,
j if f (i) = j + 1,
f (i) otherwise.
Proof. One has wσ j ∈ Ln if and only if σ j /∈ Fn(w); the latter is the case if and only if f ( j) = j,
as σ j is an atom. Now assume wσ j ∈ Ln , and thus f ( j) = j. Then it is clear that g is admissible, as
f ( j) j − 1.
Recall from Proposition 4.6 that Fminn (wσ j) is the set of minimal elements in {σ1, . . . , σ j−2,
σ j−1σ j} ∪ {σ j\β | β ∈ Fminn (w)}. This implies that σ1, . . . , σ j−2 belong to Fminn (wσ j), as they are
atoms, so g(i) = i for i < j − 1. Also, Fminn (wσ j) contains σ j−1σ j , unless j = 1 or σ j−1 ∈ Fminn (wσ j).
We have σ j−1 ∈ Fminn (wσ j) if and only if σ j\β = σ j−1 for some β ∈ Fminn (w). By Lemma 4.7, the latter
is equivalent to β = σ jσ j−1, and hence to f ( j) = j − 1.
It follows by induction on |w| that one can have f (i) = −1 only if σi is the last letter of w . In
that case, σ1, . . . , σi−2 are forbidden preﬁxes after w , hence j  i − 1. Therefore, if i > j we can have
f (i) = −1 only if i = j + 1. As σ j\σ jσ j+1 = σ j+1, this is why in this case we have g(i) = i.
The other values of g follow directly from Proposition 4.6, using the identities from Lemma 4.7
and discarding any elements which are not minimal (speciﬁcally, any multiples of σ1, . . . , σ j−2 and
σ j−1σ j). 
Corollary 4.12. If w ∈ Ln, then there exists a unique admissible function fw , such that Fminn (w) = F fw . In
particular, |Fminn (w)| n − 1.
Proof. If it exists, fw is uniquely determined by Fminn (w) and thus by w . The existence follows by
induction on |w|, using Propositions 4.10 and 4.11. 
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tion f with the sequence [ f (1), . . . , f (n − 1)]. From Proposition 4.10 one has fσ4 = [1,2,0,−1].
Repeated application of Proposition 4.11 then yields fσ4σ3 = [1,0,−1,4], fσ4σ3σ2 = [0,−1,3,4],
fσ4σ3σ2σ2 = [0,−1,2,4], and fσ4σ3σ2σ2σ1 = [0,2,1,4]. Observe that the sets of minimal forbidden pre-
ﬁxes described by these functions are exactly those computed in Example 4.8.
Given w ∈ Ln , the set Fminn (w) can be computed eﬃciently using Propositions 4.10 and 4.11; the
time required is obviously linear in n and |w|.
There are many admissible functions, but the ones corresponding to minimal sets of forbidden
preﬁxes are very special: It can be shown that they are exactly those satisfying the conditions in the
following corollary. However, proving that these conditions are suﬃcient is quite technical; as we do
not use this fact in the sequel, we only show that they are necessary.
Corollary 4.14. Let w = w ′σ j ∈ Ln. Let i1 < i2 < · · · < ir be all the indices greater than j such that 0 <
fw(it) < it (t = 1, . . . , r). Denote m = fw( j − 1).
(a) fw(i) = i for i < j − 1.
(b) fw(i) ∈ {0, . . . , i} for all i = j.
(c) fw( j) =
{
0 if either j = 1 or fw( j − 1) = j − 1,
−1 otherwise.
(d) If fw(i) = 0 for some i > j, then fw() = 0 for  = i, . . . ,n − 1.
(e) If r  1, then 0 < fw(ir) · · · fw(i1) j.
(f) If r  1 and m > 0, then either fw(i1) = j or fw(i1)m.
(g) If r  2 and m > 0, then 0 < fw(ir) · · · fw(i2)m.
Proof. If w ′ =  , that is w = σ j , the results holds trivially by Proposition 4.10, so let w ′ = w ′′σk and
assume the result for fw ′ . To shorten notation, let f = fw ′ and g = fw . Since w ′σ j ∈ Ln , we have
f ( j) = j and thus j  k − 1. Proposition 4.11 immediately yields claims (a), (b) and (c).
For claim (d) assume that g(i) = 0 for some i > j. By Proposition 4.11 this happens only if g(i) =
f (i) = 0, and if i > k this implies that g(r) = f (r) = 0 for r = i, . . . ,n − 1. As i > j  k − 1, the only
remaining case is i = k = j+1 and f (k) = 0. In this case claim (c) applied to f gives f (k−1) = k−1,
that is f ( j) = j, which is a contradiction. Thus claim (d) holds.
Now suppose r  1. We have i1 > j  k − 1, and i1 = k would imply f (i1) ∈ {0,−1} and then,
with Proposition 4.11, g(i1) ∈ {0, i1}; the latter is a contradiction, so k < i1 < · · · < ir . For t = 1, . . . , r,
Proposition 4.11 also yields that either g(it) = f (it), or f (it) = j + 1 and g(it) = j. Since f (it)  it
and j < i1 < i2 < · · · < ir , the latter implies that either 0 < f (it) < it , or t = 1 and i1 = j+1= f (i1) =
g(i1)+1. In any case, applying claim (e) to f and using k j+1, we obtain 0 < f (ir) · · · f (i1)
j + 1. Again using Proposition 4.11 then yields 0 < g(ir) · · · g(i1) j, showing claim (e).
Suppose m = g( j − 1) > 0. If i1 = j + 1 = f (i1) = g(i1) + 1, then claim (f) holds. By the preceding
paragraph, we may thus assume that 0 < f (it) < it for 1 t  r. By Proposition 4.11, m > 0 implies
f ( j) > 0 and m = f ( j). In particular, j = k (as f (k) ∈ {0,−1}), whence we have either j = k − 1 or
j > k. In the former case m = f (k − 1), so we can apply the result to f and obtain that f (it) m
for 2  t  r, and either f (i1) = k = j + 1 or f (i1) m; as m  j + 1, Proposition 4.11 then yields
g(it) = f (it)m for 2 t  r, and either g(i1) = j or g(i1) = f (i1)m, showing claims (f) and (g) in
this case. On the other hand, if j > k we just need to notice that 0 <m = f ( j) < j and apply claim (e)
to f , which yields f (it) f ( j) =m < j, whence g(it) = f (it)m. So claims (f) and (g) hold. 
One can show that the conditions of Corollary 4.14 are suﬃcient for f to be the deﬁning func-
tion of some Fminn (w) by constructing, for every f satisfying the conditions, a word w f such that
Fminn (w f ) = F f . As this construction for general f is very technical, we do not describe it here. In-
stead, we only consider some special cases; enough to show that the number of possible sets Fminn (w)
is exponential in n.
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identify an admissible function f with the sequence [ f (1), . . . , f (n − 1)].
(a) One has [n− 1,1] ∈ Ln and
f[n−1, j] =
{ [1, . . . , j − 2,0,−1, j + 1, . . . ,n − 1] if n − 1 j > 1,
[0,2, . . . ,n − 1] if j = 1.
(b) If i ∈ [n] and w ∈ Ln such that fw = [0,2,3, . . . , i,mi+1, . . . ,mn−1], with mk ∈ {1,k} for k = i + 1,
. . . ,n − 1, then w · [1, i − 1] ∈ Ln and
fw·[1, j] =
{ [1, . . . , j − 1,0, j, j + 2, . . . , i,mi+1, . . . ,mn−1] if 1 j < i − 1,
[1, . . . , i − 2,0, i − 1,mi+1, . . . ,mn−1] if j = i − 1.
(c) If i ∈ [n] and w ∈ Ln such that fw = [1, . . . , i − 2,0, i − 1,mi+1, . . . ,mn−1], with mk ∈ {1,k} for k =
i + 1, . . . ,n− 1, then w · [i − 1,1] ∈ Ln and
fw·[i−1, j] =
{ [1, . . . , j − 2,0,−1, j + 1, . . . , i − 1, j,mi+1, . . . ,mn−1] if i − 1 j > 1,
[0,2,3, . . . , i − 1,1,mi+1, . . . ,mn−1] if j = 1.
Proof. The claims easily follow by induction on j, using Proposition 4.11. 
Corollary 4.16. If S = {i1, . . . , ir} is a subset of {1, . . . ,n − 2}, possibly empty, with i1 > · · · > ir , then wS =
[n − 1,1] · [1, i1] · [i1,1] · · · · [1, ir] · [ir,1] ∈ Ln, and
fwS ( j) =
⎧⎨
⎩
0 if j = 1,
1 if j − 1 ∈ S,
j otherwise.
Proof. The claim follows from Proposition 4.15 by induction on r. 
Corollary 4.17. Let n > 1. The set {Fminn (w) | w ∈ Ln} is ﬁnite, but it has at least 2n−2 elements.
Proof. The set is ﬁnite as each Fminn (w) is equal to F f for some admissible function f . It has at least
2n−2 elements by Corollary 4.16. 
Before using, in Section 6, our description of forbidden preﬁxes to compute the numbers xn,k(w,m)
required by Algorithm 1, we show in the next section that minimal forbidden preﬁxes yield a ﬁnite
state automaton accepting the language of lex-representative words, that has the minimal possible
number of states.
5. A minimal ﬁnite state automaton accepting Ln
The sets of minimal forbidden preﬁxes after a given word w ∈ Ln provide a very natural way to
construct a ﬁnite state automaton that accepts the language Ln of lex-representatives of braids in M .
Indeed, we will see that this ﬁnite state automaton is minimal, in the sense that it has the minimal
possible number of states.
Recall that a ﬁnite state automaton is a quintuple Γ = (S,A,μ, Y , S0) where S is a ﬁnite set,
A is the alphabet, μ :S×A→S is the transition function, Y ⊆S is the set of accepted states and
S0 ∈S is the initial state [5]. We extend μ to a function S×A∗ →S, also denoted by μ, in the
natural way.
Deﬁnition 5.1. Denote Γn = (S,A,μ, Y , S0), where A = {σ1, . . . , σn−1}, S = {S ⊂A∗ | S = Fminn (w)
for some w ∈ Ln} ∪ {A}, S0 = ∅ = Fminn (), Y =S\{A}, and μ :S×A→S is given by
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(S,σi) →
{A if σi ∈ S,
min

({σ1, . . . , σi−2,σi−1σi} ∪ {σi\β | β ∈ S}) otherwise.
Proposition 5.2. Γn is a ﬁnite state automaton accepting the language Ln. Moreover, any ﬁnite state automa-
ton accepting the language Ln has at least as many states as Γn.
Proof. By Corollary 4.12, every state S = Fminn (w) ∈S is uniquely determined by an admissible func-
tion. As the number of admissible functions is ﬁnite, Γn is indeed a ﬁnite state automaton.
If w ∈ Ln , then it follows from Proposition 4.6 by induction on |w| that μ(S0,w) = Fminn (w) ∈ Y ,
so w is accepted. Conversely, if w /∈ Ln , let w = vσi v ′ , where v is the initial subword of maximal
length of w that lies in Ln . As above, we have μ(S0, v) = Fminn (v). Moreover, since vσi /∈ Ln , we
have σi ∈ Fn(v) and thus σi ∈ Fminn (v) = μ(S0, v), as σi is an atom. Then, by the deﬁnition of μ, we
have μ(S0, vσi) = A, and further (by induction on |v ′|) μ(S0,w) = μ(S0, vσi v ′) = A, so w is not
accepted.
In order to show that Γn has the minimal possible number of states, assume that Γ ′ is a ﬁnite
state automaton accepting the language Ln . Let w1,w2 ∈ Ln be such that Fminn (w1) = Fminn (w2). This
implies Fn(w1) = Fn(w2), so by symmetry, assume that there exists some α ∈ Fn(w1)\Fn(w2), and
consider the word w = ω(α) ∈ Ln . As α is forbidden after w1, we have w1w /∈ Ln , so reading w
starting in the state corresponding to w1 one ends at a fail state. However, as α is not forbidden
after w2, one has w2w ∈ Ln , so reading w starting in the state corresponding to w2 one ends at an
accepted state; in particular, the states corresponding to w1 and w2 in Γ ′ must be distinct. As Γ ′
has at least one fail state, the number of states of Γ ′ is at least the number of states of Γn . 
Example 5.3. For n = 3, the automaton Γn has 5 accepted states; it is represented in Fig. 2. Recall that
the initial state corresponds to the empty set, and notice that we did not represent the fail state: as
usual, arrows which are not drawn lead to the fail state {σ1, σ2}.
Example 5.4. For n = 4, the automaton Γn has 18 accepted states; it is represented in Fig. 3. As above,
the initial state corresponds to the empty set, and we did not represent the fail state {σ1, σ2, σ3}.
Proposition 5.5. Any ﬁnite state automaton accepting the language Ln has at least 2n−2 states.
Proof. By Proposition 5.2 it is suﬃcient to show that Γn has at least 2n−2 states. The latter follows
from Corollary 4.17. 
Remark 5.6. We mentioned that the admissible functions that correspond to sets of minimal forbidden
preﬁxes are precisely those satisfying the conditions of Corollary 4.14. This allows to give an exact
expression for the number of states of Γn . The arguments are extremely technical, however, and as
we do not use this result in the sequel, we skip the details here.
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Just to give an idea, the following table contains the number of accepted states of Γn , for n =
3, . . . ,20.
n 3 4 5 6 7 8 9 10 11 12 13
|Y | 5 18 56 161 443 1190 3156 8315 21835 57246 149970
n 14 15 16 17 18 19 20
|Y | 392743 1028351 2692416 7049018 18454775 48315461 126491780
Remark 5.7. There are generic methods to generate uniformly random words of a regular language,
such as the recursive method [10,6]. These algorithms have a precomputation phase, in which a (mini-
mal) acceptor for the language in question is computed.
The results of this section show that the number of states of a minimal acceptor for Ln is exponen-
tial in n. Thus, generating uniformly random words of Ln by generic language-theoretic methods has
a time complexity respectively a space complexity that is exponential in n. While eﬃcient for small
values of n, such approaches are not feasible for larger values of n, as the ﬁgures given in Remark 5.6
show.
6. Counting braids with suitable preﬁxes
In this section we ﬁnally give a method to compute xn,k(w,m), where m  1 if w =  , and m 
j−1 if w = w ′σ j . We assume that we have already computed hs,t for 0 s n and 0 t  k, as well
as xn,s for 0 s k. (See Section 3.)
Recall from Deﬁnition 2.2 that xn,k(w,m) is the number of lex-representatives of length k of the
form wv where v ∈ Ln does not start with σi for i m. As the relations of M are homogeneous, this
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σi for i m. Knowing the number of braids x of length k − |w|, it suﬃces to count those braids x of
length k − |w| for which wω(x) /∈ Ln , or ω(x) starts with σi for i m. If m = 0, the second condition
is never satisﬁed and we simply need to count Fn(w) ∩ Mk−|w| . If m > 0, however, we have to add
σ1, . . . , σm to the set of forbidden preﬁxes.
Deﬁnition 6.1. Let w ∈ Ln and m ∈ {0, . . . ,n − 1}. We deﬁne Fminn (w,m) to be the set of minimal
elements, with respect to , in {σ1, . . . , σm} ∪ Fminn (w).
Notice that Fminn (w,m) is obtained from F
min
n (w) by removing all elements that start with
σ1, . . . , σm , and adding the elements σ1, . . . , σm . If m  j − 1, where σ j is the last letter of w , this
simpliﬁes the description of the set Fminn (w,m):
Proposition 6.2. Let w ∈ Ln, let j = 1 if w =  , or w = w ′σ j otherwise, and let m  j − 1. There is an
admissible function f such that Fminn (w,m) = F f . Moreover, the following hold:
(a) f (r) = r for r = 1, . . . ,m and f (r) 0 for r =m+ 1, . . . ,n − 1.
(b) f ( j) = 0 if m = j − 1 and f ( j) = j if m j.
(c) If i ∈ { j + 1, . . . ,n − 1} and f (i) = 0, then f (r) = 0 for r = i, . . . ,n− 1.
(d) If i ∈ [n] and 0 < f (i) < i, then f (i) j.
(e) If i, i′ ∈ [n], such that 0 < f (i) < i and 0 < f (i′) < i′ , then i′ > i implies f (i) f (i′).
In particular, all elements of Fminn (w,m) are of the form σrσr−1 · · ·σ f (r) with f (r) r, and those elements
that are longer than one letter are nested: If f (it) < it (1  t  s) for j < i1 < · · · < is then j  f (i1) 
f (i2) · · · f (is).
Proof. This follows immediately from Corollary 4.14 together with the fact that σi ∈ Fminn (w,m) for
i = 1, . . . ,m. 
We are now in a position to calculate xn,k(w,m). For a non-empty ﬁnite set S = {a1, . . . ,ar} ⊂ M ,
we deﬁne
∨
S = a1 ∨· · ·∨ar . We also deﬁne ∨∅ = 1. Recall that Mk = {x ∈ M | |x| = k}; so xn,k = |Mk|
and xn,k = 0 if k < 0.
Proposition 6.3. Let w ∈ Ln and m ∈ {1, . . . ,n − 1}. One has
xn,k(w,m) =
∑
S⊆Fminn (w,m)
(−1)|S|xn,k−|w|−|∨ S| =
k−|w|∑
l=0
(
xn,k−|w|−l · Tl(w,m)
)
,
where
Tl(w,m) =
∑
S⊆Fminn (w,m)|∨ S|=l
(−1)|S|.
Proof. The second equality is just a reordering of terms. For α ∈ M , let (αM)k = αM ∩ Mk . As M
is a cancellative monoid with homogeneous relations (αM)k = αMk−|α| = {αβ | β ∈ Mk−|α|}, that is,
|(αM)k| = xn,k−|α| .
The braids x for which wω(x) /∈ Ln or ω(x) starts with σi for i m are exactly those that admit a
preﬁx α ∈ Fminn (w,m). Moreover, |wω(x)| = |w| + |x|. Hence
xn,k(w,m) = xn,k−|w| −
∣∣∣∣ ⋃
α∈Fmin(w,m)
(αM)k−|w|
∣∣∣∣.n
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α∈Fminn (w,m)
(αM)k−|w|
∣∣∣∣= ∑
∅=S⊆Fminn (w,m)
(−1)|S|−1
∣∣∣∣⋂
α∈S
(αM)k−|w|
∣∣∣∣.
Noting that
∨∅ = 1 ∈ M , whence |∨∅| = 0, the claim then follows from∣∣∣∣⋂
α∈S
(αM)k−|w|
∣∣∣∣=
∣∣∣∣
(⋂
α∈S
αM
)
∩ Mk−|w|
∣∣∣∣= ∣∣((∨S)M)∩ Mk−|w|∣∣
= ∣∣(∨S)Mk−|w|−|∨ S|∣∣= xn,k−|w|−|∨ S|. 
In order to obtain a sub-exponential algorithm, we need to compute Tl(w,m) without explicitly
summing over all subsets of Fminn (w,m). To this end, we use some special properties of the braid
monoid. By Proposition 6.2, the elements of Fminn (w,m) are permutation braids, thus so is the least
common multiple of any collection of them. The crucial point is that, under certain conditions, we
only need to know the ﬁnal position of some strands in a permutation braid, in order to describe
suﬃciently its least common multiple with another permutation braid. Speciﬁcally, we have the fol-
lowing lemma, which can be readily veriﬁed working with the induced permutations [5].
Lemma 6.4. Let x ∈ 〈σa, σa+1, . . . , σb−1〉+ ⊂ M be a permutation braid and let πx be the permutation in-
duced by x. Let πx(a) = a + r and πx(b) = b − s.
(a) If a > 1, then x′ = σa−1 ∨ x = x(σa−1σa · · ·σa−1+r). Moreover,
πx′(a − 1) = a + r and πx′(b) =
{
b − s if a + r < b − s,
b − s − 1 if a + r > b − s.
(b) If b < n, then x′ = σb ∨ x = x(σbσb−1 · · ·σb−s). Moreover,
πx′(a) =
{
a + r if a + r < b − s,
a + r + 1 if a + r > b − s, and πx′(b + 1) = b − s.
(c) If b < n then x′ = (σbσb−1 · · ·σa) ∨ x = x(σbσb−1 · · ·σa). Moreover,
πx′(a) = a + r + 1 and πx′(b + 1) = a.
Evaluating Tl(w,m).
Let w ∈ Ln , let j = 1 if w =  , or w = w ′σ j otherwise, and let m j − 1.
We work with a 3-dimensional array T of size (k − |w| + 1) × n × n, which is transformed in at
most n − 1 steps. At each step, we have two distinguished positions a and b with 1  a  b  n,
deﬁning Sa,b = Fminn (w,m)∩〈σa, σa+1, . . . , σb−1〉+ , and for l ∈ {0, . . . ,k−|w|} and r, s ∈ {0, . . . ,n−1},
the entry Tl,r,s of T is
Tl,r,s =
∑
S⊆Sa,b, |
∨
S|=l
π(
∨
S)(a)=a+r,π(∨ S)(b)=b−s
(−1)|S|.
Initially, we take a = b = j, so Sa,b = ∅. Obviously, in this case all entries of T are 0, except T0,0,0 = 1,
which corresponds to
∨∅ = 1.
At the ﬁnal step, we will have a = 1 and b = n, so Sa,b = Fminn (w,m), whence
Tl(w,m) =
n−1∑ n−1∑
Tl,r,s.
r=0 s=0
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Fminn (w,m) with s < a or if b = n then we set (a′,b′) = (a−1,b), otherwise we set (a′,b′) = (a,b+1).
By Proposition 6.2, either Sa′,b′ \Sa,b = ∅, or Sa′,b′ \Sa,b = {σb}, or Sa′,b′ \Sa,b = {σbσb−1 · · ·σa}, or
Sa′,b′ \Sa,b = {σa−1}. Hence, if Sa′,b′ \Sa,b = {x} = ∅ and y ∈ Sa,b , then according to Lemma 6.4, the
length, the displacement of strand a′ , and the displacement of strand b′ of the element x ∨ y
only depend on x, and the length, the displacement of strand a, and the displacement of strand
b of the element y. Therefore, the table T can be updated when replacing (a,b) by (a′,b′): The
elements contributing to Tl,r,s in the old table will in the updated table contribute to Tl,0,s if
(a′,b′) = (a − 1,b), respectively to Tl,r,0 if (a′,b′) = (a,b + 1). If Sa′,b′ \Sa,b = ∅, then in addition,
their least common multiples with x will contribute to the entry of the updated table given by
Lemma 6.4.
The arguments from this section yield Algorithm 2 computing xn,k(w,m).
Algorithm 2 Computing xn,k(w,m)
Input: Integers n 2 and k 0. A word w = σa1 · · ·σat ∈A∗n . An integer m n − 1, where m 1 if w =  and m j − 1 if
w = vσ j . The numbers xn,0, . . . , xn,k .
Output: The number xn,k(w,m).
1: if t > k then
2: return 0
3: F := ∅
4: for i := 1 to t do
5: if σai ∈ F then
6: return 0
7: else
8: F :=min({σ1, . . . , σai−2, σai−1σai } ∪ {σai \β | β ∈ F })
9: F :=min({σ1, . . . , σm} ∪ F )
10: Tl,r,s := 0 for all (l, r, s) ∈ I = {0, . . . ,k − t} × {0, . . . ,n − 1} × {0, . . . ,n − 1}
11: if t = 0 then
12: a := 1; b := 1; α := 0; T0,0,0 := 1
13: else
14: a := at ; b := at ; α := 0; T0,0,0 := 1
15: while (a,b) = (1,n) do
16: if b = n or σbσb−1 · · ·σs ∈ F for some s < a then
17: (a′,b′) := (a − 1,b); α := α + 1
18: if F ∩ 〈σa′ , . . . , σb′−1〉+ = F ∩ 〈σa, . . . , σb−1〉+ then
19: for (l, r, s) ∈ I do T ′l,r,s :=
{∑b−a
u=0 Tl,u,s if r = 0
0 otherwise
20: else if (F ∩ 〈σa′ , . . . , σb′−1〉+) \ (F ∩ 〈σa, . . . , σb−1〉+) = {σa−1} then
21: for (l, r, s) ∈ I do T ′l,r,s :=
⎧⎪⎨
⎪⎩
∑b−a
u=0 Tl,u,s if r = 0−Tl−r,r−1,s if 1 r l and r + s < α
−Tl−r,r−1,s−1 if 1 r l and r + s > α
0 otherwise
22: else
23: (a′,b′) := (a,b + 1); α := α + 1
24: if F ∩ 〈σa′ , . . . , σb′−1〉+ = F ∩ 〈σa, . . . , σb−1〉+ then
25: for (l, r, s) ∈ I do T ′l,r,s :=
{∑b−a
u=0 Tl,r,u if s = 0
0 otherwise
26: else if (F ∩ 〈σa′ , . . . , σb′−1〉+) \ (F ∩ 〈σa, . . . , σb−1〉+) = {σb} then
27: for (l, r, s) ∈ I do T ′l,r,s :=
⎧⎪⎨
⎪⎩
∑b−a
u=0 Tl,r,u if s = 0−Tl−s,r,s−1 if 1 s l and r + s < α
−Tl−s,r−1,s−1 if 1 s l and r + s > α
0 otherwise
28: else if (F ∩ 〈σa′ , . . . , σb′−1〉+) \ (F ∩ 〈σa, . . . , σb−1〉+) = {σb · · ·σa} then
29: for (l, r, s) ∈ I do T ′l,r,s :=
⎧⎨
⎩
∑b−a
u=0 Tl,r,u if s = 0
−∑b−au=0 Tl−α,r−1,u if s = α, l α, r 1
0 otherwise
30: (a,b) := (a′,b′); T := T ′
31: return
∑k−t
l=0 (
∑n−1
r=0
∑n−1
s=0 Tl,r,s)xn,k−t−l
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The analysis of the worst-case complexity of Algorithm 1 is relatively straightforward. We assume
that the addition of two N-bit integers has cost O (N), and that the multiplication of two N-bit inte-
gers, in the relevant range of N , has cost O (Nα) with α = log2 3 ≈ 1.585 (Karatsuba multiplication).
Proposition 7.1.
(a) The worst-case complexity of Algorithm 2 is at most O (n4kα+1).
(b) The worst-case complexity of Algorithm 1 is at most O (n4 lnnkα+2).
Proof. The absolute values of all entries of the array T are bounded by 2n , so the entries of T have
at most n bits. As it is known [9, Theorem 10] that the logarithmic volume limk→∞
log xn,k
k of B
+
n is
bounded above by 4, the numbers xn, j for 0 j  k have O (k) bits.
Consider Algorithm 2 and recall that we can describe forbidden preﬁxes by admissible functions
as explained in Section 4. By Proposition 4.11, line 8, which is executed at most k times, and line 9
both have a cost of O (n). Line 10 has cost O (n2k). Now consider lines 19, 21, 25, 27 and 29: At
most n executions of these occur. Each line involves O (nk) sums of O (n) terms, and possibly O (n2k)
assignments. Since the operands have size O (n), the total cost is at most O (n4k). Line 31 involves
O (n2k) additions with operands of size O (n), and k multiplications and additions with operands of
size O (n + k), so the cost is at most O (n3k + k(n + k)α) = O (n3kα+1). All other lines have cost O (1)
and are executed at most n times, so claim (a) is shown.
Consider Algorithm 1. The body of the for-loop (lines 5 to 13) is executed k times, the body
of the while-loop (lines 7 to 12) at most O (lnn) times. The cost of the for-loop is dominated by
the invocations of Algorithm 2; by claim (a), the cost is at most O (n4 lnnkα+2). Line 2 has a cost
of O (k). From Section 3, Eq. (3), calculating hm, j involves m additions. We need to calculate hm, j for
0 m  n and 0  j  k, so overall O (n2k) additions are required; as it follows by induction on n
that the operands have at most O (n lnn) bits, this has a cost of at most O (n3 lnnk). Similarly, from
Eq. (2), the calculation of xn, j involves O ( j) additions and multiplications; we need to calculate xn, j
for 0  j  k, so overall this requires O (k2) additions and multiplications of operands with at most
O (n lnn + k) bits, which has a cost of at most O ((n lnn)αkα+2). This shows claim (b). 
Remark 7.2. There are several optimisations that can be applied when implementing Algorithms 1
and 2. While they do not affect the estimate of the worst-case complexity, they have a signiﬁcant
impact on actual running times.
(1) It is clearly not necessary to compute the forbidden preﬁxes from scratch in every invocation of
Algorithm 2. If the forbidden preﬁxes of the generated part of the word are stored in Algorithm 1,
only one invocation of line 8 of Algorithm 2 is needed.
(2) It is possible to initialise the array T in Algorithm 2 directly for the values of a and b corre-
sponding to the largest range that does not involve a forbidden preﬁx consisting of more than
one letter, using the data computed in Section 3.
(3) The array T in Algorithm 2 is in general very sparse, as its contents are often collapsed to the
2-dimensional subarrays given by r = 0 respectively s = 0. Keeping track of the values of r and s
that actually can contain non-zero entries and only considering those in any subsequent summa-
tions greatly reduces actual running times; see Remark 7.3.
(4) Since the least common multiple of all forbidden preﬁxes is a permutation braid, its length is
bounded above by
(n
2
)
. Similarly, Hn(t) is a polynomial of degree
(n
2
)
, so hn, j = 0 if j >
(n
2
)
. It is
therefore possible to restrict some summations to min{k, (n2)} terms. It is clear from the proof of
Proposition 7.1 that in this case (that is, n constant and k >
(n
2
)
) the complexity in terms of k is
reduced to O (kα+1).
Table 1 contains timing results for several values of n and k, using the implementation of the
algorithm in the C-kernel of the computational algebra package Magma [3] by the ﬁrst author.
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Running times in μs per random braid for different values of n and k.
Table 2
Observed exponent en of n for different values of k; see Remark 7.3.
k 4 8 16 32 64 128 256 512 1024
en 0.35 0.50 0.48 0.48 0.47 0.75 1.08 1.36 1.59
Table 3
Observed exponent ek of k for different values of n; see Remark 7.3.
n 4 8 16 32 64 128 256 512
ek 2.30 2.41 2.80 3.02 3.08 3.19 3.27 3.21
Computations were done with a development version of Magma V2.16 on a GNU/Linux system with
an Intel E8400 64-bit CPU (core: 3 GHz, FSB: 1333 MHz) and a main memory bandwidth of 4.7 GB/s
(X38 chipset, dual channel DDR2 RAM, memory bus: 1066 MHz). The minimum sample size was
100. The sample size was varied to achieve an approximate running time of 2.5 minutes per sample
(where possible honouring the minimum sample size), and hence a suﬃcient degree of accuracy for
all parameter values.
Remark 7.3. Assuming that the observed running time t is approximated by a relation of the form
t = cnenkek , the value of en for a ﬁxed value of k can be obtained by applying regression analysis to
the rows of Table 1. Similarly, the value of ek for a ﬁxed value of n can be obtained from the columns
of Table 1. The observed values of en and ek are given in Tables 2 and 3, respectively.
1. The observed values of ek are close to α + 2 ≈ 3.585 for large values of n. For small values of
n, where k >
(n
2
)
for most of the parameter range tested, the observed values of ek are closer to
α + 1 ≈ 2.585.
This is exactly what should be expected from Proposition 7.1 and Remark 7.2(4). That is, as far as
k is concerned, the average case complexity is quite close to the worst-case complexity.
2. The observed values of en are signiﬁcantly smaller than 4, that is, the average case complexity in
n is signiﬁcantly better than the worst-case bound of Proposition 7.1.
This is not surprising in the light of Remark 7.2(3): Our implementation exploits the fact that
the array T is sparse and tends to contain non-zero entries only for relatively few values of
the indices r and s. The experimental results suggest that the array T effectively is far from 3-
dimensional, especially if k is relatively small. We expect that the theoretical growth rate in n
will be achieved, if at all, only for extremely large values of k.
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