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ABSTRACT
Optical manipulation – using light to control matter – is based on the transfer of mo-
mentum from confined electromagnetic fields to micro- and nanoscale objects. Optical
tweezers, based on the use of high-numerical aperture objective lenses, take advantage
of this phenomenon to form non-contact probes that are capable of applying piconew-
ton forces and detecting motion with angstrom-level precision. While the technique
originated essentially as a scientific curiosity in the 1980s, it has since revolutionized
the field of single-molecule biophysics, provided key insights into motor-protein func-
tion and DNA structure, and enabled the formation of the first Bose-Einstein conden-
sates, and is the subject of significant current interest for lab-on-chip, colloidal physics,
and biochemical applications. Despite the clear significance of this technology, op-
tical tweezers are constrained by the diffraction limit, which places an upper bound
on achievable optical forces in a given system. This limitation is problematic as de-
mand for investigating increasingly smaller, nanoscale systems is on the rise. An al-
ternative approach based on the subdiffraction field confinement and enhancement
properties of metallic nanostructures is a promising avenue to circumvent the prob-
lem of diffraction-limited forces. The near-field intensity gradients produced in the
nanometer-sized gaps of plasmonic nanoantennas are orders of magnitude larger than
those of conventional optical tweezers. Accordingly, plasmon-enhanced gradient forces
can both significantly relax constraints for microparticle manipulation and offer a route
for improved nanoparticle trapping. In addition, resonant optical absorption in plas-
monic devices leads to considerable heat generation, which in turn can induce convec-
tive flow in the fluid environment containing the particles. While previous studies have
regarded this process as deleterious to the performance of plasmonic optical tweezers,
careful selection of optical and geometric parameters can make plasmon-induced con-
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vection favorable for particle manipulation.
This dissertation explores the near-field enhancement and confinement properties
of arrays of Au bowtie nanoantennas (BNAs) for plasmonic optical trapping. Using BNAs
as a model system, the delicate interplay between optical and thermally induced forces
in plasmonic nanotweezers is investigated over a broad parameter spacing including
bowtie array spacing, adhesion layer materials, nanostructure orientation, composi-
tion of the fluid trapping media, optical polarization, input optical power, and trapped-
particle diameter. Using theoretical modeling, it is shown that plasmon-induced con-
vection drives experimentally observed phase-like behavior in plasmonic nanotweez-
ers, and further, that this process can be used to engineer trapping tasks including dex-
terous single-particle trapping, trapping and manipulation of large self-assembled par-
ticle clusters using a single input beam, and particle sorting. The crucial role of an
optically-absorptive substrate material for developing the requisite micron-per-second
fluid flows for these phenomena is confirmed both theoretically and experimentally.
In addition, this dissertation details the first experimental demonstration of plas-
monic nanotweezers using an ultrafast, femtosecond (fs) pulsed input source. The fs
pulses are shown to increase trapping performance in both the Rayleigh and Mie size
regimes, where particle diameters are much smaller and greater than the incident illu-
mination wavelength, respectively. This augmentation of forces enables plasmonic trap-
ping of 80 nm to 1.2 µm diameter, metallic and dielectric particles with as little as 50 µW
of input optical power. Moreover, the nonlinear optical response of trapped species can
be probed during the trapping event, which opens doors for increased particle diagnos-
tics in plasmonic optical trapping. An interesting particle fusing behavior is described
whereby above a 60–75µW power threshold, both metallic and dielectric particles spon-
taneously fuse to the BNA surface, likely by means of fs-augmented near-field gradient
forces.
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Using this particle-fusing behavior as inspiration, a novel class of “capped” nanoan-
tennas is designed, and their plasmonic response is theoretically investigated. The spe-
cific example of capped-bowtie nanoantennas (c-BNAs) is chosen, and it is shown that
the c-BNAs have the unique ability to simultaneously enhance both magnetic and elec-
tric fields by more than three and four orders of magnitude, respectively. This ability
improves on currently available designs that enhance magnetic fields at the expense of
a mitigated electric response. The spectral response of the c-BNAs is dominated by two
distinct resonant peaks: one in the visible (VIS) and one in the near-infrared (NIR), and
the spectral behavior of the c-BNAs is examined as a function of cap thickness, bowtie
gap spacing, and c-BNA array spacing.
Finally, a new pillar-bowtie nanoantenna (p-BNA) design, comprising Au BNA arrays
suspended on 500 nm tall SiO2 pillars, is introduced as a candidate system to show, for
the first time, that the mechanical degree of freedom (DOF) can be used to create in situ
reconfigurable plasmonic nanoantennas. Reconfigurability is achieved using electron-
beam manipulation in a scanning electron microscope (SEM), whereby the electron
beam induces strong electromagnetic gradient forces in the p-BNA gap that causes the
two arms to deform toward the common gap center. In characterizing this behavior as
a function of SEM accelerating voltage and magnification, design curves are produced
that enable controlled, repeatable fabrication of nanoantennas with gap sizes as small
as 5 nm by actuation of the mechanical DOF of the pillars. As a proof of this novel de-
sign principle, the optical response of two, 10 × 10 modified p-BNA regions comprising
5- and 15-nm gap antennas is characterized using spatially localized reflection spec-
troscopy based on a supercontinuum optical source.
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We are at the very beginning of time for the human race. It is not unreasonable that we
grapple with problems. But there are tens of thousands of years in the future. Our
responsibility is to do what we can, learn what we can, improve the solutions, and pass
them on.
– Richard Feynman
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Chapter 1
INTRODUCTION
1.1 Origins of Plasmonics
Plasmonics is the study of the interaction of light with nanometer-sized metallic struc-
tures. This interaction, characterized by strong confinement and enhancement of op-
tical energy in the near-field – within fractions of a wavelength (λ) of the structure, has
enormous technological impact spanning fields from biology and medicine [1] to meta-
material optical physics [2] and solar energy conversion [3]. Among the earliest applica-
tions of plasmonics (this term is used interchangeably with “nano-optics," “nanoplas-
monics," and “metal-optics" throughout the dissertation) is the ancient Roman Lycur-
gus cup, which, owing to the resonant absorption and scattering properties of gold (Au)
and silver (Ag) nanoparticles embedded in the cup, appears green or red when viewed
under white-light illumination in reflection or transmission, respectively [4]. Beyond
aesthetics, the first technological proposal for the use of resonant scattering of metallic
nanoparticles came from E. H. Synge, who in a 1928 letter to Einstein suggested using
this feature to achieve microscope imaging beyond the diffraction limit [5]. In this case,
the resolution is not established by the Rayleigh criterion, which defines the smallest
distinguishable distance between two features d0 = 0.61λ/NA, where NA= n sinθ is the
numerical aperture of the imaging system, n is the refractive index of the medium be-
tween the lens and sample, and θ is the angle of the steepest optical ray collected by the
system. Rather, the resolution is determined by size of the scatterer, which for practi-
cal purposes can be a minimum of ∼50 nm in diameter. This work served as a precur-
sor to that of of Bethe, who formulated the theoretical basis for the field distributions
near nanoscale metallic apertures [6], and that of Kretschmann [7] and Otto [8], who
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experimentally demonstrated the coupling of free-propagating electromagnetic waves
to modes bound to metallic surfaces via frustrated total-internal reflection. These sur-
face plasma waves, referred to as surface plasmon polaritons (SPPs), were later shown
to play an important role in surface-enhanced Raman scattering (SERS) [9], in which
the normally weak modulation of an input optical signal via molecular vibrations (Ra-
man scattering) can be enhanced by more than six orders of magnitude. These experi-
mental findings motivated intense theoretical effort to understand the effect, which was
eventually attributed to the strong near-field enhancement in plasmonic “hot-spots”
originating from either localized regions on roughened silver electrodes or between ag-
gregates of metallic nanoparticles that are excited by SPPs [10]. The origins of modern
nanoplasmonics can thus be attributed, in part, to the experimental identification and
theoretical analysis of the role of these localized surface plasmon resonances (LSPRs)
modes in SERS.
1.2 Applications of Nanoplasmonics
The central feature of nanoplasmonics is the confinement of optical fields into deep
subwavelength mode volumes. This confinement is commonly achieved using litho-
graphically defined metallic nanostructures, or plasmonic nanoantennas, that exploit
the resonant enhancement of charge density oscillations to funnel freely propagating
electromagnetic waves (i.e., excitation field) into nanometer-sized gap regions [1,11,12].
These devices are typically comprised of Au or Ag and are shaped into a variety of forms
including discs [13], nano-rods and dipole antennas [14, 15], nano-blocks [16], nano-
pillars [17], and bowtie nanoantennas [18, 19], all of which can exhibit mode volumes
as small as V λ−3 ∼ 10−4 [20]. Further, optical field enhancements by greater than three
orders of magnitude can be engineered in the gap region by utilizing the geometrical
degree of freedom. Together these features give rise to a wide range of applications and
have made plasmonics the subject of intense research effort, especially within the last
decade.
One of the most prominent applications of nanoplasmonics is biochemcial sensing.
Here, the intrinsic sensitivity of localized surface-plasmon resonances (LSPRs) to the
local refractive index along with SERS techniques can be utilized, for instance, to de-
tect single molecules [21] or for in vivo monitoring of the pH of cell interiors over time
[22]. The sensitivity of LSPRs is strongly influenced by geometric parameters, which
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dictate the spectral linewidth and field enhancement, and this fact has spurred devel-
opment of sensitive plasmonic probes such as Ag nanoparticles, nanorice, nanostars,
and mushroom arrays capable of measuring absorption peak shifts (∆σabs) of 500–1000
nm per refractive index unit (RIU) [1, 23, 24]. Given that the wavelength sensitivity of
an LSPR-based sensor is directly proportional to ∆σabs, such large resonance shifts en-
able exquisite sensitivity to nanometer-sized dielectric particles (e.g., single viruses) or
molecular binding events [23, 25].
The large local field enhancements produced by plasmonic nanoantennas are par-
ticularly useful in the field of nonlinear optics. In addition to the SERS effect, which
scales according to |Eloc|4 / |Einc|4, where Eloc and Einc are the locally enhanced and in-
cident electric field, respectively [11, 20], the ability of plasmonic devices to increase
Eloc by several orders of magnitude strongly enhances intrinsically weak nonlinear pro-
cesses including second- and third-harmonic generation, two-photon photolumines-
cence (TPPF), supercontinuum generation, four-wave mixing, and the Kerr effect [18,
26–29]. These nonlinear effects have applications in frequency conversion for imag-
ing [30], modulation and switching of optical signals for computation [31], and high-
harmonic generation of extreme-ultraviolet light [32]. Furthermore, geometries tailored
to produce strong near-field current densities enable the generation of optical frequency
magnetic fields (“optical magnetism”) that can bolster the second-harmonic generation
(SHG) process [28]. For example, split-ring resonators (SRR) produce optical magnetism
via their inductive response to an input electromagnetic field, despite the fact that the
constituent materials have a relative permeability of µr ∼ 1 [28, 33]. This process has
given rise to the field of optical metamaterials, wherein exotic material responses such
as magnetic plasmon resonances, negative refractive index, and subdiffraction super-
lensing are achieved primarily using plasmonic devices [2, 33–35].
1.3 Optical Trapping and Manipulation
Light has the ability to exert mechanical forces on objects due to its intrinsic momentum
of ħk per photon, where k = 2pi/λ is the wavenumber. This optical force, also known as
radiation pressure, was first postulated by Kepler to be responsible for the fact that the
tail of a comet points radially away from the sun [36] and now forms the basis of modern
optical trapping and manipulation [37]. Conventional optical tweezers utilize high-NA
lenses and carefully prepared Gaussian laser modes to focus light to a diffraction-limited
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focal spot [38], thereby establishing optical forces capable of manipulating dielectric
particles ranging from 50 nm to >10 µm in diameter [38, 39]. The field of optical trap-
ping and manipulation is based on these forces and has had enormous technological
impact since its introduction by Ashkin in 1986 [37]. Optical manipulation is especially
useful in the biomedical sciences, where it has become a ubiquitous tool for studying
single-molecule biophysical systems [40, 41], mechanical properties of DNA [42], and
single viruses, bacteria, and cells [43]. Optical trapping techniques extend beyond bi-
ology into myriad applications including colloidal physics [44], protein manipulation
for X-ray diffraction [45], lab-on-chip technology [46], particle sorting and optical frac-
tionation [47], fundamental studies of Brownian motion [48], light-driven microma-
chines [49], and Bose-Einstein condensation [50]. Despite these widespread applica-
tions, the strength of optical tweezers is constrained by the diffraction limit, which sets
an upper bound on the achievable intensity gradient, and therefore the maximum op-
tical force for a given input power. This constraint hinders manipulation, for instance,
of particles smaller than ∼20 nm in diameter and fragile biological species that can be
damaged by high optical intensity [14, 51, 52]. These problems can be addressed using
plasmonic structures which, owing to their tight spatial-field confinement and enhance-
ment, produce exceptionally large optical intensity gradients in the near field.
The drive to achieve larger optical forces with finer control of increasingly smaller
objects than accessible to conventional optical traps has motivated the development of
plasmonic optical tweezers. To date, the plasmonic optical trapping modality has com-
monly employed isolated nanoantennas excited near their peak plasmon resonance us-
ing continuous-wave (CW) laser illumination, in order to produce the largest possible
optical forces [13, 17, 53]. Although this arrangement achieves much stronger optical
forces than conventional tweezers, the resonant absorption by the metallic structures
generates significant heat and induces fluid convection that can modify the dynamics of
trapped particles, an effect that is commonly ignored or specifically mitigated using spe-
cial materials or trapping chamber designs [17,54–57]. In addition, using isolated nano-
structures well-separated from one another (such that individual antennas do not cou-
ple electromagnetically) precludes smooth manipulation of objects over an extended
plasmonically generated potential energy landscape and therefore limits the versatil-
ity of plasmonic optical traps [13, 14]. Further, this approach does not take advantage
of the collaborative array effect, which can increase field enhancements by an order of
magnitude compared to an isolated nanostructure and thus augment plasmonic optical
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forces [18, 58]. As a result, combining these properties into a single platform would rep-
resent a significant advancement in the fields of plasmonics and optical manipulation.
1.4 Organization of Chapters
This dissertation develops a plasmonic optical trapping platform that utilizes the strong
field enhancement produced by arrays of Au bowtie nanoantennas (BNAs) and selective
control of heat generation to achieve multipurpose particle manipulation. The trap-
ping performance of BNA-based plasmonic nanotweezers is studied over a wide pa-
rameter space including bowtie array spacing, trapped-particle size, input polarization,
input wavelength (resonance conditions), material composition of the nanoantennas
and local trapping medium, orientation of nanoantennas with respect to the input field,
and excitation mode (continuous-wave or femtosecond-pulsed). In addition, two novel
nanoantenna platforms are developed: (1) capped-BNAs (c-BNAs) which generate si-
multaneous enhancement of both electric and magnetic fields by more than three or-
ders of magnitude and (2) pillar-BNAs (p-BNAs) comprised of bowtie nanoantenna ar-
rays supported on SiO2 pillars. In Chapter 2, the theoretical background in electromag-
netics, plasmonics, and optical trapping is provided. Chapter 3 subsequently details
plasmonic optical forces, heat generation due to plasmonic absorption, and plasmon-
induced fluid flow. These results are used to form the basis of the general model of plas-
monic optical trapping. Chapter 4 utilizes this model to explain multipurpose parti-
cle manipulation using BNAs, involving the identification of plasmonic trapping phases
and the introduction of novel plasmonic trapping phase diagrams to characterize the
particle dynamics over a wide parameter space. Chapter 5 expands upon these inves-
tigations by discussing the role of adhesion layer material, nanostructure orientation,
and material composition of the fluid trapping media in the performance of plasmonic
nanotweezers. Chapter 6 introduces femtosecond-pulsed plasmonic nanotweezers and
details the trapping performance, enhanced particle diagnostics, and particle-fusing dy-
namics. This fusing behavior inspired the design of the capped-BNAs, and the elec-
tric and magnetic plasmonic properties of this novel platform are discussed in Chapter
7. Chapter 8 describes the p-BNA platform and how electron-beam-induced gradient
forces can be used to produce reconfigurable nanoantennas with gap sizes as small as
5 nm by providing access to the mechanical degree of freedom of the nanoantennas.
Finally, Chapter 9 concludes the dissertation discusses potential future work.
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Chapter 2
BACKGROUND AND THEORY
2.1 Electromagnetics
Plasmonics and optical trapping, at the most fundamental level, are determined by the
interaction of time-harmonic electromagnetic fields with matter. These light-matter in-
teractions give rise to the optical properties of metals and dielectrics, optical forces, scat-
tering and absorption of electromagnetic radiation, etc., and are governed by Maxwell’s
equations, which express the relationship between the electric (E) and magnetic (H)
fields [59]
∇×E=−iωB, (2.1)
∇×H= iωD+ J, (2.2)
∇·D= ρ, (2.3)
∇·B= 0, (2.4)
where i is the imaginary unit, ω is the angular frequency, and J and ρ are the spatial
current and charge densities, respectively. The constitutive relations provide a link be-
tween the electric and magnetic fields and the electric displacement (D) and magnetic
induction (B)
D= ²0E+P, B=µH, (2.5)
where ² = ²0²r and µ = µ0µr are the electric permittivity and magnetic permeability
of the material, respectively, ²0 = 8.854× 10−12 F/m is the vacuum permittivity, µ0 =
4pi× 10−7 H/m is the vacuum permeability, and ²r, µr are the material-dependent rel-
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ative permittivity and permeability [59]. The polarization of the medium is given by
P = ²0χeE, where ²r = 1+χe and χe is the dielectric susceptibility of the medium. Ad-
ditionally, the current density and electric field are linked by the material conductivity
J=σE. Equations 2.1 to 2.5 can be used to derive the Helmholtz wave equation
∇2E+k20² (r)E= 0, (2.6)
where k0 =ωp²0µ0 = 2pi/λ is the free-space wavenumber. Light-matter interaction can
therefore be described using a combination of Eq. 2.6 and the Lorentz force acting on
an electric charge q
F= qE+ J×B. (2.7)
2.2 Lorentz-Drude Model for Light-Matter Interaction
Consider an infinite plane-wave of the form E0e−ikz interacting with a polarizable atom
containing a single negative electron bound to a positive nucleus by Coloumb forces.
The electron is displaced from its equilibrium position via the applied electric field,
which gives rise to the force F = −qE0. As the time-harmonic excitation field of fre-
quency ω changes phase, the oscillatory response of the electron induces an atomic
dipole that can be modeled as a simple spring-mass-damper according to
x¨+γx˙+ω20x=−
q
me
E0, (2.8)
where me is the electron mass, γ is the damping constant determined by intrinsic losses,
the dot refers to a time derivative, and ω20 is the resonant frequency [60]. The oscillatory
solution, which gives rise to scattered EM radiation, is given by
x=
(
q/me
)
E0
ω2−ω20− iωγ
. (2.9)
For particles much smaller than the incident wavelength, the optical response can be
considered as the superposition of N infinitesimal dipole moments p= qx, which yields
the medium polarization
P= Nq
2
me
E0
ω2−ω20− iωγ
. (2.10)
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Inasmuch as P= ²0χeE, the dielectric susceptibility is given by
χe = ²r−1=
ωp
2
ω2−ω20− iωγ
, (2.11)
with the plasma frequency ωp =
√
Nq2/(²0me), and thus the complex, frequency de-
pendent optical properties ²r = ²′+ i²′′ for dielectric materials are given by
²′ (ω)= 1+ ωp
2
(
ω2−ω20
)(
ω2−ω20
)+ω2γ2 , (2.12)
²′′ (ω)= ωp
2ωγ(
ω2−ω20
)+ω2γ2 , (2.13)
where the resonant frequency, plasma frequency, and damping constant are material-
dependent parameters that determine the optical response.
In metals, an electron is not bound to a single nucleus, rather, they are free to move
against a background lattice of positive charge. This condition is captured by setting
ω0 = 0, which implies zero restoring force on a particular electron from a single nucleus.
The Drude model describes the light-matter interaction under these conditions, from
which the optical constants are found to be
²′ = 1− ωp
2
ω2+γ2 , (2.14)
²′′ = ωp
2γ
ω
(
ω2+γ2) , (2.15)
where ωp =
√
Neq2/(²0m), Ne is the number of free electrons, and m is the effective
electron mass [60]. While the plasma frequency in the Drude model has the same form
as that of a dielectric material, the resonance in the latter case is attributed to the har-
monic motion of a bound electron near its nucleus, whereas for a metal, the resonance
is determined by the collective oscillation of conduction electrons against the positive
ion lattice. These oscillations are the surface plasmon resonances that form the basis of
modern nanoplasmonics.
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2.3 Characteristics of Localized Surface Plasmons
Plasmon resonances come in two varieties: (1) surface plasmon polaritons (SPPs) and
(2) localized surface plasmon resonances (LSPRs). As shown in Fig. 2.1a, SPPs are propa-
gating modes that travel along a metal dielectric interface and decay evanescently away
from the surface. As a result, SPPs require specialized illumination conditions such as
prism or grating coupling in order to provide phase matching between the longitudinal
mode and the excitation field [8,11]. In contrast, LSPRs are associated with the near-field
modes of metallic nanoparticles, which contain intrinsic longitudinal field components,
and thus LSPRs can be directly excited via plane-wave illumination. For the purposes of
the present work, only LSPRs will be considered.
Qualitatively, LSPRs are generated by the perturbation of the free-electron gas in a
metallic particle by an incident electric field E0. For particles sizes d ¿ λ, the incident
field of wavelength λ fully penetrates the nanoparticle and causes a uniform displace-
ment of the negative electron cloud from the positive core, thereby establishing an in-
stantaneous dipole moment in the particle (Fig. 2.1b). If E0 is reduced, the restoring
force will cause the electron cloud to overshoot the equilibrium position and thus un-
dergo oscillations that decay with time due to ohmic losses [11, 61].
Figure 2.1 | Surface Plasmons. (a) Surface plasmon polariton mode. (b) Localized sur-
face plasmon mode. Adapted from [12].
2.3.1 LSPRs from nanoparticle scattering
The quantitative origin of LSPRs can be understood by examining the scattering of light
by a particle with d¿λ. In this case, the phase of the incident field is relatively constant
over the surface of the particle, and thus the scattering problem reduces to a spheri-
cal particle in an electrostatic field. This quasi-static approximation is generally valid
9
for particles <50 nm in diameter and provides valuable physical insight when studying
larger systems [61]. Under these conditions, the Helmholtz equation (Eq. 2.6) reduces
to the Laplace equation: ∇2Φ = 0, for some potential Φ, from which the electric field
distribution in the vicinity of the scatterer can be determined via E = −∇Φ [59]. For a
spherical particle of radius a illuminated by a plane wave polarized along the x-axis, the
total electric field (incident + scattered) outside the sphere is given by
E= E0 (cosθnˆr − sinθnˆθ)+
²−²m
²+2²m
a3
r 3
E0 (2cosθnˆr + sinθnˆθ) , (2.16)
where E0 is the incident electric field amplitude, nˆr,θ is a unit vector in the rˆ and θˆ spher-
ical coordinate directions, respectively, and ² (²m) is the complex dielectric constant of
the particle (medium) [11]. The key feature of Eq. 2.16 is that the scattered field is iden-
tical to that of a dipole located at the origin, with a dipole moment p= ²0²mαE0, where
the polarizability is given by
α (ω)= 4pia3 ² (ω)−²m
² (ω)+2²m
. (2.17)
Evidently, the polarizability determines not only the near-field spatial distribution of E,
but also sets the condition for the localized plasmon resonance
Re[²]=−2²m, (2.18)
which, when satisfied, leads to resonant enhancement of the near field due to the diver-
gence of α (ω).
This straightforward derivation is applicable to spheres and provides useful insight
into how the polarizability controls the LSPR. However, in practice, more complicated
nanoantenna geometries, including coupled nanorods (dipole antennas) and coupled
triangles (bowtie antennas) with sizes d ≈ λ, are commonly used [15, 18, 19, 52]. In gen-
eral, the resonance wavelength and the near-field enhancement are intimately tied to
the geometry of the nanoparticle. To understand this connection, and therefore the
LSPRs of more complicated objects, consider an ellipsoidal nanoparticle, in the quasi-
static limit, with major and minor axes D = d +δd and d , respectively. The elongation
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of the sphere by δd modifies the particle polarizability
αξ = 4pid2D
²−²m
3²m+3Lξ (²−²m)
, (2.19)
where ξ= d ,D and the geometrical factor Lξ, also known as a depolarization factor, is
Lξ =
d2D
2
∫ ∞
0
ds(
ξ2+ s) f (s) , (2.20)
with f (s)=
√(
s+d2)2 (s+D2) [60, 61]. The depolarization factor modifies the plasmon
resonance by (1) producing an anisotropic polarizability, giving rise to multiple resonant
modes for non-spherical particles, and (2) altering the denominator of the polarizability,
giving the more complicated resonance condition
Re
[
²ellipsoid
]= (Lξ−1)²m
Lξ
. (2.21)
For a sphere, Lξ = 1/3, which implies that the depolarization is degenerate along the
three axes.
Increasing the particle aspect ratio AR = D/d produces a redshift in the peak plas-
mon resonance. Furthermore, as the overall particle size is increased, additional higher-
order terms than the quasi-static dipole considered thus far are required to accurately
model the plasmon resonance. This necessitates a full electrodynamic calculation in-
cluding retardation effects manifesting due to the nonuniform phase across the particle
surface [11, 61]. In the spherical case, Mie theory can be used to derive analytical ex-
pressions for the electric quadrupole, magnetic dipole, magnetic quadrupole, electric
octopole, and higher-order terms, which represent additional plasmon resonances with
increasing redshift from the dipole mode [59]. Determination of the resonance prop-
erties of more complicated geometries, however, requires computational methods that
will be detailed below. A qualitative explanation for the redshift that will prove useful for
understanding LSPRs in complex structures is as follows: the displaced electron cloud is
attracted to its equilibrium position via Coulombic restoring forces, which in turn scale
as r−2, where r represents the center of mass displacement of the electron cloud and
positive core. Thus, as r increases, this restoring force is reduced, leading to lower ener-
gies present in the plasmon mode, thereby producing a redshift in the LSPR.
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2.3.2 Plasmonic field enhancement and the lightning-rod effect
In addition to determining the plasmon resonance wavelength, the aspect ratio of a
metallic nanoparticle strongly affects the strength of the local electric field. The local
field near an ellipsoidal particle in the quasi-static limit is given by [62]
Eloc =
(
1−Lξ
)
(²−1)
1+ (²−1)Lξ
E0+E0, (2.22)
which can be re-written in terms of the dipole plasmon resonance of a sphere Eloc =
γLEdipole+E0. This expression gives the lightning-rod enhancement factor
γL = 3
2
AR2
(
1− d
2D
2
∫ ∞
0
ds(
D2+ s)3/2 (d2+ s)
)
, (2.23)
where AR is the aspect ratio of the ellipsoid. Thus, the lightning-rod effect arises from
the geometrical parameters of the nanoparticle and increases with larger aspect ratios
[62, 63]. In the spherical case, Lξ = 1/3, which gives γL = 1; whereas for the specific case
of an Ag ellipsoid with AR= 3 and D = 20 nm, the depolarization factor is Lξ ∼ 0.1, which
gives γL ∼ 10. Thus, the electric field near the tip of the ellipse is enhanced by an order of
magnitude due to the sharp curvature [64]. While an analytical form for γL does not exist
for more complicated structures (e.g., triangles or bowties), the result γL ∝AR applies in
general [1, 64]. This enhancement occurs due to the crowding of electric field lines near
the sharp tip, or equivalently, due to significant charge density accumulation near the
tip. Figure 2.2 illustrates the effect by showing the electric field lines near the surface of
a spherical and elliptical nanoparticle. The field lines, which by definition terminate on
a free surface charge and are perpendicular to the metallic surface, are clearly crowded
near the sharp tip of the ellipsoid.
2.3.3 Complex structures and plasmon hybridization
The canonical nanoantenna design is that of two identical particles separated by an en-
gineered, nm-sized gap. This gap serves the complementary purposes of concentrat-
ing a freely propagating excitation field into sub-diffraction “hot-spots” and transduc-
ing minute optical signals (e.g., fluorescence from biological objects or quantum dots)
into the far-field for detection via scattering [65,66]. The plasmon modes of the individ-
ual particles are visualized by their spatial charge density distribution, ρ (r), and can be
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Figure 2.2 | Lightning-rod effect. Illustration of the charge distribution and electric field
lines near (a) a spherical nanoparticle and (b) an ellipsoidal nanoparticle.
thought of as superpositions of dipolar and higher-order terms. When the nanoparticles
are brought into close proximity, the charge distributions on the antenna arms interact
via Coulomb forces, and the result of this near-field interaction is a redistribution of the
charge densities on the nanoantenna structure. This interaction gives rise to a lower-
energy, symmetric mode in which the charge oscillations on the two arms oscillate in
phase and a high-energy, anti-symmetric mode characterized by anti-phase (pi out of
phase) oscillations, as shown in Fig. 2.3.
Figure 2.3 | Plasmon hybridization. Hybridization model for ellipsoidal nanoparticles.
Adapted from [67].
The modification of the plasmon modes is captured by the plasmon hybridization
model, which draws an analogy to the hybridization of electron orbitals in chemical
bonding [1, 67, 68], and is useful for understanding the spectral response of a given
nanoantenna structure. Evidently, the LSPR modes of nanoantennas are strongly de-
pendent on the polarization of the input electric field. In particular, when the input
polarization is along the dimer axis (that is, the axis connecting the tips), a symmetric
mode is developed, which produces a redshift in the hybrid LSPR compared to the indi-
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vidual particle. This redshift can be understood as resulting from a Coulomb screening
effect, whereby the restoring force on the electron cloud of one particle is reduced by the
presence of the adjacent, opposite charge from the neighboring particle; this effect is ev-
ident in the gap region of the σmode in Fig. 2.3. This configuration, which is referred to
as “horizontal” polarization in this dissertation, leads to strong enhancement in the gap
region of the nanoantenna, and is therefore commonly employed in nanoplasmonics.
In the opposite “vertical” polarization case, the input field is perpendicular to the dimer
axis and produces a blueshift in the resonance compared to an isolated particle; this
configuration produces enhanced fields near the outside edges of the nanoantenna [67].
2.3.4 Array effects
The LSPR response of an isolated nanoantenna can be modified by utilizing an array.
Here, the response of an individual antenna, modeled as the effective dipole
E (r)= 3nˆ
(
nˆ ·peff
)−peff
4pi²0²m
1
r 3
, (2.24)
where nˆ is a unit vector and peff = ²0²mα∗E0 is the effective dipole moment, is modified
by interaction with the dipole field of neighboring nanoantennas placed at a distance
Γ (the array spacing) [58]. The array effect produces a modified single-particle polariz-
ability α∗ = (1/α−S)−1 where
S =
∑
j 6=l
[(
3cos2ϕ j l −1
)(
1− ikr j l
)
r 3j l
+ k
2 sin2ϕ j l
r j l
]
e ikr j l , (2.25)
and ϕ j l and r j l are the in-plane angle and distance between antennas j and l , respec-
tively, and k = nk0 is the wavenumber of the medium with refractive index n [58]. Sim-
ilar to the isolated-antenna case, the poles of α∗ determine the resonance of the array.
Furthermore, by tuning the array spacing and the geometrical or material parameters of
the nanoantennas, the array effect can also increase the field enhancement in the gap
region by more than an order of magnitude compared to an isolated nanoantenna [69].
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2.3.5 Scattering, absorption, and extinction
The remarkable properties of plasmonic nanoantennas are attributed to their resonant
enhancement of scattering and absorption of incident radiation. In the context of plas-
monics, extinction is the rate of energy removal from an incident electric field by a
nanoantenna: Wext =Wscat+Wabs, where Wscat and Wabs are the scattered and absorbed
power, respectively, given by
Wabs =−
Ï
∂V
Re
[
Etot×H∗tot
] ·ds, (2.26)
Wscat =
Ï
∂V
Re
[
Es×H∗s
] ·ds, (2.27)
where Re indicates the real part, ∗ the complex conjugate, Etot (Htot) is the total elec-
tric (magnetic) field in the vicinity of the nanoantenna, Es =Etot−Einc (Hs =Htot−Hinc)
is the scattered electric (magnetic) field, and Einc (Hinc) is the incident electric (mag-
netic) field [60]. The integration is performed over a surface s with boundary ∂V that
completely encloses the nanoantenna. The scattering and absorption properties of an
arbitrary nanoantenna can be characterized by the respective cross sections, given by
σscat =Wscat
I0
, σabs =
Wabs
I0
, (2.28)
where I0 = |Einc|2
(
2η0
)−1 is the incident optical intensity, and η0 =√µ0/²0 is the free-
space impedance.
2.4 Optical Forces
The description of optical forces, which are generated by the transfer of momentum
from an optical field to a material body, is facilitated by examining three distinct size
regimes: (1) the Rayleigh regime, where the particle diameter is d ¿ λ, (2) the Mie
regime, where d À λ, and (3) the intermediate regime where d ≈ λ. The two primary
forces are the scattering (radiation pressure) force Fscat, which is directed parallel to the
local Poynting vector S= 1/2Re[E×H∗], and the gradient force Fgrad, which is generated
by local inhomogeneities in the optical intensity distribution [37–39]. The competition
between these two forces forms the basis of optical trapping and motivates techniques
to increase Fgrad over Fscat.
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2.4.1 Rayleigh regime
In the Rayleigh regime, a particle can be modeled as a point dipole that oscillates in
phase with the input field, acquiring a dipole moment p (r) and thus an induced po-
larization current P (ω). The oscillation of P (ω) produces a secondary, re-radiated field
(namely, the scattered field) that interferes with the input, modifies the magnitude and
direction of the energy flux of the input electromagnetic wave, and causes a momen-
tum transfer to the particle [70]. This process gives rise to the optical forces acting on
the particle, which can be written in terms of the Lorentz force acting on the oscillating
dipole [71]
FL =
[
p ·∇]E+ iωp×B. (2.29)
Applying Eq. 2.17 and the vector identity (A ·∇)A= 1/2∇|A|2−A×∇×A gives
FL = Fgrad+Fscat =
α
2
∇I (r)+ σext
cm
I (r) eˆS, (2.30)
where I (r) is the local intensity distribution, cm = c0/n is the speed of light, and eˆS is a
unit vector parallel to S (r). Here, ∇×E≈ 0 follows from the quasi-static approximation,
in which the extinction cross section is given by σext = kIm[α]. From this analysis, two
crucial features are revealed:
1. The gradient force is proportional to the local gradient in optical intensity, ∇I (r),
and will direct particles with n > nm towards the high-intensity region.
2. The scattering force is proportional to the local intensity, I (r), and will direct par-
ticles parallel to the net energy flux (the Poynting vector).
2.4.2 Mie regime
In the Mie regime, particles are much larger than the optical wavelength and therefore
a ray-optics picture (λ ≈ 0) can be adopted to describe the forces. This approach offers
an intuitive picture of the optical forces generated by reflection and refraction of rays,
each carrying a momentum ħk, where k is the wavevector, by the trapped particle, as
shown in Fig. 2.4. The scattering force (Fig. 2.4a) arises from reflection of incident rays
from the particle surface, which causes a net downstream force on the particle [72]. In
contrast, the gradient force results from refraction of rays by the particle and has both
transverse and axial components. When n > nm the incident rays are refracted toward
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the normal at the particle surface (Fig. 2.4b, left panel), causing a rightward (leftward)
momentum transfer to the lower (higher) intensity ray; the relative intensity is indicated
by the arrow thickness. In accordance with Newton’s third law, a leftward (rightward)
force is produced on the particle by the lower (higher) intensity ray, resulting in the par-
ticle being drawn along ∇I (r) into the high-intensity region. Following the focused rays
as they are transmitted through the particle sitting below the focal point (indicated by
the intersection of the dotted red lines), it is clear that momentum is imparted to the
ray in a downward direction: kz,2 > kz,1. This momentum transfer results in the particle
experiencing an upward force (toward the focus). The magnitude of this axial gradient
force is increased with θ, and for a large enough numerical aperture NA = nm sinθ, the
axial gradient force can dominate the scattering force [38, 39].
Figure 2.4 | Optical forces in the Mie regime. (a) The optical scattering force is a result of
reflection of rays from the particle. (b) The optical gradient force results from refraction
of rays at the particle surface and has both transverse and axial components. Here, kz1,2
represent the incident and transmitted wave vectors, and the difference between the
two gives rise to the axial component of Fgrad.
2.4.3 Maxwell stress tensor and the intermediate regime
When the particle size is comparable to the input wavelength, the scattering problem
is too complicated to be solved analytically for an arbitrary object, and the use of ray-
optics is invalid [39]. Rather, calculation of optical forces in this regime requires the
use of the Maxwell stress tensor (MST), T¯. The stress tensor is simply a statement of
conservation of linear momentum in an optical field, integration of which yields the
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optical force F on an arbitrary object in an arbitrary electromagnetic field: E = Ex xˆ +
Ey yˆ +Ez zˆ, H=Hx xˆ+Hy yˆ +Hz zˆ
〈F〉 =
〈Ï
∂V
T¯ · nˆ ds
〉
=
〈Ï
∂V
[
²mEE−µ0HH− 1
2
(
²mE
2+µ0H2
)
I¯
]
· nˆ ds
〉
, (2.31)
where nˆ is the unit normal to surface, AA represents the outer product of vector A, 〈·〉
represents the time average, and I¯ is the unit dyad [11]. Thus to calculate the optical
force on an arbitrary object, it suffices to know the values of E and H on any surface
(e.g., cube, sphere) surrounding the object and field of interest [59]. A straightforward
method for implementing optical force calculations using the MST is to surround the
object of interest with a cube and evaluate Eq. 2.31 as follows
T¯=

Fxx Fxy Fxz
Fyx Fy y Fyz
Fzx Fzy Fzz
 ,
with
Fxx = ²r²0
4
(
Ex
2−Ey2−Ez2
)+ µrµ0
4
(
Hx
2−Hy2−Hz2
)
,
Fxy = Fyx = ²r²0
2
Re
[
ExE
∗
y
]
+ µrµ0
2
Re
[
HxH
∗
y
]
,
Fxz = Fzx = ²r²0
2
Re
[
ExE
∗
z
]+ µrµ0
2
Re
[
HxH
∗
z
]
,
Fy y = ²r²0
4
(
Ey
2−Ex2−Ez2
)+ µrµ0
4
(
Hy
2−Hx2−Hz2
)
,
Fyz = Fzy = ²r²0
2
Re
[
EyE
∗
z
]+ µrµ0
2
Re
[
HyH
∗
z
]
,
Fzz = ²r²0
4
(
Ez
2−Ex2−Ey2
)+ µrµ0
4
(
Hz
2−Hx2−Hy2
)
, (2.32)
which gives the time-averaged value of the j component of the optical force F j l acting
on the l surface of the cube at frequencyω. These expressions are evaluated on the three
cube surfaces with unit normals along the positive xˆ, yˆ , and zˆ directions, and the nega-
tive of Eq. 2.32 is evaluated on the surfaces with normals along the negative directions;
adding the six values together gives the net electromagnetic force on the body within the
cube.
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2.5 Optical Manipulation
Conventional optical trapping and manipulation makes use of high-NA optics to tightly
focus an input Gaussian laser beam to an ideally diffraction-limited focal spot. As a
result, strong gradient forces are established that are sufficient to overcome the scat-
tering force and enables 3-dimensional manipulation of objects ranging from ∼50 nm
to >10 µm in diameter throughout the focal volume [37, 39, 40, 43]. Optical tweezers
are most commonly employed for particles smaller than ∼5 µm suspended in an aque-
ous medium, where the optical forces are strongest [73, 74]. As such, Brownian mo-
tion factors significantly into trapped particle dynamics. The motion is a result of ran-
dom thermal perturbations to the particle and is characterized by a diffusion coefficient
D = kBT
(
6piµa
)−1 where kB is Boltzmann’s constant, T is the temperature, and µ is the
fluid viscosity [39]. The optical force can also be obtained via Fgrad = −∇U (r) where
U (r)= p ·E∝E ·E∝ I (r) is the potential energy landscape formed by the local intensity
distribution [75]. Consequently, a stable optical trap requires that the optical potential
energy landscape U (r) formed by the focused beam must be sufficiently “deep” so as
to prevent ejection of the particle by large, random Brownian fluctuations [73]. A deep
potential well thus generates optical forces that are strong enough to prevent environ-
mental destabilization of the trap. The strength of these forces is gauged principally
either by the trap stiffness, κ, or the trap efficiency Q.
2.5.1 Trap stiffness
For sufficiently small deviations of a spherical particle from the center of an optical trap,
∆x <w0/2 where w0 = 0.61λ/NA is the focal-spot radius, the trap can be approximated
as a Hookeian spring whereby the optical force is proportional to the particle displace-
ment F = −κx [38, 39, 75]. This model implies that the particle resides in a harmonic
potential U = 1/2κx2 and experiences random perturbations from Brownian motion.
This process is modeled using the Langevin equation
mx¨ (t )+β0x˙ (t )+κx (t )=
√
2kBTβ0 Ω (t ) , (2.33)
where m is the mass of the particle, β0 = 6piµa is the Stokes drag coefficient, andΩ (t ) is
a Gaussian random process representing the Brownian force [76]. For typical conditions
of room-temperature particle trapping in water, this system is strongly overdamped and
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can be simplified to
x˙ (t )+2pi fcx (t )=
p
2D Ω (t ) , (2.34)
where fc = κ
(
2piβ0
)−1 is the characteristic, corner frequency of the optical trap. Fourier
transformation of Eq. 2.34 reveals a Lorentzian power-spectrum of particle fluctuations
in the trap [76]:
Sxx
(
f
)= kBT
pi2β0
(
f 2+ fc2
) , (2.35)
which can be used to assess the stiffness of an optical trap. Here, the position fluctua-
tions of a trapped particle are monitored by imaging the forward scattered light from the
sample volume onto a quadrant photodetector (QPD) using a condenser lens [76, 77].
Fitting the experimentally obtained power spectral data to the Lorentzian given by Eq.
2.35 enables extraction of the corner frequency, from which the trap stiffness is obtained
κ= 2piβ0 fc. (2.36)
2.5.2 Trap efficiency
Whereas the stiffness model characterizes optical forces for small particle displacement,
it fails to assess the maximum force exerted by the optical trap, which occurs near w0/2
for a Gaussian focus. The maximum force gives the trap efficiency
Q = Fmaxcm
P
, (2.37)
where P is the optical power at the focal point, and is determined via the Stokes drag
method [39]. This method involves subjecting the trapped particle to a fluid flow of in-
creasing velocity until the particle is ejected from the trap by the fluid force Fmax =β0vc,
where vc is the experimentally determined critical velocity. When the particle distance
h from the sample chamber/substrate is comparable to is radius, a correction factor is
required to account for the boundary [39]
ζ (a,h)= 1
1− 916
( a
h
)+ 18 ( ah )3− 45256 ( ah )4− 116 ( ah )5 . (2.38)
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An alternative form is applicable when h < 100 nm [78, 79]
ζ (a,h)=
∣∣∣∣ 815 ln
(
h
a
)
−0.9588
∣∣∣∣ . (2.39)
In this expression, h is taken to be the distance between the bottom of the particle and
the substrate. This correction factor applies to the Stokes drag coefficient β= β0ζ (a,h)
and accounts for the particle proximity to the sample walls.
2.6 Experimental Setup
Figure 2.5 shows the experimental setup, which is comprised of a standard optical mi-
croscope (Olympus IX-81) equipped with 0.6- and 1.4-NA objectives for plasmonic and
conventional optical trapping, respectively. Continuous-wave laser sources are derived
from a spatially filtered laser diode module with 660-, 685-, and 785-nm wavelengths
and the pulsed source is a Ti:Sapphire laser (Spectra Physics Mai Tai) producing 100-
fs pulses with 80-MHz repetition rate. The Ti:Sapphire laser is used either for direct
excitation of the sample (optical trapping or nonlinear optical analysis) or to pump a
photonic-crystal fiber (NKT Photonics Femtowhite 800) to produce a spatially coher-
ent, supercontinuum source spanning 500–900 nm wavelengths for localized reflection
spectroscopy of the sample. Spectroscopy is performed using either a custom-built,
free-space spectrometer (Jobin Yvon CP140-103 grating, Andor DU420A camera) or an
optical-fiber-based spectrometer (Ocean Optics USB2000+). Samples consist of bowtie
nanoantenna arrays immersed in a water medium and illuminated either from the sub-
strate side first (upright) or the solution-side first (inverted), with horiztonal and vertical
input polarizations aligned parallel and perpendicular to the bowtie long axis, respec-
tively. Light is collected from the sample plane using either a brightfield 0.6-NA or a
darkfield-capable 0.9-NA objective, and the back focal plane of the condenser lens is
imaged onto a QPD for optical trap stiffness measurements. White light illumination is
coupled into the sample via a dichroic mirror for visualization of trapping using a CCD
camera.
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Figure 2.5 | Experimental Setup.
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Chapter 3
PLASMONIC OPTICAL TRAPPING
3.1 Background
The use of plasmonic nanostructures for optical manipulation is motivated by the op-
tical diffraction limit, which sets an upper bound on the achievable gradient forces in
conventional optical tweezers. Increasingly large input powers are thus required to ma-
nipulate objects of diminishing size, owing to the a3 dependence of the gradient force.
This size effect is especially problematic for manipulation of biological species, which
can be damaged by high input optical powers, as well as for controlling nanoparticles,
which exhibit strong diffusion within a diffraction limited focal spot [12, 14, 80]. As a
result, a wide variety of nanostructure geometries have been investigated for optical
manipulation since the first demonstration of plasmonic trapping in 2007 by Righini et
al. [53]. Examples include nanodots [13], nanopillars [17], nanoblocks [16], and dipole
nanoantennas [14]. To date, however, such structures have been employed in isolation
for optical trapping, that is, with array spacings too large for significant electromagnetic
coupling between structures. Evidently, there remains significant room to exploit both
the array and lightning-rod effects described in Chapter 2 to increase the performance of
plasmonic optical trapping. Thus, this dissertation focuses on the use of bowtie nanoan-
tenna (BNA) arrays of varying interparticle spacing for plasmonic optical trapping, or
plasmonic nanotweezers. Using BNAs as a model system, this chapter addresses the
general features of plasmonic optical trapping, including the effects of optical absorp-
tion and field enhancement on the optical forces derived from the BNAs. A theoretical
model is given describing the electromagnetic, heat-transfer, and fluid-mechanics phe-
nomena involved in plasmonic trapping, and a detailed analysis of plasmon-induced
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convection including substrate effects is provided. These results are used to form a basic
physical model of plasmonic nanotweezers by describing the interplay between electro-
magnetic and thermally induced forces acting on trapped particles [81, 82].
3.2 Understanding Plasmon-Induced Convection
The basic design of the BNAs is depicted in Fig. 3.1 and is comprised of arrays of bowties
fabricated onto an indium-tin oxide (ITO) coated SiO2 glass substrate using electron-
beam lithography [81]. The BNAs are placed in square arrays with spacing Γ= 425, 475,
525, and 575 nm, and individual antennas have thickness tBNA = 50 nm, gap size gBNA =
20 nm, and length lBNA = 130 nm, unless otherwise noted. For all experiments, the BNAs
are immersed in water.
Figure 3.1 | Bowtie Nanoantenna Parameters. (a) Illustration of the BNA array design
used throughout the dissertation. (b) Individual nanoantenna geometry. See text for
details.
Optical absorption by the BNAs establishes a temperature gradient in the fluid that
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gives rise to buoyancy-driven, thermo-plasmonic convection currents. This process is
governed by a set of coupled partial differential equations describing the electromag-
netic (EM), heat-transfer (HT) and fluid-mechanics (FM) phenomena. Making use of
a commercial software package (COMSOL Multiphysics), this system is solved starting
with the EM problem described by the time-independent vector wave equation [59]
∇× (∇×E)−k20² (r)= 0, (3.1)
where E is the total electric field in the vicinity of the nanostructures. Equation 3.1
is used to obtain the position-dependent (r) heat source density qh (r) = 1/2Re[J ·E∗],
where J is the current density induced in each nanoantenna and the ITO substrate. The
heat generation is dictated by the complex permittivity of the structures; for Au, the data
are taken from Johnson and Christy [83] whereas the ITO material parameters are given
in Fig. 3.2, in accordance with Kim et al. [84]. The heat source density is then used to
find the heat power generated by each element, Qh,j =
Ð
qh,j (r)d3r, from which the to-
tal dissipated heat power is found Qh,tot =
∑
iQh,j. The EM-generated heat power serves
as a source term for the coupled, steady-state HT-FM problem [85]
∇· [−κT∇T (r)+%cpT (r)u (r)]=Qh,tot, (3.2)
%0 [u (r) ·∇]u (r)+∇pf (r)−η∇2u (r)= F, with ∇·u= 0, (3.3)
where T (r), u (r), and pf (r) are the spatial temperature, fluid-velocity, and pressure dis-
tributions, respectively. The material parameters are κT, %, cp , and η (thermal conduc-
tivity, density, heat capacity, and kinematic viscosity, respectively). The ITO material pa-
rameters are κT = 10.2 W m−1K−1, %= 7150 kg m−3, and cp = 340 J kg−1K−1 [86], whereas
for Au, κT = 317 W m−1K−1, %= 19320 kg m−3, and cp = 129 J kg−1K−1. Here, the Boussi-
nesq approximation is used, which describes the buoyancy-driven natural convection
via an imposed volume force, F= g%0βw (T ) [T (r)−T0] zˆ, where g is gravitational accel-
eration, %0 = 998 kg m−3 and T0 = 20 ◦C are the reference density of water and temper-
ature, respectively, and βw (T ) is the temperature-dependent thermal expansion coeffi-
cient of water.
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Figure 3.2 | ITO optical properties. Plot of the real and imaginary parts of the dielectric
permittivity of ITO.
3.2.1 Electromagnetic response
The EM problem is solved using two different approaches based on either the finite-
difference, time-domain (FDTD) method or the finite-element method (FEM), which
are implemented using the commercial solvers Lumerical Solutions and COMSOL Mul-
tiphysics, respectively. The FDTD method is more convenient for handling solutions
spanning many wavelengths and for simulating infinite geometric arrays of nanoanten-
nas using a single unit cell. As such, this approach is used primarily to calculate the
spectral absorption cross section and intensity enhancement of the BNAs. On the other
hand, COMSOL enables integration of the EM results with other physical phenomena,
at the expense of increased computational cost.
The spectral response of intensity enhancement and absorption of the BNAs with
horizontal polarization is given in Fig. 3.3a,b, respectively. Here, these parameters are
calculated via Lumerical using plane-wave excitation of a single BNA unit cell and peri-
odic boundary conditions (BCs) to simulate an infinite array. In both cases, increasing
the array spacing causes a redshift in the LSPR location and enhances the magnitude of
the resonant response. The latter effect is a result of increased coupling between array
elements as Γ approaches the LSPR of the individual nanoantenna [87]. The spectral
intensity enhancement and absorption plots are useful for understanding plasmonic
trapping dynamics, wherein the former serves as a proxy for the optical force and the
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Figure 3.3 | Spectral response of the BNAs. Plot of the (a) intensity enhancement and
(b) absorption cross section of the BNAs with horizontal polarization as a function of
the array spacing.
latter for destabilizing temperature gradients and induced fluid flow.
The origin of plasmon-enhanced optical forces is the near-field confinement and
enhancement effects exhibited by nanoantennas. In the case of BNAs, incident optical
fields are confined to 20 nm in the transverse x-y plane, corresponding to the bowtie
gap, and within ∼50 nm axially from the bowtie surface. This is clear from Fig. 3.4,
which shows the near-field intensity distribution |Emax/E0|2 of a single BNA on a log-
arithmic scale. When excited with horizontal polarization (Fig. 3.4a,b) the BNAs pro-
duce intensity enhancements more than three orders of magnitude, which, when cou-
pled with the tight spatial confinement, generate enormous near-field intensity gradi-
ents that strongly enhance optical forces. In contrast, vertical polarization produces hot
spots on the outside edges of the BNA, and reduced confinement/enhancement com-
pared to horizontal polarization (Fig. 3.4c).
In practice the BNAs are illuminated with a finite Gaussian beam focused with a 0.6-
NA objective, and therefore it is instructive to examine the spatial electric field distribu-
tion |E/E0| produced in this case. This finite-extent EM problem is solved (using COM-
SOL) for a 9 × 9 rectangular array of 425-nm spaced BNAs placed on an ITO square with
a thickness of 50, 75, or 100 nm that is embedded in a SiO2 substrate with a thickness
of 8.5 µm. Figure 3.5 shows the two-dimensional electric field distribution |E/E0| (Fig.
3.5a–c) along with a one-dimensional line plot (Fig. 3.5d) taken horizontally through
the center of the BNAs. The resonance of this system is evident in the spectral absorp-
tion cross section in Fig. 3.5e, which closely matches the FDTD results for this array; the
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Figure 3.4 | BNA near-field intensity distribution. (a) Top and (b) side view of the opti-
cal near-fields produced by BNAs at the peak LSPR with horizontal polarization plotted
on a logarithmic scale. (c) Optical near-fields for vertical polarization.
spatial field distributions are plotted for three cases: λOR = 685, λNR = 785, and λR = 860
nm, which correspond to off-resonant, near-resonant, and resonant illumination with
respect to the peak LSPR of the array.
The EM response of the array results in excitation of antennas outside of the 0.6-NA
focal spot (indicated by dotted black lines) for all resonance conditions. This effect arises
from near-field diffraction of the incident light by the grating composing the nanoan-
tenna array [58,87,88]. Note that a distinct advantage of the finite simulation compared
to a unit-cell, periodic simulation is that while both produce the same spectral response,
the former can reveal diffractive effects not evident from a single unit cell. When the in-
cident light matches the critical grating period Γc = mλ0/
(
nITO sinθinc+nH2O
)
, where
m = 1 is the diffraction order, nITO (nH2O) is the refractive index of the ITO (water), and
θinc is the incident angle, incident light in the first diffracted order switches from evanes-
cent and propagates parallel to the BNA plane, resulting in a grating resonance known as
the Rayleigh anomaly [87]. Here, Γc ∼ 515, 590, and 650 nm forλOR, λNR, andλR , respec-
tively. Thus, increasing the incident wavelength from 685 nm to 860 nm corresponds to
a red-detuning from Γ = 425 nm. Given that Γ < Γc, the grating order is evanescent;
however, there still exists near-field interactions between the bowties that are increas-
ingly suppressed with increasing wavelength [89]; this effect is evident in the spatial field
distributions in Fig. 3.5a–c which show diffracted side lobes that decrease in intensity
with increasing wavelength. Further, near-field diffractive excitation of nanoantennas
outside the focal spot can be seen in Fig. 3.5d, which shows field enhancement peaks
occurring at integer multiples of the grating period Γ (i.e., at the location of the bowties).
Outside of the central 3 × 3 antennas, there is a vanishingly small input field,yet the
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Figure 3.5 | Finite BNA array simulation. Spatial field distributions for (a) off-resonant,
(b) near-resonant, and (c) resonant illumination; scale bars are 1 µm. (d) Field distri-
bution line plot showing a horizontal cut through the middle of the array; dashed lines
indicate the focal spot of the Gaussian beam. (e) Plot of the spectral absorption cross
section of the 9 × 9 BNA array.
outer bowties exhibit strong enhancement peaks. As a result, each element contributes
to optical absorption and therefore overall collective heating of the array.
3.2.2 Heating and plasmon-induced convection
A two-dimensional vertical slice of the convection velocity profile overlaid on the tem-
perature distribution ∆T = T (r)−T0, is shown in Fig. 3.6. The convection is charac-
terized by fluid drawn radially inwards toward the illuminated focal spot along the sub-
strate and an axial jet along the optical axis (Fig. 3.6d). The flow has the general features
of a toroidal Rayleigh-Be´nard (RB) flow, which is likely the reason that plasmon-induced
convection has been mistakenly referred to as RB flow in the literature [56]. The temper-
ature distribution in the array is strongly dependent on the presence of ITO as evidenced
in the top down view in Fig. 3.6b,c, which depicts BNAs under resonant illumination
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with and without ITO; these temperature distributions are plotted with the same tem-
perature range. Aside from peak temperatures, there are only slight variations in the
temperature distributions for all parameters considered.
Figure 3.6 | HTFM results. (a) Fluid convection pattern overlaid on the temperature
distribution generated by resonant illumination of the BNA+ITO system. The green ref-
erence arrow indicates 1-µm s−1 fluid velocity and the left-hand scale bar is 50 µm.
The inset shows the temperature distribution near the BNAs; the scale bar is 1 µm. (b)
‘Top’ view of the temperature distribution of the BNAs with a 75-nm-thick ITO slab. (c)
Temperature distribution of the BNAs without an ITO slab. (d) Illustration of plasmon-
induced convection with velocity arrows overlaid on the background temperature dis-
tribution. The inset shows an SEM image of a single BNA; scale bar is 200 nm.
Clearly, the ITO significantly increases the spatial extent of the temperature distri-
bution compared with BNAs on bare SiO2. The mechanism for this effect is twofold.
First, the thermal conductivity of ITO is ∼10 times larger than that of SiO2; therefore the
heat generated by the nanoantennas can more easily diffuse throughout the ITO sub-
strate. Second, since ITO is also intrinsically absorptive, owing to a non-zero imaginary
permittivity, it generates endogenous heat power via dissipative losses which in turn
increases the temperature and heat flux in the areas between individual nanoantennas.
Since conducting metal oxides such as ITO are present in many plasmonic systems, their
effect on heating is essential to characterize plasmon-induced convection.
Given that the buoyancy force is dependent on ∆T (r), the ITO strongly influences
the maximum convection velocities vmax achieved in the system. Similar to ∆T (r), the
steady-state velocity distributions appear nearly identical for all parameters with the
only difference being the maximum velocity achieved for a given parameter set. The
effect of including the ITO substrate is evident in Fig. 3.7 – the maximum velocities of
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750, 1310, and 1325 nm s−1 for λOR, λNR, and λR, respectively, are at least one order of
magnitude larger than those attained using an SiO2 substrate of ITO. For BNAs without
ITO, vmax does not exceed 200 nm s−1 despite ∆Tmax > 40◦C. The reduced temperature
and velocity can be attributed to the fact that the low thermal conductivity of the SiO2
substrate causes the temperature distribution to be concentrated near the central illu-
mination spot, as shown in Fig. 3.6b,c. This property prevents effective transduction of
thermal energy to the fluid bath, thereby leading to lower overall fluid velocities despite
the substantial temperature increase.
Figure 3.7 | System comparison and ITO screening. (a) Maximum fluid velocity and
temperature increase for the various systems. When present, ITO thickness is 75 nm.
Solid (striped) bars correspond to velocity (temperature). Fluid velocities for the bowtie
+ SiO2 case are scaled 10× for clarity. (b) Velocities and temperatures as a function of
ITO thickness for all three resonance conditions considered. Solid lines are included to
guide the eye.
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In contrast, the dissipative heating from a 10 × 10 µm2 ITO slab alone establishes
convection currents approaching 300 nm s−1 with a 20 ◦C increase for a 5 mW input
power. Compared with an isolated bowtie on SiO2, the BNAs produce an order of mag-
nitude increase in convection velocity. However, simply placing the antennas in an array
is insufficient to generateµm s−1 fluid velocities assumed in previous studies [56]. These
results clearly demonstrate the importance of the ITO substrate for maximizing convec-
tion velocities for a given nanoantenna system. Figure 3.7 shows the velocity and tem-
perature increase calculated as function of ITO thickness tITO. For all cases, increasing
tITO from 50 to 75 nm produces larger velocities and temperatures due to larger volu-
metric heat production by the substrate. However, for λOR and λNR, ITO thicknesses
larger than 75 nm cause a screening effect whereby the ITO mitigates BNA excitation
intensity, reduces overall absorption, and drives the maximum temperature and thus
the maximum velocity developed by the system downward. The increase in vmax for ITO
thicknesses above 75 nm with resonant illumination can be attributed to the fact that the
absorption cross section at λR is at least two times that of the off-resonant cases. This
resonantly enhanced absorption by the BNAs offsets the input-wave attenuation from
the 100-nm-thick ITO; this observation is supported by the fact that ∆Tmax remains ap-
proximately the same after a 33% increase in tITO.
The behavior of vmax and ∆Tmax as a function of tITO indicates that the absorption
in the system does not follow a simple Beer’s law form, wherein the optical intensity af-
ter the ITO (the BNA excitation intensity) is given by I = I0e−αabstITO , where αabs is the
absorption coefficient of the ITO [60]. In this scenario, increasing tITO enhances vol-
umetric absorption and therefore Qh,ITO, the heat generation in the ITO, which would
drive the temperature of the system upwards. For ITO without BNAs, such a monotonic
increase ofQh,ITO with tITO is indeed observed. However, for BNAs without ITO, the heat
power dissipated in the ITO for λOR (λNR) decreases from 120 µW (190 µW) to 90 µW
(160 µW) as tITO increases from 75 to 100 nm. This observation suggests that the pres-
ence of the BNAs modifies the heat absorption in the ITO from the nominal case of ITO
alone, and thus gives rise to the nonlinear behavior observed in Fig. 3.7. This heretofore
unreported nanoantenna-mediated absorption may be useful for independent control
of thermo-plasmonic fluid convection velocities and temperature. Furthermore, it has
important implications for plasmonic optical trapping, where particle dynamics are de-
pendent on the local temperature and fluid velocities.
Given the small size scales associated with plasmon-induced convection, these flows
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can in general be classified as Stokes flows [85]. As such, the nonlinear first term in Eq.
3.3 is expected to have a small contribution to the overall fluid velocity. Similarly, Eq. 3.2
Figure 3.8 | Velocity and temperature sensitivity. Plot of the (a) maximum velocity and
(b) temperature increase for a 75-nm-thick BNA+ITO system with 0.6-NA illumination
as a function of input power forλOR, λNR, andλR indicated by blue, red, and black mark-
ers, respectively. The dotted red line indicates the boiling point of water. Corresponding
(c) velocity and (d) temperature plots for 0.25-NA illumination. Linear fits parameters
are summarized in the inset tables.
contains no nonlinear terms involving the electromagnetic heat source Qtot. This linear
behavior is evident in Fig. 3.8, which shows the maximum fluid velocity and temper-
ature increase in a 75-nm-thick ITO+BNA system as a function of input optical power
with 0.6- and 0.25-NA illumination, Fig. 3.8a,b and Fig. 3.8c,d, respectively. Comparing
the different systems by fitting these data to a linear curve, the slope parameters δv and
δT are extracted. These values can be regarded as velocity and temperature sensitivity
values for each combination of wavelength and ITO thickness in that they characterize
the respective responses for a unit power change. Evidently, off-resonant illumination
results in lower sensitivity of the plasmonic convection velocity and temperature to a
unit power increase. Consequently λOR should be utilized with higher input power than
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λNR and λR for efficient fluid and mass transport, but the reduced sensitivity is useful
for particle trapping inasmuch as it mitigates destabilizing convection currents. Inter-
estingly, the sensitivity at each wavelength follows the same behavior shown in Fig. 3.7.
Specifically, the sensitivity at λR increases monotonically with tITO whereas for the off-
resonant cases, it displays a maximum near 75-nm. Given that δv (tITO) and δT (tITO) are
derived from the system response over a range of input powers, these quantities serve
as useful design metrics for achieving a desired thermo-fluidic response from a given
plasmonic system.
3.2.3 Experimental measurement of plasmon-induced convection
To verify the effect of ITO on the thermo-fluidic response of the BNAs, the convection
velocity of polystyrene tracer particles is measured for hITO = 50, 75, and 100 nm and
input wavelengths of λ = 685, 785, and 860 nm. Three separate BNA samples of vary-
ing ITO thickness are produced on 400-µm-thick SiO2 substrates using electron beam
(e-beam) lithography (EBL). ITO films are produces using a Cooke Dual-Gun sputtering
system with 8 sccm flow of Ar at 2×10−6 pressure with a ∼9 nm min−1 deposition rate
calibrated via a Metricon Model 2010/M Prism Coupler and KLA-Tencor Alpha-Step IQ
profilometer. Fabrication of the BNAs is performed by spinning a 100-nm-thick PMMA
e-beam resist layer onto the substrate, followed by a 2 min 200 ◦C bake. After e-beam
exposure, the resist is developed in IPA:MIBK 3:1 for 45 s, rinsed with isopropyl alcohol
for 30 s and dried under a high-purity nitrogen stream. Using a dual-gun e-beam evap-
orator, a 3-nm-thick Cr adhesion layer followed by a 50-nm-thick Au layer is deposited
and subsequent metal lift-off is performed by soaking the sample in acetone for 30 min.
A standard brightfield microscope (Olympus IX-81) is used to monitor the trajec-
tory of 6-µm-diameter polystyrene particles under the plasmon-induced flow; this par-
ticle size is chosen to minimize the influence of Brownian motion. The 785- and 860-
nm excitation is derived from a Ti:sapphire laser (Spectra Physics Mai Tai) operated in
continuous-wave mode. The 685-nm source is derived from a custom laser diode as-
sembly as described in Chapter 2. Care is taken to produce identical beam diameter for
the two sources at the input of the 0.6-NA objective. Time-lapse video microscopy (0.2
Hz framerate) is used to monitor the trajectory of particles approaching to within ∼10
µm of the focal spot to ensure no influence of optical forces on the measured average
particle velocities. Velocity data are recorded for 10 individual particles for each com-
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bination of ITO thickness and wavelength, by tracking the centroid of the particle as it
approaches from ∼50 µm to within 10 µm of the focal spot.
Figure 3.9 shows experimentally measured convection velocities for the various sys-
tems using 2.5 mW of input optical power for all wavelengths, which is required due to
limits on available power at λ = 860 nm. Given that vmax and ∆Tmax scale linearly with
input power over the entire range of ∆T = 0 to the boiling point of water, the trends in
vmax and ∆Tmax as function of hITO are preserved when using lower input power com-
pared to the theoretically calculated values in Fig. 3.7. The ITO screening effect is ev-
ident in Fig. 3.9a, which shows that velocities are maximized at hITO = 75 nm and de-
crease with ITO thickness beyond this value for all three resonance conditions. To rule
out the possibility that anomalously large absorption in the 75 nm ITO sample causes
the observed maximum, convection velocities are measured for an ITO-only system un-
der the same input optical conditions. Figure 3.9b shows that the maximum velocities
for all wavelengths occur at hITO = 100 nm, which is consistent with standard Beer-
Lambert absorption in the ITO-only system. This observation further supports that
ITO screening and deviation from the Beer-Lambert model are responsible for observed
maxima in Fig. 3.9a. The fact that ITO screening is observed for λR indicates that the ef-
fect is stronger than theoretically predicted. In addition, measured velocities are larger
than predicted values for all three resonance conditions. Together, these facts suggest
stronger ITO absorption possibly due to a deviation of the optical properties of the ac-
tual ITO films compared to those used in the model.
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Figure 3.9 | Experimental plasmon-induced convection results. Measured convection
velocities for the (a) BNAs+ITO system and (b) the ITO-only system. Black, blue, and
yellow data points correspond to λOR, λNR, and λR, respectively. Error bars represent the
standard error in velocity measurement over 10 experimental runs for each data point;
gray bars are used for λNR for clarity. Dashed lines are included to guide the eye.
The spatial extent of the convection currents, which are predicted theoretically to
span several hundredµm2, is verified experimentally using time-lapse video microscopy
to observe convection velocities of PMMA tracer particles with diameters from 1 to 20
µm in both BNA+ITO and ITO-only systems, as shown in Fig. 3.10. Particle convec-
tion is observed over several minutes in order to compute the average particle veloc-
ities, which for BNAs + ITO range from ∼600 to 900 nm s−1. Moreover, particles are
drawn inwards from distances > 200 µm from the focal spot, confirming the large-scale
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Figure 3.10 | Time-lapse convection frames. Experimental demonstration of fluid con-
vection coupled BNA+ITO system (top panels) and the ITO-only system (bottom pan-
els). Scale bars in the top (bottom) panels are 50 µm (25 µm).
plasmon-induced convection predicted in the model. The angles of an example particle
trajectory are provided in Fig. 3.10 to show the approximate radial nature of the flow.
As particles approach the optical axis, optical forces can contribute significantly to par-
ticle dynamics. In particular, rapid acceleration in the transverse plane accompanied
by strong axial scattering away from the substrate is observed once particles approach
with ∼5 µm of the focal spot. However, within this region it is difficult to experimentally
separate the individual contributions of optical. Therefore convection velocities are de-
termined from particle motion outside of a 10-µm region.
3.3 Physical Model for Plasmonic Nanotweezers
With a clear understanding of the various phenomena involved in plasmonic optical
trapping, a physical model can be created describing the interplay between electro-
magnetic and thermally induced forces. Figure 3.11 shows these forces in two differ-
ent orientations: upright, where the BNAs are illuminated from the substrate-side and
inverted, where the excitation light encounters the particle before the BNAs [82]. The
plasmon-induced convection current is represented by the unlabeled arrows, and the
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Figure 3.11 | Physical model for plasmonic optical trapping. Illustration of optical and
fluid forces contributing to particle dynamics in plasmonic nanotweezers. The incident
polarization E and wavevector k are the same for both orientations; g is the gravitation
acceleration vector. The temperature map applies only to fluid convection arrows.
relative temperature is indicated by the arrow color. Plasmon-induced natural convec-
tion currents are present only in the upright orientation, owing to the fact that the fluid
is above the nanostructures in this case.
Trapped particles experience the standard optical scattering force Fscat, which is al-
ways directed axially, and the gradient force Fg,ax +Fg,l, which has contributions both
from the near-field intensity gradients of the BNAs as well as the input laser; the sub-
scripts “ax” and “l” refer to axially and laterally directed forces, respectively. Fluid drag
forces on the particle arise due to plasmon-induced convection, whereby the flow is
drawn radially inward toward the illumination spot, generating Fc,l, and forms an axial
fluid jet at the focal spot, generating Fc,ax as shown in Fig. 3.6d.
In the upright orientation, the primary force responsible for a stable optical trap is
Fg,ax, which results from the axial, near-field intensity gradients generated by the BNAs
(see Fig. 3.4); while illumination does contribute stabilizing axial gradient forces, the
0.6-NA is too low to form a stable optical trap. Conversely, Fscat and Fc,ax work to desta-
bilize the trap, and this competition places an upper limit on the input power for an
upright plasmonic trap; at some critical power, Fscat+Fc,l > Fg,ax and the trap becomes
destabilized. Thus, the upright orientation is regarded as a quasi-three-dimensional op-
tical trap: the nanostructures are required to balance Fscat+Fc,ax in the axial direction,
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but particles must be with ∼20 nm of the surface for trapping to occur. In contrast,
a standard three-dimensional optical trap can manipulate particles in three spatial di-
mensions due to an intrinsic balance of axial scattering and gradient forces via high-NA
illumination.
The situation is much different in the inverted orientation. First, given that the BNAs
and substrate are located above the fluid medium, thermo-plasmonic heating does not
generate natural convection currents, and as a result fluid forces are not present [85].
Second, both scattering and gradient forces are directed toward the BNAs and substrate,
and therefore no axial destabilization of the particle occurs. As such, the inverted con-
figuration is simply a 2D optical trap with plasmonically enhanced forces. A third con-
figuration is possible whereby the illumination direction is reversed in the upright case.
Here, plasmon-induced fluid forces are generated, but scattering and gradient forces
are directed towards the substrate. In this scenario, it is unlikely that axial drag will
overpower optical forces, and thus it is also considered a two-dimensional plasmonic
trap [82].
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Chapter 4
MULTIPURPOSE PARTICLE
MANIPULATION
4.1 Introduction
Conventional optical tweezers make use of high-NA lenses to tightly focus an incident
laser exhibiting high spatial-mode purity to establish gradient forces that confine ob-
jects in three dimensions. The technology has given rise to substantial advancements in
fields spanning from atom trapping and Bose-Einstein condensation [50] to colloidal dy-
namics and single-molecule biophysics [40,90]. Despite its ubiquity, conventional opti-
cal trapping is limited by diffraction, which establishes an upper bound on the achiev-
able intensity for standard far-field optics, as mentioned in Chapter 2. This limit in turn
constrains the maximum trapping force for a given input power. In an effort to circum-
vent this problem, recent efforts have turned toward the near-field confinement prop-
erties of plasmonic nanostructures [12–14, 53, 91–93].
To date, plasmonic trapping modalities have typically relied on resonant excitation
at the peak LSPR wavelength, which maximizes near-field intensity gradients but gen-
erates significant heating and fluid convection, as seen in Chapter 3. These non-optical
forces have generally been regarded as deleterious to plasmonic nanotweezers, and pre-
vious efforts have aimed at minimizing thermo-fluidic forces [17,91]. Furthermore, cur-
rent implementations of plasmonic trapping involve confining particles at the surface
of a single nanostructure, which precludes manipulation (e.g., smooth translation) of
trapped objects over an extended plasmonically generated potential energy landscape.
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This chapter presents the first experimental demonstration of the use of Au bowtie
nanoantenna arrays for efficient, multipurpose particle manipulation of submicron- to
micron-sized objects. Optical trapping efficiencies are measured for Γ = 425, 475, 525,
and 575 nm for both horizontal and vertical input polarization in the upright orienta-
tion, with values among the highest reported to date. Stable single-particle trapping is
achieved using off-resonant illumination of the BNAs. Using this approach, the delicate
interplay between optical and thermally induced forces is tuned to achieve three distinct
states of trapping: (1) lateral delocalization, (2) single-particle trapping, and (3) multiple
trapping of self-assembled, two- and three-dimensional hexagonally packed clusters.
These states are referred to as phases and a set of novel, empirically obtained plasmonic
optical trapping phase diagrams are introduced to characterize the trapping response of
the BNAs as a function of input power, wavelength, polarization, particle diameter, and
array spacing. The phase diagrams are used to engineer specific trapping tasks including
dexterous, highly efficient particle manipulation and particle sorting [94]. These results
shows that BNAs extend the capabilities of current plasmonic trapping architectures.
Moreover, trapping is achieved using low input intensities at the trapped particle loca-
tion (108–109 W m−2), which makes BNAs an attractive platform for biological trapping
applications due to reduced risk of specimen damage [80].
4.2 Trapping Efficiencies from BNAs
For this study, two interchangeable trapping sources comprising 660- and 685-nm wave-
length, spatially filtered laser diodes are focused onto the BNAs by means of a collar-
adjustable, 0.6-NA objective (Olympus LUCPlanFLN 40x). The BNAs / ITO-coated SiO2
substrate form the bottom of a custom-made trapping chamber consisting of a gas-
ket with a 13 mm diameter (Invitrogen CoverWell) and sealed with a standard 24 × 60
mm microscope coverslip. The BNAs are immersed in an aqueous solution contain-
ing polystyrene spheres with diameters of 0.5, 1.0, or 1.5 µm (or combinations thereof).
A combination of a precision microscope stage and a galvonometer-based laser scan-
ning mirror (galvo) are used to control the beam and trapped particle trajectories. The
strength of the plasmonic trap over the parameter space is assessed via the plasmonic
trapping efficiency Qtrap = Fmaxcm/P0, where the maximum force Fmax contains contri-
butions from optical and thermally induced forces.
To measure Qtrap, the galvo is used to drive the trapped particles sinusoidally with
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a peak-to-peak displacement (App) of 5 µm, giving a maximum particle velocity vc =
piApp/tpi occurring in the middle of the sinusoidal trajectory where tpi is the one-half
period transit time. The maximum force is assessed by decreasing tpi until particles are
observed to exit the trap in the center of the trajectory. The correction factor given in Eq.
2.39 is applied to the measured drag forces and has values ζ20 = 2.67, 3.04, and 3.26 for
0.5, 1.0, and 1.5 µm particles, respectively, assuming a particle height, h, of 20 nm above
the substrate. It is well known that h is a difficult parameter to assess experimentally,
owing to the nanometer-size scale and Brownian motion that causes particles to visit
multiple trap heights with variations on the millisecond time scale [39, 78]. As such, the
value h = 20 nm is assumed as an average height of the particle for the calculation of
ζ, given that the particle must be within ∼40–50 nm of the surface to be stably trapped;
this fact is evident in Fig. 3.4, which shows the axial field decaying to the background
value above ∼50 nm above the BNA surface. Based on this assumption, the given values
are within 5% of the average value of ζ (ζavg) for all possible particle heights spanning
1–50 nm as given by
∆ζ= ζ20−ζavg
ζ20+ζavg
. (4.1)
Figure 4.1 shows the experimentally measured trapping efficiencies considered in
this study. Each value corresponds to the average of 15 force measurements taken over
three power levels. Results for a 685-nm wavelength source are given in Fig. 4.1a,b, and
the 660-nm results are given in Fig. 4.1c,d. The largest trapping efficiencies are 1.72,
0.65, and 0.27 for the 1.5, 1.0, and 0.5 µm particles, and occur for a horizontally po-
larized, 685-nm wavelength on the 425-nm spaced array. These values are 15–20x the
expected efficiencies for conventional, high-NA optical traps [95] and are comparable
to those obtained using high-NA, nanodot-based plasmonic optical traps, which are the
highest reported to date [13]. It is important to consider the role of plasmonic heating
in the measured trapping force, in which elevated temperatures can reduce the viscosity
of the fluid medium and thereby reduce the drag force. Given that the maximum in-
put optical power used for efficiency measurements is 1 mW, a maximum temperature
increase in the nanoantennas of ∼4 ◦C is expected from Fig. 3.8. However, given theo-
retically predicted temperature gradients of 5 ◦C µm−1 for these conditions, the overall
decrease in viscosity is assumed to be negligible.
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Figure 4.1 | Experimental trapping efficiencies. Trapping efficiencies for a source with
685 nm wavelength and (a) horizontal or (b) vertical input polarization. Blue, green,
and black bars correspond to 0.5, 1.0, and 1.5 µm particles, respectively. Trapping ef-
ficiencies for a source with 660 nm wavelength and (c) horizontal or (d) vertical input
polarization. Red, tan, and black bars correspond to 0.5, 1.0, and 1.5 µm particles, re-
spectively. Error corresponding to the standard error in velocity measurements is less
than 1% for all data points.
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Normally,Qtrap is taken to be the ratio of maximum optical force to the total momen-
tum flux of light and thereforeQ ≤ 1 [39]. Thus, the measuredQ > 1 implies the existence
of auxiliary trapping forces and has been seen experimentally prior to this work [13]. As
described in Chapter 3, these auxiliary forces are the convection forces Fc,l arising due
to thermo-plasmonic heating. Inasmuch as these forces are directed radially inward to-
ward the focal spot, they work to keep the particle in the center of the focal spot and
therefore increase the trapping efficiency. The efficiency results verify that heating is
not necessarily deleterious to the trapping mechanism, given felicitous choice of illumi-
nation wavelength and trapping power. Moreover, they show the extraordinary trapping
ability of BNA-based plasmonic optical traps; such high efficiencies permit large field-
of-view, single-particle trapping with as little as 15, 25, and 50 µW at the focal plane for
1.5, 1.0, and 0.5 µm particles, respectively.
In general, the BNA trapping efficiency decreases with lower bowtie number density
and is typically larger for horizontal polarization compared to vertical. This trend is con-
sistent with the larger field enhancement and confinement generated by horizontal po-
larization compared to vertical (Fig. 3.4). Further,Qtrap increases with particle diameter
as observed in conventional optical traps [74, 95]. However, it is difficult to pinpoint an
exact trend in trapping efficiency over the parameter space because it is dictated by the
interaction of the particles with a complicated potential energy landscape. Interestingly,
it is challenging to achieve stable trapping at or near the peak LSPR of the BNAs, despite
larger intensity enhancement at these wavelengths. This observation is attributed to in-
creased optical absorption and thus a larger contribution of Fc,ax, and demonstrates the
utility of using off-resonant illumination of plasmonic nanotweezers.
Similarly, there exists an input power threshold for illumination with both 660 and
685 nm wavelengths, above which single particle trapping is not possible. Such behav-
ior can be understood from the fact that both Fscat and Fc,ax increase in proportion with
the input power and eventually destabilize the trap. This behavior leads to a “multi-
ple trapping only” power regime in which single-particle trapping is not possible but
hexagonally packed clusters of particles can form when three or more particles enter
the trapping volume simultaneously. In so doing, the particles disrupt the axial fluid
flow, thereby reducing the contribution of Fc,ax and enabling the self-assembly of large
clusters via plasmon-induced convection.
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4.3 Plasmonic Trapping Phases
In light of these observations, the overall trapping behavior of the upright BNA nan-
otweezers can be classified into three distinct phases. The first is lateral delocalization,
in which the BNAs supply sufficient Fg,ax to prevent particles from scattering down-
stream but Fg,l is insufficient to overcome particle Brownian motion. The second, single-
particle trapping phase exists due to a delicate balance of optical gradient forces with
the scattering and convective forces. In this phase, dexterous particle manipulation is
possible over the full 80 × 80 µm2 array. Moreover, due to the close proximity of anten-
nas and the near-field diffraction effects, particles can be smoothly translated over the
BNA surface and no hopping behavior is observed as reported previously [13, 14]. It is
important to note that in this phase, it is also possible to trap particle clusters due to
contributions from Fc,l which recruits particles from outside the focal spot. The third,
multiple trapping only phase exists beyond the single-particle trapping threshold and is
characterized by two- and three-dimensional particle cluster formation. In this regime,
single-particle trapping does not appear to be possible as individual particles are axi-
ally rejected from the illuminated BNAs. In this case, the phase transition occurs when
Fscat+Fc,ax > Fg,ax.
Similar hexagonal particle clustering has been previously reported in flat Au sheets
supporting surface-plasmon polaritons [53]; however, the advantage of the BNAs is that
they allow for (heretofore unreported) manipulation of the self-assembled clusters over
the full array. Further, as the input power is increased in this phase, the particles form
three-dimensional stacks whereby additional particles occupy the interstitial locations
of the sublayers. This “billiard ball” type stacking is observed for all three particle di-
ameters, and the behavior implies that the near-field intensity gradients formed by the
BNAs are coupling at least 2 µm into solution. Inasmuch as the near-field gradients
drop to background values, i.e., the input intensity of the optical source, for h ∼ 40–50
nm above the bare BNAs, the particle stacking phenomenon suggests that there is some
auxiliary optical effect extending much beyond the range of the BNAs. Such behavior
is consistent with longitudinal optical binding in which the near-field intensity is refo-
cused by sublayer dielectric spheres [96]. Another possibility is a variant of the Talbot
effect, in which the diffractive nature of the BNAs causes constructive interference hot
spots along the optical axis [97, 98].
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Figures 4.2,4.3 show the full set of plasmonic trapping phase diagrams, which char-
acterize phase transitions as a function of particle size, wavelength, polarization, input
power, and bowtie array spacing.
Figure 4.2 | Plasmonic trapping phase diagram for horizontal polarization. Phase di-
agrams for all three particle sizes (rows) and each illumination wavelength (columns).
Blue curves correspond to transitions between lateral delocalization and single-particle
trapping phases whereas green curves correspond to the single-particle to multiple-
particle trapping only phases. The white-shaded region represents the single-particle
trapping phase and the inset image indicates the polarization direction.
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Figure 4.3 | Plasmonic trapping phase diagram for vertical polarization. Phase dia-
grams for all three particle sizes (rows) and each illumination wavelength (columns).
Blue curves correspond to transitions between lateral delocalization and single-particle
trapping phases whereas green curves correspond to the single-particle to multiple-
particle trapping only phases. The white-shaded region represents the single-particle
trapping phase and the inset image indicates the polarization direction.
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The ordinate in Figs. 4.2,4.3 indicates the bowtie number density and the horizon-
tal dotted lines correspond to experimentally investigated array spacings. The transi-
tion from the lateral-delocalization (LD) to single-particle trapping (SPT) phase as input
power is increased is indicated by the blue lines, whereas single-particle to multiple-
particle trapping only (MTO) phase transitions are shown as green lines. Values for the
LD-to-SPT transition are determined by slowly ramping the input power until Brownian
motion of the particles near the focal spot is visibly suppressed. This process is repeated
10 times for each LD-to-SPT data point measured. For the SPT-to-MTO transition, a par-
ticle is first trapped then the input power is slowly ramped until it is observed to scatter
axially away from the substrate (out of focus). Again, this process is repeated 10 times
for each transition point. In all cases, error in the power values for transition points is
<5%.
Figure 4.4 shows a specific case of the trapping phases of particles with diameters of
0.5 and 1.5 µm using horizontally polarized, 685-nm illumination.
Figure 4.4 | Synthesized trapping phase diagrams. (a) Phase diagram for 0.5 µm par-
ticles with horizontally a polarized, 685-nm input; the inset image shows the particle
manipulation capability of the SPT phase. (b) Phase diagram for 1.5 µm particles; the
inset image shows a typical three-dimensional cluster of particles formed in the MTO
phase. The indicated values on the ordinate correspond to the various BNA spacings
used. (c) Composite phase diagram combining Fig. 4.4a,b which shows the input pow-
ers and BNA number densities suitable for sorting of the two particle species, indicated
by the orange shaded regions.
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The LD-SPT transition occurs between 66 and 115 µW for 0.5 µm particles and be-
tween 38 and 95 µm for 1.5 µm particles for the various array spacings. The correspond-
ing SPT-MTO transitions occur between 600 and 100 µW and 360 and 390 µW for 0.5
and 1.5 µm particles, respectively. The dark gray shaded region indicates the LD phases
whereas light-gray indicates the MTO phases. Note that transition points for bowtie
number densities not tested may deviate from the vertical lines drawn between exper-
imentally measured transition points. The inset image in Fig. 4.4a shows an example
of single-particle trapping in which a particle is scanned in 20-µm-diameter circle over
the Γ = 475 array at approximately 30 µm s−1. The inset in Fig. 4.4b shows a typical
three-dimensional cluster formed in the MTO phase.
Figure 4.4c shows a hybrid phase diagram synthesized by overlaying Fig. 4.4a,b. This
diagram is applicable for mixed solutions of 0.5 and 1.5 µm particles and contains two
particularly interesting regions, indicated by orange shading. These regimes correspond
to power values at which selective optical trapping between particle species exists and
thus particle sorting is possible. In the lower power region, trapping of 0.5 µm particles
on all four arrays is not possible, due to insufficient power to overcome Brownian mo-
tion, however, there exists a 25–50 µW power band over which 1.5 µm particles can be
trapped and manipulated. In the second, higher-power sorting regime, 1.5 µm particles
cannot be trapped due to excessive Fscat+Fc,ax contributions, and this species is rapidly
rejected from the trapping volume, yet the 0.5 µm particles can still be trapped. The ob-
served particle-sorting behavior is driven by the fact that Fc,ax is effectively a Stokes drag
force, which scales linearly with particle diameter as shown in Chapter 2. As such, for a
given fluid velocity, viz. input power, Fc,ax is 3× larger for 1.5 µm beads compared to the
0.5 µm species. Figure 4.4c therefore demonstrates the full utility of the trapping phase
diagrams: they allow specific combinations of optical input parameters for a given Γ to
engineer particle-size specific optical trapping tasks including particle sorting.
Proof of the particle sorting mechanism is given in Fig. 4.5a, which shows video
frames of sorting by rejection of the 1.5 µm species and selective trapping of the 0.5 µm
species; Fig. 4.5b is the corresponding hybrid trapping phase diagram with the selected
BNA number density and trapping power indicated. In the first two frames, a cluster of
seven, simultaneously trapped 0.5 µm particles (shown by the green arrow) is translated
toward freely diffusing 1.5 µm particles, shown by the red arrow. The latter species is
subsequently rejected from the trapping volume (bottom two frames) and the smaller
species is retained. Note that this process occurs equally well using a singly trapped
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particle, but a cluster is used for clarity. This sorting-by-rejection process occurs with
input powers beyond the MTO transition for one of the species, and as a result occurs
quickly (∼1 s) due to a substantial Fc,ax component.
An alternative approach to sorting, whereby selective trapping of the larger species is
used, is shown in Fig. 4.5b,c. Here, 1.0 µm particles (orange dots) are selectively trapped
and manipulated outside of a specified sorting region marked by white-dashed lines.
This approach involves powers near the LD-SPT transition and therefore optical forces
are much lower compared to the rejection scheme. The input power used is within the
LD phase for the 0.5 µm particles (green dots), and therefore these particles are not per-
turbed by the laser spot. It can be seen that the larger particles are removed from the
sorting region and their population is significantly reduced over time (Fig. 4.5c inset).
However, sorting times are much longer due to lower input power, and this method may
not be useful for high-throughput sorting in lab-on-chip environments.
Figure 4.5 | Particle sorting. (a) Time-lapse frames of particle sorting by selective trap-
ping and rejection of 0.5- and 1.5-µm diameter particles, respectively. (b) Correspond-
ing phase diagram used for this sorting application showing the input power and BNA
number density used. (c) Time-lapse frames of sorting by selective trapping of 1.0 µm
particles. The inset shows the number of particles within the sorting area, marked by
white-dashed lines, and the time elapsed. (d) Corresponding phase diagram used for
this sorting application.
The exceptional trapping qualities of BNA arrays enable high-speed manipulation
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with peak velocities of ∼120, 80, and 50 µm s−1 for 0.5-, 1.0-, and 1.5-µm-diameter par-
ticles, respectively, using low-input power densities. Furthermore, the large trapping
efficiencies generated suggest that the BNAs significantly relax the constraints of stan-
dard optical trapping (e.g., high-NA lenses) via near-field confinement and enhance-
ment. This observation is verified by measuring the optical trapping efficiency using an
off-the-shelf laser pointer with∼1 mW output power and 660-nm wavelength. A value of
Q = 0.08 is obtained on the Γ= 425 nm array for 1.0-µm diameter particles, which is∼2x
the expected value from a conventional, high-NA optical tweezer. This result is remark-
able considering that the laser pointer outputs an elliptical, astigmatic spatial mode;
such poor mode quality is characteristic of laser diodes and makes their use in optical
manipulation applications problematic. However, the results of this work indicate that
bare laser diodes and BNAs can potentially be combined to create an integrated lab-on-
chip trapping system, obviating the need for bulky optics and expensive laser sources.
4.4 Discussion
Overall, BNAs represent an advanced plasmonic trapping architecture that combines
the high trapping efficiency and particle sorting capabilities of other plasmonic systems
into a single, multipurpose trapping platform. Moreover, BNAs can be used to signif-
icantly relax the constraints for conventional optical trapping, offering dexterous par-
ticle manipulation using low input power, low-NA, and poor laser spatial modes. This
study introduces the concept of plasmonic trapping phase diagrams, which condense a
wide range of trapping parameters into a set of useful diagrams that allow engineering of
multipurpose optical trapping tasks using BNAs. Given that thermo-plasmonic heating
is not unique to BNAs, the interplay of plasmon-induced convection and optical forces
that drives trapping phase transitions is not limited to this specific nanostructure ge-
ometry. Consequently, there is great future potential for exploiting such diagrams for
next-generation optical manipulation applications.
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Chapter 5
PLASMONIC NANOTWEEZERS:
INFLUENCE OF ADHESION LAYER,
ORIENTATION, AND TRAPPING
MEDIUM
5.1 Introduction
The ability of metallic nanostructures to greatly amplify optical forces has made plas-
monic devices increasingly popular for optical manipulation. To date, great effort has
been devoted to exploring the geometrical degree of freedom of nanoantennas in order
to maximize near-field intensity gradients. Such efforts have included both standard
FDTD models [99] and advanced theoretical approaches based on, e.g., genetic algo-
rithms designed to optimize the plasmonic field enhancement [100, 101]. Experimen-
tally, a diverse range of architectures, including nano-dots, dipole antennas, and BNAs
has been investigated for nanotweezers [13, 14, 94]; however, a common feature in most
designs is the use of Au as the material of choice for fabrication. Gold structures require
an intermediary adhesion layer (AL) in order to firmly adhere to a substrate, with Ti or
Cr being the most common AL materials used [102, 103]. The effect of the AL material
on resonant plasmonic properties has been investigated both theoretically [102] and ex-
perimentally [103], where it was found that increased absorption losses from the AL can
damp radiative emission from plasmonic nanostructures. However, despite the ubiquity
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of the AL, its effect on plasmonic nanotweezer performance has not been studied.
Typically in plasmonic optical trapping, nanostructures are illuminated at or near
the peak LSPR in order to generate maximum near-field intensity gradients [104]. Res-
onant illumination causes significant heat generation due to enhanced optical absorp-
tion by the nanostructures, resulting in significant plasmon-induced convection cur-
rents [81]. This process has generally been regarded as deleterious in the plasmonic
trapping community, and techniques using integrated heat sinks [17] or thin sample
chambers [57, 93] have been used to mitigate these effects. While the excitation wave-
length of plasmonic nanotweezers is usually carefully considered, the effect of the ori-
entation of nanostructures with respect to the incident illumination is only marginally
acknowledged [92] despite its obvious implications for the dynamical force landscape
experienced by trapped particles (as discussed in Chapter 3).
Since the introduction of conventional optical tweezers in 1986 [37], the technol-
ogy has become an indispensable component of the biophysicists’ toolkit, leading to
breakthroughs in understanding DNA structure [42], RNA transcription [105], protein
folding [106], cell motility [107, 108], and single-molecule biophysics [41, 109]. As is the
case with all conventional trapping modalities, investigation of biological systems at in-
creasingly smaller scales (e.g., trapping single proteins [110]) is hindered by diffraction.
As such, efforts to advance nanoscale biological manipulation of have turned toward
plasmonics, both for the high degree of spatial-field confinement and the reduced in-
put power requirements, to enable nanometer-scale control and avoid specimen dam-
age. For instance, Righini et al. showed that living Escherichia coli bacteria can be sta-
bly trapped using dipole nanoantennas for more than two hours without visible dam-
age [14]. Similarly, studies by Huang et al. and Maio and Lin demonstrated plasmonic
trapping of yeast cells using a microfluidic system containing Au nanodisks [111] and
a spherical Au nanoparticle array [51], respectively. Despite these initial experimental
demonstrations, no studies exist to date that systematically address the impact of bio-
logically relevant buffers as trapping media on the performance of either conventional
or plasmonic tweezers. Carefully prepared buffer media are critical to informing in vitro
studies by mimicking the biological environment outside a host organism. Accordingly,
these media contain a variety of salts, proteins, and sugars in order to operate, e.g., at
specific atmospheric conditions (% CO2) or physiologically relevent temperatures and
pH values. However, the presence of these components in the trapping medium should
not be ignored in calibration of optical trapping platforms used for biophysical assays.
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This Chapter details investigations into the effects of adhesion layer materials (Ti
or Cr), nanostructure orientation (upright or inverted), and biologically relevant trap-
ping media on the performance of plasmonic nanotweezers using trapping efficiency
and stiffness measurements as performance proxies; trapping media effects in conven-
tional optical tweezers are also studied. The parameter space is restricted to Γ = 425
and 475-nm arrays and horizontal polarization, and polystyrene particles with diam-
eters spanning 300–1500 nm are trapped in the various systems. High-precision rhe-
ological measurements are performed on five different trapping media to characterize
viscosities, and the effect of medium pH is also investigated [82, 112].
5.2 Adhesion Layer and Orientation
The first metric used to quantify the effect of AL and orientation on the nanotweezer
performance is the trap stiffness κ= 2piβ fc measured via power spectral analysis of par-
ticle position fluctuations. This scattered light is collected from the trapping volume by
means of a 0.6-NA condenser lens, and time signals of position fluctuations are collected
for 30 s with 16.384 kHz sampling rate. Measuring the stiffness in this manner assumes
that the particles are bound by a quadratic potential energy well, and thus fluctuations
due to Brownian motion should follow a Gaussian distribution. Inasmuch as each ex-
cited nanoantenna in the array contributes to the overall complex potential energy land-
scape, position histograms are carefully monitored to ensure a Gaussian distribution for
all time traces used for stiffness measurements.
Trapping efficiency is also used to assess the maximum trapping force by a given
combination of AL, orientation, particle size, and input wavelength. In this study, input
wavelengths λOR = 685 nm and λNR = 785 nm are used. Similar to Chapter 4, efficiency
is measured using the Stokes drag force method, whereby trapped particles are driven
using galvo-scanning mirrors with App = 5 µm. The complete set of measured trapping
parameters is given in Tables 5.1 and 5.2. The largest measured stiffness values are 0.42
± 0.03 and 6.8 ± 0.75 pN µm−1mW−1 for 0.5 and 1.0-µm spheres, respectively, and both
values are obtained using BNAs with a Ti adhesion layer (Ti-BNAs). Similarly, the largest
efficiency values of 0.22 ± 0.02 and 0.55 ± 0.2 for 0.5 and 1.0-µm diameter particles are
measured for Ti-BNAs.
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Table 5.1. Experimental Trap Stiffness κ
Ti Cr
Particle size λOR = 685 nm λNR = 785 nm λOR = 685 nm λNR = 785 nm
Upright
0.5 µm 0.42 ± 0.03 0.12 ± 0.02 0 0.06 ± 0.02
1.0 µm 5.75 ± 1.04 1.46 ± 0.31 0 0.91 ± 0.20
Inverted
0.5 µm 0.38 ± 0.03 0.10 ± 0.02 0.35 ± 0.06 0.08 ± 0.01
1.0 µm 6.76 ± 0.75 2.40 ± 0.41 4.43 ± 0.49 1.29 ± 0.61
Note: κ is given in: pN µm−1 mW−1
Table 5.2. Experimental Trapping Efficiency Q
Ti Cr
Particle size λOR = 685 nm λNR = 785 nm λOR = 685 nm λNR = 785 nm
Upright
0.5 µm 0.22 ± 0.02 0.08 ± 0.01 0 0.04 ± 0.01
1.0 µm 0.55 ± 0.02 0.16 ± 0.02 0 0.17 ± 0.06
Inverted
0.5 µm 0.17 ± 0.01 0.08 ± 0.01 0.14 ± 0.01 0.06 ± 0.01
1.0 µm 0.53 ± 0.05 0.14 ± 0.04 0.38 ± 0.02 0.17 ± 0.01
While the raw κ and Q values provide quantitative evaluation of the nanotweezer
trap strength, comparison of the trapping performance between Cr- and Ti-BNAs is bet-
ter suited with the use of a difference parameter
∆ (Λ)= ΛTi−ΛCr
ΛTi+ΛCr
, (5.1)
where ΛCr and ΛTi are the given trapping performance metrics under consideration
(stiffness: Λ = κ, or efficiency: Λ = Q) for the Cr and Ti adhesion layers, respectively.
In this case, the orientation is fixed and trapping metrics are compared for the two ad-
hesion layers, and the difference parameter is the percentage difference between ΛCr
andΛTi trapping metrics for a given parameter set and is bound by−1≤∆ (Λ)≤ 1. Here,
positive (negative) values of∆ (Λ) indicate that the Ti-BNAs (Cr-BNAs) are advantageous
over the Cr-BNAs (Ti-BNAs) for a given parameter set. Values of ∆ (Λ) near zero indicate
there is little difference between the two trapping systems. Figure 5.1 shows the calcu-
lated difference parameter for the two adhesion layer systems.
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Figure 5.1 | Adhesion layer comparison. Difference parameter for (a) upright and (b)
inverted BNAs.
The advantage of Ti-BNAs over Cr-BNAs is striking: in almost every case, ∆ (Λ) > 0.
This trend indicates that for the combinations of orientation, particles size, and wave-
length considered in this study, Ti-BNAs form a stiffer, more efficient trap than Cr-BNAs.
Furthermore, when using an upright orientation off-resonance, forming a stable single-
particle trap is exceedingly difficult, and the trap stiffness (κCr) and efficiency (QCr) for
Cr-BNAs are κCr,QCr ≈ 0, which gives ∆ (Λ) = 1. In this case, the use of Cr is limited to
inverted orientation, and therefore Cr-BNAs appear to be unfavorable for applications
requiring quasi-3D plasmonic tweezers, e.g., particle sorting.
It is interesting that a thin, 3-nm-thick AL causes the Cr-BNA nanotweezers to per-
form so poorly compared to the Ti-based counterpart, particularly in the upright orien-
tation. The explanation of this result can be found by inspecting the thermal response of
the Ti- and Cr-BNAs. An alternative, simplified approach to determining the heat gen-
erated by the BNAs due to optical absorption (compared to solving of both Eq. 3.1 and
Eq. 3.2), follows from knowledge of the spectral absorption cross section of the BNAs,
σabs (λ) which can be determined via Eq. 3.1. The total heat generated is given by [113]
Qh =
∫ λmax
λmin
σabs (λ) I0 (λ)dλ, (5.2)
where I0 (λ) is the incident spectral intensity. For monochromatic illumination, Eq. 5.2
reduces simply to Qh = σabs (λ0) I0 (λ0), where λ0 is the wavelength of the source. The
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resulting temperature increase T (r) of the BNAs is governed by the Poisson equation
κT (r)∇2T (r)=−qh (r) . (5.3)
While in general the solution to Eq. 5.3 is geometry-dependent, the temperature in-
crease of the BNAs is effectively uniform, owing to the fact that κT,Au/κT,w ≈ 512 À 1,
where κT,w is the thermal conductivity of water [114]. Further simplifications can be
made if the surface-to-volume ratio of the nanostructures has a moderate value of ∼4–
5 [54]. Such a ratio allows for definition of a characteristic length `c and volume V over
which the temperature increase of an arbitrary nanostructure is closely approximated
by that of an equivalent sphere with volume
VBNA = 4
3
pi`3c. (5.4)
If the surface-to-volume ratio meets the above requirement, excess cooling of an arbi-
trarily shaped nanostructure (e.g., BNAs) compared to the equivalent sphere is negligi-
ble. For BNAs, `c = 260 nm corresponding to the total length of the 50-nm thick bowtie,
giving an aspect ratio of ∼5. Thus, the temperature increase of a single bowtie can be
approximated by [54]
TBNA = Qh
4pikw`c
. (5.5)
Calculations of the absorption cross sections for Ti- and Cr-BNAs reveal that for λOR,
σabs,Cr = 0.028 µm
2 which is ∼10 % larger thatn σabs,Ti at this wavelength. For near-
resonant illumination, σabs,Cr = 0.031 µm
2, which is again 10% larger than σabs,Ti. The
caculated heat power generated by a single Cr-BNA is 4.7 and 6.7 µW at λOR and λNR,
respectively, whereas a Ti-BNA generates 4.2 and 6.0 µW at these wavelengths. This
leads to a temperature incease of 2–3 ◦C in the Cr-BNAs (again 10% larger compared
to Ti-BNAs). Ultimately, the larger heat dissipation in the Cr-BNAs produces stronger
plasmon-induced axial fluid forces, and this effect is expected to contribute to the desta-
bilization of the upright, Cr-BNAs off-resonance.
Typically, nanotweezers are excited at resonant wavelengths so as to maximize the
near-field intensity enhancement, viz., optical forces. However, the peak stiffnesses
measured at λOR on Cr-BNAs (Ti-BNAs) are 4.4× (3.9×) those measured at λNR, despite
the latter producing only ∼50 % the maximum intensity enhancement; similar trends
are observed for trap efficiency. Moreover, across the full parameter space, κ and Q are
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generally larger for non-resonant illumination. This counter-intuitive result is likely a re-
sult of a balance between optical and thermally-induced forces: whereas non-resonant
illumination produces lower gradient forces than near-resonant wavelengths, it also
generates less heat and therfore lesser thermal perturbation to trapped particles. Thus,
Fc,ax and Brownian motion, which tend to weaken the trap, are reduced off-resonance.
A complementary comparison can be drawn by comparing trap performance of BNA
nanotweezers in the upright and inverted orientations, for a fixed adhesion layer mate-
rial. The difference parameter in this case is given by
∆ (Θ)= Θinv−Θup
Θinv+Θup
, (5.6)
whereΘinv andΘup are the trapping metrics (stiffness: Θ= κ, or efficiency: Θ=Q) for the
inverted and upright orientations, respectively. The difference parameter is again the
percentage difference betweenΘinv andΘup for a given parameter set and is bounded by
−1≤∆ (Θ)≤ 1. In this case, positive (negative) values signify that the inverted (upright)
orientation is advantageous and values close to zero imply little difference between the
two systems. Figure 5.2 shows the calculated difference parameter for the two orienta-
tions.
Evidently, the inverted Cr-BNAs are advantageous in almost every category com-
pared to the upright counterpart, which suggests that weakening of the trap in the pres-
ence of heat generation can be compensated by forcing trapped particles against the
substrate, i.e., using nanotweezers in a two-dimensional trapping configuration. In-
deed, the maximum trapping efficiency measured for inverted Cr-BNAs is 0.38 ± 0.02
for 1.0-µm-diameter spheres with λOR, whereas the corresponding value in the upright
orientation isQ ≈ 0. Consequently, in order to achieve large trapping forces, an inverted
nanotweezer geometry may circumvent the need to actively limit convection using heat
sinks or confined sample chambers.
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Figure 5.2 | Nanoantenna orientation comparison. Difference parameter for (a) Ti- and
(b) Cr-BNAs.
It is useful to compare the performance of BNA nanotweezers to other nanotweezers
as well as to conventional optical tweezers. Figure 5.3 provides just such a compari-
son, whereby the trap efficiency and stiffness of various trapping platforms are plotted
against one another [13, 39, 74, 115, 116]. Conventional stiffness data for 0.5 and 1.0 µm
particles are taken from [39] and [74], respectively, whereas conventional efficiency data
are taken from [116]. The represented efficiency and stiffness data from this study are
the largest values measured in each category – a clear advantage of the BNA system over
conventional tweezers in both trapping metrics is evident. The two nanotweezer archi-
tectures used for comparison are both inverted systems, one being a gold grating excited
resonantly at 0.6 NA with 15 mW input power [115] and the other being discrete nanodot
antennas excited resonantly at 1.3 NA with 440 mW input power [13]. They are specifi-
cally chosen due to the fact that the particle material and size investigated closely match
those used in the present work. However, the particles from [115] are 20% smaller than
those used here. The relation between the trap stiffness and particle mean-squared dis-
placement (x2m) can be written as βκ = x2m/D . Thus, by decreasing the particle size by
20%, the trap stiffness must increase by 25% to maintain a constant x2m [39]. As a result,
the comparative stiffness data for [115] may be up to 25% larger than the value given in
Fig. 5.3. In any case, it can be seen that non-resonant excitation of BNAs provides com-
parable, if not larger, stiffness and efficiency than other, resonantly enhanced plasmonic
systems.
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Figure 5.3 | Trapping architecture comparison. Comparison of trapping efficiencies of
BNA nanotweezers with other plasmonic systems and conventional tweezers. Error bars
are included on values measured in this work. The inset figure shows the trap stiffness
comparison between various systems, with example Lorentzian power spectra Sxx (on a
log-log scale) and fits included for each particle diameter.
To further demonstrate the utility of the BNAs as a plasmonic nanotweezers, trap-
ping of 300-nm-diameter fluorescent spheres using Ti-BNAs in both upright and in-
verted, off-resonant BNAs is performed. Figure 5.4 shows dark-field microscopy images
of the nanoparticle manipulation in which the 300-nm diameter particle is dragged in a
5-µm diameter circle at ∼8 µm s−1 velocity by scanning the input beam using the galvo
mirrors; the associated trapping efficiency is∼0.04. This result demonstrates a high level
of dexterity in nanoparticle manipulation using BNAs that would be difficult to achieve
using isolated plasmonic structures.
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Figure 5.4 | Nanoparticle trapping using BNAs. Dark-field microscopy, time-lapse
frames showing circular manipulation of a 300-nm diameter fluorescent particle using
Ti-BNAs; scale bar is 10 µm. The inset shows an SEM image of the array (to scale) over-
laid on the dark-field image and the zoomed version includes a 5-µm-diameter circular
trajectory.
5.3 Trapping Medium
5.3.1 Biological buffer preparation
In this study, the trapping performance in five different buffer media is investigated. The
breast cancer cell media (BC) is comprised of high-glucose Dulbecco’s Modified Eagle
Medium (DMEM) containing 10% fetal bovine serum and 1% Penicillin Streptomycin
(Invitrogen, Carlsbad, CA). The DMEM contains sodium pyruvate as an energy source
and it contains sodium bicarbonate and sodium phosphate for buffering; such buffering
is necessary for cellular growth in a 5% CO2 environment (incubator). The addition of
1% antibiotics prevents bacterial contamination and the serum contains biomolecules
necessary for cell growth and cellular interactions, including growth factors, enzymes,
proteins, fatty acids, lipids, amino acids, and carbohydrates [117]. This medium is com-
monly utilized for growth of human and mouse tumor cells, fibroblasts, macrophages,
and other cell types.
The endothelial grown medium (EGM2) is optimized for growth of human macrovas-
cular endothelial cells in culture and is supplemented by the EGM-2 SingleQuot Kit,
which contains FBS, growth factors for accelerated growth of healthy endothelial cells.
This medium is commonly used in cardiovascular research, including studies of angio-
genesis. This medium has recently been employed in the growth of human umbilical
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vein endothelial cells (HUVEC) [118, 119]. The Levovitz medium (L15) contains glucose
and free base amino acids and is buffered at pH 7.8 by salts. It is designed to be used
with cells in a non-CO2 atmospheric conditions (outside an incubator).
Two additional buffers are also used in this study: phosphate buffered saline (PBS)
and flow cytometry stain buffer (Stain). Phosphate buffered saline (1x PBS, Fisher Sci-
entific 10× power concentrate) is an aqueous solution consisting of sodium chloride
(81%) and sodium phosphate dibasic (14%), in addition to trace amounts of potassium
phosphate monobasic and potassium chloride. The ion concentrations and osmolarity
of PBS are based on those found in the human body and the phosphate helps to buffer
cell pH at 7.4 outside an incubator. The Stain buffer is utilized for immunofluorescent
staining of suspended cells and is a PBS-based solution with 2% bovine serum albumin
(BSA), to reduce non-specific antibody bonding, and 0.09% of the preservative sodium
azide. These buffers have fewer ingredients than the growth media and are widely used
in flow cytometry applications. Each solution is prepared with two different pH values,
7.4 and 8.0, and the pH of the individual solutions is measured with a FiveEasy FE20 pH
meter (Mettier-Toldo AG).
5.3.2 Viscosity measurements
Viscosity measurements of the media are performed using a rotational rheometer (Dis-
covery Series Hybrid Rheometer (DHR), model HR-3, TA Instruments). The geometry is
a single-gap, concentric cylinder (DIN standard) with conical bottom on the inner rotor.
A schematic diagram is shown in Fig. 5.5. This geometry has shown highly reproducible
results for shear-rate-dependent measurements of low-viscosity liquids, specifically be-
cause it minimizes surface tension torque effects that can appear inaccurately as shear-
thinning [120]. The geometry has outer stator radius of 30.35 mm, inner rotor radius of
27.98 mm, and inner rotor working length of 42.2 mm. A sample volume of 22.4 mL is
used. Each sample is tested at temperatures of 20, 25, and 30 ◦C with Peltier temperature
control at the outer surface. After loading, samples are held at the experimental temper-
ature for 5 min prior to testing. Shear-rate sweeps are performed from 1 to 100 s−1 at
T = 25 ◦C to determine the rate-dependent behavior of the biological media. Reported
viscosity values are taken at 10 s−1 for the Newtonian samples and repeated in triplicate
with separate sample loading to obtain precision error <1%. The reported viscosity for
8.0 pH Stain is taken as the average from 2 to 50 s−1 with no repeated measurements.
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Figure 5.5 | Rheological measurement setup.
5.3.3 Optical trapping
The experimental optical trapping setup in this study is built on an inverted microscope
(Olympus IX-81) equipped with a 0.9-NA condenser (Olympus MPlanFL N 100×) that
both provides white-light illumination for imaging trapped particles and collects the
forward-scattered light from the trapping volume for trap stiffness measurements. The
custom-built laser source is derived from a 685-nm wavelength laser diode that is spa-
tially filtered and expanded to overfill the back-aperture of the microscope objective
lens. For plasmonic optical trapping, a 0.6-NA objective (Olympus LUCPlanFLN 40×)
is used to focus the incident beam onto the BNAs, which are fabricated onto a glass
substrate with a 25-nm-thick ITO coating and a 3-nm-thick Ti adhesion layer. The in-
dividual bowties comprising the BNAs are placed with two array spacings: 425 and 475
nm, which correspond to the center-to-center spacing between bowties along both x
and y directions. The incident polarization is set parallel to the bowtie long axis in order
to generate strong field concentration in the 20-nm gap.
Conventional optical trapping is performed using a 1.4-NA, oil-immersion objec-
tive (Olympus UPlanSApo 100×). The input power is adjusted to achieve a focal power
density 1 mW µm−2; in the 0.6-NA case, P0 is directly assessed by placing an optical
power detector near the focal plane, whereas for the 1.4-NA case, P0 is assessed by re-
collimating the focused laser with an identical objective and placing the power detec-
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tor in the back focal plane of the objective. Optical trapping stiffness is measured on
1.5-µm-diameter polystyrene particles using the power spectrum method outlined in
Chapter 2. In plasmonic trapping experiments, the particle height must be within 10–20
µm from the surface to form a stable trap; however, the conventional optical tweezers
form a stable trap regardless of the particle height. In the latter case, the particle height
is set to within ∼15 nm of the substrate using a precision, closed-loop microscope stage
to ensure the same value of ζ (a,h) in the two trapping architectures. Here, the axial po-
sition of the stage is moved with 10-nm precision until trapped particles are observed
to contact the substrate, at which point the stage is moved a single step away from the
particle. Trap stiffness values are determined by capturing position fluctuations for 60
s and each corner frequency measurement represents the average of 15 independent
measurements on the same particle, when possible.
5.3.4 Results
Figure 5.6 | Viscosity measurement results. (a) Experimentally measured viscosity data
at 25 ◦C for the various media at 7.4 and 8.0 pH (red and black curves, respectively). Note
the BC medium is unstable at 8.0 pH and is therefore not included. (b) Temperature-
dependent viscosities for all media; data are taken at a shear rate 10 s−1. Three mea-
surements of each buffer are taken at each temperature with error bars showing one
standard deviation. (c) Shear-rate dependence of the Stain medium measured at 8.0
pH.
As a first step toward assessing the trap stiffness, the steady-shear viscosities for the var-
ious media are measured and the results are given in Fig. 5.6a. Here, viscosity data are
reported for T = 25 ◦C and a characteristic shear rate of τ˙= 10 s−1. From the shear-rate-
dependent measurements (Fig. 5.6b), all media (excluding Stain) exhibit Newtonian be-
havior for characteristic shear-rates τ˙ ∼ 2− 50 s−1. As a result, calculation of the trap
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stiffness utilizing the Stokes drag coefficient β is justified [39, 79]. In contrast, the Stain
medium at pH = 8.0 showed measurable shear-thinning behavior. This buffer includes
bovine serum albumin protein, which may be stretched and oriented by shear flow and
cause non-constant shear viscosity. An approximate plateau viscosity (within 6%) is vis-
ible over the range of τ˙ ∼ 2−50 s−1 for this particular case, and therefore the viscosity
is calculated from the new average within this range. For all the fluids tested, the pH
has little effect on the viscosity, with the only appreciable deviation occurring for L15
which shows a ∼1% larger viscosity for pH = 7.4. Note that the BC medium is unsta-
ble and phase separates at 8.0 pH, and therefore no data are reported for this particular
case. Temperature dependent viscosities shown in Fig. 5.6b scale exponentially, and this
behavior can be used to adjust drag force values for varying input optical power.
The measured trap stiffness values using plasmonic optical tweezers for all param-
eters considered are shown in Fig. 5.7. Experimental time-trace data along with cal-
culated power spectral data are given in Fig. 5.7a,b, respectively, and the Fig. 5.7b in-
set shows good agreement of the particle displacement histogram with a Gaussian fit;
again, this close agreement indicates that the trapped particle experiences an approxi-
mate harmonic trapping potential, thereby validating the applicability of the trap stiff-
ness model for plasmonic nanotweezers [82]. Figure 5.7c,d show the stiffness of the
plasmonic optical traps using 425- and 475-nm-spaced BNAs, respectively. It can be
seen that for all cases, the plasmonic trapping stiffness varies between ∼7 and 12 pN
µm−1mW−1, which is comparable to previously reported values in aqueous media [82].
In calculating the stiffness, viscosity data taken at 25 ◦C (Fig. 5.6) are used to account
for heating effects by the plasmonic nanoantennas, which for the given input intensity
results in an approximately 2–5 ◦C temperature rise of the illuminated bowties [55, 82].
These data show that the trapping performance of plasmonic nanotweezers is not sig-
nificantly reduced in biologically relevant media. In most cases, there is no significant
difference in the stiffness for the two pH values for a given medium and the overall trend
in trap stiffness follows that of the media viscosity reasonably well. This correspon-
dence suggests that the most prominent cause for variation in trapping strength is the
5–10% variation in viscosity for the different media. Furthermore, the fact that κ does
not change as a function of pH implies that free ions in solution do not significantly alter
the optical forces generated by the nanoantennas.
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Figure 5.7 | Plasmonic nanotweezer stiffness. Typical trap stiffness results showing (a)
a time trace of the output from the quadrant photodiode and (b) the calculated power
spectrum (black curve) overlaid with a Lorentzian fit (red line). The inset shows a parti-
cle displacement histogram with a Gaussian fit. Measured trap stiffness for the biologi-
cal media using plasmonic nanotweezers with (c) Γ= 425 nm and (d) Γ= 475 nm. Error
bars represent the standard error in stiffness measurements over 15 individual trials per
data point.
The minimal difference in stiffness between the two array spacings (for most cases)
can be understood by comparing the relative near-field intensity enhancement, given
by |Emax/E0|2 where Emax (E0) is the magnitude of the electric field generated by the
nanoantennas (magnitude of the input electric field), and the absorption cross section
data (σabs) computed via FDTD calculations. Here, the intensity enhancement and ab-
sorption cross section serve as proxies for the maximum optical force and local heating,
respectively. Comparing these values, it can be seen that |Emax/E0|2 ∼ 310 (200) for the
425 (475) array, whereas σabs ∼ 0.0225µm2 (0.015 µm2) for the 425 (475) array. Thus, the
43% larger intensity enhancement, viz. optical force, for the 425 array is offset by a∼40%
larger absorption cross section, which translates into higher local heating and thus en-
hanced Brownian perturbation to the trapped particle, i.e., lower trap stiffness. This ef-
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fect has been previously observed in similar systems based on an aqueous solution [82],
further indicating that general performance of the plasmonic system is preserved when
using biological media.
Figure 5.8 | Conventional tweezer stiffness. Measured trap stiffness for the various me-
dia using a conventional optical tweezer. Error bars represent standard error in κ deter-
mination.
It is useful to compare the trap stiffness of the plasmonic nanotweezers with a con-
ventional optical trap. Figure 5.8 depicts κ for a conventional optical trap based on
a 1.4-NA objective. The overall lower stiffness obtained using conventional tweezers
is clear, with κ ∼ 3− 5 pNµm−1mW−1. Interestingly, conventional tweezers display a
stronger variation in trap strength as the pH is varied in contrast to the plasmonic case.
A potential reason for this may be that the overall lower error in conventional stiffness
measurements, which itself is due to reduced heating in this case, exposes more clearly
the differences in optical force for the different pH values. Notwithstanding these differ-
ences, the benefit of using plasmonic nanotweezers compared to conventional tweezers
in biological media is clear: the former produces larger trapping forces with lower input
powers, thereby reducing potential phototoxic effects. Furthermore, these results sug-
gest that the apparent higher sensitivity of standard optical tweezers to specific buffers
is an important design criterion when choosing a platform for optical trapping-based
biological studies.
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5.4 Discussion
Human physiological systems, along with almost all living things, are generally alkaline,
water-based systems heavily reliant on acid-base equilibrium [121]. For this study, the
biologically relevant pH values 7.4 (typical) and 8.0 (maximal) are chosen due to the
fact that optimal growth of mammalian cells is obtained at pH 7.2–7.4, human blood
pH is regulated within the narrow range of pH 7.35 to 7.45, and mammalian cells are
supported in the range of pH 6.6–7.8 [121, 122]. The presence of bovine serum albumin
in the Stain, HUVEC, and BC trapping medium has the potential to alter the dynam-
ics of the trapped particle, given that BSA readily adsorbs onto many different surfaces
due to the ease with which its structure changes [123]. Evidence for such an adsorption
event would manifest as a variation of the corner frequency of the trap. However, ex-
amining the raw corner frequency data reveals no correlation between the amount of
experimental variation in the corner frequency and the percentage of BSA in the Stain,
HUVEC, and BC media: 2%, 5%, and 10% weight by volume, respectively. As such, BSA
adsorption likely does not significantly contribute to the measured trap stiffness.
For most cases, applying the measured viscosity data to the raw corner frequency
data results in trap stiffness values that follow the trend in media viscosity. However, the
L15 medium on the 475-nm array produces an anomalously high (low) trap stiffness for
the 7.4 (8.0) pH samples. Similarly, the Stain medium does not produce a significantly
higher stiffness than the other media for both plasmonic and conventional optical traps,
despite having the largest overall viscosities. Possible causes of these deviations include
variations in material parameters such as the refractive index of the media, which alters
the plasmon resonance and modifies the optical forces, or the thermal conductivity of
the media, which changes the heat dissipation in the system. Note that determination of
the trap stiffness from raw corner frequency data is strongly dependent on the value of
ζ (a,h); however, the same value is applied to both plasmonic and conventional trapping
experiments. Moreover, variation between trapping systems is minimized by precisely
controlling the axial position of particles in the conventional case. Given that ζ (a,h)
applies to the drag coefficient, it does not alter the corner frequency of the trap [124],
and thus the 3–4× higher corner frequencies measured in the plasmonic case implies
that the stiffness is indeed higher for plasmonic traps.
This chapter demonstrates the strong influence of a thin, 3-nm adhesion layer and
nanostructure orientation on the trapping behavior and performance of plasmonic nan-
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otweezers. To a lesser degree, the contents of biologically relevant buffer media alter
trapping performance, yet the overall increased strength of plasmonic nanotweezers rel-
ative to conventional optical tweezers is preserved. Moreover, comparable trap stiffness
is measured in biological media and water, indicating that the presence of salts, pro-
teins, and sugars in these media do not degrade plasmonic traps. The adhesion layer
materials Cr and Ti are specifically investigated due to their widespread use in Au nanos-
tructure fabrication, and the results herein can serve as a benchmark for investigating
alternate materials for plasmonic nanotweezers. In particular, Ti-BNAs yield up to 30%
larger stiffness and efficiency compared to Cr-BNAs, due to increased heat generation
by the latter, which furthermore leads to the inability of Cr-BNAs to trap in the upright
orientation with λOR. While excessive heat generation weakens the Cr-BNAs, it also
brings about benefical trapping phase behavior in the Ti-BNAs that can be utilized for
multipurpose particle manipulation and size-dependent particle sorting, as discussed
in Chapter 4. These results further verify that under select optical and geometric con-
ditions, plasmon-induced heating and convection is not necesarily deleterious to the
trap. In the inverted orientation, nanotweezers function as a two-dimensional optical
trap whereby the axial forces are balanced by pinning trapped particles against the sub-
strate. This configuration allows access to larger input powers and therefore increased
single-particle trapping forces, and as such, may be preferable for trapping nanoparti-
cles.
Non-resonant excitation of the BNAs produces up to 4.4× (3.9×) the stiffness (effi-
ciency) as near-resonant, which can be attributed to the trade-off between optical and
thermally induced forces. Further, the relative contribution of these forces can be com-
pared by using calculated field enhancement and absorption cross-section values as
proxies. These results have important implications for future biological studies, inas-
much as they suggest the use of off-resonant illumination to achieve optical forces while
mitigating phototoxic effects resulting from excessive input power or heating. An inter-
esting future research avenue suggested by this study is investigation of an optimum
excitation wavelength for a given nanotweezer geometry, which may not necessarily be
the peak LSPR wavelength, due to thermal contributions.
69
Chapter 6
FEMTOSECOND NANOTWEEZERS
6.1 Introduction
The remarkable optical properties of noble metal nanostructures are driving intense
current interest in plasmonics, chiefly for applications in refractive index sensing [24,
125], nonlinear optics [27], enhanced Raman scattering [126], heat generation [55, 127],
and optical manipulation [82, 94, 128]. As described in previous chapters, significant
effort toward this end has been given to investigation of geometrical and material pa-
rameters of the nanostructures. This fact is especially relevant in optical manipulation
applications, wherein a wide variety of nanoantenna geometries continue to be devel-
oped so as to maximize near-field forces. However, a potential avenue for enhancing
nanotweezer performance that has been largely overlooked to date is the use of an ul-
trafast, femtosecond (fs) pulsed excitation source.
In conventional optical trapping, the theoretical model of optical forces derived from
a pulsed source is still under investigation, yet experimental results have shown that ul-
trafast sources can have relative advantages over a continuous-wave (CW) source [129–
131]. For instance, De et al. showed that latex nanoparticles can be stably trapped using
a fs-pulsed input at minimum power densities (75 mW µm−2) lower than a comparable
CW system (285 mW µm−2) [129]. Additionally, Jiang et al. demonstrated novel “trap
splitting” behavior which results from the nonlinear polarization of trapped metallic
nanoparticles induced by fs pulses at power densities above 75 mW µm−2 [130]. In yet
another study, Shane et al. demonstrated two-photon fluorescence (TPF) from trapped
fluorescent microspheres near the low-power threshold for trapping (∼8 mW µm−2)
with stable trapping lifetimes on the order of minutes. Based on these results, using fs
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excitation of plasmonic nanoantennas appears to be a promising method to enhanced
trapping and sample diagnostics compared to standard CW nanotweezers.
This chapter details the first experimental demonstration of plasmonic optical trap-
ping using a fs-pulsed input source to achieve trapping of particles in both Rayleigh and
Mie regimes. Using an 800-nm central wavelength, 100-fs pulsed, 80-MHz repetition
rate source (Spectra Physics Mai Tai), the trapping performance is investigated via op-
tical trap stiffness measurements of 1.2-µm diameter fluorescent microspheres using
Ti-BNAs with array spacings spanning Γ = 425–575 nm, in both upright and inverted
orientations, and both horizontal and vertical input polarization. The nonlinear optical
response of trapped fluorescent particles both isolated from, and in the presence of, the
BNAs is analyzed using a free-space coupled spectrometer (Jobin Yvon CP140-103 grat-
ing, Andor DU420A camera). Additionally, trapping and simultaneous nonlinear optical
spectroscopy experiments are performed on 80-nm-diameter Ag particles.
6.2 Trap Stiffness
Figure 6.1a, shows the stiffness results for the upright and inverted orientations and the
insets show particle displacement histograms with Gaussian fits. In all cases, the collar
on the 0.6-NA objective is adjusted to produce a sharp focus, thereby mitigating the ef-
fects of spherical aberration [132]. Overall, the largest stiffness measured is 14 pN µm−1
mW−1, which occurs with horizontal polarization on the 425 array in the upright ori-
entation. Note that all trap stiffness measurements are performed with 50 µW, which
produces a very low input power density of 20 µW µm−2. The maximum stiffness is∼2×
that of a comparable CW system [82], which is direct experimental evidence that a fs
source can improve the performance of a plasmonic nanotweezer. In order to avoid is-
sues associated with sample variation, the experiments performed in this study use the
same sample as the experiments in Chapter 5 [82]. Interestingly, Shane et al. found that
a fs source produces the same trap strength as a CW source in a conventional optical
tweezer, and thus the average power in fs nanotweezers determines trapping behavior
rather than peak power [131]. However, the large increase in trap strength of fs nano-
tweezers over CW suggests that the high peak power (6.25 W) of the 100-fs pulses aug-
ment the near-field optical forces generated by the BNAs. Furthermore, the minimum
average power required to trap these particles is∼10 µW, whereas previous studies have
shown comparable particles could not be trapped using<25µW using a CW source [94].
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Figure 6.1 | Femtosecond nanotweezer trap stiffness. Experimentally measured trap
stiffness for the (a) upright and (b) inverted BNA orientation. Error bars correspond
to the standard deviation in the stiffness measurement. The insets are representative
particle displacement histograms measured on the Γ = 425 nm array and fitted with a
Gaussian distribution. Blue (green) bars correspond to stiffness measurements using
horizontal (vertical) polarization. FDTD calculations of the intensity enhancement and
absorption cross section for (c) the upright and (d) inverted orientation. Yellow (purple)
bars are results for horizontal (vertical) polarization.
As described in Chapter 5, the behavior of the trap strength over the parameter space
can be understood as a trade-off between the local intensity enhancement and the ab-
sorption cross section of the bowties, which serve as proxies for the optical and ther-
mally induced forces [82, 94]. The near-field diffractive coupling between BNAs mod-
ifies the field enhancement developed by each array element, and has been shown to
increase the value by at least an order of magnitude [18]. This effect plays a direct role
in the change of trap stiffness as the array spacing is increased. Additionally, for a given
particle size, increasing Γ results in fewer nanoantennas interacting with the trapped
particle, and therefore larger array spacings tend to have lower trap stiffness values. Fig-
ure 6.1c,d give the theoretical intensity enhancement and absorption cross sections cal-
culated for the upright and inverted orientations, respectively. These values are calcu-
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lated including a 1.2-µm-diameter polystyrene sphere placed 20 nm from the BNAs. For
the upright, horizontal case the relative stiffness follows the same trend as the inten-
sity enhancement across all arrays, which is expected owing to the direct relationship
between intensity enhancement and optical forces. Vertical polarization, on the other
hand, likely produces lower stiffness due to the fact that absorption is ∼4× larger than
horizontal, which promotes BNA heating and therefore increases thermal perturbations
of the trapped microsphere. While the inverted case produces 3.5–4.5× (2–3.5×) larger
intensity enhancements for horizontal (vertical) polarization, absorption is increased by
6–8× (3–4×). Thus, heating offsets larger intensity enhancements in the inverted orien-
tation and produces lower overall trap stiffness.
6.3 Particle Fusing
When using horizontal input polarization at input powers above 65 µW (70 µW) metal-
lic (dielectric) particles are observed to spontaneously adhere to the BNAs; such parti-
cle “fusing” behavior has not been demonstrated in CW nanotweezers. Given the low
input average powers involved, it is unlikely that particle melting is responsible for the
observed behavior. For a pulsed source, the temperature increase of a metallic nanopar-
ticle is given by
∆T = σabs 〈I0〉
V %Aucp,Au f
, (6.1)
where V is the BNA volume, %Au = 19320 kg m−3 is the Au density, cp,Au = 129 J kg−1 K−1 is
the Au heat capacity, and f is the pulse repetition rate [54,55]. This expression is derived
following the assumptions outlined in Chapter 5 (Eqs. 5.3–5.5). The calculated absorp-
tion cross section values for the 425 and 475 arrays in the upright orientation are 0.065
and 0.055 µm−2, respectively. These values give a maximum temperature increase of 3.8
◦C and 2.4 ◦C, with absolute BNA temperatures of 23.8 ◦C and 22.4 ◦C. Considering the
size-dependent melting point of Ag (∼900 ◦C at 80 nm) [133] and polystyrene (∼240 ◦C),
the bowties are not expected to reach a temperature at which any particle investigated
herein will melt to the surface. The lack of melting is supported by the fact that no visible
signs of such behavior are observed in SEM images of the fused particles. Furthermore,
the observation of polystyrene particles fusing suggests a mechanism other than plas-
monic welding, which relies on highly localized temperature increase between metallic
contacts, is responsible for particle fusing [134]. A possible mechanism for the fusing
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is that large peak gradient forces (associated with the peak pulse power) bring trapped
particles into intimate contact with the BNAs, thereby enabling Van der Waals interac-
tions to bind the particles to the BNA surface [135]. In a similar experiment, Deng et
al. showed that large peak gradient forces can overcome the Van der Waals forces be-
tween a particle stuck to a glass substrate thereby separating the particle from the sub-
strate [136]. Thus, it is reasonable that the plasmonically enhanced gradient forces in
the present work are sufficient to initiate Van der Waals forces between the BNAs and
trapped species.
6.4 Nonlinear Response from Trapped Species
A key feature of optical tweezers is their usefulness in the biological sciences. For in-
stance, the field of single-molecule biophysics has seen revolutionary progress since the
advent of the single-beam gradient optical trap [37, 40]. However, implementation of
combined optical trapping and single-molecule fluorescence involves complex setups
requiring several co-aligned laser sources [137]. In this context, a major benefit of fs
nanotweezers is the ability to access the nonlinear optical response of trapped species,
such as two-photon fluorescence. This feature not only improves sample diagnostic ca-
pabilities of plasmonic nanotweezers, but also may lead to simplified single-molecule
fluorescence and trapping setups. To demonstrate this, the two-photon response from
a trapped microsphere in both upright and inverted orientations is analyzed, as shown
in Fig. 6.2. The reference signal is TPF from a fluorescent particle due to the 0.6-NA
focused input beam alone. In the upright case, the reference is taken from a particle
adhered to the glass substrate at a distance >5 µm from the BNAs, whereas in the in-
verted orientation it is taken from a particle trapped in two dimensions against the glass
substrate. The reference TPF is nearly identical in the two cases.
It has been previously shown [18] that fs-pulsed illumination of BNAs in the in-
verted orientation yields a strong and broad nonlinear optical. The emitted spectrum
is strongest for horizontal polarization, spans several hundred nm, and is characterized
by a second-harmonic response at 400 nm (for 800-nm illumination) and a broad two-
photon photoluminescent (TPPL) signal. Here, the trapped fluorescent microsphere in
the inverted orientation initially generates a TPF signal from the incident illumination
and also focuses the input fs pulse onto the BNAs via a particle “lensing” effect. The TPF
combines the the BNA nonlinear response, which is enhanced due to the particle lens-
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ing and is strongest for horizontal polarization. The characteristic second-harmonic
generation (SHG) signal is present for both horizontal and vertical polarization in the
inverted orientation, and subtle differences in lineshape (e.g., slopes around 500 and
650 nm) are observed for different polarizations compared to the reference signal and
the previously reported, bare-BNA response. The particle lensing effect is evident in
Fig. 6.2c, which shows the simulated forward-scattered light from a 1.2-µm-diameter
polystyrene sphere in water. Beyond the particle (shown as the white circle), the local
intensity is 8-10x that of the incident, indicating that the particle acts as an auxiliary lens
that further focuses the incident illumination on the BNAs in the inverted orientation.
This effect also explains the larger intensity enhancements if Fig. 6.1d compared to Fig.
6.1c.
Figure 6.2 | Nonlinear optical response. Two-photon fluorescence measurements from
a trapped fluorescent microsphere on the 425 array with 50 µW input in (a) the upright
and (b) the inverted orientation. Blue and green curves represent horizontally and ver-
tically polarized results, respectively. The reference signal (given in yellow) is from a
particle attached to the glass substrate in panel a and a free particle forced against the
substrate in panel b. (c) FDTD simulation of the scattered intensity of a plane-wave illu-
minated, 1.2-µm-diameter polystyrene sphere in water, which gives rise to the particle
lensing effect; the outline of the particle is shown as the white circle. (d) CCD frames
showing the fluorescence from a trapped particle in the inverted orientation for the ref-
erence (left) and on the 425 array (right). The array outline is sketched in yellow and the
scale bar is 5 µm.
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In the upright orientation (Fig. 6.2b), the fs-pulsed illumination gives rise to the sig-
nature BNA spectral response for horizontal polarization, exhibiting the SHG peak at 400
nm. Conversely, for vertical polarization, the theoretical intensity enhancement without
particle lensing and reduced spatial-field confinement mitigate the BNA nonlinear re-
sponse. Here, the incident field couples primarily to the trapped bead and enhances the
TPF signal. In this case, SHG is not observed, and the TPF lineshape closely follows the
reference spectrum; this behavior is consistent with the notion that the fluorescence is
truly enhanced and is in the absence of the nonlinear response from the BNAs. At its
peak, the TPF enhancement is ∼2× in comparison to the reference signal. The dramatic
increase in TPF is evident in Fig. 6.2d, which shows dark-field microscopy images of a
trapped particle in the inverted orientation. The left frame shows the reference fluores-
cence collected off the array whereas the right frame shows the strongly enhanced TPF
signal.
6.5 Rayleigh Particles in fs Nanotweezers
Femtosecond nanotweezers can also enhance particle trapping in the Rayleigh regime,
wherein particles are much smaller than the incident wavelength. Using 50 µW of in-
cident power, 300-nm-diameter fluorescent particles can be trapped and manipulated
across the 425 and 475 arrays using horizontal polarization. As discussed in Chapter 5,
CW nanotweezers have previously been used to manipulate these objects on the same
arrays, yet the CW platform requires at least 700 µW input power to achieve such ma-
nipulation [82]. Additionally, clusters consisting of more than six particles can be stably
trapped and manipulated across the array. Remarkably, 80-nm Ag particles can also be
trapped using the pulsed nanotweezers with only 50-µW input average power; trapping
lifetimes in excess of 10 s are observed. In a comparable CW system, the nanoparticle
trajectories are completely unaltered at this power level. This fact further supports that
the fs pulses augment the near-field forces generated on trapped particles compared to
a CW source and enables measurement of the nonlinear optical response of the com-
bined nanoparticle+BNA system during the trapping event; the results are given in Fig.
6.3. The coupled BNA+nanoparticle system exhibits a 3.5× increase in the SHG signal as
well as a slight modification to the TPPL compared to the bare-BNA response during the
trapping event. After the trapped-particle response was collected, the input power was
turned up to 75 µW to adhere the particle to the BNAs using the fusing mechanism for
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post-processing measurement of the nanoparticle dimensions. From the SEM image,
the fused Ag nanoparticle is found to have a diameter of approximately 80 nm.
Figure 6.3 | Fused nanoparticle and nonlinear response. The 80-nm Ag particle can
be seen adhered to the BNA marked by the red circle. The inset shows the nonlinear
optical response measured for the BNAs, the trapped particle+BNAs, and the fused par-
ticle+BNAs.
The SHG enhancement by the coupled BNA+nanoparticle system is an interesting
phenomenon that may be related to plasmon coupling between the bowties and the
nanoparticle. In order to be effectively trapped, the Ag particle must be within 10–20 nm
of the BNAs, and given that this distance is comparable to the bowtie gap size, the cou-
pled system can be regarded as a hybrid, bimetallic nanoantenna. FDTD calculations
of the structure consisting of 425-nm spaced BNAs and an 80-nm Ag sphere placed 10
nm above reveal a 100× increase in the intensity enhancement at λ= 800 nm and a 50×
increase at λ= 400 nm, compared to the bare BNAs. Thus, the addition of the nanopar-
ticle increases the local field enhancement by increasing field confinement in the axial
direction, thereby strengthening the nonlinear response.
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6.6 Discussion
Given that a theoretical model for fs-pulsed trapping in a conventional optical tweezer
is still not fully developed [17,131], the exact nature of the enhanced forces generated by
the fs nanotweezers is elusive. However, the observed increase in trapping performance
over CW nanotweezers in both the Mie and Rayleigh regimes offers strong evidence that
the fs pulse could augment the near-field gradient force produced by the BNAs. This
result warrants further investigation.
While the trend in trap stiffness can be explained reasonably well via examination
of intensity enhancement and absorption trends, discrepancies arise in part due to the
complex nature of the potential energy landscape generated by the plasmonic hot spots;
at least nine bowties are simultaneously illuminated by the focal spot, and near-field
diffraction effects excite BNAs outside this region. Together, these effects produce a
potential landscape similar to a holographic optical pinscape [44]. Thus, the trapped
particle samples many potential wells simultaneously, rather than a single well as in the
case of conventional optical trapping, and the measured stiffness cannot be completely
understood from the intensity enhancement alone. Consequently, the stiffness mea-
sured using 1.2-µm particles are effective single-potential stiffness values, verified by
the close fit of the particle histograms to a Gaussian distribution. In the Rayleigh parti-
cle case, both the 300-nm polystyrene and 80-nm Ag spheres are comparable to the size
of a single bowtie. As a result, they are small enough to interact with only one of the illu-
minated antennas at a time, and therefore the Rayleigh particles to experience discrete
jumps between bowties during the trapping event. However, the particles are confined
within the focal spot.
Another possibility for the observed increase in trap stiffness of the fs nanotweezers
compared to CW is improved “thermal management” in the former case. It has been
shown that the temperature profile of a nanoparticle due to ultrafast illumination is
more tightly confined spatially to the nanoparticle surface, compared to that of a CW
input source [54]. As a result, the average temperature increase seen by the 1.2-µm-
diameter particles is lower for fs illumination, which implies that the Brownian diffusion
coefficient, D = kBT /β, is lower in fs nanotweezers. As such, the reduction of Brownian
motion may contribute to higher trap stiffness. However, the maximum temperature in-
crease is comparable in the two cases, for the same average input power, and this model
does not capture the increased trapping ability of Rayleigh particles, which are small
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enough to see a significant temperature increase over the particle volume. As such, it is
likely that the fs pulses indeed augment trapping forces in the near-field.
This study is the first experimental demonstration of fs-pulsed trapping in a plas-
monic architecture, and the findings herein mark an important advance in the field of
plasmonic optical trapping. In particular, the use of fs pulses increases the optical trap-
ping performance in both the Rayleigh and Mie size regimes, allowing for further reduc-
tion of input power densities. In fact, the power densities used in this study are up to two
orders of magnitude lower than the expected biological damage threshold [14, 80]. By
providing access to the nonlinear optical response of the sample, fs nanotweezers can
improve diagnostic capabilities by enabling simultaneous trapping and monitoring of
fluorescent-tagged species. In all, the combination of these effects makes fs nanotweez-
ers particularly attractive for future biological trapping studies.
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Chapter 7
CAPPED BOWTIE NANOANTENNAS
7.1 Introduction
The results presented in the dissertation thus far, namely, improved optical trapping
performance of BNA-nanotweezers over a wide parameter space, can be chiefly un-
derstood by examining the behavior of the electric near-fields created by plasmonic
structures. Notwithstanding these advancements, there is an emerging interest in the
plasmonics community in optical magnetism, i.e., generating optical frequency mag-
netic fields [2, 28, 33, 34, 138–142]. Given that most materials exhibit relative permeabil-
ity of µr ∼ 1 above terahertz frequencies, plasmonic devices are typically required for
engineering magnetic near-field enhancement in the optical regime [2]. Alternatively,
nanoscale objects comprised of high-refractive index materials such as Si can exhibit
intrinsic magnetic dipole moments, yet such systems are difficult to produce and ex-
hibit only modest magnetic near-field enhancements [143–146]. As such, the field of
magnetic plasmonics has attracted much recent attention, due not only to interest in
studying magnetic plasmons, but also for various potential applications such as low-loss
plasmon propagation, magnetic sensors, metamaterial research, and nonlinear mag-
netics [28, 33, 138, 140]. To date, structures such as plasmonic oligomer molecules [138],
diabolo nanoantennas [139], and metal-dielectric sandwiches [141] have been utilized
to produce optical magnetism with enhancements up to 3000x the incident field [139].
The common approach is to engineer a large nanoscale current density in the structure
in order to produce the largest possible magnetic field, via Ampere’s law
∇×H= iω²E+ J, (7.1)
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where J is the current density in the plasmonic structure. However, a consequence of
this approach is reduced charge density accumulation in nanoscale gap regions, which
mitigates the usually desirable electric-field enhancement [139, 141].
This chapter introduces a novel nanoantenna geometry based on Au BNAs capped
with a metallic Au or Ag slab, known as capped-BNAs (c-BNAs). Investigating this plat-
form theoretically, the c-BNAs are shown to have the unique ability to simultaneously
enhance both electric and magnetic fields due to concurrent charge accumulation and
strong near-field current densities [147]. These charge and current densities produce
electric and magnetic field enhancements>104 and>3000x in the nanoscale gap, which
are among the highest values reported to date. In addition to a broad enhancement con-
tinuum spanning 600–2500 nm, the c-BNAs yield distinct resonances in the visible (VIS)
and near-infrared (NIR), for both electric and magnetic fields. The field enhancement
effects are studied over a wide parameter space, including bowtie gap spacing (gBNA),
cap thickness (tcap), and array spacing (Γ), and spectral variations are explained using
the plasmon hybridization model [68]. Finally, the refractive index sensitivity of the c-
BNAs is calculated to assess their effectiveness as biochemical sensors.
7.2 Calculation Methods
The commercial FDTD solver Lumerical Solutions is used to calculate the electric and
magnetic response of the c-BNAs. The structure is simulated by placing an Au or Ag
cap of 85-nm width, 135-nm length, and varying thickness (5≤ tBNA ≤ 50 nm) symmet-
rically on top of a BNA comprising two, tip-to-tip triangles of 120-nm height, 15-nm
tip radius of curvature, 50-nm thickness, and varying gap spacing (10 ≤ gBNA ≤ 30 nm).
The nanoantenna is placed on a SiO2 substrate and the local medium is air; refractive
indices of the substrate and medium are set to 1.51 and 1, respectively, and material
parameters for Au and Ag are taken from Johnson and Christy [83]. An infinite array
with spacing 400≤ Γ≤ 600 nm is simulated by using a rectangular region with periodic
boundary conditions on the x- and y- boundaries; perfectly matched layers on the upper
and lower z-boundaries prevent spurious reflections by absorbing the field scattered by
the structure. A refined mesh of 2 × 2 × 2 nm encloses the structure in the center of the
simulation region and ensures a high resolution of the confined electric and magnetic
fields. The entire unit cell is illuminated with a plane wave spanning a spectral range of
0.35–4 µm; calculated field enhancements are the maximum values obtained in the gap.
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7.3 Field Distributions
Figure 7.1 depicts the unit structure comprising the c-BNAs. The input electric field is
polarized parallel to the long, tip-to-tip (x-) axis of the BNA in order to generate strong
current density (J) in the structure, which can be seen in Fig. 7.1c. The magnetic field
produced by J is shown in Fig. 7.1b, and the local direction of the field is given by white
arrows; the local direction of the electric field is shown in Fig. 7.1d.
Figure 7.1 | C-BNA structure and near-fields. (a) Unit cell of the c-BNA structure com-
prising the nanoantenna and SiO2 substrate; the wave vector and incident electric and
magnetic fields are represented by blue, red, and green arrows, respectively. Cross-
sectional view of the (b) magnetic field produced in the gap and the (c) induced current
density. The cross section of the metal cap is indicated by the black rectangle and white
arrows represent the local magnetic field. (d) Cross-sectional view of the local electric
field. Color-bars represent the intensity of each variable plotted on a logarithmic scale.
Typical electric and magnetic near-field distributions of the c-BNAs are plotted on a
logarithmic scale and given in Fig. 7.2. The electric and magnetic field enhancements
are defined as |E/E0|2 and |H/H0|2, respectively, where E (H) is the peak electric (mag-
netic) field and E0 (H0) is the input electric (magnetic) field. The field distribution in
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Fig. 7.2a,b correspond to the NIR and VIS resonances of the system. Evidently there
are strong enhancements in the gap region of the c-BNAs for both fields in both NIR
and VIS resonances. Additionally, the fields are concentrated into deep-subwavelength
mode volumes of VVIS λVIS
−3 ∼ 10−4 and VNIR λNIR−3 ∼ 10−5 for the VIS and NIR reso-
nances, respectively, whereVVIS =VNIR is the approximate mode volume and λVIS (λNIR)
is the peak wavelength of the VIS (NIR) mode [20]. The volume is taken to be the rect-
angular prism with side lengths of 20, 50, and 85 nm corresponding to the bowtie gap,
bowtie height, and cap width, respectively.
Figure 7.2 | Electric and magnetic near-fields of the VIS and NIR modes. Normalized
electric and magnetic intensities plotted on a logarithmic scale for the (a) NIR resonance
and (b) VIS resonance of a c-BNA with tcap = 20 nm, Γ= 425 nm, and gBNA = 20 nm.
The existence of two distinct plasmon modes for both electric and magnetic fields
has heretofore not been reported in a plasmonic system. This novel “dual enhance-
ment” property unique to c-BNAs can be attributed to simultaneous generation of a
strong current density throughout the structure as well as charge density accumulation
in the gap region of the bowtie. In particular, the magnetic-field enhancement origi-
nates from a current loop formed in the x-z plane that consists of the induced current
density in the metal and a weaker displacement current in the SiO2 substrate, evident
in Fig. 7.1c, that closes the loop. Excitation of the c-BNA structure therefore produces
a strong magnetic dipole moment oriented predominantly along the negative y-axis.
In addition, significant charge accumulation occurs in the gap region of the BNAs as a
result of the lightning-rod effect and generates large electric-field enhancement in the
c-BNAs [62–64, 148].
83
7.4 Spectral Responses
To form a better understanding of the enhancement properties of the c-BNAs, the spec-
tral response is examined as a function of cap thickness for a bi-metallic structure con-
sisting of Au bowties and an Ag cap with array spacing and bowtie gap of 425 and 20
nm, respectively. Figure 7.3 shows that the spectra are dominated by two distinct reso-
nance peaks located in the NIR and VIS, in addition to a broad enhancement continuum
spanning from 600 to 2500 nm; peak magnetic (electric) field enhancements are > 103
(> 104) times the incident field. It can be seen that increasing the cap thickness pro-
duces a blueshift for both resonances and reduces the NIR peak while increasing the VIS
enhancement slightly. An overall resonance-shift of ∆λNIR ∼ 500 nm for the NIR peak is
observed, which demonstrates the wide spectral tunability of the c-BNAs.
Figure 7.3 | Cap effects on c-BNA spectral response. Spectral response for the magnetic
and electric fields as a function of varying thickness.
Comparing the results with a mono-metallic Au c-BNA, given in Fig. 7.4a, shows
that the bi-metallic structure produces a 10–15% increase in the peak enhancment val-
ues with little change in the spectral locations of the resonances compared to mono-
metallic Au c-BNAs. The extra enhancement is a result of reduced losses associated
with Ag, which are only 30% those of Au across the spectral window considered in this
study [83]. For mono-metallic Ag c-BNAs (Fig. 7.4b), both the electric- and magnetic-
field enhancements are more than 50% larger compared to both mono-metallic Au and
bi-metallic cases, again with little change in the spectral location of the NIR and VIS
peaks. Despite this apparent advantage of mono-metallic Ag c-BNAs, it is important to
note that Ag nanostructures are rapidly oxidized upon environmental exposure, which
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degrades their plasmonic response and reduces their efficieny as sensors [149]. Further-
more, the Ag+ ions present in oxidized Ar are toxic to biological species [150]. Con-
sequently, bi-metallic c-BNAs are better suited for sensing applications compared to
the mono-metallic counterpart because they take advantage of increased field enhance-
ment with reduced environmental degradation.
Figure 7.4 | Cap effects for mono-metallic c-BNAs. Spectral response of the c-BNAs for
(a) a mono-metallic c-BNA system comprising a Au bowtie and Au cap and (b) a mono-
metallic c-BNA system comprising a Ag bowtie and Ag cap.
The blueshift introduced by varying cap thickness can be partially understood from
a plasmon hybridization picture [1,68], in which the charge density of the c-BNAs, which
determines the resonant modes, is represented by the superposition of elementary cap
and bowtie charges: ρ (r)= ρcap (r)+ρbowtie (r), where ρcap (ρbowtie) is the charge density
in the cap (bowtie) portion of the c-BNA. The total charge distribution for a c-BNA at
both resonances is shown in Fig. 7.5. Note that the spatial charge density distributions
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in the mono-metallic cases are indistinguishable from the bi-metallic case. Examination
of the charge densities reveals that for the NIR resonance, the cap exhibits a quadrupole-
like charge distribution with negative (positive) charge accumulation on the upper left
(right) edges and positive (negative) charges on the lower left (right) edges. Additional
charge signs are included in the cap region to clearly show this distribution. Increas-
ing tcap results in larger charge separation between the upper and lower edges, thereby
reducing Coulombic screening in ρcap (r) and causing a blueshift in the plasmon reso-
nance as a result [151]. Similarly, as the length of the cap increases along the x-axis, a
blueshift occurs that can be attributed to increased separation of opposing charges on
the cap, which is consistent with the plasmon hybridization model.
Figure 7.5 | C-BNA modal charge distributions. Normalized charge density plots for
the NIR (top) and VIS (bottom) modes in a bi-metallic c-BNA structure. The charge
accumulation in the gap in the VIS case, due the lightning rod effect, is not present in
the NIR mode.
Given that ρbowtie does not change appreciably with cap thickness, the relative insen-
sitivity of the VIS resonance to tcap suggests that this mode is dominated by the ρbowtie (r)
contribution. To verify this, the enhancement response is investigated as a function of
bowtie gap spacing for both bi-metallic and mono-metallic structures. Figure 7.6 shows
the magnetic and electric response of the c-BNAs as the gap separating the constituent
triangles is increased from 10 to 30 nm. The peak electric-field enhancement is a re-
markable 2.5 ×104 in the cap, whereas the peak magnetic enhancement is >3000×. The
VIS resonance experiences a blueshift of ∼60 nm with increasing gBNA that is accom-
panied by a reduction in the peak enhancement due to lower field confinement in the
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larger gaps. This effect is observed in the hybridization model for longitudinally coupled
plasmonic dimers and is consistent with the VIS resonance being governed primarily
by ρbowtie (r) [68, 151]. Here, as gBNA increases, the blueshift originates from reduced
screening of the Coulombic restoring force acting on the free electrons in the two trian-
gles in the bowtie [67, 152, 153].
Figure 7.6 | Gap-size effects on the c-BNA response. Spectral responses of the c-BNAs
as a function of the bowtie gap spacing. Solid (dotted) lines correspond to bi-metallic
(mono-metallic Au c-BNAs) c-BNAs.
As described in Chapter 2, the restoring force on the free-electron cloud results from
Coulombic attraction to the positive ion lattice in the metal, and given that the charge
distributions of the individual triangles couple to one another, the restoring force in
one particle can be screened (reduced) by the presence of positive charge accumula-
tion in the other, thereby lowering the resonant frequency. As the particle separation
increases, this effect is mitigated and the LSPR blueshifts. Interestingly, the NIR reso-
nance experiences an opposite redshift with increasing gBNA. Similar simultaneous red-
and blueshifts have been observed in split-ring resonator (SRR) geometries and occur
due to coupling of induced magnetic and electric dipoles. This coupling manifests as
non-zero off-diagonal terms in the particle polarizability tensor
α¯=
[
αEE αEH
αHE αHH
]
, (7.2)
where αEE and αHH represent the purely electric and magnetic polarizabilities of the
structure, αHE indicates the magnetic dipole induced by the incident electric field, and
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αEH indicates the electric dipole induced by the incident magnetic field of the light [154].
In the case of c-BNAs, the redshift of the NIR mode as coupling decreases (gBNA in-
creases) indicates that this resonance is dominated by transversely coupled magnetic
dipoles induced in the neighboring antennas in the array. Alternatively, investigating
ρ (r) of the NIR mode in Fig. 7.5, it is evident that each triangle has a uniform charge
density similar to that of a single nanorod [1,151]. This charge distribution is in contrast
to that of the coupled-dipole mode in ρbowtie for the VIS resonance. As such, increasing
the separation in the NIR case is analogous to increasing the length of a single nanorod,
which reduces the LSPR frequency as a result of a reduction of the Coulombic restoring
force.
Figure 7.7 | Array effects on the c-BNA response. Magnetic spectral response of bi-
metallic c-BNAs as a function of array spacing.
To further support the argument that the NIR resonance is dominated by trans-
versely coupled magnetic dipoles, the dependence of the c-BNA magnetic response is
calculated as a function of the array spacing and given in Fig. 7.7. The redshift observed
in the NIR resonance as Γ increases is consistent with findings using SRR devices [152]
and can be seen to arise due to the fact that the magnetic dipole moment is aligned per-
pendicular the x-z plane containing the c-BNA cross section, i.e., transverse coupling
indeed dominates the resonant behavior of the NIR mode. Moreover, increasing Γ leads
to higher enhancement of the NIR mode, albeit at the expense of a reduced VIS response.
Thus, Γ can be used as an additional parameter to selectively tune the c-BNA response. It
is important to note that despite apparent similarities between c-BNA and SRR devices,
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the former is unique with regards to the large field enhancements that are not present
in SRRs, which marks an important distinction between the present study and previous
efforts devoted toward SRRs. Furthermore, the large field enhancements generated by
c-BNAs warrant further investigation of general capped nanoantenna systems.
Figure 7.8 | Refractive index sensitivity of c-BNAs. Plot of the spectral sensitivity of
the c-BNAs for the VIS (gray squares) and NIR (red squares) resonances. Linear fits are
included as black lines.
The efficacy of the c-BNAs for sensing can be evaluated from the sensitivity δn to
the local refractive index [24]. In order to estimate this parameter, the shift in the VIS
and NIR plasmon resonance location is calculated as the shift in the absorption cross
section, ∆σabs, as a function of the local refractive index n. Figure 7.8 shows the LSPR
shift for bi-metallic c-BNAS (Γ = 425 nm, tcap = 20 nm, gBNA = 20 nm) for both the VIS and
NIR modes. As expected, a redshift is evident for both modes with increasing n and both
modes exhibit a linear dependence of the LSPR location with n. It follows that the c-BNA
sensitivity is given by the slope of the linear fit and has units of nm per refractive index
unit (RIU). The VIS and NIR modes have sensitivities of δnVIS = 270 and δnNIR = 680 nm
RIU−1. Notably, the sensitivity of the NIR mode is comparable to the particularly high
values obtained from plasmonic mushroom array (1000 nm RIO−1) [24] and nanorice
(800 nm RIO−1) [155] systems. For mono-metallic Au c-BNAs, δnNIR (δnVIS) is ∼20%
lower (∼3% higher) compared to the bimetallic case. The differences in δn between
the two cases can be understood by examning their spectral absorption cross section
(σabs (λ)) given in Fig. 7.9. For the NIR mode, mono-metallic c-BNAs have a significantly
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larger value of σabs, compared to the bi-metallic case, whereas for the VIS mode, the
absorption in both structures is comparable. Thus, larger absoprtion associated with
increased plasmon damping results in lower refractive index sensitivity for the c-BNAs
[25].
Figure 7.9 | C-BNA absorption cross sections. Plot of the spectral absorption cross sec-
tions of the bi-metallic and mono-metallic c-BNAs (Γ = 425 nm, tcap = 20 nm, gBNA = 20
nm).
7.5 Discussion
This chapter introduces a new class of capped plasmonic nanoantennas capable of si-
multaneous enhancement of magnetic and electric fields by more than three and four
orders of magnitude, respectively. Using c-BNAs as a model system, this work shows
that the magnetic plasmon response can be tuned across the VIS and NIR by simple
adjustment of the cap thickness and bowtie spacing. Further, using Ag as a cap mate-
rial results in a 15% increase in field enhancement due to reduced plasmon damping.
Using the plasmon hybridization model, it can be seen that the NIR mode depends pri-
marily on the geometric properties of the cap whereas the VIS mode is dominated by
contributions from the bowtie. Moreover, the resonance splitting effect, whereby in-
creasing gap spacing introduced a blueshift (redshift) to the VIS (NIR) mode, originates
from the coupling between electric and magnetic dipole modes in the system, in accor-
dance with previous observations in split-ring resonators. The c-BNAs exhibit a maxi-
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mum refractve index sensitivity of 680 nm RIU−1, which makes this platform attractive
for high-sensitivity probing of chemical and biogical systems. Overall, the exceptional
magnetic and electric-field enhancements produced by the c-BNAs signify this archi-
tecture as an important advancement for not only magnetic plasmonics, but also for
applications in nonlinear optics, sensing, and nano-optics.
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Chapter 8
PILLAR BOWTIE NANOANTENNAS
8.1 Introduction
Plasmonic nanostructures have played a vital role in the advancement of nanotechnol-
ogy due to their unique ability to sense and manipulate matter on the nanoscale. As
described in the preceding chapters, these capabilities result in the tight spatial confine-
ment and enhancement of optical fields by plasmonic nanoantennas, and have found
extensive applications spanning health and medicine [156], solar energy technology
[157], neuroscience [158], lab-on-chip biochemical sensing [159], and point-of-care di-
agnostics [160]. As such, development of new plasmonic geometries and fabrication
methods is critical to keep pace with the demand for investigating increasingly smaller
systems. Nanoantennas commonly take the form of disks, ellipses, blocks, or triangles
(bowties) that are separated by a nanoscale gap. The size of the nanoscale gap is a crit-
ical feature that defines the spectral location of the LSPR, the strength of the near-field
enhancement, the nonlinear optical properties, and the refractive index sensitivity of
a given plasmonic structure [1, 18, 25, 128]. A common feature of existing fabrication
processes used for plasmonics, including electron-beam lithography, colloidal synthe-
sis, and nano-imprinting [161, 162], is that they produce nanoantennas that are immo-
bilized on a substrate. As a result, the geometric and optical properties of plasmonic
devices produced using currently available methods remain fixed after fabrication.
Recently, a new class of elevated structures, consisting of metallic squares or bowties
supported on pillars, have shown promise for sensing applications whereby their larger
available surface area enhances sensing capabilities compared to substrate-bound de-
vices [24, 126]. However to date, this novel platform has only been employed for sens-
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ing, which represents a narrow subset of the wider application domain for plasmonic
devices. Furthermore, the substrate and pillar material of these devices is comprised of
non-optically transparent materials (Si or Au), which limits their functionality for sens-
ing in optical applications. A heretofore overlooked consequence of the elevated geom-
etry is the potential to exploit the mechanical degree-of-freedom (DOF) of the pillars in
order to manipulate the geometrical, and therefore optical, properties of these devices.
Producing such reconfigurable plasmonic nanoantennas is beyond the means of current
fabrication techniques, yet it offers an exciting approach for building next-generation
plasmonic devices.
In this chapter, a novel pillar-bowtie nanoantenna (p-BNA) architecture consisting
of arrays of Au BNAs fabricated atop 500-nm-tall SiO2 (silica) pillars, is used to show that
the mechanical DOF can be actuated using electron-beam (e-beam) induced gradient
forces in a scanning electron microscope (SEM) to modify a nominal p-BNA template
[163]. The p-BNA platform serves as an example system for demonstrating the coupling
between intrinsic mechanical and electromagnetic DOFs that is applicable to a range
of plasmonic antenna geometries. To date, the p-BNAs are the only elevated nanoan-
tenna system that is fabricated on an optically transparent substrate, which makes this
system attractive for sensing and trapping objects in the optical frequency domain, e.g.,
in lab-on-chip architectures [164]. Previous studies of e-beam manipulation have used
scanning-transmission electron microscopes (STEMs) with electron energies in excess
of 100 keV, and experimental demonstrations of the technique have been limited to ma-
nipulation of sub-10 nm Au particles [165, 166]. As such, this work represents a signif-
icant advancement in this nascent field by demonstrating manipulation of particles an
order of magnitude larger in an SEM environment with 10–20 keV energies. Further,
by characterizing nanoantenna deformation as a function of accelerating voltage and
SEM magnification (scan area), this work shows for the first time that repeatable, con-
trolled reconfiguration of a nanoantenna array can be achieved using the mechanical
DOF. This novel fabrication technique is used to engineer p-BNA arrays in situ with in-
dividual gaps as small as 5 nm, and the plasmonic properties of the modified structures
are characterized using spatially localized optical reflection spectroscopy based on a su-
percontinuum optical source.
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8.2 Fabrication
Figure 8.1 | P-BNA fabrication procedure. (a) The p-BNAs are fabricated on an ITO-
coated SiO2 substrate by depositing a 500-nm-thick SiO2 layer onto which BNAs with
a 425 nm array spacing are patterned using e-beam lithography and evaporation and
RIE. SEM images of the p-BNAs are shown with (b) an 80◦ tilted view and (c) a normal
incidence view. Scale bars are 500 nm.
Fabrication of the p-BNAs involves a combination of e-beam lithography (EBL), e-beam
evaporation, and reactive-ion etching (RIE) processes, as shown in Fig. 8.1. The first
step is to deposit a 500-nm thick SiO2 layer onto an SiO2 substrate with a 25-nm-thick
ITO coating using a plasma-enhanced chemical vapor deposition (PECVD) system; this
process provides material for the pillars. An array of BNAs is then patterned with Γ= 425
nm array spacing using EBL. This process involves spin-coating a 100-nm thick PMMA
photoresist layer onto the deposited SiO2 and baking for 2 min at 200 ◦C to harden the
resist. Using a JOEL EBL system, the resist is patterned at 50 keV with a dose of 250
µC cm−2. After exposure, the resist is developed in IPA:MIBK 3:1 for 45 s and rinsed
in isopropyl alcohol for 30 seconds. After development, the BNAs are formed by e-beam
evaporation of a 5-nm thick Cr adhesion layer and 50 nm of Au. Crucially, this is followed
by deposition of a 5-nm thick Ni layer that is used to protect the Au during the final RIE
process. Using a Plasmatherm RIE system, the sample is etched at 35 mTorr pressure, 90-
W power, and 70-sccm CF4 flow rate. These settings result in ∼40 nm/min etch rate for
the SiO2 and produce high-aspect ratio p-BNAs with 500-nm pillar height (Fig. 8.1b,c).
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8.3 Deformation of p-BNAs
Illumination of the p-BNAs in an SEM (Hitachi S4800) causes the constituent arms of
the p-BNAs to coalesce toward one another by means of a gap-directed gradient force
induced by the electron beam [167]. This phenomenon is depicted in Fig. 8.2a-c and Fig.
8.2d-f, which show a top and 25◦ titled views of individual p-BNAs bending in response
to the raster-scanned electron beam. Throughout exposure, relatively constant defor-
mation is observed until the p-BNA gap becomes smaller than 10 nm, at which point
rapid motion of the p-BNA arms toward one another occurs. The resulting structures
have ∼5 nm gap sizes, although in some cases even smaller gaps have been observed.
After Illumination, the final position of the p-BNAs remains fixed regardless of the gap
size, apparently signifying plastic deformation as a result of interaction with the e-beam.
This observation is consistent with previous studies showing superplastic deformation
of amorphous silica under e-beam illumination [168]. Here, the large current density of
the tightly focused electron beam (1-nm probe size) can alter the structure of the SiO2,
thereby permitting plastic deformation.
Figure 8.2 | Deformation of p-BNAs. Video frames of p-BNA deformation under (a-c)
normal e-beam incidence with 450k magnification and (d-f) 25◦ tilted incidence with
350k magnification. Scale bars are 50 nm.
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8.4 Electron-Beam Induced Gradient Forces
Theoretical studies indicate that the plasmon modes excited in nanoscale metallic par-
ticles due to the interaction with a beam of fast-moving electrons can result in an attrac-
tive gradient force toward the beam [169–172]. This process is highly dependent on the
electron-beam impact parameter, i.e., the distance between the beam and particle in the
x- and y- directions, and has been shown experimentally to enable manipulation of Au
particles < 10 nm in diameter [165, 166]. For certain values of the impact parameter, or
for symmetric passage of the beam between nanosphere dimers, the gradient force can
become repulsive due to excitation of antisymmetric “dark” plasmon modes [171, 172].
However, for every combination of accelerating voltage and magnification used, the p-
BNAs are always observed to be drawn toward one another, that is, no repulsive force is
observed.
The origin of the net-attractive gradient force can be explained by preferential ex-
citation of “in-gap” over “outside” plasmonic modes by the evanescent field of passing
electrons along the z-axis, given by [169, 173]
E=
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ve2ψ2²0
K0
(
ωr
veψ
)
zˆ
]
e iω/vez , (8.1)
where and K0 and K1 are modified Bessel functions, q is the electron charge, ve is the
electron velocity, ψ = 1/
√
1− (ve/c)2 is the Lorentz contraction factor, ²0 is the free-
space permittivity, i is the imaginary unit, r = (x, y), r = |r|, and Ne is the number of
incident electrons passing through the scanned area (Ascan) per second given by Ne =
Ie
(
piw02
)−1 · Ascan, where w0 = 1 nm is the beam radius produced by the SEM; the fre-
quency, ω, of the electron beam can be considered to span a broad supercontinuum
[170]. Using a commercial finite-element solver (COMSOL Multiphysics), the electro-
magnetic response of the p-BNAs is calculated with Eq. 8.1 as the input field and the
input electron beam is scanned over x0 and y0 spanning −10 to 10 nm, with the origin
placed in the p-BNA gap center. A scan area of Ascan = 160×90 nm is used; this value is
taken from SEM image data with 800k magnification. The computational domain con-
sists of a 425 × 425 × 425 nm cube surrounded by “scattering” boundary conditions,
which eliminate spurious reflections from the computational domain. Inasmuch as the
pillars have little effect on the calculated electromagnetic fields, they are not included to
reduce computational costs. Figures 8.3a,b show theoretically calculated modes excited
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by a beam positioned at (x0,y0) = (0,5) and (0,0) nm, respectively, about the gap center.
Figure 8.3 | Electron-beam induced gradient forces. Theoretical results showing nor-
malized electric fields for (a) an in-gap mode (red hot spot) due to illumination with
impact parameters (x0,y0) = (0, 5) nm and (b) an outside mode (red hot spots on the
outside edges) due to symmetric illumination with impact parameters (x0,y0) = (0, 0)
nm. (c) Theoretical electromagnetic force acting on the upper antenna arm (y > 0) for
impact parameters spanning−10 to 10 nm for x0 and 0 to 10 nm for y0; beam parameters
are Ie = 180 pA and Vacc = 15 kV.
Whereas symmetric passage of the beam through the gap enhances electric-field in-
tensity on the outside edges of the structure and tends to pull the p-BNAs apart [171,
173], the large in-gap intensities produced in the asymmetric cases induce significant
gradient forces on the Au particles toward the gap center [167]. By virtue of the fact that
there exists many more in-gap modes, the resultant gradient force is attractive. This fact
can be shown by calculating the force at each frequency via integration of the Maxwell
stress tensor [59]
F (ω)=
Ï
S
T¯ (ω) · nˆ dS, (8.2)
where S is the surface of a rectangular cube enclosing the y > 0 triangle, nˆ is the unit
outward normal, and the stress tensor is given in Eq. 2.31. The total force spanning the
97
frequency range of tabulated optical property data for Au [83] is calculated via [169]
Ftot =
∫
F (ω)
ω
dω. (8.3)
The net-attractive force is evident in Fig. 8.3c, which shows the gradient force acting on
the upper antenna arm as a function of the beam impact parameters. For most combi-
nations of (x0,y0), the gradient force is negative, indicating a gap-directed force. The nN
forces are an order of magnitude larger than previously reported values and can be at-
tributed to the strong field enhancement in the p-BNA gaps caused by the lightning-rod
effect [94].
Figure 8.4 | Solid-mechanics deformation model of p-BNAs. (a) Geometry of the model
consisting of 500-nm-tall SiO2 pillars and 25-nm-spaced Au BNAs. (b) Spatial displace-
ment map of the p-BNAs for 2.5-nm prescribed displacement. (c) calculated reaction
force on the upper p-BNA arm (y > 0).
The nN magnitude of the e-beam induced gradient forces can be verified using an in-
dependent solid-mechanics model with experimentally observed p-BNA displacement
as the input. The geometry of the model is shown in Fig. 8.4 and consists of 500-nm-tall
silica glass pillars supporting 25-nm-spaced Au BNAs. The cross-sectional area tapers to
∼0.4× that of the Au triangles, in accordance with geometric parameters observed under
SEM. The mechanical properties (Young’s modulus, Poisson’s ratio) of the PECVD-grown
SiO2 pillars are set to 55 GPa and 0.17 in accordance with [174]. A prescribed displace-
ment ranging from 0–10 nm is applied to the Au triangles and Fig. 8.4 shows the spatial
displacement map of a p-BNA in the case ofDapp = 2.5 nm. The calculated reaction force
magnitude on the upper (y > 0) antenna arm is plotted as a function of Dapp in Fig. 8.4,
from which it is evident that nanonewton magnitude forces are required to reproduce
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experimentally observed p-BNA displacements.
8.5 Design Curves for in situ p-BNA Reconfiguration
In order to understand how to controllably manipulate the p-BNAs, the deformation
process is characterized as a function of SEM accelerating voltage (Vacc) and magnifica-
tion (M) using real-time video capture of the SEM display. The result is a set of design
curves showing the p-BNA gap size as a function of time for Vacc spanning 10–20 kV
(Fig. 8.5a) and for M spanning 450k–800k (fig. 8.5b). The beam current at the p-BNA is
measured to be 183 pA using a custom-made SEM stage equipped with a 50-µm diame-
ter Faraday cup aperture into which the incident beam is focused. The beam current is
read out from a pico-ammeter connected to the SEM ground line.
To assess the size of the p-BNA gaps, images extracted from raw video data are pro-
cessed using edge detection to isolate the bright nanoantenna image from the darker
background. The images are then converted to binary and the gap size is determined
using pixel-to-nanometer conversions based on scale bars in the SEM images. Images
are obtained and processed for 15 separate nanoantennas as the gap closes from its
nominal value to ∼5 nm. Repeating the thresholding technique 15 times for each of
the four images collected per nanoantenna (corresponding to 15-, 20-, 25-, and 30-nm
gap sizes) reveals that the error associated in determining the gap size is less than the
1-nm resolution of the SEM. Therefore, the error bars in gap size are set to this value.
Error bars for time determination correspond to the standard deviation at each gap size
for 15 separate antennas. Given that the nominal p-BNA gaps range from 35 to 50 nm,
the reference time t = 1 second is started when the p-BNA gap is measured to be 30 nm
in post-processed video data.
Interestingly, the gap-size follows an approximate linear relationship with time for
all parameters considered, and therefore linear fits can be used for reliable determina-
tion of a gap-closing velocity, vg, for p-BNA gaps down to 15 nm. However, as the gap
size becomes increasingly smaller, vg rapidly increases in a nonlinear manner and there-
fore this parameter is determined for the gap range of 15–30 nm. Figure 8.5a shows that
increasing the accelerating voltage, with fixed M = 800k, leads to larger gap-closing ve-
locities with vg = 2.1, 2.8, and 6.0 nm s−1 for Vacc = 10, 15, and 20 kV, respectively. Here,
vg increases with Vacc due to increased beam power, Pbeam = Vacc · Ie, at the p-BNA lo-
cation. Similarly, increasing magnification with fixed Vacc = 20 kV produces vg = 1.5, 4.4,
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and 6.0 nm s−1 for M = 450k, 600k, and 800k, respectively, as shown in Fig. 8.5b. In this
case, increasing M shrinks the area scanned by the electron beam, thereby increasing
the number of electrons interacting with the p-BNAs. As such, larger background fields
and accordingly larger gradient forces are generated with increased magnification.
Figure 8.5 | P-BNA design curves. P-BNA deformation as a function of (a)Vacc with fixed
M = 800k and (b) M with fixed Vacc = 20 kV. Vertical error bars correspond to the 1-nm
resolution limit of the SEM whereas horizontal error bars correspond to the standard
deviation of times to reach each gap size for 15 individual nanoantennas.
These curves map out a design space whereby the mechanical DOF can be used for
on-demand engineering of nanoantenna arrays of a desired gap size via electron-beam
manipulation. This capability is in stark contrast to those of currently available fabri-
cation methods, which produce nanoantennas immobilized on a substrate and there-
fore plasmonic devices with fixed optical properties [175]. As proof of this novel design
principle, two separate 10 × 10 arrays of nanoantennas with 5- and 15-nm gap sizes
are fabricated from a nominal 80 × 80 µm template p-BNA array comprising 35–50 nm
gap, 425-nm spaced antennas. The fabrication is achieved by focusing on an individual
antenna with Vacc = 15 kV and M = 800k, monitoring the gap until the desired size is
obtained, and then either rapidly reducing magnification or shifting the focus from the
p-BNA to halt the deformation process. Figure 8.6 shows an SEM image of a section of
the 10 × 10 p-BNA array reconfigured using electron-beam induced forces to have 15-
nm gap spacing (outlined in red) next to an unmodified region with 35-nm gap p-BNAs
(outlined in blue). These results demonstrate that electron-beam manipulation can be
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used to repeatably modify a desired section of the array with single-nanoantenna reso-
lution.
Figure 8.6 | Reconfigured p-BNA array. A sub-section of a 10 x 10 p-BNA reconfigured to
have 15-nm gap spacing (red outlined region) next to an unmodified region of the array
having 35-nm gap spacing (blue outline region. Scale bar is 500 nm.
8.6 Optical Characterization
To verify this approach as a fabrication process, the plasmonic response of modified ar-
rays is measured using optical reflection spectroscopy. The setup consists of a polariza-
tion maintaining photonic crystal fiber (PCF, NKT Photonics Femtoshite 800) pumped
by a Ti:sapphire laser with 100-fs pulse duration, 800-nm center wavelength, and 100
mW average power. The PCF produces a spatially coherent optical supercontinuum
source spanning 500–900 nm, as shown in Fig. 8.7a. The source is focused onto the
p-BNA sample a ∼3-µm diameter focal spot, and the reflected signal is coupled into
a fiber-coupled spectrometer (OceanOptics USB2000+) using a 0.25-NA objective lens
to closely match the NA of the fiber. Spectra are collected with a 3 s integration time
to minimize the effect of spectral fluctuations in the source, and the source-reference
spectrum is obtained by focusing onto the silica substrate away from the p-BNAs. The
p-BNAs are oriented in the sample plane such that the incident source is polarized along
the long axis of the BNAs.
Figure 8.7b shows the normalized reflectance of the nominal (35-nm gap) p-BNAs in
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addition to the spectra for modified 15-nm and 5-nm p-BNA arrays. Note that the inci-
dent source covers 6 × 6 antennas and thus the optical response of the modified array
has no contributions from unmodified antennas. The nominal array has a peak plas-
mon resonance at 660 nm, whereas additional redshifted features appear in the spec-
tra for the smaller gap sizes. These features are a result of grating modes that exist in
the p-BNAs, also known as the Rayleigh anomaly [24], as a result of the elevated struc-
ture. However, the sharp spectral features normally associated with these modes are ob-
scured by the fact that the incident illumination comprises many angles ranging from 0
to 36.8◦ [87, 176].
Figure 8.7 | Optical characterization of p-BNA response. (a) Schematic of the exper-
imental setup consisting of a Ti:sapphire laser-pumped photonic crystal fiber with tp
= 100 fs pulse duration, λ0 = 800 nm center wavelength, and 100 mW average power,
producing a supercontinuum (SC) spanning 500–900nm; the inset shows a reference rel-
fectance spectrum of the SC source. The SC source is coupled into an optical microscope
with a 0.6-NA objective (OBJ) by means of a beam-splitter (BS). The reflected signal is
focused into a fiber-based spectrometer using a 0.25-NA lens (L). (b) Normalized opti-
cal reflectance of the nominal 35-nm gap p-BNAs, 15-nm gap p-BNAs, and 5-nm gap
p-BNAs indicated by blue, yellow, and black curves, respectively. The left inset shows
an optical image of the p-BNA array, with modified regions highlighted with dashed-
squares, alongside SEM images of representative p-BNAs from each array. Optical and
SEM scale bars are 10 µm and 100 nm, respectively.
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8.7 Discussion
These results show that actuation of the mechanical DOF of pillar nanoantennas by
the electron-beam manipulation allows for fabrication of reconfigurable plasmonic de-
vices, a process that is not possible using existing techniques. This reconfigurability
will benefit future plasmonic applications by, for example, enabling homogenization
of nanoantenna gap sizes in an array, leading to sharper plasmon resonances, or en-
gineering of novel photonic applications whereby, for example, a single BNA or patch
of antennas is modified to yield different plasmonic responses in a manner similar to
metasurface devices [177, 178]. Furthermore, this approach can be used to circum-
vent photoresist proximity effects that make EBL fabrication of sub-20 nm gaps prob-
lematic [175]. In addition to demonstrating manipulation of nanoparticles an order of
magnitude larger than previously reported values, this work represents a practical ap-
plication of electron-beam-based manipulation, which to date has remained elusive.
While the plasmonic forces associated with asymmetric illumination significantly con-
tribute to the observed deformation, physical mechanisms, including electron scatter-
ing and knock-on charging, may also play a role [171, 172]. Further, the permanent na-
ture of the deformation may be a result of effects other than superplastic deformation,
including: (1) thermal annealing of the silica pillars caused by plasmonic heating to near
the glass-transition point, which implies plastic deformation, or (2) Casimir forces act-
ing between the Au particles that prevent elastically deformed pillars from returning to
their original position [167,179]. Thus, the nanoscale mechanical behavior of the pillars
is a promising area of future study. Ultimately, the ability to engineer small gap sizes
in situ using pillar-nanoantennas and optically transparent substrates is attractive for
next-generation plasmonic devices with applications in biochemical sensing, enhanced
Raman scattering, and plasmonic optical trapping.
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Chapter 9
CONCLUSIONS AND FUTURE WORK
9.1 General Conclusions
This dissertation reports on the use of Au bowtie nanoantennas (BNAs), pillar-bowtie
nanoantennas (p-BNAs), and capped-bowtie nanoantennas (c-BNAs) for multipurpose
particle manipulation and the enhancement of optical frequency magnetic fields. Us-
ing BNAs as a model plasmonic nanotweezer, the optical trapping performance in the
presence of plasmon-induced convection is mapped out over a wide parameter space
including bowtie array spacing, trapped-particle size, nanostructure orientation, adhe-
sion layer materials, trapping fluid properties, and optical parameters including input
polarization, wavelength, and power. The optical trapping efficiencies obtained using
BNAs are found to be among the highest reported to date, and the BNAs are shown to
be the only current plasmonic trapping platform that explicitly takes advantage of array
effects to achieve particle manipulation over an extended, plasmonically generated po-
tential energy landscape. Furthermore, phase-like behavior resulting from the delicate
interplay between optical and thermally induced forces is identified, and novel plas-
monic trapping phase diagrams are created to characterize this behavior. An extensive
theoretical model is developed to describe this phenomenon, and the empirically ob-
tained phase diagrams are used to achieve desired trapping behavior, including single
and multiple-particle trapping, and particle sorting.
Chapter 6 describes the first experimental demonstration of fs-pulsed plasmonic
nanotweezers, whereby an ultrafast input source is shown to improve trapping perfor-
mance in both the Rayleigh (small) and Mie (large) particle-trapping regimes compared
to a comparable CW system. Observation of improved trapping for nm-size objects sup-
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ports the fact that the fs pulses augment the near-field forces derived from plasmonic
nanoantennas; however, it is possible that the fs nanotweezers develop a tighter spatial
temperature profile compared to a CW source, which reduces thermal perturbations
and leads to higher trap stiffness in the case of Mie particles. In any case, trapping ex-
periments are performed with a remarkably low 50-µW input power, which corresponds
to input power densities two orders of magnitude lower than the threshold for biologi-
cal damage and therefore makes fs nanotweezers attractive for future biological appli-
cations. An additional beneficial feature of fs nanotweezers that is inaccessible to the
CW counterpart is the ability to measure the nonlinear optical response of species dur-
ing the trapping event. Access to the nonlinear response improves diagnostic capabili-
ties by allowing for simultaneous trapping and and monitoring of fluorescence signals
from tagged species, and has the potential to simplify cumbersome conventional trap-
ping/fluorescence setups. Finally, above a power threshold of 60–75 µW, particles spon-
taneously adhere to the BNA surface, and given the low input power densities, the effect
is expected to be related to Van der Waals interactions as opposed to particle melting.
Furthermore, this fusing behavior has applications for metrology, as demonstrated by
post-processing SEM images of trapped Ag nanoparticles that are selectively fused to
the substrate for inspection.
The c-BNAs have the unique ability to enhance both electric and magnetic fields,
due to the simultaneous generation of significant charge accumulation and large cur-
rent densities in the gap region of the structure. Moreover, the >3000× magnetic field
enhancement is among the highest values reported to date. The dual-peaked spec-
tral response of the c-BNAs enables tuning of the magnetic plasmonic response over a
broad frequency range spanning the visible to near-infrared, and thus this architecture
is promising for future applications in magnetic plasmonics, metamaterials, sensing,
and novel light-matter interaction based on the magnetic vector of light.
The field confinement process of the BNAs involves highly polarizable particles (the
bowties) in the presence of a large intensity gradient (the confined fields produced by
the bowties). Therefore, the bowties experience gap-directed forces as a result of the
field confinement they generate. The p-BNA platform is designed to exploit this effect
by introducing the mechanical degree of freedom into the nanoantenna geometry, via
the compliance of the 500-nm-tall SiO2 pillars supporting the BNA structures. The me-
chanical DOF is actuated using electron beam manipulation, whereby the evanescent
field of an e-beam derived from an SEM is used to excite strong in-gap modes in the
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BNAs. These modes produce nanonewton forces on the structures resulting in observed
pillar deformation with velocities in excess of 10 nm s−1 in specific cases. The nN forces
are an order of magnitude larger than any previous e-beam manipulation process, and
they are confirmed by independent solid-mechanics modeling using experimentally ob-
served p-BNA deformations as an input parameter. Finally, this phenomenon is used to
demonstrate, for the first time, that the mechanical DOF can be used for in situ fabrica-
tion of nanoantenna arrays with a desired gap size down to 5 nm.
9.2 Future Work
In Chapter 4, it was shown that as optical input power is increased, trapping of three-
dimensional stacked particle clusters occurs. Observation of this phenomenon suggests
that the near-field intensity gradients produced by the BNAs, which normally extend
only ∼50–100 nm into solution, are coupling out to at least 3 µm for a minimum of two
layers of trapped, 1.5 µm spheres (see Fig. 4.4 inset). This observation is supported by
the fact that the 0.6-NA illumination is insufficient to form a stable, 3-dimensional trap.
The proposed mechanism is that either the plasmon Talbot effect or longitudinal opti-
cal binding are causing the stacking. In the former case, the array acts as a diffraction
grating and high-intensity hot-spots are produced periodically in the axial direction,
whereas in the latter case, the first layer of trapped particles refocuses the total field,
comprising the illumination and plasmonic hotspots, and thus produces extended axial
intensity gradients. Inasmuch as no study exists describing this effect in the context of
low-NA, plasmonic nanotweezers, developing a computational model to describe the
stacking phenomenon is an interesting future avenue.
In a similar vein, modeling the electromagnetic forces in the BNA-nanotweezers
would provide further insight into trapping dynamics. However, such a model is not
trivial since it requires resolution of extremely fine mesh elements over a large compu-
tational volume enclosing the BNA array and the trapped particle. To build the most
physically accurate model, a large array comprising at least 9 × 9 BNAs illuminated by
a 0.6-NA focused Gaussian beam, in the presence of a thin 25–100 nm ITO layer, and
with a 1.5 µm particle needs to be simulated. Furthermore, the vectorial nature of the
focused beam needs to be taken into account because there exists a non-negligible ax-
ial polarization (z-polarization) in the focal volume at this NA. In all, implementation
of this complex model is very computationally expensive and explains, in part, why no
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such model exists to date. As such, a comprehensive model of this type can be developed
as a future study.
Chapter 7 introduces the concept of c-BNAs for enhanced optical magnetism and
analyses their properties theoretically. To this end, it would be beneficial to fabricate the
c-BNA structure and perform optical spectroscopy to characterize the different plasmon
modes present in the system. In this case, the optical response would include contribu-
tions from both electric and magnetic fields, and therefore examining the sample with
specialized probes such as a Bethe-hole polarizer can potentially isolate the magnetic
response. Given that the theoretically predicted magnetic fields are among the highest
reported to date, the c-BNAs are an exciting platform for investigating novel light-matter
interaction based on the magnetic vector. For example, c-BNAs can be used to probe
the nonlinear magnetic response; previous studies found that this nonlinear behavior
is possible in split-ring resonator geometries, which do not exhibit the strong field en-
hancement found in c-BNAs. As such, the c-BNAs are attractive for studying this novel
effect. Another example is the possibility of using plasmon-induced magnetic dipole
moments to achieve optical trapping based on light’s magnetic vector. This novel ap-
proach to optical manipulation can be implemented, for instance, by using Si nanopar-
ticles which are known to exhibit intrinsic magnetic moments at optical frequencies.
The demonstration of reconfigurable nanoantennas using electron-beam manipu-
lation in Chapter 8 is the first of its kind, and opens the doors for future studies in this
area. In this case, actuation of the mechanical degree of freedom of the SiO2 pillars
requires the highly confined evanescent fields produced by the electron beam to ex-
cite many in-gap plasmonic modes. Implementation of manipulation in an SEM has
considerable practical advantages over other demonstrations of sub-10 nm particle ma-
nipulation in scanning-transmission electron microscopes, e.g., much lower accelerat-
ing voltages (SEM: 10–20 kV, STEM: >100 kV) and less-restrictive sample requirements.
However, using an optical source to achieve the same effects would be very useful. One
approach is to use much larger pillar heights, which would increase the compliance of
the structure and therefore reduce force requirements for appreciable deflection. An
alternative method is to fabricate the p-BNAs on a substrate such as plastic that is in-
trinsically more compliant than SiO2. This again increases the likelihood that an optical
source can actuate the mechanical DOF. Using an opto-mechanical coupling scheme
has potential applications including plasmon switching, whereby the modulation of the
local plasmonic response can re-route an incident secondary beam, and bulk-acoustic
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wave generation in which the p-BNAs can be set oscillating by means of a pulsed source,
thereby launching acoustic waves in the local fluid medium at MHz to GHz frequencies.
This capability further opens avenues for studying acoustophoresis of colloidal particles
in the p-BNA viscinity.
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