Detecting genomic regions under selection is an important objective of population genetics.
Introduction 1
Detecting the molecular basis of adaptation in natural species is one of the major questions in popu-2 lation genetics. Most studies in this context rely on contemporary genomic data and exploit several 3 typical signatures left by the spread of a benefical allele in a population: decreased heterozygosity, Let A be a locus of interest accepting two alleles: A 0 is called the (arbitrary) reference allele while 68 A 1 is called the alternative allele. Considering a diploid organism, we assume each genotype is 69 associated to a particular fitness: the homozygote reference allele fitness is 1, the heterozygote form 70 fitness is 1 + sh and the homozygote alternative allele fitness is 1 + s, where s is the selection 71 parameter and h the dominance parameter. Assume a population has been sampled at n different dates 72 t 1 = 0, . . . , t n = T (in generations after the first sampling date) in order to assess the evolution of the 73 frequency of allele A 1 . We note X (t) the true frequency of A 1 at date t. At date t k (k ∈ {1, . . . , n}), 74 we note X k = X (t k ) , n k the total number of alleles sampled and Y k the number of A 1 alleles sampled. 75 Finally, we note N e the haploid effective size of the population. 76 In this study we will follow a common approach to model such data, first proposed by Bollback In this study we assume that the distribution of X 1 is uniform on [0, 1] (ν(dx) = dx). As the 84 observations Y k are sampled from a population with allele frequency X k , the distribution of Y k given 85 X k is a binomial distribution with parameters n k and X k :
For a given x, Q k (x, .) is the distribution of X k given that the previous frequency X k−1 is x. Note that 87 the Markov chain X k is typically not homogeneous as for example the duration between successive 88 sampling dates may vary. Apart from the time between samples, Q k also depends on the transition 89 model and on parameters s, N e and h. One of the main objective of this study is to compare different 90 possible transition models which are described below.
91
In this HMM framework, the likelihood is: 92 L(y 1 , . . . , y n ; s, N e , h) = · · · ν(dx 1 )
A direct calculation of this likelihood is very costly because the integral is over [0, 1] n . The usual way 93 to tackle this problem is to introduce the forward measure α k , which is the joint probability of the k 94 first observations and the k − th state: 95 α k (y 1 , . . . , y k , dx) = P(Y 1 = y 1 , . . . , Y k = y k , X k ∈ dx)
It is computed using the following recursion: 96 α 1 (y 1 , dx) = P(Y 1 = y 1 , X 1 ∈ dx) = g 1 (x, y 1 )ν(dx) α k+1 (y 1 , . . . , y k+1 , dx ) = x∈ [0, 1] α k (y 1 , . . . , y k , dx)Q k+1 (x, dx )g k+1 (x , y k+1 )
(1) 97 The likelihood is obtained by integrating the last forward measure α n over all possible states X n , 98 using the following relation: 99 L(y 1 , . . . , y n ; s, N e , h) = x∈ [0, 1] α n (y 1 , . . . , y n , dx)
Using this approach, the likelihood calculation involves only n integrals over [0, 1] instead of one 100 integral over [0, 1] n . For a later use, let's also define the log likelihood: 101 l(y 1 , . . . , y n ; s, N e , h) = log(L(y 1 , . . . , y n ; s, N e , h)) 102 This likelihood forms the basis of statistical inference on the population parameters N e , s and h.
103
In this study, we focus on the inference on the selection parameter s and will therefore assume N e and 104 h to be known. We estimate the selection parameter s by maximum likelihood:
To build a test for the null hypothesis (s = 0), we use the log likelihood ratio statistic: 106 λ(y 1 , . . . , y n ; N e , h) = 2 l(y 1 , . . . , y n ;ŝ, N e , h) − l(y 1 , . . . , y n ; 0, N e , h)
with size (N e + 1) × (N e + 1). Let P designate the transition matrix of this process in one generation.
120
Then, P = {P ij } i,j∈{0,...,Ne} and
where f is the diploid fitness function (Ewens, 2004) :
Note that this function can easily incorporate the possibility of mutations (Ewens, 2004) but it is not 123 considered here for the sake of simplicity.
124
Given this one step transition matrix, the transition matrix of the HMM is obtained by taking P to
In the WF model, the effective population size N e is a critical parameter affecting computational 127 properties. More precisely, the transition matrix memory occupation is O(N 2 e ) and the forward algo-128 rithm computation time is at least O(N 2 e ). Moreover, the transition matrix Q k is obtained by taking 129 a (N e + 1) × (N e + 1) matrix to the power t k − t k−1 , with a complexity in O(∆tN 3 e ). It can thus be was first proposed by Lacerda and Seoighe (2014) with a Gaussian distribution and was then used in several other studies (Terhorst et al., 2015; Tataru et al., 2016; Gompert, 2016) . One prerequisite of 142 the method-of-moments is to know the moments of a WF model for any value of s, h and N e . Under 143 selection (s = 0) no analytical formula of these moments exists but they can be approximated using 144 a recursion inspired by (Lacerda and Seoighe, 2014; Terhorst et al., 2015; Tataru et al., 2016) . In the 145 WF model, moments at generation t + 1 can be derived from those at generation t:
For models with selection, the fitness function f (3) is non affine so this recursion cannot be solved 147 analytically. However, using a Taylor expansion of f around E[X (t) ], it is possible to build a recursion 148 allowing to approximate E[X (t) ] and V ar[X (t) ]. Let µ t and σ 2 t be these approximations at generation 149 t, they can be computed as follows (see Supplemental File S1 for details):
Note that as f is a rationale fraction, its derivatives can be calculated exactly. To simplify notations in 152 the following, we further define m k = µ t k −t k−1 and z 2 k = σ 2 t k −t k−1 .
153
Having established approximations to the Wright-Fisher moments in the general case, different 154 parametric distributions can be chosen to approximate the transition kernel. We shown Figure ? ? 155 examples of approximations using models presented below.
156
Gaussian Model (Ga) The first possibility, considered in the original description of the method-157 of-moments approach (Lacerda and Seoighe, 2014) is to use the Gaussian distribution (Nicholson   158   et al., 2002) . Indeed, when t Ne and N e s are small, the rescaled Wright-Fisher process converges to a 159 Gaussian process and the HMM transition kernel is:
One of the main issues with the gaussian model is that X (t) can take values outside [0, 1]. [0, 1] to discrete fixation probabilities at 0 ( i.e. P (X (t) = 0) := P (X (t) ≤ 0)) and 1 (i.e. P (X (t) = 164 1) := P (X (t) ≥ 1)) (Nicholson et al., 2002) . can be written as:
Beta with spikes Model (BwS) We finally considered the beta with spikes model described by 173 Tataru et al. (2016) . In contrast to the two continuous models described above, this model explicitely 174 accounts for the possibility of allele fixation: it is a mixture of a beta distribution and two discrete 175 fixation probabilities at 0 and 1. According to Tataru et al. (2016) , this model is a better approximation
In the beta with spikes model, fixation probabilities must be computed in addition to WF moments.
181
Let us define p 0,t = P(X (t) = 0) and p 1,t = P(X (t) = 1). We used the following recursion, proposed 
where B() denotes the Beta function.
184 Implementation 185
In this study, the likelihood was always evaluated on a grid of N e s composed of 600 values ranging 186 from −100 to 300. For WF transitions the integrals involved in the likelihood computation using the 187 forward algorithm (1) are finite sums. However for the parametric approximations to the WF these 188 integrals are continuous and must therefore be numerically approximated. We computed the likelihood profile (see implementation paragraph) for genomic time series randomly 210 simulated with the Wright-Fisher process. We set the initial allele frequency to 0.1 or 0.5 and its 211 selection parameter varying from 0 (neutral case) to 1 (strong selection). We simulated a random 212 sampling of n k = 30 alleles at 10 evenly spaced dates over a total range of T ∈ {9, 45, 90, 180} 213 generations ( i.e. t k − t k−1 ∈ {1, 5, 10, 20}). We ran 100000 simulations for s = 0 and 10000 for 214 other s (see Figure S2 ). To compare the Ga, Be and BwS models in terms of selection inference, we 215 focused on four summarizing quantities computed from the likelihood: the log-likelihood value at 216 s = 0, the maximum likelihood estimatorŝ, the log-likelihood value at s =ŝ, and the log-likelihood 217 ratio statistic (2).
218
Inferring selection using the HMM
219
As the BwS model was found to be a good approximation to the Wright-Fisher (see Results), we 220 further studied its statistical properties on simulations for higher N e and applied it to detect selection 221 on a real data set.
222
Simulation study
223
To study the statistical properties of the BwS model, we created new datasets designed to repre-224 sent consistent selection dynamics as for the N e = 100 dataset but with larger N e . To do so, we 225 considered that the diffusion approximation to the WF suggests that selection dynamics are driven 226 by the two compound parameters N e s and T /N e . Therefore the new datasets were created by in-
227
creasing N e to 1,000 and 10,000 but in each case adjusted T and s so as to keep the same set of 228 N e s and T /N e values as for the N e = 100 dataset. Specifically we considered N e s ∈ [0, 100] and 229 T /N e ∈ {0.09, 0.45, 0.9, 1.8}. We also kept the same sampling pattern of n k = 30 haploids sampled 230 at 10 evenly spaced dates over the total range T and an initial allele frequency of 0.1 or 0.5.
231
Real data analysis 232 We applied our method using the BwS model on a dataset of two experimental populations of chicken 233 divergently selected for the intra muscular ultimate pH ( We removed from the analysis all trajectories fixing in one step as we used the χ 2 (1) distribution 246 to compute p-values. SNP were called significant with a FDR threshold of 5% estimated using the 247 q-value R package (Storey et al., 2015) .
248

Results
249
We have established a general HMM framework that allows to perform statistical inference from 250 genetic time-series data. Within this framework, different transition models can be used and easily 251 compared. In this section we will first present results comparing the quality of approximations of the 252 Gaussian (Ga), Beta (Be) and Beta-with-spikes (BwS) transition kernels on their ability to approxi-253 mate the Wright-Fisher (WF) kernel. Next, we study in more details the statistical performances of 254 the BwS for detecting selection and estimating its intensity. Finally, we illustrate how the BwS model 255 can be used on real data by re-analyzing an experimental evolution dataset. Negative values correspond to very rare cases where the transition with approximated moments is better than with true moments.
The error in the approximation can come from the model itself but also from the use of approxi- the error comes mainly from the continuous approximation. This is also usually the case under selec-278 tion although for small starting frequencies (x 1 < 0.1) and large duration between samples the error 279 in the approximation of moments is the most influential. transitions should provide the best statistical behavior and be considered a reference inference method.
287
Before assessing the quality of approximations to the WF model with respect to their accuracy for 288 computing the WF-based likelihood, it is necessary to ensure that this model itself provides sensible 289 likelihood inference. Results on simulated data showed that this was not always the case: a family 290 of trajectories were found to lead to unreliable results even when using the WF model for inference.
291
These trajectories correspond to cases where the observed allele frequency reached fixation in one 292 time step (i.e. ∀k > 1, Y k = 0 or ∀k > 1, Y k = n k ). In such cases the likelihood function is 293 monotonic in s: the s value that maximizes the probability of fixation at 1 in one time step is s = ∞ 294 and similarly the s value that maximizes the probability of fixation at s = 0 in one time step is s = −1, 295 essentially corresponding to an infinite s for the other allele. In these cases, likelihood inference is 296 not valid. They could be deemed merely pathological but they occur with a non negligible probability 297 that is increasing as the intersample duration or the selection intensity increases. In the following, 298 we excluded such cases when evaluating the statistical properties of inference models. However we 299 studied their occurrence frequency (see below). for the MLE a few cases exist where the two transition model disagree (Figure 4b ). However, this 307 is never true for the LMLE (Figure 4c ) so when the two models disagree forŝ they still give similar likelihood values at the MLE. Overall this shows that the few large differences in MLE between BwS and WF most likely correspond to cases where the data are not very informative on the selection in-310 tensity. On the contrary, there are many scenarios where the Be and Ga models have very different 311 values from the WF ones for all statistics considered. This shows that in many scenarios they are bad 312 approximations to the WF model. So the BwS model is strictly better than the Ga and Be in terms of 313 approximating the Wright-Fisher likelihood.
314
One reason why the BwS model is a better approximation to the WF than the Beta and the Gaus- estimator therefore underestimates the true s (Figure 4b ). As the maximum is not well found by Beta 324 and Gaussian (Figure S8 ), the likelihood ratio statistic is inconsistent and is not calibrated as a χ 2 (1) 325 distribution.
326
Inferring selection using the Beta-with-spikes model 327
Given that the beta with spikes model closely mimics the Wright-Fisher model in the HMM frame-328 work, we studied the statistical properties of the HMM with BwS transitions for population sizes of 329 1,000 and 10,000 haploids, which are computationally prohibitive when using the WF transitions.
330
In terms of statistical properties, we studied the ability to detect selective loci and the accuracy in 331 estimating the intensity of selection.
332
Detection of selection 333
The HMM framework developed here allows to derive a likelihood ratio statistic that can be used to 334 test for the null hypothesis s = 0. Asymptotically, this statistic follows a χ 2 (1) distribution. However, 335 the asymptotics in the HMM framework are measured in terms of the number of dates sampled. In 336 our simulations, and most likely in typical real datasets, this number is not very high (10 here). Our 337 first goal was thus to evaluate whether the χ 2 (1) was a good fit to statistics computed under the null 338 hypothesis. Then we evaluated its power under different alternatives. Calibration under the null We checked for the good calibration of the BwS under neutrality. Fig-340 ure 5 shows on the y axis the quantiles of the empirical likelihood ratio distribution and on the x 341 axis, the corresponding quantiles of a χ 2 (1) distribution. Generally the fit of the LR to the theoretical 342 distribution was good although the test would be slightly conservative for large T /N .
343
Power With the LR statistic and the χ 2 quantiles, the empirical power of the test can be computed 344 for different scenarios. As in this case we know that all true s parameters are non negative, we 345 considered that all negativeŝ having a high LR should not be considered as a success in detecting 346 selection. Indeed, even if the LR is high in this case, the final conclusion of such results would be that 347 the wrong allele is under selection which is even worse than not detecting selection. (Figure 6b ), for two different initial allele frequencies 0.1 and 0.5. As expected, the power increases 350 with N e s (Figure 6a ). We can see also that for larger T /N e , the power starts to increase for smaller The Figure S9 shows that under parameters considered, N e has no influence on estimation, except for 358 large N e s, for which the maximum likelihood estimator has a higher variance for small N e . In this 359 case, the diffusion approximation is not valid so different N e are not equivalent for given N e s and (Table S1 ). These SNPs were clustered in 12 genomic regions (Table 2, Figure S10 ): eight of 380 them were detected only in the phu+ line, one was detected only in the phu-line and three other were 381 detected in both lines. Moreover, for almost all significant SNPs, the allele that was selected in one 382 line (positive value ofŝ) was also counter selected in the other line (negative value ofŝ) (Figure 8 ).
383
This is consistent with the experimental design of divergent selection between the two lines.
384
Among the 12 regions detected by the time series approach, six were detected by FLK or (and) 385 hapFLK and six were new. SNPs in these six new regions were associated to an allele frequency sig-386 nificantly increasing or decreasing in one line but rather constant in the other line ( Figure S11 ): in such 387 cases, genetic differentiation was elevated but did not result in a significant FLK or hapFLK p-value.
388
In contrast, SNPs detected only with FLK were generally associated to a moderate allele frequency 389 change in both lines, that was not found significant when analyzing each of them independently (Fig-390 ure S12). Overall, the differentiation and time series approaches were thus found complementary.
391
Note also that the number of regions detected (i. e. the detection power) with the time series approach 392 was very similar to that obtained by FLK. Detection power was significantly higher with hapFLK, 393 which was related to the use of haplotype information.
394
Discussion 395
In this study we have described a general statistical framework for the analysis of genetic time series. Beta distribution has been less used in this context (Gompert, 2016; Siren et al., 2011) although we 430 have shown that it offers a better approximation to the transitions than the Gaussian model. However 431 these two models present poor performance when it comes to approximating the likelihood of data 432 simulated under the Wright-Fisher model. This it not true for the Beta-with-spikes model that pro-433 vides good approximations both for the transition kernel and the likelihood. This is most likely due to 434 the fact that it incorporates fixation probabilities that become large when the other models fail ( large 435 selection intensity, large intersample time, low minor allele frequency).
436
The BwS model should therefore be preferred to the other two at least in the context of analyzing 437 genetic time series using Hidden Markov Models. Given the good performance of the BwS model 438 in this context, it could be an interesting model to use in more general contexts. One interesting 439 extension would be to use the BwS in the context of time series data sampled in multiple populations.
440
However, one important limitation of using the Beta distribution (with or without spikes) for such 441 data is that the multivariate Beta distribution is essentially unusable in practice. Using this class of 442 distribution in a multiple populations context therefore requires developing a specific factorization for 443 calculating the multivariate likelihood. An example of such an extension for the problem of estimating 444 branch length in population trees can be found in Tataru et al. (2015) . For such data, the Gaussian 445 model remains much more practical but still suffers from the limitations mentioned above.
446
In this study, we only focused on comparing parametric distributions to approximate the WF tran- for the beneficial allele compared to the other homozygote.
477
Our approach builds upon likelihood inference and in particular maximum likelihood estimation.
478
While this approach was found very efficient in most cases, the maximum likelihood theory could not 479 be applied to allele frequency trajectories where the reference allele was fixed or lost between the first 480 and second sampling dates. Indeed, the best explaination for such events isŝ = −1 (for allele loss) occurence of such events implies that the LR distribution under neutrality is not χ 2 (1). An approach 483 to ensure properly distributed p-values in this situation would rely on performing neutral simulations 484 to obtain empirically the distribution of the LR under the null. However, a more fundamental issue is 485 that the ML estimator gives no accurate information about the true s here, because sampling dates are 486 too distant to capture how fast the allele frequency increases (or decreases).
487
We chose to treat these trajectories specifically and exclude them from further analysis. However, 488 the exclusion of fixed trajectories leads to an underestimation of s. This happens because the trajec-489 tories that are not excluded correspond to a biased sample of trajectories (those that reached fixation 490 more slowly) and the resultingŝ is lower than the true s. A way to compensate this effect would be 491 to consider the transition process conditionnally on the allele not being fixed. This can be done in the 492 method of moments framework by using the conditional moments, and with the diffusion model by 493 modifying the diffusion equation (Ewens, 2004) . However, this methodology may exclude a poten-494 tially large number of loci that can be properly analyzed within our framework, i.e. all trajectories 495 including allele loss or fixation later than the second sampling date. In real data, the way to avoid 496 such situations is through the experimental design by chosing an appropriate sampling strategy.
In this study we only examined one sampling strategy : 10 sampled dates equally spread along 498 the total duration with 30 alleles sampled each time. With this strategy, we showed that the statistical 499 quality of the model is driven by the N e s and T /N e parameters: if the selection is too weak, increas-500 ing the duration considered is needed so as to capture its effect on the allele frequency trajectory. But 501 if the total duration is too large, distinguishing the effects of genetic drift and selection is harder. The 502 consequence of our results is that, for a given dataset, as the statistical accuracy of the estimation and 503 the power of the test depend on the sampling dates distribution and the sample sizes, the interpretation 504 of the results becomes more difficult. Some selected loci will escape detection although they can be 505 potentially important for fitness. Hence, for a given dataset, we would suggest performing simulations 
512
Our evaluation of the HMM framework focused on its performance to detect and estimate selec-513 tion. To do so we have assumed that other parameters, in particular effective population size, were 514 known. In addition, we assumed that each parameter was constant over the sampling duration. In 515 practice most of these assumptions are deemed to be wrong. Regarding the estimation of N e , in our 516 analysis of the real dataset, we used a two-step approach by first estimating N e using Hui and Burt 517 (2015) and then s at each locus. The issue with such an approach is that all loci are used to get the N e 518 estimate. If some of them are under selection, they will exhibit larger allele frequency deviation. The 519 consequence is that the N e estimate is going to be under estimated and it becomes harder to reject the 520 null hypothesis (genetic drift). Hence, while this two-step approach is practical, it could be improved 1 Framework Let X n be a sequence of random variables following a Wright-Fisher bi-allelic allele frequency discrete process. This means that the conditional law of X n+1 given X n is 1 N multiplied by a binomial with parameters N and f (X n ) where f is a function, let's say f ∈ C ∞ ([0, 1], [0, 1]) for simplicity. This is commonly written as
The aim of this development is to accurately approximate moments of this process without having to compute the whole process transition matrix. One can derive the following identities :
As f is non linear function, we can't say that either E(f (X n )) = f (E(X n )) or V ar(f (X n )) = f (E(X n ))V ar(X n ) (which is the case when f is linear). However we can make an approximation around some point using a Taylor expansion. In the following, µ n designate a deterministic sequence expected to be our approximation of E(X n ). In the same way, let σ 2 n designate another deterministic sequence expected to be our approximation of V ar(X n ). One can set the error terms for moments : ε n = E(X n ) − µ n and δ n = V ar(X n ) − σ 2 n One can get the relation : E((X n − µ n ) 2 ) = E((X n − E(X n ) + E(X n ) − µ n ) 2 ) = E (X n − E(X n )) 2 + 2(X n − E(X n ))(E(X n ) − µ n ) + (E(X n ) − µ n ) 2 = V ar(X n ) + ε 2 n = σ 2 n + δ n + ε 2 n ≈ σ 2 n .
Lacerda and Seoighe (2014) approximation
Let's do a 1 st taylor expansion of any function g around the mean of a random variable X :
g(X) ≈ g(E(X)) + g (E(X))(X − E(X)) So by using mean and variance properties, one get :
E(g(X)) ≈ g(E(X)) V ar(g(X)) ≈ g (E(X)) 2 V ar(X) ≈ f (E(X n )) V ar(X n+1 ) = E f (X n )(1 − f (X n )) N + V ar(f (X n )) ≈ f (E(X n ))(1 − f (E(X n ))) N + f (E(X n )) 2 V ar(X n )
3 Terhorst et al. (2015) approximation
Let's write X n = x n + δX n where x n+1 = f (x n ) and do the 2 nd order Taylor expansion about this quantity:
By definition, one get also :
So one can obtain the δX n recursion:
At this point, the author said :
Inductively, assuming that we can compute E(δX n ) and E((δX n ) 2 ), this enable us to compute E(X n ) and V ar(X n ) = V ar(δX n ). This approach was previously employed by Barton et al. (2005) to obtain order O( 1 N ) approximations to these moments. Here, we have used the same idea but automated the symbolic algebra and code generation needed to generate the recursions to higher orders of accuracy.
This suggest that the author did implement an higher order recursion. However, they have not given recursions for E((δX n ) 2 ), so assuming they did in the same way than for E(δX n ), one obtain :
V ar(δX n+1 ) = V ar(X n+1 ) =
1 N E(f (X n )(1 − f (X n )) + V ar(f (X n )) = 1 N E(f (x n + δX n )(1 − f (x n + δX n )) + V ar(f (x n + δX n ))
Using the fact that V ar(δX n ) = E((δX n ) 2 ) − E(δX n ) 2 , all relations needed are established
Taylor expansion
Remember the following recursions :
E(X n+1 ) = E(f (X n ))
V ar(X n+1 ) = 1 − 1 N V ar(f (X n )) + 1 N E(f (X n ))(1 − E(f (X n )))
As f isn't linear, E(f (X n )) has no closed form (the same problem occurs for higher moments). So one needs approximation for these quantities.
To do this, one can expand the f function around our mean approximation µ n assumed to be close from E(X n ). The following formula could help in that way :
k−1 l=1 f (l) (µ n )f (k−l) (µ n ) l!(k − l)! E (X n − µ n ) k − E (X n − µ n ) l E (X n − µ n ) k−l 4.2 2 nd order approximation
In this part, the previous relations are used to pinpoint recursions between the moments approximations :
