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Abstract
Some aspects of multidimensional soliton geometry are considered.
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1 Introduction
The purpose of this note is to consider the relationship of some multidimen-
sional spaces and some partial differential equations (PDE). The study of the
deep relationship between differential geometry and PDE has a long and distin-
guished history, going back to the works of Darboux, Lie, Backlund, Goursat
and E.Cartan. This relationship stems from the fact that most of the local
properties of manifolds are expressed naturally in terms of PDE [1-25].
There are several reasons for our interest in the study of the relationship
between Riemann space and integrable PDE in 2+1 dimensions (see, e.g., [26-
30]). One reason has been motivated by revealed connections between corre-
sponding problems of classical differential geometry and modern problems of
mathematical and theoretical physics. A more specific reason for interest is
that the (1+1)-dimensional counterparts of the known integrable PDE in 2+1
dimensions, such as the Kadomtsev-Petviashvili (KP) equation, its some mod-
ifications, the Davey-Stewartson (DS) equation, the three-dimensional three-
wave resonant interaction system, and others, have been shown to have natural
geometrical interpretations [1-24].
The classical differential geometry serves as an injector of many equations
integrable in this or that sense [1-30]. Among them, integrable spin systems
and their relativictic counterparts - sigma models play especially remarkable role
[32, 39, 50-53]. It turns out that one of the central problems of the differential
geometry: the problem of constructing n - curvilinear coordinate systems is
deeply connected to the theory of integrable spin systems and sigma models
[54-57].
This note is a sequel to the preceding notes [54-57]. The layout out of this
paper is as follows. In section 2 we consider the three-dimensional flat space
obtaining the main geometrical equations. Next, in section 3 we combine these
equations in the n = 3 case with the several multidimensional integrable spin
systems (MISS) to get integrable reductions of the 3-nonorthogonal coordinate
systems (NOCS). In section 4, we conjecture that the 4-NOCS also admit in-
tegrable reduction which is connected with the Self-Dual Yang-Mills (SDYM)
equation. Finally, in section 5 some integrable aspects of soliton immersions in
multidimensions are considered.
2 Flat Riemann space
Let V n be the space endowed with the affine connection. In this space we intro-
duce two systems of coordinates: (x) = (x1, x2, ..., xn) and (y) = (y1, y2, ..., yn).
It is well known from the classical differential geometry that these coordinate
systems are connected by the following set of equations of second order (re-
mark: for convenience, in [54-57] and this note we will use the unified common
numerations for formulas)
∂2yk
∂xi∂xj
= Γlij(x)
∂yk
∂xl
− Γklm(y)
∂yl∂ym
∂xi∂xj
. (228)
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In this paper we assume Einstein summation convention, i.e., the repeated
indices are summed up. The curvature tensor has the form
Riklm = [
∂Γm
∂xl
−
∂Γl
∂xn
+ ΓlΓm − ΓmΓl]
i
k. (229)
Let the space V n is flat and let the metric tensor in V n in the coordinate system
(y) is diagonal:
ds2 = µijdy
idyj (230)
with µij = ±1. Hence follows that the corresponding connection and Riemann’s
curvature tensor are equal to zero:
Γijk(y) = 0, R
i
klm(y) = 0. (231)
Let for the coordinate system (x) the metric has the form
ds2 = gijdxidxj . (232)
As the curvature tensor has the law of transformation as the four rank tensor
Riklm(x) =
∂xi
∂ys
∂yr
∂xk
∂yq
∂xl
∂yp
∂xn
Riklm(y) (233)
the curvature tensor for the coordinate system (x) is also equal to zero
Riklm(x) = 0. (234)
Hence, for the coordinate system (x) we get the following system of three equa-
tions
∂Γm
∂xl
−
∂Γl
∂xn
+ ΓlΓm − ΓmΓl = 0 (235)
where Γm(x) are matrices with components
Γkij =
1
2
gkl(gil,j + gjl,i − gij,l). (236)
Eqs. (235) are the compatibility condition of the following overdetermined
system of the linear equations
Φ,k = ΓkΦ. (237)
We note that in our case the scalar curvature is equal to zero
R =
3∑
i,k,l,m=1
gilgkmRiklm = 0. (238)
Now the system (228) takes the form
∂2yk
∂xi∂xj
= Γlij(x)
∂yk
∂xl
. (239)
3
Let r = (y1, y2, ..., yn) = r(x1, x2, ..., xn) is the position vector. Then as
follows from (165) the position vector r satisfies the following set of equations
r,ij = Γ
k
ijr,k. (240)
We can rewrite the equation (240) in the following form
Z,k = AkZ (241)
where
Z = (r,k)
T (242)
and
Ak =


Γ1k1 Γ
2
k1 ... Γ
n
k1
Γ1k2 Γ
2
k2 ... Γ
n
k2
... ... ... ...
Γ1kn Γ
2
kn ... Γ
n
kn

 .
The compatibility condition of these equations gives
Ai,j −Aj,i + [Ai, Aj ] = 0. (243)
Now we introduce the triad unit vectors by the way
e1 =
r,1
H1
, el =
r,l
Hl
+
n∑
k=1,k 6=l
cklr,k. (244)
Here
Hk =| r,k |, e
2
1 = β = ±1, e
2
k 6=1 = 1. (245)
The equations for ek take the form

e1
e2
...
en


,k
= Bk


e1
e2
...
en

 (246)
with
Bk = (b
k
ij), Bk ∈ so(p, q), p+ q = n. (247)
The integrability condition of the system is
∂Bi
∂xj
−
∂Bj
∂xi
+ [Bi, Bj ] = 0. (248)
Now we want consider some particular cases, namely, the cases n = 3 and n = 4
and present some integrable reductions in these cases.
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3 The n=3 case
So we consider the case n = 3. In this case the unit vectors ek we define as
e1 =
rx
H1
, e2 =
ry
H2
+ c1rx + c2rt, e3 = e1 ∧ e2 (249)
where x = x1, y = x2, t = x3. Now the equations for ek take the form (see, e.g.,
[59])
 e1e2
e3


x
= B1

 e1e2
e3

 ,

 e1e2
e3


y
= B2

 e1e2
e3

 ,

 e1e2
e3


t
= B3

 e1e2
e3


(250)
with
B1 =

 0 k −σ−βk 0 τ
βσ −τ 0

 , B2 =

 0 m3 −m2−βm3 0 m1
βm2 −m1 0


B3 =

 0 ω3 −ω2−βω3 0 ω1
βω2 −ω1 0

 (251)
where k, τ, σ,mi, ωi are some real functions the explicit forms of which given in
[55], β = e21 = ±1, e
2
2 = e
2
3 = 1. Again from the integrability condition of these
equations we obtain the set of equations
B1y −B2x + [B1, B2] = 0 (252a)
B1t −B3x + [B1, B3] = 0 (252b)
B3y −B2t + [B3, B2] = 0. (252c)
Many integrable systems in 2+1 dimensions are exact reductions of the
equation (252) (see, e.g., [59]).
3.1 Integrable reductions of 3-nonorthogonal coordinate sys-
tems. Examples
Now to find out particular integrable reductions of 3-NOCSs, as in [54-57] , we
will use MISSs. To this end, we assume that
e1 ≡ S (253)
where S = (S1, S2, S3) is the spin vector, S
2 = β = ±1. So, the vector e1
satisfies the some given MISS. Some comments on MISSs are in order. At
present there exist several MISSs (see, e.g., [32,39]). They play important role
both in mathematics and physics. In this note, to find out a integrable case
of 3-NOCSs, we will use the several MISS. Before going into the problem, we
would like to make the following observation. The metric gij can be expressed
by the spin vector S. To show it, we put
r2x = H
2
1 = β = ±1. (254)
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Then we have that
r = ∂−1x S+ r0(y, t) (255)
where ∂−1x =
∫ x
−∞ dx. For simplicity, we put r0 = 0. Now we can express the
coefficients of the metric (232) by S. As shown in [55], for the (2+1)-dimensional
case, we have
g11 = S
2 = β = ±1, g12 = S · ∂
−1
x Sy, g13 = S · ∂
−1
x St
g22 = (∂
−1
x Sy)
2, g23 = (∂
−1
x Sy) · (∂
−1
x St), g33 = (∂
−1
x St)
2. (256)
3.1.1 The M-I equation
One of the simplest MISSs is the Myrzakulov I (M-I) equation which reads as
[58]
St = (S ∧ Sy + uS)x (257a)
ux = −S(Sx ∧ Sy). (257b)
This equation is integrable by Inverse Scattering Transform (IST) (see, e.g.,
[58]). In this case, we get (σ = 0)
m1 = ∂
−1
x [τy + km2), m2 =
ux
k
, m3 = ∂
−1
x (ky − τm2) (258)
and
ω1 =
kxy
k
− τ∂−1x τy, ω2 = −ky, ω3 = −k∂
−1
x τy. (259)
Thus we expressed the functions mk and ωk by the three functions k, τ, σ
and their derivatives. This means that we identified the equations (250) and
(259) which define the geometry of three-dimensional flat space with the given
MISS - the equation (257).
Now let us we introduce two complex functions q, p as
q = a1e
ib1 , p = a2e
ib2 (260)
where aj, bj are real functions. Let ak, bk have the form
a2 = βa1 = β
k
2
, b1 = −b2 = −∂
−1
x τ. (261)
It is easy to verify that the functions q, p satisfy the following (2+1)-dimensional
NLS equation
iqt = qxy + vq (262a)
−ipt = pxy + vp (262b)
vy = 2(pq)x (262c)
where p = βq¯.
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3.1.2 The Ishimori equation
The Ishimori equation (IE) has the form [42]
St = S ∧ (Sxx + α
2Syy) + uySx + uxSy (263a)
uxx − α
2uyy = −2α
2S(Sx ∧ Sy). (263b)
The IE is also integrable by IST [42]. In this case, we get
m1 = ∂
−1
x [τy −
1
2α2
M ′2u], m2 = −
1
2α2k
M ′2u
m3 = ∂
−1
x [ky +
τ
2α2k
M2u], M
′
2u = α
2uyy − uxx (264)
and
ω2 = −(kx + στ)− α
2(m3y +m2m1) +m2ux + σuy
ω3 = (σx − kτ) + α
2(m2y −m3m1) + kuy +m3ux
ω1 =
1
k
[σt − ω2x + τω3]. (265)
Now let us we consider two complex functions q, p (260), where the explicit
forms of aj , bj given, for example, in [59]. Then the functions q, p satisfy
the L-equivalent and G-equivalent counterpart of the IE, namely, the Davey-
Stewartson (DS) equation
iqt + qxx + α
2qyy + vq = 0 (266a)
ipt − pxx − α
2pyy − vp = 0 (266b)
α2vyy −−vxx = −2[α
2(pq)yy + (pq)xx]. (266c)
3.1.3 The case: σ = τ = mk = ωk = 0(k = 1, 2)
Now we would like consider the simplest case when
σ = τ = m1 = m2 = ω1 = ω2 = 0. (267)
So the equation (252) takes the form
m3x = ky (268a)
kt = ω3x (268b)
m3t = ω3y. (268c)
Let us now we consider the M-X equation [58]
St =
ω3
k
Sx (269)
with
ω3 = −kxx − 3k
2 − 3α2∂−1x m3y. (270)
With the ω3 of the form (270), the equation for k, as follows from (268), takes
the form
kt + 6kkx + kxxx + 3α
2m3y = 0 (271a)
m3x = ky (271b)
that is the nothing but the Kadomtsev-Petviashvili (KP) equation.
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3.1.4 Diagonal metrics
For the completeness of our exposition of the integrable cases of 3-curvilinear
coordinate systems, here we present the well-known fact [33]. Consider the case
when the metric has the diagonal form, i.e.
ds2 = ǫ1H
2
1dx
2 + ǫ2H
2
2dy
2 + ǫ3H
2
3dt
2 (272)
where ǫi = ±1. In this note we consider the case when ǫi = +1. In this case,
the Christoffel symbols take the form
Γkij = 0 i 6= j 6= k (273a)
Γiil =
Hi,l
Hi
=
Hl
Hi
βli (273b)
Γill = −
HlHli
H2i
= −
Hl
Hi
βil, i 6= l. (273c)
Here
βik =
Hk,i
Hi
(274)
are the so-called rotation coefficients. In this case we get
τ = m2 = ω3 = 0 (275)
and the matrices Bi take the form
B1 =

 0 −β21 −β31β21 0 0
β31 0 0

 , B2 =

 0 β12 0−β12 0 −β32
0 β32 0


B3 =

 0 0 β130 0 β23
−β13 −β23 0

 . (276)
So we have
∂βij
∂xk
= βikβkj , i 6= j 6= k (277a)
∂βij
∂xi
+
∂βji
∂xj
+
3∑
m6=i,j
βmiβmj = 0, i 6= j. (277b)
This nonlinear system is the famous Lame equation and well-known in the
theory of 3-orthogonal coordinates. The problem of description of curvilinear
orthogonal coordinate systems in a (pseudo-) Euclidean space is a classical
problem of differential geometry. It was studied in detail and mainly solved
in the beginning of the 20th century. Locally, such coordinate systems are
determinated by n(n−1)2 arbitrary functions of two variables. This problem in
some sense is equivalent to the problem of description of diagonal flat metrics,
that is, flat metrics gij(x) = fi(x)δij . We mention that the Lame equation
describing curvilinear orthogonal coordinate systems can be integrated by the
IST [33] (see also an algebraic-geometric approach in [34]).
8
3.2 Connections with the other equations
It is remarkable that the equation (252) [=(318)=(316)=(294)] is related with
the some well-known equations of modern theoretical physics. In this section
we present some of these connections.
3.2.1 The Bogomolny equation
Consider the Bogomolny equation (BE) [31]
Φt + [Φ, B3] +B1y −B2x + [B1, B2] = 0 (278a)
Φy + [Φ, B2] +B3x −B1t + [B3, B1] = 0 (278b)
Φx + [Φ, B1] +B2t −B3y + [B2, B3] = 0. (278c)
This equation is integrable and play important role in the field theories in
particular in the theory of monopols. The set of equations (252) is the particular
case of the BE. In fact, as Φ = 0 from (278) we obtain the system (252).
3.2.2 The Self-Dual Yang-Mills equation
Equation (252) is exact reduction of the SO(3)-SDYM equation
Fαβ = 0, Fα¯β¯ = 0, Fαα¯ + Fββ¯ = 0. (279)
Here
Fµν =
∂Aν
∂xµ
−
∂Aµ
∂xν
+ [Aµ, Aν ] (280)
and
∂
∂xα
=
∂
∂z
− i
∂
∂t
,
∂
∂xα¯
=
∂
∂z
+ i
∂
∂t
,
∂
∂xβ
=
∂
∂x
− i
∂
∂y
∂
∂xβ¯
=
∂
∂x
+ i
∂
∂y
. (281)
In fact, if in the SDYME (200) we take
Aα = −iB3, Aα¯ = iB3, Aβ = B1 − iB2, Aβ = B1 + iB2 (282)
and if Bk are independent of z, then the SDYM equation (279) reduces to the
equation (252). As known that the LR of the SDYM equation has the form [41,
43]
(∂α + λ∂β¯)Ψ = (Aα + λAβ¯)Ψ, (∂β − λ∂α¯)Ψ = (Aβ − λAα¯)Ψ (2283)
where λ is the spectral parameter satisfing the following set of the equations
λβ = λλα¯, λα = −λλβ¯. (284)
Apropos, the simplest solution of this set has may be the following form
λ =
a1xα¯ + a2xβ¯ + a3
a2xα − a1xβ + a4
, aj = consts. (285)
From (284) we obtain the LR of the equation (252)
(−i∂t + λ∂β¯)Ψ = [−iB3 + λ(B1 + iB2)]Ψ (286a)
(∂β − iλ∂t)Ψ = [(B1 − iB2)− iλB3]Ψ. (286b)
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3.2.3 The Chern-Simons equation
Consider the action of the Chern-Simons (CS) theory [44]
S[J ] =
k
4π
∫
M
tr(J ∧ dJ +
2
3
J ∧ J ∧ J) (287)
where J is a 1-form gauge connection with values in the Lie algebra gˆ of a
(compact or noncompact) non-Abelian simple Lie group Gˆ on an oriented closed
3-dimensional manifold M , k is the coupling constant. The classical equation
of motion is the zero-curvature condition
dJ + J ∧ J = 0. (288)
Let the 1-form J has the form
J = B1dx+B2dy +B3dt. (289)
As shown in [44], subtituting the (289) into (288) we obtain the equation (252).
Note that from this fact and from the results of the subsection 5.2 follows that
the CS - equation of motion (288) is exact reduction of the SDYM equation
(279).
3.2.4 The Lame equation
Let us the matrices Bi (251) we rewrite in the form
B1 =

 0 −β21 −β31β21 0 τ
β31 −τ 0

 , B2 =

 0 β12 −m2−β12 0 −β32
m2 β32 0


B3 =

 0 ω3 β13−ω3 0 β23
−β13 −β23 0

 . (290)
Then the equation (252) in elements takes the form
β23x − τt = β13β21 − ω3β31 (291a)
β32x + τy = β12β31 +m2β21 (291b)
β13y +m2t = β12β23 + ω3β32 (291c)
β31y −m2x = β32β21 − τβ12 (291d)
β12t − ω3y = β13β32 −m3β23 (291e)
β21t + ω3x = β23β31 + τβ13 (291f)
β12x + β21y + β31β32 + τm2 = 0 (291g)
β13x + β31t + β21β23 + τω3 = 0 (291h)
β23y + β32t + β12β13 +m2ω3 = 0. (291i)
Hence as τ = m2 = ω3 = 0 we obtain the Lame equation (277). So, the equation
(252) is one of the generalizations of the Lame equation.
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3.3 On Lax representations in multidimensions
As follows from the results of the previous subsection, Equation (252) can ad-
mits several integrable reductions. At the same time, the results of the subsec-
tions 3.2 show that the equation (252) is integrable may be and in general case.
At least, it admits the LR of the form (286) and/or of the following form (see,
e.g., [38])
Φx = U1Φ, Φy = U2Φ, Φt = U3Φ (292)
with
U1 =
1
2
(
iτ −(k + iσ)
k − iσ −iτ
)
, U2 =
1
2
(
im1 −(m3 + im2)
m3 − im2 −im1
)
U3 =
1
2
(
iω1 −(ω3 + iω2)
ω3 − iω2 −iω1
)
. (293)
Systems of this type were first studied by Zakharov and Shabat [35]. The inte-
grability conditions on this system of overdetermined equations (292), require
that
Ui,j − Uj,i + [Ui, Uj ] = 0. (294)
Many (and perhaps all) integrable systems in 2+1 dimensions have the LR of
the form (292). In our case, e.g., the IE (263) and the DS equation (266) have
also the LR of the form (292) with the functions mi, ωi given by (264) and
(265). On the other hand, it is well-known that for example the DS equation
(266) has the following LR of the standard form
αΨy = σ3Ψx +QΨ, Q =
(
0 q
p 0
)
(295a)
Ψt = 2iσ3Ψxx + 2iQΨx +
(
c11 iqx + iαqy
ipx − iαpy c22
)
Ψ (295b)
with
c11x − αc11y = i[(pq)x + α(pq)y ], c22x + αc22y = −i[(pq)x − α(pq)y]. (296)
Hence arises the natural question: how connected the both LR for one and
the same integrable systems (in our case for the DS equation)?. In fact, these
two LR are related by the gauge transformation [54-56]
Φ = gΨ (297)
where Φ and Ψ are some solutions of the equations (292) and (295), respectively,
while g is the some matrix.
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4 The n=4 case
Now we wish consider the physically interesting case when n = 4. In this case
the equation (246) takes the form


e1
e2
e3
e4


x
= B1


e1
e2
e3
e4

 ,


e1
e2
e3
e4


y
= B2


e1
e2
e3
e4




e1
e2
e3
e4


z
= B3


e1
e2
e3
e4

 ,


e1
e2
e3
e4


t
= B4


e1
e2
e3
e4

 (298)
where the matrices Bk belong already to the Lie algebra so(p, q), i.e., Bk ∈
so(p, q), p+ q = 4. Hence we have
B1y −B2x + [B1, B2] = 0 (299a)
B1z −B3x + [B1, B3] = 0 (299b)
B1t −B4x + [B1, B4] = 0 (299c)
B2z −B3y + [B2, B3] = 0 (299d)
B2t −B4y + [B2, B4] = 0 (299e)
B3t −B4z + [B3, B4] = 0. (299f)
It is often convenient to reformulate equations (298) in terms of the matrices.
To do so, we introduce the matrices eˆk in such a way that the determinant of
which is equal to 1:
eˆk =
(
ek4 + ǫ3ek3 −(ǫ1ek1 + iǫ2ek2)
ǫ1ek1 − iǫ2ek2 ek4 − ǫ3ek3
)
. (300)
Hence and from the definition of the vectors ek follows that
det(eˆk) = ǫ
2
1e
2
k1 + ǫ
2
2e
2
k2 + ǫ
2
3e
2
k3 + e
2
k4 = 1 (301)
where ǫ2k = ±1. The matrices eˆk satisfy the set of 16 equations
eˆi,j = b
j
ikeˆk (302)
where bjik are the elements of Bj .
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4.1 Integrable reductions of 4-nonorthogonal coordinate sys-
tems. Example
In contrast with the n = 3 case, for the n = 4 we have only a few number
integrable systems in 3+1 dimensions such as the generalized and intrinsic gen-
eralized wave and sine-Gordon equations [46-47] (for the case n = 4) and so
on. Among them the SDYM equation takes the special place. We need in the
following form, e.g., of the anti-SDYM equation (see, e.g., [49])
(g−1gz1)z¯1 + (g
−1gz2)z¯2 = 0 (303)
where g ∈ SL(2, C), det g = 1, g > 0 and
z1 =
1
2
(x4 + ix3), z2 =
1
2
(x2 + ix1). (304)
Equation (303) is integrable by IST. The corresponding LR has the form [?]
(λ∂z1 − ∂z¯2 + λg
−1gz1)Φ = 0 (305a)
(∂z¯1 + λ∂z2 + λg
−1gz2)Φ = 0. (305b)
Conjecture 1 [56]. If the matrix eˆ1 (300) satisfies the anti-SDYM equation
(303), i.e.,
(eˆ−11 eˆ1z1)z¯1 + (e
−1
1 e1z2)z¯2 = 0 (306)
then the equation (299) for the case n = 4 with the matrices Bk ∈ so(p, q), p+
q = 4 is integrable.
5 On soliton immersions in multidimensions
In this section we would like discuss some aspects of simplest soliton immersions
in multidimensions (see also [46-48]). The results in the study of this problem
in the Fokas-Gelfand sense [1,3] will be reported elsewhere.
5.1 V 3 in Rµ
Let Rµ, µ = (p, q), p+q = 4 be the 4-dimensional space with the coordinate
system (y) = (yk) and the metric
ds2 = µijdy
idyj . (307)
Let V 3 is 3-dimensional submanifolds of the Rµ with the coordinates (x) =
(xk) and the metric
ds2 = gijdx
idxj . (308)
Let F : Ω → Rµ be an immersion of a domain Ω ∈ V 3 into Rµ. Let
(x) = (x1 = x, x2 = y, x3 = t) ∈ Ω. Let n(x, y, t) be the normal vector field
defined at each point of the three-dimensional submanifolds F (x, y, t). The
space F (x, y, t) is defined by the first (308) and second fundamental forms
II = −dF · n = Lijdx
idxj . (309)
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Then the system of vectors (Fx, Fy, Ft, n) defines a basis of V
3 on S parametrized
by F (x, y, t). Let r = (y1, y2, y3, y4) = r(x1, x2, x3) is the position vector. Then
the position vector r satisfies the following Gauss-Weingarten (GW) equation
rxx = Γ
1
11rx + Γ
2
11ry + Γ
3
11rt + L11n (310a)
rxy = Γ
1
12rx + Γ
2
12ry + Γ
3
12rt + L12n (310b)
rxt = Γ
1
13rx + Γ
2
13ry + Γ
3
13rt + L13n (310c)
ryy = Γ
1
22rx + Γ
2
22ry + Γ
3
22rt + L22n (310d)
ryt = Γ
1
23rx + Γ
2
23ry + Γ
3
23rt + L23n (310e)
rtt = Γ
1
33rx + Γ
2
33ry + Γ
3
33rt + L33n (310f)
nx = p11rx + p12ry + p13rt (310g)
ny = p21rx + p22ry + p23rt (310h)
nt = p31rx + p32ry + p33rt. (310i)
Here Γkij are the Cristoffel’s symbols defined by
Γkij =
1
2
gkl(gil,j + gjl,i − gij,l) (311)
and
Lij = (r,ij · n). (312)
We can rewrite the GW equation (310) in the following form
Zx = A1Z, Zy = A2Z, Zt = A3Z (313)
where
Z = (rx, ry, rt,n)
T (314)
and
A1 =


Γ111 Γ
2
11 Γ
3
11 L11
Γ112 Γ
2
12 Γ
3
12 L12
Γ113 Γ
2
13 Γ
3
13 L13
p11 p12 p13 0

 , A2 =


Γ111 Γ
2
11 Γ
3
11 L11
Γ112 Γ
2
12 Γ
3
12 L12
Γ113 Γ
2
13 Γ
3
13 L13
p11 p12 p13 0

 ,
A3 =


Γ111 Γ
2
11 Γ
3
11 L11
Γ112 Γ
2
12 Γ
3
12 L12
Γ113 Γ
2
13 Γ
3
13 L13
p11 p12 p13 0

 . (315)
Integrability conditions for GW equations
∂Ai
∂xj
−
∂Aj
∂xi
+ [Ai, Aj ] = 0 (316)
are known as Gauss-Mainardi-Codazzi (GMC) equations.
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5.1.1 Integrable reductions
First let us rewrite the equation (313) in terms of the triad ek. We have

e1
e2
e3
e4


x
= B1


e1
e2
e3
e4

 (317a)


e1
e2
e3
e4


y
= B2


e1
e2
e3
e4

 (317b)


e1
e2
e3
e4


t
= B3


e1
e2
e3
e4

 . (317c)
Here Bk ∈ so(p, q), p + q = 4. The compatibility condition of the linear
equations (317) is
B1y −B2x + [B1, B2] = 0 (318a)
B1t −B3x + [B1, B3] = 0 (318b)
B2t −B3y + [B2, B3] = 0. (318c)
In terms of the matrices the equation (317) takes the form
eˆjx = b
1
kieˆi (319a)
eˆjy = b
2
kieˆi (319b)
eˆjt = b
3
kieˆi (319c)
where j = 1, 2, 3 eˆk are given by (300), b
j
ki are elements of Bj . Now we give
two examples of integrable cases. For the other examples and for details, see,
e.g., [55-56].
i) The Manakov-Zakharov-Mikhailov equation
Consider the Manakov-Zakharov-Mikhailov (MZM) equation [50-51]
(g−1gt)t − (g
−1gξ)η = 0 (320)
where g is some 2× 2 matrix and
det g = 1, ξ =
1
2
(x+ σy), η =
1
2
(x− σy), σ2 = ±1. (321)
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The MZM equation is equivalent to the compatibility condition for the two
linear problems
(λ∂η − λ
−1∂ξ − λ
−1g−1gξ + g
−1gt)Φ = 0 (322a)
(∂t + λ∂η + g
−1gt)Φ = 0 (322b)
or [49]
(∂ξ + λ∂t + g
−1gξ)Φ = 0 (323a)
(λ∂η + ∂t + g
−1gt)Φ = 0. (323b)
Conjecture 2 [55-56]. If the matrix eˆ1 (300) satisfies the MZM equation
(320), i.e.,
(eˆ−11 eˆ1t)t − (eˆ
−1
1 eˆ1ξ)η = 0 (324)
then the equation (318) for the case n = 4 with the matrices Bk ∈ so(p, q), p+
q = 4 is integrable.
ii) The generalized sigma model
As next example, we consider the following generalized sigma model [52]
(Σy)x + (Σt)t + α[(Σt)x − (Σx)t] = 0. (325)
This equation is integrated by the LR [52]
[∂y + (α+ k)∂t + (Σy + αΣt)]Φ = 0 (326a)
[−(α+ k)∂x + ∂t + (−αΣx +Σt)]Φ = 0 (326b)
where Σi = g
−1∂ig. Hence as α = 0, we get the Ward model [53].
Conjecture 3. If the matrix eˆ1 (300) satisfies the generalized sigma model
(325), i.e.,
Σi = eˆ
−1
1 ∂ieˆ1 (327)
then the equation (318) for the case n = 4 with the matrices Bk ∈ so(p, q), p+
q = 4 is integrable.
5.2 V 4 in Rµ
Similarly, we can consider the manifold V 4 embedded in Rµ where µ = (p, q)
with p+ q = n > 4. In this case the equations for ek take the form

e1
e2
...
en


,k
= Bk


e1
e2
...
en

 (328)
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where the matrices Bk belong already to the Lie algebra so(p, q), i.e., Bk ∈
so(p, q), p+ q = n. The matrices Bk satisfy the system
B1y −B2x + [B1, B2] = 0 (329a)
B1z −B3x + [B1, B3] = 0 (329b)
B1t −B4x + [B1, B4] = 0 (329c)
B2z −B3y + [B2, B3] = 0 (329d)
B2t −B4y + [B2, B4] = 0 (329e)
B3t −B4z + [B3, B4] = 0. (329f)
Conjecture 4 [56]. If the matrix eˆ1 (300) satisfies the anti-SDYM equation
(303), i.e.,
(eˆ−11 eˆ1z1)z¯1 + (e
−1
1 e1z2)z¯2 = 0 (330)
then the equation (329) for the case n = 4 with the matrices Bk ∈ so(p, q), p+
q = 4 is integrable.
6 Conclusion
We see that the geometrical equations, describing n-NOCSs in flatEuclidian
and pseudo-Euclidian spaces, admit several integrable reductions. Moreover,
we have conjectured that the immersions of 3-, and 4-dimensional manifolds
arbitrarily embedded in Rµ admit integrable cases.
Concluding this work we would like to note that as it seems we still very far
from the understanding the geometrical nature of multidimensional integrable
systems. So this subject needs further developments and making more precise.
We shall end here.
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