Abstract-This paper addresses decentralized formation control of multiple vehicles when each vehicle can only measure the local bearings of their neighbors by using bearing-only sensors. Since the inter-vehicle distance cannot be measured, the target formation involves no distance constraints. More specifically, the target formation considered in this paper is an angle-constrained circular formation, where each vehicle has exactly two neighbors and the angle at each vehicle subtended by its two neighbors is pre-specified. To stabilize the target formation, we propose a discontinuous control law that only requires the sign information of the angle errors. Due to the discontinuity of the proposed control law, the stability of the closed-loop system is analyzed by employing a locally Lipschitz Lyapunov function and nonsmooth analysis tools. We prove that the target formation is locally finite-time stable with collision avoidance guaranteed.
I. INTRODUCTION
Formation control of multiple vehicles has been studied extensively in the last decade. Inter-vehicle information exchange is a necessary condition for distributed formation control. It is commonly assumed that each vehicle can obtain the relative position information of their neighbor vehicles via, for example, wireless communication. It is notable that position information essentially consists of two kinds of partial information: range and bearing. In recent years, formation control using range-only [7] , [8] or bearing-only [2] , [4] , [6] , [16] , [26] , [27] measurements has become an active research area. Up to now, many problems are still unsolved in this area. In this paper, we will particularly study formation control using bearing-only measurements. We assume that each vehicle is only able to measure the bearings of their neighbors by using, for example, monocular or omnidirectional cameras, which are inherently bearingonly sensors and have been applied in many control-related tasks. Vision-based formation control [14] , [26] , [27] is a potential application of our work. This paper addresses distributed formation stabilization using local bearing-only measurements. The target formation is an angle-constrained circular formation, where each vehicle has exactly two neighbors. The underlying information flow is described by an undirected circular graph with fixed topology. The angle at each vehicle subtended by its two neighbors is constrained in the target formation. We propose a distributed discontinuous control law to stabilize the target formation. The proposed control law only requires the sign information of the angle errors and is able to stabilize the target formation in finite time. Finite-time control has attracted much attention in recent years [9] , [11] , [20] , [21] , [23] , [25] , [30] . Besides fast convergence, finite-time control can also bring benefits such as disturbance rejection and robustness against uncertainties [3] . Due to the discontinuity of the proposed control law, we employ a locally Lipschitz Lyapunov function and nonsmooth analysis tools [1] , [10] - [13] , [18] , [28] to prove the finite-time stability of the closedloop system. It is also proved that collision avoidance can be guaranteed if the initial angle errors are sufficiently small.
II. NOTATIONS AND PRELIMINARIES

A. Notations
Given a symmetric positive semi-definite matrix A ∈ R n×n , the eigenvalues of A are denoted as 0
T ∈ R n , and I be the identity matrix with appropriate dimensions. Denote | · | as the absolute value of a real number, and · as the Euclidean norm of a vector. Denote Null(·) as the right null space of a matrix. Let [ · ] ij be the entry at the ith row and jth column of a matrix, and [ · ] i be the ith entry of a vector. Given a set S, denote S as its closure. For any angle α ∈ R,
is a rotation matrix satisfying R −1 (α) = R T (α) = R(−α). Geometrically, R(α) rotates a vector in R 2 counterclockwise through an angle α about the origin.
B. Graph Theory
A graph G = (V, E) consists of a vertex set V = {1, . . . , n} and an edge set E ⊆ V × V. If (i, j) ∈ E, then i and j are called to be adjacent. The set of neighbors of vertex i is denoted as N i = {j ∈ V | (i, j) ∈ E}. A graph is undirected if each (i, j) ∈ E implies (j, i) ∈ E, otherwise the graph is directed. A path from i to j in a graph is a sequence of distinct nodes starting with i and ending with j such that consecutive vertices are adjacent. If there is a path between any two vertices of graph G, then G is said to be connected. An undirected circular graph is a connected graph where every vertex has exactly two neighbors.
An incidence matrix of a directed graph is a matrix E with rows indexed by edges and columns indexed by vertices 1 . Suppose (j, k) is the ith edge. Then the entry of E in the ith row and kth column is 1, the one in the ith row and jth column is −1, and the others in the ith row are zero. By definition, we have E1 = 0. If a graph is connected, the corresponding E has rank n − 1 (see [19, Theorem 8.3 .1]). Then Null(E) = span{1}.
C. Nonsmooth Stability Analysis
Next we introduce some useful concepts and facts regarding discontinuous dynamic systems [1] , [10] - [13] , [18] , [28] .
1) Filippov Differential Inclusion: Consider the dynamic systemẋ
where f : R n → R n is a measurable and essentially locally bounded function. The Filippov differential inclusion [18] associated with the system (1) iṡ
where
In (3) A set Ω is said to be weakly invariant (respectively strongly invariant) for (1), if for each x(0) ∈ Ω, Ω contains at least one maximal solution (respectively all maximal solutions) of (1).
2) Generalized Gradient: Suppose V : R n → R is a locally Lipschitz function. If V (x) is differentiable at x, denote ∇V (x) as the gradient of V (x) with respect to x. Denote M V as the set where V (x) fails to be differentiable. The generalized gradient [10] , [12] , [13] of V (x) is defined as
where co denotes convex hull and S is an arbitrary set of Lebesgue measure zero. The generalized gradient is a set-
be the set-valued map that associates S with the set of least-norm elements of S. If S is convex, Ln(S) is singleton. In this paper, we only apply Ln to generalized gradients which are always convex. For a locally Lipschitz function V (x), Ln(∂V ) : R n → R n is called the generalized gradient vector field. The following fact [12, Proposition 8]
will be very useful in our work. A point x is called a critical point if 0 ∈ ∂V (x). For a critical point x, it is obvious that Ln(∂V (x)) = {0}.
3) Set-valued Lie Derivative: The evolution of a locally Lipschitz function V (x) along the solutions to the differential inclusionẋ ∈ F[f ](x) can be evaluated by the set-valued Lie derivative [1] , [12] , [13] , which is defined by
With a slight abuse of notation, we also denote
The set-valued Lie derivative may be empty. When [12, p. 57 ] at x if the right directional derivative of V (x) at x exists and coincides with the generalized directional derivative of V (x) at x. Note a locally Lipschitz and convex function is regular. The following two results are useful for proving the stability of discontinuous systems using nonsmooth Lyapunov functions.
Lemma 1 (Invariance Principle [1] , [11] , [13] , [29] ): Let V : R n → R be a locally Lipschitz and regular function. Suppose the initial state is x 0 and let Ω(x 0 ) be the connected
Then any solution of (1) starting from x 0 converges to the largest weakly invariant set M contained in Z f,V ∩ Ω(x 0 ). Furthermore, if the set M is a finite collection of points, then the limit of all solutions starting from x 0 exists and equals one of them. Lemma 2 (Finite-time Convergence [11] , [13] , [28] ): Let V : R n → R be a locally Lipschitz and regular function. Suppose the initial state is x 0 and let S be a compact and strongly invariant set for (1) . If max L f V (x) ≤ −κ < 0 almost everywhere on S \ Z f,V , then any solution of (1) starting at x 0 ∈ S reaches Z f,V ∩ S in finite time. The convergence time is upper bounded by
III. PROBLEM STATEMENT
In this section, we first describe the formation control problem that we are going to solve. Then we present our proposed control law and derive the closed-loop system dynamics.
A. Angle-constrained Circular Formation
Consider n (n ≥ 3) vehicles in the plane. The target formation considered in this paper is an angle-constrained circular (or polygon) formation. The underlying information flow among the vehicles is described by an undirected circular graph with fixed topology. By indexing the vehicles properly, we can have N i = {i − 1, i + 1} for i ∈ {1, . . . , n}, which means vehicle i can measure the bearings of vehicles i − 1 and i + 1. Note that the indices i − 1 and i + 1 are taken modulo n in this paper. Denote the position of vehicle i as z i ∈ R 2 , and the edge between vehicles i and i + 1 as e i = z i+1 − z i . The unit-length vector g i = e i / e i characterizes the relative bearing between vehicles i and i+1 (see Figure 1) . Hence the measurements of vehicle i consist of g i and −g i−1 . It should be noted that vehicle i may measure the bearings g i and −g i−1 in its local coordinate frame. But in order to analyze the dynamics of the entire system, we need to write these bearing measurements in a global coordinate frame.
The angle subtended by vehicles i−1 and i+1 at vehicle i is denoted as θ i ∈ [0, 2π). More specifically, rotating −g i−1 counterclockwise through an angle θ i about vehicle i yields g i (see Figure 1) . That can be mathematically expressed as
By defining θ i the above way, θ i and θ i+1 are on the same side of edge e i for all i ∈ {1, . . . , n}. Consequently the quantity n i=1 θ i is invariant to the positions of the vehicles because the sum of the interior angles of a polygon is constant. In the target formation, the angle θ i is specified as θ *
should be feasible such that there exist {z i } n i=1 (z i = z j for i = j) to realize the target formation. Since the target formation is constrained only by angles, its realization would be non-unique. Specifically, the orientation, translation and scale of the target formation is non-unique. Moreover, since we make no assumptions about parallel rigidity [5] , [16] , [17] , the shape of the target formation may not be unique either. In fact, the shape of a circular formation cannot be uniquely determined by specifying the angles unless n = 3. In order to control the shape of the formation using bearing-only measurements, the underlying information flow should be more complicated than a circular graph. For example, each vehicles should correspond to more than one angle. We leave shape control using bearing-only measurements for future work.
B. Proposed Control Law
The reason why we use a cosine function to define the angle error ε i is that cos θ i can be conveniently expressed as the inner product of the two bearing measurements g i and −g i−1 . The proposed control law for vehicle i iṡ
For vector arguments, sgn(·) is defined component-wise.
From Figure 1 or equation (7), it is obvious to see that g i − g i−1 = 0 when θ i = π. Hence the control law would be ineffective in the case of θ i = π even though ε i is still nonzero. Moreover, when θ i = 0, vehicles i − 1 and i + 1 are located on the same side of vehicle i. Since bearing is usually measured by optical sensors such as cameras, the bearing of vehicle i − 1 or i + 1 may not measurable by vehicle i due to line-of-sight occlusion in the case of θ i = 0. Therefore, we adopt the following assumption.
Assumption 1: In the target formation, θ * i = 0 and θ * i = π for all i ∈ {1, . . . , n}. By Assumption 1, the target angle θ * i is in either (0, π) or (π, 2π). In other words, no three consecutive vehicles in the target formation are collinear. The collinear case is a difficulty in many formation control problems (see, for example, [4] , [15] , [22] , [24] ). At last, to analyze the dynamics of the whole system, we need to write the bearings g i for all i ∈ {1, . . . , n} in a global coordinate frame. But the control law (9) can be implemented distributedly even if g i and −g i−1 are measured in the local coordinate frame of vehicle i.
C. Error Dynamics
T ∈ R n . The dynamics of ε is given byε
All the other entries of A are zero. Note P i is an orthogonal projection matrix satisfying P T i = P i and P 
IV. ANALYSIS OF FORMATION STABILITY
The stability of the error dynamics (10) is analyzed in this section. By employing a locally Lipschitz Lyapunov function and the nonsmooth analysis tools introduced in Section II-C, we prove that the origin ε = 0 is locally finite-time stable with collision avoidance guaranteed.
A. Nonsmooth Lyapunov Function
Consider the Lyapunov function
which is positive definite with respect to ε. Note V (ε) is locally Lipschitz and convex. Hence V (ε) is also regular. By the definition of the generalized gradient, we have
Because
In addition, if ε i = 0, Ln({ sgn(ε i )}) = { sgn(ε i )}; and if
Thus we have the following useful property
B. Calculate the Filippov Differential Inclusion
Consider the error dynamics in (10) . First, the term sgn(ε) in (10) is discontinuous in ε. Second, it is noticed that e i appears in the denominators of the nonzero entries of A.
Hence if e i can be zero, the term A is also discontinuous. Note that e i being zero simply means that the vehicles i and i + 1 are colliding with each other. In the initial formation, it is assumed that no vehicles are collocated, i.e., z i (0) = z j (0) for any i = j. By the control law (9), we have ż i = g i − g i−1 ≤ 2, which means that the maximum speed of each vehicle is 2. Thus
is the minimum time that any two vehicles could possibly collide with each other. In other words, when t < T * , no vehicles collide with each other, i.e., e i (t) = 0. In the rest of the paper, we will only consider t ∈ [0, T ] with T < T * . We will prove that the system can be stabilized within the finite time interval [0, T ].
Since e i (t) = 0 for all i and all t ∈ [0, T ], the matrix A is continuous. Then by [28, Theorem 1, 5) ], the Filippov differential inclusion associated with the system (10) can be calculated asε
Because { sgn(ε)} = Ln(∂V (ε)) as given in (12), we have
where the last equality uses the fact (4). Thus the Filippov differential inclusion in (14) can be rewritten aṡ
C. Calculate the Set-valued Lie Derivative
The set-valued Lie derivative of V (ε) with respect to (15) is given by
When L −A∂V V (ε) = ∅, for any ∈ L −A∂V V (ε), there exists η ∈ ∂V such that = −ζ T Aη for all ζ ∈ ∂V . In particular, by choosing ζ = η we have
The last inequality is because A is a positive semi-definite matrix as shown in Lemma 3. Now we have
D. Main Convergence Result
We need to introduce the following results before presenting our main convergence result.
Given an angle α ∈ R and a vector x ∈ R 2 , the angle between x and R(α)x is α. Thus for all nonzero x ∈ R 2 , x T R(α)x > 0 when α ∈ (−π/2, π/2) (mod 2π); x T R(α)x = 0 when α = ±π/2 (mod 2π); and x T R(α)x < 0 when α ∈ (π/2, 3π/2) (mod 2π). T ∈ R n . Let U = {x ∈ R n | x = 1 and nonzero entries of x are not with the same sign}. T Aη as shown in (17) . From Lemma 4, we can further obtain
Due to space limitations, we omit the derivation of (19) . For details please refer to [32, . We next present the main stability result in this paper. Theorem 1: Under Assumption 1, if no vehicles are collocated in the initial formation, i.e., z i (0) = z j (0) for i = j and i, j ∈ {1, . . . , n}, the equilibrium ε = 0 of system (10) is locally finite-time stable.
Proof: Consider the time interval [0, T ] with T < T * . The minimum collision time T * is given in (13) . Hence for all t ∈ [0, T ], we have e i (t) = 0 and e i (t) = +∞. We will prove that ε can converge to zero in the finite time
Thus if δ = 0, the nonzero entries of δ are not with the same sign. Let
Then ε i = w i δ i and hence
where W = diag{w 1 , . . . , w n } ∈ R n×n . Since lim θi→θ * i w i = − sin θ * i , the equations ε i = w i δ i and ε = W δ are always valid even when θ i −θ * i = 0. There exists sufficiently small V (ε(0)) such that θ i (0) is sufficiently close to θ * i and hence
T g i−1 < 0 when θ i ∈ (π, 2π) as shown in Lemma 4 (iii). Thus we have
for all i ∈ {1, . . . , n} and consequently the diagonal entries of DW are with the same sign. Suppose ε = 0 and hence δ = 0. Because the nonzero entries in δ are not with the same sign, the nonzero entries of DW δ and hence Dε are not with the same sign either. Furthermore, because η i = sgn(ε i ) if ε i = 0, the nonzero entry ε i has the same sign with η i . As a result, the nonzero entries of Dη are not with the same sign either. Thus we have Dη/ Dη ∈ U with U defined in Lemma 5. Note E is an incidence matrix of a directed and connected circular graph. By [19, Theorem 8.3 .1], we have rank(E) = n−1 and Null(E T E) = Null(E) = {1}. Thus by Lemma 5, inequality (19) implies
where the last inequality uses the fact η ≥ 1 if ε = 0 as shown in (11) . First, we examine Note that 0 ∈ L −A∂V V (ε) if ε = 0 because of (16) and the fact that 0 ∈ ∂V (0). Moreover, from (21) we know 0 / ∈ L −A∂V V (ε) if ε = 0 because max L −A∂V V (ε) < 0. Thus by the definition (6), we have Z −A sgn(ε),V (ε) = {0}.
Based on (21), (22) and Lemma 2, any solution of (10) starting from ε(0) converges to ε = 0 in finite-time. The convergence time is upper bounded by V (ε(0))/κ. If V (ε(0)) is sufficiently small, we can have
which means that the system can be stabilized within the time interval [0, T ].
V. CONCLUSIONS
In this paper, we studied the stabilization of angleconstrained circular formations using bearing-only measurements. We proposed a discontinuous control law, which only requires the sign information of the angle errors. By using nosmooth stability analysis tools, we proved that the error dynamics is locally finite-time stable with collision avoidance guaranteed. Due to space limitations, the behavior of the formation evolution in the plane as well as simulation results are not presented in this paper. Interested readers may refer to [32] .
