Shannon and Rényi entropies are quantitative measures of uncertainty in a data set. They are developed by Rényi in the context of entropy theory. These measures have been studied in the case of the multivariate t-distributions. We extend these tools to the class of multivariate skew t-distributions and then to more families of finite mixture of multivariate skew t[distributions. In particular, by using generalized HӦlder's inequality and some properties of multinomial theorem, we find upper and lower bounds of entropies for these families. An approximate value of these entropies can be calculated. In addition, an asymptotic expression for Rényi entropy is given by approximation and by using some inequalities and properties of -spaces. Finally, we give a real data examples to illustrate the behavior of entropy of the mixture model under consideration.
Introduction
Due to its flexibility, the finite mixture models have become widely used in the modeling and analysis of heterogeneous data sets. These models are an important statistical tool for many applications such as density estimation, data mining, medicine, image processing, satellite imaging and pattern recognition etc. (see for more detail [8] , [9] , [10] , [11] ). In multivariate analysis, [12] Azzalini A. and Dalla Valle A., introduced the multivariate skew normal distribution as an alternative to multivariate normal distribution to deal with skew in the data. In [16] , Lin T., Lee J. and Wan H. proposed a development of mixture of skew normal and skew t models. Finite mixture of multivariate skew normal and skew t distributions were studied in Pyne S. [17] . More recently. Lee S. and McLachlan G. in [9] provided an overview of developments of finite mixture of skew t-distributions. In other hand, Shanon in [18] proposed a measure to quantify the uncertainty of an event. In [19] Rényi generalized this measure for probability distribution which means the sensitive to the fine details of a density function. Javier E. and Contreras-Reyes J. [15] discussed the values of Rényi entropy of flexible class of skew normal distributions. Wood, Blythe and Evans [20] introduced some results for Rényi entropy of the totally asymmetric exclusion process. Also they calculated explicitly Rényi entropy whereby the squares of configuration probabilities are summed. It is important to note that the authors in [10] discussed the bounds and approximation of Rényi entropy of a class of mixture models of multivariate skew Gaussian by using multinomial theorem and generalized HӦlder's inequality.
In this paper, we propose a model of finite mixture of multivariate skew t-distributions. The explicitly expression of Shannon and Rényi entropies of skew t distribution is derived. By using generalized HӦlder's inequality and some properties of multinomial theorem, we find upper and lower bounds for Shannon and Rényi entropies of mixture models. An approximate value of these entropies can be calculated. In addition, an asymptotic expression for Rényi entropy is given by approximation and by using some inequalities and properties of L^p -spaces. Finally, we give a real data examples to illustrate the behavior of Rényi entropy with the parameters α , skewness and freedom degrees of the proposed mixture model. The remainder of this paper is organized as follow: In section 2. we begin with a preliminary material of mixture models and the measures (Shannon and Rényi) of information. Section 3. provides a description of asymptotic expression for Shannon and Rényi entropies of multivariate skew t-distributions by using some methods of numerical integration such as Monte Carlo and importance sampling methods. By using some theorems which related with multinomial theorem and generalized HӦlder's inequality, in section 4. we find upper and lower bounds and also we study an approximate Shannon and Rényi entropies for a finite mixture of multivariate skew t-distributions.
Preliminary Material
In this section, we introduce some basic definitions, notations and lemmas related to entropy theory and mixture models of skew distributions that we shall need them later on. multivariate skew t-distribution has been proposed by Azzalini and Capitaino [7] . A random vector X has a multivariate skew t-distribution with location vector , scale matrix S , skewness vector and freedom degrees v , denoted by (X , if its density is given by
where, is a d-dimensional multivariate t-distribution and is the distribution function of univariate standard tdistribution with freedom degrees v+d.
The stochastic representation of X can be written as ̂| | where, ( ) , ( ) which are independent, the notations , and | | are represent univariate, multivariate normal distributions and the absolute value of respectively. It can be shown that the density function of X under this representation is given by equation (1). Lee and McLachlan [9] show that the multivariate skew tdistribution is multivariate skew normal distribution as and multivariate t-distribution when . The mean vector and covariance matrix of X are derived by Azzalini and Capitaino [7] in the following form
Definition1. Let X be a d-dimensional random vector which comes from an m-component mixtures of multivariate skew t-distributions. Then the density function of X is given by the following form ∑
where, denotes the mixing probability with ∑ , represent the pdf of an m-component mixture model with parameter vector set { } a set of vectors represent location parameters, { } a set of dispersion matrices, the shape vector parameter is { } and { } is a set of freedom degrees.
If represent a set of n latent allocations for densities of observations x then ∏ ( ) , where ( | ) then for any j-th component density in (4) is obtained as (2-3) gives the first and second moments for each i-th component of X respectively, the mean and variance of X can be obtained as follow
Definition 2. Let X be a continuous random vector in with probability density function . Then the Shannon differential entropy is defined as
Definition3. An -order Rényi differential entropy of a continuous random vector with probability density function is defined as
The relationship between Shannon and Rényi entropies is obtained by the limit . Translation does not change the entropy where, C is constant. Also for any the important property in Rényi entropy gives (see, e.g., [8] ).
Definition4. [14]
The digamma function is defined as the natural logarithmic derivative of gamma function
Lemma 1. [12]
If a random vector has zero mean and covariance matrix , then the following inequality is accomplished ( )
with equality if and only if .
Lemma 2. [11]
Consider y which defined in equation (1). Then
where, x √ and denotes equality in distribution.
Lemma 3. [5]
Let be a d-dimensional probability density function centrally symmetric about 0, be a continuous distribution function on the real line, so that exists a.e. and is an even density function and an odd realvalued function on by . Thus, is a density function.
Proposition 4. [5]
If the random vectors have densities and respectively, where and satisfies the conditions in lemma 3., then for any even d-dimensional function h on , irrespectively of factor where, is distribution function. 
is accomplished. The set A is defined as { ∑ } Lemma 7.
[13] Let and be given. Then for any real numbers and , the following inequality is holds:
where, ‖ ‖ ∑ Proposition 8. Let . Then the Shannon and Rényi entropies of are given in the following forms respectively
Shannon and Rényi Entropies for Multivariate Skew t-Distributions
In this section, we will derived explicit expressions for Shannon and Rényi entropies for multivariate skew tdistributions by using some properties of transformation and integrations. Also we give a simple illustrative example explains the relationship between the parameters α , δ and v with Shannon and Renyi entropies by using methods of numerical integration such as Monte Carlo and importance sampling methods. In the similar method to prove part ii. This proposition shows that our problem formulation is generalized by the work of Contreras-Reyes and Cortés [10] .
where, y and ̃ ̂ Proof: we have directly that
Using the change of variables and ̃ ̂ associated with Jacobian matrix is given by , to get that Z . Hence
Therefore,
Lemma 2. implies that
where, √ ̃ ̃ Proposition 11. Let and X . Then the Shannon entropy can be written as follows:
where,
y Proof: by taking the natural logarithm and expectation for both sides of equation (1), we have ( 
x Proof: Replacing ̃ by ̂ and transforming the variable associated with Jacobian matrix in equation (1), we get
( . ̃ √ /+
Again replacing by u and transforming √ z by the variable y, we obtain 
ii.
Proof : Taking natural logarithm and multiplying by for both sides of equation (24), we get We observe in Figure 1 ., that the Rényi entropy of converges to finite value for the values of and v. It can be seen that also, the Shannon and Rényi entropies increases for increases values of d. The dispersion matrices play an important role in determining the value of Rényi entropy where it increases by their increases. Also we note that the effectiveness of on Rényi entropy is slow whenever the value of is large and vice versa when it is small, while the effectiveness of v is fickle and it depends on the value of . 
Approximate Shannon and Rényi Entropies for
y proof Since R is a covariance matrix of X then by using lemma 1., we get the upper bound ( ) Now, to find the lower bound of Rényi entropy, from the expression of mixture density in (4) the Shannon entropy can be written in the following form
Since is a convex function, then is a concave. Therefore, by using Jensen's inequality, we obtain ∑ the Shannon entropy of each component is obtained from proposition 11. This complete the proof.
Lemma 15. If X
, then for any positive integer the following inequality is hold (34) where,
Proof Finite mixture density in (4) implies that ( ) (∑ ) Using lemma 7. when , we get, (∑ )
Taking the integral for both sides of above inequality over , we obtained.
Again, taking natural logarithm and multiplying by for both sides of last inequality , we have
Lemma 16. Let X . Then for any positive integers such that ∑ the following approximation
is accomplished as , where
By using the approximation of factorial in above equality, we have
This implies that the result in this lemma is satisfied.
is satisfied as .
The integral of mixture model in (4) with exponent can be written as
By using multinomial theorem, we obtain The last approximation can be written as
If we take the natural logarithm and multiplying by for both sides of last approximation, then the proof is completed. 
Proof
The Rényi entropy of X can be written in the following form
By using multinomial theorem, we obtain
Applying HӦlder's Inequality for m-products, we get
Such that and ∑ .
the last equation can be written as
we choose , such that ∑ ∑ and , to obtain
We complete the proof by taking the natural logarithm and multiplying by for both sides of last inequality.
Theorem 19. Let X . Then the approximate Renyi entropy of X appears as follow 
Conclusion
We have derived the lower and upper bounds on the Shannon and Rényi entropies of and we extended these tools to the class of mixtures models. Using the mean of these bounds, the approximate value of entropy can be calculated. the entropy both types (Shannon and Rényi ) converges to finite value of and its mixtures model for any values of , v , m and d.
