Recent studies suggest that video recordings of human facial expressions are perceived differently than linear morphing between the first and last frames of these records. Also, observers can differentiate dynamic expressions presented in normal versus time-reversed frame orders. To date, the simultaneous influence of dynamics (natural or linear) and timeline (normal or reversed) has not yet been tested on a wide range of dynamic emotional expressions and the transitions between them. We compared the perception of dynamic transitions between basic emotions in realistic (human-posed) and artificial (linearly morphed) stimuli which were presented in reversed or non-reversed order. The nonlinearity of realistic stimuli was demonstrated by automated facial structure analysis. The results of the behavioral study revealed that the recognition of emotions in timereversed stimuli significantly differed from recognition of the normally presented ones, and this difference was substantially higher for videos of a dynamic human face than for linear morphs. Emotions displayed at the end of the transitions were recognized better than the first-frame emotions in all types of stimuli except in the timereversed videos, which showed a similar recognition rate for both the starting and ending emotions. Our findings suggest that nonlinearity, which is present in a realistic facial display but absent in linear morphing, is an important cue for emotion perception, and that unnatural perceptual conditions (inversion in time) make the recognition of emotions more difficult. These results confirm the ability of the human visual system to use subtle dynamic cues on an interlocutor's face, and reveal its sensitivity to the timeline organization of the displayed emotions.
Introduction
In everyday communications we extensively use various non-verbal signals, and facial displays are probably the most important of them. The human face conveys both stable characteristics of its owner, such as gender, race and physical appearance, and transient ones: mood, intention and emotional state. Facial expressions constantly change, allowing us to infer socially and biologically relevant dynamic cues and to predict further actions of our counterpart. Studies of facial dynamics are therefore crucial for understanding the perceptual mechanisms underlying human interactions.
Recent behavioral studies have shown that dynamics can enhance the recognition of a face's emotional expressions (for reviews, see: Alves, 2013; Krumhuber, Kappas, & Manstead, 2013) . The dynamic advantage is greater when the perception of a static expression is somehow disrupted: for example, in schematic (Bassili, 1978; Bruce & Valentine, 1988; Wehrle, Kaiser, Schmidt, & Scherer, 2000) , blurred (Barabanschikov, Korolkova, & Lobodinskaya, 2015) , and low-detailed (Cunningham & Wallraven, 2009) faces; with reduced configural, color and texture information (Kätsyri, Saalasti, Tiippana, von Wendt, & Sams, 2008; ; or in faces with low intensity of the displayed emotions (Ambadar, Schooler, & Cohn, 2005; Bould & Morris, 2008) . When a facial expression is already recognizable by its static image, the dynamic advantage is substantially reduced. For example, expressions displayed by human actors are easily identified both in static and dynamic modes (Fiorentini & Viviani, 2011) , which is not the case with computer-generated 3D avatars without detailed facial textures. Evidence thus suggest that motion plays a key role in emotional face perception, facilitating it when perceptual conditions are suboptimal.
The most popular way to create dynamic stimuli for use in research is linear morphing, or interpolation, between static emotional and neutral faces. This procedure makes it possible to obtain highly controlled intermediate images with a predetermined percentage of each of the original faces which are blended together to produce a smooth dynamic change between them. An earlier study did not reveal any differences in the emotion recognition between dynamic computergenerated faces with all features moving synchronously, as in simple linear morphing, and the same faces with asynchronous movements (Wehrle et al., 2000) . However, more recent studies suggest that linear morphs may lack some perceptual cues that help us to extract the meaning of a facial expression. The dynamics of a real face are not necessarily linear, since different facial muscles can start and stop moving at different times, with different velocity and intensity (Krumhuber & Scherer, 2011; Scherer & Ellgring, 2007) , and this asynchrony may influence the perceived plausibility and credibility of the conveyed emotion. For example, the order of facial actions is important for judging the sequentially unfolding fear by the eye region (Krumhuber & Scherer, 2016) . Observers also seem to be particularly sensitive to the naturalness of facial dynamics which cannot be efficiently modeled with simple linear morphing procedures, but requires advanced animation techniques (Dobs et al., 2014) . Spatial non-linearity, after controlling for velocity differences, influences the perceived naturalness as well (Cosker, Krumhuber, & Hilton, 2010 . Finegrain discrimination between similar emotional displays, such as surprise and fear, relies on a small number of dynamic patterns, each including several action units that may be asynchronous in different face areas (Delis et al., 2016) . Although these studies model the dynamics of real actors' faces, observers usually view and rate only artificial dynamic avatars (3D models), and this could also influence the accuracy of an emotion's perception and its naturalness. Realistic expressions on human faces, videotaped and parametrically described, can be more relevant for use as visual stimuli (Fiorentini, Schmidt, & Viviani, 2012) .
The role of nonlinear dynamics of facial expressions in the perception of emotions has been supported by another important line of research, in which the natural timeline of expression is scrambled or reversed. A study using realistic movies of actors' emotional faces with increasing or decreasing intensity of fearful expressions revealed that timeline inversion of the stimuli changed the impression of the observers and led to lower perceived intensity, realism and convincingness of the presented emotion (Reinl & Bartels, 2015) . Moreover, the time-reversed dynamic expression of an increase of fear, compared to the unaltered movie of decreased fear, resulted in different patterns of brain activation in left and right posterior superior temporal sulci, a bilateral region involved in the processing of biological motion, socially relevant stimuli, facial expressions and gaze direction (Reinl & Bartels, 2014) . Activation in this area is higher for realistic unfolding of expressions than for time-scrambled frame sequences, and it correlates with the frame rate at which the dynamic expressions are presented (Schultz, Brockhaus, Bulthoff, & Pilz, 2013) . Differences have also been found in the activation of the left fusiform face area for realistic increasing fear compared to realistic decreasing fear expressions (Reinl & Bartels, 2014) , and in the left amygdala for linearly morphed increasing versus decreasing happiness and fear (Sato, Kochiyama, & Yoshikawa, 2010) . The same neutral face at the end of a dynamic expression is perceived differently depending on whether it started from happiness or sadness (Jellema, Pecchinenda, Palumbo, & Tan, 2011; Marian & Shimamura, 2013; Yoshikawa & Sato, 2008) . These data are in accordance with other behavioral and neuroimaging studies showing the importance of motion fluidity on emotion perception (e.g., Ambadar et al., 2005; Schultz & Pilz, 2009) . Therefore, findings to date support the idea that an observer is highly sensitive to alterations of the expression timeline. The direction in which an expression changes indeed seems to convey important information for emotion recognition.
A growing body of research thus suggest that the direction of facial expression change (increase or decrease), its fluidity (Schultz & Pilz, 2009) , velocity (Kamachi et al., 2001 ) and onset time (natural or altered), as well as timeline (normal or reversed) and dynamics (realistic nonlinear or artificial linear) can influence the recognition of emotion. Until now, however, the perception of timeline inversion has been studied using only the dynamic unfolding of emotions from a neutral face or their fading from intense emotion to neutrality, which represent just a small fraction of all possible emotional displays. To our knowledge, no study has explored the combined influence of altering the realistic frame order and non-linearity of facial dynamics on the perception of a wide range of dynamic transitions from one basic facial emotional expression to another. Such a study can extend previous results and provide important new information about face perception in realistic situations. Transitions between expressions are even more ecologically valid than the unfolding of emotions, since in the course of natural communication the expression on an interlocutor's face may change not only from a neutral state to an emotion and back, but also between different emotions, and these situations are psychologically different. For example, a shift from happiness to anger would probably occur in situations and lead to observer's perceptions and reactions which are opposite to those caused by a shift from anger to happiness.
The results of earlier research allow us to expect that the transitions between emotions presented in normal and time-reversed manners would be perceived differently. Moreover, there can exist differences depending on whether the emotion to be recognized is shown at the start or at the end of the dynamic stimuli. For example, in a study by Reinl and Bartels, presentations starting from a neutral face and ending with intense fear were perceived as significantly more fearful than stimuli starting from intense fear and ending with a neutral expression (Reinl & Bartels, 2015) , which implies that fear displayed at its maximum at the end of the sequence has greater impact on emotion perception than maximal fear at its start. These situations have different implications: relaxing from fear means that actual conditions are not threatening anymore, which is not the case with increasing fear. However, participants in the mentioned study did not estimate the amount of neutrality in the stimuli, so in fact they rated only the intensity of the ending emotion when fear increased and the intensity of the starting emotion when fear decreased. Also, when a face was sequentially presented with two different expressions (anger or sadness), the observers' inferences about the actor's intentions and emotional states were more influenced by the last expression (Hareli, David, & Hess, 2016) . Based on these results, one can expect that in dynamic transitions between two intense emotional states, observers would pay more attention to the last-frame emotion and recognize it better than the first-frame emotion, because the former is more relevant to the actor's actual emotional state.
Emotion recognition during transitions between basic expressions can also depend on the amount of non-linearity in the forward-compared to backward-presented facial dynamics. For example, in linear morphing, normal and time-reversed stimuli are equally smooth, and therefore perceptually equivalent (i.e., one would be unable to tell whether a morphing sequence is presented normally or reversed in time). In this case, emotions at the end of the morphed stimuli would be recognized equally well, and better than the first-frame emotions. In realistic movements, however, natural nonlinearities are ecologically valid and plausible only when presented with a normal frame order. Their perception would follow the same pattern as in morphed transitions: the emotion in the last frame would be recognized better than the starting emotion. Timeline reversal probably makes realistic facial dynamics less natural (Dobs et al., 2014) , and therefore the emotions displayed at the end of transitions would be recognized with more difficulty. Starting emotions in this case may be perceived even more easily than with non-reversed stimuli, as they are observed prior to the unnatural movements and are not yet affected by them.
In the current study, we explore the simultaneous influences of the following factors on the recognition of emotions in dynamic transitions: realistic (human-posed) or artificial (linearly morphed) types of stimuli; and normal or reversed frame order. For the purposes of the study, we use high-speed video recordings of an actor who displayed emotional transitions on his face, and linear morphs which are based on these records. The dynamic stimuli were quantified to obtain measures of (non)linearity and then presented in a behavioral study to test the following hypotheses: 1) Recognition of the ending expression in morphed and realistic dynamic transitions is better than recognition of the starting expression; 2) Emotion recognition does not differ in normally presented versus time-reversed dynamic linear morphs; 3) The ending expression is more difficult to recognize in time-reversed dynamic video clips of emotional transitions than in normally presented ones; and 4) The starting expression in reversed video clips is recognized better than that in non-reversed ones.
Materials and method

Participants
A pilot study was conducted to determine the sample size sufficient to obtain at least 80% power of the hypotheses tests. Based on previous research by Reinl and Bartels, we expected that if the recognition rate for the last-frame emotion (in all types of stimuli) is indeed higher than chance, then it can be as high as 60% correct responses. We also expected a recognition rate for the first-frame emotion of at least 40%. Provided these power and effect sizes, the sample size estimation was based on Monte Carlo simulations (n = 1000 simulations) and performed using the simr package, version 1.0.2 (Green & MacLeod, 2016) , which allows for calculating power based on generalized linear mixedeffect models fitted to the pilot data. The simulation revealed that 60 participants in two groups are sufficient to obtain 95% power of the study (95% confidence interval: [89; 98] ).
Sixty-one people participated in the main study. All participants had normal or corrected-to-normal vision. They gave their informed consent before the experiment. Among them, thirty one participants (27 females, 4 males, ages 17-42, mean age 22.6 years) performed in Series 1 (identification of realistic transitions); 30 participants (23 females, 7 males, ages 18-61, mean age 26.7 years) performed in Series 2 (identification of morphed transitions). Ten others participated in the pilot study (7 females, 3 males, ages 18-52, mean age 27.8 years); five of them took part in Series 1, with the other five in Series 2. Each participant performed only one series. The study was conducted in accordance with the Code of Ethics of the World Medical Association (Declaration of Helsinki) and approved by the Research Board of Moscow State University of Psychology and Education.
Stimuli
Dynamic stimuli preparation
Stimuli were based on video clips of a male actor (42 years old, Caucasian) obtained and validated in an earlier study (Kurakova, 2012) . In brief, the actor had to remember or imagine a situation in which he would experience two basic emotions in sequence, and then express the transition between them on his face while maintaining a direct gaze and head orientation. His face was captured against a neutral background by a Casio Exilim EX-F1 camera. Each video clip starts from one of the six intense emotional expressions or a neutral face and dynamically changes to another intense expression. The first and last frames of these video clips were assessed in a separate study (Korolkova, 2014) and were correctly recognized by observers as containing the intended emotions. The length of the videos varies between 37 and 84 frames depending on a particular transition, and the frame rate for all videos is 100 frames per second. Such relatively high temporal resolution is crucial to explore possible non-linearities in realistic video records in our present study, as a lower sampling frequency of the actor's face would not reveal subtle expression changes and actual trajectories of facial muscle movements. The database includes 21 video clips, one for each pair of expressions. However, it does not include the mirrored versions of the emotional transitions. For example, there is only one video available for the transition between happiness and surprise (happy-to-surprised shift, but not surprised-to-happy shift). This limits the current study and does not allow us to implement a fully crossed design to compare the perception of, for example, a happy-tosurprised transition with a normal frame order and a surprised-tohappy transition with a reversed frame order. Nevertheless, we used this database as it is the only available stimuli set that includes realistic (not 3D-modeled or morphed) transitions between different emotional modalities (in addition to transitions between neutral and emotional expressions, included in other databases as well) captured with a high enough temporal resolution. For the purposes of the current study, each video clip was shown to the participants both with normal and time-reversed frame orders. Also, based on these video clips, the sequences of the frames were made by linear interpolation using Abrosoft FantaMorph 3.5 software. The length of each linear transition was equal to the length of the original movie. The morphing sequences were demonstrated with normal and reversed frame orders as well. In total, for each of the 21 initial video clips, 4 dynamic stimuli were prepared: realistic transition with normal frame order (RN); realistic transition with reversed frame order (RI); morphed transition with normal frame order (MN); and morphed transition with reversed frame order (MI) (see Fig. 1, A) .
Examples of the four types of stimuli are included in the Supplementary material available online. Video records and morphed sequences between disgust and surprise, both forward and inverted, are provided with a standard frame rate of 25 frames per second (thus the actual length of the examples in the Supplementary material is four times higher than that of the stimuli actually presented to the participants). Key points obtained by automated face analysis are overlaid on each sample video and morph (participants observed faces without key points).
Automated analysis of facial dynamics
To verify that the dynamics of natural expressions indeed differs from those of linear morphing, we used an open access tool for facial geometry analysis, CSIRO Face Analysis SDK (Cox, Nuevo-Chiquero, Saragih, & Lucey, 2013) . It allows detection of the coordinates of 66 key points that define the main features and contours of a face on static or dynamic stimuli (see Fig. 2 and Supplementary video materials for examples of points detection). For each realistic transition and corresponding morphing sequence, we plotted the detected key points on each frame of the dynamic stimuli. A preliminary visual inspection showed that all the points have reliably detected the structure of the actor's face. The set of key points matched the facial features and the dynamics of the expressions, so they were used for further analysis.
As a dynamic measure of the difference between realistic and morphed stimuli, we used distance (in pixels) between a natural movie and morphed transition with a normal frame order, for each frame and each key point (see Fig. 1 , B):
where dist is the distance; k -key point number (1...66); i -frame number; x rki and y rki -horizontal and vertical coordinates of the point k at frame i derived from realistic (r) video clip; x mki and y mki -horizontal and vertical coordinates of the point k at frame i derived from the corresponding morphing (m) sequence. To explore possible velocity changes in the movements of facial features over time, we estimated frame-to-frame key point shifts (in pixels) for each point and each pair of sequential frames in the realistic and morphed transitions as follows (Fig. 1, B ):
where shift is the frame-to-frame shift of each key point; k -key point number (1...66); i -frame number; x ki and y ki -horizontal and vertical coordinates of the point k on frame i; x k(i-1) and y k(i-1) -horizontal and vertical coordinates of the point k on frame i-1. Shifts across all points and frames for each naturalistic versus morphed transition (without averaging) were compared with Benjamini and Hochberg corrected paired t-tests.
Design and procedure
The behavioral study included two series. In the first series, realistic dynamic emotional transitions were presented with their normal and reversed frame orders; in the second series, morphed transitions were presented with normal and reversed frame orders.
The dynamic stimuli were presented on a uniform light-gray background in the center of a CRT display (ViewSonic G90f 17″, vertical refresh rate 100 Hz, 1024 × 768 pixels) connected to a PC. Participants sat in a normally lit room in front of the screen, approximately 60 cm from the center of the screen. Stimuli size was approximately 8°×11°. Open source PXLab software (Irtel, 2007) was used to control the stimuli presentation and response recording. Participants used a standard keyboard and a mouse to enter their responses.
Before starting the experiment, participants read the instructions, in which they were asked to observe each face that would be presented on the screen, and to try to recognize the displayed emotions. The instructions emphasized the possibility of multiple choices of emotion categories to describe each stimulus. A multiple choice procedure was necessary to ensure that participants could report all the basic emotions they saw at each stimulus, and not only the most salient one. The trial structure is shown in Fig. 3 . Each trial started from a fixation cross (1000 ms), followed by a blank screen (100 ms) and then the dynamic stimulus (370-840 ms depending on transition); after the end of the stimulus the screen turned blank and a question appeared: "Which emotions were displayed on the face?" with options "Happiness", "Anger", "Fear", "Surprise", "Disgust", "Sadness", and "Neutral face". Participants could select one or several emotions. They did not receive any feedback during the study. Having selected the emotions, participants pressed the space bar to proceed to the next trial. Each dynamic stimulus was presented four times in randomized order. The total number of trials in each series was 21 transitions × 2 frames order × 4 repetitions = 168. 
Behavioral data analysis
The data were analyzed using R language of statistical analysis, version 3.3.0 (R Core Team, 2016), and package lme4, version 1.1.12 (Bates, Mächler, Bolker, & Walker, 2015) . The analysis method was logistic regression with mixed effects. It allows to explore the influence of factors systematically varied by the experimental procedure (fixed factors) taking into account the uncontrolled variations of the dependent variable (random effects). This method is preferred when the conditions of ANOVA are not met, such as when the dependent variable is categorical (Jaeger, 2008) . In our study, the dependent variable was dichotomous: whether each emotion was or was not recognized in each trial.
The data were reformatted so that each trial was represented by two data points: 1) selection or not of the first-frame emotion and 2) selection or not of the last-frame emotion. The mixed-effect model fitted to the data included fixed factors: Type of the dynamic stimuli (realistic or artificial), Order of frames (normal or reversed), Emotion displayed on the stimulus (first-frame or last-frame) and interactions between them. The overall intercept was not included in the model. We expected that the mean emotion identification accuracy might vary between participants and between different transitions, and also that the identification accuracy might change differently depending on the type of stimuli, frames order or starting/ending emotion. Therefore, random effects included random intercept for each participant and each transition (modeling overall differences between participants and between transitions) and random slopes for stimuli type, frame order and emotion. The difference between transitions was modeled as a random effect, because we did not use all possible continua between basic emotions (42 pairs, with each of the six basic emotions or neutral face represented as both the first or the second expression of a transition), but only half of them, included in the available set (21 pairs). In the notation system used in the lme4 package, the regression model formula was the following:
Type Order Emotion Type Order Emotion Type Order Emotion
where DV is the dependent variable (selection or not of the relevant emotion); 0 represents exclusion of the overall intercept, and 1 is inclusion of the random intercept; Type*Order*Emotion -fixed factors and their two-and three-way interactions; subject -participant ID; transition -one of 21 emotional transitions; 1 + Type + Order + Emotionrandom effects for each subject and each transition. The impact of each factor and factor interactions were estimated by sequentially adding them to the null model and comparing the two models by minimization of the model deviance: −2(l 1 − l 0 ), where l 0 and l 1 are maxima of log-likelihood for the model including the factor (l 1 ) and excluding it (l 0 ). Significance levels were obtained using Pearson's χ 2 test. Akaike Information Criterion (AIC) was also calculated to compare the models. To test the hypotheses of our study, we calculated linear contrasts between normal and time-reversed morphs, and between normal and time-reversed video clips, and compared the identification accuracy for first-and last-frame responses fitted by the linear model. The differences between normal and reversed stimuli recognition in realistic transitions compared to the morphed ones were also calculated for each emotion (first-and last-frame). Tukey criterion was used with overall Benjamini and Hochberg correction.
Results
Facial dynamics quantification
Analysis of the facial dynamics with the use of automatically detected points revealed that the mean frame-to-frame shift of points describing the facial features on linear morphs does not change substantially over time (mean shift averaged across all continua, M = 0.34 pixels; average SD = 0.14). In realistic transitions, however, the frameto-frame shift is not always constant, with an average standard 
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deviation twice as large as in linear morphing (mean shift averaged across all continua, M = 0.38 pixels; average SD = 0.30). All frame-toframe shifts did not exceed 5 pixels. For each transition, M and SD for shift values across all points and frames are presented in Table 1 , together with t-test values and effect sizes for realistic versus morphed stimuli. All differences were significant, although small or moderate in terms of effect size, except the angry-to-happy transition, in which frame-to frame shifts have opposite directions for different facial regions, so differences in velocity existed on the individual features level but were not detected in the overall points analysis. To further explore the facial dynamics, we analyzed distances between realistic and morphed stimuli for each transition and each of the 66 detected points. The movie/morph distances vary for groups of points that define different facial features. In the sad-to-happy transition, distances for brows, nose and eye lids do not exceed 6 pixels at the apex, but for upper lip and chin they rise up to 15 pixels. For other transitions, maximal distances can be even higher (e.g., distance for brows in the disgust-to-anger transition is up to 17 pixels, that is about 6% of the vertical dimension of the face image). The movie/morph distances in each transition are shown on the online Interactive plots. Distances in pixels are averaged by facial region (face contour; brows; eyes; nose; lower lip; upper lip).
As expected, the dynamic transitions obtained by linear interpolation indeed have equal velocity for each pair of subsequent frames. The frame-to-frame shifts of each of the 66 points may differ, but these differences are roughly constant from the first frame to the last one. For most realistic transitions, though, the amount of shift does change over time, and for groups of points detected on particular facial features (e.g. eyes, brows, or nose) the velocity changes are often asynchronous. For example, in the realistic transition from sadness to surprise, the actor's eyes start opening at an earlier time point than in the corresponding morphing transition, and mouth opening occurs later. Any differences found in the perception of naturalistic stimuli compared to the morphed ones could be attributed to these timeline inequalities, as both video clips and morphing sequences share the same amount of static information, length, and other low-level properties.
Modeling the recognition of dynamic expressions
Due to technical reasons, several participants performed fewer trials than required by the procedure, and the overall number of analyzed trials was 10,128. As the instruction assumed multiple responses for each stimulus, the average number of categories chosen in each trial was 1.43 (14,447 choices in total). When identifying the dynamic stimuli, participants could select from the emotion list the following: (1) emotion that is relevant to the expression displayed in the first frame of the presented dynamic sequence; and/or (2) emotion that is relevant to the expression in the last frame; and/or (3) other emotions which were not displayed by the actor in this transition. For example, when a transition from happiness to sadness was presented with the normal frame order, selecting "Happiness" category would be relevant to the expression in the first frame, whereas selecting "Sadness" would be relevant to the expression in the last frame. When the same happy-tosad transition was presented with the inverse frame order, its demonstration started with an intense sad expression, so choosing "Sadness" would be relevant to the first frame, and "Happiness" to the last frame. All trials were classified as correct (at least one emotion from the transition is recognized) or incorrect (neither first-nor last-frame emotions were recognized). The proportion of correct responses was calculated as the number of trials in which an emotion (first-frame, lastframe, or both) was correctly recognized, divided by the total number of trials. The number of trials with correct recognition of the first and the last emotions as well as with incorrect responses are shown in Table 2 .
The mixed-effect linear model fitted to the data explained 43.1% of the dispersion of emotion recognition rate (for the model with only fixed effects, R 2 m = 0.245; for the full model including both fixed and random effects, R 2 c = 0.431). All random effects were significant (see Table 3 ). Stepwise inclusion of the Emotion factor and its interactions with Type and Order factors significantly improved the model fit, but main effects of Type and Order were non-significant for the model. However, they were included in the final model together with all interactions. Based on the model fit, estimated means and simultaneous 95% confidence intervals for each combination of fixed factors were calculated (see Table 4 and Fig. 4) .
Simultaneous linear contrasts between the estimated recognition of Korolkova Vision Research 143 (2018) 42-51 starting and ending emotions in each type of stimuli revealed that the last-frame expression is recognized better than the first-frame expression in normally presented and time-reversed linear morphs, and in normally presented realistic video records (see Table 5 ). In time-reversed videos, the recognition rates for the starting and ending emotions do not differ significantly. Therefore, our first hypothesis about the prevalence of the ending expression in the dynamic stimuli recognition was partially supported. The last-frame emotions in normally presented morphs are recognized better than in reversed morphs, whereas the first-frame expressions are recognized better in the reversed condition. This is contrary to our second hypothesis, which predicted that the perception of linearly morphed stimuli would not differ. However, the differences between the recognition of emotions in normal and reversed realistic transitions was significantly higher than in morphed ones. In normally presented video clips, compared to their inverted versions, the results were similar to the linear morphs, in that the first-frame emotions are recognized better in reversed stimuli, but the last-frame emotions are recognized better in videos with a natural timeline. These data support the third and fourth hypotheses of the Note. The number of trials (and relative frequencies) across all participants are given for each stimuli type and each timeline orientation. Note that in some of the trials both emotions were correctly recognized, so they are included into two categories, and the sum of recognition rates of the first-and last-frame emotions does not equal to 1. Note. Fixed effects abbreviations: Type -transition type (realistic or morphed); Orderframe order (normal or reversed); Emotion -first-or last-frame emotion in the transition. Random effects abbreviations: Intercept | subject and Intercept | transition -random intercepts for each subject and each transition; Type | subject and Type | transition -random slopes for stimuli type for each subject and transition; other random effects are constructed similarly. AIC -Akaike Information Criterion; χ 2 -Pearson's chi-squared statistic; df -degrees of freedom for χ 2 ; p -significance level. The factors were included in the initial model (with only random Intercept for subjects) one-by-one, in the same order as displayed in the table. Note. First frame -emotion at the start of the stimulus; last frame -emotion at the end of the stimulus. study.
Discussion
This study tested several hypotheses about the recognition of emotions during dynamic transitions between facial expressions in realistic (human posed) and artificial (linearly morphed) types of stimuli, with normal or time-reversed frame orders. We expected that the emotion at the end of the dynamic stimulus is recognized better than the emotion at its start, and that a timeline reversal does not influence the perception of linear morphs, but can disrupt the perception of realistic video records. These suggestions were based on recent findings about the perception of emotional expressions that unfold from a neutral face (Reinl & Bartels, 2014; Reinl & Bartels, 2015; Schultz et al., 2013) . Unlike previous studies, we for the first time explored the influences of timeline and naturalness on the perception of dynamic changes between 21 pairs of seven basic emotions (including neutral) displayed by a human actor. In addition, we explored the natural versus linear dynamics of facial movements with automated face analysis, to reveal possible non-linearities in natural dynamic expressions.
We have shown that the dynamics of realistic video records differ from the dynamics of linear morphs, in that the velocity of natural facial movements changes over time but is stable in morphed stimuli. Realistic facial features start their movements at different time points, whereas in linear morphing all the movements are synchronized. Behavioral data of emotion perception in these two types of stimuli revealed that the ending emotion indeed is recognized better than the starting emotion in linear morphs regardless of the timeline, as well as in realistic stimuli with a normal frame order. When the video clips are inverted in time, both starting and ending emotions are recognized similarly, with about 60% correct responses. The influence of the reversed frame order on the perception of emotions is significant for both types of stimuli and causes a decrease in recognition accuracy for the last-frame expression together with its increase for the first-frame expression. This effect is significantly higher for realistic transitions than for linear morphs, as shown by simultaneous linear contrasts. Therefore, our hypotheses received partial support. Below we discuss several important aspects as well as limitations of our findings.
The obtained differences between realistic and computer-generated sequences could be attributed to the non-linearity of the natural dynamics, which was revealed in our study by automated detection of facial features. One probable explanation for this non-linearity is provided by the componential appraisal theory of emotion (Scherer & Ellgring, 2007) , according to which experiencing an emotion results in a series of rapid expressive changes relevant to the sequential evaluations of the situation. Non-linear movements of different face parts both in time (velocity, onset and offset) and in spatial trajectories has been proven to influence expression perception and to make the displayed emotions more salient to the observer (Cosker et al., 2010; Reinl & Bartels, 2015; Wallraven, Breidt, Cunningham, & Bülthoff, 2008) . The underlying mechanisms for this perceptual difference probably involve the brain's "preference" for realistic expressions over artificial ones. Indeed, core regions of the brain's face-recognition system show higher activation during categorization of photographs of real human facial expressions compared to pictures of 3D avatars (Moser et al., 2007) , and in dynamic stimuli this effect can be even higher. Consistent with previous research, our data have shown that linear interpolations lack the characteristic patterns of facial feature movements. Unlike linear morphing sequences, on a realistic videotaped face of a human actor particular facial features start and stop moving at different time points, and their velocity changes over time. These findings corroborate the importance of using naturalistic stimuli in studies of face perception in order to better understand the relevant mechanisms. However, observers' sensitivity to natural facial motion and its influence on emotion recognition may depend on optimal or constrained perceptual conditions (Fiorentini & Viviani, 2011) , and estimations of emotional intensity in simultaneous and sequential facial actions would differ only when the order of action units is unnatural (Krumhuber & Scherer, 2016) . Our data is in accordance with these results.
Although the participants could indicate as many emotions as they recognized on the faces, our main interest was whether their responses were relevant to the pair of emotions which the actor intended to display. The results have shown a substantial bias towards the recognition of the emotion at the end of the dynamic transitions: the emotion categories relevant to the expression presented on the last frame were chosen by study participants almost twice as frequently as the emotions relevant to the first frame. This may be caused by the importance of the ending expression recognition (Kamachi et al., 2001 ). Indeed, it seems easier and also more biologically significant to pay more attention to the most current emotional state of a counterpart than to his previous state, in order to correctly predict his further behavior. Higher activation in the brain's face-system areas to the increase of fearful emotion supports this explanation (Reinl & Bartels, 2014) . Our results are also in accordance with the perception of fear, displayed forward or backwards (Reinl & Bartels, 2015) , as well as with studies of so-called "representational momentum", which imply that the ending frame of a dynamic transition morphed from a neutral face to an emotional one is perceived as more intense than it was actually presented (Yoshikawa & Sato, 2008) .
When the natural video sequences were reversed in time, the rate of correct identification of the emotions that comprise the transitions substantially changed. The emotions displayed in the first frames of the stimuli were recognized better than in corresponding transitions with an unaltered frame order. The last-frame emotions, however, were chosen less often. These results are probably due to the fact that timeline inversion is a rare and biologically impossible condition of face perception, which disrupts the naturally occurring trajectories of facial muscle movements and makes the last-frame expression less clear to the observer (Cunningham & Wallraven, 2009) . Therefore it could have caused difficulties with emotion identification for our participants. On the other hand, the emotion presented at the start of a stimulus was recognized more readily in the time-inverted condition than in the normal one. This may be due to the natural emphasis put by the actor on the expression towards which he had to shift the emotion of his face. However, this suggestion needs further exploration.
The conducted study has several limitations which must be noted. Unlike previous studies (Reinl & Bartels, 2014 , we used only one original video record per pair of emotions: for example, happy and sad emotions were represented by the transition from sad to happy expressions only, but a transition from happy to sad was not included in the available stimuli set. Consequently, it was modeled in our study as a random effect, which covers the range of possible emotional shifts only partially. However, as the increase of an emotion does not mirror its decrease if inverted in time, one can expect that a time-reversed transition from emotion A to emotion B would have different dynamics than a non-reversed transition from B to A. This would probably lead to perceptual effects similar to those found in neutral-to-emotion versus emotion-to-neutral studies. That is, one can expect that particular transitions would be perceived as more plausible and convincing than others, because some emotional shifts would occur in real-life situations more frequently than others, and would therefore indicate more socially relevant emotions that demand quick and adequate reactions. Differences in recognition efficiency and times can also be observed depending on the direction of the emotional change. Preparation of new naturalistic stimuli sets could make it possible to explore the influence of transition direction on its perception in future research.
In the current study we used video clips of only one male actor, so the generalization of the obtained results should be done with caution. Although this actor's expressions are representative displays of six basic emotions, as has been shown previously (Kurakova, 2012) , future studies should use expressions recorded from different actors of various ages, genders and ethnicities, as some of the dynamic expression cues could vary between individuals. To our knowledge, our study was the first to explicitly compare the perception of natural versus time-inverted dynamics of realistic and linearly morphed transitions between 21 pairs of basic emotions. We tried to utilize facial stimuli that were as realistic as possible for a video clip displayed on a two-dimensional screen. To keep the characteristic timing of the emotions, we did not change the original speed of the movies, and some were twice as long as the others. Nevertheless, all the transitions lasted less than a second. The exact timing of each emotion could be an individual feature of a particular actor and would not necessarily be the same if other actors would have been filmed. This fact could also influence the obtained results, and should be accounted for in future research. Also, our study was confined only to intense posed basic emotional displays, which do not represent all possible emotions a person can feel, express and communicate. Nevertheless, as natural emotions are usually very brief and transient, our stimuli seem to be relevant to the displays that could occur in real life.
Conclusion
The approach we followed in our study was justified by recent attempts by facial expression researchers to bridge the methodological gap between highly controlled laboratory experiments and real-life situations of face-to-face communication. The converging evidence from psychophysical and neuroimaging studies suggests the usage of moving rather than static faces, and realistic rather than artificial dynamic expressions, which could make it possible to progress substantially in understanding the mechanisms of nonverbal communication. The main findings of our study are the following.
• The perception of emotional expressions is influenced by the type of dynamics: realistic facial action or artificial linear morphing.
• The dynamics of a real facial expression are non-linear and include changes in different face areas with variations in speed, onset time and offset time.
• In realistic dynamic transitions between facial expressions of basic emotions, timeline inversion leads to changes in perceived emotions compared to linear morphing sequences.
• The identification of emotions is better at the end of the dynamic expressive transition than at its start. The advantage of the ending expression depends on the type of the stimuli (realistic or morphed) and their frame order.
