Abstract
Introduction
Performance data analysis is integral to the process of tuning parallel applications to advanced architectures. The traditional approach for performance tuning is through the process of data collection, analysis, and code optimization. In this approach the application programmer needs to understand instrumentation, learn the appropriate tools, and interpret data and its relation to the code, in order to optimize the code or system con guration, accordingly. This is illustrated in Figure 1 . This method is complex and prone to wrong interpretations [10] . Also, transformations applied to source code are hard to map to performance data [8] .
We propose an alternative method that minimizes ambiguity when determining which factors to consider during a tuning process of a parallel application. Some tools, such as Paradyn [7] , take an automatic approach to determine whether there is a performance bottleneck and where to locate it. Most other tools take a different approach in what is called in statistics, exploratory data analysis (EDA). In this type of analysis, the calculation of simple statistics and graphical summaries provide the user an understanding of what information the data is conveying. No a priori knowledge about the data is used.
Complementary to EDA there is a method called confirmatory data analysis (CDA) where formal statistics is used to con rm or reject a hypothesis about the population under study. These methods have been used for a long time in areas such as biostatistics, economics, pattern recognition, and operational research. Cof n and Saltzman applied these traditional techniques to evaluate and compare optimization algorithms used in operational research [2] . This analysis allowed them to draw statistically sound conclusions about the algorithms. Sun et al. applied design of experiments and ANOVA to evaluate memory hierarchies and understand their performance [12] .
Certain combinations of factors such as programming style, language, compiler options, and algorithms will produce better performance results than others. In this work, we are presenting a methodology for obtaining information about how these factors affect performance for a speci c application. This methodology is based on a combination of con rmatory data analysis statistics and exploratory data analysis and obtains sound conclusions about the effects of factors on the performance obtained.
We combined the use of design of experiments, analysis of variance (ANOVA), correlation, and subset feature selection, applied to performance data, to explain the behavior of the system and provide insight to the user on the relationship between high-level abstractions to low-level performance information. Figure 2 depicts this methodology. In this paper, we describe the analysis steps in detail. However, we expect most of the details to be hidden from the programmer as support for automation is developed and incorporated. Section 2 provides an overview of the methodology. In section 3, the evaluation method is demonstrated in a case study of an electromagnetics application for conformal antenna design. Sections 4 and 5 show the results and conclusions obtained.
Overview of Methodology
This work proposes a methodology for the analysis of performance data using a combination of CDA, EDA, and experimentation. EDA is characterized by utilizing no preliminary knowledge about the possible relations of variables under study and the use of statistics and graphical summaries to understand the information data is conveying. In CDA, formal statistical methods are used to con rm or reject a hypothesis about the population under study. Experimentation is used to collect unbiased data to con rm or reject the hypotheses.
There are four steps in the methodology. First, a preliminary problem analysis is done. Here we can visualize in general what is affecting performance and gather preliminary information. The second step is to specify the experiment design to collect enough unbiased information to be analyzed for establishing relationships. The third step is to collect the data. Finally, the last step is data analysis.
Preliminary Problem Analysis
A performance problem-solving process starts with the analysis of the problem speci cation. Information needs to be collected about the programmer's goal and both the performance problem and the application itself.
Once the application and performance goals are clear, the next step is to pro le the code to identify possible functions to optimize. Analysis continues with the identi cation of possible factors affecting performance. These include environment factors, algorithms to solve those functions to optimize, and hardware speci c factors. Once the factors are identi ed, a subset should be selected for the experiment, considering controllability, feasibility, practicability, and constraints.
Speci cation for the Experiment
The second step in the methodology is experiment speci cation. The theory of design of experiments allow us to take an objective approach in the experimentation process [9] . A well known model of the experimentation process is shown in Figure 3 Studying all possible factors and levels of these factors is an intractable problem. A level refers here to the different possible values of one factor considered in an experiment. In order to obtain the total number of experimental runs, it is necessary to calculate all possible assignment of factors when varying all at a time. Once a decision on the factors and levels is taken, the next step is to select the random order in which the experimental runs will be executed. Randomization is required to avoid the in uence of uncontrollable factors in the outcome. We must also have at least two replicates of the experiment [9] .
The effect of each factor is obtained through experimentation by the use of a factorial design. In this type of design, all combinations of all levels of all factors are tested, usually in a complete random order [5] . For practical considerations, in certain cases a completely random set of runs might not be easily implemented. A completely randomized run would imply that from run to run any factor may change. For most computer applications, this is impractical. For example, in our study, changing the problem size from experimental run to experimental run results in excessive experimentation time and limits our ability to automatically control experimentation. So a split-split-plot design was used. A split-plot design is a general case of a factorial design in which randomization is restricted. In this design, one factor is selected for a treatment. A treatment is a set of levels of controllable factors administered to an experimental run. The order in which the treatments will be applied to this factor is selected at random. Once this is xed, a second factor is selected and, given the order for experimental runs selected for the rst factor, randomization is done on the second factor. This could be repeated successively. When a third factor follows the same restrictions, this is called a split-split plot design [9] . A partial randomization of experiments causes a higher experimentation error so split-split plot is suggested only when a completely randomized design is not possible for practical reasons.
Data Collection
The data collection step is the only one determined particularly by the computer system, language, and tools used. This is due to the large variation of metrics available for different computer systems and at different levels. One group working towards standardization of performance metrics is the APART (Automatic Performance Analysis: Resources and Tools) group [4, 10] . Their work moves towards the formalization of the language and methods to present performance information and to identify the requirements for automatic performance analysis tools. APART workpackage 2 presents a set of metrics de ned using ASL for determining some performance properties for shared memory, message passing, and high performance Fortran [4] .
During this step, we identify which metrics are measurable for the paradigms and systems being used. Specically, we identify the instrumentation tools that are available and the metrics that are measurable at the operating system, application, and hardware levels. Then from these, for a given paradigm, we select the APART-recommended set of metrics. Important metrics suggested by the application programmer should also be selected. Once a set of performance metrics is selected, instrumentation is activated to collect the data. Code is compiled and linked as needed, and performance data are collected during execution.
Data Analysis
After data collection, analysis begins, and the metric data are rst formatted to support the statistical techniques. For one experiment, a matrix format is used. Each element of the matrix is either an average or absolute metric value. An average value, . Each column of this performance data matrix contains the measurement of one performance metric over a set of experimental runs and each row contains information about one experimental run. Several statistical techniques may be applied to this matrix.
Correlation Matrix.
The correlation coef cient is a measure of the linear association between two variables. The correlation matrix is a two-dimensional array of correlations where all correlation coef cients are organized systematically. 
Analysis of variance (ANOVA)
is a statistical procedure for the analysis of the response of an experiment. We are using ANOVA to determine whether there is in uence of any of the factors on the result obtained for each performance metric. In ANOVA, the goal is to determine if there is an effect of different treatments on a population. In hypothesis testing, the hypothesis assumed to be true is called the null hypothesis and the contradictory hypothesis is called alternate hypothesis. The null hypothesis tested by ANOVA is that no factor will in uence the solution and that there is no interaction between any factors. The probability of error by selecting an alternate hypothesis when the null hypothesis is true is called type I error and is denoted by (also called alpha value). Once the alpha level for the test is selected, a set of test statistics are computed and a conclusion on whether the null hypothesis is probable or not is reached. In our case, ANOVA at level # ¢ ¡ will be used to establish relationships among factors and performance metrics.
Multidimensional Data Analysis.
The multidimensional nature of the output performance metrics prompts us to identify mechanisms for data reduction and subset selection. Subset selection refers to the selection of the most independent columns of the matrix to explain the variability of results. Vélez and Jiménez show that the number of columns required for subset selection will be the same number of components that we should retain when performing principal component analysis (PCA) on the data to preserve the variability of the multidimensional data [13] . Now the question to answer is how many principal components should be retained to account for most of the variation in the data? There are three commonly used methods in multivariate analysis: Scree test [6] . The eigenvalues of the correlation matrix of the data set are sorted in descendent order and plotted. The point where the curve attens is selected as the cutoff point, and this is the number of principal components to select.
Cumulative Percentage of Total Variation [3] . The eigenvalues of covariance matrix of the data are computed. Each eigenvalue contributes to a percentage of the total variance. Those eigenvalues whose eigenvectors explain most of the variance are selected. A threshold of typically £ ¡ ¥ ¤ of the total variance is used.
Eigenvalues greater than 1 [6] . The eigenvalues of the correlation matrix of the data computed and those eigenvalues greater than one are selected.
Once the number of metrics needed to explain the variability of the data is known, a subset selection method is used to choose important metrics based on a cost function. We suggest using independence of metrics as the cost function to explain the variability of the data since it is related to the amount of information contained in the performance data matrix. In the subset selection method suggested by Vélez and Jiménez [13] , the criterion of independence between columns is used as a measure for subset selection. Those features that are most independent and explain the highest correlation are selected based on principal component analysis and singular value decomposition (SVD).
Case study -Conformal Antenna Design
We have selected a case study of an application in the area of nite elements methods for conformal antenna analysis. This code implements an iterative solver whose kernel is a matrix-vector multiply of dense matrices and is representative of the types of workload in this area. We used experimental design techniques to determine how low-level performance information is affected by the code, problem size, and compiler options. This section introduces and demonstrates the methodology in the context of the conformal antenna design case study.
Preliminary Problem Analysis
The performance objective is to improve the execution time of the antenna analysis code. The code uses a biconjugate gradient iterative solver to nd the solution. The goal is to parallelize the code and to reduce the execution time while keeping the memory requirements as low as possible due to the large matrices involved in the computation.
The original serial code was pro led and, not surprisingly, ¦ § ¤ of the time was spent in a dense matrix-vector multiplication routine and other routines were accounting for © ¤ or less of the total execution time each. Therefore, efforts concentrated in optimizing this dense matrix-vector multiplication routine. Several different dense matrixvector multiplication routines were tested and problem sizes were changed by modifying the physical speci cations of the antenna.
The experiments were done on a quad-processor Sun Enterprise 450 Server running Solaris 5.7. This server is a shared-memory, symmetric multiprocessor system (SMP). Each processor is an UltraSparc 1 II running at 400MHz with 2MB of local, high-speed external cache memory. We used OpenMP directives for code parallelization with the Forte Fortran HPC 6 Fortran compiler and Guidef77 3.9 parallelizing compiler.
Speci cation for the Experiment
The inputs to our system are the application code and data. The outputs are the matrices containing the different metrics to measure performance. Controllable factors in the experiment are problem size, algorithm, compiler options, and sampling rate of the metrics. Among uncontrollable factors we consider environment variables and workload.
We investigated a comprehensive set of performance factors and determined that an observable, controllable and measurable set includes problem size, dense matrix-vector multiplication algorithm selection, and compiler options. The set of factors and levels in this experiment is shown in Table 1 . Since the used compiler generates a different executable with each permutation of ags, the effect of permutations was also considered. Figure 4 shows a graphical description of a block of our split-split-plot design. A block refers to a replicate or repetition of the basic experiment. In this gure, a block in the design is divided into whole plots where the the problem size ( , , and © ) was selected at random. The subplot factor is the matrix multiplication algorithm (¡ and ¢ ). Then sub-subplots will contain the compiler options (s -£ ) that were tested randomly. Three replicates of the basic experiment were done. The number of iterations for obtaining the solution of the iterative solver has been xed to remove the impact of reduced matrix conditioning.
Data Collection
The antenna code runs in two modes: model generation mode and solver mode. The rst mode generates the matrices used in the computation and the second mode nds a solution for the antenna analysis. Running the code under the model generation mode, matrices for a given problem size are generated. Then one matrix-vector multiplication algorithm is selected and 13 experimental runs, each with a different compiler option, are set up for one batch of runs using the same problem size. Here the code is running in solver mode. A crontab le sequentially starts all experimental runs. Instrumentation and application code run simultaneously.
Data Analysis
Once we obtained the metrics, they were placed in the matrix form discussed in section 2.4 and its correlation matrix was computed. The most correlated metrics with execution time were identi ed.
Analysis of variance (ANOVA) at level # ¢ ¡ was done for each set of metrics obtained. Then the methods discussed in section 2.4.3 were used to determine how large the set of important metrics should be. Since each method may give a different set size, the largest size value was used to avoid not having enough metrics. The SVD method described in [13] was used to obtain the nal set of metrics.
Results
The results from two different experiments done to test the proposed methodology are shown in this section.
Experiment with parallel implementation
In this experiment, our application was parallelized using OpenMP constructs. Two different algorithms for matrixvector multiplication were used with three different compiler ags and three different problem sizes. Problem sizes were varied by changing the physical speci cations of the antennas under study.
Those metrics most correlated with execution time, using a threshold of correlation higher than #£ , are shown in table 2, where the correlation was negative in all cases. Negative correlation is interpreted as follows: execution time increases when the metric value decreases.
Analysis of variance (ANOVA) at signi cance level & # ¥ ¡ was done on these metrics to establish the effect of factors. Table 3 shows ANOVA results for those metrics  obtained in table 2 .
We proceeded to perform a multidimensional analysis on the data. First we want to obtain the number of metrics required for preserving most of the information on the data. When we used the three different criteria for nding the number of metrics required for keeping most of the variance, we found that only three metrics were selected. Analyzing the data in detail, we noticed that principal component analysis was very biased towards the data with the largest values. This is a well known characteristic of PCA [3] and can be solved by normalizing the data. We normalized the data using the Euclidean norm and then proceeded with the analysis. Figure 5 shows an example of a plot of the eigenvalues of the correlation matrix to use scree test and the greater-thanone criteria. Notice the change in the slope of the curve at ve eigenvalues and then at eight eigenvalues. Scree test might have two or three in ection points in the curve and this is one of the cases. Notice also that only nine eigenvalues are greater than one. Table 4 show how many metrics should be kept to preserve the variability of the performance metrics outcome, according to the three methods explained in section 2.4.3. Table 5 shows those metrics selected by the method for this experiment. These metrics describe activity which experts usually look for when tuning a program: paging activity, cpu utilization, memory faults, and virtual memory statistics. Table 6 shows ANOVA results for those metrics. We can notice that cpu context switches is affected by all three factors.
Experiment with serial implementation
In this experiment, our application was using the same basic algorithms as in the previous experiment, but running serially. Other factors remain the same.
The metrics highest correlated with execution time using a threshold of correlation higher than 0.9 are shown in Table  7 . Table 8 shows ANOVA for these ve metrics.
Using the method presented in [13] and the results from Table 4 , those metrics shown in Table 9 were obtained as the most relevant ones. These metrics describe buffer and paging activity, virtual memory statistics, and cpu utilization. Table 10 shows ANOVA results for these metrics.
Discussion
Results have led to several interesting ndings. Those metrics with highest correlation with execution time will allow us to look for possible places where to improve the code. These are not necessarily the same metrics which will Greater than 1. 9 6 Max. of the three methods. retain the largest amount of information about the status of the system. We have to take into account that information is inversely proportional to probability of occurrence and those metrics which are highly correlated carry less information than non-correlated metrics. Those metrics highly correlated with execution time are very similar for both experiments, specially those related to buffer activity, I/O, disk operation. This might be caused by the nature of our application which is very demanding in terms of I/O and memory access. Buffer activity, I/O, and paging activity are the activities most correlated with execution time. But this buffer cache activity is related to disk access directly since the buffer cache under Solaris 5.7 is used to cache inode, indirect block, and cylinder group related disk I/O only [1] . Analysis of means of this variable shows that algorithm B for matrix-vector multiplication causes a much lower buffer activity for read and for write than algorithm A. Algorithm A refers to a matrix-vector multiplication algorithm where we tried to minimize thread interaction in OpenMP by making the loops as independent as possible. Algorithm B modi es algorithm A by splitting loops into smaller ones by removing the if condition showing in algorithm A. This splits the matrix by opposite diagonal elements. Compiler options one and three have much smaller buffer activity than other compiler options. An analysis of means on execution time showed that compiler options one and three also resulted in the longest execution times.
One analysis that we completed after looking at the results was to select a subset of the data to analyze effects caused by the compiler options. We divided the data in two mutually exclusive sets, one with the -fast ag and one without it. The statistical analysis shows that no signi cant difference exists between all compiler options without thefast ag and also no signi cant difference exists between all compiler options with the -fast ag in terms of the effect on execution time. This is shown in Table 11 . When we studied the effects of permutations on the compiler options ags we found that they cause no signi cant effect on the outcome. When we analyzed the same application with the serial code, we found that paging activity, buffer activity, and cpu utilization contain the most relevant information on the status of the system.
Conclusions
A methodology based on an uni ed view of performance analysis, statistics, and multidimensional data analysis has been presented. We have used a powerful statistical tool to identify correlations between low-level performance information and high-level code abstractions. We are interested in calling other researcher's attention in applying these techniques to their applications and platforms. The information collected about algorithms or compiler options will aid the application programmer in making decisions about their code. This approach will complement traditional exploratory data analysis.
Future work will include the use of additional techniques for feature selection and the design of a knowledge based system for providing feedback to the programmer. We will also begin a study on cluster architectures [14] , using our methodology to evaluate communication characteristics of large-scale scienti c applications.
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