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Abstract
Weakly-supervised temporal action localization is a
problem of learning an action localization model with only
video-level action labeling available. The general frame-
work largely relies on the classification activation, which
employs an attention model to identify the action-related
frames and then categorizes them into different classes.
Such method results in the action-context confusion issue:
context frames near action clips tend to be recognized as
action frames themselves, since they are closely related to
the specific classes. To solve the problem, in this paper we
propose to model the class-agnostic frame-wise probability
conditioned on the frame attention using conditional Vari-
ational Auto-Encoder (VAE). With the observation that the
context exhibits notable difference from the action at repre-
sentation level, a probabilistic model, i.e., conditional VAE,
is learned to model the likelihood of each frame given the
attention. By maximizing the conditional probability with
respect to the attention, the action and non-action frames
are well separated. Experiments on THUMOS14 and Ac-
tivityNet1.2 demonstrate advantage of our method and ef-
fectiveness in handling action-context confusion problem.
Code is now available on GitHub1.
1. Introduction
Action localization is one of the most challenging tasks
in video analytics and understanding [43, 42, 20, 37, 21].
The goal is to predict accurate start and end time stamps of
different human actions. Owing to its wide application (e.g.,
surveillance [47], video summarization [28], highlight de-
tection [51]), action localization has drawn lots of attention
in the community. Thanks to the powerful convolutional
neural network (CNN) [18], performance achieved on this
task has gone through a phenomenal surge in the past few
years [42, 53, 6, 52, 5, 1, 23, 27]. Nevertheless, these fully-
supervised methods require temporal annotations of action
*Work was done during internship at Microsoft.
1https://github.com/bfshi/DGAM-Weakly-Supervised-Action-
Localization
Figure 1: An illustration of action-context confusion. The
video clip, showing a long jump process, consists of three
stages of the action (approaching, jumping, and landing)
and two stages of context (preparing and finishing). (a)
Ground truth of action localization. (b) Action-context con-
fusion. The context frames, which are highly related to the
long jump category, are also selected.
intervals during training, which is extremely expensive and
time-consuming. Therefore, the task of weakly-supervised
action localization (WSAL) has been put forward, where
only video-level category labels are available.
To date in the literature, there are two main categories
of approaches in WSAL. The first type [24, 29, 34, 49]
generally builds a top-down pipeline, which learns a video-
level classifier and then obtains frame attention by checking
the produced temporal class activation map (TCAM) [60].
Note that a frame indicates a small snippet from which
appearance or motion feature could be extracted. On the
other hand, the second paradigm works in a bottom-up
way, i.e., temporal attention is directly predicted from raw
data [30, 31, 41, 55]. Then attention is optimized in the task
of video classification with video-level supervision. Frames
with high attention are thus treated as action part, otherwise
the background part.
Both kinds of methods largely rely on the video-level
classification model, which would lead to the intractable
action-context confusion [24] issue in the absence of frame-
wise labels. Take the long jump in Figure 1 as an example,
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the action has three stages, i.e., approaching, jumping, and
landing. In addition, the frames before and after the ac-
tion, i.e., preparing and finishing, contain the content that
is closely related to long jump, but are not parts of the ac-
tion. We refer to such frames as context, which is a spe-
cial kind of background. In this example, the context parts
include the track field and sandpit, which could in fact sig-
nificantly encourage the recognition of the action. Without
frame-wise annotations, the classifier is normally learned
by aggregating the features of all related frames, where con-
text and action are roughly mixed up. The context frames
thus tend to be easily recognized as action frames them-
selves. The action-context confusion problem has not been
fully studied though it is common in WSAL. One recent ex-
ploration [24] attempts to solve the problem by assuming
a strong prior that context clips should be stationary, i.e.,
no motions in them. However, such assumption has mas-
sive limitations and ignores the inherent difference between
context and action.
To separate context and action, the model should be able
to capture the underlying discrepancy between them. In-
tuitively, context frame indeed exhibits obvious difference
from action frame at the appearance or motion level. For ex-
ample, among the five stages in Figure 1, the action stages
(approaching, jumping, and landing) clearly demonstrate
more intense body postures than the context stages (prepar-
ing and finishing). In other words, the extracted feature rep-
resentations for context and action are also different. Such
difference exists regardless of the action category.
Inspired by this observation, we propose a novel gen-
erative attention mechanism to model the frame represen-
tation conditioned on frame attention. In addition to the
above intuition, we build a graphical model to theoreti-
cally demonstrate that the localization problem is associ-
ated with both the conventional classification and the pro-
posed representation modeling. Our framework thus con-
sists of two parts: the Discriminative and Generative Atten-
tion Modeling (DGAM). On one hand, the discriminative
attention modeling trains a classification model on tempo-
rally pooled features weighted by the frame attention. On
the other hand, a generative model, i.e., conditional Varia-
tional Auto-Encoder (VAE), is learned to model the class-
agnostic frame-wise distribution of representation condi-
tioned on attention values. By maximizing likelihood of
the representation, the frame-wise attention is optimized
accordingly, leading to well separation of action and con-
text frames. Extensive experiments are conducted on THU-
MOS14 [13] and ActivityNet1.2 [3] to show that DGAM
outperforms the state-of-the-arts by a significant margin.
Comprehensive analysis further validates its effectiveness
on separating action and context.
The main contribution of this work is the proposed
DGAM framework for addressing the issue of action-
context confusion in WSAL by modeling the frame repre-
sentation conditioned on different attentions. The solution
has led to elegant views of how localization is associated
with the representation distribution and how to learn better
attentions by modeling the representation, which have not
been discussed in the literature.
2. Related Works
Video action recognition is a fundamental problem in
video analytics. Most video-related tasks leverage the off-
the-shelf action recognition models to extract features for
further analysis. Early methods normally devise hand-
crafted features [19, 48, 32] for recognition. Recently,
thanks to the development of deep learning techniques, lots
of approaches focus on automatic feature extraction with
end-to-end learning, e.g., two-stream network [43], tempo-
ral segment network (TSN) [50], 3D ConvNet (C3D) [46],
Pseudo 3D (P3D) [36], Inflated 3D (I3D) [4]. In our exper-
iments, I3D is utilized for feature extraction.
Fully-supervised action localization has been exten-
sively studied recently. Many works follow the paradigms
that are widely applied in object detection area [9, 8, 39,
38, 25] due to their commonalities in problem setting. To
be more specific, there are mainly two directions, namely
two-stage method and one-stage method. Two-stage meth-
ods [58, 52, 6, 5, 42, 40, 7, 11, 23] first generate action
proposals and then classify them with further refinement
on temporal boundaries. One-stage methods [2, 22, 57] in-
stead predict action category and location directly from raw
data. In fully-supervised setting, the action-context confu-
sion could be alleviated with frame-wise annotations.
Weakly-supervised action localization is drawing in-
creasing attention due to the time-consuming manual label-
ing in fully-supervised setting. As introduced in Section 1,
WSAL methods can be grouped into two categories, namely
top-down and bottom-up methods. In top-down pipeline
(e.g. UntrimmedNet [49]), video-level classification model
is learned first, and then frames with high classification
activation are selected as action locations. W-TALC [34]
and 3C-Net [29] also force foreground features from the
same class to be similar, otherwise dissimilar. Unlike top-
down scheme, the bottom-up methods directly produce the
attention for each frame from data, and train a classifica-
tion model with the features weighted by attention. Based
on this paradigm, STPN [30] further adds a regularization
term to encourage the sparsity of action. AutoLoc [41] pro-
poses the Outer-Inner-Contrastive (OIC) loss by assuming
that a complete action clip should look different from its
neighbours. MAAN [55] proposes to suppress dominance
of the most salient action frames and retrieve less salient
ones. Nguyen et al. [31] propose to penalize the discrimi-
native capacity of background, which is also utilized in our
classification module. Besides, a video-level clustering loss
is applied in [31] to separate foreground and background.
Nevertheless, all of the aforementioned methods ignore the
challenging action-context confusion issue caused by the
absence of frame-wise label. Though Liu et al. [24] try
to separate action and context using hard negative mining,
their method is based on the strong assumption that context
clips should be stationary, which has many limitations and
may hence cause negative influence on the prediction.
Generative model has also experienced a fast develop-
ment in recent years [17, 10, 12]. GAN [10] employs a
generator to approximate real data distribution by the adver-
sarial training between generator and discriminator. How-
ever, the learned approximating distribution is implicitly de-
termined by generator and thus cannot be analytically ex-
pressed. VAE [17] approximates the real distribution by op-
timizing the variational lower bound on the marginal likeli-
hood of data. Given a latent code, the conditional distribu-
tion is explicitly modeled as a Gaussian distribution, hence
data distribution can be analytically expressed by sampling
latent vectors and calculating the Gaussian. Flow-based
model [16] uses invertible layers as the generative mapping,
where data distribution can be calculated given the Jacobian
of each layer. However, all layers must have the same di-
mensions, which is much less flexible. In our work, we
exploit Conditional VAE (CVAE) [45] to model the frame
feature distribution conditioned on attention value.
3. Method
Suppose we have a set of training videos and the corre-
sponding video-level labels. For each video, we sample T
frames (snippets) to extract the RGB or optical flow features
X = (xt)
T
t=1 with a pre-trained model, where xt ∈ Rd
is the feature of frame t, and d is feature dimension. The
video-level label is denoted as y ∈ {0, 1, · · · , C}, where C
is the number of classes and 0 corresponds to background.
For brevity, we assume that each video only belongs to one
class, though the following discussion can also apply to
multi-label videos.
Our method follows the bottom-up pipeline for WSAL,
which learns the attention λ = (λt)Tt=1 directly from data,
where λt ∈ [0, 1] is the attention of frame t. Before dis-
cussing the details of our method, we examine the action
localization problem from the beginning.
3.1. Attention-based Framework
In attention-based action localization problem, the target
is to predict the frame attention λ, which is equivalent to
solving the maximum a posteriori (MAP) problem:
max
λt∈[0,1]
log p(λ|X, y), (1)
where p(λ|X, y) is the unknown probability distribution of
λ given X and y. In the absence of frame-level labels
y
λt xt
zt
ψφ
θ
T
Figure 2: The directed graphical model of DGAM. Solid
lines denote the generative model pψ(zt|λt) pψ(xt|λt, zt),
dashed lines denote the variational approximation
qφ(zt|xt, λt) to intractable posterior p(zt|xt, λt), and
dash-dot lines denote the video-level classification model
pθ(y|xt, λt). φ and ψ are jointly learned, which forms an
alternating optimization together with θ and λt.
(ground truth of λ), it is difficult to approximate and op-
timize p(λ|X, y) directly. Therefore, we transform the op-
timization target using Bayes' theorem,
log p(λ|X, y) = log p(X, y|λ) + log p(λ)− log p(X, y)
= log p(y|X,λ) + log p(X|λ) + log p(λ)
− log p(X, y)
∝ log p(y|X,λ) + log p(X|λ),
(2)
where in the last step, we discard the constant term
log p(X, y) and assume a uniform prior of λ, i.e., p(λ) =
const. Our optimization problem thus becomes
max
λ∈[0,1]
log p(y|X,λ) + log p(X|λ). (3)
This formulation indicates two different aspects for opti-
mizing λ. The first term log p(y|X,λ) prefers λ with high
discriminative capacity for action classification, which is
the main optimization target in previous works. In con-
trast, the second term log p(X|λ) forces the representation
of frames to be accurately predicted from the attention λ.
Given the feature difference between foreground and back-
ground, this objective encourages the model to impose dif-
ferent attentions on different features. In specific, we ex-
ploit a generative model to approximate p(X|λ), and force
the feature X to be accurately reconstructed by the model.
Figure 2 shows the graphical model of the above prob-
lem. The model parameters (θ, ψ, φ) and the latent vari-
ables in generative model (zt) will be discussed later. Based
on (3), the framework of our method consists of two com-
ponents, i.e., the discriminative attention modeling and the
generative attention modeling, as illustrated in Figure 3.
3.2. Discriminative Attention Modeling
The discriminative attention module learns the frame at-
tention by optimizing the video-level recognition task. In
Figure 3: Framework overview. The proposed model is trained in two alternating stages (a) and (b). In stage (a), the
generative model (CVAE) is frozen. Attention module and classification module are updated with classification-based dis-
criminative loss Ld, representation-based reconstruction loss Lre and regularization loss Lguide. In stage (b), attention and
classification modules are frozen. The CVAE is trained with loss LCV AE to reconstruct the representation of frames with
different λ. Since the ground truth λ is unavailable, we utilize λ predicted by attention module as “pseudo label” for training.
specific, we utilize attention λ as weight to perform tempo-
ral average pooling over all frames in the video and produce
a video-level foreground feature xfg ∈ Rd given by
xfg =
∑T
t=1 λtxt∑T
t=1 λt
. (4)
Similarly, we can also utilize 1−λ as the weight to calculate
a background feature xbg:
xbg =
∑T
t=1(1− λt)xt∑T
t=1(1− λt)
. (5)
To optimize λ, we encourage high discriminative capabil-
ity of the foreground feature xfg and simultaneously pun-
ish any discriminative capability of the background feature
xbg [31]. This is equivalent to minimizing the following
discriminative loss (i.e. softmax loss):
Ld = Lfg+α ·Lbg = − log pθ(y|xfg)−α · log pθ(0|xbg), (6)
where α is a hyper-parameter, and pθ is our classification
module modeled by a fully-connected layer with weight
wc ∈ Rd for each class c and a following softmax layer.
During training, attention module and classification module
are jointly optimized. The graphical model of this part is
illustrated in Figure 2 with dash-dot lines.
3.3. Generative Attention Modeling
The discriminative attention optimization generally has
difficulty in separating context and foreground when frame-
wise annotations are unavailable. Based on the observa-
tion that context differs from foreground in terms of feature
representation, we utilize a Conditional Variational Auto-
Encoder (CVAE) to model the representation distribution of
different frames. Before explaining the details, we briefly
review the Variational Auto-Encoder (VAE).
Given the observed variable x, VAE [17] introduces a
latent variable z, and aims to generate x from z, i.e.,
pψ(x) = Epψ(z)[pψ(x|z)], (7)
where ψ denotes the parameters of generative model, pψ(z)
is the prior (e.g. a standard Gaussian), and pψ(x|z) is
the conditional distribution indicating the generation pro-
cedure, which is typically estimated with a neural network
fψ(·) that is referred to as decoder. The key idea be-
hind is to sample values of z that are likely to produce
x, which means that we need an approximation qφ(z|x)
to the intractable posterior p(z|x). φ denotes the param-
eters of approximation model, and qφ(z|x) is also esti-
mated via a neural network fφ(·), which is referred to as
encoder. VAE incorporates encoder qφ(z|x) and decoder
pψ(x|z), and learns parameters by maximizing the varia-
tional lower bound:
JV AE = −KL(qφ(z|x)||pψ(z)) + Eqφ(z|x)[log pψ(x|z)], (8)
where KL(q||p) is the KL divergence of p from q.
In our DGAM model, we expect to generate the observa-
tion X based on the attention λ, i.e., p(X|λ), which can be
written as p(X|λ) = ΠTt=1p(xt|λt) by assuming indepen-
dence between frames in a video. Similarly, we introduce a
latent variable zt, and attempt to generate each xt from zt
and λt, which forms a Conditional VAE problem:
pψ(xt|λt) = Epψ(zt|λt)[pψ(xt|λt, zt)]. (9)
Note that the desired distribution of xt is modeled as a
Gaussian, i.e., pψ(xt|λt, zt) = N (xt|fψ(λt, zt), σ2 ∗ I),
where fψ(·) is the decoder, σ is a hyper-parameter, and I
is the unit matrix. Ideally, zt is sampled from the prior
pψ(zt|λt). In DGAM, we set the prior as a Gaussian, i.e.,
pψ(zt|λt) = N (zt|rλt · 1, I), where 1 is all-ones vector
and r is a hyper-parameter indicating the discrepancy be-
tween priors of different attention value λt. When r = 0,
prior pψ(zt|λt) is independent of λt.
During training of CVAE, we also approximate
the intractable posterior p(zt|xt, λt) by a Gaussian
qφ(zt|xt, λt) = N (zt|µφ,Σφ), where µφ and Σφ are the
outputs of the encoder fφ(xt, λt). We then minimize the
variational loss LCV AE :
LCVAE = −Eqφ(zt|xt,λt) log pψ(xt|λt, zt)
+ β ·KL(qφ(zt|xt, λt)||pψ(zt|λt))
' − 1
L
L∑
l=1
log pψ(xt|λt, z(l)t )
+ β ·KL(qφ(zt|xt, λt)||pψ(zt|λt)),
(10)
where z(l)t is l-th sample from qφ(zt|xt, λt). Note that the
Monte Carlo estimation of the expectationEqφ(zt|xt,λt)(·) is
employed with L samples. β is a hyper-parameter for trade-
off between reconstruction quality and sampling accuracy.
For the generative attention modeling of λ, we fix CVAE
and minimize the reconstruction loss Lre given by
Lre = −
T∑
t=1
log
{
Epψ(zt|λt)[pψ(xt|λt, zt)]
}
' −
T∑
t=1
log
{ 1
L
L∑
l=1
pψ(xt|λt, z(l)t )
}
,
(11)
where z(l)t is sampled from the prior pψ(zt|λt). In our ex-
periments, L is set to 1, and (11) can be written as
Lre = −
T∑
t=1
log pψ(xt|λt, zt) ∝
T∑
t=1
||xt−fψ(λt, zt)||2. (12)
The graphical model of generative attention modeling is il-
lustrated in Figure 2 with solid and dashed lines.
In our framework, the CVAE cannot be directly and
solely optimized due to the unavailability of ground truth
λt. Therefore, we propose to train attention module and
CVAE in an alternating way, i.e., we first update CVAE
with “pseudo label” of λt given by the attention module,
and then train attention module with fixed CVAE. The two
stages are repeated for several iterations. Since there exist
other loss terms for attention modeling (e.g. Ld), the pseudo
label can be high-quality and hence a good convergence can
be reached. Experimental results empirically validate it.
3.4. Optimization
In addition to the above objectives, we exploit a self-
guided regularization [31] to further refine the attention.
The temporal class activation maps (TCAM) [30, 60] are
utilized to produce the top-down, class-aware attention
maps. In specific, given a video with label y, the TCAM
are computed by
λˆfgt = G(σs) ∗
expw
T
y xt∑C
c=0 exp
wTc xt
, (13)
λˆbgt = G(σs) ∗
∑C
c=1 exp
wTc xt∑C
c=0 exp
wTc xt
, (14)
where wc indicates the parameters of the classification
module for class c. λˆfgt and λˆ
bg
t are foreground and back-
ground TCAM, respectively. G(σs) is a Gaussian smooth
filter with standard deviation σs, and ∗ represents convolu-
tion. The generated λˆfgt and λˆ
bg
t are expected to be consis-
tent with the bottom-up, class-agnostic attention λ, hence
the loss Lguide can be formulated as
Lguide = 1
T
T∑
t=1
|λt − λˆfgt |+ |λt − λˆbgt |. (15)
To sum up, we optimize the whole framework by alter-
nately executing the following two steps:
1. Update attention and classification modules with loss
L = Ld + γ1Lre + γ2Lguide, (16)
where γ1, γ2 denote the hyper-parameters.
2. Update CVAE with loss LCV AE .
The whole architecture is illustrated in Figure 3.
3.5. Action Prediction
To generate action proposals for a video during infer-
ence, we feed the video to DGAM and obtain the attention
λ = (λt)
T
t=1. By filtering out frames with attention lower
than a threshold tatt, we extract consecutive segments with
high attention values as the predicted locations. For each
segment [ts, te], we temporally pool the features with at-
tention, and get the classification score s(ts, te, c) for class
c, which is the output of classification module before soft-
max. We further follow [41, 24] to refine s(ts, te, c) by
subtracting the score of its surroundings. The final score
s∗(ts, te, c) is calculated by
s∗(ts, te, c) = s(ts, te, c)− η · s(ts − te − ts
4
, ts, c)
− η · s(te, te + te − ts
4
, c),
(17)
where η is the subtraction parameter.
Table 1: Attention evaluation on THUMOS14. The “Old”
model (O) is trained without the generative attention model-
ing, and the “New” model (N) is our DGAM. We assemble
specific models by alternately choosing Attention (Att) and
Classification (Cls) modules from the two models.
Att Cls mAP@IoU
0.3 0.4 0.5 0.6 0.7
O O 43.8 35.8 26.7 18.2 9.7
O N 44.2 36.1 27.0 18.7 9.8
N O 46.1 38.2 28.8 19.4 11.2
N N 46.8 38.2 28.8 19.8 11.4
4. Experiments
4.1. Datasets and Evaluation Metrics
For evaluation, we conduct experiments on two bench-
marks, THUMOS14 [13] and ActivityNet1.2 [3]. During
training, only video-level category labels are available.
THUMOS14 contains videos from 20 classes for action
localization task. We follow the convention to train on val-
idation set with 200 videos and evaluate on test set with
212 videos. Note that we exclude the wrongly annotated
video#270 from test set, following [31, 58]. This dataset is
challenging for its finely annotated action instances. Each
video contains 15.5 action clips on average. Length of ac-
tion instance varies widely, from a few seconds to minutes.
Video length also ranges from a few seconds to 26 minutes,
with an average of around 3 minutes. Compared to other
large-scale datasets, e.g., ActivityNet1.2, THUMOS14 has
less training data which indicates higher requirement of
model’s generalization ability and robustness.
ActivtyNet1.2 contains 100 classes of videos with both
video-level labels and temporal annotations. Each video
contains 1.5 action instances on average. Following [49,
41], we train our model on training set with 4819 videos
and evaluate on validation set with 2383 videos.
Evaluation Metrics. We follow the standard evaluation
protocol and report mean Average Precision (mAP) at dif-
ferent intersection over union (IoU) thresholds. The results
are calculated using the benchmark code provided by Ac-
tivityNet official codebase2. For fair comparison, all results
on THUMOS14 are averaged over five runs.
4.2. Implementation Details
We utilize I3D [4] network pre-trained on Kinetics [14]
as the feature extractor3. In specific, we first extract optical
flow from RGB data using TV-L1 algorithm [35]. Then we
divide both streams into non-overlapping 16-frame snippets
and send them into the pre-trained I3D network to obtain
2https://github.com/activitynet/ActivityNet/tree/master/Evaluation
3https://github.com/deepmind/kinetics-i3d
Table 2: Statistics comparison on THUMOS14
with/without generative attention modeling. ↓ indi-
cates lower is better, ↑ indicates higher is better. For details
of notation, please refer to Section 4.3.
Metric w/o w/
|att− gt| / |gt| ↓ 0.777 0.698
|gt− att| / |gt| ↓ 0.858 0.707
|(cls− gt) ∩ att| / |gt| ↑ 1.522 1.543
|(att ∩ gt)− cls| / |gt| ↑ 0.001 0.001
two 1024-dimension feature frames for each snippet. We
train separate DGAMs for RGB and flow streams. The pro-
posals from them are combined with Non-Maximum Sup-
pression (NMS) during inference. Following [30, 31], we
set T to 400 for all videos during training. During evalu-
ation, we feed all frames of each video to our network if
the frame number is less than Tmax, otherwise we sample
Tmax frames uniformly. Tmax is 400 for THUMOS14, and
200 for ActivityNet1.2.
We set α = 0.03 in Eq. (6) and β = 0.1 in Eq. (10). In
Eq. (16), we set γ1 to 0.5 for RGB stream, and 0.3 for flow
stream. γ2 is set as 0.1. The whole architecture is imple-
mented with PyTorch [33] and trained on single NVIDIA
Tesla M40 GPU using Adam optimizer [15] with learning
rate of 10−3. To stabilize the training of DGAM, we lever-
age a warm-up strategy in the first 300 epochs when updat-
ing LCV AE and Lre.
4.3. Statistical Evaluation on Attention
We first evaluate the learned attention of DGAM and
its effectiveness on handling action-context confusion. For
comparison, an “old” model is trained by removing the gen-
erative attention modeling (GAM) from DGAM, and our
DGAM is denoted as the “new” model. Note that only At-
tention and Classification modules are involved during in-
ference. When evaluating, we assemble specific models by
alternately choosing the two modules from “old” or “new”
models. Table 1 details the mAP results on THUMOS14.
It can be found that the new attention module largely im-
proves the performance, while there is little or no improve-
ment with the new classification module. This observation
indicates that DGAM indeed learns better attention values.
Even with “old” classifier, the “new” attention can boost the
localization significantly.
We further collect several statistics to show the improve-
ment intuitively in Table 2. Experiments are conducted on
both “old” (w/o GAM) and “new” (w/ GAM) models. In
particular, att (cls) indicates the set of frames with atten-
tion values (classification scores) larger than a threshold
t∗ = 0.5, and gt is the set of ground truth frames. | · | repre-
sents size of a set. ‘a− b’, ‘a∩ b’ and ‘a’ indicate set exclu-
Table 3: Results on THUMOS14 testing set. We report mAP values at IoU thresholds 0.1:0.1:0.9. Recent works in both fully-
supervised and weakly-supervised settings are reported. UNT and I3D represent UntrimmedNet and I3D feature extractor,
respectively. Our method outperforms the state-of-the-art methods, especially at high IoU threshold, which means that our
model could produce finer and more precise predictions. Compared to fully-supervised methods, our DGAM can achieve
close or even better performance.
Method Supervision Feature mAP@IoU
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
S-CNN [42] Full - 47.7 43.5 36.3 28.7 19.0 10.3 5.3 - -
R-C3D [52] Full - 54.5 51.5 44.8 35.6 28.9 - - - -
SSN [58] Full - 66.0 59.4 51.9 41.0 29.8 - - - -
Chao et al. [5] Full - 59.8 57.1 53.2 48.5 42.8 33.8 20.8 - -
BSN [23] Full - - - 53.5 45.0 36.9 28.4 20.0 - -
P-GCN [56] Full - 69.5 67.8 63.6 57.8 49.1 - - - -
Hide-and-Seek [44] Weak - 36.4 27.8 19.5 12.7 6.8 - - - -
UntrimmedNet [49] Weak - 44.4 37.7 28.2 21.1 13.7 - - - -
Zhong et al. [59] Weak - 45.8 39.0 31.1 22.5 15.9 - - - -
AutoLoc [41] Weak UNT - - 35.8 29.0 21.2 13.4 5.8 - -
CleanNet [26] Weak UNT - - 37.0 30.9 23.9 13.9 7.1 - -
STPN [30] Weak I3D 52.0 44.7 35.5 25.8 16.9 9.9 4.3 1.2 0.1
MAAN [55] Weak I3D 59.8 50.8 41.1 30.6 20.3 12.0 6.9 2.6 0.2
W-TALC [34] Weak I3D 55.2 49.6 40.1 31.1 22.8 - 7.6 - -
Liu et al. [24] Weak I3D 57.4 50.8 41.2 32.1 23.1 15.0 7.0 - -
TSM [54] Weak I3D - - 39.5 - 24.5 - 7.1 - -
3C-Net [29] Weak I3D 56.8 49.8 40.9 32.3 24.6 - 7.7 - -
Nguyen et al. [31] Weak I3D 60.4 56.0 46.6 37.5 26.8 17.6 9.0 3.3 0.4
DGAM Weak I3D 60.0 54.2 46.8 38.2 28.8 19.8 11.4 3.6 0.4
Table 4: Contribution of each design in DGAM on THU-
MOS14. Note that when adding Lre, LCV AE is involved
simultaneously.
Lfg Lbg Lguide Lre mAP@0.5
X - - - 21.5
X X - - 24.8
X X X - 26.7
X X X X 28.8
sion, intersection and complement, separately. Though such
simple thresholding is not exactly the predicted locations, it
somewhat reflects the quality of localization.
In Table 2, |att − gt|/|gt| or |gt − att|/|gt| indicates
the percentage of frames falsely captured or omitted by at-
tention. It shows that both false activation and omission
can be reduced with GAM. Moreover, an improvement in
|(cls − gt) ∩ att|/|gt| demonstrates that GAM can bet-
ter filter out the false positives (e.g. context frames) made
by classifier. |(att ∩ gt) − cls|/|gt| measures how atten-
tion can capture the false negatives, i.e., action frames ne-
glected by classifier. Since GAM is devised for excluding
the false positives produced by classifier, it is not surprising
that GAM contributes little to it.
4.4. Ablation Studies
Next we study how each component in DGAM influ-
ences the overall performance. We start with the basic
model that directly optimizes the attention based foreground
classification loss Lfg . The background classification loss
Lbg , the self-guided regularization loss Lguide, and the fea-
ture reconstruction loss Lre are further included step by
step. Note that adding Lre indicates involving the gener-
ative attention modeling, where LCV AE is also optimized.
Table 4 summarizes the performance by considering one
more factor at each stage on THUMOS14. Background
classification is a general approach for both video recog-
nition and localization. In our case, it is part of our dis-
criminative attention modeling, which brings a performance
gain of 3.3%. Self-guided regularization is the additional
optimization of our system, which leads to 1.9% mAP im-
provement. Our generative attention modeling further con-
tributes a significant increase of 2.1% and the performance
of DGAM finally reaches 28.8%.
4.5. Evaluation on Parameters
To further understand the proposed model, we conduct
evaluations to analyze the impact of different parameter set-
tings in DGAM. mAP@0.5 on THUMOS14 is reported.
Discrepancy between latent prior of different λt. In
generative attention modeling, different attentions λt cor-
Table 5: Results on ActivityNet1.2 validation set. We report mAP at different IoU thresholds and mAP@AVG (average
mAP on thresholds 0.5:0.05:0.95). Note that ∗ indicates utilization of weaker feature extractor than others. Our method
outperforms state-of-the-art methods by a large margin, where an improvement of 2% is made on mAP@AVG. Our result is
also comparable to fully-supervised models.
Method Supervision mAP@IoU
0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 AVG
SSN [58] Full 41.3 38.8 35.9 32.9 30.4 27.0 22.2 18.2 13.2 6.1 26.6
UntrimmedNet∗ [49] Weak 7.4 6.1 5.2 4.5 3.9 3.2 2.5 1.8 1.2 0.7 3.6
AutoLoc∗ [41] Weak 27.3 24.9 22.5 19.9 17.5 15.1 13.0 10.0 6.8 3.3 16.0
W-TALC [34] Weak 37.0 33.5 30.4 25.7 14.6 12.7 10.0 7.0 4.2 1.5 18.0
TSM [54] Weak 28.3 26.0 23.6 21.2 18.9 17.0 14.0 11.1 7.5 3.5 17.1
3C-Net [29] Weak 35.4 - - - 22.9 - - - 8.5 - 21.1
CleanNet [26] Weak 37.1 33.4 29.9 26.7 23.4 20.3 17.2 13.9 9.2 5.0 21.6
Liu et al. [24] Weak 36.8 - - - - 22.0 - - - 5.6 22.4
DGAM Weak 41.0 37.5 33.5 30.1 26.9 23.5 19.8 15.5 10.8 5.3 24.4
Figure 4: Evaluation on latent prior discrepancy r on THU-
MOS14. We show mAP@0.5 with different r. Larger r
indicates larger discrepancy between priors of zt under dif-
ferent attentions λt.
Table 6: Evaluation on dimension of latent space on THU-
MOS14. We experiment with different dimensions of 2n,
n = 4, 5, · · · , 9.
log2(dim) 4 5 6 7 8 9
mAP@0.5 26.5 27.5 28.0 28.8 28.3 27.7
Table 7: Evaluation on parameter for reconstruction-
sampling trade-off in CVAE. mAP@0.5 is reported on
THUMOS14.
β 0.01 0.03 0.07 0.1 0.3 0.7
mAP@0.5 28.2 28.1 28.4 28.8 28.0 28.4
respond to different feature distributions pψ(xt|λt). The
discrepancy between these distributions can be implicitly
modeled by the discrepancy between latent codes zt sam-
pled from different priors, which are modeled as different
Gaussian distributions pψ(zt|λt) = N (zt|rλt · 1, I). Here
r controls the discrepancy. We evaluate r every 0.25 from
0 to 1.5, and the results are shown in Figure 4. In general,
the performance is relatively stable with small fluctuation,
demonstrating the robustness of DGAM.
Dimension of latent space. The dimension of latent
space in CVAE is crucial for quality of reconstruction and
complexity of modeled distribution. High dimension can
facilitate the approximation of feature distribution, hence
leading to more accurate attention learning. However, more
training data is also required. We evaluate different dimen-
sions of 2n, n = 4, 5, · · · , 9. As shown in Table 6, mAP im-
proves rapidly with increasing dimension, which indicates
better generative attention modeling. The result reaches the
peak at dimension 27 = 128. After that, the performance
starts dropping, partially because of the sparsity of limited
data in high-dimensional latent space.
Reconstruction-sampling trade-off in CVAE. The
hyper-parameter β in Eq. (10) balances reconstruction qual-
ity (the first term) and sampling accuracy (the second term).
With larger β, we expect the approximated posterior to
be closer to the prior, which improves the precision when
sampling latent vectors from prior, while the reconstruc-
tion quality (i.e. the quality of learned distribution) will de-
crease. We test different β from 0 to 1. As shown in Ta-
ble 7, the performance fluctuates in a small range from 28%
to 28.8%, indicating that our method is insensitive to β.
4.6. Comparisons with State-of-the-Art
Table 3 compares our DGAM with existing approaches
in both weakly-supervised and fully-supervised action lo-
calization on THUMOS14. Our method outperforms other
weakly-supervised methods, especially at high IoU thresh-
old, which means DGAM could produce finer and more pre-
cise predictions. Compared with state of the art, DGAM im-
proves mAP at IoU=0.5 by 2%. Note that Nguyen et al. [31]
achieves better performance at IoU=0.1 and 0.2 than our
model, partially because our generative attention modeling
may discard out-of-distribution hard candidates (outliers),
which become common when IoU is low. Furthermore, our
results are comparable with several fully-supervised meth-
ods, indicating the effectiveness of the proposed DGAM.
On ActivityNet1.2, we summarize the performance com-
parisons in Table 5. Our method significantly outperforms
the state-of-the-arts. Particularly, DGAM surpasses the best
competitor by 2% on mAP@AVG. Our method also demon-
strates comparable results to fully-supervised methods.
5. Conclusion
We have presented a novel Discriminative and Gener-
ative Attention Modeling (DGAM) method to solve the
action-context confusion issue in weakly-supervised action
localization. Particularly, we study the problem of modeling
frame-wise attention based on the distribution of frame fea-
tures. With the observation that context feature obviously
differs from action feature, we devise a conditional varia-
tion auto-encoder (CVAE) to construct different feature dis-
tributions conditioned on different attentions. The learned
CVAE in turn refines the desired frame-wise attention ac-
cording to their features. Experiments conducted on two
benchmarks, i.e., THUMOS14 and ActivityNet1.2, validate
our method and analysis. More remarkably, we achieve the
new state-of-the-art results on both datasets.
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