A graph is componentwise biconnected if every connected component either is an isolated vertex or is biconnected. We present a linear-time algorithm for the problem of adding the smallest number of edges to make a bipartite graph componentwise biconnected while preserving its bipartiteness. This algorithm has immediate applications for protecting sensitive information in statistical tables.
Introduction
There is a long history of applications for the problem of adding edges to a graph in order to satisfy connectivity specifications (see [7, 11, 17] for recent examples). Correspondingly, the problem has been extensively studied for making general graphs k-edge connected or k-vertex connected for various values of k [5, 10, 12, 16, 25, 29] as well as for making vertex subsets suitably connected [6, 13, [26] [27] [28] 30] .
In this paper, we focus on augmenting bipartite graphs. A graph is componentwise biconnected if every connected component either is biconnected or is an isolated vertex. This paper presents a linear-time algorithm for the problem of inserting the smallest number of edges into a given bipartite graph to make it componentwise biconnected while maintaining its bipartiteness. This problem and related bipartite augmentation problems arise naturally from research on statistical data security [1] [2] [3] [4] 21] . To protect sensitive information in a cross tabulated table, it is a common practice to suppress some of the cells in the table. A basic issue concerning the effectiveness of this practice is how a table maker can suppress a small number of cells in addition to the sensitive ones so that the resulting table does not leak significant information. This protection problem can be reduced to augmentation problems for bipartite graphs [8, 14, [18] [19] [20] [22] [23] [24] . In particular, a linear-time algorithm for our augmentation problem immediately yields a linear-time algorithm for suppressing the smallest number of additional cells so that no nontrivial information about any individual row or column is revealed to an adversary [19] .
Section 2 formally states our augmentation problem and discusses main results. Section 3 proves an optimal bound on the smallest number of additional edges needed for the problem. Section 4 gives a linear-time algorithm to solve the augmentation problem.
Problem formulation, main results, and basic concepts
In this paper, all graphs are undirected and have neither self loops nor multiple edges.
The augmentation problem
Two vertices of a graph are biconnected if they are in the same connected component and remain so after the removal of any single edge or any single vertex other than either of them. A set of vertices is biconnected if every pair of its vertices are biconnected; similarly, a graph is biconnected if its set of vertices is biconnected. To suit our application of protecting sensitive information in statistical tables, this definition for biconnectivity is slightly different from the one used in standard textbooks. In particular, we define a connected component of an isolated vertex to be biconnected and one with exactly two vertices to be not biconnected.
A block of a graph is the induced subgraph of a maximal subset of vertices that is biconnected. A graph is componentwise biconnected if every connected component is a block. Throughout this paper, G = (A, B, E) denotes a bipartite graph. A legal edge of G is an edge in A × B but not in E. A biconnector of G is a set L of legal edges such that (A, B, E ∪ L) is componentwise biconnected. An optimal biconnector is one with the smallest number of edges. Note that if A = ∅ or B = ∅, G is componentwise biconnected. If |A| = 1 and B = ∅ (or |B| = 1 and A = ∅), G has no biconnector. If |A| ≥ 2 and |B| ≥ 2, G has a biconnector. In light of these observations, the optimal biconnector problem is the following: given G = (A, B, E) with |A| ≥ 2 and |B| ≥ 2, find an optimal biconnector of G.
The remainder of this paper assumes |A| ≥ 2 and |B| ≥ 2. Also, let n and m be the numbers of vertices and edges in G, respectively.
Given an edge subset E ′ and a vertex subset V ′ of G, G − V ′ denotes G without the vertices in V ′ and their adjacent edges. G − E ′ denotes (A, B, E − E ′ ), i.e., the resulting G after the edges in
e., the resulting G after the edges in E ′ are added to G.
Basic definitions
A cut vertex or edge of a graph is one whose removal increases the number of connected components. A singular connected component is one formed by an isolated vertex. A singular block is one with exactly one vertex. An isolated block is one that is also a connected component. A pendant block is a singular block consisting of a vertex of degree 1 or a nonsingular block containing exactly one cut vertex. Let Λ(G) denote the set of pendant blocks of G.
A 
i.e., the number of elements in Λ ′ that are not in the given maximum legal matching. Note that R(Λ ′ ) is the same for any maximum legal matching of Λ ′ . 
Lemma
2. Let n A , n B and n AB be the numbers of type A, B and AB pendant blocks in
Proof: The first statement follows from the fact that W 1 ∪ W 2 has a maximum legal matching that contains a legal pair between W 1 and W 2 . The second statement follows from the fact that a maximum legal matching can be obtained by iteratively applying any applicable rule below:
• If there are one unpaired type A pendant block and one unpaired type B pendant block, then we pair a type A pendant block and a type B one.
• If there is no unpaired type B (respectively, A) pendant block and there are one unpaired type A (respectively, B) pendant block and one unpaired type AB pendant block, then we pair a type A (respectively, B) pendant block with a type AB one.
• If all unpaired pendant blocks are type AB, then we pair two such blocks.
For all vertices u ∈ G, D(u, G) denotes the number of connected components in X −{u} where X is the connected component of G containing u. C(G) denotes the number of connected components in G that are not blocks. B(G) denotes the number of edges in an optimal biconnector of G. When G is connected, our target size for an optimal biconnector is:
Main results
We first prove a lower bound on the size of an optimal biconnector and then discuss two main results of this paper.
Lemma 3

G is componentwise biconnected if and only if
η(G) = 0.
B(G) ≥ η(G).
Proof: Statement 1 is straightforward. To prove Statement 2, it suffices to show
we need such an L that the non-block connected components of G are all contained in the same connected component of G ∪ L. If a given L has not yet satisfied this property, then let X 1 and X 2 be two non-block connected components of G that are contained in two different connected components X
be two edges in L. Such e 1 and e 2 exist because X 1 and X 2 are not biconnected in G, but X
− {e 2 }, which include X 1 and X 2 . By repeating this endpoint switching process, we can construct a desired L. With such an L, we proceed to prove
Since this claim trivially holds if G is componentwise biconnected, we focus on the case where G is not componentwise biconnected. Then, D(u, G) is maximized by some u that is in a non-block connected component
The next theorem is a main result of this paper.
Theorem 4 If G is connected, then B(G) = η(G).
Proof: By Lemma 3, B(G) ≥ η(G). For ease of understanding, the proof for B(G) ≤ η(G) is delayed to Theorem 9 in §3.
The next theorem generalizes Theorem 4 to G that may or may not be connected.
• Let C 1 (G) be the number of connected components of G that are neither isolated edges nor blocks.
• Let C 2 (G) be the number of isolated edges; note that C(G) = C 1 (G) + C 2 (G).
• Let C 3 (G) be the number of connected components that are nonsingular blocks.
Theorem 5
Case M1:
Proof: Case M1. Let G 1 be the connected component of G that is neither an isolated edge nor a block. Theorem 4 applies to the case where G 1 contains at least two vertices in A and at least two in B. Thus, we may assume without loss of generality that G 1 contains exactly one vertex u ∈ A and r vertices v 1 , v 2 , . . . , v r ∈ B with r ≥ 2. Note that η(G) = r. Because |A| > 1 and C 2 (G) = 0, there is an isolated vertex w ∈ A or there is a nonsingular block in G containing two vertices w 1 , w 2 ∈ A. In the former case, {(w, v 1 ), . . . , (w, v r )} is an optimal biconnector; in the latter case,
Case M2. Since M(Λ(G)) = 0, we may assume without loss of generality that all the pendant blocks are type A. Note that C 2 (G) = 0, C 1 (G) ≥ 2 and η(G) = |Λ(G)|. Let G 0 , . . . , G C 1 (G)−1 be the connected components of G that are neither isolated edges nor blocks. Since each G i has more than two vertices, G i has a vertex y i ∈ B. Let W i,1 , . . . , W i,r i be the pendant blocks of G i . Each W i,j contains a noncut vertex x i,j ∈ A. The set {(x i,j , y i+1 mod C 1 (G) ) | 0 ≤ i < C 1 (G) and 1 ≤ j ≤ r i } is a biconnector. By Lemma 3(2), this biconnector is optimal.
Case M3. By Lemma 3, B(G) ≥ η(G). To prove the upper bound, let e be a legal edge of G.
, we can find a legal pair w 1 and w 2 in different connected components with M(Λ(G) − {w 1 , w 2 }) = M(Λ(G)) − 1. By Lemma 1(3), let e be a binding edge for w 1 and w 2 . Note that
This process reduces C(G) and M(Λ(G)) by 1 each. We iterate this process until either (1)
In the latter case, we use Case M2 to complete the proof. In the former case, note that we add an edge to combine two nonsingular non-biconnected connected components into a connected component. This new connected component is neither an isolated edge nor a block. Thus, C 1 (G) > 0; i.e., C 1 (G) = 1 and C 2 (G) = 0 in the resulting G. We then use Case M1 to complete the proof of this case.
Case M4. Let (r, c) be the isolated edge. Let r ′ ∈ A and c ′ ∈ B be two isolated vertices. Then, {(r, c ′ ), (r ′ , c), (r ′ , c ′ )} is an optimal biconnector of G. Case M5. Let G ′ be a connected component that is a nonsingular block in G. G ′ has a vertex r ∈ A and a vertex c ∈ B. Let (r ′ , c ′ ) be the isolated edge of G. Then, {(r, c ′ ), (r ′ , c)} is an optimal biconnector of G. Case M6. This case is straightforward.
A matching upper bound for a connected G
This section assumes that G is connected.
The block tree of G is a tree Ψ(G) defined as follows. D 1 denotes the set of nonsingular blocks of G. D 2 is that of singular pendant ones. D 3 is that of singular non-pendant ones. C is that of cut vertices. K is that of cut edges. The vertex set of Ψ(G) is To distinguish between an edge in G and one in Ψ(G), let < y 1 , y 2 > instead of (y 1 , y 2 ) denote an edge between two vertices y 1 and y 2 in Ψ(G). The edge set of Ψ(G) is the union of the following sets:
• {< c, e > | c ∈ C and e ∈ K such that c is an endpoint of e};
• {< e, d 2 > | e ∈ K and d 2 ∈ D 2 such that an endpoint of e is in d 2 }. 
For all cut vertices u in G, D(u, G) equals the degree of u in Ψ(G).
Proof: The proof is straightforward and similar to that for similar constructs [9] .
Let P u,v denote the tree path between two vertices u and v in Ψ(G). Let |P u,v | be the number of vertices in P u,v . Figure 1 . The boxes are the latter's nonsingular blocks and singular pendant ones; the circles are its cut edges and cut vertices.
Lemma 7 Let
The cut vertices of G corresponding to c-vertices in P Y 1 ,Y 2 and the vertices of G in the b-vertices
are Y e and those of Ψ(G) not on
The c-vertices in Ψ(G ′ ) are those in Ψ(G) excluding the ones on
P Y 1 ,Y 2 that are of degree 2 in Ψ(G).
The edge set of Ψ(G ′ ) is the union of
• the set of edges in Ψ(G) whose two endpoints are still in Ψ(G ′ );
The number of vertices in Ψ(G ′ ) is at most that for Ψ(G) minus
|P Y 1 ,Y 2 |−1 2 .
If P Y 1 ,Y 2 contains a b-vertex of degree at least four in Ψ(G) or two vertices each of degree at least three, then Λ(G
Proof: The proof is straightforward and similar to those for similar constructs [5, 9, 16, 25] .
Lemma 8 Assume Λ(G) > 3.
G has at most two critical vertices. If it has two, then R(Λ(G)) = 0.
G has at most one massive vertex. If it has one, then it has no critical vertex.
Proof: The proof follows from Lemma 6, the inequality M(Λ(G)) + R(Λ(G)) ≥
|Λ(G)| 2
, and basic counting arguments for trees.
The next theorem is the main result of this section.
Theorem 9 B(G) ≤ η(G).
Proof: By Lemma 8, we divide the proof into the following five cases. The first case is discussed in Lemma 10; the other cases are proved in §3.1- §3.4, respectively.
Case S1: |Λ(G)| ≤ 3. Lemma 10 For Case S1, Theorem 9 holds. Furthermore, given G, an optimal biconnector can be computed in O(m + n) time.
Proof: Straightforward.
Case S2 of Theorem 9
Lemma 11 Theorem 9 holds for Case S2.
Proof: Let k = |Λ(G)|. Since M(Λ(G)) = 0, η(G) = k by Lemma 6. It suffices to construct a biconnector L of k edges for G. Let Y 1 , . . . , Y k be the pendant blocks of G. Since M(Λ(G)) = 0, Y i = {y i } and we may assume y i ∈ B without loss of generality. Then, G has a cut edge (x i , y i ) for each y i , where x i ∈ A. Since |A| ≥ 2 and M(Λ(G)) = 0, there is some x j = x 1 . Let G ′ be the connected component of G − {x 1 } containing x j . Let L be the set of legal edges (y i , x 1 ) for all y i ∈ G ′ and (y i , x j ) for all y i ∈ G ′ . It is straightforward to prove that L is as desired by means of Lemma 7.
Case S3 of Theorem 9
A path v 1 , . . . , v k in Ψ(G) is branchless if for all i with 1 < i < k the degree of v i in Ψ(G) is two. Let u 1 and u 2 be the critical vertices of G. A leaf clings to u i in Ψ(G) if there is a branchless path between it and u i . Proof: Statement 1 follows Lemma 8. Statement 2 follows from basic counting arguments for trees. Statement 3 follows from the first two and Lemma 2(1).
Lemma 12
1. η(G) = M(Λ(G)) = |Λ(G)| 2 .
Ψ(G) has a branchless path between
Lemma 13 Theorem 9 holds for Case S3.
Proof: We add to G a binding edge for each legal pair in the maximum legal matching of Lemma 12. By Lemmas 7 and 12, the resulting graph is biconnected. We add
edges, which by Lemma 12(1) is optimal.
Case S4 of Theorem 9
Since |Λ(G)| > 3, we can divide Case S4 into two subcases:
Case S4-1: Ψ(G) has exactly one vertex of degree at least three. Case S4-2: Ψ(G) has more than one vertex of degree at least three.
Lemma 14 Theorem 9 holds for Case S4-1.
Proof: Let x be the vertex in Ψ(G) of degree at least three. There are two cases:
In either case, let N 1 be a maximum legal matching of Λ(G); next, let N 2 be a set of legal pairs formed by pairing each pendant block not yet matched in N 1 with one already matched. Then, N = N 1 ∪ N 2 is a set of the smallest number of legal pairs of G such that each element in Λ(G) is in a pair. We add to G a binding edge for each pair in N. Since M(Λ(G)) > 0, we add η(G) edges. Since M(Λ(G)) > 0 in Case 1 and M(Λ(G)) = 1 in Case 2, these edges form a desired biconnector by Lemma 7.
To discuss Case S4-2, we further assume that Ψ(G) is rooted at a vertex with at least two neighbors; however, the degree of a vertex in Ψ(G) still refers to its number of neighbors instead of children.
The next lemma chooses an advantageous root for Ψ(G) for our augmentation algorithm. Given a vertex v in Ψ(G), a branch of v, also called a v-branch, is the subtree of Ψ(G) rooted at a child of v. A chain of v, also called a v-chain, is a v-branch that contains exactly one leaf in Ψ(G).
Let c * be a c-vertex in Ψ(G) of the largest possible degree.
Lemma 15 In Case S4-2, we can reroot Ψ(G) at a vertex h such that 1. either h is of degree two and no h-branch is a chain or h is of degree at least three;
2. if c * is critical, then h = c * .
Proof: Let r be the current root of Ψ(G). There are three cases. Case 1: c * is not critical, and either r is of degree two and no r-branch is a chain or r is of degree at least three. We set h = r.
Case 2: c * is not critical, r is of degree two, and an r-branch is a chain. Note that Ψ(G) has a vertex r * of degree at least three. We set h = r * . Case 3: c * is critical. Since |Λ(G)| > 3, c * is of degree three or more. We set h = c * .
Lemma 16 Let h be the root of Ψ(G). In Case S4-2, if either h is of degree two and no h-branch is a chain or h is of degree at least three, then
G has a legal pair w 1 and w 2 such that 1. P w 1 ,w 2 passes through h and two vertices of degree at least three;
Proof: There are two cases. Case 1: The degree of h is two and no h-branch is a chain. Let T * be an h-branch. Case 2: The degree of h is at least three. Since this is Case S4-2, some descendant of h has degree at least three. Let T * be the h-branch containing that descendant. Let W 1 be the set of leaves in T * . Let W 2 = Λ(G) − W 1 . By Lemma 2(1), there exist a legal pair w 1 ∈ W 1 and w 2 ∈ W 2 with M(Λ(G) − {w 1 , w 2 }) = M(Λ(G)) − 1. Then, P w 1 ,w 2 contains h as desired. Furthermore, in Case 1, P w 1 ,w 2 contains a vertex of degree at least three in T * and another in Ψ(G) − T * ; in Case 2, h itself is of degree at least three, and P w 1 ,w 2 contain a vertex of degree at least three in T * . In both cases, P w 1 ,w 2 is as desired. 
if G has a critical vertex, then that vertex remains critical in G ′ .
Proof: We use Lemma 15 to reroot Ψ(G), use Lemma 16 to pick a legal pair w 1 and w 2 , and then add a binding edge for this pair to G. By Lemmas 16(1) and 7(5), Λ(
There are two cases.
Case 1: G has no critical vertex. Then, by Lemma 7, max u∈G 
Case 2: G has a critical vertex. Then, c * is the critical vertex and D(c * , G) > max u =c * D(u, G). By Lemmas 15(2), 16(1), and Lemma 7, max u∈G 
has no massive vertex and thus satisfies Case S1, S2, S3 or S4.
Lemma 18 Theorem 9 holds for Case S4.
Proof: For Case S4-1, we use Lemma 14. For Case S4-2, we add one edge to G at a time using Lemma 17 until the resulting graph G ′ does not satisfy Case S4-2. By Lemma 17(1), G ′ satisfies Case S1, S2, S3 or S4-1. Thus, we apply Lemma 10, 11, 13, or 14 to G ′ accordingly. By Lemma 17 (2) , the number of edges added is η(G).
Case S5 of Theorem 9
Let r be the massive cut vertex of G. Let Ψ(G) be rooted at r. 
Lemma 19
1. η(G) = D(r, G) − 1 > M(Λ(G)) + R(Λ(G)) > D(u, G) − 1 for any vertex u = r.(G)| ≥ 2(D(r, G) − δ 1 ) + δ 1 . So D(r, G) ≥ δ 1 ≥ 2D(r, G) − |Λ(G)|. Let δ 2 = (D(r, G) − 1) − (M(Λ(G)) + R(Λ(G))). Because r is massive, δ 2 ≥ 1. Note that |Λ(G)| = 2M(Λ(G)) + R(Λ(G)). Thus D(r, G) ≥ δ 1 ≥ 2δ 2 + 2 + R(Λ(G)) ≥ 4. Statement 3. Let T 1 be an r-chain. Let Y 1 be the leaf of Ψ(G) in T 1 . Because M(Λ(G)) > 0, Ψ(G) contains a leaf Y 2 = Y 1 that
Lemma 20 We can add a legal edge to G such that for the resulting graph
Proof: Let Y 1 , Y 2 , T 1 and T 2 be as stated in Lemma 19(3) . The added edge is a binding edge for Y 1 and Y 2 . By Lemma 7, the b-vertices and c-vertices on
Thus, by Lemmas 7 and 19(2), r remains a cut vertex in Proof: We add one edge to G at a time using Lemma 20 until the resulting graph G ′ satisfies Case S1, S2, S3 or S4. Thus, we apply Lemma 10, 11, 13 or 18 accordingly. By Lemma 20(1), η(G) edges are added. To implement this proof in linear time, we first define a data structure as follows.
Let Q be the set of leaves of Ψ(G) that are in the r-chains. We set up a counter for the number of these leaves. We also set up three doubly linked lists containing those of them that are types A, B, and AB, respectively.
We set up a counter for the number of r-branches that are not chains. For each such branch, we set up a doubly linked list for the leaves of Ψ(G) in it. We also set up three doubly linked lists for the leaves in these branches that are types A, B, and AB, respectively. It takes O(1) time to decide which of these two cases holds. In either case, the selection of Y 1 and Y 2 takes in O(1) time using the linked lists. Once Y 1 and Y 2 are found, we can find a binding edge in O(1) time in a straightforward manner. After the edge is added to G, we can update the data structure in O(1) time for G ′ . Then, we use Lemma 2(2) and the counters to check whether G ′ satisfies Case S5 in O(1) time. We repeat this process until G ′ does not satisfies Case S5. At this point, we complete the reduction. Since we iteratively add at most O(n) edges in Case S5, the reduction takes linear time. 4 Computing an optimal biconnector in linear time Theorem 22 Given G, an optimal biconnector is computable in O(m + n) time.
We prove this theorem by means of Theorems 5 and 9 as follows. Given G, it takes O(m + n) time to determine which case of Theorem 5 holds. Then, it takes O(m + n) time in a straightforward manner to compute an optimal biconnector for Cases M2, M4, M5 and M6; reduce Case M3 to Case M1 or M2; and reduce Case M1 to Theorem 9.
Next, it takes O(m + n) time to determine which case of Theorem 9 holds. Then, it is straightforward to compute an optimal biconnector in O(m + n) time for Cases S1, S2, and S3. Lemma 21 reduces Case S5 in O(m + n) time to Case S1, S2, S3 or S4. By Lemma 14, we can find an optimal biconnector in O(m + n) time for Case S4-1. The remaining proof shows how to reduce Case S4-2 to Case S1, S2, S3 or S4-1 in O(m + n) time by implementing the proof of Lemma 18.
We define a data structure ∆(G) as follows. First, we root Ψ(G) at a vertex of degree two or more as in §3.3 and classify each vertex u by a 4-bit code σ 0 σ 1 σ 2 σ 3 based on the subtree T u of Ψ(G) rooted at u:
• σ 0 = 1 if and only if T u has more than one leaf;
• σ 1 , σ 2 or σ 3 = 1 if and only if T u contains a leaf of type A, B or AB, respectively.
The code has at most ten combinations, i.e., 0100, 0010, 0001 and all the combinations with σ 0 = 1 except 1000. ∆(G) is Ψ(G) augmented with the following items:
1. At each vertex in Ψ(G), ∆(G) maintains its degree and a doubly linked list for the children of u with the same σ 0 σ 1 σ 2 σ 3 code. There are ten such lists.
