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Abstract 
Let f ( z )  be a Stieltjes function with asymptotic expansions L0 and L~ at z = 0 and z = oc, respectively. Let 
[k/n] denote the two-point Pad6 approximant of type (m, n) which matches k of the coefficients of the series 
L0 and which takes its remaining interpolation conditions from L~. We discuss in this paper the algebraic 
aspects of this problem. We shall emphasize the relation between quadrature formulas and two-point Pad6 
approximants and derive expressions for the error. In a subsequent paper we shall consider the convergence 
aspects of these approximants. For example, the positivity of the error, which is obtained here, will result in 
the monotonic onvergence of certain sequences of two-point Pad6 approximants, a property which is well 
known in the case of classical Pad6 approximants. 
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1. Introduction 
In this paper we are concerned with the approximation of  Sticltjes functions. They arc functions 
of  the form 
f ~ dc~(x), f ( z )  = i ~.~z (1.1) 
* Corresponding author. E-mail: adhemar.bultheel@cs.kuleuven.ac.be. 
~This research was performed as part of the European project ROLLS under contract CHRX-CT93-0416. 
0377-0427/95/$09.50 @ 1995 Elsevier Science B.V. All rights reserved 
SSDI 0377-0427(95)00100-X 
58 A. Bultheel et al./Journal of Computational nd Applied Mathematics 65 (1995) 5~72 
where 0¢ is a distribution function (nondecreasing, bounded and with infinitely many points of in- 
crease). Suppose 
/7 
I/7{g} = ~Ajg(xi)  
j - - I  
is a quadrature formula which approximates the integral 
I~{g} = g(x)dc~(x). 
Then we get an approximant for f ( z )  in (1.1) if we replace the integral by the quadrature. 
This approximant is a rational Stieltjes function of the form 
f , ( z )  = ~ Aj _ fo ~ dcc,(x) 
j=l 1 - xjz 1 - xz 
If the quadrature is exact for all Laurent polynomials in A_p,q = span{x k, k = -p , . . . ,q} ,  then the 
moments 
/0 /0 ck= xkdc~(x) and c~n)= x~d~/7(x) 
are the same for k = -p , . . . ,q .  This means that fn(z) is a two-point Pad~ approximant (2PA) for 
f ( z )  since it matches the appropriate number of the initial terms in the asymptotic expansions of 
f ( z )  at 0 and at oc. 
In Section 2, we shall recall the well known definition of two-point Pad~ approximants. 
In Section 3, we derive quadrature formulas in two different ways. In the Gaussian approach, 
the nodes are chosen as the zeros of orthogonal polynomials, leading to quadrature formulas with 
a maximum domain of validity. In the orthogonal approach, we take the nodes to be the zeros 
of the nth orthogonal Laurent polynomial from a sequence of nested spaces ~/7 = A_p(n),q(/7) with 
p(n) + q(n) = n. In general, this will not lead to a maximal domain of validity, except when 
p(n)+ p(n -  1)= p(2n-  1) (1.2) 
in which case we get the same formulas as with the Gaussian approach. This gives rise to new 
quadrature formulas which generalize several results from the literature. 
Section 4 uses the technique xplained before to generate 2PAs for Stieltjes functions. This ap- 
proach is new. Moreover, we easily obtain expressions for the approximation error. For different 
choices of p(n), we obtain rows, columns or diagonals in the table of 2PAs. Explicit expressions 
for these errors are particularly interesting because they reveal certain monotonicity properties of the 
2PAs for Stieltjes functions. Such properties were known for some of these paths, but we are now 
able to recognize any possible monotonicity in a more general situation. 
Some of the error formulas could be derived from a general Hermite formula which has been 
published before. However, such formula usually holds for measures with compact support. (Here c~ 
has a noncompact support [0, oc).) Moreover we need the explicit forms for the different situations 
considered to get the monotonicity properties. Therefore, deriving the error formulas from a known 
general formula would not be easy and we prefer our simple and direct approach. 
A subsequent paper shall be devoted to more qualitative and quantitative convergence properties 
of these 2PAs. 
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2. Two-point Pad6 approximants 
Two-point Pad6 approximants are a particular case of multipoint Pad6 approximants. They arise 
as a natural generalization of the classical (one-point) Pad6 approximants when the function to be 
approximated is known (in terms of coefficients of Taylor series or asymptotic expansions) around 
more than one point. When expansions around the origin and infinity are considered, 2PAs appear. 
They were first introduced in the context of different physical problems [3] and of continued fractions 
[15, 20, 24]. To make the paper self-contained, we start from the definition of these approximants 
as given in [9] (compare with [20]) which is inspired essentially by [21, 23]. 
Given two formal power series 
OG OC 
Lo = Y~cjz j, z ---+ 0; Lo~ = ~V'c*_j.z -j, z ---+ ec; (2.1) 
j=0  j= l  
and two nonnegative integers k and n (0~<k~<2n), two polynomials Q~n(x) and Pk,(x) of degrees n
and n -  1, respectively, are to be found such that the following holds: 
LoQkn(z) - Pk,(z) = 0~kz  + ~k+lz k+l + . . . .  O(zk), (2.2) 
L~Qk. (z )  -- Pk.(z)  = cq_°_lz ~-"-1 + c~*~_._2 zk-" -2  + . . . .  0 ( (z -1  ).-k+l ). 
Clearly, when Qk, has exact degree n and Qk,(0) # 0, then (2.2) implies 
L0 - Pk.(z) /Qk.(z)  = 0(? ) ,  
t~* _ (2,-k+l) O((z-l)=,-k+l ). (2.3) L~ -- Pk,(z)/Qk,(z) = P ,2n_k+l  ~ ~-  . . . .  
The rational function Pk~/Qk, satisfying (2.2) is said to be a [k/n] 2PA to the pair (L0, Lo~) in the 
weak sense, while if conditions (2.3) are satisfied, it is a 2PA in the strong sense. We denote it for 
both cases as [k/n](Lo,L~) and call it 2PA. Note that the approximants are always of type (n -  1,n) 
and that the parameter k denotes the number of coefficients that are matched in the series L0. 
We can define 2PAs for more general power series [8]. Let 
~c ,u * J L = Ec jz J ,  Izl -~  0; L* = E c j z ,  Izl ~ ~;  v ,~ E 7/, (2 .4)  
j=v j=-oc~ 
be two formal series. A 2PA [k/n](L,L.) for this pair will again be a rational function which matches k
of the initial terms of L and takes its remaining conditions from the series L*. The degree structure 
of the approximant however depends on the form of the series L and L*. In fact, the 2PA for 
the pair (L, L*) can be given via the 2PA for derived series LI and L7 which have the standard 
form of L0 and L~. For the series (L, L*) as above, let k and n be nonnegative integers uch that 
v-p -  1 <~k<~2n. Set r = max{0,-v} and suppose l satisfies min{v,# + 1}~l<~p ÷ 1. Then we 
can associate with the series (2.4), two series of standard type (2.1) 
oc --1 
• j * * • 
L~= ~(c j+, -c j+ , )z ,  [z[ ~0;  L, = E (cj+,-cj+~)z J, I z l~oc ;  (2.5) 
j=0  j=- -oo  
where c] = 0 for j > p and c~ = 0 for j < v. We have the following definition (see also [8, p. 
259], [9, p. 443]). 
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Definition 2.1. Let [k/n](L~,L;) be a 2PA for the standard series (LI, LT) of (2.5), then 2PAs for the 
series (2.4) are defined by 
l--1 u 
Fk,(z) = [k + l + r/n + r](L,L*)(Z) = ~CjZ j + ~C~Z j + zZ[k/n](L,,L;)(Z), 
j=v j=l 
where ~m = 0 for m < n. 
Thus the 2PA problem for series (2.4) reduces to the 2PA problem for series (2.1). Later on 
we shall be interested in the specific situation where # = v = 0. Taking r = l = 0, one gets 
Fkn(z) : c~ + [k/n](Lo, L~)(Z) with Lo = (Co - c~) + ~j>~l cjzJ and L~ = ~j~>l c*_jz-J. 
Just like in the case of one-point approximants, we may fix (part of) the denominator and use the 
remaining coefficients as parameters to be determined by interpolation conditions. Such approximants 
were introduced by Brezinski [5] for the one-point case and coined Pad6-type approximants. Draux 
[8] discusses two-point Pad6-type approximants (2PTA) in the context of a noncommutative algebra. 
They are defined as follows: Let n and k be positive integers (O<~k<~n) and Qk,(z) a given poly- 
nomial of degree n (Qk,(0) ¢ 0), then the rational function Pk,(z)/Qk~(z) with Pk,(z) a polynomial 
is said to be a (k/n) 2PTA for the pair (L0, L~)  and denoted as (k/n)(Lo, L~) if Pk,(Z) is of degree 
n -  1 with coefficients deduced from (2.3) where O((z -1)2"-k+l) is replaced by O((z-l)"-k+l). For 
further details about 2PTA see [7, 10, 11, 13]. 
3. Laurent polynomials: orthogonality and quadrature 
Let c~ be a distribution function on [0, ec) such that the moments Ck = fo  xkda(x) exist for k E 7/. 
Our main concern in this section is to estimate the integral 
I~{f} = f(x)dc~(x) (3.1) 
by a quadrature formula. In the next section, we shall use these to construct 2PAs (and 2PTAs) for 
the Stieltjes function fo (1  -xz )  -I dc~(x). Moreover, we shall easily find expressions for the error, 
which is of course important o prove convergence of the approximants later on. 
Let A denote the space of all Laurent (or L-) polynomials and let Ap, q (p~q,  both integers) be 
the subspace of all L-polynomials of the form q J ~j=p ajz . For ordinary polynomials, we set//n = A0,n 
and/7 is the space of all polynomials. 
We consider n-point quadrature formulas for the integral (3.1) which are of the form 
n 
In{f} = ~Aj f (x j ) .  (3.2) 
j -1 
If the weights {A/} and nodes {xj} are chosen such that I~{f} = I ,{ f}  for all f E Ap, q, then we 
call Ap, q a domain of validity. If q - p = n - 1, then Ap, q has dimension , so that given n distinct, 
nonzero nodes {xj}, the n weights {Aj} are uniquely defined to make Ap, q a domain of validity for 
I ,{ f} .  If Rp, q E Ap, q interpolates f in the nodes {xj}, thus 
n n 
np, q(X) = ELP(x)f(xj) ,  LP(x)= Vf(x) j=, (x -x j ) (V f ) ' (x j )  E Ap, q, Vf(x) =xp I I (x -x j ) ,  
j=l  
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then 
/o ] Rp, q(x)d~(x) = LP(x)d~(x) f (x j )=  EAPf(x~) (3.3) j=l 0 j=l 
is called an interpolatory quadrature formula in Ap, q. It is well known that the quadrature formula 
I ,{ f}  has domain of validity Ap, q, p<.q, q - p = n - 1 if and only if it is of interpolatory t pe in 
Ap, q. 
In the sequel, we consider a sequence of subspaces {~n} with dim~n = n + 1, n = 0, 1,. . . .  
Setting ~,  = A_p(n),q(n), with p(n) and q(n) nonnegative then, since dim N, = n + 1, one obviously 
has p(n)+ q(n) = n. We shall construct quadrature formulas whose domain of validity is some 
~N with N>~n. There are two strategies to do this: the Gaussian approach and the orthogonal 
approach. 
3.1. Gaussian approach 
In this case, we want to make N as large as possible. It turns out that ,~2n-I is a maximal domain 
of validity. Indeed, define the distribution function ~ by d~(x) = x-P(Zn-l)do~(x). Let Qn denote 
the nth orthogonal polynomial for dc~ and let Xl,... ,x, be its zeros. These zeros are all simple and 
positive. It is also well known that then positive weights Aj exist (the Christoffel numbers) so that 
fo  P(x)d~(x) = ~=l  AjP(xj) for all P C//2n-i and this is the maximal domain of validity. Since 
any F E ~2n-i can be written as  x-P(2n-1)P(x) with P E/-/2n-l, it follows easily that all F c ~2,-~ 
will be integrated exactly by a quadrature formula (3.2) if we set Aj = xf(2"-l)Aj > 0, 1 <<.j<<.n. 
Indeed, 
f0 ~ f~  n ,  , d~(x)  n . . F(x)da(x) = Jo r(X)xp--~"-i) - EAjP(xj)  = EAjF(x j )  = In{F}. 
j=l j=l 
We shall call this the nth L-Gaussian formula for da, corresponding to the sequence {p(n)} (or 
equivalently, corresponding to the sequence {~n }). 
3.2. Orthogonal approach 
Now we suppose that the spaces {N,} are nested, i.e., ~n--I C ~n, which implies that O~p(n) -  
p (n -  1 )~< 1. In general, by the orthogonal approach, we do not get a maximal domain of validity. 
Normally, we only obtain N = n but by a special choice for the nesting, we get much better 
results as we shall see. Consider the inner product ( f ,g )  = fo  f(x)g(x)dc~(x) and construct by 
orthogonalization L, C ~n orthogonal to ~n-1. If we set Ln(x) = x-p(n)Qn(x) with Qn E FI,, then 
with d0i(x)= x-p(n)-p(n-1)do~(x) and -p (n -  1)<<.j<<.q(n- 1) 
0= L.(x)xJdc~(x)= Q.(x) xj+p(._l~dc~(x) = Q.(x)xJd~(x) 
where J = j + p(n - 1). Since p(n - 1)+ q(n - 1) = n - 1 we have 0 ~<J ~<n - 1. In other words, 
Qn is the nth orthogonal polynomial w.r.t, dE, and thus has n simple positive zeros tj. We can then 
find positive weights Bj such that I~{F} = ~]=l BjF(tj) for all F E ~n. These Bj are given by 
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Bj = tf(')+P("-')Bj > 0, where /}j are the (positive) weights for the n-point Gaussian formula for 
the distribution d& Indeed, the latter is exact in H2._~ and because xx E H2~-I if x k E ~,, when 
K = k + p(n) + p(n - 1) (recall O<~p(n)<.n), we have 
x d (x) = xKdc?(x) = 2B j t  = EBjt . 
j= l  j= l  
In fact, this is valid for any k satisfying -p (n )  - p(n - 1)<.k<<.q(n)+ q(n - 1). Thus it follows 
immediately that if the sequence {p(n)} satisfies 
p(n)+ p(n -1)= p(2n-1)  (3.4) 
then the Gaussian and the orthogonal approach result in the same formula. For further discussion 
on this topic, especially about quadrature formulas based on more general Chebyshev systems of 
rational functions with prescribed poles, see [27] and the references cited there. 
Note that in the polynomial situation, i.e., ~n = Hn, we orthogonalize the basis {1, x, x 2 .... } 
and thus p(n) = 0 and q(n) = n for all n, so that (3.4) is trivially satisfied. Also for q(n) = 0 
and thus p(n) = n, we satisfy (3.4) and the orthogonal L-polynomials are orthogonal polynomials 
in the variable x -j obtained by orthogonalization f the basis {1, x -1, x -2 .... }. This situation is of 
course the symmetric image of the usual polynomial situation. If we use E[x] to denote the inte- 
ger part of x, then setting p(n) = E[(n + 1)/2] also results in a sequence satisfying (3.4). In this 
case {~n} is a sequence of L-polynomial spaces studied by [16, 14]. Also, p(n) = E[n/2] satisfies 
(3.4). The latter two choices correspond to the orthogonalization f the bases {1, x -I, x, x -2, ...} or 
{1, x, x -1, x 2, x-Z,...}. See [4]. More generally, any sequence p(n) = E[(n + 1)/L] or p(n) = E[n/L] 
with L a positive integer satisfies (3.4). 
The following characterizes L-Gaussian formulas for a sequence {p(n)} and generalizes a well 
known result for polynomials. 
Theorem 3.1. I f  the integer sequence {p(n)} satisfies O<.p(n)<.n and (3.4), then In{f} of  (3.1) 
is the nth L-Gaussian formula iff (a) ln{f}  is exact in any n-dimensional subspace of  ~2,-1 and 
(b) x~ .. . . .  xn are the zeros of  the nth orthogonal L-polynomial Qn for the nestin9 ~n (i.e., for the 
sequence {p(n)} ). 
Proof. 3:  (a) is trivial. For (b), set rc,(x) = 1-I~=i(x- xj) and Qn(x) = x-P(n)7~n(X) E ~n. For any 
n Q E ~n-I we have QQ, E ~2n-I and thus (Q,Q,) = ~j=lAjQ(xj)Q,(xj) = o, or Q, _t_ ~n-l.  
e=: Let Q, be the nth orthogonal L-polynomial, then we know that the quadrature formula with 
nodes in the n simple positive zeros of Qn and with weights as in (3.3) with p = -p (n -  1) will 
be valid in ~n. Since (3.4) is satisfied, the Gaussian and the orthogonal approach coincide and 
thus this formula will also be valid in the larger space ~2,-~. To complete the proof we should 
show that these weights As p of (3.3) obtained for p = -p (n -  1 ) are independent of this particular 
choice p, i.e., the n-dimensional subspace of ~2,-~ we choose need not be ~,_~ but can be any 
subspace Ap, q with q - p = n. We use arguments similar to those used in [6, Theorem 6] for the 
unit circle. We use the notation A p of (3.3) for general p and the short hand Aj for Af  p(n-1). Then, 
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with 7c, (x)  : YIy= 1 (x - xj ), 
1 f~ z~.(x) Ix f("-') xfP 1 d~(x) Aj A p 
~',(~j) Jo ~-  x, L ~ ~- ; j  
~ oe [x ; (n - - I )x -P  __ x -Pxp( , - I )  , ] __ 1 7~n(X)  l - -  - -  "' j  XPtn)+P[  d(~(x) 
~" (xj ) L x - xj ] 
with d~(x) = x-p(2n-I)d~(x). If -p (n -  1)~>p, then we find between the brackets a polynomial 
from Hp(n)_ 1 C Hn_1. If -p (n -  1)<~ p, then the brackets represent a polynomial from Hp(2n_l)+p_ I.
This is also a subset of H,_1 because it is easily checked that p + p(2n-  1)~<n. Noting that rc,(x) 
is the nth monic orthogonal polynomial for d~, we find that the integral is zero and thus A p = A j, 
1 <~j<.n.  [] 
Remark 1. A similar argument holds for a general sequence {p(n)} if we replace (b) by (b') 
x l , . . . ,  x, are the zeros of the nth orthogonal polynomial for the distribution d~(x) = x- p(" )- P("- 1) d~(x). 
Remark 2. Taking p = p(n) in (3.3), it follows that the L-polynomial V,(x) is equal to the nth 
orthogonal L-polynomial Q,(x) (w.r.t. ~ and for indices {p(n)}). 
To stress the positivity of the weights we formulate the following proposition. 
Proposition 3.2. For given {p(n)}, satisfying (3.4), set 2, = p(n) -  p(n - 1) E {0, 1}. Then 
E j  1 fo x;%(x)d~(x), Sj(x) O.(x) Aj : ~ = 1 <~j<.n, (3.5) xj (~ --xj~.(~j) ' 
where Q, is the nth orthogonal L-polynomial for the sequence {p(n)} w.r.t. ~ whose zeros are 
Xl~ • . .  ~Xn. 
Proof. Since Q, E ~, ,  it follows from (3.4) that x;~"Sj(x) E ~2,-1. Because the quadrature formula 
is exact in ~2,-1 and because Sj(xi) = 6 o, the expression for the weights follows. [] 
Remark 3. If we take the sequence p(n) = E[(n + 1)/2], then 2, = 0 for n even and 2, = 1 for n 
odd. We obtain the sequence of orthogonal L-polynomials tudied in [16]. The previous proposition 
then gives a more complete representation f the weights for the corresponding L-Gaussian quadrature 
formula discussed in [14]. We get indeed the following corollary. 
Corollary 3.3. Let {Q,(x)} be the sequence of  orthogonal L-polynomials for the sequence {p(n)} 
with p(n) = E[(n + 1)/2]. Then the nodes of the nth L-Gaussian formula are the zeros of  Q, and 
the weights are given by 
- 2 
/o 1 Aj = xf;" x;%(x)dc~(x), Sj(x) = (x - -~(x  s) 
with 2, -= 0 for n even and 2, = 1 for n odd. 
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For 2PAs on paths parallel to the "main horizontal" in the 2PA table (see Section 3), we need to 
consider the choice p(2n - 1) = n - M where n ~> [MI. In this case, (3.4) is not satisfied. However 
the next considerations show that the weights of the corresponding L-Gaussian quadrature can be 
derived from the weights for the choice p'(n) = E[(n + 1 )/2], i.e., p ' (2n-  1 ) = n. Indeed, we know 
that the nodes of this formula, exact in ~2,-  1, are the zeros of ~r~ E H, which is orthogonal to Hn_ 
w.r.t, the distribution x-p(n-1)d~(x)=x-"df l (x)  with dfl(x)--xMdcffx). Set q!(n)= n -  p!(n), then 
RMn(x)  = x--P'(n)7~nM(x) ~ Z-p'(n),q'(n) = ~!n '  and R M ± ~!n--1 since the p'(n) satisfy (3.4). Let xj be 
the zeros of R M (or ~z. M) and A M the weights of the L-Gaussian formula valid in ~. - i  = A_.,._~ 
w.r.t, the distribution dfl(x), then 
f0 ~ // 
! 
F(x)dfl(x) = ~AMF(xj) ,  VF E ~2n-l" 
Substituting in this formula G(x) = xMF(x)  E ~2n- l ,  it then follows that xj are the nodes and 
Aj = x-MA M j j are the weights for the nth L-Gaussian formula exact in ~2,-~. Thus, we have the 
following corollary. 
Corollary 3.4. I f  p'(n) = E[(n + 1)/2] and p(2n - 1) = n - M, and i f  {Ry} is the sequence 
of  orthogonal L-polynomials for {p'(n)} w.r.t, the distribution dfl(x) = x~tdct(x), then the nth 
L-Gaussian formula for the sequence {p(n)} and w.r.t. ~ has nodes which are the zeros of  Ry 
and the weights are given by 
o~ [ RY(x)  ]2xM+)~,,d~(x) ' 
Ay = x f  M-)~'' f (x - xj)(RM)'(xj)J 
with 2. = 0 for n even and 2~ = 1 for n odd. 
To end this section on quadrature, we want to generalize the well known expression for the 
weights in the polynomial case: Aj = 1/~i~o I [Pi(xj)] 2 if Pg are the orthonormal polynomials. 
We first take the simple case p(n) = K. The xj are the zeros of px which is the nth orthonormal 
polynomial w.r.t, dd(x) -- x-Kd~(x). Hence, by our previous results, the weights are given by 
Aj  K n -  1 K 2 = X) /E i=0 [P i  (Xj)] . 
Next we consider the case p(n)= E[(n + 1)/2]. Let Ri(x ) be the orthonormal sequence for these 
indices. Suppose u2~, u2~+l and v2i, v2;+l are defined through 
R2i (x )  = v2i x - i  Av . . . --~ u2i x i ,  R2 i+ l (X)  = v2i+l x - i - I  --~ . . , -~- u2i+l x i ,  u2i , u2i+l > 0. 
Then the following Christoffel-Darboux formula holds [22] where d(n) = ( -1 )  n 
n d(n)v. [(xy)l/2 (x/y)a(mR.+t(x)Rn(y) ~Ri(x)Ri (y)  -- - (Y /x )d (n)Rn(x)Rn+l (Y ) -  
i=0 Un+l X -- y 
Set x =x j  and suppose that n is even, then 
n-1 vn xjRn+l(Xj)R~(y) 
~-]~Ri(xj )Ri( y ) ---- (3.6) 
i=0 Un+l y - -  X j  
A. Bultheel et al./Journal of Computational nd Applied Mathematics 65 (1995) 57-72 65 
Since fo  R~(x)doc(x)= 1, we get 
f0 xR°-(x-) _ 1 = - v, xiR,+l(xi) Un+l xj - -  d~(x). 
Thus 
1 fo ~ R,(x)d~z(x) _ u,+l 1 
Aj - R'(xj) x - xj v, xjR,+,(xj)R',(xj)" 
Comparing this with (3.6) where we let y tend to xj, we have proved the following theorem for n 
even. For n odd, similar arguments hold. 
Theorem 3.5. Let Rn be the nth orthonormal L-polynomials for sequence {p(n) = E[(n + 1 )/2]} 
w.r.t, dg with zeros Xl,... ,x,. Define the Christoffel function C,(x) = 1/~i=0" R~(x). Then the 
weights of  the nth L-Gaussian formula are given by Aj = Cn(xj), j = 1 .. . .  ,n. 
By Theorem 3.5 and Corollary 3.4, we get the following corollary. 
Corollary 3.6. Let R M be the nth orthonormal L-polynomial for the sequence {p(n) = E[(n + 1)/2] 
- M} w.r.t, dfl(x) = x M d~(x). Define the Christoffel function Cn(x) = 1/~7_0[RM(x)] 2. Then the 
weights of  the nth L-Gaussian formula are 9iven by Aj = x]-MCn(xj). 
4. Stieltjes functions and 2PA 
For a given distribution function ~ on [0, ~) ,  a Stieltjes function f and its moments ck are defined 
as  
/0 f ( z )  = 1 ~x--z c~ = xkd~(x), k E 7/. (4.1) 
In the literature, one can find alternative definitions for Stieltjes (or Markov) functions like 
f0 ~ dc~(x), z f0 ~d~(x) ,  f0 ~d~(x)  f0 ~d~(x)--- 
l+xz  z+x z+x '  z -x"  
See [1] for a survey. The last one has been used by Russian mathematicians. It is the Cauehy 
transform of the distribution c~. We assume that the moments exist for all k C 7/. It is well known 
that the Stieltjes function (4.1) is holomorphic in the cut plane C - •+ (~+ = {z c R: z>~0)) and 
that the series 
OO OO 
Lo = ~ckz  ~, Lo~ = -~c-kz  -k (4.2) 
k=0 k=l  
are asymptotic expansions of f (z ) ,  respectively, at z = 0 and z = oc w.r.t, the sectors R,~ = {z E 
C: [Argz] > 7}, 0 < 7 < re. See e.g. [17]. The purpose of this section is to construct 2PAs for the 
pair (4.2), i.e., for the Stieltjes function f (z ) ,  using the results about L-Gaussian formulas. 
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From (4.2), it is clear that, in order to mimic the asymptotic behavior of f at ~ ,  we must 
consider approximants of type (n -  1,n). However, Yokarzewski and his coworkers [25, 26] have 
recently considered a Stieltjes function for which the distribution ~ had the foma 
1 ( 0, 0~<x~< 1,
~(x) = 0.02H(x) + In 100------O / x - 1, 1 < x < 1000, 
999, x >~ 1000. 
H(x) is the Heaviside (step) function at x = 0. This arises in the computation of the effective 
transport coefficients of heterogeneous materials. Obviously, the asymptotic expansions for f are now 
of the form (2.4) with/t = v = 0 and 2PAs of type (n,n) should be used. But as mentioned in Section 
1, this reduces basically to the study of 2PAs for the pair (4.2), so that the latter will be our main 
concern. It is worth mentioning that the physical example of Tokarzewski is related to the so-called 
Markov-type meromorphic functions studied by Gonchar and L6pez (see [18] and the references 
there). In our terminology, such functions can be written as F(z) = r(z)+ fo (1  -xz )  -J d~(x) where 
r(z) is a rational function of type (n,n) whose poles belong to C - ~+. Setting 
r ( z )=Ao+~ Aj 
j=l 1 --XjZ' 
where xj ~ ~+ turns F into a Markov type meromorphic function. If the xj E ~+, then we get 
an ordinary Stieltjes function since F(z) can be expressed as F(z) = fo (1  -xz ) - ld f i (x )  with 
fl(x) = o~(x) + ~_oAj6xj(x) where x0 = 0. 
For simplicity of notation, we shall denote the 2PAs for the series (4.2) for f as [k/n] or [k/n]f 
but drop the indication of the two series. This notation is also used for ordinary Pad6 approximants, 
but confusion is not likely in this paper. We shall arrange the 2PAs for the series (4.2) in a triangular 
array (the 2PA table) 
[0/3] ... 
[0/2] [1/3] . .  
[0/1] [1/2] [2/3] . .  
[0/0] [1/1] [2/2] [3/3] . -  
[2/1] [3/2] [4/3] . .  
[4/2] [5/3] . .  
[6/3] -. 
The sequence [n/n], n = 0, 1 .... is called the main row. Parallel to these you find the 2PAs [n + 
k/n],n>>, ]k] on the kth row. In part two of this paper, we shall consider for k fixed and n ~ oc, the 
convergence of [n + k/n] (along rows) and of [k/n] and [2n - k/n] (along diagonals). 
To link the quadrature formulas of Section 2 with the 2PAs of Section 1, we observe the following 
lemma. 
Lemma 4.1. Consider the quadrature formula In{f} = E j - l  A j f (x j )  with distinct nonzero nodes 
x = x j, valid in A_p, q (p, q ~ 0). Then f , ( z )  = In {( 1 - xz)-1 '}- represents a rational function of  type 
(n - 1,n) with poles x f  1, j = 1,... ,n and such that 
Lo(Z) - fn(z)  -=- O(z q+l ), L~(z)  - f n(z) = O((z-' )p+l ). (4.3) 
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Remark 4. (a) If p+q = n -  1, then f , ( z )  represents a 2PTA for the pair (L0, L~) or equivalently 
for the Stieltjes function f .  I.e., f ,  = (q + 1/n)(L0,L~) = (q + 1/n)f. 
(b) If p + q = 2n - 1, then f~ is a 2PA for the pair (L0, L~), or equivalently, for the Stieltjes 
function f ,  thus f ,  = [q + 1/n]r. 
Let us consider a sequence {p(n)} of nonnegative integers with 0 ~< p(n) <~ n and 0 ~< p(n) - 
p(n - 1 ) ~< 1. Let l ,{ f}  = E~=I Ayf(x j )  be the corresponding L-Gaussian quadrature formula. Then 
it immediately follows that 
f.(z) = [q(2n - 1 )  + I/n]f(z) = ~ Ay 
j=l 1 X/Z 
where Aj > 0 and xj are the (simple positive) zeros of the nth orthogonal polynomial w.r.t, d~(x) = 
x-p(n)-p(n-I)do~(x). When {p(n)} satisfies (3.4), then the poles xf  I of the approximant fn(Z) are 
the inverses of the zeros of the nth orthogonal L-polynomial Q,(x) corresponding to {~}.  In the 
rest of this section we shall derive expressions for the error E,(z) --- f ( z )  - fn(z).  As said in the 
Introduction, this could probably be found from general formulas in the literature, but we prefer a 
direct approach, which seems quite natural at this point of the paper. 
Lemma 4.2. Let RP(x) E A p,q (p + q = n - 1) be the L-polynomial interpolating the function 
9(x,z) = (1 -xz )  -I at the n distinct nonzero nodes xj, then (with q + 1 = k and thus p = n -k )  
] 
1 1 ~i J '  ~.(x)---- U(x-x i ) .  (4.4) RP(x) - -  1 -xz  j=l 
From Remark 4(a) and (4.4), we get the following corollary. 
" 1 Corollary 4.3. Let (kin)f (z) = Q,, l(z)/P,(z) be a 2PTA for f .  Suppose P,(z)  = I - IT : l ( -x j z )  
with all xj distinct positive numbers. Then the approximation error is 9iven by 
1 ~o "~ X-("-k)~Z,(X) 
f ( z )  -- (k/n)f(z) -- zO_kx,(1/z ) 1 ~zz  d~(x) (4.5) 
n where Tc~(z) = ~[y:l(Z - xj) = z"P,(1/z). 
Taking n -k  : p(n) in (4.5), then by Theorem 3.1 
1 fo ~ x-P¢")x.(x) E,(z) : f ( z )  - [q(2n - 1) + 1/n]f(z) -- Zp(n)TTn(1/2 ) l ----~-Z d~(x) (4.6) 
with gn(z) = [Iy=l(z - xj) and xj the zeros of the nth orthogonal L-polynomial in ~n. When the 
sequence {p(n)} satisfies (3.4), R,(z) = pnx-P(n)TCn(X) E ~n (Pn is a normalizing factor) is the nth 
orthonormal L-polynomial and (4.6) reads 
1 fo ~ R.(x)d~(x),  
E.(z) -- R.(1/z--) 1 ~z  (4.7) 
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1 .~ R~(1/z) - R~(x) 
f . ( z ) -  zR.(1/z) v. 1/z x d~(x). 
Setting f . ( z )  = S.(z)/~.(z) with ~.(z) = p.z"Tr.(1/z), it follows from the previous integral repre- 
sentation for f .  that the following expression for the numerator can be obtained 
S.(z) = zq(")-lTn(1/z) with Tn(z) = f~ R.(z) - R.(X) d~(x)" (4.8) 
Jo Z- -X  
Observe that by definition T. E A_p(n),q(n)_ l and therefore Sn(z) E II._~. 
As for the error, we have the following theorem. 
Theorem 4.4. Let {p(n)} be a sequence of nonnegative integers satisfying (3.4). Define 2. = 
p(n) - p(n - 1 ). Then for fn = [q(2n - 1) + 1/n]f 
z~" fo ~ x)"R] (x)d~(x) 
E.(z) = f ( z )  - f . ( z )  -- R2--~/z) i ---~z (4.9) 
where R. is the nth orthonormal L-polynomial for {p(n)}. Note that (-1);"E.(z) > O for z E ~_ = 
{z~:z< 0}. 
Proof.  Assume R.(x) = 7nx -p(n) + . . .  + ~f, xq(") E A-p(n),q(,) and set 
R.(x) - R.(1/z) 
S(x) = 1 -- XZ E A_p(n),q(n)_l ~ A_p(n_l)_L,,q(n_l)_2,,. 
If 2. = 0, then S(x) E ~.-1. Thus fo  S(x)R.(x)d~(x) = 0, and thus by (4.7) 
1 fo ~ 2 R.(x) d~(x). (4.10) E.(z) - R](1/z------~ 1------~z 
If 2. -- 1 then we set S(x) = 7.x -p(n) + T(x) with T E A-p(n-1),q(n-1)-I C ~n-1. Hence fo  S(x) 
R.(x)do~(x) = fo  7.x-P(")R.(x)d~(x) = fo  R](x)d~(x) = 1. The latter gives together with (4,7) the 
expression 
1 , ]  
E.(z) -- Ra(1/z----- ) 1 - xz R2(1/z) 1 2-~z a~tx). (4.11) 
This proves the theorem. [] 
Remark 5. When we choose p(n) = E[n/2], we see that f .  = [n/n]f and thus Theorem 2.1 in 
[12, p. 99] is a special case of the previous theorem. When choosing p(n) =-- E[(n + 1)/2], we 
find the error for the 2PAs [n - 1/n]f. Below, we shall consider the more general row sequence 
[n + M/n]f. 
First we consider the diagonal sequence [2n-  kin]f, k fixed. Thus we match exactly k coefficients 
of L~, p(n) = k for all n>~k and q(2n-  1)+ 1 = 2n-  k. From Theorem 3.1 and (4.6) with 
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p(n) = k, 
1 fo ~ x-k~r.(x) E,(x) = f ( z )  - [2n - k/n]f(z) -- zkre,(1/z) 1 ---~zz de(x) (4.12) 
n where z~,(z) = p, I- I j=~(z- xj) is the nth orthonormal polynomial with respect to x-kde(x).  I f  on 
the other hand, we choose p = 0 in Theorem 3.1, we shall get the same quadrature formula, hence 
the same 2PA and thus also the same error, which is now 
1 f0 ~ rc,(x) de(x). (4.13) E,(x) -- ~,(1/z~) 1 - x------z 
Hence 
fo °~ lrC"(x)- xz de(x)= -~l fo~ X-krc"(X)l -- xz de(x). (4.14) 
Now we define 
x-~rc,(x) - zk~,(1/z) rc,(x) - (xz)krc,(1/z) 1 T(x) 
S(x) = 1 -  xz 1 -  xz xk xk , T E II,_1. 
Since f r c ] (x )x -kde(x )= 1, we have foS(x )~, (x )de(x )= fo  T(x)z~,(x)x-kde(x) = 0. Therefore, 
using (4.14), 
fo ~ x-krc](x) de(x) = zkrc,(1/z) fo ~ ten(X) 
1 - xz  1 - xz 
By (4.12) and (4.15) we conclude 
f ~ x-k~.(x) - -de(x )  = ~,(1/z) i --~zz de(x). (4.15) 
1 f0 ~ ~z2,(x)de(x) E,(z)  = f ( z )  - [2n - k/n]f(z) -- zk~](1/z ) ( i  - - -x -~ '  n>~k. (4.16) 
Of  course similar results can be obtained for the upward sloping diagonal sequence [k/n]f with k 
fixed. This basically corresponds to replacing k by 2n -k  in the previous formulas. 
Now, let us also consider the row sequence of 2PAs f ,  = [n +M/n] f  for n>~ ]M[, M E Z. In this 
case q(2n - 1) = n + M - 1 and p(2n - 1) = n - M,  or equivalently, with p'(n) = E[(n + 1)/2], 
p(n) = p ' (n ) -  M.  Using p = p(n) in Theorem 3.1 we get 
1 fo ~ x-P~"~rCn(X) E,(z)  = f ( z )  - [n + M/n]f(z)  -- zP(")rc,(1/z) i ---~zz de(x), 
re, being the nth orthonormal polynomial w.r.t, x M-, d e(x) = x -  p(Zn- 1) d 5(x) where dS(x) = x M d e(x). 
We have 
zM fo ~c x-p'(n)~n(x)d~(x) 
E,(z) - z~'~"~.(1/z) ~ -- ~z " 
By Theorem 4.4, we thus have 
~o °c [RMtx "~12 
zM+;'" t 1 n , x ;  xM+;" de(x) (4.17) E,(z)  = [n + M/n]f(z)  -- [R~(1/z)] 2
with 2, ---- 0 for n even and 2, = 1 for n odd, while {R~} is the sequence of  orthonormal L- 
polynomials for the sequence p'(n) = E[(n + 1 )/2] w.r.t, the distribution d~(x) --- x M de(x). 
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After we have specified the result of Theorem 4.4 to the case of a diagonal and a row sequence in 
formulas (4.16) and (4.17), respectively, we return for a moment o the general case and establish 
an ordering in the successive approximants f , = [q (2n-  1 )+ l/nil. 
Theorem 4.5. Let f . be a sequence of  2PAs for a Stieltjes function f ,  such that the interpolation 
data for f .  are contained in the interpolation data for fn+l (the spaces ~ are nested). Let 
E,,(z) = f ( z )  - f,,(z) be the approximation error. Then for z E ~_, En(z) - E.+l (z) has the same 
sign as E.(z) and Ig.(z)l is monotonically decreasing with n. 
Proof. First note that f .  is by construction a (rational) Stieltjes function. Since the moments of f 
defining f .  are equal to the corresponding moments of f .+l, because the interpolation conditions are 
nested, it follows that f .  is not only a 2PA for f ,  but also a 2PA for fn+l. Thus, for z E ~_, the 
sign of En(z) = f ( z ) -  f . ( z )  will be the same as the sign of f .+ l (Z) -  f . (z) .  Because fn+l -  f .  = 
E. -E .+ l ,  the first statement follows. If E. and E.+I have the same sign, then also the conclusion 
about ]E.] follows. If E. and E.+I have opposite sign (e.g.E.  > 0 and En+l < 0), then note that 
IE.I- IE +,I = E~ - -2 ( f -  f . )+  ( f .  - fn+l) ,  which is positive because both terms are. [] 
Remark 6. The nesting of the spaces ~n actually means a special case of a Newton-Pad6 table of 
interpolation data. 
Remark 7. The previous theorem says that if for z E E_, the errors of the subsequent 2PAs keep 
their sign (like on diagonals), then the approximants approach f monotonically; if the errors alternate 
in sign (like on rows), then two successive approximants enclose f and the magniture of the error 
is monotonically decreasing with n. In column sequences, the errors alternate in sign, but since the 
interpolation conditions are not nested (they are shifted from L0 to L~), the magnitude of the error 
is not monotonically decreasing. 
For diagonal sequences we have by (4.16) and the previous theorem the following corollary. 
Corollary 4.6. I f  z c R_ then for n > k 
f ( z )  < [2n ÷ 2 - kin ÷ 1]f(z) < [2n - k/n]f(z) 
f ( z )  > [2n + 2 - k/n + 1]/(z) > [2n - kin]f (z) 
for k even, 
for k odd. 
Similarly, for the row sequences, we derive from (4.17) the following corollary. 
Corollary 4.7. I f  z c •_ then for n > ]M[ and n + M even 
[n+ 1 + M/n + 1]/(z) > f ( z )  > [n + 2 + M/n + 2]f(z) > [n + M/n]f(z) 
while for n + M odd 
[n ÷ 1 + M/n + 1]/(z) < f ( z )  < [n + 2 + m/n ÷ 2]f(z) < [n + M/n]f(z). 
Remark 8. When in Corollary 4.6 we set k = 0, the 2PAs [2n/n]f are  ordinary Pad6 approximants 
of type (n - 1,n) for the series L0, since none of the moments with a negative index are used. 
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Thus we obtain that Pad6 approximants of type (n -  1,n) for a Stieltjes function are monotonically 
decreasing with n. Of course, one can derive similar results for diagonal paths of 2PAs of the form 
[kin]f, in which case setting k = 0 would result is a sequence of one-point Pad6 approximants for 
L~. The monotonic onvergence of these approximants i a classical result [2]. 
Remark 9. Theorem 2.3 given in [12, p. 100] is a special case of Corollary 4.7, obtained when we 
take M = 0. 
In view of our restriction p, q ~> 0, the one-point Pad6 approximants appeared rather accidentally. 
One-point approximants would require p or q to be -1  as can be seen from (4.3). However, by 
considering the Stieltjes function 
f ( z )  - Co foo  x de(x) 
F(z )  I 
z - Jo 1 -xz '  
we see that one-point Pad6 approximants for f at 0 and of type (n,n) can be obtained as Co + 
z[2n/n]F(Z). The extra factor z explains why the (n -  1, n) approximants which were decreasing with 
n on R_ will transform in type (n, n) approximants that are increasing with n on ~_. 
If we want to consider 2PAs for Stieltjes functions with c~ 7~ 0 in the expansions (2.4) where 
p = v = 0, then we make use of Definition 2.1 and get approximants of type (n,n) as c~ + [k/n]F. 
Since here no extra factor z appears, the increasing/decreasing nature of the approximant for F is 
maintained. 
5. Conclusion 
We have shown how we can construct quadrature formulas which are exact for certain subspaces 
of Laurent polynomials. Expressions for the weights, generalizing known results for the polynomial 
situation are given. 
It was then shown how these rules give rise to two-point Pad6 approximants for Stieltjes functions. 
Expressions for the approximation error were derived. Especially the monotonicity in diagonal and 
row sequences of the approximants was proved. 
In a sequel to this paper, we shall give quantitative and qualitative results about the (monotone) 
convergence of these 2PAs. Related results are obtained in [19]. 
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