Here we briefly describe the models we evaluated in this work. To compare the variable importance from the following methods, we centered the data at 0 mean and scaled them to 1 standard deviation because the weights of variables are dependent on the scale of variables in those methods.
the continuous response as linear functions of input variables. However, with the presence of correlated variables, lasso can only include one or few variables from every group of correlated variables because correlated variables are redundant for the model and will be penalized by the l 1 -norm term. Group lasso [2] , on the other hand, ensure the sparsity of weight parameters by group, where every group of variables must either be included in the model or be discarded entirety. The variable importance in group lasso is given by: Elastic net. While enjoying a similar sparsity of representation as in lasso, elastic net also encourages correlated to be grouped together [4] . Unlike group lasso, the variables grouping structure is not required as input in elastic net and it will attempts to learn it along the way. The variable importance is given by:  essentially controls the l 1 and l 2 penalty, respectively. We use the glm_net , K is a kernel function, and the notation (-i) means that variable v i has been removed. In our experiments, we use the radial basis function (RBF) kernel with kernel parameters chosen according to cross-validation.
