This is a tutorial on generating contour lines of an analytic function f (z). The emphasis is on using mathematical software (MATLAB, to a lesser extent MAPLE) for implementing the algorithms, and e cient programs together with explanations are presented. Two di erent approaches are suggested: (1) generating level lines as contours of, e.g., constant modulus or constant phase of the function f (z), (2) setting up and numerically integrating an appropriate di erential equation for the contour under consideration. Both methods are demonstrated by means of the nth partial sum f (z) = e n (z) of the exponential series. The line of constant modulus satisfying je n (z)j = 1 has a practical signi cance: it delineates the region of absolute stability for an explicit Taylor integrator of order n.
Introduction
There are two easy ways in MATLAB to construct contour plots of analytic functions, i.e., lines of constant modulus and constant phase. One is to use the MATLAB contour command for functions of two v ariables, another to solve the di erential equations satis ed by the contour lines. This is illustrated here for the function f(z) = e n (z), where e n (z) = 1 + z + z 2 2! + + z n n! (1) is the nth partial sum of the exponential series. The lines of constant modulus 1 of e n are of interest in the numerical solution of ordinary di erential equations, where for 1 n 4 they delineate regions of absolute stability of explicit one-step methods of order n (cf. 4, x9.3.2]). For n 1 the 1-line of e n delineates the region of absolute stability of the explicit Taylor method of order n.
Contour Plots by t h e contour Command
Let f be analytic and f(z) = re i' . W e m a y consider the modulus r as a function of two variables x y, where z = x + iy similarly for the phase ', ; < ' . Hence, we can apply the MATLAB command contour to r and ' to obtain the lines of constant modulus and phase.
In the MATLAB program below, the set of all x-and y-values is collected (in true MATLAB spirit) in a matrix a, which is operated upon to compute the desired values of r and ' for f = e n as input matrices to the routine contour.
The program begins with the de nitions of the mesh h and the number nmax of contour plots to be generated. The vector bounds contains common lower and upper bounds for the x-a n d y-coordinates applicable for all plots. The bounds used here have b e e n c hosen to accommodate contour plots of the rst four exponential sums. Then the contour levels vabs0 and vang0 for the modulus and phase of f(z) are de ned. The last preparatory step is generating the vectors x and y containing the discrete x-a n d y-values to be used in the matrix a of grid points. In the loop over n the values f of e n on the entire grid are generated by almost the same statements that would evaluate e n at a single point, where t stands for an individual term of the series (1).
The only di erence is the statement t=t.*a/n, in which the operation symbol .* invokes the element-by-element product of the matrices t and a. The last line of the program (here turned o by the comment sign %) generates the encapsulated postscript le fign.eps of figure(n), ready to be printed or incorporated int o a t e x t l e . At points z 0 where e 0 n (z 0 ) = e n;1 (z 0 ) = 0 , n 2, two lines of constant modulus intersect (cf. x3.1 below). The respective r-values are r = je n (z 0 )j, o r r = jz 0 j n =n!, since e n (z) = e n;1 (z) + z n n! :
These critical lines are also included in the plots (see the if statement of the program).
When n = 2, they go through z 0 = ;1, where r = What's good for the r-lines is good for the '-lines! The singular points for them are also the zeros z 0 of e 0 n (cf. x3.2), to which there correspond '-values de ned by e n (z 0 )=je n (z 0 )j = (z 0 =jz 0 j) n = e i' , i . e . , ' = n arg z 0 . Thus, for n = 2 , w e h a ve ' = 0 ( m o d 2 ), whereas for n = 3 w e get ' = 4 corresponding to z 0 = ;1 i, respectively. All three of these '-values are included among the values already listed above. For n = 4, the two v alues of z 0 shown in the previous paragraph yield ' = 4 arg z 0 = 1:48185376 (mod 2 ). These critical '-lines are also shown in the plots in Figure 1 .
The gure was generated by means of the step size h=1/64 in order to obtain a good resolution, even for the "branch cuts\ corresponding to |angle(f)|=pi. The choice h=1/32 i s a g o o d compromise, whereas h=1/16 is very fast while still producing satisfactory plots. 
Di erential Equations
For an analytic function f, l e t w = f(z) w = re i' z = x + iy: If we are interested in a contour line crossing the real axis, we m ust nd an initial point x(0) = x r , y(0) = 0 for (7) with real x r such that f(x r ) = r (assuming f(x) real for real x). In the case f(x) = e n (x), this is easy if r 1, since e n (0) = 1 and e n (x) monotonically increases for x 0. There is thus a unique x r 0 s u c h that e n (x r ) = r. I f 0 < r < 1, this is still possible when n is odd. Then, e 0 n (x) = e n;1 (x) > 0, since all zeros of e m , when m is even, are known to be complex 3] (cf. also 1]). Thus, e n monotonically increases from ;1 to +1 as x increases from ;1 to +1, and there is a unique x r < 0 such that e n (x r ) = r. When n is even, we h a ve e n (x) > 0 for all real x, a n d e 0 n = e n;1 vanishes at exactly one point x 0 < 0, where e n has a minimum (cf. 2]). Owing to (2) and e n;1 (x 0 ) = 0 , w e h a ve e n (x 0 ) = x n 0 =n!, and there is a solution x r < 0 o f e n (x r ) = r if and only if r x n 0 =n!. For smaller positive v alues of r, one must nd a complex initial point x(0), y(0) > 0 near one of the complex zeros of e n .
The point z 0 where f 0 (z 0 ) = 0 is a singular point of (7), a point where two r-lines intersect at a right angle. This requires special care to get the integration of (7) started in all four directions.
The initial point, of course, is z 0 , that is, x(0) = Re z 0 , y(0) = Im z 0 . What needs some analysis is the value of the right-hand side of (7) Note that in the case f(z) = e n (z), we h a ve f 0 (z) = e n;1 (z), so that z 0 is a zero of e n;1 . This is clearly visible in the plots of x2. Furthermore, f 0 = e n (z 0 ), f 00 0 = e n;2 (z 0 ) i f n 2, so that (2) with z = z 0 , once applied as is, and once with n replaced by n ; 1, gives f 0 = z n 0 =n!, f 
