A partial order is defined on S-equivalence classes which relates well to ribbon concordance of classical knots.
Introduction
In [2] , Cameron Gordon introduced the notion of ribbon concordance between classical knots. One says K, is ribbon cobordant to K,, (and writes K, 2 K,) if there is a smooth concordance C in S3 x I from K, to KO such that the restriction to C of the projection S3 x I+ I is a Morse function with no local maxima. Gordon conjectured that this is a partial order on the set of classical knots as the notation suggests.
In this paper we introduce an analogous partial order on the set of S-equivalence classes of knots. We summarize its properties in the following theorem. Here X and Y will denote S-equivalence classes, Ki knots, [Ki] the S-equivalence class of Ki, A the Alexander polynomial of an S-equivalence class.
,Theorem (0.1). There is a partial order on S-equivalence classes such that 1 1) 1fXa Y, then Ax -Avf(t)f(t-') wheref(t)EZ[t].
2) If X 5 Y and Ax -Ay, then X = Y.
3) Zf K, 2 K,, then [K,]z[K,,]. : 4) IfX 2 [K,], then there exists a knot K, such that K, 2 K, and [K,] = X.

5) X is minimal with respect 2 if and only if it is the S-equivalence class of a rationally anisotropic knot (in the sense of Gordon).
In Section 1, we will define this partial order in terms of Seifert matrices and show that it is a partial order satisfying 1), 2), 3), and 4). In Section 2, we translate * Partially supported by NSF. Grant MCS-81021 IS.
Ol66-8641/84/S3.00 @ 1984, Elsevier Science Publishers B.V. (North-Holland) this partial order so that it is given in terms of the Seifert form of Trotter [2] , which is essentially the Blanchfield pairing (as we explain in Section 3). This is necessary in order to understand the minimal elements and prove 5). It also leads to a pretty definition of the partial ordering, which goes as follows.
Recall that the Blanchfield pairing of a knot is a non-singular Hermitian pairing p on A, a finitely generated Z-torsion free, A, = Z[t, t-'1 torsion module for which 1 -t is an automorphism. p takes values in R/A, where R stands for the field of rational functions. Two knots are S-equivalent if and only if their Blanchfield pairings are isometric [5] , [12] . The partial order is given by A, 2 A, if there is a A,-submodule H c A, such that H c H'-and A0 is isometric to HI/H. The original pairing on A, is well-defined on H cosets in HI. In the last section, we discuss the relation of the partial order to cobordism of Seifert matrices. We also discuss some further questions raised by this work. The It turn; out that a 'yes' answer to two questions of Gordon implies a 'yes' answer to this question (see Section 4) .
The initial impetus for this work came from the following observation.
Corollary (0.3). If K, 2 K,, then AK,(t) -f( t)f(t-')A&( t) wheref( t) E Z[t].
This fact was essentially already known to Fox and Milnor when they defined cobordism of knots (1957) . This can be learned from Fox's review [IO] p. 113 of a paper of Terasaka [4] who proves this via the free calculus at least in the case where C has one local minima. I thank Daniel Silver for pointing this reference out to me. I also wish to thank Pierre Conner and particularly Neal Stoltzfus for guidance in this work.
We work in the smooth category. For us A, = Z[f, t-l], A = Z[t, t-', (1 -t)-'I, R is the field of rational functions, Q is the rationals, and QB denotes BO Q.
Seifert matrices and ribbon concordance
Let K be a knot in S3. A Seifert surface F c S3 is an oriented surface whose boundary is K. There exist many Seifert surfaces for a given K. To each Seifert surface we can associate a Seifert pairing 8: H,(F) x H,(F) + Z by the rule 0(x, y) is the linking number of a cycle representing x with a translate in the positive normal direction of F of a cycle representing y. A matrix which gives 8 with respect to some basis for H,(F) is called a Seifert matrix. Any integral matrix V such that det( V -V') = f 1 is a Seifert matrix for some knot. See Cameron Gordon's survey article [3] section 9 for a proof. This is also a good and convenient reference for other background to this paper. Two knots are S-equivalent if they possess Sequivalent Seifert matrices. The Alexander polynomial of a Seifert matrix V is A,(t) = det(rV -V'). Two Alexander polynomials f and g are considered equivalent f -g, if f( t) = *tr"g( t). $-equivalent matrices have equivalent polynomials.
Definition (1.1). If a Seifert matrix V, is congruent to a matrix of the form
where J = J', then we will write V, 2 V,. Note V, will also be a Seifen matrix.
iThis definition is motivated by the following theorem. of L. We may isotope the bands so that /they are transverse to int F and themselves and intersect int F and themselves only 'in ribbon intersections.
Moreover we can isotope the bands so that none of the bands intersect Fh. This is because F, -int FA is obtained by resolving the immersed annulus G -int FI, and each modification consists abstractly of cutting a hole (creating a homology class Xi) and adding a band (creating a dual class y,).
With a little care we can arrange that the yC do not intersect each other.
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If V, is the Seifett matrix for F,, with respect to a basis f,, . . . ,fm for H,(F,J = Hi (Fh) then is a basis for H,(F,). Since 0(x,, xj) = 13(x,,x) = 0 and the intersection pairing is the Seifett pairing skew-symetrized, the Seifert matrix for F, with respect to this basis has the stated form 0
Theorem (1.3). If V, 2 V, and KO is a knot which has V, as a Seifert matrix, then there exists a knot K, with V, as a Seifert matrix such that K, 3 KO.
Proof. Let F0 be a Seifert surface for KO with V, as a Seifert matrix. Suppose V, is the matrix pictured in Definition (l.l), 
Proof. AV,(t) is the determinant of
View the above matrix over the field of rational functions R. Since f(I) = I, ('t -1) N + 1 is invertible over R. This means that we can clear out (t -1) U doing row operations that leave the rest of the matrix alone and of course not change the determinant.
Then since (t -I)N'-tl is also nonsingular, we can clear out (t -1) U' as well. Proof. We further develop the proof of the previous proposition.
Since the Alexander polynomials are equal, f(r) = det((t -l)N + I) = *rj. Let z = (1 -r)-', so t = Z-'( z -1). Then det( N -zl) = (-z)-'f( t) = izp(z -1)4. By Lemma I below, there is an SE GL, (Z) such that Q = SNS-' is upper triangular with one's and zero's down the diagonal. Let R be IO 0
then RV, R' has the form If V, is m x m and Q is r x r, the above matrix defines a bilinear form on Zm+2r which we will denote by ( , 1. If Q,, = 0, we have (em+_ e,) = 0 for all i, ( ei, e,,,) = 0 for i# m +2r and (e m+2,, em+,) = -1. Thus the matrix row reduces to this matrix with the m +r and m +2r rows and columns deleted. In a similar way if Qrr = 1, the matrix column reduces. The new matrix has the same form but the size of Q has reduced by 1. Thus we can continue in this way till we reduce to V,. Proof. The standard proof for this fact over fields (see [I] page 543) goes through. If A is an eigenvalue, we can find an associated eigenvector which is primitive. A primitive vector can always be extended to a basis. 7
Let X, and X,, be two S-equivalence classes. We will say X, 2 X,, if there exist representative Seifert matrices V, and V',, such that V, 2 V,.
Theorem (1.6). 7his giues a partial order on the set of S-equicalence classes.
Proof. ( Thus the class of V, is greater than the class of V,. r--
Seifert forms
We recall some work of Trotter [IZ] . If V is a Seifert matrix, define A, to be the if it possesses no nontrivial, self-annihilating /,I submodules. The proof of the if part of(i) and (ii) of the following theorem are relatively easy and should be comprehensible without reading Trotter's paper. The proof of (iii) ahd the only if part of (ii) require familiarity with Trotter's paper through Lemma (2.14), but do not rely on the truth of Trotter's main theorem. The only if part of (i') and (iv) both require this theorem but not any understanding of its proof.
Theorem (2.1). (i) A ",zAv,, ifand on/y if[V,]a[V,]
(
ii) [V] is minimal with respect to 2 ifand only if AY is anisotropic. (iii) If A is a Seifert form and H a Z-pure self-annhilating il-submodule of A then
till/H is a Seifert form. : Let us assume that MO is m X m and P is r x r and write ilm+'r as Xl @X,0X, wihere Xl is generated by first m basis vectors and X, is generated by the next r basis vectors etc. Then let H = q(X,). H is certainly a self annihilating 11 submodule. We have det P=-zrf(t)
where f(r)EZ [t] and f(l)=*1 (see proofs of (1.4) and ( 1. 5) as a Q(t, t-'1 module). We have proved the contrapositive of the if part of (ii).
Clearly 9(X,OX,)c HI. Suppose 9(x, +x1 +x3) E HI where XiE Xi, then we have forall x~X~thatO=9(x,+x,+x,)~9(x)=_?f~-'~~.Thus P-'x~EA~ o~x~+P(~'. Then using the third 'column' of M,, we see 9(x2) E 9(X,0X3) and thus 9(x, +x2 + X3)E 9(X,0X,), so 9(X,0X,)= HI. The kernel of 9x,ox, is given by the columns of because P is nonsingular. Thus X, maps onto 9,(X,@ X,)/9(X,) = H'-/ H and the kernel is generated by the columns of MO. Thus A,, = HI/H. Since A,, is Z-torsion free, H is pure in H' and thus in A as well. By definition the induced form on HI/H is given by M, ' (the upper corner of MT'). Thus A, 3 A,,. (iii) Think of AC QA and let Lc A be an admissible lattice, in the sense of Trotter, which generates A as a A-module. Let k = Ln H, then g is pure in L and so is a direct summand for L. Consider the skew symmetric, unimodular scalar form (ii, the only if part) Again we prove the contrapositive. We suppose there is a nontrivial self-annihilating A-submodule fi. Then H = Qfi n Av is pure as well. By By Proposition A3 (ii) and Theorem A-1 of [9] , this equivalent to the Milnor duality pairing being Q-anisotropic.
Thus we have
Proposition (3.3). The S-equivalence class of a knot is minimal with respect to d tf and only if the knot is Q-anisotropic in the sense
of Gordon (i.e. the rational Milnor duality pairing is anisotropic).
Relation to cobordism and some questions
We begin by remarking that a Seifert matrix V is null-cobordant in the sense of Levine [7] Trotter has shown [12] corollary (4.7) that if V is a Seifert matrix with ldet VI either 1 or a prime, that every nonsingular matrix S-equivalent to V is integrally congruent to V. Thus if we can find two Seifert matrices V and W such that ( I) ldet VI is one or a prime (2) V is anisotropic (3) V is rationally but not integrally congruent to W then the S-equivalence classes of V and W would be minimal, and cobordant.
But neither would be greater than the other. Note that for a 2 X 2 Seifert matrix anisotropic simply means not null-cobordant. We can find many such examples. In fact Trotter's examples (5.2) and (5. Proof. By (6.2), there exist a minimal knot K with KOa K. Since K,, is anisotropic, K and K0 are S-equivalent by (3.3) . By (6.1) K, 3 K and again since K, is anisotropic K, and K are S-equivalent. 0
