Abstract. We study the applicability of the method of layer potentials in the treatment of boundary value problems for the Laplace-Beltrami operator on Lipschitz sub-domains of Riemannian manifolds, in the case when the metric tensor g jk dx j ⊗ dx k has low regularity. Under the assumption that
Introduction
In our papers [MT1] - [MT4] we have developed the method of layer potentials as a tool to treat boundary problems for the Laplace operator and related operators on Lipschitz domains in Riemannian manifolds, extending work done on Lipschitz domains in Euclidean space with the standard flat metric, initiated in [FJR] , [Ve] , and [DK] . One of our goals has been to treat metrics of low regularity. In [MT1] we worked with C 1 metric tensors, extending this study to Lipschitz metric tensors in [MT2] and further, to Hölder continuous metric tensors, in [MT4] . Our main goal here is to extend the work of [MT4] to the case where the metric tensor is continuous, with a modulus of continuity satisfying a Dini-type condition, which will be described more precisely below.
In more detail, we consider operators of the form
where ∆ is the Laplace-Beltrami operator on a compact Riemannian manifold M and V ∈ L ∞ (M ). Let Ω ⊂ M be a connected open set whose boundary is locally a Lipschitz graph. We will assume that V ≥ 0 on M and V > 0 on a set of positive measure in each connected component of M \ Ω. We assume M can be covered by coordinates in which the metric tensor is expressed as g = g jk dx j ⊗ dx k , with the coefficients g jk satisfying j,k |g jk (x) − g jk (y)| ≤ Cω(|x − y|). (1.2)
Here ω(h) is a modulus of continuity; i.e., ω : [0, ∞) → [0, ∞) is continuous, vanishes at zero, and is slowly increasing (so there exists C ∈ (0, ∞) such that ω(2h) ≤ Cω(h), for all h ∈ [0, 1]). We establish our results under the following hypothesis on ω:
where ω 1 is a modulus of continuity satisfying the Dini condition All boundary traces are taken in the nontangential limit sense (cf., e.g., [JK] , [Ve] , [MT1] ). We also study the regularity problem, where f ∈ H 1,p (∂Ω) in (1.5) (hereafter, H s,p will denote the standard scale of L p -based Sobolev spaces of smoothness s), as well as oblique derivative problems.
In outline, the method of layer potentials goes as follows. Under our hypotheses on L, we have, for p ∈ (1, ∞), that
is an isomorphism. Denote by E the integral kernel of L −1 , so (1.8) where dVol is the volume element on M determined by its Riemannian metric. For a function f on ∂Ω, define the single layer potential
E(x, y)u(y) dVol(y), x ∈ M,
Sf (x) = ∂Ω
E(x, y)f (y) dσ(y), x /
∈ ∂Ω, (1.9) where dσ is the natural area element on ∂Ω, and define the double layer potential by Df (x) = ∂Ω ∂E ∂ν y (x, y)f (y) dσ(y), x / ∈ ∂Ω, (1.10) where ν ∈ T * M is the outward unit conormal to Ω. The following properties were established in [MT1] - [MT2] for Lipschitz metric tensors and in [MT4] for Hölder continuous metric tensors, extending previously known results (of [Ve] et al.) for the flat Euclidean case. A major part of our work here will be to establish such properties when the metric tensor satisfies the conditions (1.2)-(1.4).
Set Ω + = Ω and Ω − = M \ Ω. Given f ∈ L p (∂Ω), 1 < p < ∞, we have, for a.e. x ∈ ∂Ω, Sf ∂Ω+ (x) = Sf ∂Ω− (x) = Sf (x), (1.11) and Df ∂Ω± (x) = (± 1 2 I + K)f (x), (1.12) for operators S and K described in more detail in §3 (cf. (3.11)). Also, for a.e. where ·, · stands here for the duality pairing between T * M and T M. We have operator estimates for
plus natural accompanying nontangential maximal function estimates, i.e.,
with u = Df or u = ∇Sf , and u * the nontangential maximal function of u. To define the latter, recall that if {γ(x)} x∈∂Ω is a family of nontangential approach regions (cf., e.g., [Ve] , [MT1] for more details), then u * (x) := sup {|u(y)| : y ∈ γ(x)} at each boundary point.
Next, invertibility results are demonstrated. Our main results to that effect, extending work in [FJR] , [Ve] , [DK] , [KP] , [MT1] - [MT4] , are as follows. There is ε = ε(Ω) > 0 such that for each 2 − ε < p < ∞, 1/p + 1/q = 1, the operators
are invertible. Also, if V > 0 on a set of positive measure in Ω, then
is an isomorphism, where L q 0 (∂Ω) consists of elements of L q (∂Ω) that integrate to zero. As a consequence, for 2 − ε < p < ∞, the Dirichlet problem (1.5) has a unique solution, which can be represented in the form (1.20) and, for 1 < p < 2 + ε, the unique solution to the Neumann problem (1.6) is given by
This analysis involves atomic Hardy space estimates and interpolation.
In the layer potential analyses of [FJR] and [Ve] , the operator estimates of [Ca] and [CMM] played a crucial role, and these estimates, and extensions established in [MT1] , played a correspondingly crucial role in [MT1] - [MT2] . In the work in this paper to establish the results described above, when the metric tensor merely satisfies (1.2)-(1.4), the first major difficulty is to produce an analysis of the fundamental solution E(x, y) sufficiently precise that these estimates from [MT1] are applicable. This central task is taken up in §2 of this paper, and indeed occupies much of its bulk. Once this analysis is carried out, we derive operator bounds, Fredholm properties, and invertibility results on operators of the form (1.14)-(1.19) in §3. We apply these results to the Dirichlet, Neumann, and regularity problems, for p near 2, in §4. In §5 we produce the atomic Hardy space estimates needed to extend these results to the optimal range of p. These arguments proceed along the lines of [MT4] , although further technical difficulties need to be overcome, particularly in a barrier function construction in §5.
We will use various classes of pseudodifferential operators, particularly in §2. We consider operators of the form
(1.22)
where, for large |ξ|, p m−k (x, ξ) is homogeneous of degree m − k in ξ. There are also various spaces of symbols with limited regularity, such as C ω S m 1,0 and C ω S m cl , defined as in [T1] , [T3] , and [MT1] - [MT4] . If p(x, ξ) belongs to a symbol space X,
If q(ξ, x) belongs to a symbol space X, we say q(D, x) belongs to OP X.
Estimates on fundamental solutions for Dini metric tensors
Let M be a compact, connected, smooth, n-dimensional manifold, with a Riemannian metric tensor, which we assume (unless otherwise stated) to be of class C ω , for some modulus of continuity ω. This metric gives rise to a Laplace operator,
where the metric tensor determines the pointwise inner product ·, · x on T * x M and the volume element dVol. In local coordinates (using the summation convention), provided the metric tensor has sufficient smoothness, we have
where (g jk ) is the inverse matrix to (g jk ), and g = det(g jk ).
(Here, as well as on other subsequent occasions, the summation convention is used.) In fact, this makes sense for a Lipschitz metric tensor and u ∈ H 1,p (M ), but we aim to study cases where the metric tensor is less regular. Hence it is useful to keep in mind that f → g 1/2 f defines the correspondence between a locally integrable function on M and a distribution. So if f ∈ H −1,p (M ) is treated as a distribution, then the equation ∆u = f becomes, in local coordinates,
We will examine a fundamental solution on M × M of an operator of the form
It is clear that, under these hypotheses on V and whenever the metric tensor has components in L ∞ , the operator
is bounded for each 1 < p < ∞. Moreover, since L is an isomorphism when p = 2, it follows that there exists ε > 0 such that L in (2.6) is an isomorphism if 2 − ε < p < 2 + ε. Indeed, in the class of bounded metric tensors this invertibility range is optimal. This can be seen by means of a counterexample from [Me] , a theme on which we briefly elaborate below.
Consider the two-dimensional torus
, equipped with the L ∞ Riemannian metric tensor g which we now describe. Near the origin we take
where µ ∈ (0, 1) is a fixed parameter, and then extend g to the whole of M so that g jk ∈ C ∞ (M \ {0}). Note that the g jk 's are discontinuous at the origin and g := det(g jk ) ≡ µ 2 near the origin. Denote by ∆ g the associated Laplace-Beltrami operator (as in (2.3)) and introduce the functionũ(x, y) :
A straightforward calculation shows that ∆ gũ = 0 near the origin. Also, fix φ ∈ C ∞ (M ) so that φ ≡ 1 near the origin, φ ≡ 0 outside |x| ≤ 1/2, and set u := φũ (extended by zero outside of its support in M ). It follows that
In particular, if the potential V ∈ C ∞ (M ) vanishes near zero, then L in (2.6) fails to be an isomorphism for p ≥ 2/(1 − µ). The fact that 2/(1 − µ) 2 as µ 0
shows that this operator cannot be, generally speaking, an isomorphism for each p > 2. By duality (L is formally selfadjoint), the same type of conclusion holds for p < 2. Thus, some regularity of the metric is necessary if one expects L in (2.6) to be an isomorphism for all 1 < p < ∞.
Turning to positive results, we note the following useful proposition. Here and elsewhere, vmo stands for the (local version of the) space of functions of vanishing mean oscillations.
Proposition 2.1. Assume the metric tensor
This result is established in [DiF] and also in Proposition 1.7, Chapter 3, of [T3] . Proposition 2.1 implies that L has a two-sided inverse
To be pedantic, one might denote this operator by E p . However, it is clear that, if
so we can drop the subscripts. By the Schwartz kernel theorem, E defines an element of D (M × M ), which we also denote by E. Note also that, for y ∈ M , the Dirac point mass δ y has the property (2.13) and the map y → E(·, y) is a continuous map from M to H 1,p (M ). We now make some estimates on E(x, y) away from the diagonal. For this, we will use the following local regularity result, which follows from Proposition 1.10, Chapter 3, of [T3] .
Proposition 2.2. Under the hypotheses of Proposition 2.1, given
1 < p < q < ∞, O ⊂ M open, u ∈ H 1,p loc (O), Lu = f ∈ H −1,q loc (O) =⇒ u ∈ H 1,q loc (O). (2.14)
If in addition the metric tensor is of class
The spaces C ±1,ω are defined as follows. For k ∈ Z + , we set 
Now, E(x, y) is symmetric in x and y. So E(x, ·) has the same sort of regularity. In particular, for E ∈ D (M × M ) we have behavior off the diagonal a bit better than
It remains to investigate E on a small neighborhood of the diagonal; this is the central point of our paper. Hence, given y 0 ∈ M , we want to investigate E on O×O, where O is a coordinate neighborhood of y 0 . Our subsequent calculations will be done in some local coordinate chart. For simplicity, we assume that dim M = n ≥ 3 in the calculations that follow. The modification for n = 2 just involves using a logarithm in (2.21), which then gets dragged into a few of the subsequent estimates.
With L written out in a coordinate system like that in (2.
We will continue to regard L as mapping functions to distributions, and hence omit the left factor g −1/2 in (2.3). We have 26) and the last equality defines R j (x, y), j = 1, 2, 3. We first produce an estimate for R 1 (x, y).
where
So passing to the limit as µ → ∞ gives
We now tackle the term R 2 (x, y), which has the form cl and A(x) is given in (2.23). In other words, we are looking at
Now we can replace h(x) by h(x) − h(y) without altering (2.34). Thus we have
with h = h(x) − h(y), and with the estimates
Next we look at R 3 (x, y), which, by (2.26), obeys the estimate
∞ . We desire to estimate the difference
near the diagonal x = y. We are using the convention that, if a function u is supported on a coordinate patch, then
So we have
Making use of the estimates on R j (x, y) established above, we aim to establish the following.
Proposition 2.4. Assume the metric tensor is of class C ω and ω satisfies the Dini condition. Assume ω(h)/h
α for some α ∈ (0, 1). Then
with σ(h) as in (2.17) , and
Proof. We can write e 1 (x, y) = e 11 (x, y) + e 12 (x, y), where
Thus, bringing in the integral kernel E(x, y), we have (recalling that the right sides of (2.45) and (2.46) are treated as distributions)
Next, we shall make use of two estimates on E(x, y) from [GW] . Namely,
by Theorem 1.1 of [GW] , and
by Theorem 3.3 of [GW] . Hence, in order to estimate e 11 (x, y) and ∇ x e 11 (x, y), we turn to the task of estimating
in the cases s = n − 2 and s = n − 1, respectively. More generally, consider (2.50) for 1 < s < n.
Let r = |x|. We have
Furthermore, for j ≥ 1,
(2.54)
Putting together (2.51)-(2.54), we get for (2.50) the estimate
with σ(h) given by (2.44), and this yields (2.42)-(2.43), with e 1 (x, y) replaced by e 11 (x, y), except for n = 3, s = n − 2 = 1. In this case, dominate the first integral on the right side of (2.54) by
Note that we have an estimate on ∇ x e 11 (x, y) better than that stated in (2.43), in that β(|x − y|) can be replaced by σ(|x − y|).
In order to estimate e 12 (x, y), we note that, by symmetry, ∇ z E(x, z) satisfies an estimate parallel to (2.49). Thus in place of (2.50) we look at
with s = n − 1, or more generally for 2 ≤ s < n. This time, with r = |x|, we have 58) in place of (2.51). Analogues of (2.52)-(2.54) then produce the estimate
for 2 < s < n, and a calculation parallel to (2.56) extends this to s = 2. This gives an estimate of the type (2.42) (in an improved form) for e 12 (x, y).
It remains to establish an estimate of the form (2.43) for e 12 (x, y). While the estimate
−n is also established in Theorem 3.3 of [GW] , it does not seem to work in an argument parallel to those given above, and we seem to need a different approach. We now turn to that task.
Note that by (2.49) and the estimate established on ∇ x e 11 (x, y), plus the obvious estimate on ∇ x e 0 (x−y, y), we have |∇ x e 12 (x, y)| ≤ C|x−y| −(n−1) at this point, but of course that is not satisfactory. To get off the ground, we establish an estimate on e 12 (x, y) that at least scales right under dilations.
We do this using spaces of Morrey type. We say
for all balls of radius r ∈ (0, 1), and then M p,ω q (M ) is defined in an obvious fashion when M is a compact Riemannian manifold. These spaces have been studied in [P] , [Sp] , and [T3] . From (2.46) we have, for each y,
The following result will imply
for some β ∈ (0, n/p).
Proof. As in the proof of a number of regularity results in [MT1] - [MT4] and in Chapter 3 of [T3] , we use symbol smoothing to decompose L into two pieces:
where δ is chosen in (0, 1), and
This follows by Proposition 3.4 in Chapter 1 of [T3] , which refines symbol smoothing results given in [T1] . The meaning of (2.66) is that
The space C [ω] is defined in (1.61), Chapter 1, of [T3] ; for here it is enough to know that
for some β ∈ (0, 1). The functions ψ(ξ) and τ (ξ) are described by (3.62) in Chapter 1 of [T3] . We can take
where B(λ) ≥ 1 is any smooth, monotonic function that satisfies B(2λ) ≤ CB(λ) and (with s > 1/2), we can take
for any (small) ε > 0. In general the symbol classes appearing here are well-behaved in the sense that
2 < ∞; cf. Proposition 2.7, Chapter 1, in [T3] .
Using the same localization techniques as in the proof of Proposition 1.10 in Chapter 3 of [T3] , we can assume M = T n (but with a non-flat metric). We have a parametrix
1,δ for L # , and using it together with mapping properties established in Proposition 16.4 in Chapter 1 of [T3] , we obtain that the maps
are Fredholm, where, as in [T2] , we set 1/2 , with I and ∆ 0 being, respectively, the identity and the flat Laplacian on M = T n . As for the remainder in (2.64), write
It is readily verified that, when acting on M p q and also when acting on M p,ω q , the operator Ψ(D) is a norm limit of finite-rank operators, hence compact. Thus we have that
are Fredholm. Considering now the one-parameter family L t = t∆ + (1 − t)∆ 0 − tV − (1 − t)I for 0 ≤ t ≤ 1, we get a continuous scale of Fredholm operators L t , with L 1 = L and L 0 invertible on the spaces in (2.78); so L in (2.78) has index zero. We can apply Proposition 2.2 to see that elements in the kernel of L all belong to H 1,2 (M ), and hence vanish; so the operators in (2.78) are all invertible. The conclusion (2.63) is then immediate.
We are now in a position to complete the proof of Proposition 2.4, by establishing the following.
Lemma 2.6. In the setting of Proposition 2.4, we have
for ρ, h ∈ (0, 1], with ω 1 satisfying the Dini condition.
Proof. We suppose x and y belong to a coordinate neighborhood in M . Suppose |x 0 − y| = 2ρ. We want to estimate e 12 (x, y) on {x : |x − x 0 | ≤ ρ/2}. Shift coordinates so that x 0 = 0, and introduce the dilation operators
If u(x) = e 12 (x, y) for |x| < ρ, then u ρ satisfies the equation
The equation (2.82) holds on B 1/2 , where B r = {x : |x| ≤ r}. On this set, the collection of coefficients g jk ρ , etc., are of class C ω and ∆ ρ is elliptic, uniformly in ρ ∈ (0, ρ 0 ] for some ρ 0 > 0. Recall that S 2 = hΦ in (2.35). Hence we have
Furthermore we see that, for x, z ∈ B ρ/2 (x 0 ),
as long as ω(ρ)/ρ . Consequently,
for x, z ∈ B 1/2 , and hence (2.85) is elevated to
while the result (2.62) gives, for any q ∈ (1, n/(n − 1)),
We now apply the regularity result (2.16), with ω replaced by ω 1 and σ 1 defined in the obvious fashion. There is a naturally accompanying estimate, giving
(2.91) This is more than adequate to give (2.79). We have completed the proof of Lemma 2.6 and hence of Proposition 2.4.
In order for Proposition 2.4 to be useful for the study of layer potentials, we want σ(h) and β(h) to satisfy the Dini condition. This is guaranteed by the following.
Proposition 2.7. Suppose ω 1 (h) satisfies the Dini condition and ω(h)
= ω 1 (h) 2 .
Then σ(h) and β(h) in (2.42)-(2.43) satisfy the Dini condition.
Proof. We have σ(h) ≤ ω 1 (h)σ 1 (h) and ω(ρh) ≤ ω 1 (ρ)ω 1 (h); so we can take β(h) = ω 1 (h).
Clearly if ω(h) = h
r , 0 < r < 1, we can do better, taking σ(h) ≈ β(h) = h r , but when ω(h) = (log 1/h) −s , one needs s > 2, and the description above of σ(h) and β(h) is closer to optimal. More precisely, if 0 < a < b, we can take
.
(2.92)
Layer potentials for Dini metric tensors
In the first half of this section we apply the results from §2 in order to derive estimates on layer potentials associated with a metric tensor of class C ω . Throughout the section, we retain the hypotheses made in §1 on M , the modulus of continuity ω and the potential V . Also, recall that E = (∆ − V ) −1 is as in (2.11) and that E(x, y) stands for the Schwartz kernel of E. Finally, we let ∇ 1 E(x, y) denote the x-gradient and ∇ 2 E(x, y) the y-gradient. 
where f is a scalar-valued function on ∂Ω. Here p.v. indicates that the integral is taken in the principal value sense, i.e., by removing small geodesic balls with respect to some smooth background metric and then passing to the limit.
Then, for 1 < p < ∞,
and, for each f ∈ L p (∂Ω), 1 < p < ∞, the following jump-relations hold:
a.e. on ∂Ω.
Here and elsewhere, Ω + := Ω and Ω − := M \ Ω.
Proof. Recall from §2 that

E(x, y) = g(y)
−1/2 e 0 (x − y, y) + g(y) −1/2 e 1 (x, y), (3.5) where e 0 (x − y, y) has been introduced in (2.21) and e 1 (x, y) satisfies the estimates in Proposition 2.4.
Consider the case j = 1 in (3.3)-(3.4). The contribution from the first term in (3.5) can be handled as in Propositions 1.4-1.6 of [MT1] . Also, granted the estimates (2.42)-(2.43) on e 1 (x, y), the contribution from the second term in (3.5) is amenable to an elementary treatment, which we omit.
For the case j = 2 in (3.3)-(3.4), the symmetry condition
in concert with (3.5) gives
In this form, the previous pattern of reasoning applies once again. The theorem is hence proved.
With the same assumptions as in Theorem 3.1, recall from §1 the single and double layer potentials associated with Ω.
Corollary 3.2. In the setting of Theorem 3.1, for 1 < p < ∞ we have
where, for x ∈ ∂Ω,
The principal value integral above is understood in the sense of removing small geodesic balls (with respect to some smooth background metric) and then passing to the limit.
Furthermore,
Finally, the boundary integral operators
are well-defined and bounded for 1 < p < ∞.
In the second part of this section we tackle the issue of invertibility for the operators in (3.13). The main idea is to implement an approximation procedure, along the lines of §3 in [MT4] . To this end, we take a sequence g µ of C 1 metric tensors on M so that {g
For each metric g, let E g (x, y) stand for the Schwartz kernel of (∆ g − V )
−1 and, generally speaking, let the subscript g indicate that the corresponding object is constructed in connection with the metric g. Our main estimate is contained in the following.
, the collection of all bounded operators on L p (∂Ω), consisting of compact operators. Then, for each p ∈ (1, ∞), the norms
can be made as small as we please by selecting µ sufficiently large.
Proof. Consider, for example, the case of (3.16). Based on the decomposition (3.5), locally we can write
(3.17)
Now, the estimate
has been established in [MT4] . So it only remains to show that T 1,g is a compact operator on L p . However, granted the estimates on e 1 (x, y) from §2, this is a simple consequence of the elementary lemma below. Modulo this, the proof of Proposition 3.3 is finished.
be an integral operator whose kernel satisfies
Proof. For j = 1, 2, ..., set K j (x, y) := K(x, y)χ {|x−y|≥1/j} and denote by T j the integral operator associated with
; see, e.g., §9.5 in [Ed] . On the other hand,
by Schur's lemma, for each 1 < p < ∞. The desired conclusion follows.
We are now in a position to discuss the following invertibility results for layer potentials. 
Theorem 3.5. Under the same assumptions as in Theorem 3.1, there exists
Proof. With the main ingredients in place, the proof proceeds as in [MT4] . The departure point is to approximate the original metric g as in (3.14) and to write Rellich estimates for each approximating metric g µ . These amount to the boundedness from below of the layer potentials under discussion, associated with g µ , modulo compacts. The crux of the matter is that, since the relevant constants are independent of µ, an application of Proposition 3.3 allows us to conclude the same thing about the layer potentials associated with the original metric g. In turn, this entails the semi-Fredholmness of the operators in question. The rest is routine, and we refer the interested reader to [MT4] for more details in similar circumstances.
It is also of interest to complement the statement of Theorem 3.5 with certain uniform invertibility results. More specifically, consider a suitable approximation of Ω by smooth domains Ω j Ω (cf. [Ve] , [MT1] ). Among other things, it is assumed that the smooth boundaries ∂Ω j have Lipschitz constants bounded uniformly in j. Below we shall use the subscript j to label layer potential operators constructed in connection with ∂Ω j rather than ∂Ω. 
for 2 − ε < p < 2 + ε. In the case where
for the first estimate in (3.24) . Proof. This has been proved in §3 of [MT4] under the stronger assumption that the metric tensor g is Hölder continuous. However, an inspection of the proof reveals that Proposition 3.3 suffices for the task at hand.
Boundary value problems
We continue to enforce the hypotheses on M , Ω, and L = ∆ − V made in §1. In particular, we assume that the metric tensor g is of class C ω with ω as in (1.3)-(1.4). Furthermore, σ is given by (2.17). The aim of this section is to discuss the classical boundary problems, i.e., the Dirichlet (and its "regular" version), the Neumann (and its Robin version) and oblique derivative problems. Here is our first result.
Theorem 4.1. There exists ε = ε(Ω, L) > 0 such that the following is true for
Moreover, for the same range of p's,
Natural norm estimates accompany this equivalence. In this latter case, u can also be expressed as
Proof. As Theorem 3.5 and Corollary 3.2 show, u given by (4.2) is well-defined and solves (4.1). Uniqueness follows by considering Ω j Ω and then constructing a sequence of Green functions, corresponding to each Ω j , with control of their gradients uniform in j. That this works in the present situation is guaranteed by Proposition 3.7. See Proposition 9.1 of [MT1] for more details in the case of C 1 metric tensors.
Finally, (4.3) and (4.4) are once again consequences of Theorem 3.5 and Corollary 3.2. The proof is complete.
Our next result deals with the Neumann and Robin problems. 
and is given by * (x) < +∞ for a.e. x ∈ ∂Ω, (4.8) then the pointwise nontangential boundary trace ∇u ∂Ω exists at almost every point of ∂Ω. The proof is essentially the same as that of Proposition 3.1 in [MT2] . The argument used there also works in the present setting, thanks to Proposition 3.6 of this paper.
With this at hand, it follows that (4. Proof. Our solution closely parallels that of Theorem 11.1 in [MT1] and Theorem 8.1 in [MT4] . As such, there is only one aspect which, in the case of a metric tensor satisfying a Dini condition, must be reconsidered. Specifically, the solution given in [MT1] and [MT4] is based on the observation that a certain integral kernel on ∂Ω gives rise to a compact operator on L p (∂Ω). The estimate on the kernel which has been established in [MT4] is
(4.13) Clearly, if the metric tensor has Hölder components, then this expression is just weakly singular on ∂Ω, and the conclusion follows.
In our case, (4.13) only yields (4.14) which, nonetheless, continues to be adequate for the job at hand; cf. Lemma 3.4. From this point on the proof proceeds as in [MT1] .
Sharp L p results
We continue to enforce the usual set of hypotheses on the manifold M , the metric tensor g, the domain Ω, and the potential V . The goal is to further refine some of the results in §4 by developing an optimal L p theory for the Dirichlet and Neumann problems. Our main result in this regard is the following. are well-posed for 1 < p < 2 + ε, whereas
is well-posed for 2 − ε < q < ∞.
Uniqueness is seen much as in [MT2] , while existence and estimates follow from Theorems 4.1 and 4.2, interpolation, and the proposition below. Similar results have been proved in [MT2] , [MT4] (which further build on the work in [DK] , [KP] ), for smoother metric tensors (Lipschitz and Hölder continuous, respectively). The argument given there when (5.4) is satisfied carries over without any substantial alterations to the present setting, as the main ingredients (i.e., estimates on the Neumann kernel based on the De Giorgi-Nash-Moser theory, dyadic decompositions, the L 2 results of §4, and Caccioppoli's inequality) continue to work when the assumptions on the metric tensor are relaxed to the current hypotheses.
When (5.5) holds, much as in [MT2] , [MT4] , we rely on a maximum principle argument. As in the works just mentioned, the key ingredient in establishing (5.6) is the construction of some suitable barrier functions, described in the following lemma. In the remaining part of this section, we present the main steps in the construction of the functions ϕ p . The initial part of the construction in the present case is the same as in [MT2] . For the convenience of the reader we recall how this is carried out. Starting with p ∈ ∂Ω arbitrary, choose a (large) neighborhood U of p and a coordinate system on U centered at p ≡ 0 such that g jk (p) = δ jk . Next, let Γ p be a truncated circular cone in R n \ Ω, with vertex at the origin, continued to the infinite cone C p . Working in polar coordinates on the complementary cone where ∆ 0 is the ordinary Euclidean Laplacian. Compare (6.23)-(6.29) of [MT2] . Now, if the metric tensor g on M is smooth enough, then ∆ is a sufficiently gentle perturbation of ∆ 0 and the passage from ψ p to ϕ p is a simple affair; see the
