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Abstract
The fundamental intelligent reflecting surface (IRS) deployment problem is investigated for IRS-
assisted networks, where one IRS is arranged to be deployed in a specific region for assisting the
communication between an access point (AP) and multiple users. Specifically, three multiple access
schemes are considered, namely non-orthogonal multiple access (NOMA), frequency division multiple
access (FDMA), and time division multiple access (TDMA). The weighted sum rate maximization
problem for joint optimization of the deployment location and the reflection coefficients of the IRS as
well as the power allocation at the AP is formulated. The non-convex optimization problems obtained
for NOMA and FDMA are solved by employing monotonic optimization and semidefinite relaxation to
find a performance upper bound. The problem obtained for TDMA is optimally solved by leveraging
the time-selective nature of the IRS. Furthermore, for all three multiple access schemes, low-complexity
suboptimal algorithms are developed by exploiting alternating optimization and successive convex
approximation techniques, where a local region optimization method is applied for optimizing the IRS
deployment location. Numerical results are provided to show that: 1) near-optimal performance can
be achieved by the proposed suboptimal algorithms; 2) asymmetric and symmetric IRS deployment
strategies are preferable for NOMA and FDMA/TDMA, respectively; 3) the performance gain achieved
with IRS can be significantly improved by optimizing the deployment location.
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2I. INTRODUCTION
Intelligent reflection surfaces (IRSs), also known as reconfigurable intelligent surfaces (RISs) [1]
and large intelligent surfaces (LISs) [2], have recently attracted extensive attention from both
academia and industry. Generally, an IRS is a planar meta-surface comprising a large number of
low-cost passive reflection elements, which is capable of passively reflecting the incident signals
and reconfiguring their amplitudes and phase shifts [3, 4]. Therefore, by deploying an IRS, the
wireless environment becomes controllable. Compared to conventional relaying technologies
such as amplify-and-forward (AF) and decode-and-forward (DF) relays, IRSs consume much
less energy since they do not have to be equipped with costly active transmit radio frequency
(RF) chains. In addition, IRSs do not suffer from the self-interference problem due to their nearly
passive full-duplex mode of operation. As a result, IRSs have been envisioned as a promising
technology for future six-generation (6G) communication networks [5].
For integration of IRSs into future wireless networks, multiple access (MA) techniques are
essential. Current MA techniques can be loosely classified into two categories, namely orthog-
onal multiple access (OMA) and non-orthogonal multiple access (NOMA). The key difference
between these two MA techniques is whether one resource block (in time, frequency, or code) can
serve multiple users or only one user. For downlink NOMA transmission, superposition coding
(SC) and successive interference cancellation (SIC) techniques are invoked at the transmitter
and receiver, respectively [6, 7]. By employing SIC, stronger users are capable of removing
the co-channel interference caused by weaker users, before decoding their own signal [8]. In
conventional NOMA, the decoding order is determined by the users’ channel power gains.
With the aid of an IRS, however, the users’ decoding order can be designed more freely
by reconfiguring the IRS reflection coefficients and optimizing the IRS deployment, which
introduces new degrees-of-freedom (DoFs) for IRS-assisted NOMA networks to improve wireless
communication performance.
A. Prior Works
1) Reflection Coefficient Design in IRS-assisted Networks: The joint optimization of the IRS
reflection coefficients and resource allocation has received considerable research interest as it
can significantly improve the performance of IRS-assisted communications [9–15]. By adjusting
the IRS reflection coefficients, the reflected signal can be combined coherently to improve the
received signal strength or destructively to mitigate interference. For instance, the authors of [9]
studied the transmit power minimization problem by jointly designing the transmit beamforming
3at the access point (AP) and the reflection coefficients at the IRS in both single-user and
multi-user scenarios. Based on an IRS element power consumption model, the authors of [10]
maximized the energy efficiency by optimizing the IRS reflection coefficients. The authors of [11]
maximized the achievable spectral efficiency in a single-user IRS-assisted multiple-input single-
output (MISO) communication system, where fixed point iteration and manifold optimization
techniques were applied for reflection coefficients design. Furthermore, the benefits of a joint
optimization framework for IRS has been verified in the context of physical layer security [12,
13], simultaneous wireless information and power transfer (SWIPT) systems [14], and unmanned
aerial vehicle (UAV) systems [15].
2) NOMA in IRS-assisted Networks: The potential performance gains introduced by combin-
ing IRS and NOMA have been investigated in [16–19]. The authors of [16] proposed a simple
IRS-assisted NOMA transmission architecture, where the IRS was deployed for enhancing the
received signal strengths of cell-edge users. The outage performance was analyzed under an
on-off IRS control scheme. The authors of [17] investigated the joint beamforming design in
downlink MISO IRS-assisted NOMA networks for minimization of the total transmit power,
where an alternating difference-of-convex (DC) programming algorithm was proposed. More-
over, the sum rate of MISO IRS-NOMA networks was maximized in [18], where the IRS
reflection coefficients were optimized for ideal and non-ideal IRS elements. The authors of [19]
compared the performance of NOMA and OMA in IRS-assisted networks for different user
pairing strategies. The results revealed that asymmetric user paring is necessary for achieving a
performance gain with NOMA over OMA.
B. Motivations and Contributions
One critical issue in IRS-assisted communications is that the IRS-assisted link suffers from
the “double fading” effect [20], which causes severe path loss. In fact, the received signal
power from the IRS-assisted link scales with 1
dT dR
[21], where dT and dR are the distances
of the AP-IRS link and the IRS-user link, respectively. As a result, the performance of IRS-
assisted communication is sensitive to the deployment location. Nevertheless, prior works have
not optimized the IRS deployment location. Although considerable performance gains can be
achieved by adjusting the IRS reflection coefficients compared to systems without IRSs, to the
best of the authors’ knowledge, the fundamental problem of IRS deployment design has not been
studied, yet. However, optimizing the IRS deployment location is of vital importance to fully
reap the benefits of IRS and to provide guidelines for practical system design. This motivates
4the investigation of IRS deployment design in this paper.
In this paper, we investigate the joint design IRS deployment, IRS reflection coefficients,
and power allocation at the AP in a downlink multiuser IRS-assisted network for different MA
schemes. The main contributions of this paper can be summarized as follows:
• We investigate a downlink multiuser IRS-assisted network, in which the direct AP-user link
is blocked and one IRS is deployed for coverage extension. Based on this, we formulate a
weighted sum rate (WSR) maximization problem for joint optimization of the deployment
location and the reflection coefficients of the IRS as well as the power allocation at the AP
for NOMA, frequency division multiple access (FDMA), and time division multiple access
(TDMA) transmission.
• For NOMA and FDMA, we develop monotonic optimization (MO) based algorithms to
determine corresponding performance upper bounds, where the IRS reflection coefficients
and the power allocation at the AP are jointly optimized using MO theory and semidefinite
relaxation (SDR). Due to the time-selective nature of the IRS, for TDMA, the optimal IRS
reflection coefficients of the users can be obtained in closed form.
• We further develop low-complexity alternating optimization (AO) based algorithms for all
three MA schemes to find a high-quality suboptimal solution, where the power allocation,
IRS reflection coefficients, and deployment location are optimized in an alternating manner
with the other variables fixed by employing successive convex approximation (SCA). Specif-
ically, for IRS deployment location design, we propose a novel local region optimization
method to efficiently obtain the desired IRS deployment location. Additionally, we propose
an efficient user ordering scheme for NOMA.
• Our numerical results unveil that 1) the proposed suboptimal AO based algorithms achieve
near-optimal performance and require much fewer iterations to converge; 2) optimizing the
IRS deployment location can significantly increase the IRS performance gain; 3) the optimal
IRS deployment strategy for OMA tends to enhance the channel power gains of all users,
whereas for NOMA, it is preferable that the IRS enlarges the disparities among the users’
channels.
C. Organization and Notations
The rest of this paper is organized as follows. Section II presents the system model and
the considered WSR maximization problem formulation for downlink multiuser IRS-assisted
networks. The MO and AO based algorithms are developed in Section III and Section IV,
5respectively. Section V compares the complexity and performance of the proposed algorithms.
Section VI provides numerical results to verify the effectiveness of the proposed designs. Finally,
Section VII concludes the paper.
Notations: Scalars are denoted by lower-case letters. Vectors and matrices are denoted by
bold-face lower-case and upper-case letters, respectively. CN×1 denotes the space of N × 1
complex-valued vectors. aT and aH denote the transpose and conjugate transpose of vector a,
respectively. diag (a) is a diagonal matrix with the elements of vector a on the main diagonal.
⊗ denotes the Kronecker product. HN denotes the set of all N-dimensional complex Hermitian
matrices. rank (A) and Tr (A) denote the rank and the trace of matrix A, respectively. A  0
indicates that A is a positive semidefinite matrix.
II. SYSTEM MODEL AND PROBLEM FORMULATION
A. System Model
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Fig. 1: Illustration of the downlink multiuser IRS-assisted communication network.
We consider a downlink IRS-assisted network, which consists of one single-antenna AP, K
single-antenna users, and one IRS, as illustrated in Fig. 1. Assuming a three-dimensional (3D)
Cartesian coordinate system, the locations of the AP, the IRS, and the kth user are denoted by
b = (xb, yb, Hb)
T
, s = (xs, ys, Hs)
T
, and uk = (xk, yk, Hk)
T
, respectively. Specifically, the direct
AP-user links are assumed to be blocked by obstacles. The IRS can be deployed in a predefined
region, which is denoted by Ω. The location of the IRS should satisfy the following condition
s ∈ Ω =
{
(xs, ys, Hs)
T |xmin ≤ xs ≤ xmax, ymin ≤ ys ≤ ymax, Hmin ≤ Hs ≤ Hmax} , (1)
where [xmin, xmax], [xmin, xmax], and [Hmin, Hmax] denote the candidate ranges along the x-, y-
and z-axes, respectively. The IRS is equipped with a uniform planar array (UPA) composed of
M = MvMh passive reflecting elements with element spacing dI . We denote the IRS’s diagonal
reflection coefficient matrix as Θ = diag
(
ejθ1, ejθ2 · · · , ejθM), where θm denotes the phase shift
coefficient of the mth element of the IRS.
6In this paper, the AP-IRS link and the IRS-user links are modeled as Rician fading channels.
Therefore, the small scale fading of the AP-IRS and the IRS-user links can be expressed as
g =
√
βAI
1 + βAI
gLoS +
√
1
1 + βAI
gNLoS ∈ CM×1, (2)
rk =
√
βIU
1 + βIU
rLoSk +
√
1
1 + βIU
rNLoSk ∈ CM×1, (3)
where βAI and βIU denote the Rician factor of the AP-IRS link and IRS-user links, respectively.
gLoS = a
(
φAI , ϕAI
)
and rLoSk = a
(
φIUk , ϕ
IU
k
)
are the deterministic line-of-sight (LoS) compo-
nents, and gNLoS and rNLoSk are the non-line-of-sight (NLoS) components modeled as Rayleigh
fading. a (φ, ϕ) is the array response vector (ARV) which can be expressed as [22]
a (φ, ϕ) =
[
1, · · · , e−j 2pidIλ (mv−1) sinφ cosϕ, · · · , e−j 2pidIλ (Mv−1) sinφ cosϕ
]T
⊗
[
1, · · · , e−j 2pidIλ (mh−1) sinφ sinϕ, · · · , e−j 2pidIλ (Mh−1) sinφ sinϕ
]T
,
(4)
where φ and ϕ denote the elevation angle-of-arrival (AoA)/angle-of-departure (AoD) and the
azimuth AoA/AoD, respectively.
Furthermore, the path loss LIRS,k between the AP and user k via the IRS is given by
LIRS,k =
ρ0
dαAIAI
ρ0
dαIUIU,k
, (5)
where ρ0 represents the path loss at a reference distance of 1 meter, and dAI = ‖s− b‖ and
dIU,k = ‖s− uk‖ denote the distances of the AP-IRS link and the IRS-user k link, respectively.
αAI and αIU are the corresponding path loss exponents. From (5), it can be observed that the
IRS-assisted link suffers from the “double-fading” effect [20]. Therefore, the combined channel
power gain of user k can be expressed as
ck = LIRS,k
∣∣rHk Θg∣∣2 = |qkv|2, (6)
where qk =
√
LIRS,kr
H
k diag (g) and v =
[
ejθ1, ejθ2, · · · , ejθM ]T .
In this paper, we consider two different MA strategies, i.e., NOMA and OMA. For NOMA,
all users share the same time and frequency resources by invoking SC at the AP and SIC at the
users. For OMA, we consider TDMA and FDMA.
B. NOMA
Based on the NOMA principle, each user employs SIC to remove the intra-cell interference.
The users with the stronger channel power gains decode first the signals of the users with the
weaker channel power gains, before decoding their own signal. Let µ (k) denote the decoding
order of user k. For instance, if µ (k) = i, then user k is the ith signal to be decoded. For
any two users j and k satisfying µ (k) > µ (j), the combined channel power gains of the two
7users need to satisfy |qkv|2 ≥ |qjv|2. Since the combined channel power gain is determined by
the IRS deployment location and the reflection coefficients, the decoding order can be any one
of all K! possible combinations. Let D denote the set of all possible decoding orders, where
|D| = K!. The achievable rate of user k can be expressed as
RNk = log2
(
1 +
|qkv|2pk
|qkv|2
∑
µ(i)>µ(k) pi + σ
2
)
, (7)
where pk denotes the transmit power allocated to the kth user, and σ
2 denotes the variance of
the additive complex Gaussian noise. Let Pmax denote the total transmit power at the AP, and we
have
∑K
k=1 pk ≤ Pmax. Furthermore, the allocated power should satisfy the following condition
pk ≤ pj if µ (k) > µ (j) , (8)
i.e., higher powers are allocated to the users with lower decoding orders and having weaker
channel conditions [6].
Our goal is to maximize the WSR of the users by jointly optimizing the power allocation at the
AP and the reflection coefficients and deployment location of the IRS. If NOMA is employed,
the optimization problem is formulated as follows
(NOMA) : max
{pk},v,s
K∑
k=1
wkR
N
k (9a)
s.t. s ∈ Ω, (9b)
|vm| = 1, ∀m ∈M, (9c)
µ (k) ∈ D, ∀k ∈ K, (9d)
|qkv|2 ≥ |qjv|2, if µ (k) > µ (j) , (9e)
0 ≤ pk ≤ pj if µ (k) > µ (j) , (9f)∑K
k=1
pk ≤ Pmax, (9g)
where wk is the non-negative rate weight for user k. Equations (9b) and (9c) are the IRS
deployment location constraint and the unit modulus constraint for the IRS reflection coefficients.
Equations (9d) and (9e) are the NOMA decoding order constraints. Equations (9f) and (9g) are
the constraints for the allocated powers.
C. OMA
1) FDMA: For FDMA, the AP serves the users in orthogonal frequency bands of equal size.
Then, the achievable rate at user k can be expressed as
RFk =
1
K
log2
(
1 +
|qkv|2pk
1
K
σ2
)
. (10)
8Accordingly, the optimization problem for FDMA can be written as
(FDMA) : max
{pk},v,s
K∑
k=1
wkR
F
k (11a)
s.t. s ∈ Ω, (11b)
|vm| = 1, ∀m ∈M, (11c)
pk ≥ 0, ∀k ∈ K,
∑K
k=1
pk ≤ Pmax. (11d)
2) TDMA: For TDMA, the AP serves the users in orthogonal time slots of equal size. We
note that the IRS reflection coefficients can assume different values in each time slot. We refer
to this property as time-selectivity. This is different from NOMA and FDMA, where the IRS
reflection coefficients are always identical for all users1,2. As a result, for TDMA, the achievable
rate at user k can be expressed as
RTk =
1
K
log2
(
1 +
|qkvk|2Pmax
σ2
)
, (12)
where vk represents the IRS reflection coefficients for user k. As the AP transmits to only one
user at a given time, the transmit power is always set as Pmax.
Then, the optimization problem for TDMA can be formulated as
(TDMA) : max
{vk},s
K∑
k=1
wkR
T
k (13a)
s.t. s ∈ Ω, (13b)
|vk,m| = 1, ∀k ∈ K, ∀m ∈M. (13c)
D. Discussion
Note that since the random NLoS components gNLoS and rNLoSk of the IRS-assisted links
are impossible to obtain before the deployment of the IRS, the formulated joint optimization
problems (9), (11), and (13) can be solved only for deterministic channel coefficients. Since the
IRS is usually deployed to avoid signal blockage, the deterministic LoS components is expected
to be the dominant factor. Motivated by this, we first solve the proposed joint optimization
problems based on the LoS components to determine a favorable IRS deployment location.
1We note that TDMA entails a higher hardware complexity for the IRS than NOMA/FDMA, since the IRS reflection coefficients
need to be reconfigured multiple times during the transmission. This, however, is a non-trivial task since the size of the IRS is
usually large, which makes the IRS reconfiguration time-consuming.
2In fact, in principle, NOMA and FDMA can also exploit the time-selectivity of the IRS. To facilitate this, the IRS reflection
coefficients and the corresponding power allocation have to be jointly optimized in each time slot. However, these considerations
are beyond of the scope of this work.
9After deployment of the IRS, the IRS reflection coefficients and the power allocation can be
obtained by solving problems (9), (11), and (13) again for the given deployment location and
instantaneous channel state information (I-CSI). I-CSI can be efficiently obtained with one of the
recently proposed channel estimation methods for IRS, e.g. [23, 24]. In this paper, we mainly
focus on the first problem since the second optimization problem for the deployed IRS and I-CSI
can be solved in a similar manner3. In the following, we develop MO and AO based algorithms
to find performance upper bounds and high-quality suboptimal solutions, respectively.
III. MONOTONIC OPTIMIZATION BASED ALGORITHMS
In this section, we develop MO based algorithms which find a performance upper bound
for the NOMA and FDMA optimization problems. Specifically, we transform these non-convex
optimization problems into the canonical form of monotonic optimization problems, which are
solved by invoking the polyblock outer approximation algorithm and SDR. Then, we optimally
solve the TDMA optimization problem in closed form by exploring the time-selective nature of
the IRS.
A. NOMA
The optimal WSR for NOMA can be obtained by exhaustively searching over all possible
IRS locations Ω and decoding orders D, i.e., R∗N = max
s∈Ω,{µk}∈D
K∑
k=1
wkR
N∗
k (s, {µk}), where
RN∗k (s, {µk}) denotes the optimal solution for a given IRS deployment location and user decod-
ing order. In the following, we solve the corresponding subproblem by employing monotonic
optimization.
1) Monotonic Optimization Problem Transformation: Define Qk = q
H
k qk, ∀k ∈ K, and
V = vvH which satisfies V  0, rank (V) = 1 and [V]mm = 1, m = 1, 2, · · · ,M . The
achievable rate at user k in (7) can be rewritten as
RNk = log2
(
1 +
Tr (VQk) pk∑
µ(i)>µ(k)Tr (VQk) pi + σ
2
)
= log2
(
1 +
pk∑
µ(i)>µ(k) pi +
σ2
Tr(VQk)
)
. (14)
Then, we introduce auxiliary variables λk such that λk =
σ2
Tr(VQk)
, ∀k ∈ K. For a given IRS
deployment location and user decoding order, the subproblem in (9) can be expressed as
(N− sub) : max
{pk,λk},V
K∑
k=1
wklog2
(
1 +
pk∑
µ(i)>µ(k) pi + λk
)
(15a)
s.t. 0 ≤ pk ≤ pj if µ (k) > µ (j) , (15b)∑K
k=1
pk ≤ Pmax, (15c)
3Note that the WSRs obtained for both problems will be similar, when the Rician factor is large.
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Tr (VQk) ≥ σ
2
λk
, ∀k ∈ K, (15d)
Tr (VQk) ≥ Tr (VQj), if µ (k) > µ (j) , (15e)
[V]mm = 1, ∀m ∈M,V  0,V ∈ HM , (15f)
rank (V) = 1, (15g)
Note that the inequality constraint (15d) does not affect the equivalence of problem (15) and the
original problem (9). At optimality, constraint (15d) is always met with equality. To demonstrate
this, assume that one of the constraints in (15d) is satisfied with strict inequality. Then, we can
always decrease that λk to satisfy the constraint with equality, which also increases the objective
value. Therefore, for the optimal solution of problem (15), constraint (15d) must be satisfied
with equality.
To facilitate the application of MO, we introduce auxiliary variables γk which satisfy the
following constraint
1 ≤ γk ≤ 1 + pk∑
µ(i)>µ(k) pi + λk
, ∀k ∈ K. (16)
Then, problem (15) can be equivalently rewritten as
max
γ
K∑
k=1
wklog2 (γk) (17a)
s.t. γ ∈ G ∩ H, (17b)
where γ = [γ1, γ2, · · · , γK ]T ∈ RK×1 and G ∩H denotes the feasible set. Specifically, G and H
are a normal set and a conormal set, respectively [25], which are given by
G =
{
γ|0 ≤ γk ≤ 1 + pk∑
µ(i)>µ(k) pi + λk
, ∀k ∈ K, ({pk, λk} ,V) ∈ F
}
(18)
H = {γ|1 ≤ γk, ∀k ∈ K} , (19)
where feasible set F is spanned by constraints (15b)-(15g).
2) Polyblock Outer Approximation Algorithm: Note that problem (17) is in the canonical
form of a monotonic optimization problem [25]. Therefore, the optimal solution of problem
(17) is on the upper boundary of feasible set G ∩ H, which can be obtained by invoking the
polyblock outer approximation algorithm [25]. To facilitate this algorithm, we first initialize a
polyblock P(1) that contains the feasible set G ∩H. The vertex of the polyblock P(1) is defined
as z(1) =
[
γ
(1)
1 , γ
(1)
2 , · · · , γ(1)K
]T
. Let T (1) = {z(1)} denote the vertex set of polyblock P(1).
Based on vertex z(1), we can generate K new vertices as follows:
z˜
(1)
k = z
(1) −
(
z
(1)
k − πk
(
z(1)
))
ek, k = 1, · · · , K, (20)
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Fig. 2: Illustration of the polyblock outer approximation algorithm for the two-user case.
where z
(1)
k and πk
(
z(1)
)
denote the kth elements of vectors z(1) and π
(
z(1)
)
, respectively. π
(
z(1)
)
is the projection of z(1) onto set G and ek denotes the unit vector whose kth element is 1. Then,
the new vertex set is given by
T (2) = T (1)\z(1) ∪
{
z˜
(1)
k , k = 1, · · · , K
}
. (21)
Let P(2) denote the new polyblock defined by vertex set T (2). By doing so, polyblock P(1) is
reduced to P(2), which still contains the feasible set G ∩ H. For the new polyblock P(2), the
vertex that achieves the maximum objective value is selected as the optimal vertex of P(2) as
follows:
z(2) = argmax
z∈T (2)∩H
K∑
k=1
wklog2 (γk). (22)
By repeating the above procedure, we can successively construct a sequence of polyblocks such
that
P(1) ⊃ P(2) ⊃ . . . ⊃ G ∩H. (23)
We illustrate the generation of the polyblocks for the two user case in Fig. 2. Let U
(
z(n)
)
and
U (γ∗) denote the objective value achieved by the vertex z(n) and the best feasible solution in
the nth iteration. The algorithm terminates when
∣∣U (z(n))− U (γ∗)∣∣ ≤ ε, where ε > 0 is a
given tolerance. The details of the polyblock outer approximation algorithm are summarized in
Algorithm 1.
Next, we explain how to initialize the vertex z(1) of polyblock P(1). Since P(1) should contain
the feasible set G ∩ H, γ(1)k can be set as its maximum value as follows:
γ
(1)
k = 1 +
Pmax ‖qk‖21
σ2
, ∀k ∈ K. (24)
This is because |qkv|2 ≤
(∑M
m=1 |[qk]m|
)2
= ‖qk‖21, where the inequality holds with equality
when the IRS reflection coefficients are designed as follows:
v∗m = e
j(θ∗−angle([qk]m)), ∀m ∈M, (25)
where angle ([qk]m) denotes the phase of the mth element of qk. θ
∗ can be set to any arbitrary
value, we set θ∗ = 0 for simplicity.
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Algorithm 1 Polyblock Outer Approximation Algorithm for Solving Problem (17)
Initialize polyblock P(1) and vertex z(1) =
[
γ
(1)
1 , γ
(1)
2 , · · · , γ(1)K
]T
, where γ
(1)
k = 1 +
Pmax‖qk‖
2
1
σ2
, ∀k ∈ K. T (1) = {z(1)}.
Define tolerance ε, U (γ∗) = 0, and n = 0.
1: repeat
2: n = n+ 1.
3: z(n) = argmax
z∈T (n)∩H
K∑
k=1
log2 (γk).
4: Find π
(
z(n)
)
, the projection of vertex z(n) with Algorithm 2.
5: if U
(
π
(
z(n)
)) ≥ U (γ∗) and π (z(n)) ∈ G ∩H then
6: γ∗ = z(n) and U (γ∗) = U
(
π
(
z(n)
))
.
7: end if
8: Generate K new vertices with π
(
z(n)
)
as z˜
(n)
k = z
(n)−
(
z
(n)
k − πk
(
z(n)
))
ek, k = 1, · · · , K.
9: Construct a smaller polyblock P(n+1) with the vertex set T (n+1) = T (n)\z(n) ∪{
z˜
(n)
k , k = 1, · · · , K
}
.
10: until
∣∣U (z(n))− U (γ∗)∣∣ ≤ ε
Obtain the optimal solution {p∗k, λ∗k} and V∗ with γ∗.
3) Finding the projection of vertex z(n): In each iteration of Algorithm 1, we need to find
the projection of vertex z(n) onto the set G, which is given by π (z(n)) = αz(n), α ∈ [0, 1]. Then,
the projection can be obtained by solving the following problem
α∗ = max
{
α|αz(n) ∈ G} . (26)
Therefore, the optimal α∗ can be obtained by invoking the bisection search method. For a given
projection parameter α and vertex z(n), the feasibility of αz(n) ∈ G can be checked by solving
the following convex problem
max
{pk,λk},V
1 (27a)
s.t.
(
αz
(n)
k − 1
)(∑
µ(i)>µ(k)
pi + λk
)
≤ pk, ∀k ∈ K, (27b)
(15b)− (15g). (27c)
Note that problem (27) is non-convex due to the rank-one constraint (15g). To tackle this issue,
we apply SDR by relaxing this constraint. Then, problem (27) is a convex problem, which can
be efficiently solved by standard convex optimization solvers such as CVX [26]. The procedure
to find the projection of vertex z(n) is summarized in Algorithm 2.
Remark 1. The obtained solution after termination of Algorithm 1 in general is an upper bound
of the optimal solution of the original problem (15). This is because the relaxation of the non-
convex rank constraint enlarges the feasible set of (15). This upper bound provides a performance
benchmark to validate the optimality of any suboptimal solutions.
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Algorithm 2 Bisection Search Algorithm to Find the Projection of Vertex z(n)
Initialize αmax = 1, αmin = 0, and tolerance ε.
1: while αmax − αmin ≥ ε do
2: Check the feasibility of problem (27) for given α = αmax+αmin
2
and z(n).
3: if problem (27) is feasible, then
4: αmin = α.
5: else
6: αmax = α.
7: end if
8: end while
9: α∗ = αmin and the projection is π
(
z(n)
)
= α∗z(n). The corresponding optimization variables
{pk, λk} and V are obtained by solving problem (27) with α∗.
Remark 2. When the obtained solution V∗ in Algorithm 1 is not rank-one, we can construct a
rank-one solution using the Gaussian randomization method [27]. Then, the reflection coefficients
v can be obtained through Cholesky decomposition.
Remark 3. After deploying the IRS at the obtained solution s∗, the IRS reflection coefficients and
power allocation can be optimized again with Algorithm 1 based on I-CSI to find a performance
upper bound.
B. OMA
Similarly, the optimal WSR for FDMA and TDMA can also be obtained by exhaustively
searching over all possible IRS deployment locations. In this subsection, we still focus on the
subproblem resulting for a given IRS deployment location.
1) FDMA: With the auxiliary variables
{
λFk
}
, the subproblem for FDMA for a given IRS
deployment location is equivalent to the following problem
(F− sub) : max
{pk,λFk },V
K∑
k=1
wk
K
log2
(
1 +
pk
λFk
)
(28a)
s.t. pk ≥ 0, ∀k ∈ K,
∑K
k=1
pk ≤ Pmax, (28b)
Tr (VQk) ≥ σ
2
KλFk
, ∀k ∈ K, (28c)
[V]mm = 1, ∀m ∈M,V  0,V ∈ HM , (28d)
rank (V) = 1, (28e)
Note that problem (28) has a similar structure as problem (15). Thus, we can also invoke MO
theory to solve it. With the auxiliary variables
{
γFk
}
, problem (28) can be rewritten as follows:
max
γF
K∑
k=1
wk
K
log2
(
γFk
)
(29a)
s.t. γF ∈ GF ∩ HF , (29b)
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where normal set GF and conormal set HF are given by
GF =
{
γ|0 ≤ γFk ≤ 1 +
pk
λFk
, ∀k ∈ K, ({pk, λFk } ,V) ∈ U} . (30)
HF = {γF |1 ≤ γFk , ∀k ∈ K} , (31)
Here, feasible set U is spanned by constraints (28b)-(28e). Problem (29) can be solved again
with the polyblock outer approximation algorithm. The details are omitted here for brevity.
2) TDMA: As explained before, for TDMA, the AP can transmit to all users with unique
IRS reflection coefficients in different time slots. For a given IRS deployment location, the WSR
subproblem for TDMA can be formulated as
(T− sub) :max
{vk}
K∑
k=1
wk
K
log2
(
1 +
Pmax|qkvk|2
σ2
)
(32a)
s.t. |vk,m| = 1, ∀k ∈ K, ∀m ∈M. (32b)
Problem (32) can be further decomposed into K independent subproblems. The optimal solution
to each subproblem is given by (25). As a result, problem (32) can be solved globally optimally
in closed form.
IV. ALTERNATING OPTIMIZATION BASED ALGORITHMS
Though the proposed MO based algorithms provide performance upper bounds, the computa-
tional complexity of the polyblock outer approximation increases exponentially with the number
of users. Additionally, the exhaustive search over all possible NOMA decoding orders and IRS
deployment locations also entails a prohibitive complexity, which is unaffordable in practical
applications. In this section, we propose low-complexity suboptimal AO based algorithms for the
considered MA schemes to strike a balance between computational complexity and performance.
A. NOMA
As the optimization variables in problem (9) are highly-coupled, invoking AO is a common
but efficient method for solving such problems. Specifically, we decompose the original problem
for a given NOMA decoding order into several subproblems, where the power allocation, IRS
reflection coefficients, and deployment location are alternatingly optimized with the other opti-
mization variables being fixed. To reduce the computational complexity caused by exhaustively
searching over all possible decoding orders, we further propose an efficient NOMA user ordering
scheme based on the user rate weights and IRS-user distances.
1) Optimizing {pk} for given v and s: For ease of exposition, we assume that the decoding
order is µ (k) = k and define βk =
K∑
i=k
pi, ∀k ∈ K. Therefore, the achievable rate at user k in
(7) can be rewritten as
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RNk = log2
(
1 +
|qkv|2pk
|qkv|2
∑K
i>k pi + σ
2
)
= log2
(
σ2 + |qkv|2βk
)− log2 (σ2 + |qkv|2βk+1) ,
(33)
where βK+1 , 0. Therefore, for given v and s, the optimization problem can be expressed as
max
{βk}
K∑
k=1
wk
(
log2
(
σ2 + |qkv|2βk
)− log2 (σ2 + |qkv|2βk+1)) (34a)
s.t. β1 − β2 ≥ β2 − β3 ≥ · · · ≥ βK ≥ 0, (34b)
β1 ≤ Pmax. (34c)
Since the objective function is not concave, problem (34) is non-convex. However, note that
since the objective function is a difference of two concave functions, a concave lower bound
can be obtained by applying the first-order Taylor expansion at given local points β
(l)
k+1 in the
lth iteration of the AO algorithm as
RNk ≥ R
N
k(β) = log2
(
σ2 + |qkv|2βk
)− log2 (σ2 + |qkv|2β(l)k+1)− |qkv|2
(
βk+1 − β(l)k+1
)
log2e
σ2 + |qkv|2β(l)k+1
.
(35)
where β = [β1, β2, · · · , βK ]T . By replacing the non-concave objective function in problem (34)
with its concave lower bound, the optimization problem can be written as follows
max
{βk}
K∑
k=1
wkR
N
k(β) (36a)
s.t. (34b), (34c). (36b)
Now, it can be verified that problem (36) is a convex problem which can be efficiently solved
via standard convex problem solvers, such as CVX [26]. The objective function values obtained
with problem (36) in general provide lower bounds for problem (34) due to the replacement of
the concave lower bound. After solving problem (36), the power allocation can be obtained as
p∗k = β
∗
k − β∗k+1, ∀k ∈ K.
2) Optimizing v for given {pk} and s: To tackle the non-convex unit modulus constraint,
we define V = vvH which satisfies V  0, rank (V) = 1 and [V]mm = 1, m = 1, 2, · · · ,M , as
in the previous section. Then, the achievable rate of user k in (33) can be rewritten as
RNk = log2
(
σ2 + Tr (VQk) βk
)− log2 (σ2 + Tr (VQk)βk+1) , (37)
where Qk = q
H
k qk, ∀k ∈ K. As a result, for given {pk} and s, the optimization problem can be
rewritten as
max
{V}
K∑
k=1
wk
(
log2
(
σ2 + Tr (VQk)βk
)− log2 (σ2 + Tr (VQk)βk+1)) (38a)
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s.t. Tr (VQk) ≥ Tr (VQj), ∀k > j ∈ K, (38b)
[V]mm = 1, ∀m ∈M,V  0,V ∈ HM , (38c)
rank (V) = 1. (38d)
The non-convexity of problem (38) is due to the non-concave objective function and the non-
convex rank-one constraint. The objective function is the difference of two concave functions,
and the concave lower bound based on the first-order Taylor expansion at a given local point
V(l) in the lth iteration of the AO algorithm is given by
RNk ≥ R¯Nk(V) = log2
(
σ2 + Tr (VQk) βk
)
−log2
(
σ2 + Tr
(
V(l)Qk
)
βk+1
)− βk+1log2e
σ2 + Tr (V(l)Qk)βk+1
Tr
(
Qk
(
V −V(l))) . (39)
Therefore, problem (38) can be rewritten as
max
{V}
K∑
k=1
wkR¯
N
k(V) (40a)
s.t. rank (V) = 1, (40b)
(38b), (38c). (40c)
To handle the non-convex rank-one constraint, one common method is invoking SDR, where the
optimization problem is solved by ignoring the rank-one constraint, and then construct a rank-one
solution based on the Gaussian randomization method if the solution obtained from the relaxed
problem is not rank-one. However, the constructed rank-one solution is generally suboptimal and
the convergence of the proposed AO based algorithm may not be guaranteed. To address this
issue, we invoke the sequential rank-one constraint relaxation (SROCR) approach [28], which
is capable of successively finding a rank-one solution. The basic framework of the SROCR
approach can be found in [28]. To facilitate the SROCR approach, the non-convex rank-one
constraint (40b) is replaced with the following relaxed convex constraint
λmax (V) ≥ ω(i)Tr (V) , (41)
where λmax (V) denotes the largest eigenvalue of V, and ω(i) ∈ [0, 1] denotes a relaxation
parameter which controls the largest eigenvalue to trace ratio of V. For example, when ω(i) = 0,
(41) is equivalent to ignoring the non-convex rank-one constraint as in the SDR approach. When
ω(i) = 1, (41) is equivalent to the rank-one constraint. As a result, problem (40) can be expressed
as the following relaxed optimization problem
max
{V}
K∑
k=1
wkR¯
N
k(V) (42a)
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Algorithm 3 SROCR Approach for Solving Problem (42)
Initialize convergence thresholds ǫ1 and ǫ2, and step size δ(0), and ω(0) = 0, i = 0.
1: repeat
2: For given
{
ω(i),V(i)
}
, solve the convex problem (42).
3: if problem (42) is solvable then
4: V(i+1) = V, δ(i+1) = δ(0).
5: else
6: V(i+1) = V(i), δ(i+1) = δ(i)
/
2.
7: end
8: i = i+ 1, update ω(i) = min
(
1,
λmax(V(i))
Tr(V(i))
+ δ(i)
)
.
9: until
∣∣obj (V(i))− obj (V(i−1))∣∣ ≤ ǫ1 and ∣∣1− ω(i−1)∣∣ ≤ ǫ2, V∗ = V(i) .
s.t. umax
(
V(i)
)H
Vumax
(
V(i)
) ≥ ω(i)Tr (V) , (42b)
(38b), (38c), (42c)
where umax
(
V(i)
)
is the eigenvector corresponding to the largest eigenvalue of V(i) and V(i) is
the obtained feasible solution with ω(i) in the ith iteration of the SROCR algorithm. Now, problem
(42) is a convex problem that can be efficiently solved with convex optimization software, such
as CVX [26]. After each iteration, parameter ω(i) is updated as ω(i)=min
(
1,
λmax(V(i))
Tr(V(i))
+δ(i)
)
,
where δ(i) is the predefined step size. If the current step size δ(i) makes problem (42) unsolvable,
we reduce the step size by δ(i+1)= δ(i)
/
2. Let obj
(
V(i)
)
denote the objective function value
achieved by solution V(i), the algorithm terminates when
∣∣obj(V(i))−obj(V(i−1))∣∣ ≤ ǫ1 and∣∣1− ω(i−1)∣∣ ≤ ǫ2 are simultaneously satisfied, where ǫ1 and ǫ2 are convergence thresholds.
By iteratively solving problem (42) and updating parameter ω(i), the proposed algorithm is
guaranteed to converge to a locally optimal rank-one solution [28]. The details for solving
problem (42) with the SROCR approach are summarized in Algorithm 3.
3) Optimizing s for given v and {pk}: Next, we focus on the optimization of the IRS
deployment location for given v and {pk}. The achievable rate at user k can be expressed as
RNk = log2
(
1 +
|qkv|2pk∑K
k>i |qkv|2pi + σ
2
LIRS,k
)
, (43)
where qk = r
H
k diag (g). Note that since the path loss LIRS,k and the AoAs/AoDs in qk both
depend on the IRS deployment location, the optimization of the IRS deployment location is a
non-trivial task. To handle this difficulty, we propose a local region optimization method for the
design of the IRS deployment location. For a given feasible IRS deployment location s(l), the
optimized IRS location should satisfy the following condition∥∥s− s(l)∥∥ ≤ ∆, (44)
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where ∆ is chosen to be relatively small such that the AoAs/AoDs of the AP-IRS and IRS-
user links remain approximately unchanged during the current iteration. Therefore, |qkv|2 is
approximately constant. The choice of ∆ will be discussed in Section VI.
For given {pk}, v, and s(l), the optimization problem within a specific local region can be
expressed as
max
s
K∑
k=1
wklog2
(
1 +
ckpk∑K
i>k ckpi +
σ2
LIRS,k
)
(45a)
s.t.
ρ0
dαAIAI
ρ0
dαIUIU,k
c¯k ≥ ρ0
dαAIAI
ρ0
dαIUIU,j
c¯j , ∀k > j, (45b)
s ∈ Ω, ∥∥s− s(l)∥∥ ≤ ∆, (45c)
where ck , |qkv|2∀k ∈ K. Constraint (45b) is the NOMA decoding order constraint for the IRS
deployment location design problem, which can be equivalently expressed as
ck
2
αIU ‖s− uj‖2 ≥ cj
2
αIU ‖s− uk‖2, ∀k > j, (46)
where uj and uj denote the location of users j and k, respectively.
Next, we introduce auxiliary variables ϕ, {υk}, and {τk} such that
ϕ = ‖s− b‖αAI , (47)
υk = ‖s− uk‖αIU , ∀k, (48)
τk =
1
LIRS,k
=
ϕυk
ρ20
, ∀k. (49)
Then, problem (45) can be equivalently written as
max
s,ϕ,{υk},{τk}
K∑
k=1
wklog2
(
1 +
c¯kpk∑K
i>k c¯kpi + τkσ
2
)
(50a)
s.t. τk ≥ ϕυk
ρ20
, ∀k ∈ K, (50b)
ϕ ≥ ‖s− b‖αAI , (50c)
υk ≥ ‖s− uk‖αIU , ∀k ∈ K, (50d)
(45c), (46), (50e)
Note that in problem (50), constraints (50b), (50c), and (50d) are obtained from (47), (48),
and (49) by replacing the equality sign with inequality constraints. This does not affect the
equivalence of problems (50) and (45). To demonstrate this, assume that one of the constraints
in (50b) is satisfied with strict inequality. Then, we can always decrease the corresponding τk to
satisfy the constraint with equality, which in turn increases the objective value. Therefore, for
the optimal solution of problem (50), constraint (50b) must be satisfied with equality. Similarly,
constraints (50c) and (50d) also must be satisfied with equality at the optimal solution of problem
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(50). Now, the non-convexity of problem (50) is caused by the non-concave objective function
and the non-convex constraints (46) and (50b). Since the objective function is a convex function
with respect to τk, a lower bound based on the first-order Taylor expansion at a given point τ
(l)
k
in the lth iteration of the AO algorithm is given by
RNk ≥R
N
k(τ)=log2
(
1+
ckpk∑K
i>k ckpi+τ
(l)
k σ
2
)
−
ckpkσ
2log2e
(
τk−τ (l)k
)
(∑K
i>k ckpi+τ
(l)
k σ
2+ckpk
)(∑K
i>k ckpi+τ
(l)
k σ
2
) .
(51)
For the non-convex constraint (46), as ‖s− uj‖2 is a convex function with respect to s, a lower
bound based on the first-order Taylor expansion at a given point s(l) is given by
‖s− uj‖2 ≥
∥∥s(l) − uj∥∥2 + 2(s(l) − uj)T (s− s(l)) . (52)
To handle non-convex constraint (50b), the left-hand-side (LHS) can be expressed as
ϕυk =
(ϕ+ υk)
2
2
− 1
2
ϕ2 − 1
2
υ2k. (53)
By applying the first-order Taylor expansion, the convex lower bound at given local points ϕ(l)
and
{
υ
(l)
k
}
is given by
ϕυk ≥ ̟k = (ϕ+ υk)
2
2
−
(
1
2
ϕ(l)
2
+ ϕ(l)
(
ϕ− ϕ(l)))− (1
2
υ
(l)2
k + υ
(l)
k
(
υk − υ(l)k
))
. (54)
Exploiting (51), (52), and (54), problem (50) can be rewritten as
max
s,ϕ,{υk},{τk}
K∑
k=1
wkR¯
N
k(τ) (55a)
s.t.
∥∥s(l) − uj∥∥2 + 2(s(l) − uj)T (s− s(l)) ≥ ( cj
ck
) 2
αIU ‖s− uk‖2, (55b)
τk ≥ ̟k
ρ20
, ∀k ∈ K, (55c)
(45c), (50c), (50d). (55d)
Problem (55) is convex and can be efficiently solved with convex optimization software, such
as CVX [26]. Similarly, the obtained objective value serves as a lower bound for that of the
original problem (50) because of the bounds in (51), (52), and (54).
4) Proposed NOMA User Ordering Scheme: Note that the above subproblems are solved for
a given decoding order. A straightforward approach is to exhaustively search over all possible
decoding orders and to choose the best candidate solution. However, this approach requires a
prohibitive complexity, e.g., O (K!), which is unacceptable even for moderate values of K. To
address this issue, we propose a user ordering scheme based on the user rate weights and the
IRS-user link distances. To maximize the weighted sum rate of all users, one intuitive solution
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is to allocate higher data rates to the users with higher rate weights. Motivated by this, the
decoding orders of the users are firstly differentiated based on the user rate weights as follows:
µ (k) < µ (j) if wk < wj, ∀k, j ∈ K. (56)
In this way, users with higher rate weights suffer less interference from the other users. Moreover,
the decoding orders of users who have identical rate weights are further determined based on
the distances between the users and the initial IRS deployment location s(0) as follows:
µ (k) < µ (j) if wk = wj and
∥∥s(0) − uj∥∥ ≤ ∥∥s(0) − uk∥∥ , ∀k, j ∈ K, (57)
which means that users close to the IRS have higher decoding orders. The performance of the
proposed user ordering scheme will be compared with the exhaustive search in the numerical
results section.
5) Proposed Algorithm and Convergence: Based on the above three subproblems and the
proposed user ordering scheme, we design an AO based algorithm. In particular, the power
allocation, {pk}, the IRS reflection coefficients, v, and the IRS deployment location, s, are
alternately designed by solving subproblems (36), (40), and (55), respectively. The solutions
obtained in each iteration are used as the input local points for the next iteration. The details of
the proposed algorithm are summarized in Algorithm 4, where Ns > 1 candidate local region
points s(0) are initialized for optimization, from which the solution with the highest WSR is
selected as the final solution. In particular, for each initialized IRS deployment location, the user
decoding order is generated based on the proposed user ordering scheme, and the transmit power
is equally distributed among all users for randomly generated feasible IRS reflection coefficients.
To prove the convergence of Algorithm 4, let η
({
plk,n
}
,vln, s
l
n
)
denote the objective function
value of problem (9) in the lth iteration with the nth candidate IRS deployment location. First,
for power allocation optimization for given vln and s
l
n in step 5 of Algorithm 4, we have
η
({
plk,n
}
,vln, s
l
n
) (a)
= ηlbp
({
plk,n
}
,vln, s
l
n
) (b)≤ ηlbp ({pl+1k,n} ,vln, sln) (c)≤ η ({pl+1k,n} ,vln, sln) , (58)
where ηlbp denotes the objective function value of problem (36). (a) follows from the fact that
the first-order Taylor expansion in (35) is tight at the given local point; (b) holds since solution{
pl+1k,n
}
for problem (36) is optimal for given vl and sl; (c) is obtained since problem (36) always
provides a lower bound solution for the original problem (9). Similarly, for the IRS reflection
coefficients and deployment location optimization in step 6 and step 8 of Algorithm 4, it can be
shown that
4We note that problem (36) can also be solved iteratively until convergence. To strike a balance between performance and
complexity, we solve problem (36) only once.
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Algorithm 4 Proposed AO based Algorithm for Solving Problem (9) for NOMA
Initialize Ns candidate IRS deployment locations
{
s
(0)
n
}Ns
n=1
.
1: for n = 1 to Ns do
2: l = 0, initialize the decoding order of all users according to the user rate weights and IRS-
user distances, equal power allocation
{
p
(l)
k,n =
Pmax
K
}
, and random feasible IRS reflection
coefficients v
(l)
n .
3: repeat
4: Solve problem (36) once4 for given v
(l)
n and s
(l)
n , and denote the optimal solution by
{
p
(l+1)
k,n
}
.
5: Solve problem (42) iteratively with the proposed Algorithm 3 for given
{
p
(l+1)
k,n
}
and s
(l)
n ,
and denote the optimal solution by v
(l+1)
n .
6: Calculate ϕ
(l)
n ,
{
υ
(l)
k,n
}
,
{
τ
(l)
k,n
}
based on (47), (48), and (49).
7: Solve problem (55) for given
{
p
(l+1)
k,n
}
and v
(l)
n in the local region of s
(l)
n , and denote the
optimal solution by s
(l+1)
n .
8: l = l + 1.
9: until the fractional increase of the objective value is below a threshold ξ > 0
10: Record the nth obtained solutions Tn =
({
p
(l)
n,k
}
,v
(l)
n , s
(l)
n
)
and the corresponding objective
function value WSRn =
∑K
k=1wkR
N∗
n,k.
11: end
12: Select the desired solutions Tn∗ , where n
∗ = argmax
n=1,··· ,Ns
WSRn.
η
({
pl+1k,n
}
,vln, s
l
n
)
= ηlbv
({
pl+1k,n
}
,vln, s
l
n
) ≤ ηlbv ({pl+1k,n} ,vl+1n , sln) ≤ η ({pl+1k,n} ,vl+1n , sln) (59)
and
η
({
pl+1k,n
}
,vl+1n , s
l
n
)
= ηlbs
({
pl+1k,n
}
,vl+1n , s
l
n
) ≤ ηlbs ({pl+1k,n} ,vl+1n , sl+1n ) ≤ η ({pl+1k,n} ,vl+1n , sl+1n ) ,
(60)
where ηlbv and η
lb
s denote the objective function values of problem (40) and (55), respectively.
Therefore, based on (58)-(60), we have
η
({
plk,n
}
,vln, s
l
n
) ≤ η ({pl+1k,n} ,vl+1n , sl+1n ) . (61)
Remark 4. Equation (61) shows that the obtained value of problem (9) is non-decreasing after
each iteration of Algorithm 4. Since the WSR is upper bounded by a finite value, the proposed
algorithm is guaranteed to converge.
Remark 5. Similarly, for the obtained IRS deployment location sn∗ , the power allocation and the
IRS reflection coefficients can be alternatingly optimized again based on I-CSI with Algorithm
4 to find a suboptimal solution.
B. OMA
In this subsection, we propose AO based algorithms for solving the formulated optimization
problems for FDMA and TDMA.
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1) FDMA: For given IRS reflection coefficients and deployment locations, the power alloca-
tion optimization problem for FDMA can be expressed as
max
{pk}
K∑
k=1
wk
1
K
log2
(
1 +
|qkv|2pk
1
K
σ2
)
(62a)
s.t. pk ≥ 0, ∀k ∈ K,
K∑
k=1
pk ≤ Pmax. (62b)
Since the objective function is concave with respect to {pk}, problem (62) is convex and can be
solved via standard convex problem solvers such as CVX [26].
Next, for given power allocation and IRS deployment location, the IRS reflection coefficient
optimization problem can be written as
max
{V}
K∑
k=1
wk
1
K
log2
(
1 +
Tr (VQk) pk
1
K
σ2
)
(63a)
s.t. [V]mm = 1, ∀m ∈ M,V  0,V ∈ HM , (63b)
rank (V) = 1, (63c)
where V = vvH , as in the previous subsection. The non-convexity of problem (63) is caused
by non-convex rank-one constraint (63c). Similar to problem (42), problem (63) also satisfies
the general framework of the SROCR approach. Therefore, problem (63) can be solved with the
SROCR approach via Algorithm 3. The details are omitted here for brevity.
For the IRS deployment location optimization, we invoke again the proposed local region
optimization method. As a result, for given {pk}, v, and local region point s(l), the optimization
problem is given by
max
s
K∑
k=1
wk
1
K
log2
(
1 +
ckpk
1
K
σ2
LIRS,k
)
(64a)
s.t. s ∈ Ω, ∥∥s− s(l)∥∥ ≤ ∆. (64b)
It is observed that problem (64) has a similar structure as problem (45) for NOMA. Therefore,
problem (64) can be solved in the same manner as problem (55).
2) TDMA: For TDMA, we only need to optimize the IRS reflection coefficients and deploy-
ment locations. The design the of reflection coefficients for given IRS location has already been
addressed in problem (32) in Section III. Next, we focus on the IRS deployment location design.
By invoking the local region optimization method, the corresponding optimization problem is
given by
max
s
K∑
k=1
wk
1
K
log2
(
1 +
c¯kPmax
σ2
LIRS,k
)
(65a)
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s.t. s ∈ Ω, ∥∥s− s(l)∥∥ ≤ ∆. (65b)
Problem (65) can be efficiently solved by the SCA method as described in the previous subsec-
tion. The details are omitted here for brevity.
V. DISCUSSIONS ON COMPLEXITY AND PERFORMANCE COMPARISON
In this section, we discuss the computational complexity and achieved performance of the
proposed algorithms. The overall comparison is summarized in Table I. Specifically, “MO-EX-
NOMA” denotes the proposed MO based algorithm for NOMA in Section III-A, where the
user decoding order and IRS deployment location are obtained by an exhaustive search. “MO-
EX-FDMA” denotes the corresponding MO based algorithm for FDMA in Section III-B. In
“EX-TDMA”, the optimal IRS reflection coefficients are designed based on the proposed closed-
form solution and the IRS deployment location is obtained by an exhaustive search for TDMA,
see Section III-C. “AO-NOMA”, “AO-FDMA”, and “AO-TDMA” denote the proposed AO based
algorithms for the different MA schemes in Section IV.
We first analyze the complexity of the “MO-EX-NOMA” algorithm for solving problem (9).
The complexity of exhaustively searching all possible decoding orders and IRS deployment
locations over the 3D space with accuracy ξ are O (K!) and O
(
1
ξ3
)
, respectively. For the
power allocation and IRS reflection coefficient optimization, the main complexity originates
from finding the projection with Algorithm 2. The complexity of solving the semidefinite
programming (SDP) problem (27) in Algorithm 2 is O
(
max (M, 2K − 1)4√M log 1
ǫ
)
, where
ǫ denotes the solution accuracy [27]. The total complexity of Algorithm 2 with accuracy ε is
O
(
log2
1
ε
(
max (M, 2K − 1)4√M log 1
ǫ
))
. Let IMite denote the number of iterations needed for
the convergence of Algorithm 1, then the overall complexity of the “MO-EX-NOMA” algorithm
is as shown in Table I. Similarly, we can also obtain the complexities of the “MO-EX-FDMA”
and “EX-TDMA” algorithms as shown in Table I.
Next, we analyze the complexity of “AO-NOMA”. Since the user decoding order is generated
with the proposed user ordering scheme, its complexity is O (1). Assuming application of the
interior-point method, the complexities of the power allocation and IRS deployment location
design are O (K3.5) and O ((2K + 4)3.5), respectively [29]. For the IRS reflection coefficient
design, the complexity of Algorithm 3 is O
(
ISite
(
max (M, 2K − 1)4√M log 1
ǫ
))
, where ISite
denotes the number of iterations needed for the convergence of Algorithm 3. The total complexity
of one iteration in Algorithm 4 is O
(
(3K + 4)3.5 + ISite
(
max (M, 2K − 1)4√M log 1
ǫ
))
. Let
IAite denote the number of iterations needed for the convergence of Algorithm 4, then the overall
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TABLE I: Computational Complexity and Performance of Proposed Algorithms.
Proposed
Algorithm
Decoding
order
Power
allocation
Reflection
coefficients
Deployment
location
Complexity Performance
MO-EX-NOMA
Exhaustive
search
Monotonic
optimization
Exhaustive
search
O
(
K!
ξ3
(
IMitelog2
1
ε
(
max (M, 2K − 1)4√M log 1
ǫ
)))
Upper
bound
MO-EX-FDMA
Monotonic
optimization
Exhaustive
search
O
(
1
ξ3
(
IMitelog2
1
ε
(
max (M,K)4
√
M log 1
ǫ
)))
Upper
bound
EX-TDMA
Closed-form
solution
Exhaustive
search
O
(
1
ξ3
)
Optimal
solution
AO-NOMA
Proposed
scheme
Alternating
optimization
O
(
NsI
A
ite
(
(3K+4)3.5+ISite
(
max (M,2K−1)4√M log 1
ǫ
)))
Suboptimal
solution
AO-FDMA
Alternating
optimization
O
(
NsI
A
ite
(
(2K+4)3.5+ISite
(
max (M,K−1)4√M log 1
ǫ
)))
Suboptimal
solution
AO-TDMA
Alternating
optimization
O ((2K + 4)3.5) Suboptimal
solution
complexity of the “AO-NOMA” algorithm is as shown in Table I. The complexity of “AO-FDMA”
and “AO-TDMA” can also be analyzed in a similar manner.
Comparing the performance of proposed algorithms, the solution obtained with the MO based
algorithm serves as an upper bound for the optimal solution of the original problem, since SDR
enlarges the feasible set of the IRS reflection coefficients. With the closed-form solutions for
the optimal IRS reflection coefficients, “EX-TDMA” is capable of finding the global optimal
solution. Furthermore, the AO based algorithms provide a suboptimal solution for the original
problems. The tightness of the upper bound and the suboptimal solutions will be evaluated in
Section VI.
VI. NUMERICAL RESULTS
In this section, numerical results are provided to evaluate the effectiveness of proposed designs.
We consider a K = 4 users scenario. The AP is located at b = (0, 0, 5)T meters and the kth
user is located at uk = (25 + 5k, 0, 1.5)
T
meters. The IRS deployment region is set as s ∈ Ω ={
(xs, 5, 5)
T |30 ≤ xs ≤ 45
}
. The horizontal locations of AP, IRS, and users are illustrated in
Fig. 3. The UPA at the IRS is parallel to the x− z plane. For the number of IRS elements, we
set Mh = 5 and increase Mv linearly with M . The element spacing is set to dI =
λ
2
. The path
loss exponents of the AP-IRS and IRS-user links are set as αAI = αIU = 2.2. The Rician factors
of the AP-IRS and IRS-user links are set as βAI = βIU = 3 dB. We consider two different
user rate weight vectors, namely, w1 = [0.1, 0.2, 0.3, 0.4] and w2 = [0.25, 0.25, 0.25, 0.25]. For
the other parameters, we set ρ0 = −30 dB and the noise power is σ2 = −90 dBm. All WSR
results are obtained as follows: run the proposed algorithms once base on the LoS components to
determine the IRS deployment location, and then again for each of the 100 independent channel
realizations to obtain the average WSR.
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Fig. 3: Simulated IRS-assisted 4-user com-
munication scenario (top view).
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A. Selection of the Value of ∆ for Local Region Optimization
For the considered simulation setup in Fig. 3, to ensure that the AoAs/AoDs are approximately
constant for our proposed local region optimization method, the value of ∆ should satisfy the
following condition
∆
ys
≤ εmax, (66)
Condition (66) means that the ratio of the maximum horizontal location change ∆ along the
x-axis and the horizontal distance between the IRS and the x-axis is below a threshold εmax.
Therefore, the value of ∆ can be obtained as ∆ ≤ εmaxys. Though very small values of εmax
increase the accuracy of the approximation, they also increase the number of iterations needed for
convergence. To balance between accuracy and complexity, in this paper, the threshold is set to
εmax = 0.01 and ∆ = 0.05 meter. Therefore, the constraint in (44) becomes
∥∥∥xs − x(l)s ∥∥∥ ≤ 0.05
for the considered simulation setup. Furthermore, the number of initialized candidate local points
for the proposed AO algorithm is set to Ns = 4 and
{
s
(0)
n = (25 + 5n, 5, 5)
T
}
.
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B. Convergence of Proposed Algorithms
Fig. 4 illustrates the convergence of the proposed upper bound and suboptimal algorithms for
NOMA and FDMA for user rate weight vector w1. For a fair comparison, the convergence for
both algorithms was studied for a given IRS deployment location and a given user decoding
order. The maximum transmit power is set to Pmax = 30 dBm and the number of reflection
elements is set to M = 50. As illustrated in Fig. 4, the proposed upper bound and suboptimal
algorithms converge as the number of iterations increase. Specifically, the proposed upper bound
algorithm converges in less than 100 iterations and the proposed suboptimal algorithm converges
to a similar value in less than 15 iterations, which is consistent with Remark 4. The proposed
suboptimal algorithm converges significantly faster than the proposed upper bound algorithm. It
is also observed that the performance gap between the upper bound and the suboptimal solution
is negligible, which illustrates the effectiveness of the proposed AO algorithms.
C. WSR versus M and Pmax
In this subsection, we investigate the achieved WSR of the proposed algorithms. For compar-
ison, we also consider the following benchmark scheme:
• Random Location (RL)-X: In this case, the IRS location is randomly selected within
the feasible region. The other optimization variables are obtained with the proposed AO
algorithms. “X” stands for the employed MA scheme.
Fig. 5 shows the WSR versus the number of IRS reflection elements M for Pmax = 30 dBm
and user rate weight vector w1. First, we observe that the achieved WSR of all schemes increases
with M , since a larger number of IRS reflection elements leads to higher passive array gains.
In particular, NOMA has the best performance since all users can be served simultaneously in
every time-frequency resource block. For the OMA schemes, TDMA achieves a higher WSR than
FDMA due to the time selectivity of the IRS, which allows the users for TDMA to be served with
the best channel power gains. Furthermore, it can be observed that the proposed suboptimal AO
algorithms are capable of achieving near-optimal performance, closely approaching the proposed
upper bound. Regarding the benchmark scheme, a considerable performance loss is observed for
all three MA schemes, which underscores the importance of optimizing IRS deployment.
Fig. 6 shows the WSR versus transmit power Pmax forM = 20 and user rate weight vector w1.
The WSR of all schemes increase as Pmax increases and the performance gain of NOMA over
OMA becomes more pronounced for larger transmit powers. The proposed suboptimal solutions
cause a negligible performance loss compared to the proposed upper bound. The random IRS
deployment locations lead to a worse performance compared to the proposed algorithms.
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D. Optimal IRS Deployment Locations of Different Transmission Schemes
Fig. 7 shows the optimal IRS deployment location obtained by the proposed AO algorithms for
different MA schemes with user weight vetorsw1 and w2. The transmit power is Pmax = 30 dBm
and M = 50. For the case of w1 = [0.1, 0.2, 0.3, 0.4], the optimal IRS horizontal location for
NOMA is (44.2, 5) meter, while the optimized IRS horizontal locations for TDMA and FDMA
are almost the same at (39.3, 5) meter. Since users 3 and 4 have larger rate weights, the IRS
for both NOMA and OMA is deployed to enhance the received signal strength of these users.
However, the IRS deployment strategy for OMA is more symmetric across all users than that
for NOMA. This phenomenon can be explained based on the path loss model for IRS-assisted
links, which is given by LIRS,k =
ρ0
d
αAI
AI
ρ0
d
αIU
IU,k
. Under the simulation setup considered in Fig. 3, the
channel power gain of user k increases when the IRS gets close, and decreases when it moves
away. Therefore, for OMA, the IRS is deployed to enhance the channel power gains of users
3 and 4 while keeping the channel power gains of users 1 and 2 at a moderately high level.
However, for NOMA, the IRS is deployed to increase the channel power gain of user 4 and to
decrease the channel power gains of the other users. By doing so, the channel conditions of the
users become more distinctive, which is a preferable setting for NOMA transmission. For the
case of w2 = [0.25, 0.25, 0.25, 0.25], the optimal IRS horizontal locations for NOMA, FDMA,
and TDMA are (30, 5) meter, (34.3, 5) meter, and (34.7, 5) meter, respectively. Though each
user has the same rate weight, the IRS for both NOMA and OMA is deployed closer to users 1
and 2 who are closer to the AP. The IRS deployment location for OMA enhances the channel
power gains of users 2, 3, and 4 while slightly sacrificing some channel power gain of user
1. For NOMA, it is preferable to deploy the IRS in an asymmetric manner to achieve distinct
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channel conditions for different users. The results in Fig. 7 provide useful guidelines for IRS
deployment for different MA schemes.
E. Impact of Decoding Order Design
In this subsection, we evaluate the performance achieved by the proposed user ordering
scheme. For comparison, we also consider the performance of two benchmark schemes. For
benchmark scheme 1, the optimal decoding order is obtained with the exhaustive search. For
benchmark scheme 2, the decoding order of the users is selected randomly. The other optimization
variables are optimized with the proposed AO algorithm. Fig. 8 shows that the proposed user
ordering scheme achieves almost the same performance as the exhaustive search scheme, which
confirms the effectiveness of the proposed scheme. In addition, random user ordering suffers
from a substantial performance loss as compared to the other two schemes, which demonstrates
the importance of a careful user decoding order design for IRS-assisted NOMA transmission.
We can also observe that the WSR achieved with w1 is higher than that with w2. This is due to
the fact that the communication rate of the strongest user contributes the most to the WSR for
NOMA. Therefore, assigning the highest rate weight to the strongest user in general leads to a
higher WSR.
VII. CONCLUSION
In this paper, the joint IRS deployment and MA design for downlink multiuser IRS-assisted
networks was investigated. The IRS deployment location, the reflection coefficients of the IRS,
and the power allocation at the AP were jointly optimized for maximization of the WSR for
NOMA, FDMA, and TDMA. To solve the resulting non-convex problems, MO and AO based
algorithms were developed to obtain a performance upper bound and high-quality suboptimal
solutions. Our numerical results showed that the proposed suboptimal algorithms are capable of
achieving near-optimal performance and that a significant performance gain can be achieved by
optimizing the IRS deployment location. Furthermore, our results also revealed that an asymmet-
ric IRS deployment strategy is preferable for NOMA, while a symmetric IRS deployment strategy
is superior for OMA. This insight provides useful guidelines for practical IRS implementation.
In this work, only one IRS was considered for assisting communication. Exploring optimal
deployment strategies for multiple IRSs is a promising but challenging direction for future
research.
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